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Resumo Impulsionados pelas visões da quinta geração de redes móveis, e com uma
crescente aceitação das tecnologias de redes baseadas em software, tais
como funções de redes virtualizadas (NFV) e redes definidas por software
(SDN), encontramo-nos perante uma transformação na infraestrutura nas re-
des de telecomunicações, assim como no modo como estas são geridas e
implementadas. Uma das alterações mais significativas é a mudança no pa-
radigma de computação na cloud, passando de uma implementação centra-
lizada para uma ramificada na direção das extremidades da rede. Este novo
ambiente, que possibilita uma plataforma de computação na extremidade da
rede, é denominado de Multi-Access Edge Computing (MEC). A principal ca-
racterística do MEC é fornecer computação móvel, armazenamento e recur-
sos de rede na extremidade da rede, permitindo que terminais móveis com
recursos limitados tenham acesso a aplicações exigentes em termos de la-
tência e computação. Na presente tese, é apresentada uma solução de arqui-
tetura MEC, que suporta ligações a redes de acesso heterogéneas, servindo
de plataforma para a implementação de serviços. Alguns cenários MEC fo-
ram aplicados e avaliados na plataforma proposta, de forma a demonstrar as
vantagens da implementação MEC. Os resultados demonstram que a plata-
forma proposta é significativamente mais rápida na execução computação in-
tensiva, maioritariamente devido à baixa latência, quando comparado com os
tradicionais datacenters centralizados, resultando numa poupança de energia
e redução de tráfego no backhaul.

Keywords MEC, SDN, NFV, 5G Networks, Cloud Computing, Fog Computing, Edge, 4G,
Virtualization
Abstract Driven by the visions of the 5th Generation of Mobile Networks (5G), and with
an increasing acceptance of software-based network technologies, such as
Network Function Virtualization (NFV) and Software Defined Networks (SDN),
a transformation in network infrastructure is presently taking place, along with
different requirements in terms of how networks are managed and deployed.
One of the significantly changes is a shift in the cloud computing paradigm,
moving from a centralized cloud computing towards the edge of the network.
This new environment, providing a cloud computing platform at the edge of
the network, is referred to as Multi-Acess Edge Computing (MEC). The main
feature of MEC is to provide mobile computing, network control and storage to
the network edges, enabling computation-intensive and latency-critical appli-
cations targeting resource-limited mobile devices. In this thesis a MEC archi-
tecture solution is provided, capable of supporting heterogeneous access net-
works, to assist as a platform for service deployment. Several MEC use case
scenarios are evaluated on the proposed scheme, in order to attest the advan-
tages of a MEC deployment. Results show that the proposed environment is
significantly faster on performing compute-intensive applications, mainly due
to lower end-to-end latency, when compared to traditional centralized cloud
servers, translating into energy saving, and reduced backhaul traffic.
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CHAPTER 1
Introduction
1.1 Motivation
Due to the fast growth of smart devices, higher demand for heavy media content and
crescent social media diffusion, new interactive, compute-intensive, mobile applications and
the upcoming Internet of Things (IoT) networks, a transformation in network infrastructure
is presently taking place. Telecommunications industry is facing new challenges and currently
seeking for new methods and system models to cope with the upcoming 5G Networks
requirements.
Cloud computing provides enterprises and end users with a way to deploy applications or
services without the need to have hardware at their premises. Instead, they can run their
applications in the cloud, where mechanisms such as load balancing are already in place. This
flexibility allows enterprises and end users to lower the costs when it comes to run a certain
application. As an effect of using cloud computing, computational and network overhead at
central cloud increases, but this creates problems with real-time applications where latency is
a crucial factor.
Despite the development in smartphones, they still have limited processing power ca-
pability and limited battery life, especially with the growing demand for energy-hungry
applications, such as video streaming, Augmented Reality (AR) applications and 3D gaming.
The preparation for deployment of future 5G networks sparked conversations about issues
that need to be solved to increase the Quality of Experience (QoE) of applications based on
these new networks. These applications require low latency and real-time data to effectively
utilize its functionalities. Multi-access Edge Computing (MEC) is a promising technology
introduced to reduce network stress by shifting resources to the network edge in the vicinity of
end-users, reducing latency and improving bandwidth. Moreover, MEC is considered as one
of the key enablers of IoT and big data applications as it offers low latency, local awareness
due to proximity of the IoT devices from the edge of the network, wide-spread geographical
distribution and interconnection with a large amount of nodes. MEC is a natural development
in the evolution of mobile base stations and the convergence of Information Technology (IT)
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and telecommunications networking. MEC will enable new vertical business segments and
services for consumers and enterprise customers. The trend of pushing cloud computing to
the edge of mobile networks is expected to continue to accelerate in years to come.
1.2 Objectives
The aim of this thesis is to provide a MEC platform, within a virtualization environment,
capable of providing seamless integration of multiple applications and services, towards mobile
subscribers, enterprises, and other vertical segments. This platform must support several
types of access networks, such as wireless, mobile and cable connections, exploiting new
emerging technologies such as SDN and NFV while enabling the deployment of applications
with latency constrains and alleviating the load on core networks.
Also, to test the proposed environment, some scenarios will be evaluated on the imple-
mented MEC platform.
1.3 Contributions
The architecture implemented in this work will be used as a base platform for future work
in the ongoing "Mobilizador 5G" project. The work made on this thesis contributed to two
papers:
• "Using SDN and Slicing for Data Oﬄoading over Heterogeneous Networks Supporting
non-3GPP Access", submitted to the Institute of Electrical and Electronics Engineers
(IEEE) International Symposium on Personal, Indoor and Mobile Radio Communications
(PIMRC) 2018 with the authors Flávio Meneses, Rui Silva, David Santos, Daniel Corujo
and Rui L. Aguiar (accepted).
• "An Integration of Slicing, NFV and SDN for Mobility Management in Corporate
Environments" with the authors Flávio Meneses, Rui Silva, David Santos, Daniel Corujo
and Rui L. Aguiar, submitted to the Transactions on Emerging Telecommunications
Technologies journal.
This thesis was presented at the 25th Seminar of Rede Temática de Comunicações Móveis
(RTCM) 2018.
1.4 Thesis Structure
In Chapter 2, an overview of the key enablers and background knowledge required to implement
the proposed MEC architecture and use cases is provided as well as MEC state of the art,
solutions and implemented testbeds. Chapter 3 presents the design of the overall test-bed, and
the ensuing implementation of MEC architecture as well as the studied use cases. Chapter 4
focuses on the performance of the system, highlighting it’s strengths and limitations. Moreover,
benchmark of the MEC performance against the traditional centralized clouds is also discussed
in this chapter. Chapter 5 presents the conclusions, contributions and future work.
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CHAPTER 2
Key Enablers and State of the Art
This chapter introduces the state of the art and key concepts relevant to this thesis.
2.1 Virtualization
Virtualization is the process to create and run a simulated/virtual, rather than actual, version
of something, such as an instance of a computer system, a storage device or a network device
in a layer abstracted from the actual physical hardware [1]. Usually, it refers to running
multiple Operating Systems (OSs) simultaneously in the same physical computer system.
To the virtualized OSs and applications, it appears that they are on a dedicated machine
as there is an abstraction from the true underlying hardware or software.
A software called hypervisor is responsible for creating the abstraction layer between the
separate, distinct and secure virtualized environments and the hardware or software which
sits below.
Hypervisors can be divided into two classes; bare metal hypervisors that run virtual
machines directly on a system’s hardware behaving like a traditional OS (Type 1); and hosted
hypervisors that run virtual machines on top of software, such as an OS, (these hypervisors
behave as traditional applications, they can be started and stopped as regular programs [2],
and are called Type 2 hypervisors).
There are many benefits to virtualization: to desktop users, the most common use is to
be able to run applications meant for a different operating system without having to switch
computers or reboot into a different system. For servers administrators, virtualization offers a
way to slice a large system into many smaller entities, allowing different users and applications,
with different resources requirements, to exploit the server more efficiently. It also allows
isolation between applications running in different virtual machines, running in the same host,
allowing running unsafe processes in one virtual machine without compromising the other
virtual systems [2].
There are several virtualization types:
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• Data virtualization: data virtualization allows companies to dynamically handle their
data, supplying processing capabilities that can aggregate data from multiple sources, in-
tegrate new data sources, and provide data according to user or application requirements
[3];
• Operating system virtualization: Operating system virtualization its a simple way to use
different OSs for different applications side-by-side on the same machine. Enterprises
can also push virtual operating systems to computers, which increases security, reduces
hardware costs and decreases time spent on IT services [3];
• Desktop virtualization: Easily confused with operating system virtualization. Desktop
virtualization allows a central administrator to deploy simulated desktop environments
to several physical machines at once. Unlike traditional desktop environments which are
physically installed, configured, and updated on each machine, desktop virtualization
allows administrators to perform mass configurations, updates, and security checks on
all virtual desktops [3];
• Server Virtualization: It is a way to have isolated servers running specific applications
or tasks without security risks. It allows also, in theory, to create enough virtual servers
to use all of a physical machine’s processing power, thus less hardware is used [3];
• Network Functions Virtualization (NFV): NFV separates the network key functions,
such as Network Address Translation (NAT), firewalling, Domain Name System (DNS),
and Internet Protocol (IP) configuration, to name a few, from proprietary hardware
appliances so they can run in software. Once software functions are independent of the
underlying physical machines, specific functions can be packaged together into a new
network and assigned to an environment [3]. Virtualizing networks reduces the number
of physical components. NFV is detailed in section 2.3.
2.1.1 Network Virtualization
As stated on [4], A networking environment supports network virtualization if it allows
coexistence of multiple virtual networks on the same physical substrate.
Network Virtualization (NV) is defined by the capability to create logical, isolated, virtual
networks that are separated from the underlying network hardware, as surveyed on [4].
Two popular technologies for creating logical networks on the same physical substrate are
Virtual Local Network (VLAN) and Virtual Private Network (VPN).
PlanetLab [5], 4WARD [6], GENI [7] and VINI [8] are some important projects on the
NV area, before the arrival of SDN and NFV. The main benefits of NV include reduction of
equipment, Quality of Service (QoS) improvement and optimization of resource usage [9].
2.2 Software Defined Networks
Conventional computer networks can be classified in three different planes: data, control
and management. Typically the control plane (which decides how to handle network traffic)
and the data plane (which forwards traffic according to the decisions made by the control
plane) have always been bundled together on a large number of network devices such as
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Figure 2.1: Overall view of SDN architecture
Source: [14]
routers, switches, and middle-boxes (i.e., devices that manipulate traffic for purposes other
than packet forwarding, such as a firewall). These devices use special algorithms to control
and monitor the data traffic in the network. In general, these routing algorithms and sets
of rules are implemented in dedicated hardware components such as Application Specific
Integrated Circuits (ASICs).
The network operators are responsible for configuring each individual network device
separately using low-level and often vendor-specific commands. In addition to the configuration
complexity, current networks do not adapt to the dynamics of faults and load, furthermore
automatic reconfiguration and response mechanisms are virtually non-existent in today’s IP
networks. As a result, network management is quite challenging and thus error-prone [10] [11].
The idea of "programmable networks" was introduced to meet these challenges, and, as a
result, a new network paradigm was presented: SDN, which promises to dramatically simplify
and revolutionize traditional network architectures [11].
SDN essentially decouples the control plane from the data plane and move it to a centralized
entity named controller. Therefore the complexity of network management is moved into this
software-based controller which is directly programmable and manageable in a centralized
manner [12]. This setup enables the underlying infrastructure to be abstracted for applications
and network services, enabling the network to be treated as a logical entity [13]. Figure 2.1
depicts a logical view of the SDN architecture.
Despite the popularity of SDN in academia and industry in the early stages, there was a
bit of confusion regarding the layers and interfaces of an SDN architecture.
With this in mind, the Open Networking Foundation (ONF) worked to define the SDN
concept and terminology and the result was published in 2012 on a white paper entitled
"Software-Define Networking: the new norm for networks" [14]. The Internet Research Task
Force (IRTF) and Software Defined Networking Research Group (SDNRG) also worked
intensively on clarifying these concepts and terminology. The result of this effort is the
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RFC7426 [15], which addresses the questions about what exactly SDN is, what the layer
structure is within the SDN architecture, and how layers interface with each other [16]. The
ONF also worked to define the SDN concept and terminology and the result was published in
2012 on a white paper entitled "Software-Define Networking: the new norm for networks" [14].
2.2.1 Software Defined Networks Architecture
The SDN architecture spans multiple planes as illustrated in Figure 2.2. Starting from the
bottom part of the figure and moving towards the upper part, RFC7426 [15] distinguishes the
following five SDN planes:
• Forwarding Plane: Responsible for handling data packets in the data path based on the
instructions received from the control plane. Actions of the forwarding plane include,
but are not limited to, forwarding, dropping, and modifying packets. Examples of
forwarding resources are classifiers, meters, etc. The forwarding plane is also widely
referred to as the "data plane" or the "data path".
• Operational Plane: Responsible for managing the operational state of the network device,
e.g., whether the device is active or inactive, the number of ports available, the status
of each port, and so on. Examples of operational plane resources are ports, memory,
and so on.
• Control Plane: Responsible for making decisions on how packets should be forwarded by
one or more network devices and pushing such decisions down to the network devices for
execution. The control plane’s main job is to fine-tune the forwarding tables that reside
in the forwarding plane, based on the network topology or external service requests.
• Management Plane: Responsible for monitoring, configuring, and maintaining network
devices, e.g., making decisions regarding the state of a network device. The management
plane usually focuses mostly on the operational plane of the device and less on the
forwarding plane. The management plane may be used to configure the forwarding
plane, but it does so infrequently and through a more wholesale approach than the
control plane.
• Application Plane: The plane where applications and services that define network
behavior reside. Applications that directly (or primarily) support the operation of the
forwarding plane (such as routing processes within the control plane) are not considered
part of the application plane.
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Figure 2.2: SDN Layer Architecture
Source: [15]
2.2.2 Software Defined Networks Interfaces
All planes mentioned above are connected via interfaces. An interface may take multiple
forms depending also on whether the connected planes reside on the same device or on
different devices. For the latter, then the interface can only take the form of a protocol. In
case of the former, the interface could be implemented via an open/proprietary protocol, an
open/proprietary software inter-process communication Application Programming Interface
(API), or operating system kernel system calls. RFC7426 [15] focuses on the north/south
communication between entities in different planes but does not exclude entity communication
within any one plane (eastbound-westbound communication).
It is important to distinguish between control and management interfaces as they have
their own distinct characteristics depending on the respective planes. Initially the management
plane was considered out of scope for SDN, but now documentation has been published by
both International Telecommunication Union (ITU) [17] and ONF [18] that includes the
management plane and are well aligned with RFC7426 [15].
2.2.3 Software Defined Networks Abstraction Layers
RFC7426 [15] defines the following abstraction layers as is illustrated on Figure 2.2:
• Device and resource Abstraction Layer (DAL): abstracts the resources of the device’s
forwarding and operational planes to the control and management planes. The DAL
is one of the most important abstraction layers, as the services that the rest of the
planes provide depend on the DAL’s richness and flexibility to describe resources. Some
examples of forwarding-plane abstraction models are Forwarding and Control Element
Separation (ForCES) [19], OpenFlow [20], Yet Another Next Generation (YANG) model
[21], and Simple Network Management Protocol (SNMP) Management Information
Bases (MIBs) [22].
7
• Control Abstraction Layer (CAL): abstracts the Control Plane Southbound Interface
and DAL from the applications and services of the control plane. Control applications
can use CAL to control a network device without providing any service to upper layers.
Examples include applications that perform control functions, such as Open Shortest
Path First (OSPF), Intermediate System to Intermediate System (IS-IS), and Border
Gateway Protocol (BGP).
• Management Abstraction Layer (MAL): abstracts the Management Plane Southbound
Interface and DAL from the applications and services of the management plane. Man-
agement applications can use MAL to manage the network device without providing
any service to upper layers. Examples of management applications include network
monitoring, fault detection, and recovery applications.
• Network Services Abstraction Layer (NSAL): provides access to services of the con-
trol, management, and application planes to other services and applications. Service
interfaces can take many forms pertaining to their specific requirements. The two
leading approaches for service interfaces are RESTful interfaces and Remote Procedure
Call (RPC) interfaces. Both follow a client-server architecture and use Extensible
Markup Language (XML) or JavaScript Object Notation (JSON) to pass messages, but
each has some slightly different characteristics.
2.2.4 OpenFlow
A number of protocol standards exist on the use of SDN in real applications, with the most
popular protocol standard called OpenFlow.
It was proposed in the paper ”OpenFlow: enabling innovation in campus networks” [23],
aiming to provide a high performance traffic control across multiple vendors’ network devices.
OpenFlow is one of the first protocol designed specifically for SDN, and is already standard-
ised by the ONF [24].
OpenFlow is a open protocol used to establish communication between the control appli-
cation layer (e.g., software applications) and forwarding plane (e.g., routers, switches) within
the SDN infrastructure, thus enabling the handling of the network as a whole rather than
individual devices, granting a more efficient use of network resources.
2.2.4.1 OpenFlow Architecture
An OpenFlow based architecture essentially consists of three main components: an OpenFlow-
compliant switch, an OpenFlow controller, and a secure communication channel which provides
a link for the transmission of commands and packets between the controller and the switch,
as shown in figure 2.3 [25].
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Figure 2.3: OpenFlow based Architecture from OFv1.0 specifications
Source: [25]
2.2.4.2 OpenFlow Switch
An OpenFlow Logical Switch consists of one or more flow tables, a group table which performs
packet lookups and forwarding, and one or more OpenFlow channels to an external controller
(Figure 2.4). The switch communicates with the controller and the controller manages the
switch via the OpenFlow switch protocol through a secure channel [20] [26]. The OpenFlow
switches establish a communication channel with the controller via an IP address using a
specified port, then initiates a standard Transport Layer Security (TLS) or Transmission
Control Protocol (TCP) connection to the controller. The traffic between the controller and
switch does not go through the OpenFlow pipeline, so it must identify when incoming traffic
is from the controller before matching it with the flow tables. Each OpenFlow switch may
establish communication with a single or multiple controllers [20].
OvS [20] is one of the most popular software-driven OpenFlow switches.
Figure 2.4: OpenFlow based Switch
Source: [20]
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2.2.4.3 OpenFlow Flow Tables, Match Fields and Actions
Switches use flow tables (i.e. a list of flow entries) to forward packets. Each entry consists of:
match fields, counters and instructions. Match fields are compared against the fields of the
packet being processed; Counters are used to keep statistics about packets; and instructions to
apply to the processed packet, such as modifying the packet’s fields, drop the packet, forward
the packet or encapsulate the packet and send it to the controller.
Incoming packets are compared with the match fields of each entry and if there is a match,
the packet is processed according to the action contained by that entry.
The OpenFlow specification defines three types of tables in the logical switch architecture.
A flow table matches incoming packets to a particular flow and specifies the actions that are
to be performed on the packets. There may be multiple flow tables that operate in a pipeline
fashion, as show in figure 2.5 A flow table may direct a flow to a group table, which may
trigger a variety of actions that affect one or more flows. A meter table can trigger a variety
of performance-related actions on a flow.
The typical packet processing flow in a OpenFlow switch is the following: When a packet
arrives at the switch, the packet is matched against the flow entries of the flow table, if a
match is found, the instruction set included in that flow entry is executed. These instructions
may explicitly direct the packet to another flow table (using the GotoTable Instruction),
where the same process is repeated again.
A flow entry can only direct a packet to a flow table number which is greater than its
own flow table number, in other words, pipeline processing can only go forward and not
backward. If the matching flow entry does not direct packets to another flow table, the current
stage of pipeline processing stops at this table and the packet is processed with its associated
action set. If a packet does not match a flow entry in a flow table, this is a table miss. The
behavior on a table miss depends on the table configuration. The instructions included in the
Figure 2.5: Packet flow through the processing pipeline
Source: [20]
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table-miss flow entry in the flow table can flexibly specify how to process unmatched packets,
such as dropping them, passing them to another table or sending them to the controllers
over the control channel via packet-in messages. There are few cases where a packet is not
fully processed by a flow entry and pipeline processing stops without processing the packet’s
action set or directing it to another table. If no table-miss flow entry is present, the packet is
dropped [20].
2.2.4.4 OpenFlow Controller
The OpenFlow controller is the entity responsible for manipulating the switch’s flow tables,
managing how to handle traffic without valid flow entries, as well as distributing appropriate
instructions to the network devices, using the OpenFlow protocol via a secure channel. The
controller has a global, logical view of the network.
Several controllers have been proposed since OpenFlow was brought to the community in
2008 [27]. The first open source controller was NOX [28], followed by others, such as, Maestro
[29], Beacon [30] or Trema [31]. Examples of controllers that address scalability [32] are
DevoFlow [33], ONIX [34] or FlowN [35]. Examples of open source OpenFlow controllers, still
maintained, being among the most widely used [36]: OpenDaylight [37], POX [38], Floodlight
[39], ONOS [40] and Ryu [41].
2.3 Network Function Virtualization
The main idea behind NFV is to virtualize network functions, and migrate these functions
from stand-alone boxes on dedicated hardware, to appliances running on cloud systems [42].
A network service can be broken down into a set of network functions, which are then
virtualized and executed on general purpose servers. This approach allows Virtual Network
Functions (VNFs) to be dynamically instantiated, relocated or destroyed, without necessarily
requiring the purchase and installation of new hardware, giving flexibility and reducing costs
to the network operator [43].
NFV paves the way to a number of differences in the way network service provisioning is
realized in comparison to current practice. In summary, these differences are as follows [44]:
• Decoupling software from hardware: As the network elements are no longer a composition
of integrated hardware and software entities, the evolution of both is independent of
each other. This enables the software to progress separately from the hardware, and
vice versa.
• Flexible network function deployment: The detachment of software from hardware helps
reassign and share the infrastructure resources, thus together, hardware and software,
can perform different functions at various times. The actual network function software
instantiation can become more automated, leveraging the different cloud and network
technologies currently available. Also, this helps network operators to deploy new
network services faster over the same physical platform.
• Dynamic scaling: The decoupling of the functionality of the network function into
instantiable software components provides greater flexibility to scale the actual VNF
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performance in a more dynamic way and with finer granularity, for instance, according
to the actual traffic for which the network operator needs to provision capacity.
The general concept of decoupling network functions from dedicated hardware does not
necessarily require virtualization of resources. This means that network operators could still
purchase or develop network functions and run them on physical machines. The difference is
that these network functions would have to be able to run on commodity servers. Nonetheless,
the advantages of running these functions on virtualized resources (e.g. dynamic resource
scaling, flexibility, energy efficiency) are very strong selling points of NFV. It is also possible
to have hybrid scenarios where functions running on virtualized resources co-exist with those
running on physical resources: those hybrid scenarios may be important in the transition
towards NFV [45].
2.3.1 Network Function Virtualization Architecture
According to ETSI, the NFV architecture is composed by three key elements, as illustrated
on figure 2.6: Network Function Virtualization Infrastructure (NFVI), VNFs and services,
and Network Function Virtualization Management and Orchestration (NFV MANO).
Figure 2.6: ETSI NFV Architecture
Source: [20]
2.3.1.1 Network Function Virtualization Infrastructure
The NFVI is the combination of both hardware and software resources which make up the
underlying environment in which VNFs are deployed. The physical resources consist of
Commercial off-the-shelf (COTS) computing hardware, storage and network (made up of
nodes and links) that provide processing, storage and connectivity to VNFs. Virtual resources
are an abstraction of both computing, storage and network resources. This abstraction
is accomplished using a hypervisor to virtualize network functions, decoupling the virtual
network functions from the underlying software or hardware they run on.
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2.3.1.2 Virtual Network Functions and Services
A Network Function (NF) is a functional block within a network infrastructure that has well
defined external interfaces and well-defined functional behaviour [46], such as Residential
Gateway (RGW), firewalls, DHCP servers etc.
Basically, a VNF is an implementation of an NF deployed in virtual resources. A single
VNF may be composed by a set of functions, and hence it could be deployed over multiple
VMs, in which case each VM hosts a single component of the VNF [44].
A service is an offering provided by a network operator that is composed of one or more
NFs. In NFV, the NFs that compose the service are virtualized and deployed on virtual
resources. Nonetheless, in the users’ perspective, the services should have the same or better
performance, whether running in traditional hardware boxes or in VMs [45].
2.3.1.3 Network Function Virtualization Management and Orchestration
NFV MANO provides the functionalities required for the provisioning and configuration of
VNFs, along with the configuration of the infrastructure these functions run on [47].
It includes the orchestration and lifecycle management of VNFs and physical and/or
software resources that support the infrastructure virtualization. It also includes databases
that are used to store the information and data models which define both deployment as well
as lifecycle properties of functions, services, and resources.
In addition, NFV MANO also defines interfaces that can be used for communications
between the different components, as well as coordination with traditional network management
systems such as Operations Support System (OSS) and Business Support Systems (BSS).
The ETSI NFV reference architecture specifies initial functional requirements and outlines
the required interfaces [44]. However, it excludes aspects such as control and management
of legacy equipment, thus it is complex to specify the operation and Management and
Orchestration (MANO) of an end-to-end service involving both VNFs and legacy functions
[45].
2.3.2 Combining Network Virtualization and Software Defined Networking
Both NFV and SDN have a lot in common since they both promote towards open software
and standard network hardware, exploiting automation and virtualization to achieve their
respective goals.
In fact, NFV and SDN may be highly complementary, as said on ETSI NFV white paper
[42], and hence combining them in one networking solution may lead to greater value.
For example, SDN can accelerate NFV deployment by offering a flexible and automated way
of chaining functions, provisioning and configuration of network connectivity and bandwidth,
automation of operations, security and policy control [48].
However, SDN and NFV are mutually beneficial but are not dependent on each other [42],
they promote different concepts, aimed at addressing different aspects of a software-driven
networking solution.
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Table 2.1: Comparison of Software Defined Network and Network Function Virtualization Concepts
Issue Network Function Virtual-
ization
Software Defined Network-
ing
Approach Service/Function Abstrac-
tion
Networking Abstraction
Standards Organization ETSI ONF
Advantage Flexibility and cost reduc-
tion
Unified programmable con-
trol and open interfaces
Protocol Multiple control protocols
/e.g. SNMP,NETCONF)
OpenFlow
Applications deployment Commodity servers and
switches
Commodity servers for
control plane and possi-
bility for specialized hard-
ware for data plane
Leaders Mainly Telecom Mainly networking soft-
ware and hardware ven-
dors
Business Initiator Telecom service providers Born on the campus, ma-
tured in the data center
Source: [45]
NFV aims at decoupling NFs from specialized hardware elements while SDN focuses on
splitting the handling and routing of packets and connections from overall network control
[45].
As stated by the ONF in the description of the SDN architecture [18], “the NFV concept
differs from the virtualization concept as used in the SDN architecture. In the SDN architecture,
virtualization is the allocation of abstract resources to particular clients or applications; in
NFV, the goal is to abstract NFs away from dedicated hardware, for example to allow them to
be hosted on server platforms in cloud data centers.”
Finally, an important distinction is that while NFV can work on existing networks, because
it resides on servers and interacts with specific traffic sent to them, SDN requires a new
network construct where the data and control planes are decoupled [45].
The relationship between SDN and NFV is described on Table 2.1
2.4 Cloud Computing
Cloud computing has become a tremendous paradigm for hosting and delivering services over
the Internet. Diverse formal definitions have been proposed in both research studies and IT
industry.
As defined by The National Institute of Standards and Technology (NIST): Cloud com-
puting is a model for enabling ubiquitous, convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction [49].
The goal of this computing model is to make a better use of various computer resources,
in order to achieve higher throughput and to resolve problems that require high performance
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computations. It allows users to develop and leverage available computer resources in a pay
as you go manner [50].
The main essential characteristics of Cloud Computing (CC) include [50]:
• On-demand self-service: A user can use cloud resources, such as computation, server
time or storage, automatically without requiring human interaction with each service
provider.
• Broad network access: Cloud resources are accessible over the Internet and accessed
through diverse terminals (e.g., computers, mobile phones, tablets etc.).
• Resource pooling: The computing resources are pooled together to serve multiple
consumers in a multi-tenant manner. Both physical and virtual resources are assigned
as consumers demand. The customer generally has no control or knowledge over the
exact location of the provided computer resources, however users may be able to specify
location requirements.
• Rapid elasticity. Computer resources provisioned to users can be elastically created and
released and can be scaled rapidly outward and inward appropriately with consumers
demand.
• Measured service. Computer resources can be automatically monitored, controlled and
optimized using a metering capability appropriate to the type of service provisioned.
Warnings can be reported to both provider and consumer.
2.4.1 OpenStack
Using the simplest definition, OpenStack is a framework for managing, defining and use cloud
resources. The official Openstack website1 defines: OpenStack is a cloud operating system that
controls large pools of compute, storage, and networking resources throughout a datacenter, all
managed through a dashboard that gives administrators control while empowering their users
to provision resources through a web interface.
OpenStack is a collection of open source software modules that provides a framework
to create and manage both public cloud and private cloud infrastructure. To create a
cloud computing environment, an organization typically builds off of its existing virtualized
infrastructure, using a well-established hypervisor such as VMware vSphere2, Microsoft Hyper-
V3 or KVM4. But cloud computing goes beyond just virtualization. A public or private
cloud also provides a high level of provisioning and lifecycle automation, user self-service,
cost reporting and billing, orchestration and other features. Openstack is a "cloud operating
system" that can organize, provision and manage large pools of heterogeneous compute, storage
and network resources. While an IT administrator is typically called on to provision and
manage resources in a more traditional virtualized environment, OpenStack enables individual
users to provision resources through management dashboards and the OpenStack API. It
makes horizontal scaling easy, which means that tasks that benefit from running concurrently
can easily serve more or fewer users on the fly by just spinning up more instances.
1www.openstack.org
2https://www.vmware.com/products/vsphere.html
3https://msdn.microsoft.com/pt-pt/library/mt169373(v=ws.11).aspx
4https://www.linux-kvm.org/
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Openstack has a modular architecture with code names for its modules. These modules,
shaped by open source contributions from the developer community, focus on specific functions
within the cloud ecosystem. Key Openstack components, by category, include:
• Compute
– Glance - a service that discovers, registers and retrieves virtual VM images;
– Ironic - a bare-metal provisioning service;
– Magnum - a container orchestration and provisioning engine;
– Nova - a service that provides scalable, on-demand and self-service access to
compute resources, such as VMs and containers;
– Storlets - a computable object storage service;
– Zun - a service that provides an API to launch and manage containers.
• Storage
– Cinder - a block storage service;
– Swift - an object storage service;
– Freezer - a backup, restore and disaster recovery service;
– Karbor - an application and data protection service;
– Manila - a shared file system.
• Networking and content delivery
– Designate - a DNS service for the network;
– Neutron - a SDN service for virtual compute environments;
– Dragonflow - a distributed control plane implementation of Neutron;
– Kuryr - a service that connects containers and storage;
– Octavia - a load balancer;
– Tacker - an orchestration service for NFV;
– Tricircle - a network automation service for multi-region cloud deployments.
• Data and analytics
– Sahara - a provisioning service for big data projects;
– Searchlight - a data indexing and search service;
– Trove - a Database as a Service (DBaaS).
• Security and compliance
– Barbican - a management service for passwords, encryption keys and X.509 Certifi-
cates;
– Congress - an IT governance service;
– Keystone - an authentication and multi-tenant authorization service;
– Mistral - a workflow management and enforcement service.
• Deployment
– Ansible OpenStack - a service that provides Ansible5 playbooks for OpenStack;
– Chef OpenStack - a service that provides Chef6 cookbooks for OpenStack;
5https://www.ansible.com/
6https://www.chef.io
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– Kolla - a service for container deployment;
– Charms - a service that offers Juju7 charms for OpenStack;
– Puppet OpenStack - a service that provides Puppet8 modules for OpenStack;
– TripleO - a service to deploy OpenStack in production.
• Management
– Horizon - a management dashboard and web-based user interface for OpenStack
services;
– OpenStack Client - the OpenStack Command Line Interface (CLI);
– Rally - an OpenStack benchmark service;
– Senlin - a clustering service;
– Vitrage - a Root Cause Analysis (RCA) service for troubleshooting;
– Watcher - a performance optimization service.
• Applications
– Heat - orchestration and auto-scaling services;
– Murano - an application catalog;
– Solum - a software development tool;
– Zaqar - a messaging service.
• Monitoring
– Aodh - an alarming service that takes actions based on rules;
– Ceilometer - a metering and data collection service;
– CloudKitty - a billing and chargeback service;
– Monasca - a high-speed metrics monitoring and alerting service;
– Panko - a service for metadata indexing and event storage to aid auditing and
troubleshooting.
The major modules are listed in Figure 2.7. This is a simplified view of the architecture,
assuming that all the services are used in the most standard configuration.
OpenStack has followed an alphabetical naming scheme for its version releases since its
initial Austin release in October 2010. The original Austin, Baxar and Cactus releases have
since been deprecated, and are no longer available. More recent releases, between 2012 and
2016, include Diablo, Essex, Folsom, Grizzly, Havana, Icehouse, Juno, Kilo, Liberty, Mitaka
and Newton, which are all at End of Life (EoL).
These were followed by the Ocata release in February 2017, and the Pike release in August
2017. Pike added a variety of new features, including support for Python 3.5, a revert-to-
snapshot feature in Cinder and support for globally distributed erasure codes in Swift. The
current one, Queens, was released on February 2018.
7https://www.ubuntu.com/cloud/juju
8https://puppet.com/
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Figure 2.7: Openstack Diagram
Source: 9
2.5 5G Network
In the simplest possible definition, 5G, which is short for “fifth generation", is the next
generation of wireless networks and it promises to improve the delivery of mobile services. 5G
is best understood in terms of its predecessors: The first generation of mobile networks (now
referred as First Generation (1G)), was fully analog and came out in around 1982. The second
generation of mobile networks, 2G, launched in 1991, made the jump to digital, expanded from
a voice-based technology to one that supported text messaging and also added cellular data
in the form of General Packet Radio Service (GPRS) and Enhanced Data rates for Global
Evolution (EDGE) technologies. In 2001, the third generation, 3G, was launched offering even
faster data rate than the previous generation. Roughly ten years after, the fourth generation
was launched. 4G Long Term Evolution (LTE) enhanced those capabilities with higher speeds
and increased reliability while having a low complexity network. 4G is a packet switched only
network, dropping the circuit switch part of previous generations. Historically, that works out
to a new generation of networking technology every decade or so.
5G promises not only to deliver higher data rates and reliability to mobile users (similarly
to the evolution of previous cellular technologies) but also to provide a framework to support
new verticals (i.e., new business) and new applications with specific requirements by using the
concept of network slicing. Network slicing, one the the key enablers for 5G, enables an operator
to run multiple independent logical networks sharing the same underlying hardware thus
enabling the networks to be tailored as required by a certain service or application. Network
slicing is possible by using the concepts of NFV and SDN, deploying the network functions
in a cloud as VNFs. Some applications require specific Key Performance Indicators (KPIs)
such as automotive, e-Health or Industry 4.0, that require low latency. In order to cope with
this requirement, 5G proposes the use of MEC, deploying a cloud at the edge of the network,
closer to the users, providing a way to lower the latency felt by the end user and reducing
the load on core networks. This combination of network slicing, the use of NFV and SDN
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and the ability to deploy network functions closer to the user enable a network operator to
deploy multiple slices tailored according to the needs of a specific service. As an example, in
order to support low latency applications such as AR, the required network functions would
be deployed in the edge cloud, while for other applications without low latency requirements
such as IoT, the network functions could be deployed at the core cloud. This way, two slices
are created, sharing the same underlying infrastructure but with different KPIs. In order
to automate network management, 5G aims to use a MANO mechanism, allowing network
functions or services to be deployed or scaled on demand.
The organization that governs cellular standards, 3GPP, released its first 5G formal
standard, Release 15 [51] [52] [53], in December 2017. As mentioned above, 5G brings
about more improvements, but it’s also comprised of a suite of new technologies. Not every
vendor agrees on what should be included in the final specifications, but the most popular
contenders are small cells; millimeter waves; massive Multiple-input Multiple-output (MIMO);
beamforming; and full duplex, for the radio access part. For the core part of the network, the
key aspects will reside on the introduction of SDN, NFV and cloud-based mechanisms for the
operation of the network.
2.6 Multi-Access Edge Computing
2.6.1 Introduction
In recent years, there has been an increasing number of mobile subscriptions (63% subscription
in 2016, whereas it was just 20% on the previous decade). Almost half a billion (429 million)
mobile devices and connections were added in 2016 and by 2021 there will be 1.5 mobile
devices per capita [54]. With the continuous technological evolution of the high end devices
UEs (e.g., smartphones and tablets), conjoint with new and interactive mobile applications,
new challenges to the mobile and wireless communications worldwide are created [55].
These networks have to cope with mobile devices with low storage capacity, lack of
computational power, high energy consumption and with low bandwidth high latency interfaces
[56]. In addition, exponential growth of IoT devices will overload an already congested network.
Despite today’s mobile devices being more powerful in terms of Central Processing Unit (CPU)
and storage, they may not be able to handle applications requiring huge processing in a short
period of time, and with high battery consumption performing these tasks still constitutes a
major drawback, restraining the users QoE [57].
These aspects motivate the development of the Mobile Cloud Computing (MCC) concept,
as an integration of cloud computing and mobile computing, providing mobile devices’ users
with storage services and data processing in the centralized cloud [58].
Despite MCC being able to address some of the issues, it still experiences several challenges,
such as high latency, low coverage and lagged data transmission [59], that will become even
more expressive with the next mobile generation 5G.
Furthermore, because MCC is located in a centralized CC far away from the mobile user
(in terms of network topology) it is not suited for real-time scenarios (e.g. AR and Real-Time
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Applications (RTA)) and since all data is sent to the centralized servers it overloads the
backhaul of mobile networks, increasing the latency.
To address these problems, the cloud services should be moved towards the edges of the
network, and a new paradigm was created: MEC [60].
By bringing the MCC closer to the UEs it is widely agreed that MEC is a key technology
to deploy next-generation Internet scenarios [61] such as IoT [62], Tactile Internet (TI) [63]
and Internet of Me (IOM) [64].
ETSI Industry Specification Group (ISG) MEC, in its first introductory white paper [60],
defined that: "Mobile-Edge Computing provides IT service environment and cloud-computing
capabilities within the Radio Access Network (RAN) in close proximity to mobile subscribers."
2.6.2 Evolution towards Multi-Acess Edge Computing
In this section some solutions and concepts of cloud computing moving towards MEC are
described.
2.6.2.1 Mobile Cloud Computing
The Mobile Cloud Computing (MCC) is described as an integration of cloud computing
technology with mobile devices [65].
Mobile devices face some constraints [66], such as finite energy source, variable wireless
behavior and different bandwidth connectivity, memory size, storage capacity and computing
power. A solution to solve some of these constrains is to use cloud computing in the mobile
environment [67], leading to the emergence of a new paradigm called MCC. MCC can address
these problems by executing mobile applications on a resource provider in the Cloud platform.
A generic architecture of MCC is presented in figure 2.8.
The MCC architecture is composed by:
• Mobile Network: The mobile network controls the connection of the functional interface
between mobile device and network operator. The mobile devices are able to be connected
Figure 2.8: MCC Architecture
Source: [68]
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to the mobile network through satellite, Base Transceiver Stations (BTS) or access
points.
• Internet Service: The Internet connects the mobile network with the cloud. The mobile
users can access the cloud services via LTE, Global System for Mobiles (GSM), Code
Division Multiple Access (CDMA) or wireless connections.
• Cloud Services: The service-oriented cloud computing architecture can be divided in
three layers, namely Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and
Software as a Service (SaaS); IaaS offers virtualization platforms such as VMs. Users
can get these infrastructure services dynamically according to their requirements. PaaS
provides a platform where users can build, deploy and test their applications. Users can
get software, such as databases, in SaaS [68].
2.6.2.2 Fog Computing
Fog computing, alternatively known as fog networking or "fogging", is a term originally
introduced by Cisco, proposed to enable cloud computing architecture away from centralized
cloud datacenters, considering a large number of geographically wide spread edge nodes as a
part of a distributed and collaborating cloud. Fog computing foresees cloud nodes deployed
directly at the edge of the network and being capable to deliver new applications and services,
especially for the future IoT services [69] [70].
The notion of fog computing nodes is wide. Any equipment with processing power and
storage, e.g., ranging from wireless access points, switches and routers to base stations and
resource-rich datacenters or cloud platforms, can be qualified as a fog node [71]. Cisco
introduced the first commercial fog device, IOx[72], capable of hosting applications in a
guest operating system running on a hypervisor directly on routers. As a generic cloud
platform to develop and execute software, fog computing is considered as an open ecosytem
for wearables/IoT, big-data analytics and for emerging services such as automotive, hostile
and tactile applications [73].
2.6.2.3 Cloudlets
A cloudlet is a mobility-enhanced small-scale cloud datacenter that is located at the edge of
the Internet. The main purpose of the cloudlet is supporting resource-intensive and interactive
mobile applications by providing powerful computing resources to mobile devices with lower
latency. It is a new architectural element that extends today’s cloud computing infrastructure.
It represents the middle tier of a 3-tier hierarchy: mobile device - cloudlet - cloud. A cloudlet
can be viewed as a data center in a box whose goal is to bring the cloud closer. The cloudlet
term was introduced by Satyanarayanan et al. in [67] [66]. It was purposed as an edge cloud
node, which can reside in community places, e.g, coffee shops or shopping malls, and highly
populated areas, e.g., train stations and exhibition halls [73]. Cloudlets are instantiated based
on a soft state implementation that relies on VMs and merely acts as micro datacenters in
a box, offering access to end users over Wi-Fi for deploying and managing their own VM
[74]. Using a VM-based approach, cloudlets offer a transient guest environment for individual
users, providing isolation from other host software.
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Figure 2.9: MEC server platform overview as displayed in ETSI first technical white paper
Source: [60]
2.6.3 Multi-Access Edge Computing Architecture and Standardization
This section introduces several concepts for the computation on the edge and standardization.
2.6.3.1 Multi-Access Edge Computing ETSI
Standardization is an indispensable step for promoting and evolving a new technology, which
documents the consensus among multiple players and defines characteristics and rules in a
specific industry.
The standardization effort by ETSI has started in 2014, and a new ISG was established
set up by Huawey, Vodafone, Nokia Networks, IBM and NTT docomo. The purpose of
the ISG is to create a standardized, open environment which will allow the efficient and
seamless integration of applications from vendors, service providers, and third-parties across
multi-vendor MEC platforms [75].
In 2014, ETSI, published is first technical white paper on MEC [60] where the MEC
concept was introduced, consumer and technical benefits were discussed and a high-level
architectural blue print of MEC was introduced, as showed in figure 2.9. Additionally, typical
use case scenarios, technical requirements and challenges for MEC were pointed out. Later,
these aspects have been documented in more detail, in the ETSI specifications [76] [77] [78].
At the MEC World Congress 2016, ETSI has announced six Proof of Concepts (PoCs) [79]
which will assist the strategic planning and decision-making of organizations, helping them
identify which MEC solutions may be viable in the network. In this congress ETSI MEC ISG
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Figure 2.10: MEC framework overview
Source: [76]
has renamed Mobile Edge Computing to Multi-access Edge Computing in order to express the
growing interest in MEC from non-cellular operators [80]. Recently 3GPP has included MEC
architecture into its 5G standards and in recent technical specification document [51].
The MEC framework, described in [76], shows the abstract entities and functions involved
in the MEC structure, categorized into network level, Mobile Edge (ME) system level, ME
host level and networks level as illustrated in figure 2.10.
At the top, the ME system level management provides abstraction of the bottom MEC
system simplifying connections from UEs and third parties.
The ME host levels consist of two main parts; ME host and ME host level management.
The ME host provides the virtualization infrastructure and ME platform, providing resources
for running mobile edge applications.
The ME host management handles the management of functionalities of a particular ME
host and the applications running on it.
The underlying network levels offers represent the MEC connectivity of the access networks;
such as 3GPP mobile, Wireless Access Network (WAN), Local Area Network (LAN) and
external ones such as Internet.
Figure 2.11, illustrates the MEC reference architecture, including its functional entities
and respective reference points.
The ME host is an entity that contains the ME platform and a virtualization infrastructure
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Figure 2.11: MEC reference architecture
Source: [76]
which provides compute, storage and network resources for the Mobile Edge Applications
(APPs).
It also contains the ME platform which enables applications to discover, advertise, consume
and offer mobile edge services, and provides the virtualization infrastructure with a set of data
plane traffic rules. Those rules are based on policies received either from the ME platform
management via Mm5 interface or via applications and/or services. The ME platform is also
responsible for configuring a DNS proxy/server accordingly to DNS records received from
the ME platform management, facilitate the user traffic to reach the desired ME application
and/or communicate with other peer platforms via the Mp3 interface, which allows peer
platform clustering. It is also in charge of providing access to persistent storage and time of
day information.
The ME platform manager is responsible for managing the life cycle of applications,
providing element management functions to the ME platform, via the Mm5 interface, and
managing the APPs rules and requirements including service authorizations, traffic rules
and DNS configuration. The ME platform manager also receives reports and performance
measurements from the Virtualized Infrastructure Manager (VIM), via Mm6 interface, for
further processing.
APPs are executed as VMs on top of the virtualization infrastructure and interact with the
ME platform via the Mp1 interface in order to discover offered mobile edge services, indicate
their service requirements and to perform APP migration when the UE moves around within
the network.
The VIM is responsible for managing, allocating and releasing virtualized resources of the
Virtual Infrastructure (VI) and to prepare the VI to run a software image. It connects with
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the VI via interface Mn7. Openstack is considered the most widely adopted VI.
The ME orchestrator is the core functionality in mobile edge system level management;
it has the visibility over the resources and capabilities of the entire ME network including a
catalog of available APPs. The ME orchestrator is responsible for electing appropriate ME
host(s) for application instantiation based on constraints, such as latency, available resources
and available services. It interacts with the VIM, via Mm4 interface, for managing the APPs
images, maintain records of available resources and status information and preparing the VIM
to handle the applications.
OSS is an entity that receives requests via the Customer Facing Service (CFS) portal and
from UEs applications for instantiation or termination of applications, and decides on the
granting of these requests. Granted requests are forwarded to the ME orchestrator via Mn1
interface, for further processing. The OSS interacts with ME platform manager through Mn2
interface, for the ME platform configuration, fault and performance management.
The CFS portal allows access from third parties, providing mobile edge applications that
meet their particular needs, and to receive back Service Level Agreement (SLA) or billing
related information from the provisioned applications.
The user Application Lifecyle Management (LCM) proxy is a function that enables
UEs applications to request Application (APP) related services such as instantiation and
termination of user applications and when supported, relocation of user applications in and out
of the ME system. For processing these applications requests, the user LCM proxy interacts
with the OSS via Mm8 interface, and with the ME orchestrator via Mm9 interface.
2.6.4 Use cases and applications
The presence of the MEC on the edge of operator’s network brings many advantages to all
stakeholders, such as service providers, mobile operators and end users [57].
The next subsection discusses individual use case categories, scenarios, services and
applications.
For a better analysis the individual use cases where divided in three main categories (see
Figure 2.12), as was presented by ETSI [81].
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Figure 2.12: Example of MEC use-cases and Scenarios
Source: [57]
2.6.4.1 Consumer-Oriented Services
The first use case category generally benefits directly the end-user.
Mainly, users benefit from MEC by oﬄoading intensive computation from mobile devices to
nearby MEC servers, enhancing mobile devices computation capabilities and prolonging their
batteries’ lifetime, which enables running new and compute-intensive emerging applications
at the UEs.
Compute oﬄoading is a technique by which a mobile device, fully ou partially, oﬄoads
a computation-intensive task to a resource-sufficient cloud environment [73]. Computation
oﬄoading is performed mainly to save energy or due to the inability of the end device to
perform heavy-compute tasks, or just to simplify the end devices.
One of the applications that benefits from computation oﬄoading is Edge Accelerated
Web Browsing [82], a web browser where most of the browsing functions are oﬄoaded to
MEC. Likewise, face/speech recognition or image/video editing also benefit from computation
oﬄoading as these require large amounts of storage and computation [83].
Because of the low latency and responsiveness, MEC infrastructures have also been
recognized to be a niche for latency-sensitive applications in AR domain [84].
One AR application using MEC is shown by Doleza et al. [85]. The authors use an AR
application that discovers places of interest visible in the view of the device’s camera and
overlay additional text information in the screen. With this implementation the authors
demonstrate the reduction of latency up to 88% and energy consumption of the UE up to
93%.
Chen et al. [86] propose a cognitive assistance application using Google Glass with cloudlet.
In their application Google Glass is used as a input device of information from the user (gps,
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acceleration and video). The data is sent to a cloudlet server that has different subsystems
running, such as object recognition, face recognition and motion classifier. Each subsystem is
running on a separate VM on an enhanced Openstack platform.
Verbelen et al.[87] implemented an AR application featuring markless tracking and object
recognition. The application tracks feature points in the video frames and shows 3D objects
as an overlay. The authors split the application logic into several components and deploy each
component based on real time requirements, whether to nearby edge server or central cloud.
Another example of AR application is Augmented Brain Computer Interaction Game
presented by Zao et al. [88] based on Fog Computing and Linked Data. When a person
plays the game, raw streams of data collected by Electroencephalography (EEG) sensors are
generated and classified to detect the brain state of the player. Brain state classification is
among the most computationally heavy signal processing tasks, and needs to be carried out
in real-time. The system employs both MEC and cloud servers, a combination that enables
the system to perform continuous real-time brain state classification.
Alongside with AR, Mangiante et al. [89] proposes using MEC to deploy a Virtual
Reality (VR) application. In this implementation a Field Of View (FOV) rendering solution is
presented, running on edge servers, designed to optimize the bandwidth and latency required
by VR 360°video streaming. Although preliminary, test results show the immediate benefits
in bandwidth saving using this approach.
Additionally, applications like gaming and remote desktop may benefit from MEC due to
the low latency requirement [57].
Healthcare can also be aided by edge computing. According to Heindenrench et al. [90] one
third of the strokes could possibly be averted by early mitigating the fall incidents. In order
to prevent and detect a fall, Cao et al. [91] proposes a smart healthcare infrastructure called
U-fall, that exploits smartphones by engaging edge computing technology. The application
is based on a detection algorithm that is designed using acceleration magnitude values and
nonlinear time series analysis. The propose infrastructure maintains integrity between the
smartphone and the server to ensure real time detection [91] [92].
Furthermore, MEC can help health advisors to better assist their patients: MEC enables
smartphones and sensors to collect data from patients (eg. pulse rate, body temperature,
blood pressure, etc) with health advisers having access to the cloud server, being able to
diagnose and assist them accordingly [93].
2.6.4.2 Operator and Third Party Services
The second category of use cases is represented by the services and scenarios from which
operators and third parties can benefit.
An example of this use case exploits MEC for IoT purposes [94] [95]. Since IoT devices
are connected through several radio technologies (e.g. Wi-Fi, LTE, Third Generation (3G),
LoRa, etc) and using different protocols, there is a need for a low latency aggregation point
where the messages can be processed, distributed and/or aggregated. A MEC platform can
encompass a local IoT gateway functionality, capable of aggregating the messages from nearby
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IoT devices and perform big data analytics for event reporting. Moreover, the MEC server
can filter the communications performing data trimming before the corresponding information
reaches the associated cloud server [96], sending only meaningful messages (for example when
a sensor value changes more than a specified threshold). This will significantly reduce traffic
on the network backhaul as well as communications and processing overhead on central clouds
[97].
Sun et al. [94] propose an edge IoT architecture that considers a hierarchy of edge cloud
platforms in order to provide flexible IoT services while maintaining user privacy. In the
proposal, each user’s IoT devices are associated with a proxy VM (located in an edge server),
that collects, classifies and analyzes the device’s raw data and transmits the metadata to
the correspondent application VM (which is owned by the IoT service providers and used by
user’s in a shared manner). Since the metadata is generated from the raw streams it is not
violating the user privacy.
Another application, known as IoTCloud [98], is a cloud-compatible open source controller
and an extensible API, which enables developers to create scalable high performance IoT and
sensor-centric applications.
Osmotic computing [99] proposes a new paradigm for the efficient execution of IoT services
and applications at the network edge. Its design concept splits the application processing in
three tiers, namely, IoT devices, edge servers and central cloud. Applications are decomposed
and tailored into lightweight microservices deployed on an edge server or complex microservices
deployed on a central cloud. Like osmosis in the chemistry context, the dynamic management
of resources in the central cloud and edge is performed to achieve the balanced deployment
of microservices while ensuring resource constraints and applications requirements. For
microservices deployment, Osmotic Computing uses lightweight container-based virtualization
technologies such as Docker [100] and Kubernetes [101], as a result it is easy for the operator
to dynamically decide which microservices should migrate from edge to central cloud and vice
versa.
MEC can also support a number of smart city services, including video analytics, location
services, intelligent public spaces, public safety and emergency services, to mention a few.
These services can easily produce a large amount of data, with location specific and latency
requirements.
Sapienza et al. [102] presents a scenario that exploits MEC in order to detect abnormal or
critical events such as terrorist threats, natural and man-made disasters. The MEC performs
two services; Mash-Up Service that monitors and analyzes from information sources (personal
devices like smartphones, video surveillance system deployed in the city and wireless air
quality sensor system) and Alert Notification Manager that makes and sends notification
messages to BTS and eNodeBs to rapidly notify the users which are close to the critical area.
Video stream analysis is another service scenario that benefits from MEC [97]. For example,
suppose a vehicle license plate recognition service that monitors vehicles passing a certain
area, checks if the vehicles are legal, and then sends the recognized plate number to the cloud
and signals the authorities. The mechanism for the video analysis remains the same to the
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one used on the cloud [103], but the amount of data that is sent to the cloud is negligible
compared to the original video stream.
Moreover, MEC enables surveillance cameras to be spread across the city which can
be beneficial for several applications such as traffic management, and/or detecting traffic
accidents. The same cameras can be used with face recognition to trace missing persons or
wanted criminals [104] [105]. Several vendors are working on this service scenario, too [106]
[107].
The characteristics of MEC can also be exploited in the connected vehicles for Intelligent
Transport System (ITS). An evolution in connected vehicles technologies is foreseen, vehicles
will become more equipped with devices and applications that connect the vehicle to its
surroundings, for example Interactive Advanced Driver-Assistance systems (ADASs) and
Cooperative Intelligent Transport Systems (C-ITS). Connected-vehicle safety applications
are designed to increase situation awareness and mitigate traffic accidents through Vehicle-
to-vehicle (V2V) and Vehicle-to-infrastructure (V2I) communications [108]. One vehicle
can exchange communications with other vehicles and inform them about road hazards,
traffic jams, vehicles’ next behavior, expected risk or even the presence of pedestrian and
bikers. This information is frequently locally usable, so deploying these services on a local
MEC has significant advantage, especially for low-latency critical communications, by adding
computation and geo-distributed services to roadside BTS. Regarding this scenario, a lot of
business opportunities and new value-added services are expected, such as unoccupied parking
location and car finder [109], thus the industries also notice MEC-enabled connected vehicles
services and some consortium had been instituted [110] [111] [112] [113]. Some comprehensive
surveys which are specific to connected vehicles’ MEC-enabled deployment are available [114]
[115]. In addition to the common connected vehicles systems (automobiles, buses, trains,
etc), MEC will also be useful to enable connected Unmanned Aerial vehicles (UAV)s, which
play an increasingly important role in several scenarios such as critical missions, emergency
response, inspection and monitoring.
In 2016, Nokia proposed the UAV traffic management (UTM) [116] based on MEC
architecture, where the UTM provides automated UAV missions, fleet management, 3D
navigation and collision avoidance. Despite the effort, the existing mobile networks are mainly
designed to the ground user, thus UAVs will have limited connectivity and bandwidth, hence
it is necessary to recompose the mobile networks and deploy MEC servers to guarantee the
connectivity and low latency required by the UAVs. Other less common scenarios can benefit
from MEC deployment such as smart grids, Wireless Sensor and Actuator Networks (WSAN)s,
ocean monitoring and smart building control.
2.6.4.3 Network performance and QoE Improvement Services
The third category of use cases and scenarios are those relating with optimizing network
performance and/or improving QoE. One such case is to alleviate congested backhaul links
by local content caching at the edge. Providing a distributed caching by extending Content
Delivery Network (CDN) services toward the mobile edge can heighten user QoE, while
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alleviating congested backhaul and core network usage, as confirmed in several research works
[117] [118]. Several architectural solutions to integrate distributed parallel edges servers,
capable to perform video streaming and cache, are presented in [119], [120] and [74].
Media Cloud [121] proposes a solution to deliver on-demand adaptive video streaming
services, where those resources can be dynamically scheduled in an on-demand fashion. Liu
et al. [122] present a context network-aware with edge caching capabilities based on the
prediction of content popularity, user preferences and the characteristics of the local wireless
environment.
MEC can also increase QoS, especially for heavy objects like 3D images, by caching content
locally (e.g. museums, shopping centers, stadiums) without requiring centralized servers and
core network resources [123].
Besides alleviation and optimization of the backhaul network, MEC can also enhance the
radio network, for example, by gathering related information from the UEs and processing
these at the edge, resulting in a more efficient scheduling.
2.6.5 Deploying Multi-Access Edge Computing in 3GPP networks
The 5G standards are currently under development by 3GPP, however 3GPP has already
included MEC architecture into its 5G standards in a technical specification document [51].
Additionally MEC is recognized by the European 5G Public-Private Partnership Association
(5GPPP) research body as one of the key emerging technologies for 5G networks (together
with NFV and SDN) being identified as a natural development in the evolution of mobile BTS
and the convergence of information technology and telecommunications networking [124].
The basic performance criteria for 5G systems has been set by the ITU in their International
Mobile Telecommunication (ITM)-2020 Recommendation [125].
ITU-R M.2083 describes three overall usage scenarios for 5G systems:
• Enhanced Mobile Broadband to deal with hugely increased data volumes, overall data
capacity and user density;
• Massive Machine-type Communications for the IoT, requiring low power consumption
and low data rates for very large numbers of connected devices;
• Ultra-reliable and Low Latency Communications to cater for safety-critical and mission
critical applications.
To achieve these visions, 5G systems will exploit the MEC as one of the innovative
technologies and as being an essential tool to facilitate the smooth transition from fourth
generation 4G networks to the new generation [126].
Opposed to the ongoing mobile network architecture, the 5G platform was conceived to
allow a more flexible deployment of the data plane, intending to natively support MEC.
Since MEC underlying connectivity of the access networks, along with the hardware of
the MEC platform, remains open, new levels of flexibility to choose deployment scenarios are
enabled. Therefore, Service Providers (SPs) can deploy MEC to work as early applications
test beds, enabling SPs and third parties means to trial their applications, without waiting
for full approval of the 5G standards, with the full capital investment. For example, SPs
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can host applications on a MEC test bed, test the revenue return, and scale up or remove as
appropriate [127].
Another aspect for early deploying MEC platforms is the possibility for re-using existing
deployed systems. Due to the virtualized and flexible characteristics of MEC, it is effortless
to monitor performance and resources needed, which enables more rigorous pricing control for
SPs regarding application providers for hosting the applications as well as dimensioning the
edge equipment accordingly with the application set proposed [127].
One solution to early deployment MEC platforms presented in an ETSI white paper [127],
released in 2018, contemplates a distributed SGW-LBO deployed on the edge site, whereas
the control plane functions of the 3GPP Evolved Packet Core (EPC) components (as specified
in the Forth Generation (4G) system architecture in ETSI TS-123.401 [128]), such as Mobility
Management Entity (MME) (the key control-node for the LTE access-network which provides
the control plane function for mobility between LTE and 2G/3G access networks) and Home
Subscriber Server (HSS) (a central database that contains user-related and subscription-related
information) are located at the operators core site. Local breakout at the S/P-GW is a new
architecture for MEC that originates from the operators’ desire to have a greater control
on the granularity of the traffic that needs to be steered. The S/P-GW is an entity that
combines both Serving Gateway (SGW) (responsible for forwarding data packets, and serve
as the mobility anchor between LTE and other 3GPP technologies) and Packet Data Network
Gateway (PGW) (responsible for providing connectivity from the UE to external packet data
networks by being the point of exit and entry of traffic to the UE). This principle is dictated
by the need to have the users able to reach both the MEC applications and the operator’s
core site application in a selective manner over the same Access Point Name (APN) [127]. For
traffic steering the SGi - Local Break Out interface is used, which supports traffic separation
and allows the same level of security as the operator expects from a 3GPP-compliant solution.
The diagram illustrated on figure 2.13 describes the co-locating MEC hosts with the SGW
in a mobile network where the MEC system and the distributed SGW are co-located at the
edge.
Figure 2.13: SGW-LBO MEC deployment
Source: [127]
So, starting out with a 4G plus an edge test bed, with limited deployments at first, MEC
empowers a smooth transition into the 5G network roll out, without the need for major
upgrades when the time for transition arrives.
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2.6.6 Network Slicing
Network slicing has emerged as a key concept for providing an agile networking platform to
support emerging businesses with different service requirements in an efficient way [129] [130].
It consists in slicing one network into multiple instances, each architected and optimized for a
specific requirement and/or application/service. Network slicing introduces a multi-tenant
environment capable of supporting flexible provisioning of network resources, as well as
dynamic assignment of network functions, Radio Access Technologys (RATs) and applications.
Network slicing enables resource sharing among virtual MNO, services and applications as
developed in [131] considering 3GPP mobile networks, by introducing the notion of network
slice broker that complements the network sharing management. From the infrastructure
perspective, network slicing allocates a set of dedicated or shared resources, either virtual or
physical, to particular tenants by introducing a network hypervisor. To accommodate the
service requirements of incoming requests, network slices need to combine a set of network and
cloud resources, such as network functions, processing power, storage and access to big data
or RAN analytics, etc., which are typical MEC utilities. Figure 2.14 illustrates an example of
network slicing on a common network infrastructure considering the potential role of MEC in
mobile broadband, automotive and massive IoT services [73].
Figure 2.14: Example of network slicing and the role of MEC
Source: [73]
Since mobile broadband requires high capacity, a MEC platform can cache content at
the edge decreasing the load on the mobile backhaul and reducing core network traffic
by oﬄoading the traffic to the local edge. MEC can also provide a number of services
to enhance mobile broadband capabilities such as video acceleration or application aware
performance optimization. For the automotive slice, MEC is a catalyst element that shapes
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the capabilities needed to accommodate strict latency and scalable network functions and
applications instantiated at the edge. Regarding IoT communications, MEC can provide
processing and storage resources to efficiently handle huge amounts of small data.
2.6.7 MEC Deployment
MEC provide resources, usually located on a centralized remote cloud, to be scattered among
a set of multi-cloud platforms. A straightforward deployment of MEC is as a separate
and individual platform, allowing a Mobile Network Operator (MNO) to integrate it into
the RAN to provide local services without considering service continuity and user mobility.
A more breakthrough deployment scenario is a set of MEC heterogeneous environment
platforms, providing different services, taking into account network and traffic conditions,
and supporting user and service mobility [73]. The first release of the ISG MEC will support
deployment scenarios where the MEC server is deployed either at the LTE macro base station
(eNodeB (eNB)) site, or at the 3G Radio Network Controller (RNC) site, or at a multi-
technology (3G/LTE) cell aggregation site [60]. An overview of the different MEC deployment
scenarios is illustrated at figure 2.15.
Figure 2.15: Example of MEC deployment Scenarios
Source: [73]
For outdoor regions, MEC can be deployed directly at the RAN or in close proximity,
enabling a close coordination of applications with the RAN, understanding traffic and radio
conditions, providing a flexible service while enabling computing and storage at the RAN
edge [73].
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The MEC platform can reside on macro-based station sites, such as eNB in LTE networks,
or at RNC of a 3G mobile network. MEC can also be deployed directly at the mobile
backhaul, such as a small cell gateway, or deployed at an aggregation point such as Baseband
Unit (BBU).
For indoor environments, MEC can act as a powerful gateway, enabling multiple services
within a particular location, such as security in public spaces, augmented reality on museums,
video stream on sports and social events or empower social network applications [73].
Considering IoT applications, the research work in [69] explored the deployment of edge
cloud platforms at a cell aggregation point and at a WiFi access point. A seamless integration of
edge-cloud platforms in a small cell deployment without any impact on the operations of 3GPP
LTE networks is detailed in [132] and [133], forming a cluster of interconnected computing
resources. In these solutions, mobile users transmit cloud and conventional data over the local
gateway Local Internet Protocol Access (LIPA), which is responsible for encapsulating the
packets and then send them to the edge cloud platform.
Selection of MEC server deployment depends on many factors, such as, scalability, physical
deployment constrains, performance required, low latency, economics, etc. hence, each
deployment must be planned to fulfill its purpose.
2.6.7.1 Multi-Access Edge Computing Deployment Solutions
2.6.7.1.1 Small Cell Cloud (SCC).
The SCC was proposed in 2014 [133], and the main idea was to enhance the network with
small cells ( Small Cell eNodeB (SCeNB)s), like microcells, picocells and femtocells, with
computation and storage capabilities. A similar idea was address later on SESAME [134]
[135] project.
Because of the requirements of the next generation mobile networks, a higher number of
SCeNB is supposed to be deployed, as a result SCC should be capable of providing enough
computation power for the UEs, especially for applications and services that require low-latency
(see examples on section 2.6.4).
To fully integrate SCC in the mobile network architecture a new entity must be created
to fully control and manage the SCeNBs, the Small Cell Manager (SCM).
The SCM is aware of the overall cluster context (both radio and cloud wise), thus it is
capable of perform dynamic and elastic management of the computation resources within
the SCC, deciding where to deploy or migrate computational power, optimizing the service
delivery for the end-user. The computation resources are virtualized in a VM located on the
SCeNBs and they can pool their resources exploiting NFV.
In the SCC architecture the SCM can be deployed either in a centralized manner, located
on the Core Network (CN), or deployed within the RAN, close to a cluster of the SCeNBs or
as an extension of MME.
Furthermore, the SCM can be deployed in a distributed hierarchical manner, where a
Local Small Cell Manager (L-SCM) or a Virtual Local Small Cell Manager (VL-SCM), located
on the RAN, manages the resources on the correspondent SCeNBs, while a Remote Small
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Cell Manager (R-SCM), located on the CN, manage all the resources of all SCeNB connected
to the CN as displayed on figure 2.16.
(a) Centralized SCM architecture (b) Distributed hierarchical SCM architecture
Figure 2.16: SCC architecture (Mobility Management Entity (MME), Home Subscriber Server (HSS),
Serving Gateway (SGW), Packet Data Network Gateway (PGW)
Source: [133]
2.6.7.1.2 Mobile Micro Cloud (MMC).
The MMC concept was introduced in [136]. The main difference between this concept
and the SCC is that the MMC does not introduce any control entity in the network, as it is
assumed to be fully distributed in a similar way as the VL-SCM in SCC.
While in the SCC the resources are provided by interworking clusters of SCeNBs, in MMC
the UEs exploit resources from a single MMC.
In order to maintain service continuity if the UEs move within the network, the MMCs
are interconnected between them and connected through the backhaul, to guarantee fast and
smooth service migration between MMCs.
2.6.7.1.3 Fast Moving Personal Cloud (MobiScud).
The MobiScud architecture [137] integrates cloud services in the mobile networks by
exploiting SDN and NFV technologies while maintaining backwards compability with existing
mobile networks. MobiScud enables personalized virtual machines to seamlessly “follow” UEs
as they move throughout the network.
When compared with the MMC and the SCC architectures, the cloud resources in MobiScud
are not deployed directly on the access nodes like SCeNBss and eNBs, but in centralized
clouds within the RAN or near the RAN. However, these clouds are assumed to be highly
distributed, as in the MMC and SCC concepts, providing cloud services to all network UEs.
The Mobiscud concept also introduces a new control entity, a MobiScud Controll (MC),
which basically has two functionalities: a) monitoring signaling messages between mobile
networks elements to be conscious of the UEs activity and b) orchestration and routing data
traffic within the SDN-enabled transport network to aid compute oﬄoading and storage
applications and to perform VM migration when the UE moves around within the network.
2.6.7.1.4 Follow me Cloud (FMC).
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(a) MCC architecture
Source: [136]
(b) MobiScud architecture
Source: [137]
Figure 2.17: MCC and MobiScud architecture
Similar to the MobiScud concept the main idea of FMC [138] [139] is to have cloud services
running VMs deployed on distributed Data Centers (DC) that follows the mobile users as
they move throughout the network, but in contrast to the other concepts, the cloud services
are deployed farther from the users, on the CN of the operator, the FMC architecture is
displayed on figure 2.18a.
The FMC concept implements new entities in the network: a DC/GW mapping entity and
an FMC controller (FMCC). The DC/GW mapping entity maps the DCs to the distributed
S/P-Gateways (GWs) according to distinct metrics, such as, location or hop count between
the DC and distributed CN. The FMCC manages DCs resources, such as computation and
storage and cloud services running on them. The Follow me Cloud Controller (FMCC) is also
responsible for selecting which DC should be associated to the UE using the cloud services.
These two entities can be deployed either centrally or locally for better scalability as displayed
on figure 2.18a.
While in the previous concepts the authors assume the existing centralized CN deployment,
FMC leverages from the fact that mobile operators need to decentralize their networks to
cope with the future mobile networks requirements, thus it is assumed that the centralized
CN used on network deployment will be replaced by a distributed one, and the DC may be
located in the same place as the centralized PGW and SGW.
2.6.7.1.5 CONCERT.
CONCERT [140], like the above-mentioned solutions is assumed to exploit NFV and SDN
technology.
The control plane essentially consists of a new entity, conductor, deployed centrally or in
a hierarchical manner for better scalability, which manages communication, computing and
storage resources in CONCERT architecture. This entity can be deployed centrally or in a
hierarchical manner for better scalability like SCC or FMC.
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(a) FMC architecture
Source: [138] [139]
(b) CONCERT Architecture
Source: [140]
Figure 2.18: FMC and Concert architecture
The data plane consists of Radio Interface Equipments (RIEs) physically representing the
eNB, SDN switches and computing and storage resources (see Figure 2.18b).
The computer resources are both for baseband processing (similarly as Centralized Radio
Access Network (C-RAN)) and for handling application level processing (e.g. application
oﬄoading, AR). In his concept, local servers with low resources are assumed to be located
near the users (directly at the physical BTS) and if compute power and/or storage proved to
be insufficient, regional and even central servers are exploited.
2.6.8 Orchestration Options
As new networks progressively incorporate different technologies and cloud infrastructures,
becoming more heterogeneous in nature, the resource allocation and management processes are
becoming more complex. On top of such a heterogeneous environment, new requirements on
distributed service provisioning, programmability and multi-tenancy support leads the network
and cloud control approaches towards a more unified orchestration. Such orchestration should
take into account networking, cloud and service requirements. Currently, a number of different
orchestration deployment options have emerged from the industry and standardization, with
the most significant ones detailed below.
• OpenBaton [141]: OpenBaton, developed by Fraunhofer FOKUS and TU Berlin, ensures
the development of virtual network infrastructure by adapting network functions to the
specific cloud environment, providing a comprehensive implementation of the ETSI NFV
MANO specification. The framework considers a generic Virtual Network Function
Manager (VNFM) for the life cycle of the VNFs, based on the corresponding descriptors,
and a Juju10 (a service orchestration tool for the cloud) VNFM adapter in order to
deploy Juju charms. Openbaton integrates two different engines: i) event management
engine for dispatching and ii) auto scaling engine for managing scaling operations. A
fault management system is also included for automatic run-time management where
10https://www.ubuntu.com/cloud/juju
37
monitoring information is gathered using Zabbix11(open source monitoring solution
for network and application monitoring). Finally, it provides plugins for addition and
deletion inside the orchestration logic.
• OSM [142]: Open Source Management and Orchestration (OSM) is an ETSI-hosted
project to develop an Open Source NFV MANO software stack aligned with ETSI
NFV. The framework offers SDN underlay control (integrating multiple SDN con-
trollers), multi-site capability and multi-VIM capability with enhanced performance
awareness. The architectural components contain: resource orchestrator (from the
Telefonica discontinued OpenMano), VNF configuration component (Canonical Juju),
network service orchestrator and Graphic User Interface (GUI) (RIFT.io12), virtualized
infrastructure based on intel architecture, virtual infrastructure manager (OpenVIM13
and Openstack14) and finally service VNFs (Metaswitch15 and 6wind16).
• Cloudify [143]: Cloudify is an open source framework based on Topology and Orches-
tration Specification for Cloud Applications (TOSCA), which acts as a cloud platform
orchestrator. It provides a complete solution for automating and managing application
development and DevOps processes on top of a multi-cloud environment. Cloudify
eliminates the boundaries between orchestration and monitoring, assuring automatic
reaction to pre-defined events with the appropriated corrective measures. It organizes
workflow for environment setup, application installation, infrastructure management,
scaling and fault recovery. Cloudify offers interoperability among diverse cloud platforms
(e.g, VMware, Cloudstack, Amazon and Azure) and reduces multi-vendor lock in. A
CLI based client is used to perform the different operations.
• M-CORD [144]: M-CORD is a cloud-native solution built on SDN, NFV and cloud
technologies. It includes both virtualization of RAN functions and a virtual Evolved
Packet Core (vEPC) to enable mobile edge applications and innovative services using
a micro-services architecture. M-CORD enables virtualization of the RAN and core
network functions, while separating the control functions from the data plane enabling a
unified network orchestration and managment. Moreover, it allows third parties to build
mobile edge services facilitating localized applications. M-CORD offers a single SDN
control plane following Open Network Operating System (ONOS) [145] to control the
virtual network infrastructure, SDN and NFV resources based on openstack and TOSCA
facilitating the deployment of VNFs and network slices, providing mobile services with
the desired performance, orchestrated by XOS [146].
• T-NOVA [147]: T-NOVA is a management and orchestration platform for automated
provisioning of Network Function as a Service (NFaaS) on top of virtualized infrastruc-
tures. It leverages the benefits of SDN and cloud management architectures to enable
automated provisioning, configuration, monitoring and efficient operations of VNFs.
11https://www.zabbix.com/
12https://riftio.com/
13https://github.com/nfvlabs/openvim
14https://www.openstack.org/
15https://www.metaswitch.com/
16http://www.6wind.com/
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T-NOVA differs from the other frameworks in terms of an additional marketplace layer,
which allows operators to offer their infrastructures as a value added service. This
layer is placed on top of the orchestrator and contains a customer facing module for
implementing business related functionalities in a multi-user setting, employing the
paradigm of "APP-Store". T-NOVA follows the ETSI NFV architecture separating the
VIM from the NFVI, which are based on Openstack and OpenDaylight. The orchestrator
divides its functionalities into two modules, namely Network Service Orchestrator (NSO)
and Virtual Resource Orchestrator (VRO). NSO maintains the lifecycle of the network
services focusing on connectivity, and VRO manages compute, storage and network
resources.
• ONAP [148]: Open Network Automation Platform (ONAP) is an open source orchestra-
tor project, carried out within the Linux Foundation with the support of AT&T, China
Mobile and other leading industry partners. It is an initiative created by the combination
of the Enhanced Control, Orchestration, Management and Policy (ECOMP) and Open
Orchestrator (OPEN-O) projects, into ONAP, to bring the capabilities for designing,
creating, orchestrating and handling of the full lifecycle management of VNFs, SDNs,
and the services that all of these things entail. ONAP allows the end users to connect
products and services through the infrastructure, and allows deployments of VNFs and
scaling of the network, in a fully automated manner. ONAP expands the scope of
ETSI MANO, introducing the notion of the resource controller and policy component
as well as the concept of resource description, i.e., meta-data, for lifecycle management
of the virtual environment enabling network agility and elasticity, while improving the
time-to-market. It follows a hierarchy of three orchestration modules consisting of: i) the
Global Service-Orchestrator that enables end-to-end service composition and delivery,
ii) the NFV-Orchestrator responsible for NFV orchestration, considering diverse VNFs
across a wide range of VNFMs and VIMs and iii) the SDN-Orchestrator that provides
network connectivity and traffic steering via the means of different SDNs controllers
(e.g., OpenDaylight and ONOS), and/or the conventional element management systems.
ONAP adopts TOSCA, YANG and Network Configuration Protocol (NETCONF) data
models, Representational State Transfer (REST) APIs, Openstack and supports resource
abstraction over diverse SDN, NFV and legacy networks, allowing a set of common
services including policy management, security and other management capabilities.
2.6.9 Testbeds and Trials
This section lists some developed MEC-enabled testbeds.
• The 5th Generation Test Network (5GTN) was developed and tested in Finland, and it
is based on LTE and Long Term Evolution Advanced (LTE-A) technology [149]. This
test bed aims to provide application developers to experiment their APPs with a carrier
grade test network, supplied with a number of measurement and monitoring tools in
different parts of the network. It is composed by two distinctive environments, located at
VTT Technical Research Center of Finland (VTT) 5G Laboratory and at the University
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of Oulu’s Centre for Wireless Communications (CWC). While CWCs network is targeted
to be an open test environment with public users, VTT’s network provides a more private
and configurable environment, which facilitates more confidential research and testing.
Despite the fundamental difference in the usage, the networks are interconnected, which
allows bringing some functionality from the open network to the private network, and
vice versa. Both networks are based on carrier-grade technologies in order to create a
realistic environment. The MEC functionality is based on a Nokia provided solution that
is operating in an Airframe cloud environment. It allows third-party service providers
to bring their services and service-specific functions close to users through standardized
interfaces and an open architecture [149].
• China and Nokia Mobile successfully tested an advanced mobile solution, to demonstrate
that the solution is capable to deal with the high-speed, high-bandwidth demands
generated by big sporting and entertainment events [150]. The testbed was deployed
in Beilun Stadium in Ningbo, China where 11707 active users were simultaneously
connected with small cells [151] and 6195 users connected with macro cells. In total,
95 LTE small cells were installed. The platform was built for MEC with Airframe
[152] radio cloud platform [59]. UEs were receiving data at speeds of 12 Megabits per
second (Mbps) and upload speeds improved by 62% compared to existing Time Division
Long Term Evolution (TD-LTE) networks in high-traffic locations, the power efficiency
of their devices was also improved by up to 33% [150].
• Nokia and Chunghwa Telecom (CHT) (Taiwan) implemented a test bed at a baseball
stadium streaming live to spectators, allowing them to experience Television (TV)-like
live coverage with multiple streams while absorbing the stadium atmosphere [153]. the
MEC enviroment was created with the help of Nokia Flexi Zones BTS that use 30MHz
of LTE spectrum. The deplyed MEC architecture enables spectators to see four video
feeds on a split screen or select one for a close-up view.
2.6.10 MEC Security and Privacy Issues
In opposition to traditional centralized cloud computing, MEC introduces significant security
risks especially when it is deployed at BTS or at areas where it is relatively vulnerable
to physical attacks. Thus it is imperative to consider special security measures against
on site attacks. MEC also demands more strict policies as third party stakeholders can
gain access to the platform and collect information regarding user proximity and radio
analytics. Isolation between different parties is another critical issue: a security attack on
a particular application should not affect other running applications. Fine-grained access
control needs to be investigated with appropriate encryption to ensure a secure collaboration
and interoperability between heterogeneous resources and different operational parties [73].
An analysis on security threats and challenges associated with MEC is performed in [154],
a study on MEC security is presented on [155] and a state of the art study is performed on
[156].
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2.7 Summary
MEC is an emerging paradigm that brings forward the technical benefits of the edge-cloud
computing combined with SDN and NFV technologies, allowing third parties to provision
applications and services on-demand through standardized APIs.
MEC is recognized as one of the key emerging technologies for 5G systems, thanks to its
significant contribution to low latency assurance and capacity enhancements in the backhaul
and core networks. The success of MEC fundamentally hinges on the alignment of the
technology with ETSI NFV ISG for the proper definition of management and orchestration
system with respect to the service elasticity and life-cycle management, service mobility as
well as regarding joint optimization with the network resources.
Currently, MEC brings forward a range of different challenges that are yet to be solved.
However, considering its potential, it is obvious that MEC will significantly uplift the shape
and experience of mobile communications.
The next chapter introduces a design overview of the proposed solution for the MEC server
architecture followed by the implementation details of each entity, and network functions
deployed. Lastly the details of implementation of different use case scenarios to test the
infrastructure will be presented.
41

CHAPTER 3
Design and Implementation
This chapter presents the design and implementation of the proposed MEC solution, as
well as the design and implementation of use case/scenarios deployed on the implemented
architecture.
3.1 Design
Figure 3.1 displays an overall view of the proposed solution. The architecture can be split
in two different parts: the MEC server and the access network. The MEC server is where
resources are available, such as, compute, storage and network functions. The VMs that will
provide services and applications are instantiated on the MEC servers, as well as the VMs
containing the entities to manage the access network and the access to the services VMs.
These entities are the DHCP server that is responsible for attributing the IP addresses to the
UEs connected to the AP and the AAA server which is responsible to authenticate these same
mobile devices. It is on the MEC servers that the S/P-GW and the entity which controls
them (Edge SDN Controller) is deployed. The S/P-GW is responsible to handle the traffic
from the APs and eNBs and redirect it to the services VMs, or to the core S/P-GWs. This
entity is also in charge of the encapsulation and decapsulation of the traffic flowing from the
eNBs or APs to the VMs and vice-versa. The edge SDN controller is the entity responsible
for managing the decisions of the S/P-GW.
The access network is composed by the AP and the eNBs scattered in the network. The
AP is composed by two different wireless networks, one to attend the UEs traffic, acting
as an AP for SPs and the other one providing access as a residential gateway. All of these
wireless networks are connected to the backhaul using SDN capabilities and the ensuing
advantages that this new technology delivers. Adopting this kind of APs the SPs could have
a more distributed wireless network, allowing them to oﬄoad traffic from the conventional
LTE antennas, accompanying with higher bandwidth, latency and coverage.
43
Network Core
Multi Acess Edge Computing Infrastructure
Virtualization
Infrastructure
Manager
MEC Servers
MEC
Services
Mobile Edge
Controller
S/P gateway 
OvS 
 
Openstack
Content
delivery
and
caching
AP
DHCP Server AAA Server
BSSID 1 
 
BSSID 2 
OvS 
 
eNB
Cloud
Figure 3.1: Multi Access Edge Computing Deployed Architecture
The eNB was already implemented in a parallel ongoing master thesis so it is not the
subject of the work on this thesis. Nevertheless, the S/P-GW deployed on the MEC server
has to be able to cope with the traffic from the eNB to the MEC services.
To test and evaluate the proposed architecture some applications were deployed to simulate
use case scenarios usually associated with future MEC deployments. The use case scenarios
to test on this infrastructure are:
• Mobile Code Oﬄoading - the mobile device sends the code to compute on the edge
server instead of computing it locally;
• Video Streaming/AR - A video is sent to the edge from the mobile device, is processed
and sent back to the mobile device;
• Cache - The MEC server acts as cache were the contents from webpages are stored;
• Face Recognition - The video is sent from the mobile device to the edge for face
recognition since the mobile device has limited processing power for this application.
3.2 MEC Architecture Implementation
The overall MEC architecture is illustrated in figure 3.2. The proposed MEC architecture was
deployed in a Openstack environment (pikes release), using three physical nodes with nova,
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Figure 3.2: Deployed MEC architecture
neutron and cinder modules installed. The physical machines were equipped with Intel Xeon
processors E5-2620 v4 and 1 Gbit/s network cards. On the first physical machine, equipped
with 250Gb of Random Access Memory (RAM), the Cinder module was deployed, on the
second machine with 500Gb of RAM the Nova module was deployed, and in the third and last
machine equiped with 1Tb of RAM the Nova, Glance and Neutron modules were deployed.
Within the Openstack environment several virtual machines and networks were deployed ac-
cording to figure 3.2. Although the figure only refers to four MEC applications VMs (FaceSwap,
Mobile Code Oﬄoading, Video streaming server and Web Caching), other applications can be
deployed in parallel.
This architecture follows the distributed S/P-GW concept described in the ETSI white
paper [157] for 4G access which, in this architecture, relates only to the data plane of the
S/P-GW. For the future 5G, the S/P-GW becomes the User Plane Function (UPF). The
S/P-GW provides a way to dynamically steer data plane traffic inside the edge to the different
VMs where MEC applications are running. An SDN controller application was developed
and it was called Edge Controller. This SDN controller is composed by two interfaces:
the Northbound and the Southbound interfaces. The northbound interface provides APIs
to applications while the southbound interface is used to manage the forwarding rules of
the S/P-GW or UPF. In addition, two more VMs where instantiated: one for running an
authentication server and the other one for the DHCP server deployment. The following
sections present the implementation details of each of the network functions and applications
indicated in figure 3.2.
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Figure 3.3: Deployed AP architecture
3.2.1 Wi-Fi AP
The base hardware used to deploy the Wi-Fi AP was an apu1d1 with an AMD based CPU
(with 2 CPUs) and 4 GB RAM running Ubuntu 14.04.4 LTS OS with a 4.2.0-34-generic kernel.
The wireless network card connected to this device through miniPCI express was a wle200nx2.
In order to setup this device as a Wi-Fi AP, the Host Access Point Daemon (hostapd)3 user
space software was used and configured to provide two different wireless networks: one using
internal authentication through Wi-Fi Protected Access (WPA)-Pre-Shared Key (PSK) and
an internal DHCP server installed on the AP, acting as a typical residential gateway, and the
other one was configured to use EAP-AKA authentication through an external AAA server
using the RADIUS protocol and an external DHCP server to attribute IP addresses to the
UEs connected through Wi-Fi. Both the DHCP server and the AAA server, responsible for
the EAP-AKA authentication, were deployed within the MEC servers. Regarding to the radio
interface, hostapd was configured to use in both wireless networks the 802.11g protocol, which
uses a radio frequency of 2.4 GHz with an expected throughput of 54 Mbps.
To handle user traffic, a virtual switch (OvS version 2.9) was installed in this device and an
OvS bridge was created. The physical Ethernet port of the AP (eth0) was added to the OvS
bridge, and the OvS bridge was configured to have the same Media Access Control (MAC)
and IP address of the physical port. The created bridge was configured in the device as the
default gateway, meaning that all traffic trying to leave the device will enter the bridge and
can be processed as described in the switch’s flow entries. Knowing that all the user traffic will
enter the bridge, a GRE tunnel port towards the edge S/P-GW was created to encapsulate
all the traffic authenticated by both EAP-AKA and WPA-PSK. This tunnel will carry user
plane traffic from the Wi-Fi AP to the edge S/P-GW. The default flow entry for this device
is to forward all outgoing UE traffic to the GRE tunnel port and to forward all incoming UE
traffic, received in the GRE port, to the respective hostapd interfaces (named wlan0 and wlan1
1https://www.pcengines.ch/apu1d.htm
2https://www.pcengines.ch/wlle200nx.htm
3https://wiki.gentoo.org/wiki/Hostapd
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in this implementation). In this implementation, the flow entries were statically configured
at the time of deployment, but the AP OvS can be controlled by the deployed Edge SDN
Controller entity or by an exterior SDN controller. In order to connect to the edge-deployed
DHCP server, another GRE tunnel was created, that will be used to receive DHCP offers
from the DHCP server. To cope with the possibility of other DHCP servers in the network, a
DHCP relay had to be used. The DHCP relay used was the isc-dhcp-relay daemon4. When
the relay gets a broadcast DHCP packet it redirects the packet to the DHCP server deployed
on the MEC server.
3.2.1.1 Wi-Fi Attachment procedure
In order to authenticate an UE in the Wi-Fi network of the architecture, the AAA server and
DHCP server are deployed in the edge cloud. In order to get the authentication information
for the UE, the AAA must communicate with the HSS, located in the core cloud. Furthermore,
the DHCP server’s IP address range must be different from the IP address range of the DHCP
server located in the core cloud. The attachment procedure is illustrated in figure 3.4 and
described in detail below.
1. The Wi-Fi AP sends an Access Request message to the AAA server with the user’s
International mobile subscriber identity (IMSI) upon receiving an attachment request
from the UE;
2. The AAA server, in order to retrieve the Universal Mobile Telecommunications System
(UMTS) authentication vector to authenticate the UE, sends a Multimedia-Auth Request
DIAMETER message to the HSS. The HSS calculates the authentication vector and
answers to the AAA server through a Multimedia-Auth Answer DIAMETER message
(refer to section 3.2.1.2 for a description of the EAP-AKA based authentication);
3. The AAA server sends an Access Challenge message to the Wi-Fi AP with the
Authentication Token (AUTN) and Random Number (RAND) parameters and saves
the remaining parameters of the authentication vector;
4https://packages.ubuntu.com/source/xenial/isc-dhcp
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Figure 3.4: Wi-Fi attachment procedure
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4. The UE calculates the Response (RES) parameter and responds to the AAA server
through an Access Request message that contains the calculated RES;
5. The AAA server checks if the received RES is equal to the expected RES. If this
condition is true, the AAA server sends an Access-Accept to the Wi-Fi AP;
6. Knowing that the user is authenticated, the UE starts the process of obtaining an IP
address. In order to do so, it sends a DHCP Discover message to the DHCP server which
in turn answers with an IP address offer for the UE through a DHCP Offer message;
7. The UE sends a DHCP Request message containing the offered IP address to the DHCP
server which then answers with a DHCP ACK.
The GRE tunnels between the Wi-Fi AP and the edge S/P-GW and the edge S/P-GW and
the core S/P-GW are pre-established and do not contribute for the attachment time in this
architecture.
3.2.1.2 EAP-AKA Authentication
The EAP-AKA authentication is a key exchange authentication procedure. The key exchange
is performed between the UE and the AAA server. In this type of authentication, a user is
identified by the Universal Subscriber Identity Module (USIM)’s IMSI. The AAA requests the
keys to exchange with the UE to the HSS which returns them in the form of an authentication
vector. This authentication vector contains the following parameters:
1. AUTN;
2. Expected Response (XRES);
3. A RAND generated by the HSS;
4. Integrity Key (IK);
5. Cipher Key (CK).
Although all these parameters are sent by the HSS to the AAA server, only the AUTN and
RAND are sent to the UE which answers with the RES parameter. This RES parameter is
compared at the AAA server with the XRES, being that the authentication is successful if
the two parameters match.
3.2.2 S/P-GW or UPF
The edge S/P-GW provides a way to dynamically steer data plane traffic inside the edge to
the various MEC applications. The edge S/P-GW only deploys the data plane of the S/P-GW
and the control is made using the edge SDN controller. The S/P-GW is realized using an
OvS switch connected to the Wi-Fi AP and to the core network’s S/P-GW, through a GRE
port, and connected to the edge-internal network, which allows the switch to reach the MEC
applications. The edge S/P-GW can also be connected to the eNB, allowing mobile devices
connected through LTE to reach applications deployed on MEC servers (this procedure is
later explained in section 3.2.6).
The OvS 2.9 was installed in the S/P-GW VM with 1 CPU and 2 GB RAM running
Ubuntu 16.04.4 LTS with the 4.4.0-127-lowlatency kernel. A bridge was created and configured
to receive instructions from the edge-controller. Then, the GRE tunnel ports were added,
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to communicate with the AP and core S/P-GW, as well as the port for the edge-internal
network. When the packets encapsulated in GRE tunnels reach the GRE tunnel port they
are decapsulated and the inner headers will be matched against the switch’s flow entries. The
OvS switch was configured to use the Openflow 1.3 protocol in the southbound interface.
The default behavior of this switch is to forward every IP packet received in the Wi-Fi AP
GRE port to the S/P-GW GRE port and vice versa. Furthermore, the switch also forwards
all IP packets received in the edge-internal network to the Wi-Fi AP GRE tunnel port. The
forwarding rules for this default behavior are sent by the edge SDN controller when the switch
connects to the controller.
3.2.3 Edge SDN Controller
The edge SDN controller was implemented as an SDN controller application using RYU5. The
VM used for the SDN controller had 1 CPU and 2 GB RAM and ran the Ubuntu 16.04.4
LTS with the 4.4.0-127-generic kernel. For this controller a specific controller application
was developed. This application provides Northbound APIs to applications (cache, video
streaming, mobile code oﬄoading, etc), interprets the received information and converts it
into Openflow 1.3 flow modification messages. The information that the controller application
receives in the Northbound API is the following:
• Destination IP Address;
• IP Protocol (Only User Datagram Protocol (UDP) and TCP are supported for now);
• Destination UDP or TCP port.
The Uniform Resource Identifier (URI) of the REST messages where these parame-
ters are sent to the controller application is http://<sdn controller ip>:<sdn controller
port>/edge/app/add. When a new MEC application is deployed in the edge cloud, the appli-
cation initialization script contains a method to send a REST message with the application’s
information to the SDN controller, allowing it to install the necessary flows in the S/P-GW
switch in order to forward the necessary traffic to the MEC application that was just deployed.
The behavior of the developed controller application is now described.
When the S/P-GW switch connects to the controller, it saves its datapath id and installs
the default flows in it using flow modification messages. These default flows, as already stated,
allow the user’s data plane traffic to traverse the edge S/P-GW as if it was not there. When
the controller receives a REST message, the data treatment procedure is presented in figure
3.5. In the figure we can see that the controller verifies the contents of the received REST
message and builds the OpenFlow match accordingly. Some situations, such as the absence
of an IP address, are not allowed and, in that case, the controller returns an error message
to the application that sent the REST message in the first place. With this implementation,
new MEC applications can be dynamically deployed since the edge SDN controller has the
ability to dynamically reconfigure the flow entries in the S/P-GW virtual switch.
5https://osrg.github.io/ryu/
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Figure 3.5: Edge Controller flowchart
3.2.4 AAA Server
For the deployment of the AAA server, the freeRADIUS6 server was used. It was installed in a
VM with 1 CPU and 2 GB RAM running Ubuntu 16.04.4 LTS with a 4.4.0-127-generic kernel.
The base freeRADIUS server supports EAP-AKA authentication however, the authentication
vectors must be manually defined in the configuration file and, since the Sequence Number
(SQN) authentication parameter changes each time the user authenticates, a modification
of the source code had to be performed. A module was developed to replace the static
authentication vector definition and get the authentication vector from the HSS instead, using
DIAMETER messages. For the DIAMETER implementation, the freeDIAMETER7 project
was used. This VM was connected to the external network since it needs to communicate
with entities outside the edge cloud (the Wi-Fi AP and the HSS).
6https://freeradius.org/
7http://www.freediameter.net/
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3.2.5 DHCP Server
In order to deploy a DHCP server at the edge cloud, the isc-dhcp-server8 was used and
configured with an IP address range that differs from the one used by the DHCP server at the
core network. The DHCP server was deployed in a VM with 1 CPU and 2 GB RAM running
Ubuntu 16.04.4 LTS with a 4.4.0-127-generic kernel. Once again, this VM was connected to
the external network since it needs to communicate with the Wi-Fi AP.
3.2.6 MEC Traffic Oﬄoading Function
The edge S/P-GW provides a way to dynamically steer data plane traffic to the various MEC
applications through a set of rules provided by the edge SDN controller. These rules are
implemented according to several factors such as access network type, service or application
to use, QoS, etc. A mobile device connected to the Wi-Fi AP can connect to an application
running on the MEC server in two ways:
• the front-end application running on the mobile device knows the IP address of the
back-end server running on the MEC and the S/P-GW routes the traffic as a traditional
router;
• an API connected to the edge controller enforces a set of rules on the S/P-GW to
redirect specific traffic to the edge application, instead of the normal routing.
If the mobile device is connected through LTE a set of procedures have to be made in
order to coexist with current deployed architectures. This is due to the core network idle
timeout which closes the session if the user has a period of inactivity (defined by the value of
the “User Inactivity timer").
On expiry of User Inactivity timer, the network releases the default Evolved Packet
System (EPS) bearer to save resources and hence the UE is forced to enter Idle mode. Once
the user is put in idle mode, the default radio bearer is torn down, i.e., there is no Radio
Resource Control (RRC) connection once the user enters idle mode. When the user comes
out of idle mode (due to traffic, paging, expiry of timers, etc.), the UE has to reestablish the
RRC connection before the bearers can get reactivated. To prevent this from happening, a
VM had to be deployed within the MEC server to send "keep-alive" traffic towards the core
network. In this thesis, Internet Control Message Protocol (ICMP) packets were used (ping
tool). The packets are sent to the edge S/P-GW, which encapsulates the traffic within the
General Packet Radio Service Tunneling Protocol (GTP) protocol, setting the tunnel endpoint
id to the original one present in the GTP packets sent by the eNB. Finally, the packet is sent
to the core S/P-GW. This procedure is illustrated on figure 3.6.
8https://help.ubuntu.com/community/isc-dhcp-server
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Figure 3.6: TOF procedure ( a)Initial working state b)UE connects to the MEC application c)VM
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3.3 Use case Scenarios Implementation
In this section the implementation of use case scenarios deployed on the implemented archi-
tecture are described.
3.3.1 Edge Cache
To implement the edge cache the squid9 tool was used. This tool allows to create a proxy
with cache capabilities. For this use case a VM was deployed and connected to the external
network, since it needs to be reachable from all machines within the network. A simple
architecture is presented on figure 3.7.
Figure 3.7: Simple web cache architecture
9http://www.squid-cache.org/
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The proxy was deployed, defining the port and the address of the proxy, as well as the
allowed IP addresses to access the cache.
The presence of cookies headers in requests does not affect whether or not an HyperText
Transfer Protocol (HTTP) reply can be cached. Similarly, the presence of Set-Cookie headers
in replies does not affect whether the reply can be cached. The proper way to deal with
Set-Cookie reply headers, according to RFC 2109 [158] is to cache the whole object, except
the Set-Cookie header lines. The installed proxy can filter specific HTTP headers but instead
of filtering them on the receiving-side, it filters them on the sending-side. Thus, the proxy
does cache replies with Set-Cookie headers, but it filters out the Set-Cookie header itself for
cache hits.
3.3.2 Remote Code Oﬄoading
The remote code oﬄoading was installed using a framework from an ongoing project10. The
source code was compiled and installed on the android devices. For code computing locally on
the mobile device the compiled android application was used. For the remote code computing,
a VM was deployed. Since the server side for remote code oﬄoading from the android devices
was deployed on the android platform, a virtual machine was instantiated on VirtualBox11
running Android-X8612, and the server application was installed.
For remote code oﬄoading in linux machines, java applications were used: one for the
client side running on a laptop, and another for the server, installed on a VM testbed. A
simple diagram is show in figure 3.8.
3) Solution Received
Compute Server
1) Code sent
Mobile Device
(2 Server runs the code
Figure 3.8: Simple Mobile Code Oﬄoading architecture
10http://www.rapid-project.eu/
11https://www.virtualbox.org/
12http://www.android-x86.org/
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Figure 3.9: Two possible solutions to 8-Queens puzzle
Source: [159]
The remote code oﬄoading application enables automatic remote computation of heavy
tasks on Android and Linux Java applications.
The task in the implemented application is the N-Queens puzzle: a task of arranging N
chess queens in the chess board so that no two queens can attack each other. The solution to
this problem is obtained by a brute force algorithm. The number of queens varies from 4 to
8, varying this way the difficulty of the problem and consequently the time to solve it. Two
possible solutions for a 8-Queens puzzle (8x8 board with 8 queens) are show on figure 3.9.
In the android application it is possible to choose if the user wants to run the code
locally directly on the mobile device, or, oﬄoad the code, which sends the code for remote
computation, and upon receiving the solution, displays it on the screen along with the total
time of the procedure. In the linux application the computation is performed remotely on the
VM and cumulative statistics of the time to solve the task are displayed. The expected result
is that while increasing the number of queens, the gap between the local and remote execution
time should increase, with the remote execution being faster than the local execution when
increasing the difficulty.
3.3.3 Video Streaming
For the video streaming use case, the nginx13 software was used. Nginx is a HTTP and reverse
proxy server, a mail proxy server, and a generic TCP/UDP proxy server. Is this scenario, this
software was used as a streaming video server. The protocol used was Real Time Messaging
Protocol (RTMP), a protocol for streaming audio, video and data over the Internet, which
works on top of TCP, usually on port 1935 by default. RTMP can be encapsulated within
HTTP requests to traverse firewalls and it is frequently found utilizing clear text requests on
TCP ports 80 and 443 to bypass most corporate traffic filtering. The encapsulated session
may carry plain RTMP packets within. In the software configuration, a RTMP server was
created to receive the video source, and an application was created for live streaming the
received video. The clients that wish to received the video stream, connect to the created
application (see figure 3.10).
13http://nginx.org/en/
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Figure 3.10: Simple re-stream architecture
Another application, that works along with the first application, was deployed to stream
the same received video but with lower definition, and consequently lower bitrate. This way,
the client can choose between high quality video, or if the network condition doesn’t allow,
lower quality, which requires lower bandwidth. For this second application an encoder to resize
the video was needed, and the software chosen was FFmpeg14. FFmpeg is a free software
project, designed for command-line-based processing of video and audio files. The software
was running in the background, resizing the original received video and sending it to the nginx
listening server, in the second application. An overall architecture of the scenario is shown in
figure 3.11.
Figure 3.11: Resizing streaming architecture
Lastly, another application was deployed within nginx. This application, like the second
application, uses FFmpeg to modify the source video and re-stream it. This application
in addition to resizing the video, adds an overlay to it. This application was deployed to
simulate an AR application, where the user sends the video to the MEC servers, the video is
14https://www.ffmpeg.org/
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transformed and sent back to the user. Like the second application, FFmpeg resizes the original
video, adds an overlay to it, and sends the re-encoded video to a listening server, deployed on
the third application within nginx. Figure 3.12 shows the implemented architecture.
Figure 3.12: Resizing Streaming Architecture with overlay
3.3.4 Face Recognition
In this use case, the FaceSwap application15 was deployed to demonstrate the critical role of
edge servers in shortening end-to-end latency for computation oﬄoading mobile applications.
This application consists of a front-end Android client and a back-end server deployed on both
edge server and centralized clouds VMs. The android client continuously streams 640x480
images captured from the mobile device camera to the back-end server. In the backed server,
a hierarchy of face detection, face tracking and OpenFace-based16 face recognition is employed.
For each frame, if the face tracking is available, bounding boxes and compressed pixels of
all faces are then returned. Face detection and face recognition run outside the critical path
and opportunistically update trackers once their results become available. On figure 3.13, the
FaceSwap architecture is displayed.
15https://cmusatyalab.github.io/faceswap/#faceswap-documentation
16https://github.com/cmusatyalab/openface
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Figure 3.13: FaceSwap application Architecture
3.4 Summary
This chapter introduced a design overview of the proposed solution for MEC server deployment
followed by the implementation details of each entity and network functions deployed. Lastly,
the details of the implementation of several different use case scenarios to test the infrastructure
were presented. In the next chapter the proposed architecture and the deployed applications
are evaluated in order to assess the benefits of the MEC deployment.
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CHAPTER 4
Architecture Validation
This chapter presents the tests conducted and results to corroborate the advantage of using
the edge framework architecture presented in the previous chapter.
The architecture was evaluated by measuring performance indicators such as latency,
throughput and attachment times. Afterwards, use cases were implemented and tests con-
ducted to evaluate and compare the implemented framework versus centralized clouds.
Lastly, the measurements and performance results of the proposed testbed were analyzed.
All tests were performed 10 times, with the results presenting their average with a confidence
interval of 95 percent, unless stated otherwise.
4.1 Architecture signaling and performance indicators
This section aims to measure and analyze the performance indicators, such as latency and
throughput, as well as signaling exchange in the proposed architecture.
4.1.1 Signaling
This section aims to evaluate the size of the control messages in the implemented architecture.
Two different scenarios were evaluated: one where the entities, AAA server and DHCP server
were deployed on the edge, and another experiment where the authentication was made
internally on the AP using WPA2-PSK and the DHCP server was deployed directly on the
AP. The mobile device used was a Samsung Galaxy J5 2016 running Android 7.1. The tool
used to collect the messages exchanged between architecture entities was tcpdump1.
For the first scenario the packets were captured in both the authentication server and the
DHCP server entities. The results obtained are presented in table 4.1.
In the second scenario, the size of the exchanged messages was measured by capturing the
packets directly at the AP. The results are displayed at the following table 4.2.
1https://www.tcpdump.org/
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Entity Message Size (bytes)
AAA server Access Request 315
Access Challenge 176
Access Accept 255
DHCP DHCP Discover 348
DHCP Offer 385
DHCP Request 360
DHCP ACK 385
Table 4.1: Size of messages exchanged - Authentication and DHCP deployed on MEC server
Entity Message Size (bytes)
EAPoL Authenticator EAPOL-Key (message 1) 113
EAPOL-Key (message 2) 135
EAPOL-Key (message 3) 187
EAPOL-Key (message 4) 113
DHCP DHCP Discover 346
DHCP Offer 342
DHCP Request 358
DHCP ACK 342
Table 4.2: Size of messages exchanged - Authentication and DHCP deployed on AP
By looking at the size of the signaling messages, it is possible to observe that the DHCP
messages are the ones with highest impact. The impact of the signaling related to the DHCP
in both experiments is roughly the same.
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4.1.2 Attachment Time
To obtain the total attachment time, tcpdump was used to capture the packets, and by
calculating the time between packets the total attachment time can be measured. To have a
better estimation of the total attachment time, the WiFi was turned on and off in order to
perform the 10 tests. Both scenarios defined in the previous section were evaluated, and the
same mobile device was used.
For the first scenario, the packets were captured in both the authentication server and the
DHCP server, and in the AP. The times were measured considering that the GRE tunnel was
already assembled. In the second scenario the packets were captured only at the AP. The
results obtained for both scenarios are presented in table 4.3.
In the first scenario using external entities for authentication and DHCP, the attachment
time was approximately 290ms slower, this is mainly because of the physical location of the
entities. On the second scenario all the entities are within the AP, and on the first scenario the
packets have to travel through the network to connect to the external entities instantiated on
both the MEC server (AAA server and DHCP server) and the network core (HSS). Despite
the longer attachment times with the authentication and the DHCP entities on the MEC
server, it is a necessary procedure since it enables the SDN controller in the MEC server to
have a general view of the network, following the SDN’s centralized control architecture. If
these entities were deployed on the network core the attachment times would be even slower.
Scenario Attachment Time (ms)
Authentication and DHCP on MEC server 512.31(±32.17)
Authentication and DHCP on AP 223.04(±23.83)
Table 4.3: Attachment Times Comparison
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4.1.3 Latency
For measuring the latency the ping tool was used. The ping uses the ICMP echo function which
is detailed in RFC 792 [160]. The source computer sends a small packet through the network
to a particular IP address, and waits for a return packet. The time between sending the
packet and receiving the response packet is the Round-Trip Time (RTT) delay. For measuring
latency, adjacent to the previous scenarios, another two scenarios were considered: Using the
same AP, a third scenario was deployed using OvS but without encapsulating/decapsulating
the packets, and a forth scenario without using OvS neither in the AP or edge S/P-GW.
This was to evaluate the effects of using GRE tunneling and SDN, in latency times. For
measuring latency in all scenarios a mobile device, Samsung Galaxy J5 2016 running Android
7.1, connected through Wi-Fi was used for sending the ICMP packets. To receive the packets,
a virtual machine was deployed within the MEC servers. The packets were captured using
tcpdump. The results are displayed on table 4.4.
Scenario Latency (ms)
AAA and DHCP on MEC server (with OvS and GRE) 13.34(±2.86)
AAA and DHCP on AP (with OvS and GRE) 12.61(±3.02)
AAA and DHCP on AP (with OvS and without GRE) 13.66(±2.89)
AAA and DHCP on AP (without OvS and GRE) 7.67(±1.49)
Table 4.4: Latency comparison
With the values displayed on table 4.4 and figure 4.1, it is visible that using external
authentication and DHCP server does not have significant impact on latency times. The
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Figure 4.1: Delay Times Comparison - a)Authentication and DHCP on MEC server (with OvS
and GRE) b)Authentication and DHCP on AP (with OvS and GRE) c)Authentication
and DHCP on AP (with OvS and without GRE) d)Authentication and DHCP on AP
(without OvS and GRE)
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location of the AAA server and DHCP server does not influence the latency values, since they
are only used upon new connections. Using GRE tunneling between the entities does not have
substantial impact either on latency, and since it is an improvement on security the platform
will continue to use GRE tunnels. On the other hand, the latency times improve when not
using SDN entities. This is because two latency points were added using OvS both on the
AP and the S/P-GW, since the switches used are virtual switches (OvS) deployed on VMs.
Despite MEC servers aiming for latency critical applications, SDN technologies are crucial
to a functional MEC deployment. In production environments using hardware-based SDN
switches, the observed latency times will certainly improve.
4.1.4 Throughput
To measure the throughput on the implemented architecture the iperf3 tool was used. The
mobile device (Samsung Galaxy J5 2016 running Android 7.1) with the Android’s Magic
Iperf2 application installed, was used for sending UDP packets to a VM deployed on the MEC
server, with iperf3 installed. Several test runs were made, increasing the bitrate of the UDP
packets until saturation was reached. After that, using the bitrate saturation values, ten tests
were evaluated, for uplink and downlink and values were recorded. The same four scenarios
used on the previous section were used to evaluate the throughput. Table 4.5 displays the
results obtained in this section.
Throughput (Mbps)
Downlink Uplink
AAA and DHCP on MEC server (with OvS and GRE) 23.31(±0.73) 25.26(±1.12)
AAA and DHCP on AP (with OvS and GRE) 23.37(±0.68) 23.76(±.74)
AAA and DHCP on AP (with OvS and without GRE) 24.13(±1.04) 24.13(±1.02)
AAA and DHCP on AP (without OvS and GRE) 23.96(±.94) 23.67(±.84)
Table 4.5: Throughput Comparison
The throughput values obtained in the performed tests (figure 4.2) indicates that there
is no considerable difference in throughput values on different evaluated scenarios. Similar
to latency times, the location of the AAA server and DHCP server does not affect the
throughput values, since these entities are only used upon new connections. The absense of
OvS and tunneling does not influence the throughput values mainly because the tests were
conducted using wireless 802.11g protocol, with a theoretical throughput of 54 Mbps, and at
this throughput ceiling the effects of using OvS switches and encapsulate/decapsulate packets
are not noticeable, since the biggest bottleneck is on the radio.
2https://play.google.com/store/apps/details?id=com.nextdoordeveloper.miperf.miperf
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Figure 4.2: Throughput Comparison
4.2 MEC Scenarios
For experimenting the implemented architecture, different use cases/applications were de-
ployed to validate the infrastructure and to corroborate the advantages of employing MEC
servers when compared with centralized cloud infrastructures. In the next subsections, the
implementation details and results of deployed applications are presented.
4.2.1 Remote Code Oﬄoading
For evaluating the remote code oﬄoading use case scenario, a computation task (with different
levels of complexity) was performed, both locally, on android devices or remotely, on VMs
physically deployed on different physical locations. The specifications of the mobile devices
and VM are presented in section 4.2.1.1. Previously, the performance indicators of the UE
and the VMs were measured, and are presented in section 4.2.1.2.
To perform the computation task on the UEs, an android application was compiled and
installed. The android application, after request, runs the code and displays the total time of
execution. The results of these compute times are shown on section 4.2.1.3. The same android
application can oﬄoad the code to a remote android machine, and display the total time spent
on: sending the code, executing the code remotely and receiving the solution. To measure
these times a virtual machine was created, to be used as a server to compute the oﬄoaded
code, using VirtualBox3 runing AndroidX86 6.0. The VirtualBox was deployed on a machine
equipped with a Intel Core i7-3632QM Processor, 8Gb RAM running Ubuntu 16.04.4 LTS.
To perform tests on centralized clouds, a Java4 client application was deployed on a
computer (Intel Core i7-3632QM Processor, 8Gb RAM running Ubuntu 16.04.4 LTS), and a
server application was deployed on several VMs (either on centralized clouds and on MEC
3https://www.virtualbox.org/
4https://www.java.com/en/
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servers). Several tests were then conducted using the same client but with different servers.
Results are summarized on section 4.2.1.3. In these tests, both client applications were
connected to the network using the AP wireless interface with internal authentication and
DHCP server. This interface was used because the mobile devices where the application was
installed did not support the EAP-AKA authentication method.
4.2.1.1 Devices and Virtual Machines
In this section the general specifications of both mobile devices and VMs used on evaluating
this scenario are summarized in table 4.6 and table 4.7.
Brand and Model CPU CPU frequency RAM OS
Samsung J5 Qualcomm Snapdragon Quadcore 1.2GHz 1.5Gb Android 5.1.1
Oukitel U15Pro MediaTek MT6753 Octacore 1.3GHz 3Gb Android 6.0
Asus Transformer Intel AtomZ3745 QuadCore 1.86GHz 1Gb Android 4.4.2
Table 4.6: Mobile Devices Specifications
In table 4.7 the VMs characteristics are summarized. The VMs were deployed using
popular centralized cloud services, which grant the possibility to chose the physical location of
the datacenter where the VMs are instantiated, between many location options. After some
deployment tests, the final locations were chosen taking into consideration throughput and
latency performance (figure 4.8). The VMs were instantiated using similar resources, either in
all cloud service providers or the MEC server.
Virtual Machine CPU RAM Disk OS
Edge Android 1vCPU 1Gb 4Gb SSD AndroidX86 6.0
Edge Linux 1vCPU 1Gb 4Gb SSD Ubuntu 17.10
Microsoft Azure 1vCPU 1Gb 4Gb SSD Ubuntu 17.10
Google Cloud Platform 1vCPU 1.7Gb 10 Gb SSD Ubuntu 17.10
Amazon AWS 1vCPU 1Gb Elastic Block Store (EBS) Ubuntu 16.04
Table 4.7: Vitual Machines Specifications
Virtual Machine Continent Region Country City
Microsoft Azure Europe West Europe Netherlands Amsterdam
Google Cloud Platform Europe europe-west1 Belgium St. Ghislain
Amazon AWS Europe eu-central-1 Germany Frankfurt
Table 4.8: Vitual Machines Locations
4.2.1.2 Virtual Machines Latency and Throughput
To test the latency, the ping tool was used. In the VMs instanciated on service cloud providers,
firewall rules have to be modified to open ports and to allow ICMP packets. On the VM
deployed on Microsoft Azure it was not possible to measure latency with the ping tool, because
the ICMP protocol is not allowed through the Azure load balancer (inbound or outbound),
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and it is not possible to change that particular rule. So in order to measure latency on
Microsoft Azure VM, the tool PSPing was used.
The tool used to measure throughput was iperf3. On cloud service providers VMs, iperf3
was installed and firewall rules changed, allowing UDP packets on a designated port (ingress
and egress). Afterwards, the measurements were made, increasing UDP bitrate until saturation
was reached. After that, using the bitrate saturation values, ten tests were performed, for
uplink and downlink. The results are displayed on the following table 4.9.
When measuring latency for the Microsoft Azure instantiated VM, a laptop (Intel Core
i7-3632QM Processor, 8Gb RAM) running Windows 10 was used, connected through Wi-Fi
to the network using the AP wireless interface with internal authentication and DHCP server.
In all the other tests the same machine was used, but running Ubuntu 16.04.4 LTS, connected
to the network in the same way.
Latency (ms) Throughput (Mbps)
Virtual Machine Downlink Uplink
Edge Android 18.4(±0.18) 19.68(±1.86) 19.52(±1.97)
Edge Linux 9.70(±0.32) 24.47(±0.91) 23.55(±0.96)
Microsoft Azure 61.3(±2.31) 20.13(±1.12) 19.19(±1.58)
Google Cloud Platform 55.1(±1.89) 18.67(±1.14) 20.97(±0.97)
Amazon AWS 58.4(±0.87) 19.71(±0.86) 20.77(±1.22)
Table 4.9: Virtual Machines Latency and Throughput
4.2.1.3 Compute Times
The results of the compute time when running the code directly on the mobile devices are
displayed on the following table 4.10. All tests were made 10 times, with the exception of the
more demanding task "8 queens", that was only made 5 times because of the exaggerated time
it took to execute (around four and half days). The Asus Transformer Pad couldn’t solve the
solution for "8 queens" because after around 15 minutes the application froze.
Device 4 Queens(ms) 5 Queens(ms) 6 Queens(ms) 7 Queens(ms) 8 Queens(ms)
Samsung 11.82(±2.11) 117.476(±5.36) 1932.61(±49.27) 37131.67(±411.45) 389428.23(±9728.35)
Oukitel 12.12(±4.45) 86.22(±5.97) 1182.42(±11.11) 27297.70(±372.85) 242397.70(±6541.75)
Asus 206.36(±3.86) 250.37(±34.91) 531.90(±7.83) 6228.77(±71.37) –
Table 4.10: Mobile Devices Computing Times (ms)
The results of compute time when running the code remotely on virtual machines are
displayed on the following table 4.11.
The following graphics allows to better visualize the time discrepancy between compute
directly on the UEs, or compute remotely (send, compute on the VM, and collect the results),
when performing the same task.
When computing 4 queens (figure 4.3), the task is effortless to compute, so it is faster to
compute in mobile devices. The Asus Transformer took a disproportionate amount of time,
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VM 4 Queens(ms) 5 Queens(ms) 6 Queens(ms) 7 Queens(ms) 8 Queens(ms)
Edge Android 62.23(±14.02) 66.24(±11.80) 102.53(±15.65) 931.62(±40.20) 20068.56(±460.00)
Edge Linux 28.79(±1.03) 30.91(±1.22) 56.01(±1.08) 168.81(±1.51) 2161.79(±13.62)
Amazon AWS 76.45(±1.84) 76.81(±1.72) 98.01(±1.65) 203.37(±1.71) 2173.63(±23.23)
Microsoft Azure 81.41(±2.37) 79.02(±1.44) 105.76(±3.89) 201.07(±2.76) 2136.58(±20.78)
Google Cloud 80.49(±0.76) 80.26(±1.61) 111.05(±7.17) 205.79(±2.40) 2100.15(±21.70)
Table 4.11: Virtual Machines Computing Times (ms)
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Figure 4.3: Computing Time Comparison - 4 Queens
probably due to the slow processor and low RAM, since everything was made to ensure the
device’s best conditions.
With 5 queens (figure 4.4), oﬄoading the code to compute remotely is slightly faster
than computing the code locally. With increasing difficulty the mobile devices began to take
too long to locally compute when compared with remote compute. The VM instantiated on
the MEC server is faster (roughly half the time) when compared with the centralized cloud
located VMs.
When computing 6 and 7 queens the time differences between solving the solutions directly
on the mobile devices and computing remotely are substantial (figures 4.5 and 4.6). The VM
deployed on the MEC server is faster than all the others deployed on centralized clouds due
to its physical proximity.
When computing the most difficult task, 8 queens, the edge server compute time was
similar to the compute time performed by centralized cloud VMs, even slower than Microsoft
Azure and Google cloud (figure 4.7). This is mainly because the latency time is insignificant
when compared to the amount of time that takes to compute this task, and probably the
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Figure 4.4: Computing Time Comparison - 5 Queens
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Figure 4.5: Computing Time Comparison - 6 Queens
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Figure 4.6: Computing Time Comparison - 7 Queens
processors used on the centralized clouds have better performance that the ones used on
the MEC server. It is important to notice that with a congested network, the results for
centralized cloud compute times may fluctuate substantially.
In figure 4.8 a graph is presented with the overal performance time between all the devices
and VMs. It is observed that the mobile devices benefit from code oﬄoading, especially
when computing heavy tasks. By using computing oﬄoading on the MEC the UEs save time,
battery life and reduce backhaul congestion.
The traffic exchanged between the mobile device and the back-end server is presented on
figure 4.9. For all the tested tasks, 4 queens to 8 queens, the amount of data sent and received
is approximately the same, only varying the time spent by the back-end server solving the
tasks.
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Figure 4.9: Traffic between mobile device and back-end server
4.2.2 Video Streaming
This section presents the results of video stream delay measurement, using a re-streaming
server deployed on a VM. The re-streaming was deployed on a MEC VM and on centralized
cloud services VMs, as in the previous section.
For this scenario evaluation, three experiments were implemented and tested: the first
was a simple re-stream server, the second one a re-streaming server that resizes the video,
and the final one a re-streaming server that resizes the video and adds an overlay image on
top of the video. In the three different experiments, the same video stream source was used, a
screen capture with ffmpeg software5, a free software project designed for command-line-based
processing of video and audio files. For the rendering settings the h264 encoder was used,
with a 800x600 pixels resolution at 30 frames per second. To limit the output bitrate the
encoder buffer size was set at 4000k bits per second with a maximum tolerance of 1500k
bits per second. The audio codec used was Advanced Audio Coding (AAC) with a bitrate
of 64kbit per second. This scenario was implemented to evaluate the edge advantage on
streaming with low latency capabilities, and to simulate an AR scenario. To this extent, the
streaming source and client were deployed on the same computer. The computer used was
an Intel Core i7-3632QM Processor, with 8Gb RAM running Ubuntu 16.04.4 LTS. The table
4.12 displays the VMs used to evaluate this scenario, and table 4.13 displays the data center
physical location where the VMs were instantiated on.
The performance indicators were measured again and summarized on table 4.14. Since this
scenario requires low latency times, the laptop was connected through Ethernet directly on
the AP using a Realtek RTL8101/Gigabit Ethernet card. Since the main goal in this scenario
5https://www.ffmpeg.org/
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Virtual Machine CPU RAM Disk OS
Edge VM 1vCPU 1Gb 4Gb SSD Ubuntu 17.10
Microsoft Azure 1vCPU 1Gb 4Gb SSD Ubuntu 17.10
Google Cloud Platform 1vCPU 1.7Gb 10 Gb SSD Ubuntu 17.10
Amazon AWS 1vCPU 1Gb EBS Ubuntu 16.04
Table 4.12: Vitual Machines Specifications
Virtual Machine Continent Region Country City
Microsoft Azure Europe UK South England London
Google Cloud Platform Europe europe-north1 Finland Hamina
Amazon AWS Europe eu-west-2 England London
Table 4.13: Vitual Machines Locations
is to replicate an AR application, the latency is a critical factor, so in order to have the best
conditions for low latency, the OvS was not instantiated in the AP and the connection to
the VM deployed on the MEC server was made directly to is external IP (without going
through the S/P-GW). To measure the latency and throughput, the same metrics were used
as described in section 4.2.1.2.
Throughput (Mbps)
Virtual Machine Latency (ms) Downlink Uplink
Edge VM 1.10(±0.17) 94.96(±1.78) 94.34(±2.57)
Microsoft Azure (London) 59.86(±2.08) 34.25(±1.19) 32.81(±1.20)
Google Cloud Platform (Hamina) 52.21(±1.86) 41.84(±1.41) 40.14(±1.43)
Amazon AWS (London) 57.3(±2.21) 30.95(±1.53) 29.52(±1.08)
Table 4.14: Virtual Machines Latency and Throughput
4.2.2.1 Original Video Re-Streaming
For this scenario, the video source streams the video to the specified server, using the RTMP
protocol. The server re-streams the original video through an application. The server was
deployed with Nginx, an open source software for proxy and web serving, and an application
was created within Nginx for the single purpose of re-streaming via RTMP to multiple clients.
A client is then connected using FFplay which is a simple media player that uses the FFmpeg
libraries. Figure 4.11 presents the scenario architecture.
To evaluate this scenario, the re-stream server was deployed on multiple virtual machines
and the delays between the original video stream and the re-stream on the client were measured.
To measure the delays, a running stopwatch was displayed on the source screen, which enabled
to determine the time spent between sending the video and receiving it back.
In table 4.15 the time delays between the original source and the re-streamed video are
presented as well as the average bitrate received in the client.
In figure 4.11 the time delays between the original source and the re-streamed video are
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Video Source Nginx Server
RTMP
Application 
1 
RTMP 
X11Grab
FFmpeg 
FFplay 
Figure 4.10: Simple re-stream architecture
Stream Server Delay (ms) Bitrate (kbps)
Edge Cloud 408.6(±14.11) 401.03(±0.44)
Microsoft Azure (London) 1014.70(±11.03) 397.05(±0.25)
Google Cloud Platform (Hamina) 986.20(±25.58) 397.86(±0.41)
AWS (London) 1105.10(±62.36) 397.63(±0.23)
Table 4.15: Original Video Re-Streaming
displayed. In this scenario the difference between latency times is substantial. Since the edge
server has a delay of around 400ms whereas all the centralized clouds have roughly 1000ms of
delay, due to the proximity of the edge server.
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Figure 4.11: Original Video Re-Streaming Delay
4.2.2.2 Streaming and Resizing
For the second scenario, a second application was deployed that resizes the original video
and then proceeds to stream the resized video, as illustrated on figure 4.12. For resizing the
video FFmpeg was used, with the same codec as the original video, and with a resolution of
480x320 pixels. The delay between the original video and the resized one was measured, using
the same technique as on the previous scenario. The average bitrate received in the client was
also measured. The measured values from the second scenario are displayed on table 4.16.
For the second scenario, where the video needs to be encoded before re-stream, the edge
server has considerable low delay when compared with centralized servers, as showed on figure
4.13. Again, the low latency is due to the proximity of the edge server.
Video Source Nginx Server
RTMP
FFmpeg
Application 
1 RTMP
X11Grab
FFmpeg 
FFplay Application 
2 
Figure 4.12: Resizing and re-streaming architecture
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Stream Server Delay (ms) Bitrate (kbps)
Edge Cloud 1883.60(±16.79) 279.95(±0.65)
Microsoft Azure (London) 4209.30(±29.31) 236.69(±0.10)
Google Cloud Platform (Hamina) 3764.10(±36.89) 244.56(±0.18)
AWS (London) 3969.80(±16.01) 243.14(±0.18)
Table 4.16: Resizing Stream
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Figure 4.13: Resizing Streaming Delay
4.2.2.3 Streaming, Resizing and Overlay
For this scenario a third application was deployed which resizes the video and adds an overlay
on top of the video. The overlay used was a static image, displayed as a watermark on top of
the original video using the FFmpeg software. The scenario architecture is displayed on figure
4.14. The delay between the original video and the resized one was measured, using the same
technique as in the first scenario and the results measured are shown on table 4.17.
Stream Server Delay (ms) Bitrate (kbps)
Edge Cloud 1946.80(±30.96) 295.68(±0.70)
Microsoft Azure (London) 4294.90(±38.61) 252.4(±0.22)
Google Cloud Platform (Hamina) 3826.60(±44.58) 260.17(±0.40)
AWS (London) 4029.80(±26.29) 258.8(±0.30)
Table 4.17: Resizing and Overlay Stream
Like the scenarios above, the edge server has less delay than the servers deployed on
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Figure 4.14: Resizing and re-streaming architecture
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Figure 4.15: Resizing and watermarking Streaming Delay
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Figure 4.16: Resizing Streaming Delay
centralized clouds as displayed on figure 4.15. Again, due to the proximity of the users, the
MEC servers have an important role on latency critical applications.
The figure 4.16 summarizes the results obtained on this section. It is clear to observe
that when using MEC servers deployed close to the source of the video the latency times
were significantly smaller (roughly half of the time). The last scenario was supposed to be a
simulation of an AR application, making an overlay on top the received video, but with an
average delay of four seconds, it is too much delay for an AR application. Nevertheless, it
was established that the physical location of the re-streaming server has an important role on
video streaming, mainly due to low latency, the trump card of the MEC deployments.
4.2.3 Caching
For this scenario a proxy server was deployed using squid, implemented on a virtual machine
on the edge with 1vCPU and 1GB RAM running Ubuntu 16.04.4. To validate the cache
scenario, two different experiments were performed.
In the first experiment, one laptop was used, equipped with an Intel Core i7-3632QM
Processor, with 8Gb RAM running Ubuntu 16.04.4 LTS, connected to the network through
an AP cable interface using a Realtek Semiconductor Co., Ltd. RTL8101/2/6E PCI Express
Fast/Gigabit Ethernet card. The latency to the proxy server was 1.85(±0.81)ms with a
throughput of 98.78(±2.66)Mbits per second of downlink and 96.12(±2.66)Mbits per second
of uplink, measured as in previous sections using ping tool and iperf3 respectively. A python
script was created to open several webpages in a web browser, with six second delay between
each new webpage. Before starting the monitoring, the proxy cache and the browser cache were
cleaned. Tcpdump was set to capture packets on the proxy external interface and the script
for opening the pre-defined webpages was initialized. After the script stops, the webpages on
the browser were closed, the browser cache was cleaned, and the script is initialized again.
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Figure 4.17: Cache Throughput
The TCP packets that are sent from external sources to the cache external interface are
displayed, as well as the packets sent from the cache to the laptop. In figure 4.17 it is possible
to observe the differences on the external interface, connected to the Internet, between the
two experiences.
In the first run, the cache loads all the pages that are demanded by the browser, and the
traffic from the cache to the laptop is the same as the traffic from the external interface to the
cache. On the second run, the cache already has content of the previous webpages, so when
requested to open those webpages, it checks the database to see if the webpages were open
previously and check if they are in cache. If the requested content is in the cache, it does
not need to download the content again from the Internet, hence the proxy sends it to the
browser, resulting in improving the webpages loading speed, and saving backhaul traffic. The
browser that has requested the webpages doesn’t see any difference, apart from the upgraded
loading speed.
In the second experiment, two laptops were used, both connected thought LAN. The
first laptop used was the one specified on the first experiment, identified in the plots by
"User Device 1" connected through ethernet interface using a Realtek Semiconductor Co., Ltd.
RTL8101/2/6E PCI Express Fast/Gigabit Ethernet card, and the second laptop, "User Device
2", was an Intel Core I7 2640M, with 8GB RAM, running Ubuntu 18.04 LTS, connected to
the same AP interface using a Intel Corporation 82579LM Gigabit ethernet card.
Before starting the data monitoring, the latency and throughput were measured, using
iperf3 and ping tools: first from the User Device 1: with 2.16(±0.98)ms of latency and with a
throughput of 96.87(±2.14)Mbits per second of downlink and 95.49(±1.97)Mbits per second
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Figure 4.18: Cache Throughput using two different devices
of uplink; and then from User Device 2: with 1.79(±1.12)ms of latency and with a throughput
of 96.57(±2.89)Mbits per second of downlink and 94.87(±2.88)Mbits per second of uplink.
After the performance indicators were measured, the proxy cache was cleaned, the proxy
server was restarted, and both laptop browser caches were depleted. Tcpdump was then set
to capture packets on the cache external interface. The script was then started on the first
laptop, and after it finished loading the last webpage, the same script was then initialized on
the second laptop.
This experiment was made to show that the cache is indifferent from the origin of the
requests. If any source within the network requests a webpage, the content of that webpage
is stored in the cache and available to everyone within the network. Figure 4.18 displays
the cache storing the content as webpages were requested from one source, and then, after
requested from a second source, the cache delivers the content without downloading it again.
4.2.4 Face Recognition
In this use case a front-end application was installed on a mobile device (Samsung Galaxy J5
2016 running Android 7.1), and the back-end server was installed on linux VMs deployed on
centralized cloud services and on the proposed MEC server. The mobile device was connected
to the AP using EAP-AKA method of authentication. After all was installed and running, the
network rules of the instances had to be modified to allow traffic flow from/to the application
(open port 9098 and 9101 for inbound/outbound TCP traffic), and the information of the
back-end servers was introduced (server IP address) on the front-end application. On the
android application some training images had to be added. This was made by collecting
several pictures of the users that will be recognized, from different angles and distances, and
upload those images to the application. The application was then started and latency times
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and Frames per Second (FPS) values were measured. The application already provides those
values on the mobile device screen, so the application was set to run from one minute, and
the values were written down with 1 second of interval (60 values from each experiment).
Since several back-end servers were used to evaluate this application, care was taken to
make the test environments as similar as possible: the tests were made using the same user
model, light conditions, distances (from the user and the AP), and since the tests were made
consecutive, the network conditions were roughly the same. The VMs specifications used to
evaluate this application are summarized on table 4.18, and the data centers location where
the VMs were instantiated is displayed on table 4.19.
Virtual Machine CPU RAM Disk OS
Edge VM 4vCPU 16Gb 60Gb Ubuntu 14.04
Microsoft Azure 4vCPU 16Gb 32Gb Ubuntu 14.04
Google Cloud VM 4vCPU 15Gb 40Gb Ubuntu 14.04
Amazon AWS 4vCPU 16Gb EBS Ubuntu 14.04
Table 4.18: Virtual Machines Specifications
Virtual Machine Continent Region Country City
Microsoft Azure Europe west-europe Netherlands Amsterdam
Google Cloud Platform Europe europe-west4 Netherlands Eemshaven
Amazon AWS Europe eu-west-1 Ireland Dublin
Table 4.19: Vitual Machines Locations
For measuring latency a mobile device, Samsung Galaxy J5 2016 running Android 7.1,
connected through Wi-Fi was used for sending the ICMP packets. To receive the packets
virtual machines were deployed within the MEC servers or within centralized cloud servers.
The packets were captured using tcpdump.
To measure the throughput on the implemented architecture the iperf3 tool was used.
The mobile device (Samsung Galaxy J5 2016 running Android 7.1) with the Android’s Magic
Iperf application installed, was used for sending UDP packets to a VM deployed on the MEC
server or on the centralized server, with iperf3 installed.
Several test runs were made, increasing the bitrate of the UDP packets until saturation
was reached. After that, using the bitrate saturation values, ten tests were performed, for
uplink and downlink and the values were recorded. The results for latency and throughput
are displayed on table 4.20.
Table 4.21 displays the latency times and framerate values obtained in this section.
As noticed on previous use case scenarios, the delay on the edge server is lower using
MEC server as a backend-server than using servers deployed on centralized cloud architectures
(figure 4.19). With lower latency times, there are more available frames for the backend server
to process, for this reason, the framerate is superior on the MEC VM, as displayed on figure
4.20.
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Figure 4.19: Face recognition delay comparison
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Figure 4.20: Face recognition frame rate comparison
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Virtual Machine Latency (ms) Throughput (Mbps)
Downlink Uplink
Edge VM 12.45(±1.17) 23.63(±0.96) 24.14(±0.79)
Microsoft Azure 61.25(±2.32) 20.11(±0.97) 19.29(±1.31)
Google Cloud Platform 49.85(±1.12) 19.97(±1.84) 19.08(±1.23)
Amazon AWS 56.14(±2.02) 19.33(±1.46) 18.63(±1.92)
Table 4.20: Virtual Machines Latency and Throughput
Virtual Machine Frame Rate (FPS) latency (ms)
Edge VM 19.53(±.76) 49.45(±2.05)
Microsoft Azure 10.01(±1.67) 113.41(±21.32)
Google Cloud Platform 10.29(±1.23) 100.35(±13.48)
Amazon AWS 9.62(±1.73) 107.53(±22.87)
Table 4.21: Face Recognition delay and frame rate comparison
For comparison proposes one more experiment was carried out, using a VM deployed on
a centralized cloud but with greater resources (table 4.22). The VM was deployed on the
Amazon AWS cloud service, using the same region as the previous experiment (eu-west-1,
Ireland, Dublin), with 8 vCPUs and 32Gb RAM running Ubuntu 14.04. The latency of this
VM was 52.25(±1.89)ms and the throughput measured was 22.23(±1.67)Mbps of downlink
and 23.41(±1.58)Mbps of uplink.
Virtual Machine Frame Rate (FPS) latency (ms)
Edge VM 4vCPU 16Gb RAM 19.53(±.76) 49.45(±2.05)
Amazon AWS 4vCPU 16Gb RAM 9.62(±1.73) 107.53(±22.87)
Amazon AWS 8vCPU 16Gb RAM 11.86(±1.58) 98.48(±17.94)
Table 4.22: Face Recognition delay and frame rate comparison between VMs with different resources
In this experiment it is visible that, despite an improvement in both framerate and delay,
it is not a considerable difference, even with double the compute power (figures 4.21 and 4.22).
This can be observed because the time that the backend server took to process the images is
insignificant when compared to the time that the packets take to travel from the back-end
server to the front-end server. Another explanation for these similar values is considering that
the application running on the back-end server does not take advantage of a multi-core setup.
Still, it is evident that the MEC server is a preferable choice in latency critical applications.
82
Ed
ge
 4v
CP
U
AW
S 4
vC
PU
AW
S 8
vC
PU
0
20
40
60
80
100
120
140
Ti
m
e 
(m
s)
Figure 4.21: Face recognition delay comparison between VMs with different resources
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Figure 4.22: Face recognition frame rate comparison between VMs with different resources
83
4.3 Summary
In this chapter a performance evaluation of the proposed MEC architecture was presented.
Different use case scenarios/applications were deployed both in the proposed architecture
and in centralized clouds architectures, and the performance indicators were evaluated and
compared. The results obtained in this chapter endorse the benefits of the MEC deployment,
regarding bandwidth improvement and lower latency times.
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CHAPTER 5
Final Remarks
5.1 Conclusion
MEC is an emerging technology that enables mobile operators to host content and applications
in the 4G radio access, towards 5G networks requirements. The standardization effort
by MEC ISG has given momentum to MEC research and early deployments for mobile
operators. The implemented MEC architecture provided a virtualization environment, capable
of accommodating multiple applications, services and VNFs and is able to cope with different
types of access networks such as wireless, mobile and cable. When compared with traditional
centralized cloud environments, the implemented architecture attains lower latency times and
higher throughput.
In the mobile code oﬄoading scenario, the computation time in the edge server presented
in this thesis was significantly lower when compared with computing the code locally on
the mobile device, which contributes to lower its power consumption. This allows to run
compute-intensive applications that were not possible to run in useful time using the mobile
devices computational power. Using the cache application/service, the web pages loaded
faster when compared with a scenario where no caching was used. Furthermore, because the
web pages content was already cached, the backhaul traffic towards the core network was
diminished since the cache service only had to fetch the content when the first user requests it.
Despite all the unaddressed issues in this architecture deployment and evaluation, such as
privacy and security, mobility management, and orchestration, the proposed environment can
be seen as a base platform for future scenarios exploitation, to provide full satisfaction of all
involved parties such as mobile operators, service providers, and users.
5.2 Main Contributions
This thesis execution results in a physical testbed for testing future use case MEC-enabled
scenarios. The architecture implemented in this work will be used as a base platform for
future working on the ongoing project "Mobilizador 5G".
The work made on this thesis contributed to two papers:
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• "Using SDN and Slicing for Data Oﬄoading over Heterogenous Networks Supporting
non-3GPP Access", accepted to the IEEE International Symposium on Personal, Indoor
and Mobile Radio Communications (PIMRC) 2018 with the authors Flávio Meneses,
Rui Silva, David Santos, Daniel Corujo and Rui L. Aguiar.
• "An Integration of Slicing, NFV and SDN for Mobility Management in Corporate
Environments" with the authors Flávio Meneses, Rui Silva, David Santos, Daniel Corujo
and Rui L. Aguiar, submitted to the Transactions on Emerging Telecommunications
Technologies journal.
This thesis was presented at the 25th Seminar of Rede Temática de Comunicações Móveis
(RTCM) 2018.
5.3 Future Work
As future work, a network function can be defined in order to eliminate the need to manually
configure the proxy for the web cache in the UE. The method should analyze that packets
are coming from the UE and identify, modify and steer web related packets to the web cache.
Also related with the web cache method, a new function could be used in order to let the
SDN controller know which websites are already present in the cache, steering packets to it
when it contains relevant content. Also, the web cache could be evolved to also support video
caching, since video traffic accounts for a big part of total network traffic and it would benefit
operators networks if the traffic between the edge and the core could be reduced.
Regarding MEC servers, an orchestrator should be integrated in order to manage resources,
deploy in a simpler and faster way VNFs and applications, and additionally monitoring the
system performance.
In this thesis, mobility management procedures were not attended, so it would be an
essential enhancement to take into consideration, since the MEC paradigm is closely associated
with mobility of the users due the physical location of the MEC servers.
Another complement to this architecture would be to tackle scalability of the services
running on MEC servers. Since applications and services can have fluctuating resources
requirements, depending on external factors (time of day, special events, load demand,
network conditions) and it is crucial to prepare MEC servers with automatic scalability
features according to performance requirements.
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