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TECHNICAL MEMORANDUM X- 64594 
~ C A T ~ O N  OF REGRESSION ANALYSlS TEC 
TO REFRACTORY COATI 
EXPERIMENTS 
SUMMARY 
This report describes a procedure for conducting a statistical analysis of data obtained 
from two nondestructive techniques/instmments used to measure the thickness of protective 
refractory coatings on Columbium alloy. A regression analysis is performed on instrument 
output data to determine the significance of linear, quadratic, and cubic models. It is con- 
cluded that the linear regressions are the best choice of models for the particular coating, 
instrument, and base metals used. 
I NT R OD UCT I ON 
This report is the result of a request for computational support and analysis from 
the Materials Analysis Section of the Quality and Reliability Assurance Laboratory, Marshall 
Space Flight Center. A procedure is presented for conducting a statistical analysis of data 
obtained from two nondestructive techniques/instruments used to measure the thickness of 
protective refractory coatings on Columbium alloy. The two instruments used to obtain the 
test data are the Dermitron and the Betascope (a SPACO internal note gives a complete 
discussion of the test program and its relation to the Space Shuttle program' ). The evalua- 
tion and analysis of data obtained from these instruments are required to evaluate accepted 
and reliable thickness measuring principles. Implementation of the various statistical methods 
required in the evaluation and analysis effort is accomplished on the UNIVAC 1 108 com- 
puter. A complete program listing and input data setup examples are given in the appendix. 
Regression analyses were performed on the output data from both instruments. 
Linear, quadratic, and cubic models were assumed and specific hypotheses tested concerning 
the significance of the various models. Confidence limits were attached to the models to 
establish a range of accuracy at a given confidence level. It was found that the linear 
regressions are the best choice of models for the particular coating, instrument, and base 
metals used. The accepted models allow instrument response to be related to actual coating 
thickness. 
1. Charles Wages and Marshall Parks: Evaluation of an Eddy Current and a Beta Backscatter 
nstrument for Measuring the Thickness of Refractory Coatings. Internal note, SPACO, 
Inc., Huntsville, Ala., Jan. 14, 1971. 
We assume that the observed response variable (dependent variable) Yr is to be 
estimated by the model: 
where i = 1, 2, . . . , n. If the input data are centered about the mean, this model becomes: 
- 
z = z p i - z p  Pi 
- 
bb = bo + b l  z, + b 2  Zl, + .  + bp zp 
The sample estimates bb , bl , b2,  . . . , bp are obtained by minimizing the weighted sum of 
squares of deviations between the observed and predicted response values [ 11. It can be 
verified from the first normal equation in the least-squares formulation that bb = y .  This 
leads to the following equation: 
2 
Consideration of the remaining normal equations leads to the following equation for the 
regression coefficients : 
where 
3 
and the S’s are given by: 
n 
i= 1 
:u; - Y )  I = 1,2,  . . . , p  
The standard deviation of the dependent variable is given by: 
1 I2 
- 
aY - 
where d = p + 1.  For the regression coefficients we have: 
where 
1 
4 
The C’s are elements in the inverse of the S matrix as given by equation (7). 
Consider equation (4). If 9, bl , b2 , . . . , bp are subject to error and there is no 
correlation between Y, bl , b2, . . . , bp, the following error formula for the variance of 
Yc can be written: 
- 
2 2 2 
The 95-percent confidence bands for the regression curve can now be established 
[2] by use of the Students T table. Let tT denote the appropriate table value for N 
degrees of freedom where : 
N = n - ( p +  1) 
Then the upper and lower bands for Yr are determined from: 
Y;(u) = Y; + tT a y c  
Yi(L) = YF- C 
5 
The resulting curves about the regression curve are the loci of the 95-percent confidence 
bands. These bands can be interpreted as follows. f repeated observations of Yf: are 
taken and at the same fixed values of Zlk, Z2k, . . ., Zpk as were used to determine the 
fitted regression equation, then af all the 95-percent confidence intervals constructed for 
the mean value of YE, 95 percent of these intervals will contain the true mean value of 
Yg; or, there is a 0.95 probability that the following statement is correct: 
“The true mean value of YE at z l k ,  Z2k; . . . , z lies in the interval Pk 
tT oyc] .” 
We consider the following analysis of variance table for the regression equation as 
given by equation (4). 
TABLE 1. ANALYSIS OF VARIANCE 
1 
F Value -I 
df = degrees of freedom 
SS = sumofsquares 
MS = mean square = SS/df 
n = number of observations 
p = number of independent variables 
d = p + 1  
1 
6 
The total sum of squares can be written as: 
Syy = S(RES) + S(REG) (17) 
If S(RES) = 0, the actual observations of the dependent variable are described exactly by 
the regression equation (4). The ratio defined by 
S(REG)/(d - 1) F =  
S(RES)/(n - d) 
follows an F distribution with (d - 1) and (n - d) degrees of freedom. This quantity is 
used to determine the statistical significance of the regression equation under consideration 
by comparing it with the appropriate F table value. If the computed F value [equation 
(IS)] is greater than the appropriate F table value, the regression equation is statistically 
significant . 
Application 
The application of the preceding analysis to film thickness measurement data is 
concerned with the following equation: 
where we wish to determine whether we should use Xii and/or X;i in the equation. 
This equation can be put in the form: 
Y: = bb + b l  Zli  + b2 Z2i + b3 Z3i 
where 
7 
with 
- - 
2 3 
bo = bb- bl Xl - b2 X1 - b3 XI 
The solution for the regression coefficients in equation (20) (Model 3) then becomes: 
- - 
B = 33 sy 
9 
3x1  3x3  3x1 
where 
8 
1 Zli YO z2i Yp z3i Yp - sy = 3x 1 
Thus, we can determine the regression coefficients for the following models: 
Model 1: Yr = b b + b l Z l i  
Model 2: YF = bh + b l  Zl i  + b2 Z2i , 
and 
Model 3: YF = bb + bl  Zl i  + b2 Z2i + b3 Z3i 
These three models yield the following sum of squares due to regression: 
Model 1: S(REG)l 
Model 2: S(REG)* 
and 
Model 3: S(REG)2 
We now want to test the following hypothesis: 
2 
M1 : X1 
H; : XI 
contributes nothing to variation in Y(i.e., b2 = 0) . 
contributes nothing to variation in Y(i.e., b3 = 0) . 
3 
The test criteria of HI and H2 are: 
, with 1 and n - 4 d f  - s 3  2 
SYY 
Fc2 - --.I.- 
9 
where 
We determine the %-percent points F[ 1, n-31 and F [ 1,1141 % the F table. If 
Fcl < FT, we accept H I .  Otherwise, reject and say that XI adds significantly to 
the linear regression. If Fc2 < FT, we accept H2 . If Fc2 > FT, then H2 is rejected, 
and we can conclude that Xi adds significantly to the linear regression. 
NCbUSlONS 
The basic input data for the analysis consist of specimen thickness measurements 
(independent variable) and instrument meter readings (dependent variable). The thickness 
measurements are in mils and the meter readings in counts for the Betascope and voltages 
for the Dermitron. Table 2 is a summary of the six samples from which the basic input 
data were obtained. As seen from this table, the data for a given sample correspond to a 
particular type of coating, base metal, and instrument. A complete discussion of these 
data and the test program from which they were obtained is given in a SPACO internal 
note2. 
Linear, quadratic, and cubic regression analyses were perf0rme.d on the data for 
each sample. As shown in Table 3, the linear models for the six samples were statistically 
significant based on the F test. The hypotheses HI and H2 discussed in the section 
Mathematical Development for Multiple Regression Analysis, concerning the quadratic and 
cubic regresson models were then tested. These results are summarized in Table 4. It is 
indicated in this table that for the particular coating, instrument, and base metal used in 
Table 2, the squared and cubic terms postulated in the models did not contribute signifi- 
cantly to the regression. It was, therefore, concluded that the linear regressions in Figures I 
through 6 are the best choices of models for the indicated data. Confidence limits given 
in these figures establish a range of accuracy at the 95-percent confidence level. 
2. Ibid. 
TABLE 2. SUMMARY OF INPUT DATA SOURCE 
FOR THE REGRESSION ANALYSIS 
Sample No. Instrument 
Dermitron 
Dermitron 
Dermitron 
Betascope 
Be tascope 
Be tascope 
Coating 
LB-2 
SYLCOR 
SYLCOR 
LB-2 
SYLCOR 
SYLCOR 
Base Metal 
CB-75 2 
CB-75 2 
B-66 
CB-752 
CB-75 2 
B-66 
Number of 
Measurements 
23 
33 
26 
20 
33 
26 
TABLE 3. F VALUES FOR THE LINEAR REGRESSION MODELS 
Sample No. 
1 
* 2  
n 
23 
33 
26 
20 
33 
26 
FT-[ 1, n - 21 , 0.95 
Table Value F,, Computed Value 
4.28 
4.14 
4.23 
4.35 
4.14 
4.23 
608.4 
729.9 
455.3 
87.2 
502.4 
161.2 
11 
TABLE 4. F VALUES FOR TESTING HYPO ESES H1 AND 142a 
Sample No. 
a. Hypothesis 
- 
n 
23 
33 
26 
20 
33 
26 
F,, Table Value 
4.35 
4.17 
4.28 
4.45 
4.17 
4.28 
4.38 
4.18 
4.30 
4.49 
4.18 
4.30 
F,, Computed 
Fc 1 
0.02 
0.001 
0.02 
0.0 1 
0.03 
0.05 
Fc2 
0.0001 
0.007 
0.0003 
0.007 
0.00005 
0.002 
2 
: X1 contributes nothing to variation in Y. 
2 : X1 contributes nothing to variation in Y. 3 
12 
1 2 3 4 5 6 
X, ~ ~ D E P ~ ~ ~ ~ ~ ~  (coating thickness, mils) 
Figure 1 .  Linear regression for Dennitron measurements on sample No. 1 .  
13 
Figure 2. Linear regression for Dermitron measurements on sample No. 2. 
14 
NDENT (coating thickness, rn X 
X, lNDEPENDEMT (coating thickness, mils) 
Figure 3. Linear regression for Dermitron measurements on sample No. 3. 
15 
Figure 4. Linear regression for Retascope measurements on sample No. 4. 
16 
8 
‘ t ;  m 
86 
LOWERBAND. . . 
X, INDEPENDENT bat ing thickness, mils) 
17 
X, INDEPE T (coating thickness, m X 
86 
200 
0 2 3 5 6 7 
X, ~ ~ D ~ P ~ ~ D ~ ~ ~  (coating thickness, mils) 
Figure 6. Linear regression for Betascope measurements on sample No. 6. 
18 
This appendix presents operational information on the UMIVAC 1108 Computer 
Program for the regression analysis application to film thickness measurements experiments. 
The organization of the operational version of the program is depicted in Figure A- 1. As 
shown, a minimum number of control cards are required to run this deck. A complete 
listing of the program for a typical run is included. 
/ 
@FIN 
@ F I N  
I 
- 
( INPUT DATA DECK 
' PROGRAM DECK 
I 
*' @FOR CARD 
@ RUN CARD 
A- 
- 
Figure A- 1 .  Program organization. 
19 
PROGRAM LISTING 
-RUN*T  R E G R E S ~ 3 1 0 3 9 0 ~ J U N K I N B I N 3 1 3 9 1 ~ 1 0 0  
- F O R s I S  LQCREG9LOCREG 
C 
C REGRESSION A N A L Y S I S  A P P L I C A T I O N  TO F I L M  T H I C K N E S S  
C M EA S UR EM E N T FX PER I Y FN T S 
c 
100 
1 0 2  
1 0 3  
104 
1 0 5  
106 
1 0 7  
108 
109 
110  
111 
in1 
1 1 2  
1 1 3  
114 
1 1 5  
116 
117 
118 
119 
1 2 0  
1 2 1  
1 2 3  
1 2 4  
1 2 5  
1 2 6  
D I M E N S I O N  X ~ 1 ~ 0 ~ ~ Y ~ 1 0 0 ~ ~ Y C 1 ~ 1 0 O ~ s R E S 1 ( 1 0 0 ) , R E G l ~ l O O ~ ~ T O T A L ~ l O O ~ ~ Y C  
- 2 ~ 1 0 0 ~ ~ R E S 2 ~ 1 O C ~ ~ R E G 2 ~ l O O ~ ~ Y C 3 ~ l O O ! ~ R E S ~ ~ l ~ O ~ ~ R ~ G 3 ~ l O O ~ ~ C l ~ 2 ~ ~ 2 ~ ~ D  
- 2 ~ 2 ~ ~ 2 ~ ~ C 3 ~ 2 0 ~ 3 ~ s Y R l ~ l O O ~ ~ Y ~ 2 ~ l ~ O ~ ~ Y ~ 3 ~ ~ O ~ ~ ~ Y ~ 4 ~ l ~ O ~ ~ Y B 5 ~ l O O ~ ~ Y ~ 6 ~  
- 1 0 0 ) 9 B C D X ( 1 2 ) 9 R C D Y ( l 2 )  
D I M E N S I O N  D D 2 ( 2 , 2 ) r O D 3 ( 3 9 3 ) , R J 2 ( 2 , 2 ) 9 8 J 3 ( 3 , 3 )  
D1MENSIO?I  
D I M E N S I O N  V A R Y l ~ l ~ ~ ~ ) r V A R Y 2 ( l 0 ~ ) , V A R Y 3 ( 1 0 0 ) , S G Y l ~ l O ~ ~ , S G Y 2 ~ 1 0 ~ ~ ~  
2 1  ( 1 G O )  9 2 7 (  1 0 0 )  9 2 3  1 1 2 0 )  9 Y H I  1 0 0 )  
- % Y 3 ( 1 0 0 )  
DATA ( R C D X ( I ) ~ I = ~ ~ ~ ~ ) / ~ H X , I N D E , ~ H P E N D E Y ~ H P E N D E N Y ~ H T  r 9 * 6 H  / 
DATA ( B C D Y ( I ) ~ 1 = 1 9 1 2 ) / 6 H Y  9 1 l * 6 H  / 
FOPMAT ( 1 H 1 )  
FORMAT ( / / I  
FORMAT ( 1 H 1 9 7 4 H  REGRESSION A N 4 L Y S I S  A P P L I C A T I O N  TO F ILM T H I C K N E S S  
FORMAT ( 6 4 H  L I N E A R 9 O U A D R A T I C t A N D  C lJB IC  REGRESS104  ON I N P U T  MEASURE 
FORMAT ( 2 X r 1 3 H X 9 I N D E P E N D E N T , 3 X , 1 1 H Y 9 D E P E N D E N T , 3 X , l 2 H Y C l 9 D E G R E E - l 9 3  
-MEASUREMENT E X P E R I V F N T S )  
-MFNT D A T A )  
- X ~ ~ ~ H Y C Z ~ D E G R E E - ~ ~ ~ X Y ~ ~ H Y C ~ ~ D E G R E E - ~ )  
FORMAT 
FORMAT ( 3 1 H  L I N E A R  REGRESSION C O E F F I C I E N T S )  
FORMAT ( 3 X , 3 H R O = E l ? e 6 , 3 X 9 3 H R l = E 1 3 e 6 ~ 3 X ~ 8 H F  V A L U E x E 1 3 . 6 )  
FORMAT ( 3 X 9 8 H S I G M A  Y = E ~ ~ ~ ~ ~ ~ X ~ ~ H S G R O ~ E ~ ~ . ~ , ~ X ~ ~ H S G R ~ = E I ~ O ~ )  
FORMAT ( 3 X , 3 H S O = E 1 3 e 6 , 3 X 9 3 H S l = E l 3 ~ 6 , 3 X , 3 H S 2 = E 1 3 ~ 6 ~ 3 X , 8 H F  V A L U E z E 1 3  
FORMAT ( 3 X v 8 H S I G M A  Y = E 1 3 ~ 6 9 3 X 9 5 H S G S O = E 1 3 s 6 , 3 X , 5 H S G S l = E l 3 a 6 9 3 X ~ 5 H S G  
FORMAT ( 3 4 H  Q U A D R A T I C  REGRESSION C O E F F I C I E N T S )  
- 0 6 )  
- 5 2 = E 1 3 ~ 6 )  
FORMAT ( 4 2 H  F VALUF FOR S I G N I F I C A N C E  OF X-SQUARE TERM) 
FORMAT ( 3 X 9 4 H F 2 1 = E l % o 6 )  
FORMAT ( 3 0 H  C U B I C  REGRESSION C O E F F I C I E N T S )  
FORMAT ( 3 X , 3 H T O = E 1 3 . 6 , 3 X p 3 H T l = E l 3 . 6 r 3 X , 3 H T 2 = E 1 3 * 6 , 3 X 9 3 H T 3 = E l 3 ~ 6 ~ 3 X  
- 9 8 H F  VALUE=E13 .6 )  
FORMAT ( 3 X 9 8 H S I G M A  Y = E 1 3 e 6 9 3 X 9 5 H S G T O = E 1 3 e 6 P 3 X 9 5 H S G T 1 = E 1 3 ~ 6 ~ 3 X 9 5 H S G  
- T 2 = E 1 3 e 6 s 3 X , 5 H S G T 3 = E 1 3 . 6 )  
FORMAT ( 4 0 H  F VALUE FOR S I G N I F I C A N C E  OF X-CUBE TERM) 
FORMAT ( 5 4 H  DETERMINANT VALUE FOR QUADRATIC AND C U B I C  REGRESSIONS)  
FORMAT ( 3 3 H  I N V E R S F  M A T R I X  X O R I G I N A L  M A T R I X )  
FORMAT ( 2 1 H  Q U A D R A T I C  REGRESSION)  
FORMAT ( 1 7 H  C U S I C  RFGRESSION)  
FORMAT ( 1 3 )  
FORMAT ( 3 X 9 4 H F 9 2 = F 1 7 e 6 )  
FORMAT ( 3 X s 5 H D F T 2 = F 1 3 r 6 ¶ 3 X 9 5 H D E T 3 = E l 3 e 6 )  
FORMAT ( 3 X ~ 9 ( E 1 3 s 6 e l X ) )  
01 ( i 9 1  ) = n e  
20 
PROGRAM LISTING (Continued) 
N A M E L I S T / I N P U T / X g Y r V V A L l 9 T V A L 2 9 T V A L 3 9 N N 9 X L 9 X R ~ Y ~ ~ Y ~  
CALL IDENT(g35) 
INTEGER P 
READ (59126) NCASES 
READ (5,lNPUT) 
WRITE (69INPUT) 
300 WRITE (60100) 
C 
C INITYALIZATION SUMMATIONS 
C 
BJ=NN 
AXl=Oe 
AX2=Oe 
AX310e 
AYl=Oe 
DO 301 [ = 1 9 N N  
AXl=X(I)+AXl 
AX2=X(l)*X(P)+AX2 
AX3=X(1)++3+AX3 
RXl=AXl/BJ 
RX2=AX2/BJ 
RX3=AX3/BJ 
RY = A Y  f / B  J 
AVY"RY 
DO 3010 I.=lpNN 
Z2(I)=X(I~+X(I)-BX2 
23(1)=X(I)+*3-BX3 
Sl1=Oa 
SPZ=Ors 
S13=00 
s21=00 
522'-0e 
523=0ez 
SSJ=Ors 
S32=0e 
S33=0e 
S1Y=Oa 
S2Y=Oe 
S3Y=Oo 
DO 3011 I=ltNN 
s11=21(1)*z1(1)+s11 
S12=Zl(I)*Z2(I)+S12 
SE3=Zl(I)*Z3(I)+S13 
S22=22(I)*Z2(I)+S22 
$73=22(1)+23(1)+527 
SlY=Zl(I)*YH(I)+SlY 
S2Y=Z2iI )+YHII)+S2Y 
3011 S3Y=Z3(I)*YH(I)+S3Y 
s21=s12 
531=SP3 
572-523 
301 AYl=Y(I)aAYl 
zi(r)=x(I)-Rxi 
3010 YH(I)=Y(I)-BY 
s33=~3r1)*~3(1)+~33 
21 
PROGRAM LISTING (Continued) 
C 
C LII\ !EAR REGRFSSIOr$  A!\:':L\LYSIS 
22 
PROG LISTING (Continued) 
3 0 4  
C 
C 
3 0 5  
C F  
R E G 2 ( I ) = ( Y C 2 ( I ) - A V Y ) * * 2  
S R F S 2 = 0  
DO 3 0 5  I = l t N N  
S R F S 2 = R E S 2 ( I ) + S R E S Z  
S R E G 2 = R E G 2 ( I ) + S R E G 7  
S M I = S R F S Z / ( S J - ? , )  
SREGZ=Oa 
RESSQ 
RFGS(2 
S M Z = S R E G 2 / 2 e  
VALIJE 
F V A L U Z = S M Z / S M l  
C 
C 
C 
3 0 6  
C 
C 
307 
Tl=D3(1~1)*SlY+D3(1,2)*S2Y+D3(193)*S3Y 
T 2 = D 3 ( 2 9 1 ) * S l Y + D 3 ( 2 s 2 ) * . S 2 Y + D 3 ( 2 9 3 ) * S 3 Y  
T3~D3(391)*SlY+D3(392)*S2Y+D3(393)*S3Y 
T O = B Y - T ~ * B X ~ - T ~ * B X ~ - T ’ ~ * B X ? I  
00 ’306 I = l s N h l  
YC3(1!~TO+Tl*X(I)+T2*X(I)*X(I)+T3*(X(I)**3) 
RES3(I)=(Y(I)-YC3(1))**2 
R E G 3 ( I ) = ( Y C 3 ( I ) - A V Y ) * * 2  
CDV 
RESV 
REGV 
SR F S 3 =  0 a 
SREG3xOe 
DO 307 I = l r N N  
S R F S ? = R E S 3 ( I ) + S R F S ?  
SREGS=REG3( I )+SREG’3  
RFSSO 
REGSQ 
T M l = S R E S 3 /  (BJ-4. ) 
TM?=SREG3/3e 
23 
PIP ISIITING (Continued) 
C 
C 
C 
C 
C 
C 
C 
F VALUE 
F V A L U 3 = T V Z / T M l  
T E S T  FOR S I G N I F I C A N C E  OF I N D I V I D U A L  TERMS 
W Z l = S R E G Z - S R E G l  
W’32=SREG?-SREGZ 
F 7 1 = W 7 1 / S Y Y  
F ’3 2 = W 3 2 / S Y Y 
STANDARD D E V I A T I O N  OF DEPENDENT V A R I A B L E  FOR L I N E A R 9  
Q U A D R A T I C 9 A N D  C U B I C  R E G R E S S I O N  
S I C M A l = S Q R T ( S R E S l / ( S S - 2 r ) )  
S I ~ M A Z = S O R T ( S R F S 7 / ( R J - ? . ) )  
S I G ~ A 3 = S Q R T ( S R E S 3 / ( P J - 4 e ) )  
STaNDARD D E V I A T I O N S  FOR L INEAR,QUADRATIC,AND 
C U B I C  R E G R E S S I O N  C O E F F I C I E N T S  
c 
SGR O= S I GV A 1 /SOP T ( 9.J ) 
S G R l = S I G ~ A l / S Q R T ( S 1 1 )  
q t S O = S I G P A ? / S C J R T ( R J )  
S G S l = S I G V A Z * S 0 R T ( D 2 ( l , l ) )  
S G S ~ = S I G ~ A ~ * S C J ~ T [ D ~ ( Z Y ~ ) )  
S G T O = S I G M A 3 / S Q R T ( B J )  
S G T l = S I G ~ A 3 * S O R T ( D ? ( I r l ) )  
S G T 2 = S I G M A 3 * S Q R T ( D 3 ( 2 , 2 ) )  
S G T 3 = S I G M A 3 * S Q R T ( D 3 ( 3 , 3 ) )  
C 
C C O N F I D E N C E  RANDS FOR L I N E A R 9 Q U A D R A T I C  AND C U B I C  REGRESSIONS 
C 
DO ’308 I = l , N N  
Z Z 1 = Z 1 ( 1 ) * * 2  
Z Z 2 = Z 2 ( 1 ) * * 2  
Z Z 3 = 2 3 ( 1 ) * * 2  
VARYI(I)=SGRO*SGRO+SGRl*SGRl*ZZl 
VARY2(I)=SGSO*SGSO+SGSl*SGSl*ZZl+SGS2*SGS2*222 
V A R Y 3 (  I ) = S G T O * S G T O + S G T 1 * S G T l * Z Z l + S G T 2 * S G T 2 * Z Z Z + S G T 3 * S G T 3 * Z Z 3  
SGY 1 ( I ) =-?‘.OR T ( V 4R Y 1 ( T I ) 
S C Y Z ( I ) = S Q R T [ V k R Y 2 ( 1 ) )  
S G Y 3 ( I ) = S Q R T ( V A R Y 3 ( 1 ) )  
Y R I ( I ) = Y C l ( I ) + T V A L l * S ~ Y l ( I )  
Y B 2 ( I ) = Y C 1 ( 1  ) - T V A L I * S G Y l ( I )  
YB3(I)=YC2(I)+TVAL2*SGY2(1) 
YB4(1)=YC2(I)-TVALZ*SGY2(1) 
YR5(1)=YCS(I)+TVAL7*SGY3(1) 
308 Y B 6 ( I ) = Y C 3 ( I ) - T V A L ? * S G Y 3 ( 1 )  
I P A G E = 4 8  
WRITE ( 6 , 1 0 1 )  
W R I T E  (69102) 
W R I T E  (69101) 
W R I T E  ( 6 9 1 0 3 )  
W R I T E  (69101) 
WRITF: ( 6 9 1 0 4 )  
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I? 
DO 3 1 1  I = 1 9 N N  
W R I T E  ( 6 , 1 0 5 )  X ~ I ) P Y I I ) ~ Y C ~ ( I ) S Y C ~ ( I ) , Y C ~ ( ~ )  
I P A G E = I P A G E - l  
I F  ( I P A G E )  3109309,310 
309 W R I T E  ( 6 9 1 0 0 )  
W R I T E  ( 6 9 1 0 1 )  
W R I T E  ( 6 9 1 0 4 )  
3 1 0  C O N T I N U E  
3 1 1  C O U T I N U E  
W R I T E  (6,100) 
W R I T E  (6 ,106 )  
W R I T E  (69107)  R 0 9 R l r F V A L U l  
W R I T E  ( 6 9 1 0 8 )  SIGMAl ,SGRO,SGRl  
W R l T E  ( 6 9 1 0 1 )  
W R I T E  (6 ,109 )  
W R I T E  ( 6 9 1 1 0 )  S O I S 1  9 S 2 9 F V A L U 7  
W R I T E  (6 ,111)  SIGMA29SGSn,SGS19SGS2 
h I R I T F  ( 6 , 1 1 2 )  
W R I T F  ( 6 , 1 1 3 )  F 2 1  
W R I T E  ( 6 9 1 0 1 )  
W R I T E  ( 6 9 1 1 4 )  
W R I T E  ( 6 , 1 1 5 )  T O $ T l s T 2 * T 3 r F V A L U 3  
W R I T E  (6 ,116 )  S I G M A ? , S G T O 9 S G T l , S G T 2 r S C T 3  
WRTTF (6 ,117)  
V!RITF ( 6 , 1 1 8 )  F 3 2  
IAfRITE (6 ,119 )  
W R I T E  ( 6 9 1 2 D )  D E T Z 9 D E T 3  
I v = 2 
1=1 
b1RITE ( 6 9 1 0 1 )  
W R I T E  ( 6 , 1 2 1 )  
W R I T F  ( 6 9 1 2 3 )  
I w = I \nr - 1 
I F  ( I W e E O e O )  GO TO 401  
T = T + 1  
GO TO 400 
4 0 1  C O N T I N U E  
1 y i 3  
I=!  
V ? I T E  (6,101) 
W R I T E  [ 6 ¶ 1 2 4 )  
I w = I w - 1 
I F  ( I W e E Q a O )  GO TO 403 
I = I + 1  
GO T O  4 0 2  
K K = N N  
C A L L  Q U I K ~ L ( - ~ ~ X L V X R ~ Y B I Y T , ~ ~ , B C D X , B C D X ~ B C D Y + K K ~ X ~ Y )  
C A L L  QUIK3L(O,XL9XRsYB9YT,359BCDX,BCDX*BCDY9-KK9X9YBl )  
C A L L  Q U I K ~ L ( O P X L P X R ~ Y B * Y T , ~ ~ , B C D X , B C D Y ~ - K K , X , Y C ~ )  
C A L L  Q U I K ~ L ( O V X L , X R ~ Y B ~ Y T , ~ ~ , B C D X P B C D X ~ B C D Y ~ - K K ~ X ~ Y B ~ )  
C A L L  Q U I K ~ L ( - ~ ~ X L I X R ~ Y B ~ Y T ~ ~ ~ ~ B C D X ~ B C D Y ~ K K ~ X ~ Y )  
C A L L  QUIK3L(O9XLtXR,YBsYT935rBCDX,BCDXeBCDY$-KK9X9YB3) 
4 0 0  b l R I T E  ( 6 9 1 2 5 )  ( B J 2 ( 1 9 J ) ~ J = 1 9 2 )  
4 0 2  W R I T F  ( 6 , 1 2 5 )  ( B J ? ( I , J ) s J = 1 , 3 )  
4 0 7  C O N T I N U E  
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PROGRAM LISTING (Continued) 
26 
PROGRAM LISTING (Concluded) 
27 
The card immediately following the @XQT card is the first card of the input data 
deck. This card specifies the number of cases (NCASES) of data that are to be processed. 
The format is 
between the $ 
input under the nonexecutable NAMELIST statement. For example, the input statement 
in the program is 
) and appears in columns 1 through 3. The information 
$ card is associated with a specific set of data and is 
NAMELIST/INPUT/X,Y ,TVAL 1 ,TVAL2,TVAL3 ,NN,XL,XR,YB,YT. 
The forms the input data take on include variable name and subscripted variable. 
In the usage above, X and Y are subscripted arrays, and the remaining variables are simple 
variable names. The specific format of the data can be either integer constants (Le., +2 18) 
or real constants (i.e., 1.85921E+00, with or without the E notation). The description of 
the variables in the NAMELIST statement follows. 
X - array containing the values for the independent variable 
Y - array containing the values for the dependent variable 
TVAL 1 - value from t-table for NN-( 1 + 1 ) degrees of freedom 
TVAL2 
TVAL3 
- value from t-table for NN-(2 + 1) degrees of freedom 
- value from t-table for NN-(3 + 1) degrees of freedom 
NN - number of data points 
XL - left plot limit for the horizontal X axis 
XR - right plot limit for the horizontal X axis 
YB - bottom plot limit for the vertical Y axis 
YT - top plot limit for the vertical Y axis 
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1108 RUN REQUEST CI, lf4STRUCBlONS 
Cl OVER 
OPERATOR COMMENTS8 SEE TECH. 0 SEE OPER. 
MSFC - F o r m  3019 (Rev Ausust  1969) OVER 
Figure A-2. Job card example. 
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- . ~ O O O O O O O O E + O O P  
sO0000000E+00o 
I____L ~ O O O O O O O O E + O O ~  
0 ~ 0 ~ 0 0 0 0 0 E * 0 0 ~  
r0000000OE+OO, 
Y )D a19000000E+02a 
c54000000E+02a 
~ 6 6 0 0 0 0 0 0 E + 0 2 ~  
;6900iiOOOE+02e 
~7'?000000~+02~ 
-.' 
;-6 6 0 000 0 0 E + 0 2 
TWAL.3 
NN s 
Xb hi 
X R  16 
--w-- -. 'd 
Y f  6 
SEND 
30 
PUT LTS FOR E LE NO. 2 (Continued) 
REGRESSION ANALYSIS APPLICATiON TO FILM THICKNESS MEASUREMENT EXPERIMENTS 
L I N E A R o Q U A D R A T I C o A N D  C U B I C  REGRESSION ON lNPUT MEASUREMENT DATA 
- .  
XeINDEPENDENT Y,DEPENOENT YClsDEGREE-l YCZrOECREE 
e 3 8  1 9 ~ 0 0 0  16.900 15e516 
I70 22aOOt9 20.646 19a622 
a 95 23eOOO 23r572 229803 
1 6 5 8  32 e 000 300948 30.716 
1 e70 31 0 0 0 0  32.352 32.207 
1 e89 251000 34.577 34.556 
iT;53- - 40 a 0oQ 42e069 420371 
3,u3 49.030 47.922 48 (I 370 
3e16 46eOOO 49.444 49.915 
3r29 53r000 50r966 51 e453 
3.35 53 e Q O Q  51 ~ 6 b R  5 2 0 1 4 1  
3.48 57.000 530195 530690 
3.54 5400CO 53.692 541394 
- 3r67 560000 55.914 559914 
3.73 56 a000 560117 560613 
3s79 53eOOO 56.819 57031 1 
4.05 66 e000 59 I 863 60.321 
4r24 6 16000 6 2 ~ 0 8 7  620504 
4136 68r000 63.492 636876 
4.43 66.800 64.31 1 6 4 ~ 6 7 4  
4e55 73r000 4 5 ~ 7 1 6  660038 
Ye62 640000 66.536 660830 
4 0 8 1  69.000 6 8 ~ 7 6 0  680974 
5 0 0 6  690000 71.686 71 e773 
5.19 64.000 730208 730220 
5 . 2 5  78.000 73.91 1 73,885 
5.38 '78.050 75.433 75.323 
5s44 790000 76.135 75e984 
6el4 8 4 ~ 0 0 0  84 * 336 83.600 
6a26 89rOtG 85.734 8 4 ~ 8 8 8  
6 ~ 9 6  85.000 9 3 0 9 Z Y  9 2 ~ 2 9 1  
4rll 5 8 ~ 0 0 0  600565 6 1  a 0 1  1 
6001 85.000 8 2  s 8 C 8  ( r z . 2 0 0  
-2 YC3,DEGREEm3 
190234 
21 a 182 
23 o 058 
28 B 959 
30.247 
3 2 0 3 7 7  
40.220 
46r839 
48.600 
50.370 
51.188 
520963 
53.782 
55s555 
56.371 
5 7 ~ 1 8 5  
60.683 
61rY81 
63e 195 
64.756 
650656 
67e179 
6 0 ~ 0 5 4  
700376 
730296 
740745 
7 5 0 3 9 6  
76c767 
77 a 380 
8 2 e 5 1 2  
8 3 ~ 4 8 6  
840313 
87 e597 
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d z 
0 
t Q
0 0  
0 0  
+ 0  
0 0  
-I P -  
D 
N I.
r .  - 
K 
W "In 
W 
A c o  >
+ 
L N  
0 
h 
P 
N D  
O Q  + e  
Q n
a 
0 I.. 
Y I - 0  
z * w  
W V I  
t - a  
U 
- I  I. - -  
I L K 0  
w +  
0 -  
" Q  N D  
z o -  
O I O  
- N =  
m - s  
l n m  
W I  E N  
I: 
+ r  1:: 
F l  
0 
0 + 
D N 
,1 0 
O N  
+ N  
h l  
m Q 
Q R  
0 N  .m 
W VI 
" w 
3- 
A 0  
u t  > *
m 
I L P  * Q 
0 .  
0 + 
h 
N I 
I.- 
A Y I  
?lw - V I  
I 
0 
0 +
0 
3. 
I N 
C I -  
0 -  + 
0 
0 
P W  0 0  
N W  .m 
m 
m r  
a -  w o  
a +  
A 0  
sa- 
> -  
W L L 0  
0 
T N  
0 I -  
m a  
- V I  
D N 
I -  
0 + 
" Q  
0 -  t 0  
In * 3.
+ I  
4 .  
0 + N VI 
m u  z - -  0 
m t  - 
o w  In 
o m  m 
W 
LL W
o w  
U P  LL 
N +  t 0 u m  
Ln - 0  
o a  3 0  
- m w  u o  
O Q C  Q + .  0.0 
CI w z m  
u1 9 4 N  
. % - I  * 
Q T  m +  
- -  
N U U  U 
0 0 1  - 
m 0 c x  I- 
t. " U  4 "  
iI V I L r  L L 0  
w 0 at. 
x 
OI I- Q -  
4 0 0  
T I +  J O  
A I.0 
4 Q O  
z 0 0  - m o  w D -  
- 2 .  .. 
m o l  0 -  
VI 
xu7 m o o  w - h  
- w  + I 
O I w o 0  
C K O N  4 0 0  
Z U O m  
- 0 -  
w I- - 0 4  
I n 4  .I 
W P  
K K  I 
0 0 0  
0 0 0  
I I +  Q O I .  
N O D  
h N D  N
a- - 0 .  
I 
f h r n  
. . .  
* - *  
0 0 0  
I + I  Q -I. 
I .0-  
- . O W  O O Q  
0 O h  
" I  
m a "
- 
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