Abstract. We establish upper and lower bounds on the dimension of the space spanned by the symmetric powers of the natural character of generalised symmetric groups. We adapt the methods of Savitt and Stanley from [1] to obtain bounds both over the complex numbers and in prime characteristic.
Introduction
In [1] , Savitt and Stanley proved that the space spanned by the symmetric powers of the standard n-dimensional complex representation of S n has dimension asymptotic to n 2 2 . In this paper, we look at some extensions of this, as well as demonstrate the wide applicability of the methods employed in [1] for upper bounds. The methods used in [1] to obtain lower bounds are not so readily applicable, but some partial results can be found. The study of the symmetric powers of the natural representation of S n is motivated in part by the fact that if λ is a partition and r ≥ In Section 2 of this paper, we consider the action of the generalised symmetric groups groups C k ≀ S n , on the symmetric and exterior powers of their natural representations as n×n complex matrices. We prove that, to leading order, the space spanned by the characters of the symmetric powers of the natural representation of C k ≀ S n has dimension between kn log n and kn 2 
.
If λ = (λ 1 , . . . , λ s ) is a partition, then we define f λ (q) := s j=1 (1 − q λ j ) −1 . The identity (where σ ∈ S n has cycle type λ) r (Sym r π)(σ)q r = p λ (1, q, q 2 , . . .) = f λ (q),
plays an important part of the analysis in [1] ; in Section 2 we obtain a generalisation of this for wreath products. Furthermore, we show that if k ≥ 2, then the space spanned by the characters of the exterior powers of this representation has maximum possible dimension, namely n + 1. In contrast, the space spanned by the exterior powers of the natural character of S n (the case when k = 1) has dimension n. In Section 3 of this paper, we examine the same issue explored in [1] , but this time in positive characteristic, and prove that the space spanned by the symmetric powers of the natural representation of S n in characteristic p is bounded (to leading order) by p 2p+2 n 2 . Although the argument for lower bounds given in [1] cannot be modified for this case, we use a different method to establish a lower bound of (again to leading order) p−1 p n log n. Numerical data suggests that this lower bound can be improved upon and that the upper bound is closer to the truth. We conclude by putting both extensions together: we consider the symmetric powers of C k ≀ S n in characteristic p and prove that the dimension of the space spanned by the symmetric powers is bounded above, to leading order, by r p (k) p 2p+2 n 2 , where r p (k) is the p ′ -part of k, as defined in Definition 9.
Generalised Symmetric Groups
2.1. Symmetric Powers. We consider an extension of [1] , namely to the generalised symmetric group C k ≀ S n for k ∈ N; we think of this group as the subgroup of GL n (C) consisting of matrices whose entries are k th roots of unity, and which have exactly one non-zero entry in each row and column. Definition 1. Given σ ∈ C k ≀ S n , we define |σ| to be the element of S n corresponding to the permutation matrix we obtain by setting all of the non-zero entries of σ equal to one. We also define a map λ : C k ≀S n → Par(n) by sending σ ∈ C k ≀ S n to the cycle type of |σ|. If λ(σ) = (λ 1 , . . . , λ s ), let t i ∈ C denote the product of the entries in σ which correspond to cycle λ i of |σ|. Where λ(σ) has a repeated part, say λ i , to resolve ambiguity, we order the λ i -cycles in |σ| by the minimum value of the support of the cycle. 
then |σ| = (12)(3)(45) ∈ S 5 , λ(σ) = (2, 2, 1), t 1 = 1, t 2 = −1 and t 2 = 1.The conjugacy class of σ ∈ C k ≀ S n is determined by λ(σ) = (λ 1 , . . . , λ s ) and the k-tuple (t 1 , . . . , t s ). Also, such pairs (λ, t) where λ = (λ 1 , . . . , λ s ) ∈ Par(n) and t = (t 1 , . . . , t s ), where each t i is a k th root of unity, parametrise the conjugacy classes. For details see [4, Section 4.2] . Let V be the natural representation of C k ≀S n with basis e 1 , . . . , e n and let Sym r V be its r th symmetric power with character χ r . Let σ ∈ C k ≀ S n and consider the action of σ on Sym r V . Now, Sym r V has a basis {e 
Suppose that v is a basis vector which is an eigenvector for the action of σ. Then we have σ.v = 
where the sum is over all solutions to the equation
Define the power series
.
The coefficient of x m in the power series f σ (x) is
Consequently, this power series is the generating function for the values of χ r (σ). Let D(n, k) be the dimension of the space spanned by the characters of the symmetric powers of the natural representation for C k ≀S n , i.e. D(n, k) = dim(Span C {χ r : r ∈ N}). Consider the matrix of the characters χ r for r ∈ N; D(n, k) is equal to the row-rank of this matrix. Since row-rank and columnrank are the same, D(n, k) equals the dimension of the space spanned by the columns of the table. By the above argument, the generating function for the entries of the column corresponding to the conjugacy class of σ ∈ C k ≀ S n is f σ (x). We have therefore proved:
Proof. Let ζ = exp( 2πi k ) and consider {f σ (x) : σ ∈ C k ≀ S n }; we claim that a common denominator for these power series is
Suppose that θ ∈ C and x − θ divides
, for some σ ∈ C k ≀ S n . Let r be the minimal natural number such that, in C[x], x−θ divides 1−ζ i x r for some 0 ≤ i < k. Then, in a factorisation over C into linear factors of a common denominator for the f σ (x), the factor x − θ appears exactly ⌊ n r ⌋ times by minimality of r. Since ζ i θ r = 1, it follows that for any m ∈ N,
, and this establishes the claim.
The elements
form a spanning set for the vector space
, and the result follows. Although the method used in [1, Section 3] to obtain a lower bound is not adaptable to this case (see also Remark 13), we can establish a lower bound by other methods.
Proposition 4. There exists a constant
Proof. Since {f λ (x) : λ ∈ Par(n)} is a subset of {f σ (x) : σ ∈ C k ≀ S n }, we get the lower bound D(n, k) ≥ 
} is a linearly independent set. We prove this by induction on the position of the partition λ in the lexicographic ordering on Par(n − 1).
Suppose that for some constants α λ,r , we have
Let µ 1 be the partition (n − 1) ∈ W n−1 , then we can re-write this as
The left-hand side has a singularity at exp( Let µ = (a b , 1 n−ab−1 ) and suppose that α λ,r = 0 for every partition λ ∈ W n−1 which is greater than µ in the lexicographic ordering. Then we can write
The left-hand side has a pole of order b at exp( 2πi a ). There are two cases. If the right-hand side is holomorphic at exp( 2πi a ), then we deduce that α µ,r = 0 by the same argument given in the base case, and so we may suppose that the right-hand side has a pole at exp( 2πi a ). However, if the pole at exp( 2πi a ) on right-hand side were of order b or greater, then there would be a partition λ ∈ W n−1 with the part a repeated at least b times. By construction of the set W n−1 , this is impossible since λ < µ.
Hence the right-hand side has a pole at exp( 2πi a ) of order strictly less than b. Consequently, we deduce that α µ,r = 0. It follows by induction that all the α λ,r are equal to zero. This proves the claim.
Therefore, we have D(n, k) ≥ k|W n−1 |. It is clear that
, where H m is the m th harmonic number, and so, using the simple bound H m ≥ log m, it follows that |W m | ≥ m log m − 2(m − 1). Consequently, we deduce that D(n, k) ≥ k((n − 1) log(n − 1) − 2(n − 2)), as required.
Remark 5. In the above proof we used that the power series Note that with this basis of Λ r V , each σ ∈ C k ≀ S n again sends a basis vector to a multiple of a basis vector, so the only contribution to the trace of the matrix of σ on Λ r V is from those basis vectors which are eigenvectors for the action of σ. Let a basis vector be v = e n , where c i ∈ {0, 1} and we interpret e 0 i to mean that e i does not appear (for example, e 1 1 ∧ e 0 2 ∧ e 1 3 = e 1 ∧ e 3 ). Without loss of generality, suppose that |σ| = (1, . . . , λ 1 ) . . . (λ 1 + · · · + λ s−1 + 1, . . . , n), so λ(σ) = (λ 1 , . . . , λ s ).
Observe that, for every j such that c j = 1, we must have c k = 1 whenever k is in the same cycle as j in |σ|. Therefore, the eigenvectors correspond to solutions to the equation Given σ ∈ C k ≀ S n with λ(σ) = (λ 1 , . . . , λ s ) and associated s-tuple of k th roots of unity (t 1 , . . . , t s ), we define
A similar argument to that used to prove Proposition 2 shows that g σ (x) is the generating function for the values of ψ r (σ). Let E(n, k) be the dimension of the space spanned by the characters of the exterior powers of the natural representation for C k ≀ S n . Then we have proved:
From this, we are able to deduce the following:
Corollary 7. For any k ≥ 2, E(n, k) = n + 1.
Proof. Let ζ = exp( 2πi k ). We consider two cases; first suppose that n is even. Then for j = 1, . . . , n 2 , we define the following n + 1 polynomials: a j (x) = (1 + (−1) n−j x n−j )(1 + (−1) j ζx j ), b j (x) = (1 + (−1) n−j x n−j )(1 + (−1) j ζ 2 x j ) together with 1 − ζx n , giving n + 1 polynomials which have the form g σ (x) for some σ ∈ C k ≀ S n . We claim these polynomials are linearly independent.
Suppose that for some constants α j , β j , γ, we have
Equating coefficients of x and x n−1 gives us (after simplifying) the equations α 1 ζ + β 1 ζ 2 = 0 and α 1 + β 1 = 0, from which we deduce that α 1 = β 1 = 0. We similarly deduce α j = β j = 0 for 1 ≤ j < n 2 by equating coefficients of x j and x n−j . This leaves three equations in α n 2 , β n 2 , γ, from which it is trivial to show that these constants are all zero, thus proving the claim.
If, however, n is odd, then we consider the polynomials a j (x), b j (x) for j = 0, 1, . . . , ⌊ n 2 ⌋, together with 1 − ζx n and 1 − ζ 2 x n . Again this gives n + 1 polynomials which are of the form g σ (x), and a similar argument to that given for the previous case establishes that they are linearly independent.
3. Symmetric groups in prime characteristic 3.1. Symmetric group. The arguments used in [1] worked over the complex numbers, and so it is natural to ask what happens in prime characteristic. To obtain a good theory of characters in this case, we need to work with Brauer characters. Let β r,p denote the Brauer character of the r th symmetric power of the natural representation of S n in characteristic p.
For a full account of Brauer characters see [2, Chapter 15]; all we need to know about Brauer characters for our purposes is the following:
Lemma 8. If g ∈ S n has order coprime to p, then β r,p (g) = χ r (g).
Proof. This is a special case of the fact that the Brauer character of the pmodular reduction of a characteristic zero representation affording χ equals χ on the conjugacy classes of p-regular elements. For a proof, see [2, Theorem 15 .8].
Let B(p, n) denote the dimension of the space spanned by the Brauer characters of the symmetric powers of the natural representation of S n in characteristic p. An element g ∈ S n has order coprime to p if and only if its cycle type has all its parts coprime to p. Let X p denote the set of partitions of n whose parts are all coprime to p. The usual argument shows that dim(Span C {f λ : λ ∈ X p }) = B(p, n).
We aim to put the rational functions f λ (x) (for λ ∈ X p ) over their least common denominator, which we denote by g p (x). If g p (x) has degree δ p , then the elements
gp(x) are a spanning set for Span C {f λ : λ ∈ X p }, giving B(p, n) ≤ δ p + 1 − n. Our strategy is as follows: to work out what g p (x) is (up to a scalar), and then to bound its degree.
Definition 9. Let k ∈ N, and write k = p a m where m is coprime to p. Then we define r p (k) = m.
Proof. For λ ∈ X p , the denominator of f λ (x) is a polynomial of degree n which factorises over Z as a product of cyclotomic polynomials. If p divides d, then Φ d (x) does not appear in this factorisation, whereas if p does not Proposition 11. The degree of g p (x) is at most p 2p+2 n 2 + n(log p n + 1).
Proof. Let
Hence the degree of g p (x), namely δ p , is
We can rewrite this as
It is easy to show that
Therefore, we have
. We bound the sum in the brackets by the sum of the infinite geometric series, giving δ p ≤ p−1 2p n 2 1−p −2 + n(log p n + 1). After some simple algebra, we see that δ p ≤ p 2p+2 n 2 + n(log p n + 1), as required. Recall that just before Definition 9, we established that B(p, n) ≤ δ p + 1 − n, and so the following result is immediate:
Corollary 12. For every prime number p and n ∈ N, we have B(p, n) ≤ p 2p+2 n 2 + n log p n + 1.
Hence we have obtained an upper bound on B(p, n) which is asymptotic to pn 2 2p+2 ; this is always smaller than the n 2 2 obtained in the characteristic zero case in [1] . It is also worth noting that as p becomes very large, this upper bound becomes close to the one obtained for characteristic zero. We now aim to find a lower bound on B(p, n).
Remark 13. It is, at first sight, natural to try to imitate the argument for a lower bound given in [1, Section 3] by considering the dimension of the vector space Span C {e λ (1, q, q 2 , ...) : λ ∈ X p }. However, it is not true that Span C {u λ (1, q, q 2 , ...) : λ ∈ X p } = Span C {e λ (1, q, q 2 , ...) : λ ∈ X p } (if we instead allow λ to be any partition, then it is true, and this is essential to the argument in [1] ). While it is possible to modify the argument in [1] to prove that dim(Span C {e λ (1, q, q 2 , ...) : λ ∈ X p }) ≥ n 2 2 − Kn 3 2 for some constant K, which is of some independent interest, this does not help here. Therefore, our strategy is to exhibit a large linearly independent subset of Span C {f λ : λ ∈ X p }.
Given n ∈ N and a prime number p, we define A p,n to be the set of partitions of n which have the form (r a , 1 b ) , where r is coprime to p, and a, b ∈ N 0 .
Proof. Suppose that, in Q(x), we have f λ (x) = µ∈M α µ f µ (x), where M is a set of partitions such that the denominator of f λ (x) contains the cyclotomic factor Φ a (x) b , but Φ a (x) b does not divide the denominator of any f µ (x) for µ ∈ M . Putting the right-hand side over a common denominator and multiplying both sides by
Hence the type of linear dependence mentioned above is impossible. It follows that the set {f λ (x) : λ ∈ A p,n } is linearly independent since, by construction, the denominator of each f λ (x) for λ ∈ A p,n contains a power of a cyclotomic polynomial which does not divide any other denominator. Thus B(p, n) ≥ |A p,n |.
It is easy to see that
It follows from [3, Theorem 1] that
This gives the required result.
3.2. Wreath Products. We conclude by unifying our two extensions and considering the case of the Brauer characters of the generalised symmetric group. Let B(p, n, k) denote the dimension of the space spanned by the Brauer characters of the symmetric powers of the natural representation of C k ≀ S n in characteristic p and let ζ = exp( 2πi k ). An element σ ∈ C k ≀ S n has order coprime to p if and only if both λ(σ) ∈ X p and every t i has order coprime to p. Let R p,n,k be the subset of C k ≀ S n consisting of elements of order coprime to p. The usual argument shows that B(p, n, k) = dim(Span C {f σ (x) : σ ∈ R p,n,k }).
Proposition 15. We have B(p, n, k) ≤ r p (k)( p 2p+2 n 2 +n(log p n+1))−n+1.
Proof. Recall from the proof of Proposition 3 that a common denominator for the f σ (x) for σ ∈ C k ≀ S n is
We say that we can cancel p(
p(x) is a common denominator for the f σ (x), where σ ∈ R p,n,k . Our strategy is to cancel factors from D(x). First, note that if p divides the order of ζ i , then we may cancel n j=1 (1−ζ i x j ) from D(x) by definition of R p,n,k . Fix i such that ζ i has order coprime to p. We need the following lemma.
Lemma 16. If σ ∈ R p,n,k and x − θ divides 1 fσ(x) in C[x], then θ has order coprime to p.
Proof. Suppose that x − θ divides 1 fσ(x) in C[x], then 1 fσ(θ) = 0 and so i (1 − t i θ λ i ) = 0. Hence there exist i, j such that 1 − ζ i θ λ j = 0. Since σ ∈ R p,n,k , ζ i has order coprime to p and λ j is coprime to p. But the order of θ divides ord(ζ i )λ j , and so is coprime to p.
Therefore, in a factorisation of n j=1 (1 − ζ i x j ) into linear factors, we may cancel any factor x − θ where the order of θ is divisible by p. Consider the factor 1 − ζ i x j , and write j = p e r where p does not divide r. The equation 1 − ζ i x j = 0 has j roots, and exactly r have order not divisible by p. It follows that we may cancel j − r linear factors from the factorisation of 1 − ζ i x j , leaving a term of degree r = r p (j), as defined in Definition 9.
Consequently, cancelling factors from n j=1 (1 − ζ i x j ), replaces 1 − ζ i x j with a term of degree r p (j). This new polynomial has degree n j=1 r p (j), which is at most p 2p+2 n 2 + n(log p n + 1) by the proof of Proposition 11. We thus can put the power series {f σ (x) : σ ∈ R p,n,k } over a common denominator of degree at most r p (k)( p 2p+2 n 2 + n(log p n + 1)), giving the desired result.
