Abstract. In this paper, we prove the Girsanov theorem for G-Brownian motion without the nondegenerate condition. The proof is based on the perturbation method in the nonlinear setting by constructing a product space of the G-expectation space and a linear space that contains a standard Brownian motion. The estimates for exponential martingales of G-Brownian motion are important for our arguments.
Preliminaries
In this section, we review some basic notions and results of G-expectation, G-Brownian motion and the corresponding Girsanov theorem. More relevant details can be found in [5, 6, 7, 8, 9] .
G-expectation space
Let Ω be a given nonempty set and H be a linear space of real-valued functions on Ω such that if X 1 ,. . . ,X d ∈ H, then ϕ(X 1 , X 2 , . . . , X d ) ∈ H for each ϕ ∈ C b.Lip (R d 
The triple (Ω, H,Ê) is called a sublinear expectation space.

Definition 2.2 Let (Ω, H,Ê) be a nonlinear expectation space. A d-dimensional random vector Y is said to be independent from another m-dimensional random vector X underÊ[·] if, for each test function
A family of d-dimensional random vectors (X t ) t≥0 on the same nonlinear expectation space (Ω, H,Ê) is called a d-dimensional stochastic process. Definition 2.3 Two d-dimensional processes (X t ) t≥0 and (Y t ) t≥0 defined respectively on sublinear expecta-
is called a G-Brownian motion if the following properties are satisfied:
(2) It is a process with stationary and independent increments;
, where u ϕ is the viscosity solution of the following G-heat equation: Now we recall the construction of G-Brownian motion on the path space. We denote by Ω := C([0, ∞); R d ) the space of all R d -valued continuous paths (ω t ) t≥0 , equipped with the distance
where
as well as
Let G : S(d) → R be a given monotonic and sublinear function. By the Hahn-Banach theorem, one can check that there exists a bounded, convex and closed subset Γ ⊂ S + (d) such that
where S + (d) denotes the collection of nonnegative elements in S(d). Now, we define the G-expectation E : L ip (Ω) → R by two steps.
Step 1. For X = ϕ(B t+s − B s ) with t, s ≥ 0 and ϕ ∈ C b.Lip (R d ), we definê
where u is the solution of the following G-heat equation:
Step 2.
where ϕ n is obtained via the following procedure:
The corresponding conditional expectationÊ t of X with t = t i is defined bŷ
,Ê) forms a sublinear expectation space. Moreover, it is easy to check that the canonical process
Theorem 2.6 ([1, 4]) There exists a weakly compact set P of probability measures on (Ω, B(Ω)) such that
For this P, we define the following capacity
A set A ⊂ B(Ω) is polar if c(A) = 0. A property holds "quasi-surely" (q.s.) if it holds outside a polar set.
In the following, we do not distinguish two random variables X and
Then the G-expectation can be extended to the space of L(Ω) and we still denote it byÊ, i.e.,
Definition 2.7 A real function X on Ω is said to be quasi-continuous if for each ε > 0, there exists an open set O with c(O) < ε such that X| O c is continuous.
Definition 2.8 We say that X : Ω → R has a quasi-continuous version if there exists a quasi-continuous function
Then we have the following characterization of the space L p G (Ω), which can be seen as a counterpart of Lusin's theorem in the nonlinear expectation theory.
and X has a quasi-continuous version.}
Note that the monotone convergence theorem is different from the classical case due to the nonlinearity.
Proposition 2.10 Suppose X n , n ≥ 1 and X are B(Ω)-measurable.
(1) Assume X n ↑ X q.s. and
Proof. We can take
. Then by the classical Jensen's inequality,
Remark 2.12 SinceÊ is the upper-expectation, we cannot expect that Jensen's inqualityÊ[ϕ(X)] ≤ ϕ(Ê[X]) holds for concave functions. For example, we take
For each 1 ≤ i, j ≤ d, we denote by B i , B j the mutual quadratic variation process. Then for two
We say the function G is non-degenerate if there exist a constant σ 2 > 0 such that
Remark 2.14 (2.3) is equivalent to the condition that
In the one-dimensional case, the non-degenerate condition reduces to the condition that the lower variance of B is strictly positive, i.e.,
Now we give the Girsanov theorem under the non-degenerate condition.
Given
where ·, · is the Euclid inner product for vectors and matrices. We set
We define a sublinear expectationẼ byẼ
Girsanov theorem for G-Brownian motion is stated as follows.
Theorem 2.15 [5, 9] If G is non-degenerate and
Ê), then the process (B t ) t≥0 is a G-Brownian motion on the sublinear expectation space (Ω,H,Ẽ).
A sufficient condition that (E(h) t ) 0≤t≤T is a symmetric G-martingale is the so-called G-Novikov's condition.
Proposition 2.16 [5, 9] If the following G-Novikov's condition holds: there exists δ > 0 such that
E exp 1 2 (1 + δ) T 0 h s h T s , d B s < ∞. Then (E(h) t ) 0≤t≤T is a symmetric G-martingale on (Ω, L 1 G (Ω),Ê).
Main results
We first present a convergence theorem for sequences of exponential-G-martingales type.
For any α, β ∈ R be given, we denote
Proof. Part I: Proof of (3.1)
We first show that lim ε→0Ê [I ε ] ≤ 1. Let any q > 1 be given and q ′ be the corresponding the Hölder conjugate. Denote α ε = qα 2 ε 2 2 . Then by Hölder inequality, we havê
Thus,
It remains to show that
we have, by Proposition 2.10 (1),
Thus, note that
applying Proposition 2.10 (2), we get
Now we prove that lim ε→0Ê [I ε ] ≥ 1. From Jensen's inequality, we get
Part II: Proof of (3.2)
Applying the classical Jensen's inequality, we havê
Since y → − exp(−y) is increasing, we get
Moreover, from Part I, we know thatÊ
The main result of our paper is the following Girsanov theorem for G-Brownian motion in the degenerate case.
Then the process (B t ) t≥0 is a G-Brownian motion on the sublinear expectation space (Ω,H,Ẽ). δ|h s | 2 ds) < ∞ for some δ > 0. From the proof of Lemma 2.2 in [9] and the proof of Proposition 5.10 in [5] , if the G-Novikov's condition is assumed, the first assumption will hold. The second condition is implied by G-Novikov's in the non-degenerate case since
But in the degenerate case, this assumption is needed.
To prove Theorem 3.2, it suffices to show thatB underẼ has the same distribution as B underÊ, i.e., for t 1 ≤ t 2 ≤ · · · ≤ t n ≤ T and ϕ ∈ C b.Lip (R n×d ), it holds that
Since B is possibly degenerate, we use the following product space method in the nonlinear expectation setting to add a small linear Brownian motion term to B, so to get a non-degenerate perturbation B ε .
Following the method in the preliminaries, we can construct an auxiliaryḠ-expectation space (Ω,
(ii)B t := (B t , W t ) t≥0 is a 2d-dimensionalḠ-Brownian motion, where W is the canonical process on
Moreover, by the definition ofĒ, we also have
Proof. We just prove thatĒ =Ê on L 1 G (Ω), which implies (B t ) t≥0 is a G-Brownian motion underĒ, and the proof for (iv) is just similar. By Step 2 in the definition of G-expectation in the preliminaries, we just need to show that, for any given X = ϕ(B t+s − B s ), where ϕ ∈ C b.Lip (R d ), we havē
Step 1 in the definition of G-expectation, we know that
is the solution of the followingḠ-heat equation:
is the solution of the following G-heat equation:
It is easy to check that u(r, x 1 ) is also a solution of (3.6). Then, from the uniqueness theorem of viscosity solutions, we get u(r, x 1 ) =ū(r, x 1 , x 2 ), for (r,
which implies the desired (3.5).
For each fixed ε ∈ (0, 1), we define B We claim that the G ε is non-degenerate. Indeed, for A ≥ B, we have The following lemma concerns the quadratic variation of B ε .
Lemma 3.5 For each ε ∈ R, we have
Proof. Since G is sublinear, we can find a set Γ ⊂ S + (d) such that 
