Abstract: Degradable performance of fault-tolerant computer systems has given rise to considerable interest in mathematical models for combined evaluation of performance and reliability. Most of these models are based upon Markov processes. Several methods have been proposed for the computation of the probability distribution of performability upon an interval of time 0; t]. In this paper, two closed form expressions for the performability of \standard" acyclic models and uniform acyclic models are derived. Furthermore, an algorithm with a low polynomial computational complexity is presented and applied to a degradable computer system. Key-words: Acyclic models, degradable systems, Markovian models, performability.
During the last twenty years, the modeling and analysis of computer systems has received increasing attention from researchers and conceivers who wish to understand and predict the behavior of these systems. The great dependence of society on computer and communication systems has given rise to a great need to develop more performant and reliable machines. Therefore, with the increasing complexity of distributed systems, it is necessary to work out e cient and precise evaluation methods.
As recognized in a large number of studies, the quantitative evaluation of degradable computer systems requires to deal simultaneously with aspect of both performance and reliability. As part of these studies, Meyer 1] introduces an uni ed measure called performability which combines the two aspects of performance and reliability. Performability is de ned as the accomplishment level of the system over a speci ed time period t. The distribution IPfY t 2 Bg is then the probability that the system performs at a level in B, where B is a set of accomplishment level. Formally, the system fault behavior is assumed to be modeled by a homogeneous Markov process. Its space states is divided into disjoint subsets which represent the di erent con gurations of the system. A performance level (or reward rate) is associated with each of these con gurations. This reward measures how well the system performs in the corresponding con guration. Performability is then the accumulated reward over the mission time 0; t].
The distribution of the performability has been studied in previous papers for both cyclic and acyclic models. These kind of models identify two types of fault-tolerant computer systems: degradable, or non repairable, systems and repairable one's. In this paper, we are only interested in the evaluation of the performability for degradable computer systems. Several methods have been proposed to compute the probability distribution of performability upon an interval of time 0; t]. Meyer 2] obtains a closed form expression for the distribution of the performability for a degradable computer system with N processors and a bu er with nite capacity Furchtgott and Meyer 3, 4] de ne i?resolvable vectors to characterize the trajectories of an acyclic semi-Markovian process corresponding to a certain performance level. By enumerating all the possible trajectories of the system, they derive an integral expression for performability which they solve numerically. However, the complexity of such an algorithm is exponential in the number of states of the process. Beaudry 5] gives a method for the computation of performability in a Markovian process until absorption. Ciardo et al. 6 ] generalize Beaudry's approach to a semi-Markov reward process and remove the restriction requiring only the absorbing states to be associated with a zero reward rate. Iyer et al. 7] propose an algorithm to compute recursively the moments of the accumulated reward over the mission time, with a polynomial computational complexity in the number of states. In 8] 9], Nabli and Sericola present an algorithm based on uniformization technique to compute this distribution for block acyclic models which are more general than acyclic one's. They determine new truncation steps which improve the execution time of their algorithm. Goyal and Tantawi 10] derive a closed form expression (precisely a nite sum of exponential functions) for the performability of degradable heterogeneous systems. They also give an algorithm with a polynomial complexity O(dM 3 ) in the number M of states and in the number d of components in the system. They consider at rst the homogeneous case (i:e: only transitions between state i to state i ? 1 are allowed). However, their generalization to the non-homogeneous, or heterogeneous, case is not clear. A method which follows a similar approach used by Goyal and Tantawi will be presented PI n 960 in the section 3. An algorithm to compute the probability distribution of performability, with a less computational complexity in comparison with the algorithm of Goyal and Tantawi, will be derived.
The remainder of this paper is organized as follow: in the next section, we introduce the mathematical model of the class of degradable systems and we give a solution towards performability for acyclic Markovian models. We also discuss the computational complexity of the algorithm. Section 4 is dedicated to the performability measure for uniform acyclic models.
Such models are characterized by the uniformity of the yield between the output rate ? ii of state i and the reward rate (i) associated to the state i (i:e:
ii (i) = Cst). An algorithm with a low polynomial complexity will be presented. A numerical example for degradable computer system is presented and solved for a given performability measure in section 5. The main points are summarized in the concluding section.
Mathematical description
Degradable computer systems operate at various levels of performance: when a component fails, the system recon gures itself and carries on functioning albeit with degraded performance. Because of changes in its structure, due to failures, the system has di erent con gurations in a nite state space E = f0; 1; 2; : : : ; ng. A reward rate (i) which is independent of the time is associated with each state i 2 E. Since we consider degradable systems, it must be that (i) (j) if a transition is possible from state i to state j. Therefore, we can number the states so that i 7 ! (i) becomes an increasing function (i:e: (i) (j) if i j) and a transition from state i goes only to a state j verifying j < i.
Let therefore X = (X s ) s 0 be a homogeneous Markov process over the state space E. Since two di erent states may have the same reward rate, we denote by r m > r m?1 > : : : > r 0 the m + 1 di erent reward rates (m n), and by B i the set of states having r i as reward rate, for i 2 f0; ; : : : ; mg. It is clear that the subsets B m ; : : :; B 0 are disjoint and their union gives in the state space E. The process X is entirely determined by its in nitesimal generator A = (a ij ) i;j2E and its initial state which is supposed at X 0 = n. That means that the system starts in state n which has the greater reward rate. Because the system is non repairable, the in nitesimal generator becomes an upper triangular matrix. With the above notations, the performability, or the accumulated reward over the mission time 0; t], is de ned by: The random variable Y t takes its values in the interval r 0 t; r m t] and we wish to derive IPfY t > sg. The reward rates r i are arbitrary real numbers, but we can assume r 0 = 0 without loss of generality. This is obtained by replacing r i by r i ? r 0 and s by s ? r 0 t. Henceforth, we take r 0 = 0.
Irisa 3 Model solution
We consider a non repairable computer system with d type of components. Mathematically, that means that the connectivity degree of the matrix A is equal to d. Each state i 2 f0; 1; : : : ; ng may be described by a vector (k 0 ; k 1 ; : : : ; k n ) where k i is the number of functioning components of type i; i = 1; : : :; d.
Our approach consists in expressing the distribution of Y t with an explicit form. More exactly, we will evaluate performability by means of nite sum of exponential functions each a ected by coe cients calculated by recurrence. We will take the same closed form expression derived by Goyal and Tantawi 10] . In return, we give recurrence formulas which lead to a lower computational complexity (see subsection 3.2).
Particular case
In this section, we suppose that two di erent states cannot have the same reward rate 1 . That means that i 7 ! (i) is a strict increasing function, or (i) = r i for all i 2 f0; 1; : : : ; ng.
Let us de ne the following notations: We remark that F n (s; t) = 1 if s < 0 and F n (s; t) = 0 if s r n t. This noting leads us to consider the distribution only for s 2 0; r n t . We also observe that the sequence ( n;j ) 0 j n?1 is non increasing since n;j < n;j?1 , s < r n t:
It is well-known (see 10] for example) that the distribution F n (s; t) satis es to the following renewal equation:
0 e ? nu n;i F i (s ? (n)u; t ? u)du (1) Equation (1) states a recursive relation upon the index n. Our analysis consists in obtaining a recursive relationship not only upon index n but also upon index j by considering the partition 0; r n t = n j=1 r j?1 t; r j t . For this purpose, we de ne:
n (s; t) = F n (s; t)1 fr j?1 t s<r j tg : 
where b (j) (n; k) are real numbers given by the following set of recursive expressions:
For all 0 j j 0 ? 1, we have for k = j + 1; : : : ; n ? 1; b (j) (n; k) = 1 n + r n (k; j) + (k; j)
Proof. (See Appendix B) 2 In the case system is degradable homogeneous (i:e: it contains d = 1 type of component), the above recurrence formulas will be simpli ed since il = 0 for l < i ? 1. So, the sequence b (j) (n; k) becomes as follow: b (j) (n; k) = n;n?1 n;n?1 + r n (k; j) + (k; j) b (j) (n ? 1; k) , for j k n ? 1; and b (j) (n; n) = 1 fj=0g + j?1 X l=0 b (l) (n; j) ? n?1 X k=j+1 b (j) (n; k):
We observe that these formulas are the same obtained by Goyal and Tantawi. However, their generalization to non-homogeneous systems is not very clear. Furthermore, the coe cients which they evaluate by recurrence depend on four indexes instead of three indexes, which generates a greater computational cost. In this subsection, we suppose that the sequence ( (i)) i2E is increasing. Two or many consecutive states can be associated to the same reward rate value. That means that (i) is not equal to r i for at least one index i. Without loose of generality, we suppose that the cardinality of jB 0 j is equal to 1. Our goal is to evaluate the probability distribution of the performability while conserving the general closed form derived in the previous subsection. For this purpose, we give new de nitions for previous notations. So the functions (k; j); (k; j) and n;j will be de ned as follow: 
Uniform acyclic models
The method established in the previous section is valid under a certain condition between transition rates i and reward rates r i . i ? j (i)? (j) 6 = k ? j (k)? (j) 's condition was necessary to de ne the coe cients b (j) (i; k). This property lead us to study the performability measure for acyclic models verifying the condition i ? j (i)? (j) = k ? j (k)? (j) . We limit our study to the case jB i j = 1 for all i 2 E. Two di erent states cannot have the same reward rate 2 . These two conditions are equivalents to i r i = j r j and (i) = r i for all i; j 2 Enf0g.
De nition 4.1 An acyclic performability model is said to be uniform if we have:
for all i; j 2 Enf0g:
The state 0 is the absorbing state.
Model solution
In this section, we present a closed form expression for F (j 0 ) m (s; t) for this kind of models. The solution follows from the renewal equation established in lemma 3.1, it appears as a nite sum of polynomial functions a ected by coe cients which are evaluated by recurrence. The coe cients a Proof. The proof of this theorem is too long, for more details, see 11]. l (m; k) and b j;l i (n; k) required in this method depends on j 0 and therefore on the value of s. Moreover, according to the strict monotony of sequence (r i ) i2E , it's obvious to remark that the three sequences a (j 0 ) (m; k); c (j 0 ) l (m; k) and b j;l i (n; k) are positives.
Numerical example
In this section, we present an application of the previous algorithm, related to acyclic uniform models, to a simple degradable computer system. It concerns a multiprocessor with n processors, each is subject to a random failure exponentially distributed with rate = 10 ?6 =sec. We suppose that failures are independent of each other. The system is considered to be down when no processor is available. Our goal is to calculate the average number distribution of available processors over a given mission time 0; t].
The Markov process which describe the behavior of the system is shown in gure 1 when the number of processors is n = 4. Each state 0 i n corresponds to the number of available processors in the system. The failure rate associated to each state i is i . Since we are interested in the average number of available processors, we take the function r i = i as reward rate. This model still verify the condition i r i = j r j . In fact, for all i 2 f1; : : : ; ng, we have i r i = i r i = i i = : The accumulated reward averaged over t (i:e Yt t ) represents, therefore, the average number available processors over the mission time 0; t]. Figure 2 shows the probability that the average number of available processors over 0; t] is greater than 85% of the number of processors in the system. These curves are represented for many values of t and n.
We observe over the three curves of gure 2 that the probability IPf Yt t > 0:85ng increase with respect to n for t < 300000 sec and decrease with respect to n for t > 350000 sec. That means that, for n = 10; 15; 20, the probability of the average number of available processors in the system over 0; t] increase with n so long as t is less than 3 10 5 sec, and inversely for t > 3:5 10 5 sec. For n = 10, we obtain j 0 = n ? 1 and for n = 15; 20, we obtain j 0 = n ? 2. We have presented, in this paper, two methods to evaluate the performability distribution for degradable computer systems. The rst method follows the same approach developed by Goyal and Tantawi 10] and leads to a new algorithm with a low polynomial computational complexity. Its main advantage involves a computational complexity which depends on the minimum expected accomplishment level 3 . The second method concerns a new class of acyclic models which we call uniform acyclic models. This method leads to a simple closed form of the transient distribution of performability. 1 fr j?1 (t?u) s?rnu<r j (t?u)g = 1 f n;j <u n;j?1 g :
(2) Now we use the hypothesis: s is in the interval r j 0 ?1 t; r j 0 t . According to the strict monotony of sequence (r j ) j2E , the coe cient n;j?1 becomes strictly negative once j over-steps j 0 + 1. So, we obtain: 1 f n;j <u n;j?1 g 1 fu>0g = 0; for j j 0 + 1; The proof of this lemma is then completed.
Irisa
Let us denotes by 1 (resp. 2 ) the term associated to the rst integral (resp. the second integral) of the right hand side of this relation, so that F (j 0 ) m (s; t) = e ? m m;0 + 1 + 2 :
Expansion of 1 We observe that the bounds m;j and m;j?1 of the integral associated to 1 are all strictly positives since j < j 0 and r j 0 ?1 t s < r j 0 t ( 
