An accurate estimation of the maximum possible scour depth at bridge abutments is of paramount importance in decision-making for the safe abutment foundation depth and also for the degree of scour countermeasures to be implemented against excessive scouring. Most of the scour depth prediction formulae available in the literature have been developed based on the analysis of laboratory and field data using statistical methods such as the regression method (RM).
INTRODUCTION
Failure of bridges due to scour at their foundations consisting of abutments and piers is a common occurrence. Local scour at foundations has long been of concern for engineers (Cardoso & Bettes 1999) . In the safety evaluation of bridges, local scouring of bridge foundation material near piers/abutments is, therefore, an important issue (Huber 1991; Dey & Barbhuya 2004a) .
Riverbeds are commonly composed of a mixture of different sizes of sands and gravels in the upper reaches. A process of armoring on the riverbeds commences under the varied stream flow velocities, resulting in an exposure of coarser particles due to washing out of the finer fraction. Melville (1975) is probably the first who recognized the scouring potential for the armoring on the riverbeds. Ettema (1980) studied the scour at circular piers in armored beds in the context of the collapse of the Bulls Bridge over the Rangitikei River in New Zealand. They studied scour at piers in thin armored layers and stratified beds. The thickness of the stratified bed is greater than that of the natural armor layer thickness. Froehlich (1995) reported the natural armorlayer thickness as being one to three times the armoring particle sizes. Dey & Barbhuya (2004a, b) studied the scour at abutments embedded in an armored bed. They found that a larger scour depth develops at an abutment embedded in an armored bed (unless a secondary armored layer developed within the scour hole) than if the abutments were embedded in a bed of uniform sediments. Dey & Raiker (2007) investigated clear-water scour at circular and square piers, experimentally embedded in a sand bed overlain by a thin armored layer of gravels. They showed that the scour depth at a pier with an armored layer under the limiting stability of the surface particles is greater than that without an armored layer for the same bed sediments, if the secondary armoring formed within the scour hole is scattered. On the other hand, the scour depth with an armored layer is less than that without an armored layer for the same bed sediments, when the compact secondary armor layer shields the scour hole.
Most of the available scour depth prediction equations for bridge piers and abutments are based on the regression analysis of laboratory data. It has been found that the laboratory data-based regression equations do not accurately predict the prototype conditions and hence they mostly give conservative results and overestimate the scour depth. This is attributed to the fact that the conventional analysis of data cannot include the correct influence of the set of influential parameters on scour depth. There is a lack of reliable formulae for prediction of the scour depth to cover different ranges. The results from the existing methods greatly differ from each other, thus resulting in a major controversy in the design and cost of the protection methods. A great deal of research effort has, therefore, been devoted to exploring and refining the methods for improving traditional physically based analysis in such situations. Recently, artificial neural networks (ANN) and adaptive neuro-fuzzy inference systems (ANFIS) are commonly used as alternative approaches to the traditional regression analysis. The fuzzy inference system (FIS) has been employed in the prediction of uncertain systems because its application does not require knowledge of the underlying physical process as a precondition .
Fuzzy logic has been widely used in rainfall-runoff modeling (S¸en & Altunkaynak 2004) , modeling uncertainty in the prediction of bridge pier scour (Johnson & Ayyub 1996) , reservoir operation control (Shrestha et al. 1996) , optimal water allocation (Kindler 1992) , modeling the infiltration and water movement in the unsaturated zone (Bardossy & Disse 1993) , regional drought analysis (Pongracz et al. 1999) , modeling of time series (Altunkaynak et al. 2004a, b) , fuzzy logic model for equilibrium scour downstream of a dam's vertical gate (Uyumaz et al. 2006) , ANFIS-based approach for the prediction of pile group scour , prediction of wave parameters (Ozger & Sen 2007) , stream flow prediction (Ozger 2009 ) and an ANFIS-based approach to predict the scour location of spillway (Azmathullah et al. 2009 ).
Almost all of these studies indicate that the ANFIS results are a more accurate prediction compared with the nonlinear regression approach.
The available literature on the abutment scour revealed that the exact scour mechanism and the effects of different parameters on scour depth are yet to be fully understood or explored (Barbhuya & Dey 2004) . The literature on scour at abutments in armored beds is very scanty, though the problem of scour at abutments in uniform and non-uniform sediments Ettema(1980), Raudkivi & Ettema (1985) and Kothyari (1989) 
The non-dimensional parametric representation has been interpreted as:
The term F e is a measure of the ratio of excess approaching flow velocity U e to (DgL) 0.5 . It represents the mobility of the submerged sediment particles in the vicinity of the abutment during scouring. U e is less than or equal to zero when there is no scour.
The term h/L refers to the effect of approaching flow depth h on the scour depth d sa .
The term d/L indicates the role of particle sizes of bed sediment on scour depth d sa .
RESULTS AND DISCUSSION

Dataset of scour parameters
Laboratory data on the scour parameters relating to equili- Table 1 shows the range of parameters for these datasets.
Regression method for the scour depth prediction using non-dimensional dataset Dey & Barbhuya (2004b) used all of the dataset to obtain Equation (1) using regression analysis. In the present study, a nonlinear regression method was used to get the regression parameters of the scour prediction model using 80% (79) The scour depth prediction Equation (2) (ii) The regression curve may pass close to a certain percentage of points in the scatter diagram, but this cannot account for the validity of the method.
(iii) The prediction errors are expected to obey a Gaussian distribution function, which is not the case in many practical studies.
(iv) The prediction errors are also expected to be independent from each other, i.e. completely random (noise).
In order to avoid such problems in the application of the regression method, an alternative approach is generally advo- When m is large, this becomes a gradient descent with a small step size. Newton's method is faster and more accurate near an error minimum, so the aim is to shift towards Newton's (Figure 2 ). The training data was the same randomly selected 80% of the entire available data for the network that was used in the regression analysis. The remaining 20% of data was used for validation. Table 3 shows the details of the network architecture for various training algorithms. The performance of various ANN models against the regression models was assessed quantitatively in terms of performance indices, as shown in Table 4 . Table 4 indicates that the performance of the FFBP training algorithm is the best among the other training algorithms of ANN. It may further be observed that all the ANN models with the all-training algorithms are superior to the regression model (Table 2) .
ANFIS-based models for scour depth prediction using grouped dataset
The fuzzy logic system has been widely applied to modeling, control, identification, prediction etc. ( There are two types of fuzzy inference systems:
(i) Mamdani type and (ii) Takagi-Sugeno (TS) type. Mamdani's fuzzy inference method is the most commonly seen fuzzy methodology and was among the first control systems built using fuzzy set theory. The Mamdani approach provides the outcome of the fuzzy rule as a fuzzy set for the output variable and hence the step of defuzification is essential to get a crisp value of the output variable whereas the TS approach does not require a classical defuzzification procedure and the outcome of the fuzzy rule is a scalar Figure 2 9 9 9 9 A typical architecture for artificial neural networks. In the present study, ANFIS is used to get the fuzzy parameters for the prediction of scour depth at the bridge abutments in a armored bed of sediment. As in the previous case, here also only 80% of the available data was used for model prediction and remaining unseen 20% of data was used for testing of the model. This was done in the Matlab environment. ANFIS along with a subtractive clustering method was used for the scour depth prediction with excess Froude number (F e ), relative flow depth (h r ), relative armored-layer thickness (t r ), relative particle size of the armored layer (d ar ) and shape factor (K s ) as inputs and the relative scour depth (d sa /L) as output.
The optimum value of cluster radius was determined by trial and error based on the criterion of maximum correlation coefficient and minimum root mean square error. The optimal radius of cluster has been found to be 1.0. The summary of the results of the ANFIS model has been given in Table 5 . It may be observed that the number of fuzzy rules corresponding to the cluster radius of 1.0 is four.
The performance of the ANFIS model was assessed and performance indices are given in Table 6 (last row) for training as well as validation processes. An overall assessment of the various scour depth prediction models has also been made in this table. It may be observed that the ANFIS model shows the best performance among the other prediction methods under consideration. A qualitative comparison among the various prediction models may also be observed in Figure 5 . It also shows a similar conclusion.
The treatment of nonlinearity in the scour data based on the The details of the parameters for the ANFIS model for raw data are provided in Table 7 . A comparison of the performance of the models based on grouped data and raw data has been made in Table 8 . A close observation of this table indicates that the raw data provide better performance than that of the grouped dataset. These results are in line with those of . Nodes 56
Linear parameters 24
Nonlinear parameters 40
Total parameters 64
Training data pairs 79
Checking data pairs 20
Fuzzy rules 4
Cluster radius 1.0 Nodes 37
Linear parameters 14
Nonlinear parameters 24
Total parameters 38
Fuzzy rules 2
Cluster radius 1.5 The estimated scour depth using the given data from the various investigators has been provided in Table 9 . This table shows that the results of the present study are comparable with the scour prediction models available in the literature.
Appendix 2 shows (a) the portability of the proposed ANFIS-based scour prediction model and (b) the consistency of the calibrated model based on parametric study.
CONCLUSIONS
An attempt was made to assess the performance of the various prediction models such as the regression method (RM), artificial neural network (ANN) and adaptive neuro fuzzy inference system (ANFIS) using an adequate size of laboratory data for scour depth at bridge abutments placed in an armored bed.
In the case of ANN models, the Feed-Forward BackPropagation (FFBP) method was found to be the best among the other training algorithms of ANN. The performance of ANN with all three training algorithms (FFBP, FFCC and RBF) has been found to be better than that of the regression method.
As far as the performance of the ANFIS model is concerned, it has been found that ANFIS is the best among the regression as well as ANN models. It has further been found that the ANFIS approach predicts scour depth better when it is trained with raw data rather than with grouped data 
where A i k and B j k are the ith and jth fuzzy term sets of representing x and y, respectively. The consequent function 
where a i and c i are the parameters of antecedent fuzzy set A i of the ith membership function. These parameters control the shape of the Gaussian membership function.
The architecture of the ANFIS in Figure 1 has five layers.
The functional details of these layers are:
Layer 1 Layer 3: The nodes of this layer are fixed nodes labelled N.
The ith node of the layer calculates the normalized firing strength of the corresponding rule. The normalized firing strength ðw k Þ of a rule (kth) is the ratio of the strength of that rule (w k ) and the sum of the strengths of all rules, i.e.
Layer 4: The nodes of this layer are adaptive nodes. The node function of the ith node of the layer is given by
Here w k is the normalized firing strength of the kth rule, which is obtained in layer 3, and (p k , q k , r k ) is the set of parameters of this layer. These parameters are referred to as consequent parameters.
Layer 5: It has one node for single output, which is a fixed node labelled P . This node calculates the sum of all incoming signals. Thus the overall output (z) of the ANFIS is
The ANFIS modelling involves two major phases: (i) structure identification and (ii) parameter estimation. The structure identification amounts to determining the proper number of rules required, i.e. finding how many rules are necessary and sufficient to properly model the available data and the number of membership functions for input and output variables.
Clustering techniques have been recognized as a powerful tool to extract initial fuzzy rules from given input-output data.
The purpose of the clustering is to identify a natural grouping of data from a large dataset to produce a concise representation of the system behaviour. Subtractive clustering is commonly used for the initialisation of the parameters for ANFIS training.
The steepest-descent (or back-propagation) method is applied for identification of the parameters. But this usually takes a long time before it converges. In the present case we find that some of the parameters are linearly related to the output (consequent parameters). Thus these linear parameters can be identified by the least-squares error (LSE) method, for fixed values of nonlinear parameters (premise parameters). After identifying the consequent parameters (which are linear) we can apply the steepest-descent method for identification of the premise parameters (which are nonlinear parameters). This hybrid learning approach, which combines the steepest-descent method and LSE method, gives rapid identification of parameters.
The hybrid-learning algorithm has two passes, the forward pass and the backward pass. In the forward pass the node output is calculated until layer 4. Then LSE is applied to identify the consequent parameters. After this the backward pass is done. In this, the error signal is the input and is propagated backward. From the error signal the premise parameters are calculated by applying the steepest-descent method. The procedure of hybrid learning is summarized in Table A1 .
APPENDIX 2
Application of the present ANFIS-based scour depth prediction model at abutment in armored beds
The application of the present model is very straightforward.
The trained networks may be saved as a file. The following function of Matlab would then be used to find the output for the given input: In this case F e has been varied and other parameters have been considered as constant.
(ii) The relative scour depth (d sar ) may be computed using the following function:
The result of this function has been obtained as The result of this step has been obtained as As such the scour depth may be assessed using the present developed scour prediction models.
(b) Demonstration of consistency of the present calibrated model
The consistency of the present calibrated model may be checked by carrying out the parametric study.
Effect of Froude number on scour depth
The details of computation of scour depth for some selected values of Froude number have already been explained in Example 1. The influence of Froude number on the scour depth has been shown in Table A2 . It may observed that the scour depth increases with the increase in F e .
Effect of relative flow depth on scour depth
The computation of scour depth for the selected values of the flow depth has been explained briefly in Example 2. In this case h r has been varied and other parameters have been considered as constant.
d sar ¼ evalfis (input, fismat2) 
