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Résumé :                                                                            
Des modèles basés sur l’architecture Transformer qui intègrent une étape de pré-entrainement non 
supervisé à objectif prédictif, tels que le GPT-2 (Generative Pretrained Transformer 2) ont atteint 
récemment des succès remarquables. Nous avons adapté et mis en œuvre un modèle de traitement 
automatique du langage naturel (NLP pour Natural Language Processing) permettant de déterminer si un 
texte libre clinique est de nature traumatique ou non. Nous avons comparé cette approche, nécessitant 
un nombre d'échantillons annotés réduit, à une approche entièrement supervisée. Nos résultats (basés 
sur l’AUC et le F1-score) montrent qu’il est possible d'adapter un modèle polyvalent tel que le GPT-2 pour 
créer un outil puissant de classification de notes de texte libre en français avec seulement un très faible 
nombre d'échantillons labélisés. 
Mots clés : Neural Language Model, pre-training, Transformer, GPT-2  
Introduction                                                                                                     
Lors de chaque visite aux urgences, le personnel crée une fiche sur le patient comprenant des données 
catégorielles, telles que le sexe et l’âge, mais aussi du texte libre qui sont les notes cliniques liées à son 
état (anamnèses). Ce texte est actuellement traité manuellement ce qui implique des coûts en temps de 
personnel hospitalier très important. L’automatisation du traitement devrait permettre d’une part, la 
réduction de ce coût et, d’autre part, le développement d’outils de surveillance. C’est l’objectif du projet 
TARPON (Traitement Automatique des Résumés de Passages aux urgences pour un Observatoire 
National) en développement à l’INSERM et le Service des urgences du CHU de Bordeaux, par le biais 
des derniers outils d'apprentissage profond, supervisés et non supervisés, appliqués à l'analyse 
automatique du langage. Le premier travail qui porte sur l’application du GPT-2 dévoilé en février 2019 
par l’équipe d’OpenAI. 
Méthodologie                                           
Deux scénarios sont comparés. Le premier consiste en un entrainement non-supervisé sur 151 930 
données non labélisées puis complété avec un entrainement supervisé sur 10 000 données labélisées. 
Le second consiste en un entrainement supervisé sur 161 930 données labélisées. La comparaison 
repose sur l’AUC et le F1 score, appliqués sur le même jeu de données test pour les deux scénarios.                                              
Originalité/Perspective                                                                                                                                                   
L’Application d’un modèle récent de NLP à des données textuelles en français des urgences (jargon et 
abréviations cliniques, inclus) est originale. Tout comme dans les succès montrés dans d’autres domaines, 
les coûts liés à l’annotation des données sont radicalement réduits tout en garantissant des résultats 
comparables à du entièrement supervisé.  
L’étude des anamnèses mal classées, leur provenance, ainsi que d’optimisations diverses devraient 
permettre l’amélioration du modèle. Dans une deuxième phase du projet, il est prévu de s’attaquer à une 
classification multimodale permettant de décrire d’ensemble des mécanismes traumatiques dans l’objectif 
de construire un observatoire national de traumatologie. 
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