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Все это позволяет повысить конкурентоспособ
ность предприятия, т. к. любое предприятие имеет
в своей организационной структуре подразделение
складского хозяйства, независимо от того, каким
видом деятельности оно занимается – торговлей
или производством.
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Введение
Процессы хранения и обработки данных явля
ются неотъемлемой частью любой информацион
ной системы (ИС) крупного предприятия или ор
ганизации. Рост информационных потребностей,
обусловленный как внутренними, так и внешними
факторами, может быть удовлетворен только в слу
чае наличия непротиворечивых, актуальных и кор
ректных данных.
При разработке единой информационной среды
Томского политехнического университета (ЕИС
ТПУ), одним из приоритетных направлений было
выбрано построение единой базы данных (БД) со
гласно принципу безызбыточности. Одной из важ
нейших частей БД ЕИС ТПУ является единая ин
формационная модель личности, представляющая
информацию о физических лицах – студентах, со
трудниках, аспирантах и т. д. [1]. Практика показа
ла, что, несмотря на все усилия по созданию безыз
быточной БД, могут иметь место случаи дублирова
ния записей о физических лицах, что является пря
мым следствием отсутствия общего естественного
уникального идентификатора. Приведем результа
ты следующего исследования. Будем считать, что
появление одного дубляжа на 2000 записей являет
ся допустимым (0,05 %). К началу 2006 г. в БД ТПУ
было зарегистрировано около 48000 студентов (сре
ди них около 20000 выпускников) и 5200 сотрудни
ков. В процессе ручной выверки данных было обна
ружено около 500 дубликатов, т. е. примерно 0,9 %
от общего числа записей. Известно, что сотрудни
ком является в среднем каждый 50 студентвыпу
скник и каждый 100 действующий студент, т. е. при
мерно 1,3 % студентов являются сотрудниками. Та
ким образом, ручная выверка данных не дала прие
млемых результатов. Отметим также высокую тру
доемкость процесса выверки – описанные выше
результаты были достигнуты усилиями пяти сотруд
ников в течение нескольких месяцев.
В рамках базы данных корпоративной инфор
мационной системы можно выделить следующие
типичные ситуации, порождающие ошибки иден
тификации:
1. Малое пересечение свойств с совпадающими
значениями. Например, о двух лицах известны
значения свойств «Фамилия Имя Отчество»,
«Телефон» и «Дата рождения», и значения пер
вых двух свойств совпадают, а значения третье
го свойства не совпадают. В таких условиях
сложно принять решение об идентичности.
2. Ошибки в значениях атрибутов, т. е. несовпаде
ние фактических и зарегистрированных значе
ний. Можно выделить следующие виды ошибок
– опечатки при вводе (например, неверное на
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писание фамилии), ошибки в результате потери
или искажения данных, ошибки, связанные с
разницей во времени актуализации значений,
возникающие, например, при смене фамилии
или адреса.
В подобных условиях использование эксперт
ных знаний пользователя не может быть полно
стью исключено из процесса идентификации. Це
лесообразным решением является разработка авто
матизированной системы поиска потенциальных
дубляжей, которая способна оказать содействие
пользователю при принятии решения об идентич
ности записей. Данная статья посвящена описа
нию формального алгоритма, который мог бы яв
ляться основой при создании подобной системы.
1. Основные этапы процесса выявления 
и устранения дубликатов
Методы поиска и устранения совпадающих за
писей активно разрабатываются в течение послед
них десятилетий такими зарубежными исследова
телями, как Newcombe [2], Fellegi и Sunter [3], Win
kler [4], Jaro [5] и др. Особое значение эти вопросы
приобрели в последнее время при решении задач
интеграции разнородных хранилищ данных, под
готовке данных для анализа и «добычи данных»
(Data Mining). Следует отметить, что в последние
годы возрастает интерес к проблеме и в отечествен
ных источниках [6–8].
Согласно [9], стандартная система слияния за
писей состоит из блоков, представленных на рис. 1.
Этап стандартизации включает в себя приведе
ние данных к общей структуре и типам. Этап сег
ментации выполняется в тех случаях, когда с прак
тической точки зрения является нерациональным
производить сравнение всего множества пар запи
сей, поэтому производится его разделение по како
мулибо признаку, и оценка сходства выполняется
над выделенным сегментом. Стандартизация и сег
ментация данных являются важными этапами, од
нако подробное рассмотрение этих вопросов выхо
дит за рамки статьи.
Сравнение и принятие решения о слиянии записей,
является самой сложной частью процесса. Суще
ствуют различные методы, применимые к этой за
даче, такие как нейронные сети, кластерный ана
лиз и др. Наиболее подходящими для решения по
ставленной задачи представляются вероятностные
алгоритмы, обеспечивающие получение интер
вальной оценки сходства на основе анализа значе
ний атрибутов. Эти алгоритмы широко освещены в
зарубежной литературе и применялись при прове
дении переписи населения, интеграции медицин
ских, почтовых БД. Основными их достоинствами
является наличие формального аппарата, относи
тельно простая реализация, возможность обработ
ки пропущенных и ошибочных значений. Кроме
того, в крупных организациях обычно имеется воз
можность получить необходимые для реализации
алгоритма тестовые выборки данных, а также
оценки достоверности значений, поступающих из
разных источников.
2. Стандартная вероятностная модель 
слияния записей
Математическая модель вероятностного алго
ритма слияния записей была впервые предложена
Fellegi и Sunter [3]. Пусть даны два множества
объектов реального мира А и В, элементы которых
обозначим как а и b соответственно. Некоторые эл
ементы являются общими для А и B. Представим
множество A×B={(a,b);a∈A,b∈B} в виде двух под
множеств M и U. Если a и b, входящие в элемент
множества A×B совпадают (являются одним и тем
же объектом), то этот элемент принадлежит М,
иначе он принадлежит U.
Представим, что в результате ввода информа
ции об элементах A и B в БД были получены файлы
записей LA и LB. Обозначим записи, соответствую
щие элементам множеств А и В, как α(a) и β(b). Ре
зультатом сравнения двух записей является вектор
сравнения, состоящий из таких элементов, как, на
пример «Имя совпадает», «Дата рождения не сов
падает» и т. п. Вектор сравнения определяется как
векторная функция над α(a) и β(b):
В дальнейшем будем использовать запись
γ(a,b), γ[α,β], или просто γ. Обозначим вероят
ность m(γ) того, что вектор сравнения γ отражает
совпадение значений, при условии, что пара запи
сей представляет один и тот же объект
и вероятность u(γ) того, что γ отражает совпадение,
если пара записей представляет различные объекты
( ) ( | ( , ) ).γ γ= ∈u P a b U
( ) ( | ( , ) )γ γ= ∈m P a b M
1[ ( ), ( )] { [ ( ), ( )],..., [ ( ), ( )]}.γ α β γ α β γ α β= ka b a b a b
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Рис. 1. Процесс поиска и устранения дубликатов
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Отношение m(γ)/u(γ) будем называть степенью
сходства записей.
На практике количество реализаций γ может
быть настолько большим, что становится необхо
димым принятие некоторых допущений. На осно
ве подхода, предложенного в [3], предположим, что
компоненты γ могут быть упорядочены и
Например, γ 1 может включать в себя атрибуты
«Фамилия Имя и Отчество», а γ 2 – атрибуты адреса.
Многие авторы считают эффективным использо
вание логарифма полученной оценки для обеспече
ния аддитивности весов, что позволяет определить
Таким образом, можно записать
и использовать w(γ) в качестве веса соединения. Вес
соединения означает степень сходства записей и
является отражением вероятности того, что две за
писи представляют один и тот же объект.
3. Вычисление весов в условиях корпоративной 
информационной системы
На практике для вычисления весов может быть
использован метод, основанный на частоте вхож
дения искомого значения в исходную выборку
[3, 4]. Интуитивно понятно, что, например, в рос
сийском вузе имя «Николай» встречается чаще,
чем «Эдуард», поэтому совпадение в первом случае
будет иметь меньший вес, чем во втором.
Предположим, что одним из атрибутов записей
является фамилия, и мы можем построить список
всех безошибочных значений фамилии, а также ко
личество лиц, обладающих каждой из этих фами
лий в некоторой тестовой выборке. Пусть пропор
ция вхождения jй фамилии в это множество равна
pj. Введем следующие обозначения:
• eA и eB – вероятности ошибочного значения фа
милии в LA или LB.
• eT – вероятность того, что значения фамилии лич
ности в LA и LB различны, однако записаны без
ошибок (например, человек сменил фамилию).
Согласно [3, 4] можно сформулировать основ
ные правила для вычисления весов:
• w (фамилия совпадает и является jй фамилией 
в списке) (1)
• w (фамилия не совпадает) (2)
• w (фамилия не указана в одной из записей)=0.   (3)
Из (1–3) следует, что совпадение по фамилии
приведет к появлению положительного веса, и чем
реже встречается фамилия, тем больше будет вес;
несовпадение приводит к отрицательному весу, ко
торый уменьшается с ошибками eA, eB, eT; если фа
милия не указана в одной из записей, вес будет ра
вен нулю.
Первичные значения пропорций pj, в условиях
корпоративной информационной системы, могут
быть вычислены на этапе ввода первичных данных.
Для повышения производительности алгоритма,
имеет смысл хранить постоянный список пропор
ций в БД (рис. 2).
Рис. 2. Пример концептуальной схемы данных для хранения
пропорций
Первоначальный список пропорций должен
вычисляться на основании выборок, обладающих
минимальной избыточностью. По мере наполне
ния БД, через установленные промежутки времени
или при накоплении определенного количества
новых записей, список пропорций должен обно
вляться.
Важной практической задачей является уста
новка значений eA, eB и eT. Характерной особенно
стью многих организаций является наличие мно
жества источников актуализации объектов одного
и того же типа. Каждый из источников обладает
разной степенью достоверности вводимой инфор
мации, следовательно, множества LA и LB предста
вляют собой совокупность подмножеств, для каж
дого из которых можно определить собственные
значения eA, eB и eT в отношении того или иного ат
рибута. Например, представим множество LB, озна
чающее совокупность зарегистрированных в БД
физических лиц, в виде LB1∪LB2∪...∪LBn, где LBi яв
ляется подмножеством личностей, актуализируе
мых iм видом учета. Т. к. каждому виду учета мож
но сопоставить вероятность ошибки в значении то
го или иного свойства, то, например, для фамилии
ЕВфам={еВ1
фам,еВ2
фам,...,еВп
фам}.
В случаях, когда одна и та же личность обладает
несколькими ролями, есть возможность избежать
множественного соответствия между LBi и видами
учета и, соответственно, несколькими значениями
ошибок. В этом случае можно использовать значе
ние ошибки, соответствующее виду учета, обла
дающему максимальным приоритетом по отноше
нию к свойству личности, включающему в себя ат
рибут, используемый для сравнения. Таким обра
зом, мы полагаем, что подразделение с наивысшим
приоритетом несет наибольшую ответственность
за безошибочность значения этого атрибута [10].
Для множества личностей LA можно применить
следующие формулировки при:
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1. создании новой личности: LA={l'}, eA – соответ
ствует виду учета, выполняющему операцию
создания;
2. поиске дубликатов среди зарегистрированных
личностей: LA=LB;
3. выполнении импорта данных из автономного
источника в БД ЕИС: LA={l1,l2,...,lm}, eA необхо
димо определить для этого источника.
Таким образом, алгоритм сравнения пар запи
сей, входящих в LA×LB, может быть представлен в
виде задачи сравнения пар, входящих в множества
LA×LB1,LA×LB2,...,LA×LBn на соответствующих уровнях
ошибок eA и eB1,eB2,...,eBn, определенных для каждого
атрибута.
Описанный алгоритм вычисления весов приме
ним не только к фамилиям, но и к прочим атрибу
там физического лица, имеющим сравнительно не
большой домен значений по отношению к количе
ству зарегистрированных экземпляров, таких как,
Фамилия, Имя, Отчество, Паспортные данные,
Название законченного учебного заведения, Стра
на, Город адреса личности и т. д.
4. Вычисление весов для атрибутов интервального 
и иерархического типа
Если атрибут принимает не дискретные, а интер
вальные значения, то вычисление пропорций может
принять несколько иной характер. Рассмотрим воз
можный подход к вычислению пропорций на при
мере атрибута «Дата рождения физического лица».
Очевидно, что расчет пропорций согласно опи
санному ранее принципу приведет к низким значе
ниям частот, так как размер домена возможных
значений атрибута близок к количеству зареги
стрированных личностей, хотя, на интуитивном
уровне ясно, что в вузе значительно больше
субъектов, обладающих возрастом 20–30 лет, чем
обладающих возрастом 10–15 лет. Следовательно,
вес совпадения даты рождения в первом случае
должен быть меньше, чем во втором.
Рассмотрим практический способ вычисления
пропорций. Разобьем область возможных значе
ний атрибута на несколько интервалов и произве
дем расчет пропорций на этих интервалах. Инфор
мация о распределении этих пропорций может
быть сохранена в БД в виде структуры, показанной
на рис. 3.
Рис. 3. Пример концептуальной схемы данных для хранения
пропорций атрибутов интервального типа
При сравнении атрибутов типа Дата, если зна
чение подчиняется определенному формату, на
пример «ддммгггг», может быть применен алго
ритм расчета расстояния Хемминга [11].
Алгоритм вычисления весов на основе пропор
ций может быть адаптирован и для свойств иерар
хичного характера. В существующих источниках
проблема соединения рекурсивных записей обыч
но не рассматривается, так как предполагается сла
бая структуризация исходных данных. Однако в БД
ЕИС, например, свойство Адрес личности может
быть представлено в виде структуры, рис. 4. Мо
дель включает в себя сущность ЭЛЕМЕНТ_АДРЕ
СА, содержащую рекурсивную ссылку. Безусловно,
на практике модель адресов может отличаться, од
нако мы предполагаем, что другие реализации мо
гут быть приведены к представленной.
Рассмотрим две сравниваемые по адресу записи
и обозначим соответствующие наборы атрибутов
адреса: a={a1,a2,...,an} и a'={a'1,a'2,...,a'n}. Элементы
этих множеств упорядочены по вложенности и
представляют собой значения компонентов адреса.
Так, a1 может обозначать страну, a2 – регион и т. д.
Для элементов адреса может быть произведен
расчет пропорций исходя из количества ссылаю
щихся на них адресов личности, при этом наличие
ссылки на определенный элемент адреса считаем
как наличие ссылки и на старший элемент. В ре
зультате каждому элементу конкретной реализации
адреса можно поставить в соответствие значения
пропорций p={p1,p2,...,pn}, причем pi>pj, при i<j.
Далее, суммарный вес совпадения рассчитыва
ется как сумма весов по каждой паре значений
(ai,a'i), вычисленных по формулам (1–3). Таким об
????_????????
# ????_??????_???????
# ????_?????????_???????
* ????????? (pj)
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Рис. 4. Концептуальная схема адреса личности
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разом, совпадение значений более детальных эл
ементов адреса будет давать больший вес по сравне
нию с совпадением менее детальных элементов.
Несовпадение элемента адреса уменьшает суммар
ный вес.
5. Практические результаты
Алгоритм поиска дублирующихся записей был
применен в БД ТПУ для поиска дубликатов среди
существующих записей. На момент испытаний,
проводившихся в июле 2006 г., в БД было зареги
стрировано 48655 записей – 43476 студентов и 5179
сотрудников. Так как было известно, что степень
избыточности относительно невелика (1...3 %),
пропорции вычислялись непосредственно из БД.
Для вычисления степени сходства строк использо
вались два алгоритма: расстояние Хемминга [11] и
расстояние Левенштейна [12]. Исходные данные,
условия сравнения и результаты вычисления про
порций приведены в табл. 1.
Таблица 1. Исходные данные для вычисления пропорций
Примечание: Продолжительность вычисления зависит от спо%
соба реализации и мощности вычислительных ресурсов, поэ%
тому результаты приведены исключительно для сравнитель%
ной оценки
Суммарная продолжительность расчета пропор
ций составила около 5 ч и была признана удовле
творительной, с учетом того, что расчет предпола
гается производить раз в месяц. В табл. 2 приведен
фрагмент таблицы пропорций по именам.
Таблица 2. Фрагмент таблицы пропорций
Далее была выполнена сегментация данных,
включающая следующие условия:
• Совпадение по признаку Пол.
• Расстояние Хемминга по дате рождения мень
ше трех.
• Совпадение по первой букве имени и отчества.
Выполнение алгоритма позволило снизить
объем выборки с (486552–48655)/2=1183630185 до
842030 пар. Время работы алгоритма сегментации
составило около 15 мин.
Сравнение записей производилось по перечи
сленным в табл. 1 признакам. Время выполнения
составило приблизительно 2 ч. В табл. 3 приведен
фрагмент результатов сравнения пар записей с вы
сокими (больше 10) результирующими суммарны
ми весами.
В результате экспертной оценки полученных
результатов, значение 20 было установлено в каче
стве порогового суммарного веса, при котором па
ра записей считается совпадающей. Такому усло
вию удовлетворяет 532 пары записей, что составля
ет около 1 % от общего количества записей. Сопо
ставляя этот результат с данными, приведенными в
начале статьи, такие результаты можно считать
удовлетворительными. Следует отметить, что при
установке порогового значения 15, неверные сов
падения (ошибки первого рода) наблюдаются с ча
стотой примерно 1:10, и результаты выполнения
алгоритма требуют дополнительного экспертного
анализа.
В итоге проделанной работы вероятностный
метод был признан достаточно эффективным сред
ством поиска дубликатов информации о физиче
АЛЕКСАНДР 0,0534473
Александр 0,0534473
Аександр 0,0534287
Алекесандр 0,0534287
Александрос 0,0532983
Ольга 0,0489018
Ольга 0,0489018
ольга 0,0489018
Наталия 0,0417668
Наталья 0,041655
Наталья 0,041655
наталья 0,041655
Свойство
Количество
уникальных
знач. свой%
ства
Условие совпадения
Продолжи%
тельность
вычисле%
ния (Penti%
um 2.4, 
512 Мб)
Фамилия 27000
Равенство первой буквы
и расст. Левенштейна <2
4 ч
Имя 1500 Расст. Левенштейна <3 25 мин.
Отчество 2000 Расст. Левенштейна <3 30 мин.
Дата рожде%
ния
с 1900 по
2007 г., ин%
тервал 1 год
Вхождение в интервал,
расст. Хемминга <2
2 мин.
Пол 2 Совпадение кода 0,5 мин.
Адрес (с
точностью
до населен%
ного пункта)
2415 Совпадение кода 7 мин.
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Таблица 3. Фрагмент таблицы результатов вычисления весов (w)
ФИО w фам. w имя w отч. Дата_рожд. w д._р. Пол w пол Адрес w адр. W_сум.
Сидоров Федор Петрович
6,747 3,147 2,915
01.11.1972
2,708
2
0,693
NULL
0,000 16,210
Сидоров Федор Петровч 01.11.1962 2 NULL
Иванов Иван Владимирович
%4,42 4,358 2,821
22.02.1988
3,158
1
0,000
Барнаул
4,185 10,100
Петров Иван Владимирович 21.04.1988 NULL Барнаул
Сидорова Наталья Александровна
8,118 3,178 2,915
03.03.1981
0,000
2
0,693
NULL
0,000 14,904
сидорова Наталия Александровна NULL 2 Томск
Акмедов Сергей Сергеевич
8,588 6,78 4,644
18.03.1958
5,208
2
0,693
Томск
0,000 25,913
Ахмедов Сергей Сергеевч 18.03.1959 2 NULL
ских лицах. Дальнейшие усилия по решению про
блемы избыточности будут направлены на повы
шение производительности реализованной систе
мы, а также на апробацию альтернативных алго
ритмов сравнения атрибутов записей в рамках ба
зового вероятностного метода.
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Метод поиска глобального минимума, извест
ный в литературе под названием Simulated Annealing
(SA), или метод «имитации отжига» применяется
при построении математических моделей и реше
ния сложных оптимизационных задач в нейроком
пьютерной технике, нефтегазогеологии, микро
электронике, микробиологии, ядерной физике и др.
[1–5]. Метод SA, предложенный Киркпатриком в
1982 г. [6], имеет различные алгоритмические реали
зации, некоторые из которых включены в такие из
вестные вычислительные пакеты, как Mathematica
NMinimize, STATISTICA Neural Networks и ряд дру
гих. Главным его достоинством является теоретиче
ское доказательство сходимости к глобальному ми
нимуму при использовании распределения Боль
цмана [1]. Однако практический сравнительный
анализ методов глобальной оптимизации показал,
что метод SA является наиболее «хрупким», т. е. за
метно зависит от выбранных параметров поиска и
нуждается в дополнительной настройке [6]. Так, на
пример, в работе [7] утверждается, что не существу
ет универсального по эффективности алгоритма для
разных задач глобальной оптимизации и задача их
разработки и модификации остается открытой.
Целью работы автора является создание эффек
тивных инструментальных средств настройки па
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В методе поиска глобального минимума Simulated Annealing предложено использовать бинормальное распределение плотно%
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мощью численных расчетов.
