Abstract. Vandermonde, Cauchy, and Cauchy-Vandermonde totally positive linear systems can be solved extremely accurately in O(n 2 ) time using Björck-Pereyra-type methods. We prove that Björck-Pereyra-type methods exist not only for the above linear systems but also for any totally positive linear system as long as the initial minors (i.e., contiguous minors that include the first row or column) can be computed accurately. Using this result we design a new O(n 2 ) Björck-Pereyra-type method for solving generalized Vandermonde systems of equations by using a new algorithm for computing the Schur function. We present explicit formulas for the entries of the bidiagonal decomposition, the LDU decomposition, and the inverse of a totally positive generalized Vandermonde matrix, as well as algorithms for computing these entries to high relative accuracy.
where 0 ≤ a 1 < a 2 < · · · < a n are integers and 0 < x 1 < x 2 < · · · < x n [12, p. 76] .
We define the partition λ associated with G as the nonincreasing sequence of nonnegative integers λ = (λ 1 , λ 2 , . . . , λ n ) = (a n − (n − 1), a n−1 − (n − 2), . . . , a 1 ).
In terms of λ i ,
.
Throughout this paper G will denote this particular TP generalized Vandermonde matrix and V = [x j−1 i
] 1≤i,j≤n will denote the ordinary Vandermonde matrix. The latter corresponds to partition λ = (0).
Our goal is to perform accurate and efficient matrix computations with G-we consider bidiagonal decomposition, linear equation solving, triangular decomposition, and inversion. Our inspiration comes from other algorithms for Vandermonde, Cauchy, and Cauchy-Vandermonde matrices [4, 18, 25] which use a method introduced by Björck and Pereyra [3] to 1. solve n × n linear systems Ax = b in O(n 2 ) time, and 2. be arbitrarily more accurate than the usual condition number κ(A) ≡ A 2 · A −1 2 would suggest. Such accurate computation is justified, because in fact the structured condition number of these matrices, i.e., the sensitivity of the solution with respect to the parameters defining the matrices, can be arbitrarily smaller than κ(A). So these accurate computations do in fact compute the answer as accurately as the data deserve.
We extend these earlier results as follows. First, we observe that accurate and efficient Björck-Pereyra-type methods exist for any TP matrix that permits accurate and efficient evaluation of its initial minors. Initial minors are minors of contiguous sets of rows and columns and include at least the first row and/or the first column [16] . This is based on an earlier result of Gasca and Peña: the entries of the bidiagonal factors of a matrix inverse arising from Neville elimination are products and quotients of initial minors and so can be computed accurately and efficiently if these minors can be [16, 25] .
Next, we must consider the initial minors of generalized Vandermonde matrices. It is well known that
is the product of the Schur function s λ (x 1 , x 2 , . . . , x n ) and det V = i>j (x i −x j ) [23] . The other minors of G have analogous forms.
Our second and most important contribution is the application of our new fast and accurate algorithm for evaluating Schur functions [7] to accurately compute all the needed minors of G in order to obtain
• an accurate bidiagonal decomposition of G −1 (section 3); • a new Björck-Pereyra-type algorithm for solving Gy = b (section 4);
• an accurate G −1 (section 5); • an accurate LDU decomposition of G (section 6). These computations can be performed in time that grows like a low order polynomial in n and |λ| ≡ i λ i .
The accuracy of our algorithms is due to the fact that they can suffer strictly bounded or no subtractive cancellation (depending on the choice of algorithm from [7] for computing the Schur function accurately-see section 3). This means all rounding errors accumulate slowly, and the final computed values are quite accurate, yielding very small error bounds (section 7).
In contrast, previous algorithms for generalized Vandermonde matrices may be arbitrarily less accurate than ours, or may require arbitrarily high precision arithmetic to achieve the same accuracy. We compare the accuracy of our new Björck-Pereyratype algorithm to that of the traditional algorithms in section 8 .
In what follows we will use Matlab [26] notation for vectors and minors of a matrix. For example, the submatrix of A consisting of rows i through j and columns k through l will be denoted as A(i : j, k : l) or, equivalently, A i:j,k:l . The submatrix of A consisting of rows i through j and columns k, k + 1, . . . , l and s will be denoted as A(i : j, [k : l, s]). Similarly, x 1:n will mean the vector (x 1 , x 2 , . . . , x n ), etc.
Related work. Björck and Pereyra proposed an O(n
2 ) method for solving a Vandermonde linear system V y = b in their landmark paper [3] . Their idea was to use Newton interpolation, which written in matrix form is simply a decomposition
) and lower (L (i) ) bidiagonal matrices. Björck and Pereyra noticed that their method sometimes produced solutions with surprising accuracy despite the ill conditioning of V . Higham [17, 18] showed that when the nodes x i are positive and sorted (i.e., when V is TP) no subtractive cancellation occurs in forming the solution if b has an alternating sign pattern.
1 This is a consequence of the fact that in floating point arithmetic the relative accuracy is preserved when multiplying, dividing, or adding quantities with the same sign, or forming x i ± x j , where x i and x j are exact initial data. In fact all entries of L (i) and
Björck-Pereyra-type methods were also derived for Cauchy [4] and Cauchy-Vandermonde matrices [25] .
Explicit formulas for the entries of the LU decomposition of an ordinary Vandermonde matrix were obtained in [28] and for the entries of the LU decomposition and the inverse of a generalized Vandermonde matrix in [29] .
The total positivity of a matrix A is not revealed by its entries-one would need to verify that the n 2 initial minors are positive to conclude that all 4 n minors are and thus A is TP [10] . Yet to design structure-exploiting algorithms, we first look for a structure-revealing representation. It turns out that the TP structure is revealed by the entries of the bidiagonal decomposition of A (or equivalently the bidiagonal decomposition of A −1 ). This bidiagonal decomposition is obtained from a process called Neville elimination [13, 15, 16] , which reduces A to upper triangular form using only adjacent rows for elimination (unlike Gaussian elimination, which uses a fixed pivot row). The entries of the bidiagonal factors in this decomposition intrinsically parameterize the set of TP matrices [2, 8, 9, 10, 16] . They determine the entries of the inverse [17] , the LU decomposition, the solution (if the right-hand side has an alternating sign pattern) [17] , the eigenvalues, and the SVDs [22] to high relative accuracy.
The numerical solution of a generalized Vandermonde linear system was discussed in [29] . In that paper Van de Vel shows how to compute an LU decomposition of a TP generalized Vandermonde matrix G without suffering any subtractive cancellation, thus computing each entry of L and U to high relative accuracy. He says, "The Björck-Pereyra modification is essentially based on Newton's formula for polynomial interpolation, and hence is not applicable, since we work with a set of powers 2 j 1 , . . . , j n , which are not 'in line'." We demonstrate that Björck-Pereyra-type methods are in fact applicable to G. To derive those, one must use the bidiagonal decomposition of G −1 and not Newton's method. Since the Björck-Pereyra-type methods yield more accurate solutions than LU-based algorithms (see section 7), this paper represents a substantial advance over the results in [29] .
3. Bidiagonal decomposition of G −1 . In this section we present explicit formulas for the decomposition of G −1 as the product of bidiagonal matrices and show how the entries of the latter can be computed efficiently to high relative accuracy. This is perhaps the most important decomposition of G from a numerical point of view:
• It reveals the total positivity of G [16] .
• It yields a Björck-Pereyra-type algorithm for the solution to the TP generalized Vandermonde linear system Gy = b (section 4).
• It allows for the computation of the eigenvalues and SVDs of G to high relative accuracy in O(n 3 ) additional time [22] .
We start with a result due to Gasca and Peña [13, Lemma 2.6(1)].
Proposition 3.1. If A is TP, then it can be uniquely factored as
where
. , n, are unit lower and upper bidiagonal matrices, respectively, such that
We now apply Proposition 3.1 to G.
Example 3.1. Let λ = (1) and n = 4. Then s (1) (x 1 , x 2 , . . . ,
The Schur function can be computed to high relative accuracy as described in [7] . The expressions (3.5)-(3.7) involve only multiplications, divisions, and/or forming x i − x j , and thus are computed to high relative accuracy.
Algorithm 3.1 (bidiagonal decomposition of G −1 ). Given a partition λ and a vector x = (x 1 , x 2 , . . . , x n ) the following algorithm computes the bidiagonal decomposition of G −1 to high relative accuracy. All Schur functions are computed to high relative accuracy using the techniques from [7] .
for k = n − 1 :
Algorithm 3.1 implements (3.5)-(3.7) straightforwardly. For efficiency we pre-
for all i > j at the cost of n 2 floating point operations.
Let denote machine precision. We now briefly discuss the two algorithms from [7] for computing the Schur function to high relative accuracy.
• The first algorithm evaluates the dual Jacobi-Trudi determinant [ ≥ i) ). The amount of subtractive cancellation in evaluating (3.8) is bounded, and by using just |μ|μ 1 log μ extra digits, s μ is computed to high relative accuracy. The cost of computing
where ρ is tiny and accounts for certain logarithmic functions. Of this cost O((j − i)|μ|(|μ|μ 1 )
1+ρ ) is for computing the e i and the rest is for computing the determinant in (3.8), all done in (|μ|μ 1 log μ 1 + log 1 )-digit arithmetic. The functions e k (x i:j ), 1 ≤ k ≤ |λ|, 1 ≤ i ≤ j ≤ n, need only be computed once. Since all Schur functions s μ (x i:j ) in Algorithm 3.1 satisfy j − i < n and μ ≤ λ, the overall cost of Algorithm 3.1 is bounded by
• The second algorithm uses the recursive formula [23, (5.9), p. 72]
which involves only additions of positive quantities and multiplications, and is therefore always accurate. There is no need to use extra precision. In the process of computing s λ (x 1:n ) using (3.10) one ends up computing also s ν (x 1:m ) for all ν ≤ λ and m ≤ n. In practice we compute s λ (x i:n ) for i = 1, 2, . . . , n − 1 and obtain all Schur functions that appear in (3.5)-(3.7) (see [ This bound is asymptotically worse than (3.9), but this approach does not require the use of extended precision.
4. Björck-Pereyra-type method for solving Gy = b. We now present our main algorithm for solving a generalized Vandermonde linear system. 
from right to left:
When b has an alternating sign pattern (sign(b i ) = (−1) i or sign(b i ) = −(−1) i ) then Algorithm 4.1 is subtraction-free, so that y is very accurate. Algorithm 4.1 is the natural generalization of the Björck-Pereyra algorithm [3] for ordinary Vandermonde matrices. A Matlab implementation of Algorithm 4.1 is available from [20] .
The inverse of G.
In this section we present explicit expressions for the entries of G −1 and describe two methods for computing these entries to high relative accuracy.
The (n − 1) × (n − 1) minor of G, obtained by removing row k and column l, is a generalized Vandermonde determinant. We use Cramer's rule to obtain explicit formulas for the entries of G −1 :
where λ (k,l) = (λ 1 + 1, λ 2 + 1, . . . , λ n−l + 1, λ n−l+2 , . . . , λ n ). The "hats" indicate the omission of the symbols they cover. The formula (5.1) was also obtained in [29] , where the Schur function is referred to as a "D-determinant." Using (5.1) we can compute G −1 to high relative accuracy componentwise by employing the techniques from [7] for computing the Schur function. The last factor in (5.1),
, is computed to high relative accuracy. Alternatively, G −1 can be computed by multiplying out (3.1). Because of the checkerboard sign pattern of the factors in (3.1), no subtractive cancellation can occur in this multiplication, obtaining each entry of G −1 to high relative accuracy. Both methods scale cubically with n and as a low order polynomial in |λ|.
6. The LDU decomposition of G. In this section we present explicit formulas for the entries of the LDU decomposition of G resulting from Gaussian elimination with no pivoting. We also present two methods for computing these entries to high relative accuracy.
Let G = LDU , where L and U are unit lower and upper triangular matrices, respectively. Then [11] 
All minors in the above expressions are generalized Vandermonde determinants; thus
The formulas (6.1)-(6.3) can be used to compute each entry of L, D, and U to high relative accuracy if the techniques from [7] are used for computing the Schur function. The total cost will be O(n 2 ), where the constant hidden in the big-O notation grows like a low order polynomial in |λ| and can be found in [7] .
Alternatively, the entries of L, D, and U can be computed starting with (3.1).
Since L (i) is bidiagonal, each multiplication by (L (i) ) −1 can be performed using only additions and multiplications of positive numbers in O(n 2 ) time. The total cost of that approach is O(n 3 ), in addition to computing (3.1), and yields each entry of L, D, and U to high relative accuracy.
The formulas (6.1)-(6.3) were also obtained in [29] along with a subtraction-free procedure for computing the entries of L, D, and U to high relative accuracy. No complexity analysis was performed in [29] .
Our interest in the LDU decomposition of TP matrices stems from the fact that an accurate LDU decomposition of a TP matrix yields a solution to a TP linear system with small componentwise relative backward error [5] . Our Björck-Pereyratype method from section 3 goes a step further by producing a solution that also has a small forward error when the right-hand side has an alternating sign pattern.
We consider only the LDU decomposition from Gaussian elimination with no pivoting, since pivoting is not needed to ensure stability when solving a TP linear system [14] (see also parts 3 and 4 of Proposition 7.2).
Perturbation theory and error analysis.
We will now show that the entries of the bidiagonal decomposition (3.1) of G −1 , each entry of L, D, and U in the LDU decomposition of G, and each entry of G −1 may be very well conditioned functions of the data x i despite the fact that κ(G) may be very large.
Theorem 7.1. We tested Algorithm 3.1 as follows. We chose a partition λ = (6, 3, 2, 1, 1), n = 12, and uniformly distributed random nodes x i ∈ [2, 3] , which we then sorted in increasing order, and a right-hand side at the nodes x i , i = 1, 2, . . . , 12. This resulted in a TP generalized Vandermonde matrix G that was quite ill conditioned: κ(G) ≈ 3.7 · 10 18 . The choice of a right-hand side with alternating signs guarantees that the solution will be computed with no subtractive cancellation with Algorithm 3.1.
We computed the solution to Gz = b using Algorithm 3.1 and also using 100-digit arithmetic in Mathematica [30] and got the same result to 14 digits, a loss of at most two digits of accuracy in each entry. Note that we generated the random numbers x i in Matlab, output them as decimal numbers to a file, read them into Mathematica, converted them to 100 decimal digit big floats, and then formed the explicit matrix which we then solved with. In other words, we more than likely made some errors in the 16th place just in forming the matrix in Mathematica. The smallest relative gap between the x i 's is rel gap x ≈ 10 −3 and so the structured condition number (7.2) is only κ struct ≈ 10 4 . Thus the problem is well conditioned, and we could expect the solution computed by Mathematica and the one computed by Algorithm 3.1 to differ in at most four digits in the last place. The results in Table 8 .1 confirmed our claims that the problem is well conditioned, even though κ(G) ≈ 3.7 · 10 18 and the traditional algorithm computed a solution that was only good in the first digit. Since Algorithm 3.1 computes the Schur function at every step, this test also confirms the correctness of the algorithm for computing the Schur function from [7] .
