Adaptive optics (AO) imaging tools enable direct visualization of the cone photoreceptor mosaic, which facilitates quantitative measurements such as cone density. However, in many individuals, low image quality or excessive eye movements precludes making such measures. As foveal cone specialization is associated with both increased density and outer segment (OS) elongation, we sought to examine whether OS length could be used as a surrogate measure of foveal cone density. The retinas of 43 subjects (23 normal and 20 albinism; aged 6-67 years) were examined. Peak foveal cone density was measured using confocal adaptive optics scanning light ophthalmoscopy (AOSLO), and OS length was measured using optical coherence tomography (OCT) and longitudinal reflectivity profile-based approach. Peak cone density ranged from 29,200 to 214,000 cones/mm 2 (111,700 ± 46,300 cones/mm 2 ); OS length ranged from 26.3 to 54.5 lm (40.5 ± 7.7 lm). Density was significantly correlated with OS length in albinism , and a ratio of OS to inner segment width that increased linearly with increasing OS length (R 2 = 0.72). Normal subjects showed no apparent relationship between cone density and OS length. In the absence of adequate AOSLO imagery, OS length may be used to estimate cone density in patients with albinism. Whether this relationship exists in other patient populations with foveal hypoplasia (e.g., premature birth, aniridia, isolated foveal hypoplasia) remains to be seen.
Introduction
The human fovea underlies the majority of our visual function, including color vision and high spatial acuity. While the fovea occupies only about 0.02% of the total retinal area, some 40% of primary visual cortex is devoted to processing signals from it (Hendrickson, 2005) . Several anatomical features distinguish the foveal region, namely an avascular zone (FAZ), the displacement of inner retinal neurons (forming the foveal pit), and a pronounced increase in cone density (with an absence of rod photoreceptors in the central fovea). Despite its importance for human vision, much remains to be discovered about how this structure develops, how it is disrupted during aging and disease, and how it interacts with central visual system structures to determine key features of visual function.
Several conditions are known to affect the development of the fovea. Individuals born prematurely have been shown to have smaller FAZs and foveal pits (Hammer et al., 2008; Wilk et al., 2014a; Yanni et al., 2012) . In addition, patients with albinism or aniridia also have foveal hypoplasia (lack of a foveal pit) as well as reduced foveal cone specialization (Wilk et al., 2014a (Wilk et al., , 2014b . Other cases of isolated foveal hypoplasia in the absence of albinism/aniridia have also been described (Perez et al., 2014; Saffra, Agarwal, Chiang, Masini, & Bertolucci, 2012) . While cone specialization hasn't been studied in some of these populations, data from albinism suggests that the lack of a foveal pit would result in reduced cone packing at the fovea (Wilk et al., 2014b the level of cone specialization in these subjects would not only give insight into foveal development, but also provide clues as to the cause of vision deficits in these individuals.
One of the key technological advances in our ability to study the human fovea has been non-invasive retinal imaging. For example, optical coherence tomography (OCT) can be used to examine foveal pit morphology (Chui, Zhong, Song, & Burns, 2012; Dubis, McAllister, & Carroll, 2009; Dubis et al., 2012; Hammer et al., 2008; Wagner-Schuman et al., 2011; Wilk et al., 2014b; Wilk et al., 2016) and the avascular zone (Braaf et al., 2013; Samara et al., 2015; Wilk et al., 2016) . In addition, adaptive optics (AO) imaging enables direct visualization of individual rod and cone photoreceptors Li, Tiruveedhula, & Roorda, 2010; Putnam et al., 2005; Wilk et al., 2014b; Zhang et al., 2015) . While there has been success in measuring peak cone density in normal populations (Putnam et al., 2005; Wilk et al., 2014b; Wilk et al., 2016; Zhang et al., 2015) , the presence of nystagmus in a range of retinal diseases often precludes high-resolution imaging (Langlo et al., 2016; Wilk et al., 2014b) . With the goal of relating foveal cone structure to visual system function (Rossi & Roorda, 2010; , these limitations represent an important barrier in vision research.
A review of foveal cone anatomy provides clues as to possible alternative strategies for estimating foveal cone density. As mentioned above, it is widely appreciated that the fovea contains the highest density of cone photoreceptors in the normal human retina, with estimates ranging from 80,000 to 300,000 (Curcio, Sloan, Kalina, & Hendrickson, 1990; Gao & Hollyfield, 1992; Putnam et al., 2005; Wilk et al., 2014b; Wilk et al., 2016; Yuodelis & Hendrickson, 1986; Zhang et al., 2015) . Moreover, it has been demonstrated by numerous investigators using ex vivo (Yuodelis & Hendrickson, 1986) and in vivo (Hammer et al., 2008; Liu, Kocaoglu, Turner, & Miller, 2015; McAllister et al., 2010; Wilk et al., 2014b) techniques that foveal cone outer segments (OS) are elongated relative to peripheral cones. It has been suggested that the elongation and increased packing of cones are directly linked (Diaz-Araya & Provis, 1992; Hendrickson & Yuodelis, 1984; Provis, Dubis, Maddess, & Carroll, 2013) . As the cones become tightly packed, the OS diameter decreases; since the OS appears to have constant volume (Hoang, Linsenmeier, Chung, & Curcio, 2002) , the OS elongates to fit into the tight packing array. It is this concept that formed the basis for the present study. Here, we used AO scanning light ophthalmoscopy (AOSLO) and OCT to examine cone density and OS elongation in subjects with a range of cone densities. These data were then used to adapt a model for the relationship between peak density and OS length, which can be used to estimate foveal cone density from OS length in patients with albinism. Given the relative ease of measuring OS length compared to cone density, as well as the broader access to OCT compared to AO imaging devices, this could be a useful approach for vision scientists to characterize foveal cone specialization in difficult populations.
Methods

Subjects
This study followed the tenets of the Declaration of Helsinki and was approved by the Medical College of Wisconsin Institutional Review Board. Informed consent was obtained from all subjects (or adult guardian of minors) after explanation of the nature and possible consequences of the study. Twenty-three subjects with normal vision (7 female, 16 male; 8-67 years of age) and 20 subjects with albinism (9 male, 11 female; 6-40 years of age) were recruited for this study (Table 1) . A subset of the subjects had previously participated in studies by Wilk et al. (2014b) and/or Cooper, Wilk, Tarima, and Carroll (2016) . All normal subjects except JC_0878 have also been described by Wilk et al. (2016) . Each subject had one eye dilated and accommodation suspended using one drop each of Phenylephrine Hydrochloride (2.5%) and Tropicamide (1%) prior to imaging. Axial length, used for estimating the absolute scale of the retinal images, was measured using an IOL Master (Carl Zeiss Meditec, Dublin, CA).
Measuring foveal cone density
The foveal cone mosaic was imaged using confocal reflectance AOSLO . The AOSLO image sequences were registered and averaged as previously described to create images with high signal-to-noise ratios Dubra & Harvey, 2010) . Peak cone density was estimated using a previously described method (Wilk et al., 2014b) . Briefly, a region encompassing the peak density was cropped from the foveal images. Cones in the image were semi-automatically identified as previously described (Garrioch et al., 2012) . The density at each pixel in the image was computed by counting the cones within variable window sizes. The densities at each pixel for all window sizes were averaged, and the pixel with the greatest average density was considered the location of peak density. The density at this location was then measured using a 37 Â 37 lm sampling window and recorded as the peak foveal cone density.
Estimating foveal outer segment (OS) length
High-resolution SD-OCT (Bioptigen, Research Triangle Park, NC) was performed on all subjects. Horizontal line scan sets were acquired (1000 A-scans/B-scan; 100-200 repeated B-scans; nominal scan length of 6 or 7 mm) through the foveal center. When a normal pit was absent (e.g., albinism), imaging was centered at the location of the incipient fovea (based on inspection of additional volumetric scans obtained). Line scans were registered and averaged as previously described to reduce speckle noise in the image (Tanna et al., 2010) . The lateral image dimension was corrected for axial length by dividing the nominal scan width by the assumed axial length of the device (24 mm) times the subject's actual axial length. Processed line scans were cross-referenced with volumetric scans (ranging from 400 to 750 A-scans/B-scan and 100-250 B-scans over 6 Â 6 or 7 Â 7 mm nominally) to confirm that the location of apparent maximum OS length was encompassed in the line scan. In the eight subjects for whom this was not the case (Table 1) , a single B-scan from the volume scan was used for analysis. In subjects with albinism lacking true OS elongation (n = 4), the fovea was identified by other features such as outer nuclear layer thickening or doming of the retina as described by McAllister et al. (2010) .
Custom Java (Oracle Corporation, Redwood Shores, CA) software was written for analysis of OCT reflectance through use of longitudinal reflectivity profiles, or LRPs (OCT Reflectivity Analytics [ORA] , Fig. A.1 ). Prior to analysis, each subject's image was resampled so that all images were the same scale and dimensions in both directions, and all LRPs were created over a 5-pixel (26.3 lm) width from the linear image. The location estimated to be the greatest OS length was manually selected for each image by a single observer (MAW). Consecutive LRPs were generated every 25 lm over a 500-lm region centered on this selection. For each LRP, the user selected the peaks corresponding to the EZ and IZ bands (Fig. 1) . The distance between the two peaks for each LRP was calculated. A Gaussian was fit to the difference between peaks over the 500-lm width to generate an interpolated contour of OS length for this region. The reported maximum OS length is the maximum of the Gaussian fit for each subject. For more details on ORA, see Appendix A.
Modeling the relationship between cone density & OS length
To model the relationship between peak cone density and foveal OS length, the following assumptions were made: the OS is cylindrical and has a constant volume (V) of 141 lm 3 across subjects (Hoang et al., 2002; Yamada, 1969; Yuodelis & Hendrickson, 1986) ; the ratio of OS width to inner segment (IS) width (R OS/IS ) varied linearly as a function of OS length (Eq. (1)), such that OS lengths (h OS ) of 25 lm had R OS/IS of 0.5 while OS length of 55 lm had R OS/IS of 0.75 (Hendrickson & Drucker, 1992) ; and the cone mosaic is arranged in a perfect crystalline lattice .
For a range of OS lengths, the cone OS radius (r OS ) can be calculated as follows:
Cone OS radius (r OS ) was then converted to cone IS radius (r IS ) using an estimate of the OS/IS width ratio (R OS/IS ) from Hendrickson and Drucker (1992) as follows:
Cone IS radius can then be converted to cone [row] spacing (s row ), and subsequently density (D), as described by Coletta and Williams (1987) : and IZ (orange), ORA creates the corresponding segmentation lines. The green box denotes the location of maximum OS length as determined from the Gaussian fit to the difference between the blue and orange segmentation points. (B) Foveal region outlined in green in (A) showing the location of peak OS length. An LRP (right) was generated over the width of the selection, allowing identification of the EZ (blue arrow) and IZ (orange arrow), with the OS length (h OS ) being the distance between them (dashed line).
Scale bars = 100 lm.
JC_10119 JC_0654 * * Fig. 2 . Range in normal foveal cone specialization. Left panel shows the foveal cone mosaic and OCT from a normal subject with low peak cone density (JC_10119, peak density = 108,100 cones/mm 2 ). The images on the right are from the normal subject with highest peak cone density (JC_0654, peak density = 214,000 cones/mm 2 ). Despite differences in peak cone density, the OS length for both of these subjects is 47.6 lm. The asterisk (⁄) in the top panel marks the estimated location of peak cone density for each subject. AO image scale bars = 50 lm; OCT scale bars = 200 lm.
A range of OS length measures that was comparable to the values measured in our subjects was used for the model (h OS = 25-55 lm). A least squares approach was used to optimize the initial estimates of V and R OS/IS to fit the observed data.
Results
Variability in cone specialization
Cone density values for all 43 subjects are listed in Table 1 . For normal subjects (n = 23), peak cone density ranged from 106,700 to 214,000 cones/mm 2 (average ± standard deviation = 147,000 ± 26,800 cones/mm 2 ; Fig. 2 ). These data are consistent with those from histology (Curcio et al., 1990 ) and previous in vivo imaging studies (Wilk et al., 2014b; Zhang et al., 2015) . Consistent with previous reports (McAllister et al., 2010; Wilk et al., 2014b) , patients with albinism had much lower peak cone densities, ranging from 29,200 to 126,400 cones/mm 2 (71,100 ± 25,800 cones/mm 2 ; Fig. 3 ). OS length values in normal subjects averaged 46.8 ± 3.0 lm (40.2-54.5 lm), consistent with histology (Spaide & Curcio, 2011; Yamada, 1969; Yuodelis & Hendrickson, 1986) and previous in vivo measurements (Srinivasan et al., 2008 ). On average, over the 500-lm region analyzed, the minimum OS length was 74% of the maximum OS length (range 63-81%). OS length at 2 mm from the maximum OS length was an average of 45% of the maximum (range 33-53%). Subjects with albinism had shorter foveal OS lengths, averaging 33.2 ± 4.0 lm (26.3-41.5 lm). Consistent with this, the average minimum OS length over the 500-lm region in these subjects was 88% of the maximum OS length (range 82-95%); for 2 mm eccentricity, the OS length was an average of 61% of the maximum OS length (range 34-83%).
Relationship between cone density and OS length
We found that peak cone density was significantly correlated with OS lengths in patients with albinism (p < 0.0001; r = 0.83, Spearman rank correlation), but not in normal subjects (p = 0.99; r = À0.002). Given the lack of a relationship in normal subjects, and with our primary interest being in patients with albinism, our model was optimized for the albinism data alone (Fig. 4) 
Discussion
Implications
Patients with conditions such as albinism or aniridia present challenges for high-resolution imaging due to the presence of nystagmus. While our success rate for imaging foveal cones in subjects with nystagmus has been approximately 60% (Langlo et al., 2016) , it leaves the other 40%, which may represent the more severe cases that could have unique foveal features, with no assessment of foveal cone density and structure. In patients like these, OCT becomes the only potential source of structural information about the photoreceptors. With the importance of the fovea for human vision, it is crucial that we are able to assess its specializations in any population. Therefore, the ability to estimate foveal cone density from OS length in patients with albinism will allow for more in-depth analysis of albinism and its effects on foveal development.
Here we developed a model for estimating cone density from OS length in patients with albinism. While the model fits the albinism data quite well, a major consideration that is not accounted for in the model is the anatomical constraints on cone anatomy. While OS lengths shorter than what we report here have not been reported, few studies have thoroughly assessed the variability and range of cone anatomy of the adult human fovea (Hendrickson, 1992; Hendrickson & Drucker, 1992; Hendrickson, Possin, Vajzovic, & Toth, 2012; Hendrickson & Yuodelis, 1984; Yuodelis & Hendrickson, 1986) , and these assess only normal cone anatomy. It is reasonable to assume that, due to its basic stackeddisc structure, the OS cannot elongate indefinitely with increased packing (creating a ceiling effect for OS length). At this point, increases in cone packing would not be accompanied by further increases in OS length. Contrary to this reasoning, normal subjects showed no relationship between density and OS length, with the majority of subjects having cone density values less than would be expected based on their OS length (Fig. 4) . The most likely reason for this is that some of the normal subjects' peak cone densities will be underestimated due to the inability to identify every cone in the mosaics of highest density. This is supported by the fact that in vivo AO-derived estimates of peak cone density, on average, fall below those reported from histology (Curcio et al., 1990; Gao & Hollyfield, 1992; Wilk et al., 2014b; Wilk et al., 2016; Zhang et al., 2015) . Despite the resolution of current AOSLO systems, tightly packed cones can cause interference of neighboring cones and therefore lower measured density values (Putnam, Hammer, Zhang, Merino, & Roorda, 2010) . Improvements to cone identification could be made by averaging multiple images of the fovea from different time points to capture changes in cone reflectance, and/or by imaging with shorter wavelengths . It would also be interesting to see if a strong relationship between density and OS length is seen in other populations with foveal hypoplasia, particularly in patients born prematurely who lack other pathology, which could clarify the disconnect observed here for normal subjects.
Limitations
While this work demonstrates the usefulness of OCT and OS length to estimate cone density, it is important to note that this technique requires that OCT images be acquired through the location of maximum OS length. The model also assumes that this location of maximum OS length corresponds to the location of peak cone density. Given the relatively low resolution of volumetric OCT compared to AOSLO, the inevitable error due to manual alignment of different imaging modalities, and that the highest cone density only occurs over an area as large as 0.032 deg 2 (Curcio et al., 1990 ), we were not able to confirm that the location of peak density was the same location as the maximum OS length. Given the strength of the relationship in albinism, as well as the general reduction in foveal cone density, it appears not to be an issue in this population. However, the lack of a clear relationship in normal subjects could be due to a misalignment of peak density and OS length. While the OCT device used here lacks the necessary lateral resolution, implementation of AO in OCT instruments could provide a solution to this problem. Not only does AO-OCT provide high axial resolution, its improved lateral resolution also enables the visualization of individual cone photoreceptors (Jonnal, Kocaoglu, Wang, Lee, & Miller, 2012; Jonnal et al., 2010; Jonnal et al., 2014; Zhang et al., 2006) . En face images generated from AO-OCT have been shown to resolve individual cones as close to the fovea as 0.5 degrees (Kocaoglu et al., 2011) , and Lee, Werner, and Zawadzki (2013) have provided evidence that such systems are capable of resolving rod photoreceptors with a theoretical lateral resolution under two microns. Furthermore, the combination of AO-OCT and SLO provides the ability to simultaneously obtain high-resolution cross-sectional and en face images (Zawadzki et al., 2011) . This combination of cross-sectional and en face imaging, either through standalone AO-OCT or combination AO-OCT/ SLO, could provide a mechanism with which to measure OS length and cone density at the same location in normal subjects. While the patients with albinism may not require AO-OCT to assess the relationship between cone density and OS length (as seen by the strong relationship here), application of AO-OCT to this population may also improve the accuracy of our measurements in this population. However, to our knowledge, AO-OCT has not been used to assess the foveal cones in normal individuals, nor has it been attempted in patients with albinism. In addition, differences in segmentation methods could result in different measures of OS length (Stepien, Kay, & Carroll, 2014) , highlighting the importance of standardized analyses for image segmentation when comparing data across different studies. While peak reflectance often corresponds to the center of a given band, this is not always the case. A blurring of IZ and RPE bands occurs at the fovea, which is more apparent in normal individuals compared to patients with albinism who have reduced melanin (Wilk et al., 2014b) . These differences in reflectance may affect the relative location of peaks in these two populations and subsequently may alter the measures of OS length from LRPs. More work is needed to refine the methods for more accurate measurement of OS length in vivo.
Conclusions
Based on histological assessment of cone specialization, and optimized for the correlation observed here, we were able to develop a model for the relationship between foveal OS length and cone density in patients with albinism. While the model provides a good estimate of foveal cone density in this population, normal subjects showed no relationship between cone density and OS length. Refinement of methods and additional work in other patients with foveal hypoplasia (such as individuals born prematurely, who would lack other underlying pathology) may provide insight into the discrepancy between these two populations. ORA is a tool that allows users to manipulate OCT images, generate multiple LRPs, and analyze reflectance information with a similar approach as Hammer et al. (2008) . It was developed in Java (Java v1.8, Oracle Corporation, Redwood Shores, CA) to improve its portability across platforms while maintaining ease of use. The user interface (Fig. A.1 ) was designed to interact with users and enhance their ability to analyze OCT images in a consistent and reproducible manner. The workflow described below requires an input image, setting of analysis parameters, interacting with LRPs, and exporting the results.
A.1. Input
Users select logarithmic B scan images, saved as '.TIFF' files. Horizontal and vertical scaling measurements (for converting between pixels and microns) should be known and can be entered under the ''OCT Settings" tab prior to analyzing the image. ORA was initially developed to analyze Bioptigen OCT images. An important consideration for input images is that different OCT devices might modify image contrast differently (e.g., Spectralis [Heidelberg Engineering, Heidelberg, Germany] is much different than Bioptigen OCT). While assessing peak-to-peak distances is not affected by the differences in the images from different devices, use of reflectance values requires knowledge of the manufacturer's process for creating the OCT images in order to accurately convert to linear Fig. A.1 . OCT Reflectivity Analytics (ORA) user interface. The main user interface is shown on the left with the corresponding, free-floating LRP graph on the right. The green box on the OCT image marks the region used for the LRP on the right. The second derivative peak detection algorithm detects local maxima as well as less apparent inflection points in the LRP that could be considered a peak (LRP -pink squares). The O(n) one dimensional peak detection algorithm detects elements where the neighboring elements are less than the given element (LRP -blue dots). Black lines denote the full width at half maximum for the peaks marked with blue dots.
images (Sundaram et al., 2014) . Further development of ORA will extend the usability to other OCT devices, accounting for such differences (provided that manufacturers disclose the manipulation/ processing applied to the raw images before making them available to the end-user). Following the successful loading of an OCT image into ORA, the application monitors the position of the mouse when over the OCT. It reports this information back to the user as a Cartesian coordinate, displayed above the image, allowing the user to correlate positions on the OCT with LRPs.
A.2. Analysis settings
A.2.1. OCT settings
Upon successful loading of an OCT image, the user has the ability to adjust various image settings under the ''OCT Settings" tab. Two-dimensional smoothing, also known as blurring, can be performed on the OCT image. This blurring uses a Gaussian blur, which is the convolution of the reflectivity data with a Gaussian function. Specifically, ORA uses the Gaussian blur implemented by another Java based image manipulation software library, ImageJ (Schneider, Rasband, & Eliceiri, 2012) . ORA provides an interactive slider that allows the user to change the radius of the decay function for the Gaussian distribution and interactively see how the smoothing changes the OCT and LRP(s).
In addition to smoothing, ORA also allows for OCT image sharpening. ORA's implementation is based on the ImageJ implementation of an unsharp mask, which subtracts a blurred copy of the image and contrast-adjusts to sharpen. The user is provided with an interactive set of sliders that allows them to change the radius of the decay function for the Gaussian distribution used by the blur operation and the weight of the sharpening (i.e., the weight of the subtraction of the blurred image from the original). Like the other image modifiers, the sharpener allows users to interactively refine their analyses and see how the sharpening changes the OCT and LRP(s).
Beyond smoothing and sharpening the image, ORA allows for transition between logarithmic and linear formats. The initial input to ORA is a logarithmic scaled OCT. ORA provides a radio button selector that allows the user to switch between using the logarithmic and linear scaled versions of the OCT image. In addition to this logarithmic and linear adjustment, ORA also provides the ability to contrast adjust the reflectivity values in the OCT. This contrast adjustment is a normalization of the reflectivity values in the current OCT to a 0-255 scale. This tool allows the user to increase contrast when assessing an OCT. Similarly, ORA also provides a method by which noise in the reflectivity values can be reduced. Specifically this noise reduction technique aims to reduce the presence of salt and pepper noise in the image. This is accomplished by applying a median filter to the image. This filter replaces each pixel in the image with the median pixel value of itself and its nearest neighbors. With all adjustments, the LRPs are automatically updated. While these adjustments can be made, it should be noted that these are intended for viewing purposes only. All analysis should be completed on the unmodified image without any smoothing or sharpening.
A.2.2. LRP settings and fovea finding
The second tab option contains LRP settings. Here, the user selects the width, height, spacing, and number of LRPs to generate. Furthermore, ORA offers LRP smoothing through implementation of a low pass filter applied to the LRP signal. The user is provided an interactive slider that allows the user to change the cutoff frequency of the filter and see how this alters the LRP. The goal of the smoothing is to provide a one-dimensional method for smoothing the reflectivity information to aid in the interpretation of results. Unlike the OCT smoothing, this LRP smoothing does not affect the image. Again, it should be noted that all analysis should be completed on an un-smoothed LRP and the smoothing is simply to assist the user in identifying peaks and interpreting the LRP preanalysis.
ORA requires a point of origin, or anchor point, upon which to generate LRPs. Using the ''Generate Anchor LRP" button, the user has the option to either select the anchor point manually or use ORA's built-in assisted fovea finding tool and use the fovea as the anchor point. The aim of the assisted fovea finder is to aid the user in the identification of the center of the fovea. To accomplish this, ORA segments the OCT at the retinal pigment epithelium (RPE)-Bruch's membrane (BrM) band and the internal limiting membrane using a previously described algorithm (Chiu et al., 2010) and takes the vertical difference at each pixel along the segments. It then calculates the first derivative of the difference using the Apache Commons Math package (https://commons.apache.org/proper/ commons-math/) and locates the local maxima and minima of the first derivative. ORA finds all zero crossings between the maxima and minima in the first derivative of the difference and lets the user choose which one best represents the center of the fovea. If the identification algorithm fails to correctly characterize the center of the fovea, the user can also manually select the fovea.
A.3. LRP generation
One of the key features of ORA is its ability to generate LRPs dynamically. The location of the OCT from which reflectivity information is gathered is displayed as a rectangular selection overlying the OCT image (Fig. A.1 , OCT -green box). The LRP plot (Fig. A.1 , LRP -red contour) is then displayed as a free-floating interactive graph generated using the JFreeChart graphing library (http:// www.jfree.org/index.html). The combination of these two elements enables a user to correlate features of the LRP with the OCT.
Once the anchor LRP selection is chosen, the corresponding LRP is generated. Modifications to the OCT and/or LRP settings are automatically reflected in the LRP. Users can also selectively zoom and review any portion of an active LRP during the analysis. At this point, the anchor LRP can be adjusted if necessary, and the OCT and LRP settings should be returned to the initial unmodified settings for analysis. A second button under the ''LRP Settings" tab is the ''Run Analysis" button. Once selected, the LRPs are generated one at a time, starting with the leftmost LRP, and all settings are locked in for the entire analysis.
A.4. Peak detection & interactive LRP analysis modes
Peak detection is done for each LRP and is completed using two different methods. The first method is a second derivative peak detection algorithm designed to look for local maxima as well as less apparent inflection points in the LRP that could be considered a peak (Fig. A.1, LRP -pink squares) . The second method is a O(n) one dimensional peak detection algorithm, which looks for elements where the neighboring elements are less than the given element, with an extra condition that treats flat peaks (i.e., multiple consecutive points that collectively form a peak) as a single peak, centered in the middle of the flat peak (Fig. A.1 , LRP -blue dots). Post-peak identification, the full width at half maximum (FWHM) is also calculated for all peaks identified by the second peak detection algorithm (Fig. A.1, LRP -black lines) .
When hovering over a peak, its corresponding location on the image will be marked. The user is able to select the peaks of interest and label (by right-clicking) each with preset tags (ILM, OPL, ELM, EZ, IZ, RPE, BrM) or with an ''Other" option to allow insertion of a free-text tag. The user moves through each LRP until all have been labeled. ORA determines the FWHM for each labeled peak. In addition, it calculates the distance between each combination of peak pairs. The combination of calculations provides the thickness of all structures selected during analysis, which can then be exported as outlined below.
The user has the choice to display certain information prior to and during analysis. These display options are located under the menu bar ''Settings" tab and include the OCT file name, scale bars, LRP selection overlay, LRP peaks, and FWHM.
A.5. Output
Following the completion of an analysis, ORA also provides the user with the ability to save their work and export all of the results for review in external applications. The first export format is an '.ora' file. The '.ora' file is a textual representation of all the analysis information (including the OCT itself) converted into JavaScript Object Notation (JSON, http://www.json.org/). In doing this, an analysis can be saved in its current state and opened at a later point with the exact same settings and information. However, saving information in this format is not helpful for downstream review or use of the information calculated by ORA. For this purpose, there is an export feature that will create the '.ora' file for the analysis but also produces comma separated values (CSV) files for each LRP, the list of peaks within each LRP, and all relevant statistics and measurements from analysis (FWHM and peak-to-peak measurements). These export features allow a user to pause their analysis and resume later, review what was done to generate a given set of LRPs, and further analyze their data using other tools (e.g., MatLab or Excel) as desired.
