ing, since July 1983, the infrared and visible radiances obtained from imaging radiometers carried on the international constellation of weather satellites. After sampling the radiances to reduce data volume, they are calibrated, navigated, and placed in a common format. The first global radiance dataset was released in 1984 (Schiffer and Rossow 1985) . These radiance data have been analyzed to characterize the main cloud radiative properties and their variations over the whole globe; the first cloud data products were released in 1988 (Rossow and Schiffer 1991) . Specific accomplishments have been to extend the measured cloud properties beyond total areal cover and low-level cloud-base height, available from surface observations, to include cloud-top temperature and pressure (or height) and cloud optical thickness and to extend the range of observed cloud variations from diurnal and mesoscale to multilayer and global scales.
The ISCCP cloud datasets are now being used to determine cloud effects on Earth's radiation balance (see references in Zhang et al. 1995; Rossow and Zhang 1995) ; the outcome of these and other ongoing studies will allow an assessment of whether the main ISCCP objective has been (or will be) met. Clouds also play an equally important role in Earth's water cycle as the intermediate stage between the water vapor that evaporates from and cools the surface and the precipitation that heats the atmosphere and returns the water back to the surface. This water cycle is the other major energy exchange process in the climate besides radiation exchanges (Peixoto and Oort 1992) . Variations in both the radiation and water cycles help drive the circulations of the atmosphere and oceans. Since it is the motions of the atmosphere that transport water vapor and form clouds and precipitation, understanding both the cloud radiation and the cloud water feedbacks on the climate also requires understanding how atmospheric motions determine cloud properties. These topics are now receiving more emphasis under the Global Energy and Water Experiment (GEWEX) component of the WCRP, particularly through its Cloud System Study (Browning 1993) . Such considerations call for more information on how cloud systems form, evolve and decay in different meteorological regimes, which requires extending the list of cloud properties that can be measured and organizing the observations in more meaningful terms of the evolution of the dynamics of whole systems, such as the midlatitude cyclones and tropical mesoscale convective complexes, which are readily recognized in Fig. 1 . Research is under way to adapt or extend the ISCCP cloud datasets for this purpose (e.g., see Mapes 1993; Machado and Rossow 1993; Han et al. 1994; Lin and Rossow 1994; Lau and Crane 1995; Liu et al. 1995; Chen and Houze 1997; Sheu et al. 1997; Lin et al. 1998a,b; Machado et al. 1998; Han et al. 1999 (manuscript submitted to J. Atmos. Sci.); Tselioudis et al. 1999) .
Completion of the 8-yr cloud climatology (C-series datasets) in 1992 occasioned a review of ISCCP objectives and plans. Research had already provided estimates of the accuracy of the first cloud properties obtained by ISCCP and suggested that some improvements to the analysis method were possible. These improvements have now been implemented in the ISCCP analysis and are being used to produce a second version of the cloud products (D-series datasets). This paper is a progress report on ISCCP that describes the changes made to the cloud data products (section 2), examines the evidence that these changes are improvements (sections 3, 4, and 5), summarizes some results (section 6), and discusses plans for ISCCP through 2005 (section 7). Stage B3 data (reduced resolution, calibrated infrared and visible radiances) are currently available covering the period from July 1983 through December 1997 (Rossow et al. 1996a,b) . The first cloud products (C series) are available for the period July 1983 through June 1991. The new version of the cloud products (D series) is being processed now and should be available for the period from July 1983 through December 1997 by mid-1999 (Rossow et al. 1996c) . A CD-ROM containing the monthly mean (D2) data for 1989-1993 was released in December 1998; a CD-ROM containing data for 1983-88 will be released in summer 1999. Details of all the datasets, including browse images, calibration tables, complete documentation, up-to-date project status information, and information on how to obtain datasets (and CD-ROMs), can be found on the ISCCP Web site (http://isccp.giss.nasa.gov).
New Datasets
The new ISCCP D-series cloud datasets differ from the previous C-series datasets because the analysis method has been changed in several ways and because more detailed results are reported (Rossow et al. 1996c) . Main changes to the analysis method, which are discussed further in sections 3-5, are as follows.
1) Radiance calibrations have been revised slightly
to remove spurious changes in the long-term record and to reduce occasionally larger deviations for individual satellites 2) Cirrus cloud detection sensitivity over land was increased by lowering the infrared (IR) radiance threshold from 6K to 4K. 3) Low-level cloud detection sensitivity was increased at higher latitudes and near sunrise and sunset at all latitudes by changing the visible (VIS) radiance threshold test to a VIS reflectance threshold test. 4) Low-level cloud detection sensitivity over snow and ice in the polar regions was increased by lowering the visible (VIS) radiance threshold from 0.12 to 0.06, using a reflectance test instead of a radiance test, and by using a new threshold test on 3.7-µm radiances (near IR-radiances; NIR). 5) Biases in the cloud optical thickness (τ) and cloud-top pressures (P c ) of cold clouds (cloud-top temperature T c < 260 K) were reduced by using an ice polycrystal microphysics model in place of a liquid droplet microphysics model. 6) Biases in cloud optical thicknesses over ice and snow surfaces were reduced by using an additional test on the 3.7-µm radiances. 7) Biases in cloud-top temperatures and pressures were reduced by including the effects of IR scattering. 8) Errors in surface and cloudtop temperatures were reduced by using a new treatment of the water vapor continuum absorption in the IR.
CLOUD OPTICAL THICKNESS CLOUD TOP TEMPERATURE
FIG. 1. ISCCP DX data from GOES-7 for 13 March 1990 at 1800 UTC over North America showing the variation of cloud optical thickness (upper) and cloud-top temperature (lower) at about 30-km resolution associated with a midlatitude cyclone located over the central United States. The cold front and low pressure center are indicated by clouds with optical thickness > 30 and cloud-top temperatures < 240 K.
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To provide more detailed information about the variations of cloud properties, the contents of the cloud products [Tables 1 and 2, cf. Tables 1 and 2 in Rossow and Schiffer (1991) ] have been revised by adding a sixth τ-category in the P c -τ distribution reported in the 3-hourly D1 dataset (parallel to the C1 dataset), by adding a cloud water path (WP) parameter in the D1 dataset, by providing an alternative conversion of cloud-top pressure to height in meters above mean sea level, and by adding a cloud amount (CA) frequency distribution to the monthly mean D2 dataset (parallel to C2 dataset).
The most notable change in content is to report the actual average physical properties (T c , P c , τ, WP) for 15 cloud types in the D1 dataset, in addition to their amounts, which also improves the accuracy of this information in the monthly mean D2 dataset. The cloud types are defined, as before, in terms of their cloudtop pressures and optical thicknesses (there are also three cloud types defined only by cloud top pressure), but the P c -τ categories have been changed slightly to make them simpler [ Fig. 2 ; cf. Fig. 4 in Rossow and Schiffer (1991) Contents of the ISCCP D1 dataset provided every 3 h for each 280-km grid cell over the globe. Some variables are defined only for local daytime and are undefined at night. Additional variables are calculated in the provided D1-READ program: cloud amounts, cloud top height in m, total IR radiance, total VIS radiance, and layer mid-point pressures. categories for both low-level and middle-level clouds, and the boundary between cirrus and cirrostratus has been made constant with pressure. In addition, separate results are reported for the liquid and ice forms of the lowlevel and middle-level clouds (all high clouds are assumed to be ice clouds).
Since even more detail is desired for regional studies of cloud behavior and cloud effects on other climate processes, the most detailed cloud product, DX data, which has a resolution of 30 km and 3 h, is now being archived at NASA Langley (see ISCCP Web Page for information). The DX dataset reports, for individual image pixels, the calibrated IR and VIS radiances (and radiances at any additional wavelengths), viewing/illumination geometry, the clear sky radiances inferred by the analysis, the cloud-clear decision reached by the cloud detection algorithm, and the results of the radiative model analysis employing three different cloud models (Table 3 ). Figure 1 is based on a composite of DX data.
Radiance Calibration
The satellite imaging radiometers used by ISCCP are designed primarily to make pictures of changing cloud patterns associated with significant weather; consequently, accurate absolute calibrations were not emphasized. Moreover, although all the imagers have an infrared (IR wavelength ≈ 11 µm) and visible (VIS wavelength ≈ 0.6 µm) spectral channel in common, there are small differences in the actual wavelength responses (Rossow et al. 1996b) . Therefore, ISCCP has had to conduct an extensive calibration effort to provide the absolute calibrations needed for retrieval of physical quantities from the measured radiances and to construct a uniform global dataset over a long time period by normalizing 25 (through 1998) different radiometers to the same calibration standard. The methods used and detailed results are reported in Rossow et al. (1987 Rossow et al. ( , 1996a , Brest and Rossow (1992) , Desormeaux et al. (1993) and Brest et al. (1997) , and can be found on the ISCCP Web site.
Post facto assessments of the C-series ISCCP cloud products showed some spurious changes in the retrieved cloud and surface properties that are caused by residual calibration problems. Systematic global changes occur suddenly when changing from one Advanced Very High Resolution Radiometer (AVHRR) (Klein and Hartmann 1993 , Rossow and Cairns 1995 , Brest et al. 1997 , Bishop et al. 1997 , causing apparent long term trends in the cloud properties and the amounts of different cloud types. In addition, some occasional regional changes are apparent as discontinuities of retrieved quantities between adjacent areas observed by different geostationary satellites (Brest et al. 1997) . The magnitude of these calibration artifacts is < 10%, which is the estimated uncertainty in the C-series calibrations; but one objective of reprocessing the ISCCP data is to reduce the magnitude of the systematic calibration artifacts by augmenting the normalization procedure (which is applied every month beginning in 1996) and reducing the global changes between different AVHRRs.
To normalize the calibrations of the series of AVHRRs on the NOAA polar orbiting weather satellites, the whole earth, excluding clouds, is assumed to represent a set of calibration targets that are more nearly constant in time as a statistical ensemble than any of the available radiometers or of any available calibrations of them. In other words, based on the post facto assessment, we conclude that the accuracy of independent calibrations attainable with todays satellite radiometers is less than that obtained by assuming that Earth as a whole except for clouds does not change with time. This is a stricter assumption than made originally. Now, in effect, any real and systematic changes of the whole Earth become the (smaller) error. Even excluding the clouds in this procedure, these data cannot be used to monitor any slow linear trends of the global mean cloud properties retrieved from the radiances that might accompany a changing global climate (Rossow and Cairns 1995) because there is no independent confirmation of the long-term calibration. However, shorter-term (e.g., interannual or nonlinear decadal) and/or regional changes in clouds can now be reliably assessed with these data because we assume only that the whole earth is constant over the whole data record, which would remove only a linear trend in global mean quantities. After reprocessing, the remaining systematic errors in the relative calibrations at shorter time scales are reduced to < 3% for VIS and < 1% for IR (Brest et al. 1997) . The ISCCP calibrations are now the most complete and self-consistent set of calibrations available for all of these radiometers: total relative uncertainties in the radiance calibrations are estimated to be . 5% for visible and . 2% for infrared; absolute uncertainties are < 10% and < 3%, respectively (Brest et al. 1997 
Cloud Detection and Areal Coverage
The ISCCP analysis begins by classifying each individual satellite field-of-view (pixel), about 4-7 km in size, as either cloudy or clear (Rossow and Garder 1993a) . A pixel is called cloudy if the IR or VIS radiance differs from the corresponding clear sky value (inferred from a statistical analysis of the radiance variations) by more than the detection threshold.
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Clouds that produce radiance changes that are too small or of the wrong sign are not detected. Clouds are assumed to cover individual pixels completely, so fractional areal cloud cover (or CA, reported as values from 0 to 1) is determined only for larger areas (280 km across) in the ISCCP datasets by the fraction of all pixels in each area containing clouds. The precision of individual cloud cover values for these areas is determined by the total number of pixels collected; for the sampled ISCCP data at one time, this number ranges from 20 to 120, about 70 on average, giving a precision from 0.008!0.05, about 0.015 on average (cloud amounts are reported with precision of 0.005). The time-averaged cloud cover fraction for the 280-km regions can also be thought of as the product of the average instantaneous cloud cover fraction and the frequency of occurrence of clouds; but since the latter quantity is about 90% on average for this sized region, we refer to cloud "amount" throughout as equivalent to cloud cover fraction (see discussion in ).
a. Assessment
The accuracy of the ISCCP cloud amounts depends on three factors: the validity of the cloud detection (whether a particular pixel actually contains cloud or not), the sensitivity of the cloud detection (how much cloud with what properties is detectable), and the accuracy of the areal cover fraction estimated by counting cloudy pixels with a finite resolution. The first two factors depend on the magnitude of the detection thresholds (cf. Rossow et al. 1985) , which vary with scene type in the ISCCP analysis. Comparison with other measurements of the surface properties retrieved from the clear sky radiances in the C-series results (Rossow and Garder 1993b) indicates that the VIS radiance thresholds used over oceans and land are about right, except at lower solar zenith angles where the constant-radiance threshold becomes equivalent to a much larger reflectance threshold, and that the IR radiance threshold used over ocean is about right but that it is too large over land. Over snow and sea ice, the VIS thresholds are too large. These results imply an under-detection of clouds in the C-series results by about 0.05-0.10 over land and by larger amounts in the polar regions, particularly during summertime when the predominant cloud type is very low level and optically thin.
Extensive comparisons of ISCCP cloud amounts have been made with three other cloud datasets that show that detection errors (first two factors: either spurious detections when no clouds are present or missed clouds) are the largest source of systematic error in the ISCCP results. Individual ISCCP observations matched with over 670,000 individual surface cloud observations, as well as comparisons with the surfacebased cloud climatology (Warren et al. 1986 (Warren et al. , 1988 , suggest that the ISCCP total cloud amounts are too low over land by about 0.10, somewhat less in summer and somewhat more in winter, and about right (maybe slightly low) over oceans . Both surface observers (Hahn et al. 1995) and satellites miss some clouds at night, the latter because broken lowlevel clouds do not always exhibit enough contrast in IR to be detected (cf. Rossow et al. 1985) ; but this effect is reduced in the dataset by using the daytime difference between VIS/IR and IR results to estimate a correction . Comparisons of ISCCP upper-level cloud amounts to those determined by the Stratospheric Aerosol and Gas Experiments (SAGE; Liao et al. 1995a ) and by two different analyses of High-Resolution Infrared Sounder (HIRS) data (Jin et al. 1996 , Stubenrauch et al. 1999a ; see also Wylie and Wang 1997) suggest an underestimate of upper-level cloudiness by at least 0.05-0.10, most of which is caused by missed detections of very thin (τ . 0.1 over ocean and . 0.3 over land) clouds (cf.
Wielicki and Parker 1992).
Polar clouds present more extreme examples of all the detection problems: they form at low temperatures and solar illuminations where satellite radiometer sensitivity is reduced, they may have the same temperature as the surface or higher temperatures in inversion situations Barry 1989, Yamanouchi and Kawaguchi 1992) , and they may have similar or smaller reflectivities than the highly reflective ice/ snow surfaces (Raschke et al. 1992) . Consequently, cloud detection errors are expected to be larger in the polar regions (Rossow and Garder 1993a, b , see also Mokhov and Schlesinger 1993, 1994) . Unfortunately, surface observations of polar clouds are also poor, partly because so few stations are located near the poles and partly because some conditions (particularly lack of illumination) create significant difficulties for surface observers, too (Hahn et al. 1995 , Curry et al. 1996 . Nevertheless, comparisons with surface observations in polar regions suggest that the ISCCP cloud amounts are probably too low by about 0.15 -0.25 in summer (Schweiger and Key 1992, Rossow et al. 1993 , see also Curry et al. 1996) and possibly too high by 0.05 -0.10 in winter (Curry et al. 1996) . Using only surface observations with sufficient sky illumination (Hahn et al. 1995) reduces the wintertime bias, however.
Although detection errors appear to be the largest source of bias in the ISCCP cloud amounts, the accuracy of individual determinations of cloud cover fraction depends on a complex interplay among the size distribution of cloud elements, the spatial resolution of the satellite sensor, the detection sensitivity of the analysis (dependent on cloud properties), the spacetime sampling characteristics of the dataset, the size of the area (and the time scale) for which cloud property distributions remain roughly constant, and the size of the area in which cloud fraction is calculated. Di Girolamo and Davies (1997) have done the most rigorous study of the interaction of the first two aspects and Minnis (1989) examines the satellite-view-angle dependence that these two factors introduce: generally, cloud cover fraction is overestimated if the sensor resolution is larger than the most frequent cloud element size, an effect that grows worse for off-nadir views. Wielicki and Parker (1992) show that a finite detection threshold (third factor) offsets the overestimate produced by the first two factors because of the occurrence of optically thin cloud elements is much more frequent for broken or scattered cloudiness (see also Chambers et al. 1997b ). The precise balance between these offsetting effects depends on the size distribution and properties of the clouds (i.e., cloud type), but the results of Wielicki and Parker (1992) suggest that the overall bias of ISCCP low-level cloud cover fractions is 0.1. All of these factors are combined when comparing the satellite cloud cover fraction, determined at a resolution of about 5 km for areas about 280 km across, with surface observations representing a resolution certainly better than 100 m covering an area about 30-50 km across. Such comparisons for broken cloudiness show (ignoring false or missed detections) that, even though the sampling areas and resolutions differ by more than an order of magnitude, the satellite and surface-observed cloud cover fractions are about the same in the mean; but the rms differences in individual determinations of scattered cloudiness (i.e., fair weather cumulus) is about 0.25 . Over all cloud types, the rms uncertainty in individual ISCCP cloud amounts appears to be about 0.15.
b. Changes
Changes have been made to the ISCCP cloud detection method (see section 2, Rossow et al. 1996c ) to reduce some of the larger biases in total cloud amount discovered in the validation studies described above. The general low bias over land areas is reduced by decreasing the IR threshold from 6 K to 4 K over land, which improves the detection of cirrus over land. The small low bias over high-latitude oceans is reduced by converting the VIS radiance threshold to a reflectance threshold, which is equivalent to a threshold decrease (this change also adds more clouds over high-latitude land areas). The general low bias over polar regions, particularly in summertime, is reduced by decreasing both the VIS and IR thresholds and adding an additional test on 3.7 mm wavelength radiances over ice/ snow surfaces (cf. Yamanouchi and Kawaguchi 1992, Raschke et al. 1992) . With the new thresholds, the detectable lower limits of cloud top height (Z c ) and cloud optical thickness (t) for complete cloud cover are approximately: Z c = 400 m (for τ / 3) and τ = 0.15 over ocean and Z c = 600 m (for τ / 3) and τ = 0.25 over land. For global mean cloud properties (Z c ≈ 4300 m and t . 4.3), the detectable limit of cloud cover fraction in individual pixels is about 0.1 over ocean and about 0.15 over land.
Individually matched C-series ISCCP and surface observations (predominately over land) show an asymmetric distribution of differences in total cloud amount because of the tendency for ISCCP to miss some clouds especially in winter [Figs. 1 and 5 in ]. The upper portion of Fig. 3 illustrates this result for January 1991: the differences between C1 and surface cloud amounts are most often nearly zero, but there are more negative than positive differences in all latitude zones, particularly at midlatitudes and even more so in the summer (south) polar region. The lower portion of Fig. 3 shows the same comparison using the new D1 data for the same month: the changes in detection threshold produce a difference distribution that is now more nearly symmetric about zero. Note that the total difference between the two datasets ("error") is not much reduced, but it is now almost entirely "random" (i.e., symmetrically distrib-uted about zero). The overall comparison of the C-series distribution of cloud cover fractions with those from (land) surface observers ( Fig. 2 in )] also showed a tendency for the ISCCP results to overestimate cloud cover fractions that are < 0.5 and to underestimate cloud cover fractions that are > 0.5; but the new D-series cloud cover fraction distributions (not shown) exhibit no such discrepancy. Figure 6 in compares the zonal mean differences of total cloud amounts from ISCCP C2 and from the surface observations climatology. Comparing the ISCCP D2 data in the same way (not shown) shows that 1) the positive bias in ISCCP cloud amounts over oceans has increased slightly; 2) the negative bias in ISCCP cloud amounts over land has changed to a positive bias that is about the same as over oceans; and 3) the negative bias in ISCCP cloud amounts in both polar regions is much reduced, especially when using only surface observations with sufficient night sky illumination, but the ISCCP values are still about 0.10 too low in summertime (see references in Curry et al. 1996) . That the ISCCP cloud amounts are now consistently higher by about 0.05 than the surface observations over land and ocean for all seasons (except the summertime poles) is consistent with a slightly higher sensitivity of the satellite observations to the presence of optically thin cirrus, reinforced by a surface observer's tendency to underreport such clouds (Hahn et al. 1995) , and with a tendency of the satellite to overestimate cloud amounts for low-level scattered cloudiness (cf. Wielicki and Parker 1992) , offset by a surface observer's tendency to overreport such clouds (Hahn et al. 1995) . Table 4 shows that most of the additional cloud over land appears as cirrus clouds, since they are detected only by the lower IR threshold (cf. Jin et al. 1996) , whereas the additional cloud over oceans appears as low-level cloud, since they are detected only by the lower VIS threshold. Both of these changes are also shown specifically to improve the comparison of the ISCCP results with an analysis of HIRS observations (Stubenrauch et al. 1999a ). In the polar regions, most of the additional cloud cover over snow and ice surfaces is low-level, optically thin cloud detected by threshold tests on the NIR radiances (cf. Raschke et al. 1992; Yamanuchi and Kawaguchi 1992) ; even though about half of these additional clouds were also detected by lowering both the VIS and IR thresholds in the original algorithm. Thus, the changes in detection thresholds for the D-series analysis have been successful in reducing the main biases of the C-series results found in validation studies.
Cloud Physical Properties
If an individual pixel is cloudy, then comparison of the observed radiances to those predicted by a radiative transfer model Schiffer 1991, Rossow et al. 1991 ) determines a cloud-top temperature (T c ) from the IR radiances (both day and night) and a visible optical thickness (τ) from the VIS radiance (daytime only, defined by cosine of the solar zenith angle, µ 0 0.2). Atmospheric effects are accounted for and cloud-top pressure (P c ) is determined from T c using an atmospheric temperature profile from the Television Infrared Observation Satellite (TIROS) Operational Vertical Sounder product produced by NOAA NESDIS. If the pixel is clear, then two surface properties are retrieved (Rossow and Garder 1993b) : surface temperature (T s ) from the IR radiance, assuming an emissivity of unity, and surface visible reflec- FIG. 3 . Frequency contours of the distribution of differences (%) in instantaneous cloud cover fraction for 2.5-regions between the ISCCP C-series (upper two panels) and the D-series (lower two panels) and individually matched surface observations at all available weather stations over land and ocean for January 1991 in each latitude zone. Maximum values are indicated by numbers within the innermost contour. The comparison is restricted to sunlit areas, so there are no results north of 60-N. tance (R s ) from the VIS radiance during daytime, assuming that all surfaces are isotropic reflectors [however, an anisotropic reflection model is used for the retrieval of t over oceans; Rossow et al. (1989) ].
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In the radiative model, each pixel is assumed to be horizontally uniform and plane parallel. Atmospheric properties vary with height, but a cloud is assumed to be a single, vertically uniform or physically "thin" layer in the sense that there is no explicit dependence on layer vertical structure in the retrieval model. The radiation from each pixel is also assumed to be independent of its neighbors (no lateral exchange or transport of photons): this is the so-called independent pixel approximation, which has generally been used since the earliest satellite data analyses (see references in Rossow 1981 , Rossow et al. 1985 , Rossow et al. 1989 ). Thus, the retrieved cloud (and surface) properties are radiatively-weighted averages over the small-scale (. 5 km) variations present in each pixel (Rossow 1989) .
IntheC-seriesanalysismodel, all clouds are assumed to be composed of liquid water droplets (spheres) with a size distribution given by the gamma function defined by an effective (mean) radius, r e = 10 µm, and an effective variance of 0.15 (Hansen and Travis 1974) . Cloud water path in grams per meter squared is given by WP = (0.692t)re = 6.292t. Mie scattering at VIS wavelengths (≈ 0.6 µm) is treated as conservative; weak scattering at IR wavelengths (≈ 11 µm) is neglected. The cloud optical thickness at IR wavelengths, τ ir , is related to the optical thickness at VIS wavelengths by an empirical formula: τ ir = τ/2.0 (see references in Rossow et al. 1989; Minnis et al. 1993b ).
a. Assessment
Three situations bracket the range of uncertainties in retrieved values of T c : low-level clouds with distinct tops and moderate-to-large optical thicknesses, highlevel, diffuse-topped clouds with moderate-to-large optical thicknesses, and high-level, optically thin clouds. In the first two cases if τ / 5, the observed IR radiance is emitted solely from the upper portion of the cloud with no significant contribution (< 10% for τ = 5) of radiation transmitted from below the cloud; hence, the retrieval of T c does not depend on the cloud optical thickness. We defer discussion of the third case, where the retrieval does depend on optical thickness, until after discussion of errors in the optical thickness values. In the first case, the cloud top is distinct in that optical thickness increases from zero to a moderately large value over a very small vertical extent [say < 30-100 m; see Minnis et al. (1992) ]. In this case, the ISCCP determination of T c from the observed IR emission should be most accurate (representing an average of small-scale variations in the location of cloud top). The main sources of error in T c are from radiometer calibration (< 1.5 K, Brest et al. 1997) , the radiative transfer model treatment of cloud emission and scattering, the treatment of water vapor absorption/ emission above the cloud, and errors in the atmospheric temperature-humidity profiles. The latter two error sources are important only for low-level clouds at lower latitudes; but since the atmospheric corrections (difference between T c and the IR brightness temperature) are typically only a few kelvins, the latter two errors are only . 1.5 K.
Neglect of IR scattering causes an overestimate of T c that is only about 0.5-1.0 K for low-level clouds, but can be a few degrees for higher-level clouds. Careful comparison of marine stratus cloud tops determined in the new ISCCP dataset with collocated measurements made during the First ISCCP Regional Experiment in 1987 (FIRE 87; Randall et al. 1996) and the Atlantic Stratocumulus Transition Experiment (Wang et al. 1999) shows agreement of T c values to within 1.0-1.5 K, similar to results obtained by Minnis et al. (1992) . However, the ISCCP values of P c for persistent marine stratus clouds are too low by 50-80 mb (Wang et al. 1999 ) because of systematic errors in the TIROS Operational Vertical Sounder atmospheric temperature profiles (Stubenrauch et al. 1999a ). Comparison of the geographic distributions of monthly mean cloud-top pressures for all low-and middle-level clouds from ISCCP with those inferred from rawinsonde humidity profiles shows agreement to within about 25-50 mb, (Wang and Rossow 1995, Wang 1997) .
In the second case, the cloud top is "diffuse" in that the cloud optical thickness increases slowly from the top downward over a considerable vertical extent. In this case, the emission arises from within the cloud at a larger temperature than the temperature at the precise physical top defined by the limit of the cloud mass. Although the ISCCP value of T c will represent the observed emission, this "radiative" cloud-top height will be biased low. Using the limb-viewing observations by SAGE, Liao et al. (1995b) determined that this type of cloud top is encountered above the 440-mb level almost 70% of the time in the Tropics with an average P c discrepancy of about 150 mb, but only about 30-40% of the time at higher latitudes % with an average P c discrepancy of about 50 mb. In this case, the ISCCP "cloud top" has to be interpreted as the location where "significant" cloud mass is first encountered when moving downward through the atmosphere. The main source of bias in the retrieved optical thicknesses comes from differences between the actual and model-specified cloud microphysical properties (we discuss the effects of subpixel-scale inhomogeneity below). In the C-series products, all clouds are assumed to be composed of 10 mm liquid water spheres. For liquid water clouds that are actually composed of spherical droplets (those with T c 273 K at least) , the main error comes from differences between the actual and model-specified effective droplet radii, r e : retrieved optical thicknesses increase (decrease) by about 15% for a factor of 2 decrease (increase) of r e (Rossow et al. 1989; Nakajima and King 1990) . If droplet size varies vertically within the cloud, the error is still given approximately by the average of the errors in each sublayer (cf. Sun and Shine 1995) . Direct retrievals of cloud-top droplet sizes in liquid water clouds by Han et al. (1994 Han et al. ( , 1995 show that the actual global monthly mean value of r e ≈ 11 µm, about 12.5 µm over oceans and about 8.5 µm over land, implying biases of the ISCCP optical thicknesses of -4% over ocean and +2% over land (Han et al. 1994) . Variability among individual clouds implies rms uncertainties of τ of about ±12% (Han et al. 1994) . Descloitres et al. (1998) directly test the scattering phase function used in the ISCCP analysis by comparison with multi-view-angle measurements from an aircraft-borne Polarized and Directionality of the Earth's Reflectance (POLDER) instrument (similar results have been obtained from the space-borne instrument as well; F. Parol 1998, personal communication): the average angle dependence of visible radiances reflected from liquid water clouds predicted by the ISCCP model matches the observations to within a few percent.
Scattering from spherical liquid water particles was not expected to represent the scattering by ice clouds very accurately, but in 1982 little was known about the general particle size and shape distributions in such clouds or how to treat their scattering more accurately. Minnis et al. (1993a) and Descloitres et al (1998) , for example, show that the liquid water droplet model disagrees with observations of visible radiances reflected from cirrus clouds by 10%-20% or more. Hence, major field experiments were undertaken to improve knowledge of cirrus cloud properties, sponsored by the United States (FIRE; Randall et al. 1996) , by several European countries (International Cirrus Experiment and European Clouds Radiation Experiment, Raschke et al. 1990 Raschke et al. , 1998 , and by Japan (Japanese CloudClimate Study). These experiments led to development of several theoretical scattering phase functions for different ice particle shapes (Takano and Liou 1989; Muinonen et al. 1989; Macke 1993; Iaquinta et al. 1995 , Macke et al. 1996 ) that compare more favorably with the observations (Foot 1988 , Francis 1995 , Spinhirne et al. 1996 , Descloitres et al. 1998 ). Minnis et al. (1993a, b) demonstrated the significant improvement in the retrieved values of τ and T c for optically thin cirrus when the scattering phase functions of hexagonal crystals (Takano and Liou 1989) are used instead of the function for spherical droplets. Mishchenko et al. (1996) shows that, although differing in detail, the scattering phase functions of hexagonal crystals and the fractal crystal shape proposed by Macke (1993) produce similar results when averaged over the globe and time. Based on the study by Minnis et al. (1993a) , the ISCCP C-series values of cirrus cloud τ are biased high by 30%−40% and the cloudtop heights are biased low by about 1 km (or T c is biased high by about 7−10 K). The latter estimate is consistent with that obtained from a comparison of ISCCP high-level cloud tops and those measured by SAGE (Liao et al. 1995b) .
At night, only IR radiance measurements are available to ISCCP, so that cloud-top location can only be estimated from the IR radiance assuming that the cloud is opaque. During daytime, when VIS radiance can be used to determine τ, the value of Tc is corrected for transmitted radiance assuming no other cloud layer is present below (Rossow et al. 1989 , Rossow et al. 1991 . Comparison of daytime C-series results obtained with and without the use of VIS data suggests an overall bias of nighttime cloud-top pressures of about +50 mb. This is an underestimate of the effect because of the incorrect microphysics assumed for ice clouds and because the ISCCP correction procedure underestimates the correction when another cloud is present below and optically thin, upper-level cloud, which occurs about 25% of the time (Jin and Rossow 1997) . Analysis of infrared sounder data, which is much less sensitive to cloud microphysics and underlying clouds, indicates a bias of the C-series ISCCP cloud top pressures at night of +75 mb on average (Stubenrauch et al. 1999a) .
At the beginning of ISCCP in 1982, another source of uncertainty in the retrieved cloud properties came from a lack of understanding of the nature and magnitude of the effects of "small-scale" spatial variability on radiative transfer through clouds. Most recent % Vol. 80, No. 11, November 1999 studies have focused on the effects at solar wavelengths where they are expected to be largest (Cahalan et al. 1994a , Kobayashi 1993 , Marshak et al. 1995 , Barker 1996 , Davis et al. 1997 , Loeb and Coakley 1998 , Marshak et al. 1998 , Cairns et al. 1999 ), but Barker and Wielicki (1997) and Stubenrauch et al. (1999b) consider the effects of vertical and horizontal variability at 100-km scale on infrared radiation. Monte Carlo calculations for marine boundary layer clouds suggest that there could be angle-dependent errors up to 10%−30% in optical thickness values retrieved from area-averaged visible reflectances when the pixel-to-pixel cloud variations in marine boundary layer clouds are not properly accounted for in the area-averaged radiation (Kobayashi 1993; Loeb and Coakley 1998) ; however, the larger estimates in this range are obtained when subpixel radiance variations are attributed solely to cloud cover variations (cf. Coakley and Bretherton 1982) , rather than to optical thickness variations as ISCCP does (Loeb and Coakley 1998) . This result might be explained by the results from studies using 30-m resolution Landsat data that show that the subpixel (i.e., scales . 5 km) radiance variations cannot be attributed completely to cloud cover variations (Wielicki and Parker 1992; Chambers et al. 1997b ). In any case, and regardless of which of these two interpretations is more accurate, the higher-resolution studies also show very clearly that the magnitude of the cloud variations at scales smaller than about 5 km contribute little to the total cloud variability (Chambers et al. 1997b; Barker 1997) . In other words, the radiative effects of cloud variations at scales smaller than a typical satellite pixel are smaller than the available estimates because the cloud variability within pixels is smaller in magnitude than the variability between pixels. Cahalan et al. (1994) and Chambers et al. (1997a) show that the independent pixel approach accounts for the cloud variations over larger scales (/ 50-100 km) with good accuracy, but that the area-averaged radiation is more accurately determined from the logarithmic average optical thickness rather than the linear average. Thus, the cloud optical thicknesses obtained by ISCCP, while still uncertain for individual pixels because of small-scale effects including partial cloud cover, provide an accurate representation of are-averaged cloud radiative effects that accounts for most of the smallscale cloud variability by a radiatively-weighted (essentially logarithmic) average of individual pixel values.
b. Changes
The major change made in the D-series analysis is to use a separate ice cloud microphysics model for retrieval of optical thicknesses and top temperatures for colder clouds. Ice clouds are identified as having T c < 260 K and are assumed to be composed of fractal polycrystals (Macke et al. 1996 ) with a −2 power-law size distribution between 20 and 50 µm, giving an effective radius r e = 30 µm, and an effective variance of 0.1 (see Mishchenko et al. 1996) . The choice of this mean value of r e is based on early results from a nearglobal survey of ice cloud particle sizes (Han 1999, personal communication) ; however, the resulting scattering phase function for visible radiation is not very sensitive to the particle size distribution, except in the forward scattering direction which is not encountered in satellite data (Mishchenko et al. 1996) . The value of τ ir is obtained from calculations by Minnis et al. (1993a) of infrared absorption and scattering by ice spheres, since particle shape effects are weak at wavelengths ≈ 11 µm: τ ir = τ/2.13. The empirical factor relating τ and τ ir , used for all clouds in the C-series, is replaced by a more accurate value for liquid water clouds (based on Mie scattering calculations): τ ir = τ/2.56. Ice water path (IWP) for the fractal shape depends on the product of the ratio of the ice particle's volume to cross-section (0.615 times that for a sphere; A. Macke 1994, personal communication) and its bulk mass density [0.85 g cm -3 , in the middle of observed values, (Hobbs 1974) ]: the product is an "effective" density, taken to be 0.523 g cm -3 , within the range given by Heymsfield (1972) . Thus, IWP = (0.350τ) r e , which becomes IWP = 10.5τ for 30-µm particles. The choice of a value of Tc = 260 K to separate ice and liquid water clouds is based on the analysis of ISCCP and microwave water paths by Lin and Rossow (1996) that shows that the ratio of liquid water path (from microwave) to the total water path (from visible reflectances) falls below 50% at about this temperature on average. This result is also consistent with collections of in situ detections of liquid water droplets in clouds over a wide range of temperatures from at least 227 to 273 K (Feigelson 1984) . Descloitres et al. (1998) show that the new ice scattering phase function used by ISCCP represents the average angle dependence of visible radiances reflected from cirrus clouds to within a few percent (roughly similar results are obtained with the spaceborne POLDER instrument; F. Parol 1998, personal communication). Table 4 shows the changes in average high-level cloud properties between the Bulletin of the American Meteorological Society %! C-series and D-series results. Globally, cirrus and cirrostratus (see Fig. 1 ) optical thicknesses have been reduced by about 30% and their top temperatures lowered by about 6 K (cloud top pressures reduced by about 30 mb), consistent with the bias estimates of Minnis et al. (1993b) . These changes also improve the agreement between the ISCCP D-series data and a matched analysis of the HIRS data by the 3I method, both in terms of the amount of transparent clouds and their average emissivities (Stubenrauch et al. 1999a,b) .
Because clouds reflect sunlight with a different angular distribution than snow and ice surfaces, some clouds appear darker than the background at some scattering geometries as directly observed (Raschke et al. 1992 ). In such cases there can be two values of the cloud optical thickness that are consistent with the observed reflectance. In the C-series analysis, polar clouds are assumed to be composed of liquid water droplets and the snow and ice surfaces are assumed to be Lambertian, both of which exaggerate the difference in reflectivities. Moreover, the larger possible value is always selected. Both of these factors contribute to a significant overestimate of polar cloud optical thicknesses in the C-series results (Curry et al. 1996) . In the new D-series analysis, this bias over snow and ice surfaces is reduced by using the more accurate ice crystal scattering phase function and using reflected sunlight measured at 3.7-µm wavelength to select one of the two possible optical thickness values consistent with the visible reflectance (Rossow et al. 1996c) . A further reduction might be obtained using a more realistic reflectance function for the surface. The improvement is shown by two characteristics of the new results. First, the distribution of cloud optical thicknesses obtained at viewing geometries where two values are possible now better resembles the distribution obtained at geometries where only one value is possible. Second, as Fig. 4 shows, the D-series results greatly reduce a large "diurnal" variation of cloud optical thcknesses at higher latitudes in the Cseries results, which is likely spurious in winter but partly real in summer. Overall, the average optical thicknesses of polar clouds in the D-series results (Fig. 5c ) are in better qualitattive agreement with other available estimates (cf. Curry et al. 1996) .
Another (small) change in the D-series analysis is to include the effects of infrared scattering by clouds. Since the scattering operates more on the transmitted radiation, the effect is larger when the contrast between the cloud emission temperature and the temperature of the infrared radiation coming from below the cloud is larger and decreases with increasing cloud optical thickness. Note that this effect is usually neglected in satellite cloud retrievals, so that, even for marine stratus clouds (the best case), the effect can represent a negative bias of cloud top heights of as much as 50 -100 m (Wang et al. 1999) . In general, this correction decreases cloud top temperatures by only 1-2 K for high-level clouds with τ . 6. Table 4 compares global, annual mean results from the new ISCCP D-series with the previous C-series results (cf. Rossow and Schiffer 1991) for the common year 1986, which had no change in radiance calibration. The global annual mean cloud amount is about 0.69, 0.05 larger than before because of an increase of cloud amount over land by 0.13 and over the polar FIG. 4 . Seasonal mean diurnal cycle of cloud optical thicknesses in two latitude bands in the Northern Hemisphere for winter (upper two panels) and summer (lower two panels) over ocean and land from the ISCCP C2 (dashed line) and D2 (solid line) datasets, expressed as difference from the average over the whole day. Note changes of vertical scale with latitude and season. regions by 0.16. The global land-ocean contrast in cloud amount has been reduced from 0.25 to about 0.14 in better agreement with surface observations (Warren et al. 1986 (Warren et al. , 1988 and analyses of HIRS data (Wylie et al. 1994 , Stubenrauch et al. 1999a ). The mean difference between daytime cloud amount and nighttime cloud amount (corrected using the daytime difference between VIS/IR and IR cloud amounts) is about the same as before and in good agreement with the revised surface observations (Hahn et al. 1995) : over land, daytime cloud amount exceeds nighttime by about 0.05 and over ocean nighttime cloud amount exceeds daytime by about 0.02. These opposite variations cancel in the global mean. Midlatitude cloud amount exceeds that in the tropics and polar regions, but the latitudinal contrasts have generally been reduced, except between northern midlatitudes and the Tropics. Polar cloud amounts are now slightly larger than the tropical cloud amount. Overall, Southern Hemisphere cloud amount still exceeds the Northern Hemisphere value, but the difference has been reduced to 0.04 from 0.06.
New results
a. Average cloud properties
The global annual mean cloud top pressure, P c , is 580 mb, 20 mb lower than before because the higherlevel clouds, now treated with a more realistic ice mi crophysics model, have somewhat higher tops (Table 4 ). This change is also reflected in the global mean cloud optical thickness, τ = 3.8, which is about 67% of its previous value (Table 4) . The global landocean contrast of cloud top pressures is about the same as before with average values over land being 123 mb lower than over ocean. Most of this difference occurs because the topographic height of the land precludes cloud-top pressures > 900 mb in many places, but it is reinforced by tendencies for proportionately less lower-level and more high-level cloudiness over land than ocean in general and for low-level clouds over land to extend to larger heights than low-level clouds over oceans (cf. Warren et al. 1986 Warren et al. , 1988 . On the other hand, the land-ocean contrast in cloud optical thicknesses has been eliminated in the new results. This change is caused primarily by the significant increase in the amount of thin cirrus cloud detected over land with the lower IR threshold, but there is also propor- 
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%# tionately more ice cloud than liquid cloud over land than over ocean. Figure 5 compares the zonal annual mean cloud amount, top pressure, and optical thickness from the D-series and C-series results based on a common period from July 1990-June 1991 (see also DoutriauxBoucher and Seze 1998). The largest changes in cloud amount, as discussed in the previous section, appear in the polar regions and over land areas. At low and middle latitudes, the new cloud top pressures are lower by 20-40 mb; but they are higher by 10-30 mb in the polar regions. A general decrease of P c is caused by the new ice microphysics treatment, but this effect is reduced slightly over oceans by a small change in the atmospheric temperature profile and the detection of slightly more (low-level) cloudiness by the visible reflectance threshold test. Over land, the change in P c is reinforced at lower latitudes by the increased detection of thin cirrus clouds; over the Sahara (latitude 20-&30-N), some of the extra clouds are low-level cloud that may be mistaken identifications of dust storms (cf. Stubenrauch et al. 1999a) . At lower latitudes, the new optical thicknesses are reduced from about 6 to about 4; the change over land is enhanced by detection of more cirrus. Note that the latitudes where the ITCZ occurs are clearly marked by a mini- mum in the zonal annual mean distribution of cloudtop pressures, but there is only a very small maximum of the zonal annual average optical thicknesses in this zone. The optical thickness maximum is more pronounced in a zonal monthly mean. The midlatitude storm tracks do not produce very distinctive cloud property extrema in the annual mean. Table 5 summarizes the D-series global annual mean values for the period 1986-1993. In the polar regions the effect of the ice microphysical model on cloud top pressure is overwhelmed by the detection of more clouds, which are necessarily low-level because they were not detected in the IR. The most dramatic changes in cloud optical thicknesses occur in the polar regions, where mean values are now ≈ 4−20 instead of 20−55, because of the ice microphysics model and the procedure using the 3.7-µm radiances to resolve ambiguous cases.. The latter effect seems more important. The new results are much closer than the previous results to the few other determinations of cloud optical thicknesses available for high latitude areas. Analysis of radiometersonde data for eight overcast cases in austral winter over the South Pole in the early sixties gave average cloud visible optical thicknesses of about 2 (roughly estimated from a broadband longwave emissivity of about 0.6) and cloud top temperatures of ≈ 220 K (Stone 1993) . In contrast, Lubin and Harper (1996) analyze one year (1992) of AVHRR images at the South Pole, reporting much lower average cloud-top temperatures in wintertime (≈ 180−200 K) and a mean visible optical thickness of about 1 (based on a narrowband infrared emissivity of ≈ 0.4). The difference in date may be significant, if polar stratospheric clouds in association with the ozone hole are a relatively recent phenomenon. Ricchiazzi et al. (1995) report that clouds near the Antarctic coast in spring have much larger visible cloud optical thicknesses, ≈ 25.Annual average ISCCP results show a general decrease of cloud optical thickness from about 8-12 near the Antarctic coast to about 4-6 at the South Pole, with wintertime average cloud top temperatures at the South Pole of 229K; however, the wintertime ISCCP results are obtained only from the sunlight periods at the beginning and end of the winter. The apparent overestimate of optical thicknesses by ISCCP in the interior may be related to a systematic underdetection of thinner clouds there. Leontyeva and Stamnes (1994) at Barrow, Alaska, and Barker et al. (1998) at 21 Canadian stations both infer summertime cloud optical thicknesses using surface total flux radiometers for selected overcast cases, finding linearly averaged visible optical thicknesses of 10-35. The average ISCCP results for collocated sites and the same time periods give average visible optical thicknesses of 7-16; however, when only total overcast cases are selected (about 25%−65% of the time), the average optical thickness is 10-23, indicating a strong dependence on sampling that has not been entirely removed from the comparison. The D-series results agree somewhat better with those of Barker et al. (1998) , even though values were reduced by the microphysics model, because the visible radiance calibration for this time period was changed so as to increase optical thicknesses. Nevertheless, there is a rough factor of two difference between the ISCCP results, based on measured visible reflectances, and the surface-based results, based on diffuse broadband transmission. Since the latter quantity is very sensitive to the assumed single scatter albedo of the cloud particles and other sources of absorption in the cloud outside the visible wavelength range (such as water vapor which is represented in the surface analysis only by a climatology), the difference may be accounted for, in part, by errors in absorption and, in part, by the effects of cloud variations over spatial scales of 100− 300 km. Although these very limited comparisons cannot confirm the accuracy very well, the ISCCP cloud optical thicknesses are now at least roughly similar in magnitude (within a factor of 2) in the polar regions, instead of being very much larger as they were in the C-series results. Figure 6 shows the long-term changes in global monthly mean cloud amount, top temperature and optical thickness from both versions of the ISCCP analysis. Small differences (0.01−0.02) are caused by the changed detection sensitivity for the D series, which does not produce geographically uniform changes. Both versions show a notable slow change of global mean cloud amount occurring during the eight years, July 1983-June 1991. One interpretation of the cause of this variation is that it is related to the El Niño events in 1982 -83, 1986 -87, and 1991 -92 (Rossow and Cairns 1995 ; however, a simple version of this explanation would predict an increase of global cloud cover in 1992-93 that does not appear. Note however, that El Niño variations of upper-tropospheric water vapor abundances exhibit different patterns for the past few events (Bates et al. 1996) ; thus, the failure of the simple expectation does not preclude an El Niño explanation. Moreover, events in 1991-93 are complicated by the stratospheric cloud produced by the eruption of the Mt. Pinatubo volcano, as we discuss below (just as the El Chichon eruption may confuse the interpretation of the 1982-83 El Nino). The data record is still too short to be sure of any of interpretation. Another notable change in the results is the elimination of trends in cloud top temperature and optical thickness that were caused by spurious changes of the radiance calibrations in the first results. Figure 7 suggests that the production of large amounts of stratospheric aerosol by the Mount Pinatubo volcano in late 1991 may be associated with a decrease in cirrus cloud amounts by 0.02−0.04 [and an increase in their average optical thickness, first pointed out by B. Soden (1998, personal communication) ], a possible example of an "indirect" aerosol effect on climate. However, the corresponding and opposite change of cumulus cloud amounts, together with the fact that both changes occur preferentially over oceans, argues that these changes may be caused directly by detection of the aerosol in the satellite visible radiances without any actual change of the clouds. In the ISCCP analysis over ocean, the clear sky VIS reflectance is constrained by a model of ocean surface reflectance, so that some of the additional VIS reflectance caused by the aerosol could be detected as cloud by the VIS channel but not the IR channel; hence, these Aclouds@ would be identified as low-level, optically thin clouds (which we call cumulus). The optical thickness of all other, already-detected clouds would also be increased by the extra aerosol scattering, decreasing the amount of cirrus by shifting them to thicker and lower cloud-type categories. Over land, where the clear-sky VIS reflectance is determined from the data for each month, the main effect of the aerosol increase is to increase the land surface visible reflectances by about 0.02 in 1992; however, there is still a small increase the cirrus optical thicknesses that may be consistent with some observations during the FIRE Cirrus II experiment (Sassen and Chou 1992 ). An analysis of HIRS data suggests an increase of cirrus cloud amount (Wylie et al. 1994) , consistent with an analysis of a high cloud index based on outgoing longwave radiation (Song et al. 1996) . Both of these results probably include clouds that are too thin for ISCCP to detect, but whether they are clouds or aerosols is ambiguous. Further studies combining all available satellite observations are required to determine what actually happened. and D-series results: the annual cycle of global mean cloud amount is somewhat more regular, that of cloudtop temperature is a little less regular, and that of cloud optical thickness has been nearly eliminated in the new results. The first and second changes are associated with the enhanced detection of clouds over land, which enlarges the contribution of the land annual cycle (mostly northern hemisphere) to the global mean annual cycle of cloud amount but compensates for the effect of ocean-land contrast for cloud-top temperature. The third change is associated with the large reduction of the mean optical thicknesses of polar clouds, which reduces their contribution to the annual cycle (since there is no sunlight in wintertime, no values are obtained in that season), and with the increased detection of cirrus over land.
b. Long-term variations
c. Seasonal variations
The mean annual cycle of zonal mean cloud amount in the D-series data is qualitatively the same as in the C-series data. The most prominent variations (±0.07) still occur over land in the Tropics (±15°latitude) and subtropics (±15°−30°latitude), caused by the hemispheric switching of the ITCZ and monsoons . The annual variations of cloud amount over the ocean are only ±0.02. These low-latitude variations nearly cancel in the global mean. Midlatitudes exhibit a slightly smaller seasonal variation (±0.04 over ocean and land) with peak values occurring in (local) spring. The polar regions show a much smaller seasonal variation (±0.04) than before, in better agreement with surface observations (Curry et al. 1996) , except the winter-summer contrast is still opposite in sign to that determined from surface observations due to an underestimate of summertime cloud amounts. The seasonal amplitude of total cloud amount decreases with latitude, whereas that for surface temperatures increases with latitude, more so in the land-dominated Northern Hemisphere than in the Southern Hemisphere.
The annual cycle of zonal mean cloud-top temperatures resembles that of zonal mean surface temperature, increasing amplitude with latitude. There is still a noticeable variation of cloud-top temperatures in the Tropics (±5 K over land but only ±2.5 K over oceans) despite the almost complete lack of an annual variation of surface (and atmospheric) temperature there (in fact there is a semiannual variation of ±1 K in surface temperature). Figure 8 shows the mean annual cycle of cloud-top temperature and pressure in the Tropics and midlatitudes. The cloud-top temperature variations at lower latitudes are caused almost solely by changes in cloud-top pressure associated with the shifting locations of the ITCZ. At higher latitudes, the annual variations of cloud-top temperature are caused in part by seasonal changes of air temperature at constant pressure, offset by seasonal variations of cloud-top pressure. In northern midlatitudes, the annual cycle of cloud-top pressure is shifted in phase from that of the atmospheric temperature so that the cloud-top temperature lags that of the surface and atmosphere. In southern midlatitudes, cloud-top pressure variations almost completely eliminate the annual variations of cloud-top temperature. A notable feature is that the annual variations of cloud-top pressures over land and ocean have opposite phases in the subtropics (Fig. 9) . The largest annual variations of cloud-top pressure occur over Antarctica (±130 mb) associated with the seasonal appearance of polar stratospheric clouds, which may be only partly captured in the ISCCP dataset (cf. Lubin and Harper 1996) . Cloud optical thickness exhibits little (±0.5−2.0) seasonal variability except in the polar regions. These small variations at lower latitudes generally exhibit summer-autumn minima and winter-spring maxima, consistent with the results of Tselioudis et al. (1992) . Since the polar averages are restricted to the sunlit areas, the winter values are estimated by interpolation, giving a maximum cloud optical thickness in Arctic springtime of about 24 and a minimum wintertime value of about 12, more than twice the estimates by Curry and Ebert (1992) . Antarctic values range from a summertime maximum of about 12 to a wintertime minimum of about 4. Figure 10 shows the seasonal variation with latitude of the relative amounts of ice and liquid water clouds that are obtained with the simple cloud-top temperature threshold used in the D-series analysis. At latitudes equatorward of about 35°, the majority of clouds are liquid water over oceans but ice over land, essentially in proportion to the relative amounts of low-level and higher-level clouds. Given the underestimate of low-level cloud amounts obtained from the "top-down" satellite view, this result suggests that liquid water cloud amounts are generally larger than ice cloud amounts. Lin and Rossow (1996) estimate the total ice cloud water path to be about 0.7 of the total liquid cloud water path in nonprecipitating clouds. In the Northern Hemisphere (mostly land), ice clouds predominate over liquid clouds poleward of about 35°N in wintertime (boreal seasons in the figure), whereas in the Southern Hemisphere (mostly ocean), ice clouds predominate over liquid clouds at all latitudes in local wintertime, consistent with generally higher cloud tops in this season. While these results are plausible, they need to be verified by direct determinations of cloud phase, preferably together with vertical profiles of cloud water amount throughout the depth of the atmosphere.
d. Diurnal variations
The diurnal variations of total cloudiness in the D-series results are quantitatively similar to the C-series results Kondragunta and Gruber 1994, Cairns 1995), except for some changes caused by added cirrus clouds over land areas. The most notable features of diurnal cloud variations are the significant differences between the diurnal phases of low-level and upper-level clouds and between lowlevel clouds over ocean and over land (Cairns 1995) . Such changes in the relative amounts of the different cloud types imply complex feedbacks on the radiation budget (cf. Chen et al. 1999) . Figure 11 illustrates the shifting relative amounts of high and low-level clouds over the diurnal cycle for boreal summertime (the average low-level cloud amount is about 30% larger than the average high-level cloud amount; see Table 5 ). Since the average amount and diurnal amplitude of high-level cloudiness are ≈ 0.2 and ≈ 0.1, respectively, the diurnal variations in low-level cloudiness do not appear to be caused simply by changing high-level obscuration and are in good agreement with surface observations, cf. Hahn et al. 1995 , Rozendaal et al. 1995 . The diurnal variations of low-level clouds are largest at low latitudes, although a similar variation occurs over midlatitude land, especially in local summertime; but the diurnal phase over the ocean is opposite to that over land: low-level cloud amounts peak near dawn over ocean but in late afternoon over land. High-level clouds generally have a smaller diurnal variation amplitude and significantly different phases than the lowlevel cloud variations: high-level clouds peak in early evening over both land and ocean. The variations in the polar region, shown in Fig. 11 occur in part because the geographic coverage provided by sunsynchronous polar orbiting satellites in the polar regions is not complete at each time of day, so that the portion of the area observed varies with time of day.
e. Cloud dynamics
The most difficult part of the cloud-climate feedback problem is to understand how atmospheric motions produce clouds and precipitation, especially since cloud systems exhibit characteristic structures and evolution on scales ranging from that of individual buoyant parcels (~500 m and~10 min) to that of midlatitude baroclinic waves (~5000 km and 5 days). The study of "cloud dynamics" has been conducted for decades using surface (mostly land based) and aircraft measurement campaigns, but observing the complete structure and following the whole evolution of the larger cloud systems has not been possible. The advent of global satellite observations with the requisite detail now makes it possible to observe the whole structure of both small and large cloud systems, to follow their whole life cycle, and to watch their interactions with each other and the atmospheric general circulation. Moreover, systematic satellite observations can be used to generalize the previous results with a much larger, statistically significant, number of cases covering all climate regimes. Some good examples of such uses of satellite data are 1) the studies of tropical convection by Mapes (1993) , Laing and Fritsch (1993a,b) , Chen et al. (1996) , Chen and Houze (1997) , Machado et al. (1998) ; 2) studies of marine boundary layer clouds by Rozendaal et al. (1995) , Minnis et al. (1992) , and Wang et al. (1999) ; 3) studies of cirrus clouds by Wylie et al. (1994) , and Jin et al. (1996) ; and 4) studies of midlatitude cloud systems by Lau and Crane (1995) , Klein and Jacob (1999) , and Tselioudis et al. (1999) .
These detailed studies of the dynamics of specific types of cloud systems must ultimately explain why FIG. 12 . Global frequency distributions, normalized to 100, of (a) cloud-top pressures (mb) and (b) cloud optical thicknesses from January and July 1994 as a representative example. the atmospheric general circulation produces the particular global distribution of cloud properties now defined by the cloud climatologies from satellite (ISCCP) and surface observations (Warren et al. 1986 (Warren et al. , 1988 , in combination with information derived from rawinsonde humidity profiles (Wang et al. 1999 , manuscript submitted to J. Climate). Together, these climatologies indicate that the most common clouds are low-level, liquid clouds ( Fig. 12a) : low-level cloud amounts are about 50% larger than high-level cloud amounts. Fig. 12b, showing , whereas less than 10% of clouds have water paths large enough to produce precipitation, / 250 g m-2 (cf. Tian and Curry 1989; Lin and Rossow 1994, 1997) . Thus, cloudiness on Earth can be described as a persistent (frequency of occurrence is about 90%at 280-km resolution) and extensive (mean fractional cover is > 0.5 at 280-km resolution) background of optically thin clouds that determine the radiation balance of Earth, together with a rare, highly variable component of precipitating clouds that are very sparse and intermittent in occurrence (total amount < 0.1). The skewed distributions of cloud-top pressure and optical thickness also mean that the variability of these parameters about their mean values is governed by variations of the amount of high-topped, optically thick clouds out of proportion to their relative amounts. Figure 13 shows that the standard deviations of cloud-top pressure and water path (dominated by time variations rather than spatial variations at scales < 280 km) are correlated with the amount of deep convective and nimbostratus (i.e., precipitating) clouds present. (Some of the cases with precipitating cloud amount > 0.15 are located over high mountains and may not represent actual precipitation. The few values of the standard deviation of water path > 200 g m -2 are located over Antarctica and may indicate a small number of erroneous retrievals.) Because there is a large amount of optically thin clouds, the linear correlation of cloudtop pressure is much weaker (r = 0.40) than for water path (r = 0.83). A complete understanding of cloud dynamics will explain why clouds are generally optically thin and why precipitating clouds are so rare. The nature of the linkage between cloud radiative and cloud-precipitation feedbacks is also determined by the answer to these questions.
Project Plans
Under current plans, ISCCP will continue through 2005, but a discussion of the reasons for continuing or stopping a data anlysis project can be instructive. The most obvious programmatic reason for continuing ISCCP is to provide cloud datasets for the ongoing WCRPs, now organized under GEWEX and the Climate Variability program (CLIVAR). Within the overall strategy of WCRP, GEWEX (initiated in 1988) coordinates studies of the "fast" climate feedback pro- cesses involving radiation, clouds and rain, evaporation, and fresh water storage, with a special focus on land-atmosphere interactions. Studies of thermodynamics of the atmosphere and interactions with the Earth's surface include problems ranging from the global radiation balance to cloud system dynamics. Significant progress has been made on the problem of clouds and radiation, but much more work remains and is only just beginning on understanding the role of clouds in the global hydrological cycle. The main effort of GEWEX towards this goal during the period from 1995 through 2005 will include at least five, possibly six, major regional hydrological experiments that will integrate surface and atmospheric observations from extensive sets of surface-based sensors and a whole new set of satellite sensors now being launched. CLIVAR (initiated in 1996) organizes studies of the "slow" physical processes responsible for climate variability on seasonal, interannual, decadal, and centennial timescales to determine its predictability with a particular emphasis on ocean-atmosphere coupling. To do this requires collection and analysis of global observations covering long time periods, lengthening the available data record by assembling comprehensive paleoclimate information, and development of models that couple all the major components of the climate system (atmosphere, ocean, cryosphere, and biosphere). These models can be used for seasonal-to-interannual climate predictions and to project the response of the climate to changes in the abundances of radiatively active gases and aerosols. Comparison of the predictions with the observations will indicate whether human activities are changing the climate in noticeable ways. Thus, continuation of ISCCP is necessary to provide the detailed and longterm observations of cloud variations (and their role in modulating the radiation and hydrological budgets) that are key to studying the coupling of the atmosphere, land surface, cryosphere and oceans, especially on longer timescales.
One indication of when to stop a project like ISCCP is when it can be replaced by a better observing system. ISCCP currently uses only two wavelengths, so that the obtainable cloud information does not include 1) cloud-base location and layer thickness; 2) particle size, shape, and phase; and 3) the vertical distribution of water, its phase, and particle size distributions within multiple-layered cloud systems. Moreover, the characterization of the diurnal variations of cloud microphysics for upper-level clouds and of the annual cycle of cloud microphysics in the polar regions is incomplete. Some of these problems will yield, in part, to extended and combined analyses of coincident multispectral imager, infrared and microwave sounder observations already available. Such analyses will also be improved with advanced instruments flying on new research satellites: Tropical Rainfall Measuring Mission, Earth Observing System (AM1 = Terra and PM1), ENVISAT, and the Advanced Earth Observing Satellite-II. However, none of these new missions provides both hte global coverage and the diurnal time resolution of the constellation of weather satellites used by ISCCP. Thus, the interpretation of these new cloud measurements in terms of both long-term climate variations and short-term cloud dynamical processes will have a firmer foundation by combining them with the higher time resolution ISCCP datasets covering almost two decades.
Planning for the National Polar Orbiting Environmental Satellite System (NPOESS), a joint effort by NOAA, the Department of Defense, NASA, and EUMETSAT, presents an opportunity to improve the systematic monitoring of clouds with similar coverage and time resolution as ISCCP but with measurements at many more wavelengths. The NPOESS system is three polar orbiting satellites with common instrumentation that will provide global coverage with adequate diurnal (4 hr) resolution. Having a set of common instruments would significantly reduce the intercalibration problem and would provide significant improvements in cloud retrievals over ISCCP through the combined analysis of data from an advanced multichannel (at least seven) visible/infrared imager, a microwave imager, infrared and microwave temperature-humidity sounders, and an ozone-measuring instrument. Thus, ISCCP could continue until NPOESS can take over the long-term monitoring of global cloudiness (2009 at the earliest). In the meantime, significant effort should be focused on satellite experiments that provide missing elements of cloud dynamical processes, such as determinations of cloud vertical structure and geostationary observations of cloud system evolution at very high time resolutions (~ 15−30 min).
