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Pro´logo
El contenido de este libro esta´ diagramado de manera de satisfacer los requerimientos de
un curso regular de un cuatrimestre de duracio´n (aproximadamente 16 semanas, a razo´n
de 10 horas semanales de clases teo´rico-pra´cticas) y presupone que el estudiante puede
tomar dicho curso en el cuarto semestre de la carrera. El manejo de algunos conceptos
utilizados en este libro, relacionados con representaciones geome´tricas y operaciones con
matrices, se vera´ facilitado, naturalmente, si el estudiante ha tomado cursos de geometr´ıa
y a´lgebra lineal.
Los cap´ıtulos esta´n organizados siguiendo un esquema centrado en la presentacio´n de
conceptos ba´sicos y atendiendo, fundamentalmente, a posibilitar la realizacio´n de ca´lculos
simples y concretos dentro de cada uno de los formalismos presentados.
Los primeros cap´ıtulos esta´n dedicados a la presentacio´n de la Teor´ıa de la Relativi-
dad Especial, a partir de la discusio´n del significado newtoniano de la relatividad y de
la cr´ıtica del papel del observador. La discusio´n sobre el significado de las transforma-
ciones de Lorentz se presenta en el Cap´ıtulo 1, a partir de representaciones geome´tricas
y por comparacio´n directa con las transformaciones de Galileo. La formalizacio´n de las
operaciones de transformacio´n entre observadores inerciales, a partir de los postulados de
Einstein, se describe en el Cap´ıtulo 2 utilizando la representacio´n matricial. Las conse-
cuencias f´ısicas relacionadas con los conceptos de masa y energ´ıa relativistas se discuten en
el Cap´ıtulo 3. El Cap´ıtulo 4 esta´ dedicado a las nociones elementales del ca´lculo tensorial
y a su aplicacio´n en la Teor´ıa de la Relatividad Especial.
La transicio´n entre los conceptos propios de la Meca´nica Cla´sica y los correspondientes
a la Meca´nica Cua´ntica se discute con ejemplos concretos en el Cap´ıtulo 5, donde se presen-
tan las explicaciones del efecto fotoele´ctrico, el efecto Compton y las leyes de la radiacio´n.
Este u´ltimo tema incluye, adema´s, la discusio´n de las leyes de distribucio´n cla´sicas: la dis-
tribucio´n de velocidades de Maxwell y la distribucio´n de Maxwell-Boltzmann. El Cap´ıtulo
6 esta´ dedicado a la presentacio´n del modelo ato´mico de Bohr.
En el Cap´ıtulo 7 se discuten los postulados ba´sicos de la Meca´nica Cua´ntica, de manera
formal. La lectura de este cap´ıtulo se vera´ facilitada si el estudiante esta´ familiarizado con
te´cnicas de algebra lineal, aunque si no las posee las definiciones presentadas permiten su
estudio sin mayores dificultades. Aqu´ı se adopto´ un punto de vista muy pragma´tico, ya
que no se trata de discutir la fundamentacio´n de la Meca´nica Cua´ntica, sino de introducir
sus postulados y aplicarlos a ca´lculos concretos. El Cap´ıtulo 8 esta´ dedicado al estudio del
oscilador armo´nico cua´ntico unidimensional y el Cap´ıtulo 9 al estudio de los problemas
sencillos relacionados con barreras y pozos de potencial unidimensionales. El Cap´ıtulo
10 esta´ dedicado a la discusio´n del problema del potencial central y como aplicaciones se
presentan las soluciones correspondientes al potencial coulombiano y al oscilador armo´nico,
ambos en tres dimensiones espaciales.
Finalmente, los aspectos relacionados con las estad´ısticas cua´nticas se presentan en el
Cap´ıtulo 11.
Cada uno de los cap´ıtulos de este libro contiene, al final, la enumeracio´n de los conceptos
ba´sicos presentados, a manera de gu´ıa para el lector y ejercicios de aplicacio´n.
El Cap´ıtulo 12 esta´ dedicado a la revisio´n de la literatura disponible y tiene como
objeto orientar al estudiante en la eleccio´n de textos relacionados con el material que se
presenta en el libro. Los textos correspondientes a cada cap´ıtulo (las citas completas se
iii
consignan en la seccio´n Bibliograf´ıa) son los siguientes: para los primeros cuatro cap´ıtulos
son el texto de J. D’Iverno y el texto de W. Pauli; para los Cap´ıtulos 5 y 6 es el libro de
R. P Feyman, R. D. Leighton and M. Sounds, para los Cap´ıtulos 7 al 10, los textos de
consulta son el libro de F. Mandl y el libro de D. R. Bes. El texto de consulta, para el
Cap´ıtulo 11 es el libro de F. Mandl.
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Cap´ıtulo 1
POSTULADOS RELATIVISTAS
1.1 Introduccio´n
El descubrimiento de la relacio´n existente entre la geometr´ıa y la f´ısica, proceso iniciado
por Galileo (1570-1612) y continuado por Newton (1642-1727) alcanzo´ pleno desarrollo
con Maxwell (1831-1879) quien confirio estado de teor´ıa a la unificacio´n de los feno´menos
ele´ctricos y magne´ticos. Posteriormente, el estudio de las aplicaciones del electromag-
netismo a la descripcio´n de feno´menos dina´micos puso de manifiesto la existencia de incon-
sistencias entre la dina´mica newtoniana y el electromagnetismo de Maxwell. El comienzo
del siglo XX, marco´ el inicio de una e´poca de profundas transformaciones de la F´ısica,
ya que al puntualizarse las dificultades existentes en la descripcio´n newtoniana de la elec-
trodina´mica de los cuerpos en movimiento se posibilito´ el advenimiento de la dina´mica
relativista. Esta teor´ıa, formulada por Einstein, modifico´ severamente la concepcio´n new-
toniana en lo relacionado al papel del observador en la descripcio´n de feno´menos dina´micos
y, entre otras cosas, abolio´ el concepto newtoniano de tiempo absoluto. Conceptualmente,
la Teor´ıa de la Relatividad Especial es una teor´ıa cla´sica que generaliza la relacio´n de-
scubierta por Galileo entre la geometr´ıa y los feno´menos dina´micos. En este cap´ıtulo
estudiaremos el significado de las tranformaciones de Galileo en el contexto de la dina´mica
de Newton y analizaremos su generalizacio´n, de acuerdo a los postulados de la Teor´ıa de la
Relatividad Especial. Discutiremos, finalmente, el significado de las transformaciones de
Lorentz (1853-1928) por comparacio´n directa con las transformaciones de Galileo y como
extensio´n de las mismas.
1.2 Transformaciones de Galileo
Comenzaremos definiendo el significado de un evento y su representacio´n, en la meca´nica
newtoniana, mediante la utilizacio´n de diagramas espacio-tiempo. La nocio´n intuitiva de
evento corresponde a todo aquello que ocurre durante un intervalo de tiempo corto en una
regio´n limitada del espacio. Podemos idealizar este concepto llamando evento al feno´meno
f´ısico que ocurre en un punto del espacio, x, en un instante de tiempo, t. Si representamos
cada evento, P, en funcio´n de la asignacio´n de coordenadas (x,t), escribiremos:
P ≡ P (x, t). (1.2.1)
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Como primer ejemplo supondremos el movimiento rectil´ıneo de un cuerpo, cuya velocidad
es constante, como funcio´n del tiempo. En un diagrama (x,t) la historia o l´ınea de universo
del cuerpo es una l´ınea recta, cuya pendiente es la inversa de la velocidad del cuerpo ya
que
x = x0 + vt, (1.2.2)
y en consecuencia
t =
(x− x0)
v
=
x
v
− t0. (1.2.3)
De esta manera podemos construir diagramas espacio-tiempo, como los que se muestran
en la Figura 1.1. En esa figura las velocidades indicadas son velocidades relativas a A,
que arbitrariamente corresponde al conjunto de puntos x(t) pertenecientes a la trayectoria
con v = 0. Las trayectorias B y D representan velocidades positivas con respecto a A y la
trayectoria C corresponde a una velocidad negativa respecto a A. En esta representacio´n
los observadores B y D se alejan de A mientras el observador C se dirige hacia A. La
recta correspondiente a la velocidad v = c = 1 representa la l´ınea de universo de una
sen˜al luminosa. El sistema de unidades adoptado es el llamado sistema relativista, en
este sistema las velocidades son adimensionales y los tiempos se miden un unidades de
longitud. La definicio´n de evento que hemos introducido implica el conocimiento de los
valores de la posicio´n y del tiempo (x,t) asignados al mismo. Llamaremos observadores a
los individuos o sistemas de deteccio´n dotados de una regla y un reloj. Estos observadores
confeccionan tablas o registros donde se consignan los valores de la posicio´n, x, y del
tiempo, t, correspondientes a la l´ınea de universo de un dado conjunto de eventos. Como la
especificacio´n de la posicio´n de un evento por parte de un observador requiere de la eleccio´n
de un origen (x=0) respecto al cual el valor de x asociado al evento esta´ un´ıvocamente
definido, es necesario introducir, adema´s del reloj y la regla, un sistema de coordenadas.
El conjunto regla-reloj-sistema de coordenadas constituye un sistema de referencia. En
la descripcio´n newtoniana de un evento si dos o ma´s observadores han sincronizado sus
relojes en un dado instante, ellos siempre estara´n de acuerdo en la lectura que hagan de
los tiempos asociados al evento, independientemente de sus movimientos relativos. Este
es el concepto de tiempo absoluto de la meca´nica de Newton. Supongamos que un tren se
desplaza a velocidad constante v y que un observador fija su sistema de referencia en el
tren, tomando el origen del sistema de coordenadas en su asiento. Supongamos que otro
observador esta´ ubicado en tierra, en el ande´n de una estacio´n. Si ambos observadores
han sincronizado sus relojes en el instante de tiempo correspondiente a la partida del tren
desde la estacio´n, el observador cuyo sistema de coordenadas esta´ fijo al tren describe su
l´ınea de universo como una recta paralela el eje temporal. Para el observador en tierra,
el tren se mueve de acuerdo a la ecuacio´n x(t) = x0 + vt y la correspondiente l´ınea de
universo es una recta cuya pendiente es 1/v. En el contexto newtoniano las lecturas de
los valores del tiempo coincidira´n para ambos observadores. Con respecto a su sistema
de referencia el observador en el tren esta´ en reposo, ya que suponemos que no se mueve
de su asiento, y sus lecturas del tiempo indican valores que coinciden con los valores del
tiempo que mide el observador en tierra para quien el tren, y por ende el observador fijo
al tren, se ha desplazado una distancia x(t) en el tiempo t. Ahora bien, si debemos elegir
una forma de describir el feno´meno, esto es el movimiento del tren, podemos preguntarnos
cua´l elegir. El concepto de relatividad se refiere a la forma en que diferentes observadores
describen el mismo feno´meno.
La teor´ıa de Newton postula la existencia de un sistema de referencia preferido, tal
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Figura 1.1: Diagramas espacio-tiempo, para diferentes historias o l´ıneas de universo. Cada
l´ınea de universo corresponde a una dada velocidad. La recta x = t corresponde a la
velocidad v = c = 1. En estas unidades, llamadas unidades relativistas, la recta con
pendiente unidad representa la l´ınea de universo de una sen˜al luminosa
como lo establece la Primera Ley de Newton: Todo cuerpo continu´a en su estado de
reposo o en movimiento rectil´ıneo uniforme a menos que su estado cambie por la accio´n
de fuerzas aplicadas sobre e´l. De acuerdo con esta ley existe un conjunto privilegiado de
cuerpos, que son aquellos sobre los que no actu´an fuerzas. Los sistemas de referencia
de observadores fijos a estos cuerpos se denominan sistemas inerciales. De manera que
si hemos encontrado un sistema inercial, S, entonces cualquier otro sistema inercial, S′,
estara´ en reposo o se movera´ con velocidad constante con respecto a S. Claramente, si esto
no se cumple, la primera ley de Newton dejar´ıa de ser va´lida. Las transformaciones que
permiten el pasaje de un sistema inercial a otro sistema inercial son las transformaciones
de Galileo. Consideremos, para fijar las ideas, que S y S′ son dos sistemas inerciales, cuyos
ejes coordenados son paralelos, y supongamos que S′ se mueve respecto a S a lo largo del
semieje positivo x, con velocidad constante V (ver Figura 1.2). Si dos observadores han
sincronizado sus relojes en el instante en que los or´ıgenes de ambos sistemas de coordenadas
coincidieron, sus lecturas indicara´n
x′ = x− V t, y′ = y z′ = z t′ = t (1.2.4)
Estas son las transformaciones de Galileo. Como las leyes de Newton son va´lidas solamente
en sistemas inerciales, podemos interpretar a las transformaciones de Galileo como las
transformaciones frente a la cuales las leyes de Newton son invariantes.
La Segunda Ley de Newton establece que
El cambio del momento de un cuerpo con respecto al tiempo es igual a la fuerza aplicada
sobre el cuerpo y esta´ dirigido en la direccio´n del movimiento del cuerpo
La demostracio´n de la invariancia de esta ley al aplicar las transformaciones de Galileo
es directa ya que, para una part´ıcula de masa m constante, el cambio del momento con
respecto al tiempo, se expresa en el sistema S
F =
dp
dt
= m
dv
dt
(1.2.5)
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Figura 1.2: Representacio´n de un par de sistemas inerciales. El sistema S′ se mueve con
velocidad V , a lo largo del eje x del sistema S.
En el sistema S′ esta fuerza se escribe
F ′ =
dp′
dt
= m
dv′
dt
(1.2.6)
y su valor coincide con el valor de la fuerza calculado en S, ya que
dv′
dt
=
dv
dt
(1.2.7)
Por lo tanto, no solamente el valor de la fuerza sino tambie´n la forma de la Segunda Ley de
Newton se mantienen invariantes al aplicar las transformaciones de Galileo. El resultado
anterior establece la covariancia de las leyes de Newton: las leyes de Newton tienen
la misma forma en diferentes sistemas de coordenadas al aplicar las transformaciones de
Galileo. Esta propiedad no se verifica en el caso de las ecuaciones de Maxwell, como
veremos a continuacio´n. Consideremos el caso de una carga, q, cuyo valor es el mismo
para dos observadores S y S′; llamemos V a la velocidad relativa entre ambos observadores
y v y v′ a los valores de la velocidad de la carga de prueba medidas en S y S′. Suponemos
que la carga se mueve en una regio´n del espacio donde no existe materia polarizable y
en presencia de campos ele´ctricos y magne´ticos esta´ticos. La fuerza neta sobre la carga
medida en S es la fuerza de Lorentz:
FS = q(E + v ×B) (1.2.8)
Esta misma fuerza, segu´n el observador en S′ se escribe
FS′ = q(E
′ + v′ ×B′) (1.2.9)
siendo (E,B) y (E′, B′) los campos medidos en S y S′, respectivamente. De acuerdo a
los resultados obtenidos al aplicar las transformaciones de Galileo a las leyes de Newton,
podemos pedir que los valores de FS y FS′ coincidan y expresar las cantidades medidas
en S en funcio´n de las cantidades medidas en S′ (v’=v-V), de donde resulta
FS′ = q(E
′ − V ×B′ + v ×B′) (1.2.10)
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En consecuencia, la igualdad entre las fuerzas requiere
B′ = B E′ = E + V ×B (1.2.11)
Claramente, la relacio´n entre campos ele´ctricos implica que las fuentes en S y S′ son
diferentes, ya que:
∇.E = 4πρ (1.2.12)
de donde
ρS = ρS′ − 1
4π
∇′. (V ×B) (1.2.13)
La definicio´n de la densidad de carga en cada sistema implica
ρS =
∆q
∆volS
ρS′ =
∆q
∆volS′
(1.2.14)
Ahora bien, la aplicacio´n de las transformaciones de Galileo deja invariante el elemento
de volumen (∆volS = ∆volS′) y ambos observadores miden la misma carga, por lo tanto
debe cumplirse
ρS = ρS′ (1.2.15)
en contradiccio´n con el resultado (1.2.13) obtenido al pedir la igualdad de los valores de
las fuerzas. Notemos que, si pedimos la covariancia, respecto a las transformaciones de
Galileo, de la fuerza sobre una carga y si esta tomara diferentes valores para diferentes
observadores, la variacio´n∇′. (V ×B) podr´ıa utilizarse para definir la velocidad absoluta de
un sistema. Estos resultados constituyen cuestionamientos severos al esquema newtoniano,
ya que al tratar con feno´menos electromagne´ticos: o se abandona la nocio´n de covariancia
para las fuerzas electromagne´ticas frente a las transformaciones de Galileo o bien se busca
una generalizacio´n de las transformaciones de Galileo. Esta fue la motivacio´n del trabajo
de Einstein y que llevo´ a la formulacio´n de la Teor´ıa de la Relatividad Especial, tal como
discutiremos a continuacio´n.
1.3 El Principio de la Relatividad Especial
El principio de relatividad, en la meca´nica newtoniana, establece que
Todos los observadores inerciales son equivalentes, en lo que respecta a experimentos
dina´micos
Esto quiere decir que si un observador inercial realiza un experimento dina´mico y de-
termina una dada ley f´ısica (i.e. si determina mediante sus mediciones la existencia de
relaciones entre magnitudes f´ısicas asociadas a dicho experimento) entonces cualquier otro
observador inercial que realice la misma experiencia debe descubrir la misma ley f´ısica.
En otras palabras, las leyes enunciadas por estos observadores inerciales deben ser invari-
antes frente a las transformaciones de Galileo. Podemos entonces afirmar que si la ley
del ejemplo se escribe utilizando las coordenadas y el tiempo medidos por un observador
en S, entonces debe escribirse de la misma manera en S′, reemplazando (x, y, z, t) por
(x′, y′, z′, t = t′). Este enunciado del principio de relatividad es equivalente a afirmar que
mediante la realizacio´n de un experimento dina´mico sobre un dado cuerpo no se puede
decidir respecto al estado de movimiento, reposo o movimiento uniforme, de dicho cuerpo.
6 CAPI´TULO 1. POSTULADOS RELATIVISTAS
En la teor´ıa de Newton no podemos determinar la posicio´n absoluta de un evento en el
espacio, ya que so´lo podemos determinar tal posicio´n con respecto a otro evento. De
esta manera, posicio´n y velocidad son conceptos relativos. El concepto de relatividad
de la teor´ıa de Newton puede criticarse, como lo hizo Einstein, diciendo que un experi-
mento puramente dina´mico no existe y que au´n al nivel ma´s elemental la realizacio´n de
cualquier experimento dina´mico implica adema´s la realizacio´n de observaciones que esta´n
gobernadas por otras leyes f´ısicas. Esto significa que al realizar un experimento dina´mico
debemos tambie´n observar, registrar y transmitir los valores de las variables dina´micas.
El conjunto de acciones impl´ıcitas en el acto de la observacio´n, para Einstein, no es parte
de la dina´mica.
1.4 Postulados de Einstein
De acuerdo a la interpretacio´n de Einstein el principio de relatividad newtoniano debe
re-formularse de la manera siguiente:
Primer Postulado de Einstein:
Todos los observadores inerciales son equivalentes
Este postulado elimina la limitacio´n impuesta por la naturaleza dina´mica de un feno´meno
f´ısico. Supongamos, por ejemplo, que un observador mide la distancia a un objeto dado
enviando una sen˜al luminosa. Esta sen˜al es reflejada por el objeto y recibida por el ob-
servador. Si adoptamos como me´todo de medicio´n de distancias la medicio´n del tiempo
transcurrido entre la emisio´n y la deteccio´n de la sen˜al luminosa, la distancia desde el ob-
servador al objeto sera´ proporcional a la mitad de la diferencia entre estos tiempos. Con
este me´todo, las distancias se expresan en unidades de tiempo y la constante de propor-
cionalidad es la velocidad de la luz en el vac´ıo. Las observaciones astrono´micas demuestran
que la velocidad de la luz en el vac´ıo es independiente del movimiento de las fuentes y es
tambie´n independiente del color, intensidad, etc. Einstein adopto´ la constancia del valor
de la velocidad de la luz, c, en su segundo postulado:
Segundo Postulado de Einstein:
La velocidad de la luz es la misma en todos los sistemas inerciales
El valor experimental de la velocidad de la luz en vac´ıo es c = 2, 99792458×108m/seg,
aproximadamente igual a 3 × 108 m/seg. A continuacio´n veremos algunas de las conse-
cuencias de estos postulados.
1.5 Velocidades relativas
Consideremos las l´ıneas de universo, o historias en el plano (x,t), de dos observadores
inerciales A y B. Suponemos, por simplicidad, que A esta´ en reposo y que B esta´ aleja´ndose
de A con velocidad constante. El diagrama de A sera´ entonces una l´ınea vertical paralela al
eje t mientras que el de B formara´ un dado a´ngulo con el eje x. Por conveniencia fijemos el
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valor c = 1, de manera que cualquier sen˜al luminosa se puede representar como una recta
a 45 grados (pendiente 1) respecto al eje x. En lo que resta del cap´ıtulo, las velocidades se
indicara´n en unidades relativistas. En consecuencia, para representar la l´ınea de universo
de la sen˜al luminosa adoptaremos c=1 y por lo tanto tendremos x=t.
Si A emite sen˜ales a intervalos de tiempo T , segu´n su reloj, ellas sera´n recibidas por
B a intervalos fT , donde f es un factor a determinar y que depende del movimiento
de B relativo a A. Como ambos observadores son inerciales, este factor es independiente
del tiempo. En otras palabras, estamos pidiendo que entre los valores de las coordenadas
espaciales y tiempos de A y B exista una relacio´n lineal. El principio de relatividad especial
requiere que exista reciprocidad entre las relaciones de A y B, de manera que si B emite
sen˜ales a intervalos T segu´n su reloj, A las recibira´ a intervalos fT , ya que desde el punto
de vista de B es A quien se esta´ alejando de B con velocidad constante. Consideremos
la forma en que el observador A asigna coordenadas a un evento dado P. Si A env´ıa una
sen˜al luminosa en el instante t = t1, que es reflejada por P y recibida nuevamente por A
en el instante t = t2, A asignara´ las coordenadas
t =
(t1 + t2)
2
, x =
(t2 − t1)
2
(1.5.1)
La demostracio´n es muy simple y nos basaremos en el diagrama que se muestra en la
Figura 1.3. En el tria´ngulo (t2tP ) el lado (t2t) es igual a x tan β y en el tria´ngulo (t1tP )
el lado (t1t) es igual a x tan γ. A partir de estas relaciones se obtiene
t2 − t1 = x(tan β + tan γ) (1.5.2)
y como β = γ = pi4 , y por lo tanto tan γ = tan β = 1, resulta
t2 − t1 = 2x (1.5.3)
Ana´logamente, en el tria´ngulo (t1tP ) se verifica
t− t1
x
= tan
π
4
= 1 (1.5.4)
y en consecuencia
t = t1 + x (1.5.5)
de donde resultan los valores indicados anteriormente para x y t en (1.5.1). Si los obser-
vadores A y B han sincronizado sus relojes cuando sus l´ıneas de universo se cruzaron en
el punto O y situamos a P sobre la l´ınea de universo de B, la sen˜al enviada por A, al cabo
de un tiempo T , sera´ recibida en P al cabo de un tiempo fT y recibida nuevamente en A
al cabo de un tiempo f(fT ) = f2T . Todos estos valores esta´n referidos a O (ver Figura
1.3).
Reemplazando estos valores en la definicio´n de las coordenadas de P, obtenemos
t1 = T , t2 = f
2T
t =
T (1 + f2)
2
, x =
T (f2 − 1)
2
(1.5.6)
Como T var´ıa, estas son las coordenadas de los eventos que definen la l´ınea de universo
de B. Si V es la velocidad de B respecto a A, entonces
V =
x
t
=
(f2 − 1)
(f2 + 1)
(1.5.7)
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Figura 1.3: Transformacio´n de lecturas del tiempo entre los observadores inerciales A y B.
Ambos observadores han sincronizado sus relojes en O. El observador B se desplaza con
velocidad constante V respecto al observador A. Por construccio´n (definicio´n del me´todo
de la sen˜al luminosa) el segmento que parte del eje temporal en B e intersecta al eje
temporal en A en el punto t1 es paralelo a la recta x = t y el que lo intersecta en t2 es
perpendicular a la recta x = t.
y en consecuencia
f =
(
1 + V
1− V
) 1
2
(1.5.8)
Si B se esta´ alejando de A entonces resulta f > 1 y si B se acerca a A entonces f < 1.
Naturalmente, si A esta´ en reposo respecto a B y B esta´ en reposo respecto a A (reposo
relativo significa V = 0) y han sincronizado sus relojes entonces sus relojes permanecera´n
sincronizados. Si ahora consideramos un tercer observador inercial, C, podemos utilizar
el procedimiento anterior y escribir las relaciones
f(AB) =
(
1 + V (AB)
1− V (AB)
)1
2
f(BC) =
(
1 + V (BC)
1− V (BC)
)1
2
f(AC) =
(
1 + V (AC)
1− V (AC)
)1
2
(1.5.9)
y a partir de estas relaciones y de acuerdo al Primer Postulado, obtenemos
f(AC) = f(AB)f(BC) (1.5.10)
y este resultado implica la regla de composicio´n de velocidades
V (AC) =
V (AB) + V (BC)
1 + V (AB)V (BC)
(1.5.11)
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Figura 1.4: Vago´n en movimiento respecto al ande´n. Las sen˜ales luminosas emitidas en
los focos f1 y f2 son detectadas en tierra (disparadores 1 y 2) y en el centro del vago´n
La demostracio´n es sencilla y su realizacio´n se propone como ejercicio al final del cap´ıtulo.
La Eq. (1.5.11) es una ley de composicio´n de velocidades que difiere de la correspondiente
a las transformaciones de Galileo
V (AC) = V (AB) + V (BC) (1.5.12)
y esta´ de acuerdo con el Segundo Postulado, ya que si suponemos V (BC) = 1, es decir: la
velocidad relativa de C respecto a B es la velocidad de la luz, entonces resulta V (AC) = 1.
A partir de esta nueva ley de composicio´n de velocidades, podemos extraer las siguientes
conclusiones:
a)si sumamos dos velocidades menores que c el valor resultante es menor que c
b)si alguna de las velocidades es c el resultado de la suma es c.
En la teor´ıa de la Relatividad Especial c tiene, por lo tanto, el significado de una
velocidad l´ımite.
1.6 El concepto de simultaneidad
La nocio´n ordinaria de simultaneidad implica el tratamiento separado de las coordenadas
espaciales y temporales de los eventos. Este no es el caso en la teor´ıa de la Relatividad
Especial, donde el papel que juega el concepto de simultaneidad es cr´ıtico.
Supongamos el siguiente experimento ideal: un observador (B) se situ´a en la mitad
de un vago´n de tren, el vago´n tiene en cada extremo un dispositivo emisor de sen˜ales de
luz que apuntan hacia el observador (fuentes de luz 1 y 2) y que se activan cuando el
vago´n pasa por dos puntos fijos en tierra (disparadores 1 y 2) separados entre s´ı por una
distancia igual a la longitud del vago´n; entre esos puntos fijos (disparadores) se situ´a otro
observador (A) (ver Figura 1.4).
El vago´n se mueve a velocidad V respecto a tierra y al pasar por los puntos fijos, de
modo que cada extremo del vago´n en movimiento coincida con un punto fijo (disparador)
en tierra, se activan los emisores de luz. Para el observador A los destellos se producen
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Figura 1.5: Cono de luz correspondiente al evento O. El evento O esta´ precedido por el
evento G y antecede al evento F. El evento C, sobre la l´ınea de universo con v = c (sen˜al
luminosa), precede al evento O. Las zonas sombreadas representan el pasado y el futuro
absolutos del evento O. Las zonas exteriores al cono de luz asociado a O representan el
pasado relativo y el futuro relativo de O.
en forma simulta´nea pero el observador B, que se mueve hacia la luz disparada desde el
extremo del vago´n situado a su izquierda y que se aleja de la luz emitida por el dispositivo
situado a su derecha (foco 1), vera´ la luz de la fuente 2 antes de ver la luz proveniente de
la fuente 1. En consecuencia, B afirmara´ que las emisiones de luz han sido sucesivas y no
simulta´neas. Los eventos que A considera simulta´neos son considerados por B como suce-
sivos. Esto nos demuestra el cara´cter relativo del concepto de simultaneidad. Podemos
entonces hablar de la relatividad de la simultaneidad.
1.7 El cono de luz
Si consideramos un evento O, en la l´ınea de universo de un dado observador, podemos
distinguir cuatro regiones en el plano (x,t) determinadas por las dos rectas a pi4 y a
3pi
4 ,
respectivamente, respecto al semieje x positivo, y que se intersectan en O (ver Figura 1.5):
a)el pasado absoluto de O: es la regio´n limitada por las rectas x = ±ct, en el semiplano
inferior
b)el futuro absoluto de O: es la regio´n del semiplano superior limitada por las rectas
x = ±ct
c)el pasado relativo de O: son las regiones del semiplano inferior limitadas por el eje x
y por las rectas x = ±ct
d)el futuro relativo de O: son las regiones del semiplano superior limitadas por el eje
x y por las rectas x = ±ct
Si ubicamos un evento H sobre una de las ramas positivas (semiplano superior) t =
±1cx, este evento ocurrira´ despue´s de O y es una manifestacio´n de causalidad: el evento
O causa el evento H. Si tomamos un evento F en la regio´n entre las ramas positivas,
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este evento ocurrira´ despue´s de O. Todos los observadores inerciales estara´n de acuerdo
en afirmar estas relaciones. Algo similar ocurrira´ con los eventos tipo C ubicados sobre
una de las ramas negativas y tipo G, ubicados en el semiplano inferior en el interior del
cono de luz asociado a O, que sera´n descriptos por todos los observadores inerciales como
antecesores de O.
Los eventos que se ubiquen fuera del cono de luz asociado a O, es decir los sectores del
pasado relativo o del futuro relativo, no sera´n descriptos de la misma manera por todos los
observadores inerciales. Notemos tambie´n que la l´ınea de universo de cualquier observador
inercial que pase por O debe estar en la regio´n limitada por el cono de luz.
1.8 La paradoja del reloj
El significado del tiempo, en la Relatividad Especial, difiere al correspondiente a la teor´ıa
newtoniana. Para ilustrar esta afirmacio´n discutiremos la llamada paradoja del reloj. Con-
sideremos tres observadores inerciales, A, B y C, que se mueven con velocidades relativas
V (AB) = −V (AC). Supongamos (ver Figura 1.6) que A y B han sincronizado sus relojes
al encontrarse en O(AB) ≡ O y que el reloj de C esta´ sincronizado con el reloj de B en
O(BC). Supongamos, adema´s, que B y C se encuentran al cabo de un tiempo T segu´n
B y que ambos emiten una sen˜al luminosa a A. Entonces, de acuerdo a nuestros ca´lculos
previos, A recibe esa sen˜al en R luego de un tiempo f(AB)T medido desde el encuentro
con B, donde f(AB) > 1 ya que B se aleja de A. La sen˜al enviada por C llegara´ a A
despue´s de un tiempo T/f(AB), ya que las velocidades relativas tienen distinto signo y por
consiguiente f(AC) → 1/f(AB). Este resultado se suele presentar como una paradoja.
En realidad no lo es, ya que el tiempo relativista depende del camino recorrido por la
sen˜al. En este caso las mediciones fueron efectuadas por dos pares de observadores iner-
ciales (AB) y (AC) cuyos movimientos relativos son distintos , ya que B se aleja de A y C
se acerca a A, y no por un u´nico par de observadores.
1.9 Las transformaciones de Lorentz
A continuacio´n presentaremos una serie de transformaciones, conocidas como transforma-
ciones de Lorentz especiales, que nos permitira´n establecer relaciones entre las coordenadas
y tiempos asignados a un dado evento por observadores inerciales. La forma general de
estas transformaciones sera´ discutida en el cap´ıtulo siguiente. Consideremos que a un
evento P se le asignan coordenadas (x, t) en un sistema inercial A y (x′, t′) en un sistema
inercial B. El observador A debe enviar luz en el instante t−x para iluminar a P y recibira´
luz en el instante t + x. Suponemos que la l´ınea de universo de A esta´ dada por x = 0
y que el origen para t en A es arbitrario (ver Figura 1.7). Si utilizamos las definiciones
basadas en el uso de factores de transformacio´n entre observadores inerciales, podemos
escribir, tomando unidades relativistas:
t′ − x′ = f(t− x)
t+ x = f(t′ + x′)
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Figura 1.6: Interpretacio´n gra´fica de la llamada paradoja del reloj. El observador B se
aleja del observador A con velocidad VAB = V ; el observador C se aproxima al observador
A con velocidad VAC = −V . Las l´ıneas de universo de los observadores B y C se intersectan
en el punto P (punto de sincronismo de ambos sistemas). Ambos sistemas emiten sen˜ales
hacia el sistema A. La sen˜al que parte de C alcanza a A en el punto Q, correspondiente
al valor TQ−OAB = fACT = (1/fAB)T ; la sen˜al que parte de B alcanza a A en el punto R,
al que se le asigna el valor TR−OAB = fABT , ya que fAC = 1/fAB y fAB > 1. Ya que B
se aleja de A, resulta TQOAB < T < TROAB
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de donde resulta
t′ =
1
2
[
(f +
1
f
)t− (f − 1
f
)x
]
x′ =
1
2
[
(f +
1
f
)x− (f − 1
f
)t
]
(1.9.1)
y como
f +
1
f
=
2√
1− v2
f − 1
f
=
2v√
1− v2 (1.9.2)
podemos, finalmente, escribir
t′ =
t− xv√
1− v2
x′ =
x− vt√
1− v2
En estas unidades el tiempo se mide en unidades de longitud, la velocidad es adimen-
sional y se indica en fracciones de c. En unidades ordinarias (t → tc y v → vc ) estas
transformaciones toman la forma:
t′ =
t− xv/c2√
1− v2/c2
x′ =
x− vt√
1− v2/c2
Las transformaciones (10.1.3) son un caso especial de las transformaciones de Lorentz
y se interpretan como un arrastre del sistema de coordenadas S′ en la direccio´n del semieje
positivo x de S, con velocidad v. Notemos que si v << 1 estas transformaciones toman la
forma de las transformaciones de Galileo.
1.10 Concepto de representacio´n espacio-tiempo
Podemos comparar las transformaciones especiales de Lorentz con las transformaciones de
Galileo.
Transformaciones de Galileo Transformaciones de Lorentz
t′ = t t′ = t−vx/c
2√
1−v2/c2
x′ = x− vt x′ = x−vt√
1−v2/c2
y′ = y y′ = y
z′ = z z′ = z
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x=
ct 
(c=
1)
t
X
V(AB)(t-x)
(t+x)
(t'+x')
(t'-x')
P(t,x)
BA
 
 
Figura 1.7: Transformacio´n entre sistemas inerciales, de las coordenadas espacio-
temporales asignadas a P
Vemos que en el caso de las transformaciones de Galileo la coordenada temporal es la
misma para todos los observadores (tiempo absoluto de la teor´ıa newtoniana). Para el
caso de las transformaciones de Lorentz, las coordenadas espaciales y temporales esta´n
mezcladas. En la representacio´n newtoniana, el tiempo esta´ separado del espacio eucl´ıdeo
y existe simultaneidad absoluta. As´ı, si consideramos dos eventos simulta´neos, a los que
asignamos coordenadas (t, x1, y1, z1) y (t, x2, y2, z2), el cuadrado de la distancia eucl´ıdea,
l, entre esos eventos se define como
l2 = (x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (1.10.1)
y es invariante frente a transformaciones de Galileo.
Si ahora tomamos en cuenta las transformaciones de Lorentz, las coordenadas espa-
ciales y temporales se combinan de manera de definir el espacio continuo de 4 dimensiones
(espacio-tiempo), donde el intervalo s entre dos eventos se define
s2 = c2(t1 − t2)2 − (x1 − x2)2 − (y1 − y2)2 − (z1 − z2)2 (1.10.2)
Esta cantidad (s2) es invariante frente a transformaciones de Lorentz. Notemos que mien-
tras l es siempre una cantidad definida positiva (o nula), s es real solo si s2 es no-negativo.
En forma diferencial, suponiendo que las diferencias entre las coordenadas de ambos even-
tos son infinitesimales, tenemos
ds2 = c2dt2 − dx2 − dy2 − dz2 (1.10.3)
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El espacio de 4 dimensiones en el que la forma diferencial ds2 de la Ec. (1.10.3) es invari-
ante frente a transformaciones de Lorentz especiales (10.1.3) es el espacio de Minkowski.
En el Cap´ıtulo 2 definiremos la forma general de las transformaciones de Lorentz y estu-
diaremos algunas consecuencias importantes de la teor´ıa.
Para concluir con esta introduccio´n a las transformaciones de Lorentz nos referire-
mos a su interpretacio´n como generalizacio´n lo´gica de las transformaciones de Galileo y
basa´ndonos en consideraciones de simetr´ıa.
En forma matricial, las transformaciones de Galileo se escriben de la manera siguiente
(
x′
t′
)
=
(
1 −v
0 1
)(
x
t
)
(1.10.4)
y resulta manifiesta la asimetr´ıa de la matriz de transformacio´n. Si pensamos en una
forma ma´s sime´trica, manteniendo la linealidad en la relacio´n de (x, t) con (x′, t′), podemos
escribir
(
x′
t′
)
=
(
1 −v
−vα 1
)(
x
t
)
(1.10.5)
donde el para´metro α fue introducido para expresar el producto vαx en las mismas
unidades que t. A este argumento agregaremos como condicio´n que la aplicacio´n de dos
transformaciones sucesivas, con velocidades v y −v deje invariante al conjunto de coorde-
nadas iniciales. Expresaremos esta condicio´n mediante el factor de normalizacio´n β, tal
que
(
x′
t′
)
= β
(
1 −v
−vα 1
)(
x
t
)
(1.10.6)
El producto de transformaciones S → S′ → S es la transformacio´n unidad
β2
(
1 −v
−vα 1
)(
1 v
vα 1
)
=
(
1 0
0 1
)
(1.10.7)
y esta igualdad implica
β2 =
1
1− v2α (1.10.8)
Por razones dimensionales dim[α] = (velocidad)−2. Finalmente, examinaremos la
nocio´n de intervalo espacio-temporal. Generalizando la definicio´n de distancia entre dos
puntos en espacio eucl´ıdeo, escribimos
s2 = k2t2 − x2 (1.10.9)
y pediremos que esta distancia sea invariante frente a la transformacio´n S → S′.
Suponemos que el factor k es real y para determinar su valor escribiremos la igualdad
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k2t′
2 − x′2 = k2t2β2(1− v
2
k2
)− x2β2(1− k2α2v2)
+ 2xtvβ2(1− αk2) (1.10.10)
La igualdad de ambos intervalos
k2t2 − x2 = k2t′2 − x′2 (1.10.11)
se cumple si se anula el coeficiente en el te´rmino que contiene xtv y esto significa que los
valores de k y α esta´n relacionados
k2 =
1
α
(1.10.12)
Con este valor los coeficientes de los te´rminos x2 y k2t2
β2(1− k2α2v2) = β2(1− αv2) = 1
β2(1− v
2
k2
) = β2(1− αv2) = 1 (1.10.13)
se reducen a la unidad.
En definitiva la transformacio´n generalizada requiere de un u´nico para´metro (k) que
es independiente del sistema utilizado para describir el intervalo espacio-temporal. En la
teor´ıa de la Relatividad Especial, el valor del para´metro k es igual al valor de la velocidad
de la luz en el vac´ıo. Esta eleccio´n no es arbitraria, ya que respeta un hecho observacional:
el valor de la velocidad de propagacio´n de una sen˜al luminosa en vac´ıo es independiente
del estado de movimiento de la fuente.
De esta manera, la generalizacio´n de las transformaciones de Galileo, en las condiciones
de simetrizacio´n e invariancia descriptas anteriormente, conduce a la forma
k = c α =
1
c2
β =
1√
1− v2
c2
(1.10.14)
de donde (
x′
t′
)
=
1√
1− v2
c2
(
1 −v
−v/c2 1
)(
x
t
)
(1.10.15)
1.11 Resumen del cap´ıtulo
Se sugiere al estudiante que exprese, en sus propios te´rminos, los conceptos, definiciones
y principios que se enumeran a continuacio´n, como forma de valorar los conocimientos
adquiridos. La misma metodolog´ıa se sugiere para los cap´ıtulos siguientes (y se omitira´
en los correspondientes resumenes esta mencio´n)
• Transformaciones de Galileo.
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• Tiempo absoluto en la Meca´nica Newtoniana.
• L´ıneas de Universo.
• Principio de Relatividad Especial.
• Postulados de Einstein.
• Velocidad relativa entre observadores inerciales.
• Simultaneidad.
• Cono de Luz.
• Paradoja del reloj.
• Transformaciones de Lorentz.
• Representacio´n espacio-tiempo.
1.12 Problemas
1. Dibujar el diagrama espacio-tiempo del evento que representa un cuerpo en reposo.
2. Demuestre que al cambiar V por −V (velocidad relativa entre dos observadores)
resulta f → 1f .
3. Demuestre la relacio´n (1.5.11) (regla de composicio´n de velocidades relativistas).
4. ¿En cua´nto tiempo una sen˜al luminosa recorre la distancia Tierra-Luna? y la dis-
tancia Tierra-Sol? Y la distancia Sol-estrella ma´s pro´xima?. Exprese el valor de
la distancia asociada a un an˜o luz (distancia Tierra-Sol=1.5 102 MKm, distancia
Tierra-Pro´xima Centauri=3.8 107 Mkm, donde 1 MKm=106 Km).
5. Demostrar las relaciones entre (x, t) y (x′, t′), ecuaciones (1.9.3), utilizando los val-
ores indicados en la Figura 1.7.
6. Demostrar las relaciones existentes entre eventos pertenecientes a las diferentes re-
giones del cono de luz, dibujando las l´ıneas de universo de dos o ma´s observadores
inerciales y utilizando los argumentos presentados al determinar las coordenadas de
un evento, mediante los factores f.
7. Demostrar que la distancia eucl´ıdea l, entre dos eventos, es invariante frente a las
transformaciones de Galileo.
8. Demostrar que el intervalo espacio-temporal s2 = c2t2− x2 es invariante frente a las
transformaciones de Lorentz.

Cap´ıtulo 2
TRANSFORMACIONES DE
LORENTZ
2.1 Introduccio´n
El objetivo de este Cap´ıtulo es estudiar las propiedades formales de las transformaciones
de Lorentz y las consecuencias del uso de las mismas en relacio´n a las nociones newtonianas
de velocidad y aceleracio´n. Para ello nos basaremos en los postulados relativistas.
2.2 Derivacio´n de las transformaciones de Lorentz
Consideremos una part´ıcula libre, es decir una part´ıcula sobre la que no actu´an fuerzas. Si
u y u′ son las velocidades de la part´ıcula medidas por dos observadores S y S′, los vectores
de posicio´n de la part´ıcula en esos sistemas de referencia se escriben
r = r0 + ut
r′ = r′0 + u
′t′ (2.2.1)
obviamente, tanto S como S′ ven a la part´ıcula movie´ndose sobre una l´ınea recta con
velocidad constante.
Si asociamos las coordenadas (t, x, y, z) segu´n S y (t′, x′, y′.z′) segu´n S′, y teniendo
en cuenta que en ambos sistemas las trayectorias se describen mediante rectas, podemos
suponer que la transformacio´n entre ambos conjuntos de coordenadas es una transfor-
macio´n lineal.
Ordenando los valores de las coordenadas asignadas como filas de una matriz de una
columna, tenemos


t′
x′
y′
z′

 = L


t
x
y
z

 . (2.2.2)
La matriz L es una matriz de cuatro filas y cuatro columnas, cuyos elementos so´lo
pueden depender de la velocidad relativa v entre S y S′. Si nos concentramos en la
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estructura de L para un arrastre, donde los ejes espaciales de S y S′ son paralelos y el
origen de S′ se mueve con velocidad v respecto al origen de S a lo largo del semieje x
positivo de S, la matriz de transformacio´n es de la forma:
L =


L11 L12 0 0
L21 L22 0 0
0 0 1 0
0 0 0 1

 (2.2.3)
que es consistente con las igualdades
y′ = y
z′ = z (2.2.4)
Al escribir estas transformaciones hemos supuesto que el espacio es isotro´pico. Utilicemos
ahora el Segundo Postulado y supongamos que S y S′ han sincronizado sus relojes cuando
sus or´ıgenes O yO′ coinciden. Si en ese instante ambos sistemas emiten una sen˜al luminosa,
los respectivos frentes de onda deben encontrarse al cabo de los tiempos t y t′ sobre las
superficies de las esferas determinadas por las ecuaciones
I(t, x, y, z) ≡ c2t2 − (x2 + y2 + z2) = 0 (sistema S)
I ′(t′, x′, y′, z′) ≡ c2t′2 − (x′2 + y′2 + z′2) = 0 (sistema S′) (2.2.5)
La relacio´n entre I e I ′ es necesariamente lineal, ya que ambas expresiones deben coincidir
para el caso v = 0 y deben representar el mismo evento si los roles de S y S′ se inter-
cambian. Si usamos las igualdades (y, z) = (y′, z′), e igualamos las expresiones de I e I ′
resulta
c2t2 − x2 = c2t′2 − x′2 (2.2.6)
Introduciremos ahora la coordenada temporal imaginaria. Este no es un paso esencial de
la demostracio´n, se trata de una eleccio´n conveniente,
T = ict (2.2.7)
de modo que la igualdad de I e I ′ se puede escribir
T 2 + x2 = T ′
2
+ x′
2
(2.2.8)
En el espacio bi-dimensional (x,T) estos valores representan la distancia al origen de un
dado punto P. Esta cantidad es invariante frente a rotaciones en dos dimensiones. Para
determinar el valor de los elementos de matriz no nulos de L, y usando la invariancia
de las distancias I(T, x) = I(T ′, x′) frente a rotaciones, supondremos que los ejes cor-
respondientes a S(T, x) y S′(T ′, x′) esta´n rotados en un a´ngulo θ (ver Figura 2.1). En
consecuencia [
x′
T ′
]
=
[
cos θ sin θ
− sin θ cos θ
]
×
[
x
T
]
(2.2.9)
El origen de S′(x′ = 0), visto por S se mueve a lo largo del eje x de S con velocidad v
y por lo tanto para ese punto debe satisfacerse x = vt. Si reemplazamos este valor en la
expresio´n para x′ obtenemos
0 =
vT
ic
cos θ + T sin θ (2.2.10)
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T'=ict'
T=ict
P
θ
x'
x
Figura 2.1: Asignacio´n de coordenadas, para el evento P, en los sistemas S y S’.
de donde
tan θ =
iv
c
(2.2.11)
y de esta manera hemos fijado el a´ngulo de la rotacio´n. Notemos que se trata de un valor
imaginario. Para determinar los valores de cos θ y sin θ escribimos
cos θ =
1√
1 + tan2 θ
=
1√
1− v2
c2
(2.2.12)
Como este factor aparecera´ frecuentemente utilizaremos la abreviacio´n
β ≡ 1√(
1− v2
c2
) (2.2.13)
Con estos elementos ya estamos en condiciones de escribir la transformacio´n en forma
expl´ıcita, retornando a las variables reales (t, x, y, z), (t′, x′, y′, z′)
x′ = cos θ (x+ T tan θ) = β (x− vt)
t′ = β
(
t− xv
c2
)
(2.2.14)
Observemos que si escribimos estas ecuaciones en unidades relativistas (c = 1) recuper-
amos la forma que hemos visto en el Cap´ıtulo anterior. En definitiva, para un arrastre
segu´n en eje x, la matriz de transformacio´n es de la forma
L =


β −β v
c2
0 0
−βv β 0 0
0 0 1 0
0 0 0 1

 (2.2.15)
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2.3 Propiedades de las transformaciones de Lorentz
A partir de los resultados que hemos discutido para las transformaciones de Lorentz, en
el caso de transformaciones especiales o de arrastre entre sistemas coordenados, podemos
enunciar las siguientes propiedades:
1. Utilizando la coordenada imaginaria T, tiempo imaginario T = ict, el arrastre del
sistema S′ en la direccio´n del eje x del sistema S y con velocidad v es equivalente a
una rotacio´n en el espacio (x, T )
2. Si se considera al valor de v como muy pequen˜o respecto al valor de c (v << c, v/c→
0) entonces β → 1 y se re-obtienen las transformaciones de Galileo.
x′ = x− vt
t′ = t
3. Si se escriben las transformaciones desde el sistema S′ al sistema S las expresiones
resultantes son
x = β
(
x′ + vt′
)
t = β
(
t′ +
x′v
c2
)
(2.3.1)
y equivalen a reemplazar v por −v en las transformaciones de S a S′, ya que el
movimiento de S′ visto desde S aleja al punto O′ a lo largo del eje x con velocidad
v, lo que implica que para S′ el punto O se aleja con velocidad −v a lo largo del eje
x′.
4. Las transformaciones dejan invariante el intervalo
ds2 = c2dt2 − dx2 − dy2 − dz2 (2.3.2)
5. El producto de dos transformaciones de Lorentz especiales, L(v) y L(v′), es otra
transformacio´n de Lorentz especial L(v′′) donde
v′′ =
v + v′
1 + vv
′
c2
(2.3.3)
Este resultado se demuestra fa´cilmente si efectuamos dos transformaciones S →
S′ → S′′, con velocidades relativas v(SS′) = v, v(S′S′′) = v′ y las comparamos con
una transformacio´n S → S′′ correspondiente a la velocidad relativa v(SS′′) = v′′.
De esta manera 

β′′ −β′′ v′′
c2
0 0
−β′′v′′ β′′ 0 0
0 0 1 0
0 0 0 1

 =


β −β vc2 0 0
−βv β 0 0
0 0 1 0
0 0 0 1

×


β′ −β′ v′c2 0 0
−β′v′ β′ 0 0
0 0 1 0
0 0 0 1

 (2.3.4)
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el resultado de la multiplicacio´n de estas matrices es la matriz

ββ′
(
1 + vv
′
c2
)
−ββ′
(
v
c2 +
v′
c2
)
0 0
−ββ′(v + v′) ββ′
(
1 + vv
′
c2
)
0 0
0 0 1 0
0 0 0 1

 (2.3.5)
e igualando a L(v′′), obtenemos
β′′ = ββ′
(
1 +
vv′
c2
)
β′′v′′ = ββ′(v + v′) (2.3.6)
Si dividimos ambas igualdades obtenemos
v′′ =
v + v′
1 + vv
′
c2
(2.3.7)
que es el resultado buscado. Ana´logamente
β′′ =
1√
1− v′′2
c2
(2.3.8)
6. Como L(v) y L(v′) representan rotaciones con a´ngulos θ y θ′, el producto es una
rotacio´n en un a´ngulo θ′′ = θ + θ′.
Las propiedades anteriores se pueden enunciar en forma muy sencilla diciendo que las
matrices que representan las transformaciones de Lorentz especiales forman una estructura
algebraica, llamada grupo, ya que:
i)L(v = 0) es la matriz identidad;
ii)L(−v) es la matriz inversa de L(v), luego L(−v)L(v) = L(v = 0);
iii)La matriz producto L(v)L(v′) = L(v′′) es tambie´n una matriz que representa una
transformacio´n especial de Lorentz, y
iv)El producto de matrices es asociativo, (L(v)L(v′))L(v′′) = L(v)(L(v′)L(v′′)).
Esta estructura se complementa definiendo el cara´cter unitario de la transformacio´n,
ya que el mo´dulo del determinante de cualquier matriz perteneciente al grupo es igual a
1.
2.4 Contraccio´n espacial
Consideremos una regla fija en el sistema S′, con extremos en x′A y x
′
B , como se muestra
en la Figura 2.2. En el sistema S a los extremos de la regla se le asignan coordenadas xA
y xB , que var´ıan con el tiempo. La relacio´n entre ambos conjuntos de coordenadas es la
siguiente
x′A = β (xA − vtA)
x′B = β (xB − vtB) (2.4.1)
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O'O x'
Bx'A
V
S S'
l
0
Figura 2.2: La regla se encuentra en reposo en el sistema en movimiento y su longitud
medida en ese sistema (S′) es l0 = x
′
B − x′A
Para obtener el valor de la longitud de la regla en S debemos tomar la diferencia de las
coordenadas de los extremos en un mismo tiempo (tA = tB = t),
l = xB − xA (2.4.2)
ana´logamente, para S′
l0 = x
′
B − x′A (2.4.3)
Como la regla esta´ en reposo en el sistema S′ el valor l0 se denomina longitud en reposo.
La relacio´n entre ambas longitudes es
l =
l0
β
(2.4.4)
Como
v < c→ β > 1 (2.4.5)
vemos que l < l0. Es decir, que la longitud de la regla medida en la direccio´n del
movimiento se reduce en el factor 1β . Notemos que la longitud se reduce a cero a me-
dida que v se aproxima a c. Este feno´meno se denomina contraccio´n espacial y es un
efecto real y no un artificio de la teor´ıa. Notemos que no hay contraccio´n espacial en
direcciones transversales a la direccio´n de movimiento. El efecto de contraccio´n espacial
o contraccio´n de Lorentz no debe confundirse con la llamada contraccio´n de Fitzgerald.
Para explicar el resultado negativo del experimento de Michelson y Morley, Fitzgerald
propuso el acortamiento aparente de un cuerpo en movimiento respecto a un medio fijo,
el eventual pero inexistente e´ter, soporte de las ondas electromagne´ticas.
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2.5 Dilatacio´n temporal
Consideremos el caso representado en la Figura 2.3 donde se muestra la l´ınea de universo
de dos sistemas de referencia, S y S′. Si suponemos que un reloj fijo en S′ (en x′ =
x′A) registra dos eventos sucesivos separados por el intervalo de tiempo T0, estos eventos
tendra´n asociadas las coordenadas (x′A, t
′
1) y (x
′
A, t
′
1 + T0), por lo tanto, en S
t1 = β
(
t′1 +
x′Av
c2
)
t2 = β
(
t′1 + T0 +
x′Av
c2
)
(2.5.1)
Si ahora calculamos la diferencia
T = t2 − t1 (2.5.2)
esta resulta
T = βT0 (2.5.3)
como β > 1 si v 6= 0 el valor T sera´ siempre mayor que el valor T0. En otras palabras, los
tiempos medidos por relojes en movimiento transcurren ma´s lentamente que los tiempos
medidos por relojes en reposo. Este feno´meno es conocido como dilatacio´n temporal y
es un aute´ntico feno´meno f´ısico. Ha sido verificado originalmente mediante la deteccio´n
de part´ıculas, gene´ricamente conocidas como radiacio´n co´smica, provenientes de fuentes
ubicadas fuera de la Tierra y que poseen vidas medias mucho ma´s cortas que sus tiempos
de tra´nsito hacia la superficie de la Tierra. Estas part´ıculas se mueven a velocidades que
son fracciones apreciables de la velocidad de la luz. Tambie´n ha sido verificado mediante
la comparacio´n de dos relojes ato´micos. A uno de ellos se lo dejo´ fijo en tierra y al otro se
lo hizo viajar en un sate´lite alrededor de la tierra. Las lecturas registradas por el reloj en
o´rbita confirmaron los resultados previstos por el feno´meno de dilatacio´n temporal.
2.6 Tiempo propio
Si consideramos el tiempo medido por un reloj en el sistema de referencia donde el reloj se
encuentra en reposo, este tiempo sera´ el ma´s corto que mida ese reloj. Para un intervalo
ds′
2
= c2dτ2 (2.6.1)
tendremos
dτ2 = dt2(1− (dx/dt)2/c2) (2.6.2)
de donde resulta, para el tiempo propio τ , la expresio´n
dτ =
1
β
dt (2.6.3)
de manera que, para un intervalo (t1, t2) en el sistema S, el observador fijo al reloj medira´
el valor
τ =
∫ t2
t1
(
1− v
2
c2
)1/2
dt (2.6.4)
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Figura 2.3: Dilatacio´n temporal.
2.7 Transformacio´n de velocidades
Debido a la combinacio´n de coordenadas espaciales y temporales que caracteriza a las
transformaciones de Lorentz, podemos preguntarnos cua´l es la relacio´n, si la hubiera,
entre los conceptos newtonianos de velocidad y aceleracio´n y los que resultan de la Teor´ıa
de la Relatividad Especial. Si asignamos a una part´ıcula en movimiento las coordenadas
espaciales (x, y, z) en S y las correspondientes (x′, y′, z′) en S′ las componentes cartesianas
de la velocidad de la part´ıcula, en ambos sistemas, se escriben
(u1, u2, u3) =
(
dx
dt
,
dy
dt
,
dz
dt
)
(2.7.1)
en S y
(u′1, u
′
2, u
′
3) =
(
dx′
dt′
,
dy′
dt′
,
dz′
dt′
)
(2.7.2)
en S′. Para calcular las derivadas tomaremos las transformaciones
x′ = β (x− vt)
t′ = β
(
t− xv
c2
)
y′ = y
z′ = z (2.7.3)
y las reemplazamos por su forma diferencial
dx′ = β (dx− vdt)
dt′ = β
(
dt− vdx
c2
)
dy′ = dy
dz′ = dz (2.7.4)
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y por lo tanto
u′1 ≡ dx
′
dt′
=
(dx− vdt)(
dt− vdx
c2
)
=
(u1 − v)(
1− u1v
c2
)
u′2 ≡ dy
′
dt′
=
dy
β
(
dt− vdx
c2
)
=
u2
β
(
1− u1v
c2
)
u′3 ≡ dz
′
dt′
=
dz
β
(
dt− dxv
c2
)
=
u3
β
(
1− u1v
c2
) (2.7.5)
Para obtener las transformaciones inversas S′ → S reemplazamos v → −v. Podemos
observar las siguientes caracter´ısticas:
i)las expresiones se reducen al l´ımite no-relativista (transformaciones de Galileo) si
v << c
ii)las componentes transversales de la velocidad de la part´ıcula tambie´n esta´n afectadas
por las transformaciones, esto es una consecuencia de la diferencia en la definicio´n de
tiempos para S y S′
iii)la mezcla entre componentes espaciales de la velocidad de la part´ıcula es evidente
de las expresiones. Esto no ocurre si se considera el tiempo absoluto de la meca´nica
newtoniana.
iv)la dependencia con el sistema de referencia, recordemos que u′ es una funcio´n de u
y de v, indica que la velocidad, en la teor´ıa de la Relatividad Especial, es una magnitud
relativa.
2.8 El concepto de aceleracio´n en la Relatividad Especial
As´ı como hemos definido las componentes de u, a partir de la derivada temporal de las
componentes espaciales de la posicio´n, podemos calcular dudt . Procediendo en forma com-
pletamente ana´loga al caso anterior obtenemos
du′1
dt′
=
1
β3
(
1− u1v
c2
)3 du1dt
du′2
dt′
=
1
β2
(
1− u1v
c2
)2 du2dt + u2vc2β2(1− u1v
c2
)3 du1dt
du′3
dt′
=
1
β2
(
1− u1vc2
)2 du3dt + u3vc2β2(1− u1vc2 )3
du1
dt
(2.8.1)
A diferencia del valor encontrado para u las derivadas anteriores son magnitudes absolu-
tas. Esto significa que si en un sistema dado las derivadas son nulas entonces sera´n nulas
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en cualquier otro sistema. Por lo tanto, dos o ma´s observadores estara´n de acuerdo en
afirmar que la part´ıcula esta´ acelerada.
2.9 Aceleracio´n uniforme
La definicio´n newtoniana del movimiento de una part´ıcula uniformemente acelerada es
du
dt
= constante (2.9.1)
Esta definicio´n no es apropiada en el marco de la teor´ıa de la Relatividad Especial, ya que
entre otras cosas implicar´ıa que u → ∞ si t → ∞. Adoptaremos una definicio´n diferente
y diremos que la aceleracio´n es uniforme si a cada instante toma el mismo valor medida
desde un sistema inercial que se mueve a la misma velocidad que la part´ıcula. Esto significa
que si la velocidad de la part´ıcula en el tiempo t es u(t), respecto a un sistema inercial S,
en un sistema inercial S′ que se mueva respecto a S con velocidad v = u(t) la velocidad
de la part´ıcula relativa a S′ sera´ igual a cero y en consecuencia la aceleracio´n vista en ese
sistema es constante. Si llamamos a a esa constante, entonces podemos escribir, utilizando
las definiciones de la seccio´n anterior, con u1 = u = v, u2 = u3 = 0 y du2/dt = du3/dt = 0
du′
dt′
=
1
β3
(
1− u2
c2
)3 dudt
= β3
du
dt
(2.9.2)
de donde resulta
du
dt
=
a
β3
(2.9.3)
ya que du′/dt′ es igual a la constante a.
Para resolver esta ecuacio´n escribimos
adt = duβ3 (2.9.4)
e integrando en el intervalo (t0, t)∫
adt =
∫
du
(1− u2/c2)3/2
=
∫
d
[
u
(1− u2/c2)1/2
]
(2.9.5)
obtenemos
a(t− t0) = uβ. (2.9.6)
Como β es una funcio´n de u, ya que as´ı hemos definido la velocidad de S′ respecto a S,
podemos resolver la ecuacio´n obtenida y escribir para u la expresio´n
u = a(t− t0)
√
1− u
2
c2
(2.9.7)
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y despejando el valor de u escribimos
u =
dx
dt
=
a (t− t0)√[
1 + a
2(t−t0)
2
c2
] (2.9.8)
Ahora podemos integrar respecto a t∫
dx =
∫
dt
a (t− t0)√[
1 + a
2(t−t0)
2
c2
] (2.9.9)
Luego de efectuar un cambio de variables de la forma
w =
a(t− t0)
c
(2.9.10)
seguido del cambio de variables
y = w2 (2.9.11)
la integral se escribe ∫
dx =
c2
2a
∫ a2(t−t0)2
c2
0
dy
1√
1 + y
(2.9.12)
y su resultado es
(x− x0) = c
a
√[
c2 + a2(t− t0)2
]
− c
2
a
(2.9.13)
Esta ecuacio´n se puede re-escribir de manera muy sencilla pasando el te´rmino independi-
ente del tiempo a la izquierda y tomando cuadrados en ambos lados de la igualdad. El
resultado es
(x− x0 + b)2
b2
− (ct− ct0)
2
b2
= 1 (2.9.14)
donde hemos definido b = c
2
a . Esta es la ecuacio´n de una hipe´rbola en el espacio de
variables (x, ct). Si tomamos (x0 = b, t0 = 0) resulta
x2
b2
− (ct)
2
b2
= 1 (2.9.15)
y esta ecuacio´n define una familia de hipe´rbolas, para diferentes valores de a. En definitiva,
este resultado muestra que las l´ıneas de universo de un part´ıcula uniformemente acelerada,
en la teor´ıa de la Relatividad Especial, corresponden a hipe´rbolas en el plano (x, ct).
2.10 Resumen del cap´ıtulo.
• Derivacio´n formal de las transformaciones de Lorentz.
• Propiedades matema´ticas de las transformaciones de Lorentz.
• Contraccio´n espacial.
• Dilatacio´n temporal.
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• Tiempo propio.
• Transformacio´n de velocidades.
• El concepto de aceleracio´n en la Relatividad Especial.
• Aceleracio´n uniforme.
2.11 Problemas
1. Recopilar informacio´n y describir el experimento de Michelson y Morley.
2. Considere una part´ıcula cuya vida media es de 2 × 10−6 seg. ¿Cua´l sera´ la vida
media respecto a un observador que ve a la part´ıcula moverse con una velocidad
v = 0.9 c?
3. Un muo´n se forma en la alta atmo´sfera y viaja a v = 0.99 c, recorriendo 5 km antes
de decaer.
a) ¿Cua´nto vive este muo´n segu´n un observador que se encuentra a nivel del mar
y cua´nto en su propio sistema de referencia?
b) ¿Cua´l es el espesor de atmo´sfera que atraviesa, medido en su propio sistema
de referencia?
4. Considerando que las l´ıneas de universo de una part´ıcula relativista, uniformemente
acelerada, son hipe´rbolas, construya las correspondientes l´ıneas de universo en el
l´ımite no relativista.
Cap´ıtulo 3
MECA´NICA RELATIVISTA
3.1 Introduccio´n
Ya hemos analizado en el primer Cap´ıtulo los alcances y limitaciones de la Primera Ley
de Newton, en relacio´n a los postulados de la teor´ıa de la Relatividad Especial. En este
Cap´ıtulo veremos la forma en que la Segunda Ley de Newton se modifica en el contexto de
la Teor´ıa de la Relatividad Especial. Una de las consecuencias inmediatas de la Segunda
Ley de Newton es el concepto de masa inercial, que para una part´ıcula es igual a la razo´n
entre la fuerza aplicada y el cambio de la velocidad con respecto al tiempo. Veremos
que esta definicio´n y las correspondientes a la energ´ıa y al momento y a las leyes de
conservacio´n, deben ser modificadas de acuerdo a los postulados relativista.
3.2 Elementos de Meca´nica Relativista
Consideremos la Segunda Ley de Newton y sus consecuencias a nivel de la conservacio´n
del momento de una part´ıcula o de un sistema de part´ıculas. Si suponemos que el cuerpo
al que le aplicamos una fuerza F posee masa constante, resulta
F ≡ dp
dt
= m
dv
dt
(3.2.1)
Si en lugar de una part´ıcula consideramos un sistema de part´ıculas, la fuerza que actu´a
sobre una part´ıcula dada, la i-e´sima, se escribe
Fi =
dpi
dt
(3.2.2)
y esta fuerza es igual a la suma de la fuerza externa aplicada sobre la part´ıcula F exti y las
fuerzas Fij que las dema´s part´ıculas ejercen sobre la part´ıcula i-e´sima
Fi = F
ext
i +
∑
j
Fij (3.2.3)
por lo tanto, la derivada respecto al tiempo de la suma de los momentos pi resulta dada
por
d
dt
∑
i
pi =
∑
i
F exti +
∑
ij
Fij (3.2.4)
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De acuerdo a la Tercera Ley de Newton,
A toda accio´n se le opone una reaccio´n igual y contraria
el te´rmino en la suma sobre los ı´ndices (i, j) se anula ya que
Fij = −Fji (3.2.5)
de manera que la fuerza externa total F =
∑
i F
ext
i se puede expresar en funcio´n del cambio
con el tiempo del momento total P =
∑
i pi. Si en particular el sistema esta´ aislado,
F = 0 → P = constante (3.2.6)
es decir, hemos enunciado la ley de conservacio´n del momento para un sistema aislado.
Para un dado proceso, por ejemplo: una colisio´n, que ocurra en ausencia de fuerzas exter-
nas netas tendremos, de acuerdo a la Segunda Ley de Newton
Pfinal = Pinicial (3.2.7)
Veremos a continuacio´n las modificaciones de estos conceptos y leyes de conservacio´n en la
teor´ıa de la Relatividad Restringida. Adoptaremos primero una forma sencilla de tratar el
problema, basada en consideraciones f´ısicas. En el siguiente cap´ıtulo re-visitaremos esos
mismos conceptos en el marco de una formulacio´n tensorial.
3.3 Masa Relativista
Parecer´ıa razonable pensar que si las mediciones de longitud y tiempos son dependientes
del observador tambie´n existan otras magnitudes f´ısicas cuyas mediciones dependan del
observador. Tal es el caso de la masa de una part´ıcula. Supondremos que la masa rela-
tivista de una part´ıcula que se mueve a velocidad u respecto a un observador inercial S es
una funcio´n de u
m = m(u) (3.3.1)
de manera que nuestro objetivo es ahora determinar la dependencia funcional en forma
expl´ıcita. Para ello consideraremos el caso de dos part´ıculas ide´nticas que chocan en
forma inela´stica. Se trata de describir el choque desde dos sistemas inerciales S y S′.
Desde el punto de vista de S, si una de las part´ıculas esta´ en reposo en S y la otra
posee una velocidad u en el momento del choque, entonces sus masas relativistas sera´n
m(u = 0) = m0 y m(u). Despue´s del choque la masa del sistema combinado sera´ M(U)
y se movera´ con velocidad U . Si el sistema S′ lo fijamos en el centro de masa del sistema
de las dos part´ıculas para el observador en S′ ambas part´ıculas se mueven con velocidades
iguales y en sentidos opuestos. S′ observara´ que despue´s del choque la velocidad del
sistema combinado es cero y por consiguiente la masa observada sera´ M0 =M(U = 0). Si
suponemos la conservacio´n del momento y de la masa relativista, ya que a diferencia con
la meca´nica newtoniana no pedimos la conservacio´n de la masa sino la conservacio´n de la
masa relativista, resulta, en el sistema S
m(u) +m0 =M(U)
m(u)u+ 0 =M(U)U (3.3.2)
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y si eliminamos M(U) en esas ecuaciones el resultado es
m(u) = m0
U
(u− U) (3.3.3)
La part´ıcula incidente tiene velocidad U relativa a S′, quien a su vez tiene velocidad U
respecto a S, por lo tanto la suma de ambas velocidades debe ser igual a la velocidad u,
tal como es medida por S. Entonces, componiendo ambas velocidades, usando la ley de
composicio´n de velocidades que ya hemos discutido resulta
u =
U + U
(1 + UU/c2)
=
2U
(1 + U2/c2)
(3.3.4)
de modo que ahora podemos determinar el valor de U , como funcio´n de u, y reemplazarlo
en la expresio´n de m(u). El resultado es
U2 −
(
2c2
u
)
U + c2 = 0 (3.3.5)
cuyas ra´ıces son
U =
c2
u
[
1±
(
1− u
2
c2
)1/2]
(3.3.6)
En el l´ımite u → 0 el valor de U debe ser finito. En consecuencia so´lo la solucio´n con
signo (−) en el corchete tiene sentido f´ısico de manera que podemos escribir, combinando
(3.3.3) y (3.3.6), para m(u)
m(u) = m0γ (3.3.7)
donde
γ =
1√
1− u2c2
(3.3.8)
Esta expresio´n relaciona el valor de la masa en reposo de una part´ıcula m0 con el valor
de su masa relativista m(u). Notemos que el factor de proporcionalidad γ depende de la
velocidad de la part´ıcula relativa a un observador inercial S. Si bien este factor tiene la
misma forma que el factor β que encontramos al estudiar las transformaciones de Lorentz,
la velocidad que aparece en e´l no es la velocidad relativa entre los sistemas S y S′ sino
la velocidad de la part´ıcula respecto a S. La figura 3.1 nos muestra la dependencia de
la masa relativista con la velocidad de la part´ıcula y se puede apreciar el significado de c
como una velocidad l´ımite.
3.4 Energ´ıa Relativista
Si expandimos la expresio´n para la masa relativista
m(u) = γm0 = m0
(
1− u2/c2)−1/2 (3.4.1)
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m 0
m(u)
c
u
Figura 3.1: Masa relativista m(u), como funcio´n de la velocidad u de la part´ıcula. la curva
representa la funcio´n m(u) = m0γ, donde γ =
1√
1−(u/c)
.
suponiendo que la velocidad u es mucho ma´s pequen˜a que c obtenemos
m(u) = m0 +
1
2
m0u
2
c2
+O(u4/c4) (3.4.2)
donde O(u4/c4) significa que los te´rminos que no hemos escrito contienen potencias iguales
o superiores al valor indicado entre pare´ntesis. A partir de este resultado, multiplicando
por c2, tenemos
mc2 ≈ m0c2 + 1
2
m0u
2 + ... = constante + energa cintica newtoniana (3.4.3)
Por lo tanto, vemos que la expresio´n de la masa relativista contiene la energ´ıa cine´tica
cla´sica newtoniana
T =
1
2
m0u
2 (3.4.4)
y la energ´ıa en reposo
m0c
2 (3.4.5)
Como ejemplo de aplicacio´n de este concepto, analizaremos el caso de dos part´ıculas, cuyas
masas en reposo sonm(1)0 ym(2)0 , que se mueven con velocidades v1 y v2 antes de chocar
y cuyas velocidades despue´s de chocar son u1 y u2. La conservacio´n de la masa relativista
exige
m(1)0γ(v1) +m(2)0γ(v2) = m(1)0γ(u1) +m(2)0γ(u2) (3.4.6)
Si suponemos que las velocidades uj y vj son pequen˜as respecto a c y expandiendo los
factores γ(vj) y γ(uj) obtenemos
1
2
m(1)0v1
2 +
1
2
m(2)0v2
2 =
1
2
m(1)0u1
2 +
1
2
m(2)0u2
2 (3.4.7)
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que es la condicio´n newtoniana usual que establece la conservacio´n de la energ´ıa cine´tica
total, antes y despue´s del choque. Por lo tanto podemos considerar que la expresio´n
E = mc2 (3.4.8)
representa la energ´ıa de una part´ıcula en la teor´ıa de la Relatividad Especial. En el pro´ximo
cap´ıtulo veremos que este resultado se puede obtener en forma sencilla re-escribiendo las
ecuaciones de la teor´ıa utilizando notacio´n tensorial. Una manera conveniente de expresar
este resultado es la siguiente:
El cambio en la energ´ıa de una part´ıcula es igual al cambio de su masa relativista.
El te´rmino m0c
2 es la energ´ıa en reposo de la part´ıcula y su presencia en la definicio´n
de la energ´ıa es un efecto puramente relativista. La conservacio´n del momento tambie´n
puede expresarse de la manera anterior y toma la forma
m(1)0v1 +m(2)0v2 = m(1)0u1 +m(2)0u2 (3.4.9)
Estas expresiones, junto a las correspondientes a la conservacio´n de la masa relativista,
constituyen la base de la Meca´nica Relativista. En consecuencia, para una part´ıcula que
se mueve con velocidad u respecto a un sistema inercial S, su masa relativista, su energ´ıa
y su momento esta´n dados por
m = γm0
E = mc2
p = mu (3.4.10)
respectivamente. Si expresamos estas relaciones en funcio´n de las componentes del impulso
lineal de la part´ıcula, resulta
E2
c2
− p2 = m02c2 (3.4.11)
que es un invariante para todos los observadores inerciales.
Este resultado, Ec.(3.4.11), es muy importante ya que nos indica que la magnitud cuyas
componentes son (E/c, p) se comporta con respecto a las transformaciones de Lorentz de
la misma manera que la magnitud cuyas componentes son (ct, x, y, z). Por lo tanto, si
tomamos un sistema inercial S′ que se mueve con velocidad v respecto al sistema S y
aplicamos las transformaciones de Lorentz al vector (E/c, px, py, pz) obtenemos el vector
transformado (E′/c, p′x, p
′
y, p
′
z)
E′ = β(E − vpx)
p′x = β(px − vE/c2)
p′y = py
p′z = pz (3.4.12)
y en forma ana´loga, para realizar el pasaje inverso, reemplazamos v por −v, obtenie´ndose
E = β(E′ + vp′x)
px = β(p
′
x + vE
′/c2)
py = p
′
y
pz = p
′
z (3.4.13)
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Tomemos como caso especial a S′ como el sistema donde la part´ıcula se encuentra in-
stanta´neamente en reposo. En este sistema
p′ = 0 , E′ = m0c
2 (3.4.14)
y en consecuencia
E = βE′
=
m0c
2√
1− v2c2
= mc2 (3.4.15)
Estos valores son exactamente los mismos que hemos obtenido anteriormente, reemplazando
u por v en las expresiones generales.
3.5 El efecto Doppler
La observacio´n de diversos feno´menos que implican la deteccio´n de ondas emitidas por
fuentes en movimiento, muestra que las longitudes de onda detectadas difieren de las
longitudes de onda emitidas. Si la fuente se aleja del observador, se observa un corrimiento
hacia longitudes de onda mayores, mientras que si la fuente se acerca al observador el
corrimiento se verifica hacia longitudes de onda menores. Consideremos una fuente de luz
monocroma´tica cuya emisio´n corresponde a la longitud de onda λ0 en el sistema S
′ donde
la fuente esta´ en reposo. Consideremos un sistema S respecto al cual la fuente se mueve
con velocidad radial ur. Si dos pulsos sucesivos se emiten en el intervalo de tiempo dt
′,
medido en el sistema S′, la distancia que esos pulsos deben viajar hasta ser detectados
difiere en la cantidad urdt
′ (ver Figura 3.2). Como los pulsos viajan a la velocidad de la
luz sera´n detectados en S con una diferencia
∆t = ∆t′ +
ur∆t
′
c
(3.5.1)
de donde resulta
∆t
∆t′
= 1 +
ur
c
(3.5.2)
Si ahora usamos
λ = c∆t λ0 = c∆t
′ (3.5.3)
y relacionamos ambas longitudes de onda, obtenemos la expresio´n cla´sica newtoniana para
el efecto Doppler
λ
λ0
= 1 +
ur
c
(3.5.4)
La expresio´n relativista para el efecto Doppler se calcula a partir del valor del intervalo
de tiempo, entre pulsos, en S
∆t = γ
(
∆t′ +
ur∆t
′
c
)
(3.5.5)
y por consiguiente
λ
λ0
= γ
(
1 +
ur
c
)
(3.5.6)
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Figura 3.2: Emisio´n de luz monocroma´tica desde una fuente en movimiento
donde γ = 1√
1− v
2
c2
Si la velocidad de la fuente es puramente radial, como hemos supuesto,
ur = v y por la definicio´n de β resulta
λ
λ0
=
(
1 + v/c
1− v/c
)1/2
(3.5.7)
Notemos que la expresio´n relativista del efecto Doppler predice un corrimiento au´n para
el caso ur = 0, como tendr´ıamos si la fuente se moviera, por ejemplo, en o´rbita alrede-
dor del observador. Este corrimiento, efecto Doppler transversal, es un efecto puramente
relativista, consecuencia de la dilatacio´n temporal, y ha sido verificado experimentalmente.
3.6 Fotones
Veremos a continuacio´n co´mo los conceptos de energ´ıa y momento relativistas, junto a la
formulacio´n del efecto Doppler relativista, nos permiten entender la hipo´tesis de Planck.
Hacia el final del siglo XIX y comienzos del XX, se planteo´ un conflicto importante entre
los resultados teo´ricos y los experimentales, en la investigacio´n del comportamiento de la
radiacio´n en volu´menes cerrados. Volveremos sobre este problema al estudiar las leyes
de radiacio´n y el comportamiento del llamado cuerpo negro. Por el momento digamos
que para resolver esos conflictos Planck propuso que la luz, y en general toda radiacio´n
electromagne´tica, puede ser descripta como compuesta por paquetes de energ´ıa, a los que
llamo´ cuantos. Planck supuso, adema´s, que la energ´ıa de cada cuanto depende de su
frecuencia ν a trave´s de la relacio´n :
E = hν (3.6.1)
donde h es una constante universal, la constante de Planck. El concepto de cuanto de
energ´ıa fue desarrollado posteriormente por Einstein, como veremos ma´s adelante al dis-
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cutir su explicacio´n del efecto fotoele´ctrico. Este concepto es el pilar de una nueva forma
de describir la naturaleza: la meca´nica cua´ntica, cuyos elementos ba´sicos veremos en la
segunda parte del libro. Las consecuencias que e´sta hipo´tesis ha tenido en la f´ısica fueron
drama´ticas, ya que su extensio´n como parte de una teor´ıa posibilito´ la explicacio´n del
espectro del a´tomo de hidro´geno (modelo ato´mico de Bohr), adema´s del ya mencionado
efecto fotoele´ctrico. Un aspecto part´ıcularmente importante de la teor´ıa cua´ntica de la
luz es el cara´cter dual onda-part´ıcula asociado a ella. Esto significa que feno´menos tales
como la interferencia y la difraccio´n pueden ser descriptos considerando a la luz como
una onda mientras otros feno´menos, como el efecto fotoele´ctrico o la interaccio´n de la
radiacio´n con a´tomos, pueden ser explicados considerando a la luz como a una part´ıcula.
La descripcio´n de la luz como part´ıcula consiste en tratarla como una corriente de cuantos
llamados fotones. Si tomamos la definicio´n de masa en reposo y reemplazamos u = c
obtenemos
m0 =
m
γ
= 0 (3.6.2)
es decir, la masa en reposo del foto´n es nula. Si consideramos la direccio´n de propagacio´n
de un foto´n como definida por el vector unitario ~n su impulso se escribe ~p = p~n y en
consecuencia, su energ´ıa resulta dada por
E2 = p2c2 (3.6.3)
de donde, tomando la ra´ız cuadrada resulta:
E = pc (3.6.4)
Si ahora combinamos este resultado con el correspondiente a la hipo´tesis de Planck, obten-
emos
pc = hν (3.6.5)
que expresa que
El momento de un foto´n esta´ relacionado a su frecuencia y la relacio´n entre ambas
cantidades es una constante, cuyo valor es independiente del observador.
Veamos de que´ manera este resultado es compatible con la Teor´ıa de la Relatividad
Especial. Si escribimos la expresio´n para el efecto Doppler, reemplazando las longitudes
de onda por las frecuencias, (recordemos que ν = c/λ), obtenemos
ν0
ν
=
(
1 + v/c
1− v/c
)1/2
(3.6.6)
Si la fuente emite un pulso de luz con una energ´ıa total E0, en la direccio´n negativa de x,
de modo que p′ = (p′x, 0, 0) = −E0/c, el observador S detectara´ una energ´ıa E
E = β
(
E0 − vE0
c
)
E = E0
(
1− v/c
1 + v/c
)1/2
(3.6.7)
Si relacionamos (3.6.6) y (3.6.7), podemos escribir
E
ν
=
E0
ν0
(3.6.8)
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Por lo tanto, la relacio´n entre la energ´ıa y la frecuencia posee un valor independiente del
observador. De acuerdo con (3.6.1) ese valor es precisamente la constante de Planck, h.
La constante de Planck posee unidades de accio´n (=unidades de energ´ıa por unidades de
tiempo) y su valor medido es h = 6.62608 × 10−34 Joules × seg. Una definicio´n que se
utiliza frecuentemente es la llamada constante reducida: ~ = h2pi .
3.7 Resumen del cap´ıtulo
• Elementos de Meca´nica Relativista y su comparacio´n con la Meca´nica Newtoniana.
• Masa Relativista.
• Energ´ıa Relativista.
• El efecto Doppler.
• Fotones.
3.8 Problemas
1. Una part´ıcula cuya masa en reposo es m0c
2 = 1 MeV y cuya energ´ıa cine´tica es
igual a 2 MeV choca con una part´ıcula en reposo, de m′0c
2 = 2MeV . Despue´s
de la colisio´n las part´ıculas quedan adheridas. Hallar en forma cla´sica y en forma
relativista:
a) La velocidad de la primera part´ıcula antes del choque,
b) la energ´ıa total de la primera part´ıcula antes del choque,
c) el momento total inicial del sistema,
d) la energ´ıa cine´tica total despue´s del choque,
e) la masa en reposo del sistema despue´s del choque.
2. Una part´ıcula de masa m1 choca ela´sticamente con una part´ıcula de masa m2, ini-
cialmente en reposo. Despue´s del choque, ambas part´ıculas adquieren energ´ıas difer-
entes, y las direcciones de sus velocidades forman a´ngulos α y β con la direccio´n
original de la part´ıcula incidente. Analice el problema en forma cla´sica y en forma
relativista. ¿ Cua´l es el valor l´ımite para α+ β ?
3. En un acelerador lineal se generan haces de positrones y de electrones y se los hace
chocar. En el sistema de referencia del laboratorio, cada haz esta´ formado por una
secuencia de paquetes de onda, donde cada paquete tiene 1 cm de largo y 10 µm de
dia´metro. En la regio´n de colisio´n cada part´ıcula tiene una energ´ıa de 50 GeV, y los
electrones y los positrones se mueven en sentidos opuestos.
a) ¿Que´ ancho y que´ longitud tiene cada paquete en su propio sistema de refer-
encia?
b) ¿Cua´l debe ser la longitud propia mı´nima para que un paquete tenga sus dos
extremos simulta´neamente dentro del acelerador en su propio sistema de referencia?
Considere que la longitud real del acelerador es del orden de los 1000 mts.
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c) ¿Cua´l es la longitud del paquete de positrones en el sistema de referencia de
los electrones?
4. a) Se ha observado radiacio´n co´smica con una energ´ıa de 16 joules (1.2×1020 eV ).
Si la part´ıcula que lleva esa energ´ıa es un proto´n (m0 c
2 ≈ 1 GeV ), ¿cua´nto tarda
en cruzar nuestra galaxia (el dia´metro de nuestra galaxia es del orden de 105 an˜os
luz) de acuerdo a lo que medir´ıa un reloj que se mueve con el proto´n?.
b) ¿Cua´ntas veces su energ´ıa en reposo deber´ıa tener una part´ıcula elemental
para que el dia´metro de nuestra galaxia fuera visto por ella contra´ıdo al dia´metro
de la part´ıcula (∼= 1 fm = 10−13 cm.)? ¿cua´nta masa debe convertir en energ´ıa un
proto´n para tener la velocidad deseada?.
5. El sol rota una vez sobre su eje cada 24.7 d´ıas. El radio del sol es de 7×108 m. Calcule
el corrimiento Doppler para luz de longitud de onda λ = 5000A˚ = 5000 × 10−10m
que se origina al borde del disco del ecuador solar.
6. Determine el valor de la energ´ıa cine´tica relativista, T. Cua´l es la relacio´n entre T
y la energ´ıa cine´tica de la meca´nica cla´sica ?. Demuestre graficamente la relacio´n
entre ambas magnitudes.
Cap´ıtulo 4
FORMULACIO´N TENSORIAL
4.1 Introduccio´n
En este cap´ıtulo presentaremos las nociones ma´s elementales del ca´lculo tensorial, que
es la herramienta adecuada para la formulacio´n de la Teor´ıa de la Relatividad Espe-
cial. Comenzaremos con las reglas usuales de las operaciones entre vectores en el espacio
Eucl´ıdeo y las generalizaremos para el caso de representaciones en el espacio de Minkowski.
4.2 Vectores
En me´canica newtoniana es usual trabajar en la notacio´n vectorial y esa es una forma
adecuada para compactar ecuaciones y realizar operaciones. Definimos el espacio vectorial
eucl´ıdeo de tres dimensiones como el conjunto de puntos P a los que asignamos los nu´meros
reales (x, y, z) tales que
rP = xiˆ+ yjˆ + zkˆ (4.2.1)
es el vector asociado a P . Los vectores (ˆi, jˆ, kˆ) forman una terna de vectores unitarios, aso-
ciados a los tres ejes coordenados. Las componentes (x, y, z) son, en general, funciones del
tiempo y esto nos permite escribir las ecuaciones de movimiento en forma vectorial, como
vimos en el cap´ıtulo anterior. A continuacio´n presentaremos las operaciones elementales
entre vectores.
4.3 Operaciones entre vectores
El producto escalar entre vectores en el espacio de tres dimensiones
rP .rQ = xPxQ + yPyQ + zP zQ (4.3.1)
es una medida del valor de la proyeccio´n de un vector sobre otro. Si θPQ es el valor del
a´ngulo entre los vectores rP y rQ, el producto escalar puede escribirse tambie´n como
rP .rQ =| rP || rQ | cos θPQ. (4.3.2)
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En particular, el producto
rP .rP = xP
2 + yP
2 + zP
2, (4.3.3)
representa el valor del cuadrado del mo´dulo del vector, de manera que si al punto P hemos
asociado un vector de componentes (x, y, z) el mo´dulo del vector representa la distancia
desde el origen del sistema de coordenadas, (0, 0, 0), al punto P y su valor es
| rP |=
√
xP 2 + yP 2 + zP 2. (4.3.4)
Ana´logamente, el cuadrado de la distancia l, entre dos puntos P y Q, se define
l2PQ = (rP − rQ) . (rP − rQ)
=
∑3
i=1
(xi(P )− xi(Q))2
= (xP − xQ)2 + (yP − yQ)2 + (zP − zQ)2, (4.3.5)
y representa el valor del cuadrado del mo´dulo del vector diferencia (~rP − ~rQ).
El producto vectorial
rP × rQ =
(yP zQ − zP yQ) iˆ+ (−xP zQ + xQzP ) jˆ + (xP yQ − yPxQ) kˆ,
es un vector perpendicular al plano determinado por los vectores rP y rQ, cuyo mo´dulo
es igual al valor del a´rea limitada por estos vectores
| rP × rQ |=| rP || rQ | sin θPQ. (4.3.6)
El producto escalar es conmutativo
rP .rQ = rQ.rP , (4.3.7)
el producto vectorial es anticonmutativo
rP × rQ = −rQ × rP (4.3.8)
y ambos productos son asociativos respecto a la suma vectorial.
a. (b+ c) = a.b+ a.c
a× (b+ c) = a× b+ a× c, (4.3.9)
La suma de vectores se expresa
a+ b = (x(a) + x(b)) iˆ+ (y(a) + y(b)) jˆ + (z(a) + z(b)) kˆ. (4.3.10)
y la multiplicacio´n de vectores y nu´meros reales
a = λb (4.3.11)
representan dilataciones o contracciones de los vectores. El vector nulo esta´ definido a
partir de la suma entre vectores como
a+ (−a) = 0. (4.3.12)
Estas definiciones completan las operaciones necesarias para especificar el espacio vectorial.
Notemos que la definicio´n de las componentes de un vector requiere de la especificacio´n
de un ı´ndice
x ≡ (x, y, x) ≡ xi (i = 1, 2, 3) (4.3.13)
que se asocia a cada componente del vector. Notemos, adema´s, que el ı´ndice desaparece
al multiplicar escalarmente dos vectores y su uso se conserva si la operacio´n involucrada
es el producto vectorial.
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4.4 Trayectorias
La definicio´n de una trayectoria en el espacio vectorial de tres dimensiones, corresponde
a la imposicio´n de v´ınculos (restricciones) sobre los valores del conjunto de coordenadas
(x, y, z) asignadas a P . Estas restricciones se pueden expresar mediante relaciones entre
las coordenadas, en general
f(x, y, z, s) = 0, (4.4.1)
donde s representa el conjunto de para´metros que definen el v´ınculo. La funcio´n f puede
depender de un nu´mero menor o igual de variables que las correspondientes a la definicio´n
del vector y por lo tanto puede expresar restricciones en un espacio cuyas dimensiones son
menores que las del espacio original.
4.5 Transformaciones entre vectores
Una transformacio´n M(α) es una operacio´n que asigna a un vector x otro vector x′ tal
que
x′ =M(α)x+ β (4.5.1)
y su estructura expl´ıcita depende de los valores de los para´metros de la transformacio´n, α,
y de β, que representa un desplazamiento. Si expresamos la operacio´n anterior en funcio´n
de las componentes de ambos vectores, tenemos
x′i = (M(α)x)i + βi (4.5.2)
de manera que la operacio´n M(α)x, en general, se puede expresar como una combinacio´n
de las componentes (x, y, z) del vector x. Si asignamos ı´ndices a esta operacio´n, la com-
posicio´n de ı´ndices impl´ıcita en la definicio´n de la transformacio´n significa que M puede
ser:
i) un escalar y por lo tanto no posee ı´ndices;
ii) un vector, posee un ı´ndice, y puede multiplicar a x escalar o vectorialmente;
o
iii) es una matriz de dos ı´ndices, uno de los cuales se multiplica por el ı´ndice asociado
a las componentes de x.
Si adoptamos esta notacio´n a ı´ndices podemos escribir
x′i =
∑3
j=1
Mijxj + βi (4.5.3)
o, en forma matricial
 x′1x′2
x′3

 =

 M11 M12 M13M21 M22 M23
M31 M32 M33



 x1x2
x3

+

 β1β2
β3

 (4.5.4)
En esta notacio´n, el desplazamiento x′ → x+ β se escribe
x′i =
∑3
j=1
δijxj + βi, (4.5.5)
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es decir, la representacio´n matricial de M es una matriz diagonal, ya que δij = 1 si i = j
o δij = 0 si i 6= . Si la representacio´n buscada corresponde a la dilatacio´n o contraccio´n
del vector x a la que se le suma el vector β, tenemos
x′i =
∑3
j=1
δijλjxj + βi. (4.5.6)
En particular, una dada transformacio´n R entre dos sistemas de coordenadas se corre-
sponde a la operacio´n P (x′, y′, z′) = R(P (x, y, z)) = P (R(x, y, z)). Esta operacio´n se
aplica al conjunto de coordenadas originalmente asignadas a P y produce un nuevo con-
junto de coordenadas. Estos nuevos valores representan las coordenadas de P segu´n el
nuevo sistema.
Es conveniente expresar las transformaciones en forma diferencial. Si dx′ corresponde
al cambio diferencial en el sistema S′, tenemos, en la notacio´n a componentes
dx′i =
∑
j
∂x′i
∂xj
dxj . (4.5.7)
La matriz de transformacio´n es la matriz que tiene por elementos Jij
Jij =
∂x′i
∂xj
, (4.5.8)
y en consecuencia
dx′i =
∑
j
Jijdxj . (4.5.9)
Las transformaciones entre sistemas coordenados son no singulares, es decir existen las
transformaciones inversas y los ı´ndices especifican una dada orientacio´n de los ejes coor-
denados. En otras palabras, para estas transformaciones debe cumplirse
detJij 6= 0. (4.5.10)
Veamos co´mo estos conceptos se generalizan en el caso de una representacio´n tensorial.
Un tensor es un objeto definido en una entidad denominada variedad. De manera
simple una variedad es algo que localmente se parece a un sector del espacio eucl´ıdeo
(R(n)) de n-dimensiones. Diremos que la variedad M (n) es el conjunto de puntos P tales
que cada uno posee un conjunto de coordenadas (x1, x2, x3, .., xn) asociadas.(En general,
una propiedad de M (n) es que no es posible o bien puede no ser posible representar todos
sus puntos mediante la asignacio´n de coordenadas de un u´nico sistema de coordenadas).
Un ejemplo t´ıpico es el conjunto de puntos que pueden ser cubiertos por un sistema de
coordenadas polares (r, φ). El origen de ese sistema es un punto para el que el a´ngulo φ
esta´ indeterminado. Ana´logamente, si pensamos en la superficie de una esfera como en
una variedad, podemos distinguir dos sistemas caracter´ısticos (hemisferios) y una zona de
superposicio´n (ecuador).
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La definicio´n de curvas en la variedad se corresponde con la definicio´n de curva en el
espacio ordinario,
xa ≡ xa(u) (4.5.11)
donde a = 1, 2, .., n.
En forma ana´loga, una hiper-superficie se define en funcio´n de m = n−1 coordenadas,
etc.
A partir del conjunto de coordenadas asociadas a cada punto P perteneciente a M (n)
es posible efectuar transformaciones que nos conducen a otro conjunto de coordenadas
x′
a
= fa(x1, x2, x3, ..., xn) (4.5.12)
La matriz de n× n cuyos elementos son las derivadas parciales
∂x′a
∂xb
(4.5.13)
es la matriz que define la transformacio´n y en funcio´n de estos elementos las derivadas
totales respecto a cada una de las coordenadas transformadas se escriben
dx′
a
=
n∑
b=1
∂x′a
∂xb
dxb (4.5.14)
Es comu´n, por lo reiterado de su aparicio´n, que las sumas sobre ı´ndices repetidos se
escriban en forma compacta
n∑
b=1
∂x′a
∂xb
dxb =
∂x′a
∂xb
dxb (4.5.15)
prescindiendo del s´ımbolo de sumatoria. Esta es la convencio´n de Einstein y la adoptare-
mos en lo sucesivo.
En general, definiremos un tensor como una entidad geome´trica que obedece ciertas
propiedades de transformacio´n. Consideremos los puntos P (xa) y Q(xa + dxa) a los que
asociamos el desplazamiento infinitesimal PQ, que no es un vector libre. Si dxa representa
la variacio´n de las coordenadas en S y dx′a representa la variacio´n de las coordenadas en
S′, entonces, como hemos visto
dx′
a
=
[
∂x′a
∂xb
]
P
dxb (4.5.16)
Definiremos el vector contravariante, o tensor contravariante de rango 1 como el conjunto
de cantidadesXa en el sistema de coordenadas (xa) asociadas al punto P que se transforma
de acuerdo a
X ′
a
=
[
∂x′a
∂xb
]
P
Xb (4.5.17)
Notemos que los elementos de la matriz de transformacio´n se calculan en el punto P . De
manera ana´loga, un tensor contravariante de rango 2,3,...k se define a partir del producto
de transformaciones
X ′
ab....k
=
[
∂x′a
∂xc
]
P
[
∂x′b
∂xd
]
P
....
[
∂x′k
∂xl
]
P
Xcd...l (4.5.18)
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Un tensor covariante de rango n se define a partir de la transformacio´n inversa
X ′ab....k =
[
∂xc
∂x′a
]
P
[
∂xd
∂x′b
]
P
.....
[
∂xl
∂x′k
]
P
Xcd...l (4.5.19)
Ana´logamente, podemos definir tensores mixtos con k indices contravariantes y j ı´ndices
covariantes
X ′
a...
b... =
[
∂x′a
∂xc
]
P
[
∂xd
∂x′b
]
P
.....Xc...d... (4.5.20)
A la estructura definida como variedad se la puede dotar de una me´trica y esta nueva
estructura se conoce con el nombre de variedad de Riemann. Para ello, podemos elegir
cualquier tensor covariante de rango 2, sime´trico frente al intercambio de ı´ndices y definir
el intervalo o distancia infinitesimal entre los puntos P (xa) y Q(xa + dxa) como
(ds)2 = gab(x)dx
adxb (4.5.21)
En esta expresio´n gab(x) es el tensor covariante de rango 2 cuyos elementos esta´n definidos
en el punto x al que se le asignaron las coordenadas xa. En lo sucesivo, prescindiremos de
los pare´ntesis e indicaremos el cuadrado del intervalo como ds2. En general, la norma de
un vector contravariante se escribe
X2 = gab(x)X
aXb (4.5.22)
de manera que un vector contravariante de norma nula satisface la relacio´n
gab(x)X
aXb = 0 (4.5.23)
Si g es el determinante de la matriz correspondiente al tensor covariante gab, tensor de la
me´trica (o simplemente me´trica), diremos que la me´trica es no-singular si det(gab) 6= 0.
En correspondencia con la me´trica covariante, la me´trica contravariante se define a partir
de la relacio´n
gabg
bc = δca (4.5.24)
El s´ımbolo δca es un tensor mixto y se lo conoce como s´ımbolo de Kro¨necker o δ de
Kro¨necker. Ambas me´tricas se utilizan, a su vez, para subir o bajar ı´ndices de un tensor.
Si tomamos un vector (i.e, un tensor de rango 1) resulta
T a = gabTb
Ta = gabT
b (4.5.25)
expresio´n que es fa´cilmente generalizable para el caso de tensores de rango superior. Apli-
cando este concepto podemos demostrar que
T aTa = TaT
a (4.5.26)
Definiremos el espacio de Minkowski, a partir de la variedad de Riemann con n = 4, donde
a cada punto le asignamos el conjunto de coordenadas
(xa) ≡ (x0, x1, x2, x3) = (ct, x, y, z) (4.5.27)
y donde el intervalo toma la forma
ds2 = ηabdx
adxb (4.5.28)
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La me´trica η esta´ dada por las componentes del tensor η
η =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 (4.5.29)
y por lo tanto
ds2 = c2dt2 − dx2 − dy2 − dz2 (4.5.30)
Si definimos intervalos por medio de la relacio´n
X2 = gabX
aXb (4.5.31)
el valor resultante puede ser positivo, negativo o nulo y diremos que el intervalo es tipo
temporal (X2 > 0), tipo espacial (X2 < 0) o tipo nulo o luminoso (X2 = 0) .
En notacio´n tensorial podemos expresar las transformaciones entre sistemas de coor-
denadas en la forma
xa → x′b
x′
a
= Labx
b (4.5.32)
donde
Lab =
∂x′a
∂xb
(4.5.33)
En particular, podemos escribir las transformaciones que dejan invariante la me´trica, y
que por lo tanto dejan invariante el intervalo, si
ηcd = L
a
cηabL
b
d (4.5.34)
ya que
ds′
2
= ηabdx
′adx′
b
= ηabL
a
cdx
cLbddx
d
= (LacηabL
b
d)dx
cdxd
= ηcddx
cdxd
= ds2 (4.5.35)
Veremos a continuacio´n de que´ manera estas expresiones nos permiten re-obtener las
correspondientes a la teor´ıa de la Relatividad Especial.
4.6 Formulacio´n tensorial
Partimos de la definicio´n del tetravector posicio´n, que es el tensor contravariante de rango
1
xµ ≡ (x0, x1, x2, x3) = (x0, x) (4.6.1)
y que, como hemos visto, corresponde a la asignacio´n de coordenadas a un dado punto P
en el espacio de Minkowski. Aqu´ı hemos escrito x0 = ct y x = (x1, x2, x3) = (x, y, z).
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El correspondiente tensor covariante se escribe
xµ ≡ (x0,−x1,−x2,−x3) = (x0,−x) (4.6.2)
y se obtiene a partir de la operacio´n
xµ = ηµνx
ν (4.6.3)
De manera que el intervalo toma la forma del producto
xµx
µ = c2t2 − x2 (4.6.4)
Este intervalo es invariante frente a transformaciones de la forma
x′
µ
= Lµνx
ν (4.6.5)
que dejan invariante la me´trica η, ya que
x′µx
′µ = xµx
µ (4.6.6)
por directa aplicacio´n de los resultados anteriores:
x′µx
′µ = ηµνx
′νx′
µ
= ηµνL
ν
αx
αLµβx
β
= LναηµνL
µ
βx
αxβ
= ηβαx
αxβ
= xαx
β (4.6.7)
En particular, si consideramos una transformacio´n que nos lleve desde un intervalo dado
a uno tipo temporal,
c2dτ2 = c2dt2 − dx2 (4.6.8)
donde, por sencillez, hemos escrito dx2 para indicar la suma de los cuadrados de las
componentes espaciales (dx, dy, dz). Si consideramos que el tiempo τ es la medida del
tiempo en el sistema de referencia fijo al reloj, la expresio´n anterior es simplemente la
definicio´n del tiempo propio
dτ = dt
√
1− v
2
c2
(4.6.9)
y por lo tanto
τ =
∫ t
t0
dt
√
1− v
2
c2
(4.6.10)
A partir de estos resultados podemos establecer la correspondencia que buscamos entre los
resultados esenciales de la teor´ıa de la Relatividad Especial y su formulacio´n covariante.
El tetravector velocidad es el tensor contravariante de rango 1, definido v´ıa
uµ =
dxµ
dτ
(4.6.11)
y expresa la variacio´n respecto al tiempo propio del tetravector posicio´n, y sus componentes
son
uµ ≡ (cγ, γu) (4.6.12)
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donde, como antes, hemos adoptado la notacio´n vectorial para indicar las componentes
espaciales. Naturalmente, el factor γ toma el valor
γ =
1√
1− u2
c2
(4.6.13)
Por consiguiente, la definicio´n del tetraimpulso
pµ = m0u
µ
=
(
p0, p
)
= (mc,mu)
= (m0γc,m0γu) (4.6.14)
nos permite re-obtener en forma sencilla las expresiones correspondientes a la masa rela-
tivista y a la energ´ıa relativista. La componente temporal del tetraimpulso es entonces
p0 = m0cγ = mc =
E
c
(4.6.15)
El valor de la energ´ıa relativista E = mc2 se puede calcular a partir del producto
pµp
µ (4.6.16)
que es una cantidad invariante frente a las transformaciones de Lorentz, tal como lo es
el intervalo xµx
µ. El valor expl´ıcito de este producto, para cualquier observador inercial,
esta´ dado por
pµp
µ = ηµαp
µpα
= γ2
(
m20c
2 −m20u2
)
= m20c
2γ2
(
1− u
2
c2
)
= m20c
2 (4.6.17)
Si ahora expresamos este mismo resultado en funcio´n de las componentes de pµ tenemos
pµp
µ =
E2
c2
− p2
= m20c
2 (4.6.18)
y a partir de este resultado, la energ´ıa relativista toma la forma
E2 = m20c
4 + c2p2 (4.6.19)
y e´sta es la expresio´n que hemos obtenido en el cap´ıtulo anterior (ec.(3.4.11)).
La expresio´n
Fµ =
dpµ
dτ
(4.6.20)
define la tetra-fuerza, en correspondencia con el concepto newtoniano de fuerza.
Con estos resultados podemos establecer el cuadro de comparacio´n entre las magnitudes
propias de la Meca´nica Newtoniana y las de la Relatividad Especial
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Mecanica Newtoniana Relatividad Especial
Espacio Euclideo Minkowski
Mtrica (1, 1, 1) (1,−1,−1,−1)
Transformacin Galileo Lorentz
Entes vectores tetra− vectores
Posicin x
T iempo t xµ(x0, x)
Momento p = m0
dx
dt p
µ = m0
dxµ
dτ
Masa m0 m = m0γ(u)
Fuerza f = dpdt f
µ = dp
µ
dτ
Energa cintica relativista
(partcula libre) T = p
2
2m0
E = mc2
4.7 Leyes de conservacio´n energ´ıa-impulso
En correspondencia con el concepto newtoniano, escribimos, para el tetra-momento de un
sistema de N part´ıculas
Pµ =
N∑
k=1
pµk (4.7.1)
Si el sistema es un sistema aislado
dPµ
dτ
= 0 (4.7.2)
y a partir de esta expresio´n podemos determinar las ecuaciones que rigen la conservacio´n
de la energ´ıa-impulso en la teor´ıa de la Relatividad Especial. Las componentes espaciales
y temporales del tetra-momento
N∑
k=1
pk = P
N∑
k=1
Ek
c
=
E
c
(4.7.3)
no son independientes, ya que, para cada part´ıcula
Ek =
[√
m20c
4 + p2c2
]
k
(4.7.4)
Para ilustrar estas expresiones, consideremos el caso de dos part´ıculas, cuyas masas en
reposo son iguales m0(1) = m0(2) = m0. Una de las part´ıculas esta´ en reposo, u1 = 0,
y la otra se mueve hacia ella con velocidad constante u2 = u. Las part´ıculas chocan y
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como resultado del choque emerge una part´ıcula, cuya masa en reposo M0 y velocidad U
se desea determinar, as´ı
m0γ(u)c+m0c =M0γ(U)c
m0γ(u)u =M0γ(U)U (4.7.5)
de donde
U = u
γ(u)
1 + γ(u)
M0 = m0
γ(u) + 1
γ(U)
(4.7.6)
En casos mas generales, las expresiones para la energ´ıa relativista y para las componentes
espaciales del momento esta´n acopladas y su determinacio´n requiere un poco ma´s de
elaboracio´n que en el ejemplo anterior pero el concepto es el mismo: a diferencia del
caso newtoniano, donde conocido el momento de una part´ıcula o sistema de part´ıculas
es inmediato calcular la energ´ıa cine´tica, en la teor´ıa de la Relatividad Especial ambas
cantidades forman parte del tetra-vector momento y su estimacio´n requiere de la solucio´n
de un sistema de ecuaciones acopladas.
4.8 Resumen del cap´ıtulo
• Vectores, operaciones y espacio vectorial eucl´ıdeo.
• Tensores, operaciones, me´trica, espacio de Minkowski.
• Tetra-vectores y Relatividad Especial.
• Ecuaciones caracter´ısticas: tetra-impulso, tetra-fuerza.
• Leyes de conservacio´n energ´ıa-impulso para un sistema aislado relativista.
4.9 Problemas
1. Escribir la ecuacio´n correspondiente a un intervalo si la parte espacial se define en
un sistema de coordenadas esfe´ricas. Escriba el valor del intervalo y construya la
me´trica adecuada.
2. Demostrar que el intervalo espacio-temporal es invariante frente a las transforma-
ciones de Lorentz.
3. ¿Co´mo se transforman las componentes de la tetra-fuerza? Comparar con las expre-
siones correspondientes a la aceleracio´n.
4. ¿Cua´l es el l´ımite no-relativista de las expresiones correspondientes a la tetrafuerza
y a la aceleracio´n ?
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5. Un foto´n se mueve en el plano xy del sistema de laboratorio, en una direccio´n que
forma un a´ngulo φ con el eje x, de manera que sus componentes de momento son
px = p cos(φ), py = p sin(φ) y pz = 0.
a) Usando la transformacio´n de Lorentz para el tetravector pµ, y la relacio´n
E2 − p2 = 0 para un foto´n, determine su energ´ıa en un sistema de referencia que se
mueve con velocidad v en la direccio´n del eje x respecto del sistema de laboratorio,
S′. ¿Cua´l es la direccio´n de movimiento del foto´n en S′?
b) Si la frecuencia de la luz en el sistema de laboratorio es ν, ¿cua´l es la frecuencia
de la luz en S′?. (Efecto Doppler Relativista).
6. Un rayo gama (foto´n muy energe´tico), puede tener una energ´ıa mayor a la energ´ıa
en reposo de un par positro´n-electro´n. Pruebe que
a) el siguiente proceso es incompatible con las leyes de conservacio´n de momento
y energ´ıa en el sistema de laboratorio:
γ −→ e+ + e−,
b) dado que en presencia de materia, el proceso anterior es posible, ¿cua´l es el
umbral de energ´ıa necesario para que sea posible la siguiente reaccio´n?
γ + e−(en reposo) −→ e+ + 2e−.
La energ´ıa en reposo del electro´n y del positro´n es 0.511 MeV.
7. Un positro´n e+ de energ´ıa cine´tica T es aniquilado en un blanco que contiene elec-
trones e− que se encuentran en reposo en el sistema de laboratorio
e+ (muy energticos) + e− (en reposo) −→ γ,
a) considerando la colisio´n en el sistema de referencia de centro de masa (sistema
de referencia en el cual el momento total inicial de las part´ıculas es cero), muestre
que resultan al menos dos rayos gama como consecuencia de la aniquilacio´n del par
electro´n-positro´n,
b) obtenga una expresio´n para la energ´ıa de uno de los rayos gama en el sistema
de laboratorio como funcio´n del a´ngulo en que emergio´ el rayo gama y la direccio´n
que viajo´ el positro´n antes de su aniquilacio´n.
8. Obtenga una expresio´n para M0, Ec. (4.7.6), en funcio´n de la velocidad u.
Cap´ıtulo 5
FENO´MENOS CUA´NTICOS
5.1 Introduccio´n
En este cap´ıtulo estudiaremos un conjunto de feno´menos cuya explicacio´n requiere del uso
de conceptos que se apartan de los conceptos cla´sicos, es decir de las explicaciones basadas
en la Meca´nica Newtoniana, el Electromagnetismo o la Termodina´mica. La observacio´n
y posterior explicacio´n de feno´menos tales como el comportamiento termodina´mico de la
radiacio´n electromagne´tica en una cavidad (Planck, 1900), el efecto fotoele´ctrico (Einstein,
1905), el efecto Compton (Compton, 1923), sen˜alan el comienzo de una nueva forma de
explicar los feno´menos de la naturaleza a escala ato´mica. La importancia de la, por en-
tonces novedosa, descripcio´n (en adelante nos referiremos a ella denomina´ndola descripcio´n
cua´ntica) se v´ıo drama´ticamente demostrada en la explicacio´n de la estructura del a´tomo
de hidro´geno (modelo ato´mico de Bohr (1913)), en el estudio del comportamiento de los
calores espec´ıficos en la cercan´ıa del cero absoluto (Nerst, 1920) y en el descubrimiento
del spin (Gerlach, Unlebeck, 1925).
La formulacio´n definitiva de la Meca´nica Cua´ntica, y la exploracio´n de sus aplicaciones
a un conjunto amplio de feno´menos a escala molecular, ato´mica y nuclear, se concreto´ du-
rante un par de de´cadas en trabajos desarrollados por E. Schro¨dinger (1926), W. Heisen-
berg (1926), P. A. M. Dirac (1928) y R. Feymann (1948))
Las dificultades existentes entre los conceptos cla´sicos y los resultados experimentales,
evidenciadas a partir de 1900, son las siguientes:
a)Estructura de la materia: Rutherford midio´ la dispersio´n de part´ıculas cargadas
sobre la´minas delgadas. Las trayectorias de dispersio´n obtenidas experimentalmente indi-
caron que la materia esta´ formada, ba´sicamente, por cargas positivas localizadas rodeadas
de cargas negativas. Este resultado experimental muestra que la teor´ıa electromagne´tica
cla´sica no puede ser utilizada para describir la estructura observada, ya que cargas de
distinto signo se atraen y por lo tanto cualquier distribucio´n de materia deber´ıa emitir
radiacio´n y al cabo de un cierto tiempo colapsar. Finalmente, las determinaciones exper-
imentales de Rutherford mostraron que la materia no puede ser descripta mediante una
distribucio´n homoge´nea de cargas positivas y negativas, como lo postulaba el modelo de
Thompson.
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b)Interaccio´n de la radiacio´n con la materia: Compton midio´ corrimientos en las longi-
tudes de onda de la radiacio´n incidente sobre materia, resultado que sugiere una forma de
interaccio´n donde ambos participantes, ondas y part´ıculas, comparten propiedades afines.
De esta manera, los intercambios de energ´ıa y de momento entre ondas y part´ıculas se pro-
ducir´ıan como si ambos presentaran tanto propiedades ondulatorias como corpusculares.
c)La interaccio´n entre radiacio´n y materia produce intercambios de energ´ıa y de mo-
mento que se apartan dra´sticamente de las leyes cla´sicas, sugiriendo la existencia de cuan-
tos de energ´ıa. Estas interacciones esta´n regidas por leyes de conservacio´n no-cla´sicas.
d)Las leyes de la termodina´mica estad´ıstica cla´sica no explican la distribucio´n de inten-
sidades de la radiacio´n proveniente de una cavidad mantenida a temperatura constante.
Mientras la teor´ıa cla´sica establece una relacio´n del tipo E ≈ T , los resultados exper-
imentales indican una dependencia del tipo E ≈ T 4 entre la densidad de energ´ıa y la
temperatura absoluta.
5.2 Efecto fotoele´ctrico
Si una superficie meta´lica se ilumina con luz visible se liberan part´ıculas cargadas, siempre
que la frecuencia de la radiacio´n incidente supere cierto valor umbral. Las caracter´ısticas
del feno´meno, denominado efecto fotoele´ctrico son las siguientes (Figura 5.1):
i) la energ´ıa de las part´ıculas emitidas no depende de la intensidad de la radiacio´n
absorbida por la superficie, pero el nu´mero de part´ıculas emit´ıdas (corriente) aumenta al
aumentar la intensidad de la radiacio´n,
ii)la energ´ıa cine´tica ma´xima de las part´ıculas emitidas, tal como se la determina me-
diante la aplicacio´n de potenciales de frenado, depende de la frecuencia de la luz incidente
y es diferente para diferentes materiales,
iii)la emisio´n de part´ıculas no depende del tiempo de exposicio´n de la superficie a la ra-
diacio´n incidente y ocurre al cabo de algunos nanosegundos luego de iniciada la exposicio´n.
La explicacio´n de estas caracter´ısticas se puede establecer si adoptamos la hipo´tesis de
Einstein, referida al balance de energ´ıa
hν − φ = T (5.2.1)
De acuerdo a la explicacio´n de Einstein la luz incidente, cuya frecuencia es ν, transporta
la cantidad de energ´ıa hν, φ es el potencial que caracteriza a la superficie emisora y T es
la energ´ıa cine´tica ma´xima de las part´ıculas emitidas.
El valor de φ determina el valor de la frecuencia umbral
hν0 = φ (5.2.2)
y so´lo cuando la luz incidente posee una frecuencia mayor que ν0 el material emite
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hν -hν 0=T
T=(1/2 mv2)m axim a
T
hν 0
hν
 
Figura 5.1: Dependencia de la energ´ıa cine´tica ma´xima de los electrones emitidos con
respecto a la fecuencia de la luz incidente
part´ıculas cuya energ´ıa cine´tica ma´xima es
T = h(ν − ν0) (5.2.3)
De acuerdo a la hipo´tesis de Einstein la energ´ıa transportada por las ondas esta´ con-
centrada en cantidades elementales, cuantos, de valor hν. Esto quiere decir que sobre el
frente de ondas la distribucio´n de energ´ıa no es continua, como supone la teor´ıa cla´sica
de la radiacio´n. Este resultado esta´ ligado a otro resultado teo´rico relevante, referido
al comportamiento termodina´mico de la radiacio´n, como veremos ma´s adelante en este
cap´ıtulo al presentar la hipo´tesis de Planck y formular la descripcio´n de la radiacio´n del
cuerpo negro. En el Cap´ıtulo 3, mostramos que hν es precisamente el valor de la energ´ıa
asociada a una part´ıcula, el foto´n, cuya masa en reposo es nula. Esta energ´ıa, en el mod-
elo de Einstein, es la energ´ıa transportada por la radiacio´n incidente, que es absorbida en
el metal y produce la emisio´n de electrones con energ´ıa cine´tica ma´xima T por encima
de la energ´ıa umbral hν0. El proceso de absorcio´n de energ´ıa no es acumulativo, como
se demostro´ experimentalmente, segu´n los resultados (i) e (ii). Este es el punto cr´ıtico
en la interpretacio´n de Einstein, ya que contradice la nocio´n cla´sica de continuidad en el
transporte de energ´ıa.
5.3 Efecto Compton
Como aplicacio´n de los conceptos relativistas de conservacio´n de la energ´ıa-impulso y
de la asignacio´n de momento al foto´n, estudiaremos la dispersio´n de un foto´n por un
electro´n en reposo (Figura 5.2). De acuerdo al esquema mostrado en la figura, el foto´n
incide sobre el electro´n y lo arranca de su situacio´n de reposo transfirie´ndole momento.
El foto´n dispersado pierde parte de su momento y de su energ´ıa. El experimento consiste
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θ
α
(hν '/c, E '=hν ')
(pe',Ee')
(p=0, E=m 0c
2)
(p=hν /c, E=hν )
electron en reposo
foton incidente
foton emergente
electron emergente
Figura 5.2: Representacio´n de la interaccio´n electron-fot’on, en el efecto Compton. El
foto´n incidente es dispersado por el electro´n, que adquiere momento a expensas del cambio
de frecuencia del foto´n
en la medicio´n de la distribucio´n angular del foto´n emergente. Se observa, adema´s, un
corrimiento de la frecuencia del foto´n emergente respecto al incidente.
Si llamamos λ′ a la longitud de onda emergente, λ a la longitud de onda incidente
(suponemos que la fuente es monocroma´tica) y θ al a´ngulo que forma la radiacio´n emer-
gente con el semieje positivo xˆ el resultado experimental es el siguiente
λ′ − λ = h
m0c
(1− cos θ) (5.3.1)
donde la cantidad hm0c es la llamada longitud de onda Compton del electro´n, cuya masa en
reposo es m0. Notemos que este es un resultado muy especial, ya que relaciona para´metros
puramente ondulatorios, como las longitudes de onda, con magnitudes propias de las
part´ıculas, como la masa en reposo m0.
Las ecuaciones correspondientes a la conservacio´n de las componentes espaciales del
momento y a la conservacio´n de la energ´ıa relativista se escriben (ver Figura 5.2)
hν
c
= pe cosα+
hν ′
c
cos θ
0 = pe sinα− hν
′
c
sin θ
hν + E(pe = 0) = hν
′ + E(pe) (5.3.2)
La primera ecuacio´n describe la conservacio´n de la componente del momento segu´n xˆ, la
segunda segu´n yˆ y la tercera corresponde a la conservacio´n de la energ´ıa relativista. Los
a´ngulos α y θ son los a´ngulos que forman, con el semieje positivo x, los momentos del
electro´n y del foto´n emergentes, respectivamente.
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Si partimos de la u´ltima l´ınea y despejamos E(pe), la energ´ıa relativista del electro´n
saliente, obtenemos
E(pe) ≡
√
p2ec
2 +m20c
4 = h(ν − ν ′) +m0c2 (5.3.3)
Tomando el cuadrado de ambos miembros resulta
p2e =
[
h(ν − ν ′)
c
]2
+ 2m0h(ν − ν ′) (5.3.4)
Si ahora tomamos el cuadrado de las ecuaciones que describen la conservacio´n de las
componentes espaciales del momento del sistema, tenemos(
hν
c
− hν
′
c
cos θ
)2
= p2e cos
2 α
(
hν ′
c
sin θ
)2
= p2e sin
2 α (5.3.5)
y sumando ambas igualdades obtenemos
p2e =
(
hν
c
)2
+
(
hν ′
c
)2
− 2
(
hν
c
)(
hν ′
c
)
cos θ (5.3.6)
Igualando las expresiones para p2e, en (5.3.4) y (5.3.6), resulta[
h(ν − ν ′)
c
]2
+ 2m0h(ν − ν ′) =(
hν
c
)2
+
(
hν ′
c
)2
− 2
(
hν
c
)(
hν ′
c
)
cos θ (5.3.7)
desarrollando el cuadrado en el te´rmino de la izquierda y cancelando te´rminos ide´nticos a
ambos lados de la igualdad obtenemos
h2νν ′
c2
(1− cos θ) = m0c
(
hν
c
− hν
′
c
)
(5.3.8)
de donde, finalmente, podemos establecer la igualdad (recordando que ν = cλ)
(1− cos θ) = m0c
h
(λ′ − λ) (5.3.9)
y a partir de ella podemos obtener la expresio´n para el corrimiento de la longitud de onda
h
m0c
(1− cos θ) = (λ′ − λ) (5.3.10)
que esta´ de acuerdo con el resultado experimental (Ec.5.3.1). Esta expresio´n establece
que la diferencia entre las longitudes de onda de la radiacio´n incidente y la emergente es
proporcional a la longitud de onda Compton del electro´n
h
m0c
= λCompton (5.3.11)
cuyo valor depende exclusivamente de la masa en reposo del electro´n. Si tomamos los
valores conocidos para las constantes h y c y para m0c
2 = 511 keV, resulta λCompton ≈
2.4× 10−12 m, del orden de una cente´sima de Amstro¨n ( 1 A=10−10m).
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5.4 Termodina´mica de la radiacio´n
Veremos a continuacio´n otro ejemplo de apartamiento respecto a leyes cla´sicas. Se trata
de describir el comportamiento de la radiacio´n en equilibrio te´rmico con las paredes de
una cavidad. Pensemos, por ejemplo, en la luz proveniente del calentamiento gradual de
un trozo de metal, o en la luz proveniente del interior de un horno de fundicio´n. En
ambos casos la distribucio´n espectral de la luz emitida cambia al cambiar la temperatura
del trozo de metal o del horno. Cla´sicamente, la energ´ıa debe variar linealmente con la
temperatura, pero, de acuerdo a los resultados experimentales:
a)Ley de Stefan-Boltzmann: la energ´ıa radiada var´ıa segu´n la cuarta potencia de la
temperatura de la cavidad;
b)Ley de Wien: la distribucio´n de intensidad de la radiacio´n, como funcio´n de la
longitud de onda de la radiacio´n emitida, presenta ma´ximos para valores constantes del
producto de la temperatura absoluta por la longitud de onda correspondiente al ma´ximo;
c)Comportamientos l´ımites: la distribucio´n espectral de intensidades no sigue un com-
portamiento exponencial uniforme y de acuerdo con el valor de la longitud de onda esta
distribucio´n toma formas polino´micas, para pequen˜as longitudes de onda, o exponenciales,
para grandes longitudes de onda.
Para entender estos resultados, de la manera en que fueron descriptos a comienzos del
siglo pasado (Planck, 1900), recordaremos brevemente las nociones ba´sicas del ca´lculo de
valores medios en la teor´ıa de distribuciones cla´sicas.
5.5 Elementos de la teor´ıa de distribuciones
La descripcio´n cla´sica de la trayectoria de una part´ıcula, de acuerdo a las leyes de Newton,
se basa en la determinacio´n de la dependencia temporal de la posicio´n y del momento.
La integracio´n de las ecuaciones de movimiento requiere, adema´s del conocimiento de las
fuerzas actuantes, el conocimiento de las condiciones iniciales. Si bien, en principio, el
problema de una part´ıcula puede resolverse en forma exacta, la situacio´n se torna ma´s
complicada para el caso de un sistema de muchas part´ıculas. Si se piensa en un mol de
material el conocimiento de las condiciones iniciales implica fijar el valor de 1024 posiciones
y momentos y la resolucio´n de un nu´mero comparable de ecuaciones de movimiento. La
imposibilidad planteada en la descripcio´n determinista de un sistema macrosco´pico llevo´
a la formulacio´n de otra forma de descripcio´n, la descripcio´n estad´ıstica.
El esquema ba´sico de la descripcio´n estad´ıstica cla´sica es el siguiente:
i) En lugar de seguir la evolucio´n temporal de cada componente (part´ıcula) del sistema
supondremos que cada uno de estos componentes puede acceder a todos los valores posibles
de la posicio´n y del momento. Si suponemos que el sistema evoluciona libremente y durante
un tiempo suficientemente largo hacia su estado de equilibrio, este estado podra´ definirse
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a partir del promedio sobre las evoluciones de cada una de las componentes. Notemos que
cualquier sistema macrosco´pico esta´ compuesto por un nu´mero grande de subsistemas, que
son, esencialmente, tan complejos como el mismo sistema. De esta manera, una posible
representacio´n del estado del sistema consistira´ en la determinacio´n de valores promedios
a partir del conjunto de subsistemas o de re´plicas del mismo sistema. Por ejemplo, un
sistema de N part´ıculas puede pensarse como N sub-sistemas independientes, formado
cada uno de ellos por una part´ıcula. Como cada componente (subsistema) puede adquirir
todos los valores posibles de la posicio´n y del momento, de acuerdo a la definicio´n de su
energ´ıa, el ca´lculo de promedios estad´ısticos puede realizarse considerando el nu´mero de
susbsistemas que poseen un dado conjunto de valores de la posicio´n y del momento. En
Meca´nica Cla´sica se denomina espacio de fases al conjunto de todos los valores posibles
de la posicio´n y del momento. En este espacio de fases la evolucio´n de cada subsistema
se puede representar por medio de una funcio´n del momento y la posicio´n, la funcio´n de
distribucio´n. El elemento de volumen en el espacio de fases es
dΩ = d3qd3p/h30 (5.5.1)
donde la constante h0, que posee unidades de accio´n, se introduce por razones dimension-
ales. Los resultados f´ısicos no dependen de su valor, como demostraremos ma´s adelante.
ii)Los valores accesibles de la posicio´n q y del momento p son representados mediante
variables aleatorias sujetas a leyes probabil´ısticas. La estructura de la ley de distribucio´n
del momento y de la posicio´n es el elemento ma´s importante de la descripcio´n estad´ıstica,
ya que los observables f´ısicos se calculan a partir de los valores medios y desviaciones
medias correspondientes a dicha ley, es decir, de acuerdo a la funcio´n de distribucio´n.
iii)Los valores de los para´metros que caracterizan una dada ley de distribucio´n definen
tambien el estado de equilibrio del sistema. Estos para´metros se determinan en forma sen-
cilla fijando los valores medios, desviaciones medias cuadra´ticas y los momentos de orden
superior de la distribucio´n, en correspondencia con las cantidades fisicas que caracterizan
al sistema.
Veamos de que´ forma este esquema puede aplicarse para describir el estado de equi-
librio de un sistema de part´ıculas. Supongamos que las part´ıculas esta´n confinadas en el
interior de un recipiente, a temperatura y presio´n constantes, y que no pueden atravesar
las paredes del recipiente. Por el momento podemos despreciar efectos de taman˜o finito
y pensar en las part´ıculas como puntuales. Estas son las condiciones que normalmente
describen al sistema conocido como gas ideal. Excepto por la presencia de las paredes
del recipiente, no actu´an sobre las part´ıculas fuerzas externas. En lugar de describir la
forma en que una part´ıcula dada se mueve dentro del recipiente, siguiendo la evolucio´n de
su posicio´n y momento, consideraremos que a priori ella puede encontrarse en cualquier
estado accesible. Si elegimos un intervalo, o celda elemental, alrededor de un dado par de
valores (q, p) y registramos el nu´mero de veces que una part´ıcula del sistema adquiere esta
configuracio´n obtendremos una medida de la frecuencia asociada a la configuracio´n. Si el
nu´mero de part´ıculas es suficientemente grande y si el nu´mero de celdas elementales es
tambie´n suficientemente grande, podemos reemplazar las frecuencias por probabilidades.
De manera que la descripcio´n estad´ıstica asigna a la posicio´n y al momento el significado
de variables aleatorias distribuidas segu´n una cierta ley de distribucio´n, f(q, p), de manera
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que la probabilidad asignada a la configuracio´n, esto es: la probabilidad de encontrar a la
part´ıcula en un estado cuya posicio´n esta´ en el intervalo (q, q+ dq) y cuyo momento esta´
en el intervalo (p, p+ dp), es:
P (q, p) = f(p, q)d3qd3p/h30 (5.5.2)
Si consideramos a la funcio´n f(p, q)dΩ(p, q) como la funcio´n de distribucio´n en el espacio
de fases cla´sico, los valores caracter´ısticos de una dada funcio´n O(p, q) de las coordenadas
y momentos, se pueden calcular de la manera siguiente
< O > =
∫
dΩ(p, q)O(p, q)f(p, q)∫
dΩ(p, q)f(p, q)
σ2O =
∫
dΩ(p, q)f(p, q)(O(p, q)− < O >)2∫
dΩ(p, q)f(p, q)
(5.5.3)
que definen el valor medio y la dispersio´n cuadra´tica media de O(p, q), respectivamente.
5.6 Distribuciones cla´sicas
En esta seccio´n nos dedicaremos a presentar los fundamentos de la descripcio´n estad´ıstica
de sistemas compuestos por un nu´mero muy grande de part´ıculas, a las que en primera
aproximacio´n podemos considerar libres o muy debilmente interactuantes. Tal es el caso
del llamado gas ideal. En este sistema, la relacio´n entre las llamadas variables ter-
modina´micas y las variables puramente meca´nicas (momento de las part´ıculas) se puede
calcular considerando, como lo hizo Maxwell, valores medios del momento. Para calcular
estos valores medios debemos aplicar conceptos como los descriptos en la seccio´n anterior.
Comenzaremos con el caso ma´s simple, donde la variable de intere´s es la energ´ıa cine´tica
media.
5.6.1 Distribucio´n de Maxwell
La aplicacio´n de conceptos probabil´ısticos a la descripcio´n del comportamiento de un sis-
tema de part´ıculas tiene, como primer ejemplo, la llamada ley de distribucio´n de Maxwell,
que establece el valor de la distribucio´n de velocidades para un sistema de part´ıculas no
interactuantes, de masa m, a la temperatura absoluta T . Si v es la velocidad de una
part´ıcula, la probabilidad asignada a ese valor es
f(v)dv = Ae−mv
2/2kBT v2dv (5.6.1)
donde m es la masa de la part´ıcula, T es la temperatura absoluta, kB es la constante de
Boltzmann, cuyo valor es kB=1.38066 10
−23 joules/K y A es la constante de normalizacio´n
de la distribucio´n.
El valor de A se determina de acuerdo a la condicio´n∫
f(v)dv = 1 (5.6.2)
Efectuando el cambio de variables
u =
mv2
2kBT
(5.6.3)
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en la integral obtenemos
A
∫
e−mv
2/2kBT v2dv =
A
2
(
2kBT
m
)3/2 ∫
e−uu1/2du
=
A
2
(
2kBT
m
)3/2
Γ(3/2) (5.6.4)
En el resultado anterior hemos introducido la integral
Γ(s) =
∫ ∞
0
dxxs−1e−x (5.6.5)
que define la funcio´n gamma de argumento semientero Γ(s). Estas funciones cumplen con
la propiedad: Γ(s+ 1) = sΓ(s) y a partir del resultado Γ(1/2) =
√
π podemos generar la
serie de valores Γ(3/2) =
√
π/2, Γ(5/2) = 3
√
π/4, etc. Si el argumento de esta funcio´n es
entero, entonces Γ(n+ 1) = n!. Finalmente
A
(
2kBT
m
)3/2√π
4
= 1 (5.6.6)
de donde
A =
4√
π
(
m
2kBT
)3/2
(5.6.7)
Algunos valores caracter´ısticos, obtenidos con esta distribucio´n, son el valor medio
v¯ =
∫
f(v)vdv =
2√
π
(
2kBT
m
)1/2
(5.6.8)
y el valor medio cuadra´tico
v2rms = v¯
2 =
∫
f(v)v2dv =
(
3kBT
m
)
(5.6.9)
La energ´ıa cine´tica media se determina a partir del valor de la velocidad media cuadra´tica,
v2rms, ya que
E¯ =
1
2
m
∫
f(v)v2dv
=
1
2
mv2rms
=
3
2
kBT (5.6.10)
El valor ma´s probable de la velocidad, v∗, se obtiene determinando el valor de la velocidad
para el que la derivada de la distribucio´n se anula,[
df
dv
]
v∗
= 0 (5.6.11)
La anulacio´n de la derivada implica[
v(2− mv
2
kBT
)
]
v=v∗
= 0 (5.6.12)
y en consecuencia, ya que v∗ 6= 0, resulta
v∗ =
(
2kBT
m
)1/2
(5.6.13)
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5.6.2 Distribucio´n de Maxwell-Bolztmann
Los resultados anteriores son especialmente significativos, en relacio´n a la termodina´mica
cla´sica, ya que establecen la conexio´n entre para´metros macrosco´picos, como la temper-
atura absoluta del sistema, y propiedades de las part´ıculas, como la velocidad de las
mismas. Veamos como se puede extender este estudio al caso de un sistema cuya densidad
esta fija. Suponemos el movimiento de las part´ıculas en un volumen dado. En general, la
probabilidad cla´sica asignada a una trayectoria cuya energ´ıa es E(p, q), con valores de p y
q en la celda elemental localizada en (q, q + dq; p, p+ dp) corresponde a la definicio´n
f(p, q)dΩ(p, q) = e−βE(p,q)d3qd3p/h30 (5.6.14)
En el caso de un gas ideal cla´sico, la energ´ıa de la configuracio´n (p, q) es de la forma
E(p, q) = e(p, q)− µ (5.6.15)
donde e(p, q) = p
2
2m y µ es un para´metro cuyo valor determinaremos al fijar la densidad de
part´ıculas en el gas; β = 1kBT es la inversa del producto de la temperatura absoluta del
sistema (T ) y de la constante de Bolztmann (kB).
Con estas definiciones, la distribucio´n de Maxwell-Boltzmann se escribe
f(p, q)dΩ(p, q) =
d3q
h30
4πp2dpe−β
p2
2m eβµ (5.6.16)
La distribucio´n de Maxwell-Boltzmann esta´ normalizada de acuerdo a la relacio´n siguiente,
N =
∫
f(p, q)dΩ(p, q)
= eβµ
∫
d3q
h30
4πp2dpe−β
p2
2m (5.6.17)
que fija el valor del para´metro µ de manera de reproducir el correcto nu´mero de part´ıculas,
N . Si integramos, efectuando el cambio de variables
x = β
p2
2m
→ p =
√
2mx
β
dp = dx
√
m
2βx
(5.6.18)
resulta
N = eβµ
V
h30
4π
(
m
β
)3/2√
2Γ
(
3
2
)
(5.6.19)
La expresio´n para el nu´mero de part´ıculas es, en consecuencia
N = eβµV
(
2πm
βh20
)3/2
(5.6.20)
y, a partir de la ecuacio´n anterior resulta
µ = kT ln
[(
βh20
2πm
)3/2
N/V
]
(5.6.21)
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De esta manera, podemos reemplazar el factor eβµ por su valor en la funcio´n de dis-
tribucio´n, para cada valor de la densidad N/V y de la temperatura T . El resultado, luego
de integrar f(p, q) en las coordenadas y reemplazar eβµ por su valor, es la funcio´n
f(x)dx = N
2√
π
x1/2e−xdx (5.6.22)
donde x = βp2/2m. La dependencia funcional de la distribucio´n de Maxwell-Boltzmann
se muestra en la Figura 5.3
El valor de la energ´ıa media por part´ıcula, e¯ = E¯/N , se obtiene integrando el valor de
la energ´ıa de una part´ıcula, e(p, q), con la distribucio´n f(p.q). De esta manera obtenemos
e¯ =
∫
f(p, q) p
2
2mdΩ(p, q)∫
dΩ(p, q)f(p, q)
= eβµ
V
h30
4π
(
m
β
)3/2 √2
Nβ
Γ
(
5
2
)
(5.6.23)
Usando Γ(5/2) = 3
√
π/4, y reemplazando eβµ por su valor,
eβµ =
N
V
(
βh20
2πm
)3/2
(5.6.24)
se obtiene
e¯ =
3
2
kBT (5.6.25)
La energ´ıa media de las N part´ıculas se obtiene multiplicando (5.6.2) por N y esta´ dada
por
E¯ =
3
2
NkBT
=
3
2
nmolarRT (5.6.26)
donde R = NAvogadrokB es la constante universal de los gases. A partir de e´sta expresio´n
cla´sica, la energ´ıa por grado de libertad cuadra´tico y por part´ıcula es igual a 12kBT y el
calor espec´ıfico a volumen constante es igual
CV =
dE
dT
=
3
2
nmolarR (5.6.27)
Estos resultados constituyen la base de la termodina´mica estad´ıstica. De acuerdo con
los resultados anteriores, la distribucio´n de Maxwell-Boltzmann constituye una buena
distribucio´n para la descripcio´n de la termodina´mica estad´ıstica en gases ideales. Sin
embargo, su aplicacio´n al estudio de la termodina´mica de la radiacio´n no conduce a re-
sultados compatibles con los experimentos. Los resultados experimentales muestran que
el comportamiento exponencial de la distribucio´n de Maxwell-Boltzmann no reproduce el
comportamiento observado de la distribucio´n de intensidad de la radiacio´n, que para un
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Figura 5.3: Distribucio´n cla´sica de momentos, en funcion de la variable x = p2/(2mkT ),
para la densidad unidad.
dado valor de la temperatura absoluta y como funcio´n de la frecuencia aumenta de man-
era polino´mica a bajas frecuencias y decrece exponencialmente para altas frecuencias. La
imposibilidad de reproducir este comportamiento, sobre un rango amplio de frecuencias
indica que la forma de la distribucio´n debe necesariamente apartarse de la simple forma ex-
ponencial. El tratamiento riguroso del problema, en meca´nica estad´ıstica cua´ntica, puede
formularse a partir de la utilizacio´n de la distribucio´n
f(E) =
1
eβE − 1 (5.6.28)
donde E es la energ´ıa del cuanto de radiacio´n (foto´n). Esta distribucio´n, en el l´ımite
βE ≫ 1 toma la forma
f(E) ≈ e−βE (5.6.29)
que es el valor correspondiente a la distribucion de Maxwell-Boltzmann con µ = 0, mientras
que para βE ≪ 1 resulta
f(E) ≈ 1
βE
(5.6.30)
De manera que la presencia del factor −1 en el denominador de la funcio´n de distribucio´n
permite, en principio, esperar un comportamiento sensiblemente dependiente del valor de
la energ´ıa de la radiacio´n. En cap´ıtulos pro´ximos, cuando estudiemos los principios de
la formulacio´n cua´ntica, demostraremos rigurosamente los resultados anteriores. En este
punto, siguiendo con esta presentacio´n de las dificultades relacionadas con la explicacio´n
cla´sica del problema de la radiacio´n de una cavidad, el llamado problema del cuerpo negro,
discutiremos la propuesta de Planck y sus consecuencias.
5.7. DISTRIBUCIO´N DE PLANCK 65
0 2 4 6 8 10
0,0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
x=hν /kT
f(x)dx=x2 dx / (ex-1)
f(x)dx
Figura 5.4: Distribucio´n de frecuencias en una cavidad, como funcio´n de la variable adi-
mensional hν/kT .
5.7 Distribucio´n de Planck
Sabemos que los cuerpos calientes emiten luz. Si medimos la radiacio´n proveniente de
un horno, a trave´s de un orificio pequen˜o practicado en una de sus paredes, obtendremos
una distribucio´n continua de longitudes de onda. Esta distribucio´n presenta un ma´ximo
para un dado valor de la longitud de onda. Al aumentar la temperatura el ma´ximo se
desplaza hacia valores ma´s pequen˜os de la longitud de onda, manteniendose constante
el valor del producto Tλmaximo. En el caso del horno, el calentamiento de las paredes
producira´ la emisio´n de radiacio´n, esta radiacio´n sera´ re-absorbida y eventualmente las
paredes del horno y la radiacio´n contenida en la cavidad alcanzara´n el estado de equilibrio
a la temperatura absoluta T . En ese estado la distribucio´n de energ´ıa en la cavidad sera´
una cierta funcio´n de la frecuencia, o lo que es equivalente de la longitud de onda, de la
radiacio´n (Figura 5.4).
Los resultados experimentales son compatibles con:
a)la relacio´n E ≈ T 4 para la energ´ıa de la radiacio´n contenida en la cavidad (ley de
Stefan-Boltzmann)
b)la distribucio´n de longitudes de onda (o de frecuencias) en la cavidad posee un
ma´ximo para un cierto valor λm a la temperatura T . Si la temperatura var´ıa, el nuevo
ma´ximo correspondera´ a un valor λ′m, a la temperatura T
′, tal que λmT = λ
′
mT
′ =con-
stante (ley del corrimiento espectral o ley de Wien).
El tratamiento que Planck dio´ al problema se baso´ en la consideracio´n de un sistema
de osciladores armo´nicos, que representan a las part´ıculas que componen las paredes de la
cavidad, en equilibrio con el campo de radiacio´n. El campo de radiacio´n es la superposicio´n
de radiacio´n de todas las frecuencias posibles. Supuso, adema´s, que:
i)los osciladores armo´nicos unidimensionales y el campo de radiacio´n esta´n en equilib-
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ii)cada oscilador absorbe de manera continuada la energ´ıa proveniente del campo de
radiacio´n
iii)cada oscilador puede emitir energ´ıa so´lo cuando su energ´ıa es un mu´ltiplo entero de
la cantidad hν
El postulado (iii) rompe dra´sticamente con la nocio´n cla´sica, en lo relacionado a la
emisio´n de energ´ıa en el continuo de valores y discretiza, cuantifica, el valor de la energ´ıa
que un oscilador puede emitir.
Si suponemos que la distribucio´n de probabilidad asociada a la emisio´n de energ´ıa
E = hν sigue una ley cla´sica, como la distribucio´n de Maxwell-Boltzmann con µ = 0,
encontraremos las siguientes dificultades:
la energ´ıa radiada por un nu´mero muy grande (infinito) de osciladores ser´ıa infinita
y esto contradice el resultado experimental, ya que la densidad de energ´ıa es finita en el
interior de la cavidad
y
la dependencia te´rmica de la energ´ıa ser´ıa erro´nea, ya que no podr´ıamos explicar la
dependencia establecida por la ley de Stefan-Boltzmann.
Repitiendo el argumento de Planck, literalmente, supondremos que la intensidad de la
radiacio´n, a la longitud de onda λ, se corresponde a la ley de distribucio´n
I(λ, T )dλ =
c1
λ5
(
ec2/λT − 1)dλ (5.7.1)
donde c1 y c2 son constantes a determinar, λ es la longitud de onda de la radiacio´n y T
es la temperatura absoluta de la cavidad, en equilibrio con la radiacio´n.
5.7.1 Ondas electromagne´ticas en una cavidad
Una forma sencilla de entender la estructura de la expresio´n (5.7.1) consiste en contar
expl´ıcitamente el nu´mero de configuraciones asociadas a ondas electromagne´ticas en una
cavidad.
Cla´sicamente, la expresio´n para el campo ele´ctrico dependiente del tiempo, en ausencia
de superficies limitadoras, se escribe
E(r, t) = E0ǫe
i(kr−ωt) (5.7.2)
Esta expresio´n representa una onda plana, de amplitud E0 y vector de polarizacio´n ǫ. En
ausencia de cargas la divergencia del campo ele´ctrico se anula y por lo tanto existen dos
estados de polarizacio´n para cada valor de k.
Si se considera que la onda esta´ confinada en un cierto volumen la dependencia espa-
cial cambia, respecto a la expresio´n anterior. Para ilustrar tal cambio, consideremos el
problema en una dimensio´n, tal que la solucio´n a la ecuacio´n de onda
(
d2
dx2
− d
2
c2dt2
)
ϕ(x, t) = 0 (5.7.3)
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cumpla con condiciones de contorno perio´dicas, del tipo ϕ(x = 0, t) = ϕ(x = L, t) = 0.
Escribiendo para la solucio´n
ϕ(x, t) = Asin(kx)e−iωt (5.7.4)
resulta la condicio´n que fija los valores de k:
k = 2πn/L (5.7.5)
donde n = 0,±1,±2, etc. De modo que n = (L/2π)k.
Extendiendo el argumento a tres dimensiones espaciales y a partir de esta relacio´n,
el nu´mero de estados posibles dN(k) es igual al elemento de volumen (L/2π)34πk2dk
multiplicado por el nu´mero de estados de polarizacio´n.
Si ahora reemplazamos k por su valor en funcio´n de la frecuencia ω (k = ω/c), el
nu´mero de estados se escribe
dN(ω) = 2
(
L
2π
)3
4πk2dk
=
V
π2c3
ω2dω (5.7.6)
Si multiplicamos esta expresio´n por la funcio´n de distribucio´n
f(ω) =
1
(eβ~ω − 1) (5.7.7)
y por el valor de la energ´ıa ~ω, resulta la expresio´n de Planck para la distribucio´n de
intensidad
I(ω, T )dω =
V
π2c3
~ω3
(eβ~ω − 1)dω (5.7.8)
en funcio´n de ω, o
I(λ, T )dλ =
8πV ch
λ5
dλ(
eβhc/λ − 1) (5.7.9)
en funcio´n de la longitud de onda λ.
En las expresiones anteriores hemos usado ω = 2πν, de modo que hν = ~ω = hc/λ
y a partir del reemplazo de la frecuencia por la longitud de onda en (5.7.8) recuperamos
la forma propuesta por Planck, (5.7.9). Comparando este u´ltimo resultado con (5.7.1),
podemos fijar los valores de las constantes
c1 = 8πV ch
c2 =
hc
kT
. (5.7.10)
La estructura del denominador es consecuencia directa del postulado de discretizacio´n o
cuantificacio´n de la energ´ıa, como veremos ma´s adelante. En consecuencia, para el valor
de la energ´ıa media tenemos, al integrar sobre las frecuencias
E¯ =
∫
I(ω, T )dω
=
V π2kB
4
15(~c)3
T 4 (5.7.11)
Este resultado expresa la energ´ıa por unidad de volumen en la cavidad ǫ = EV como una
cantidad proporcional a T 4, resultado que esta´ de acuerdo con la ley de Stefan-Boltzmann.
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5.7.2 Sumas estad´ısticas
La forma propuesta por Planck para la distribucio´n de intensidad, I(λ, T ), es una conse-
cuencia directa del postulado (iii), referido a la discretizacio´n o cuantificacio´n de la emisio´n
y absorcio´n de energ´ıa.
Podemos re-obtener la expresio´n de Planck para la distribucio´n de intensidades a partir
del uso de la distribucio´n de Maxwell y a partir del concepto de discretizacio´n en el valor
de la energ´ıa, como veremos a continuacio´n.
Si los estados de energ´ıa permitidos var´ıan segu´n la expresio´n
E(ν, n) = nhν n = 0, 1, 2, .... (5.7.12)
la energ´ıa media se calcula, siguiendo las reglas de la teor´ıa de distribuciones, sumando
los factores exponenciales para cada energ´ıa permitida
E¯ν =
∑∞
n=0 nhνe
−nhνβ∑∞
n=0 e
−nhνβ
(5.7.13)
como
∞∑
n=0
nhνe−nhνβ = − ∂
∂β
∞∑
n=0
e−nhνβ (5.7.14)
y
∞∑
n=0
e−nhνβ =
1
1− e−hνβ (5.7.15)
podemos reemplazar el resultado de la suma (5.7.15) en la derivada respecto a β (5.7.14)
y escribir el valor de esta operacio´n en la expresio´n de la energ´ıa media, obteniendo
E¯ν =
hν
ehνβ − 1 (5.7.16)
El paso siguiente consiste en multiplicar el valor de la energ´ıa promedio para cada oscilador
de frecuencia ν,E¯ν , dado por (5.7.16), por el valor del nu´mero de osciladores dN(ν) en el
intervalo de frecuencias ν, ν + dν e integrar sobre todas las frecuencias
E¯ =
∫
dN(ν)hν
ehνβ − 1 (5.7.17)
y esta es precisamente la integracio´n que permitio´ establecer la correcta relacio´n (5.7.11)
entre la energ´ıa media y la temperatura absoluta de la cavidad.
Hoy sabemos que el resultado de Planck es perfectamente compatible con los postulados
de la Meca´nica Estad´ıstica Cua´ntica y que la ley de distribucio´n de Planck es un caso
especial de las leyes de distribucio´n cua´nticas, ya que toma la forma de la distribucio´n
de Bose-Einstein para bosones cuya masa en reposo nula (tal el caso de los fotones).
Ma´s adelante retornaremos a la discusion de este problema, al estudiar las estad´ısticas
cua´nticas.
El otro resultado importante esta´ referido a la ley del corrimiento espectral. En efecto,
si tomamos la distribucio´n de intensidad como funcio´n de la longitud de onda, de acuerdo
a la ley de distribucio´n de Planck
I(λ, T )dλ ≈ 1
λ5(eβhc/λ − 1)dλ (5.7.18)
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Figura 5.5: Corrimiento espectral. Las curvas muestran el comportamiento de la distribu-
cion de frecuencias para diferentes temperaturas absolutas.
y derivamos con respecto a la longitud de onda, la condicio´n de extremo establece
5(ex − 1)− exx = 0 (5.7.19)
donde x = hc/(λkT ) y cuya solucio´n x ≈ 4.96 fija el valor λT ≈ 2.898 10−3 oKm, para la
localizacio´n del ma´ximo. Por lo tanto,
λT = constante (5.7.20)
como lo establece la ley de Wien para el corrimiento espectral. La Figura 5.5 muestra los
ma´ximos correspondientes a diferentes temperaturas.
5.8 Resumen del cap´ıtulo
• Efecto Fotoele´ctrico.
• Efecto Compton.
• Distribuciones cla´sicas.
• Radiacio´n del cuerpo negro.
5.9 Problemas
1. La energ´ıa necesaria para extraer un electro´n del sodio es 2.3 eV .
a) determinar si el sodio presentara´ efecto fotoele´ctrico para la luz amarilla de
5890 A˚.
b) ¿cua´l es la longitud de onda de corte para la emisio´n fotoele´ctrica en el sodio?
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2. El potencial de frenado para fotoelectrones emitidos por una superficie iluminada
por luz de longitud de onda λ = 4910 A˚ es de 0.71 eV , cuando se cambia la longitud
de onda incidente se encuentra que el potencial de frenado es 1.43 eV .¿ Cua´l es la
nueva longitud de onda?
3. Calcule y grafique la dependencia angular del corrimiento Compton causado por un
proto´n.
4. A partir de la distribucio´n de probabilidades de Maxwell-Boltzman calcule el valor
medio, la desviacio´n cuadra´tica media y el valor ma´s probable para la de la energ´ıa.
Grafique.
5. Calcule los valores de I(λ, T ), (5.7.9), para radiacio´n infrarroja y ultravioleta.
6. En una explosio´n termonuclear la temperatura es del orden de 107 0K. Encuentre
la longitud de onda para la cual la radiacio´n emitida es ma´xima.
7. A una temperatura dada la longitud de onda ma´xima de un cuerpo negro es λmax =
6500 A˚. ¿Cua´l sera´ λmax si la temperatura de las paredes de la cavidad aumenta de
modo que la razo´n de emisio´n espectral se duplica?
8. Demuestre que la ley de Rayleigh-Jeans
f(ν)dν =
8π ν2 kT
c2
dν, (5.9.1)
no es consistente con la Ley de desplazamiento de Wien. Idem para
f(ν)dν = e−hν/kTdν. (5.9.2)
Cap´ıtulo 6
MODELO ATO´MICO DE BOHR
6.1 Introduccio´n
Durante la u´ltima parte del siglo XIX se acumularon suficientes evidencias experimen-
tales que suger´ıan la existencia de constituyentes elementales (a´tomos) de la materia. El
descubrimiento del electro´n constituyo´ una evidencia directa en favor de una teor´ıa mi-
crosco´pica. Tambie´n se determino´ que los electrones esta´n presentes como constituyentes
de los a´tomos y que la radiacio´n espectral es el resultado del movimiento de los electrones.
Al mismo tiempo, como los electrones poseen carga negativa, la neutralidad ele´ctrica de la
materia indico´ la existencia de cargas positivas en los a´tomos. La medicio´n de la relacio´n
carga/masa para los electrones revelo´ que la mayor parte de la masa de un a´tomo deber´ıa
estar relacionada con las cargas positivas. De acuerdo con esta descripcio´n y considerando
el movimiento simple de electrones y nu´cleos masivos de carga positiva y atendiendo al
electromagnetismo cla´sico, los electrones deber´ıan estar acelerados por la presencia de
los nu´cleos, la materia deber´ıa colapsar y los a´tomos deber´ıan radiar energ´ıa de manera
proporcional al cuadrado de la aceleracio´n. Como esto no ocurre, se concluyo´ que los
a´tomos deber´ıan estar en algu´n tipo de estado estacionario desde donde no podr´ıan emitir
radiacio´n.
El modelo ato´mico de Thomson consiste en una distribucio´n uniforme de carga positiva
permeable a las cargas negativas, con electrones que pueden estar fijos o movie´ndose
armo´nicamente alrededor de ciertas posiciones de equilibrio. El movimiento armo´nico de
los electrones alrededor de estas posiciones de equilibrio es, en el modelo de Thomson,
responsable de la emisio´n de radiacio´n.
En 1910 E. Rutherford realizo´ experimentos de dispersio´n de part´ıculas α, provenientes
del decaimiento de a´tomos radiactivos, a trave´s de la´minas meta´licas delgadas. Rutherford
comprobo´, en contra de lo esperado suponiendo la validez del modelo de Thomson, segu´n
el cual para una distribucio´n uniforme de cargas positivas y negativas la mayor parte de
las part´ıculas α, cuya carga ele´ctrica es positiva, deber´ıan detectarse en las direcciones de
bombardeo, que un nu´mero muy grande de las part´ıculas eran dispersadas en trayectorias
muy apartadas de las trayectorias originales. La existencia de estas dispersiones a a´ngulos
elevados probo´ que la distribucio´n de cargas positivas en la materia deber´ıa estar concen-
trada espacialmente y no distribu´ıda en forma uniforme como lo postulaba el modelo de
Thomson.
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Al mismo tiempo, considerando el valor de los a´ngulos de dispersio´n, se concluyo´ que
el taman˜o del centro dispersor deber´ıa ser del orden de 4× 10−10 metros o menor.
Los resultados experimentales eran consistentes con la expresio´n (formula de Ruther-
ford)
dN
dΩ
=
N0ntZ
2
1Z
2
2e
4
64π2ǫ20m
2
1v
2
0 sin
4 θ/2
(6.1.1)
donde dNdΩ es el nu´mero de part´ıculas α dispersadas por unidad de a´ngulo so´lido en la
direccio´n θ respecto a la direccio´n de incidencia; N0 es el nu´mero de part´ıculas incidentes;
n es el nu´mero de centros dispersores por unidad de volumen del blanco (la´mina de metal), t
es el espesor del blanco, Z1 = 2 es el nu´mero ato´mico de las part´ıculas incidentes (part´ıculas
α), Z2 es el nu´mero ato´mico del material que forma el blanco, v0 es la velocidad de las
part´ıculas incidentes y m1 es la masa de las part´ıculas incidentes.
La dependencia de esta distribucio´n con respecto al espesor del material, la energ´ıa
cine´tica de las part´ıculas incidentes y el a´ngulo de dispersio´n, fue verificada experimental-
mente en una serie de cuidadosos experimentos llevados a cabo por Geiger y Marsden.
Estos resultados experimentales fueron el detonante de un serio conflicto en f´ısica, entre
teor´ıa y experimentos. Por un lado, la emisio´n de radiacio´n, por parte de los a´tomos, exig´ıa
una cierta dina´mica; por otra parte, la estabilidad ato´mica y la ausencia de colapso por
atraccio´n electrosta´tica exig´ıa una cierta estacionaridad.
El conflicto fue resuelto por Niels Bohr, quien en 1913 presento´ su teor´ıa del a´tomo de
hidro´geno.
6.2 Postulados de Bohr
• El a´tomo de hidro´geno esta compuesto por una nu´cleo de carga positiva (proto´n)
y por una part´ıcula ma´s liviana, de carga negativa (electro´n), en un estado de
movimiento relativo producido por su interaccio´n coulombiana.
• El a´tomo puede permanecer por periodos extensos de tiempo en un dado estado,
sin emitir ondas electromagne´ticas, si dicho estado es uno para el que el momento
angular, L, del a´tomo es un mu´ltiplo entero de la cantidad ~ = h2pi ; de modo que
L = n~ (n = 1, 2, 3, ....) .
• La radiacio´n es emitida si el a´tomo ”salta” de un estado ”permitido” de energ´ıa Ei
a otro estado ”permitido” de energ´ıa Ef .
• Cuando el a´tomo emite radiacio´n, la frecuencia correspondiente esta´ determinada
por la condicio´n
hν = Ei − Ef (6.2.1)
Estos postulados permiten interpretar los resultados de los experimentos de Rutherford
y al mismo tiempo destacan la inaplicabilidad del electromagnetismo cla´sico en procesos
ato´micos. La teor´ıa cla´sica, en consecuencia, es reemplazada por reglas que introducen la
constante de Planck: a) afirmando que el momento angular del a´tomo debe ser un mu´ltiplo
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Figura 6.1: Esquema simple del a´tomo de hidrogeno: el proto´n, cuya masa es M, y el
electro´n, de masa m, se mueven en torno al centro de masa CM del sistema.
entero de ~ y b) afirmando que la frecuencia de la radiacio´n emitida debe corresponder,
en unidades de 1/h, a la diferencia de energ´ıa entre los estados involucrados en la emisio´n.
Para determinar la energ´ıa de los estados permitidos del a´tomo de hidro´geno uti-
lizaremos un procedimiento ad-hoc. La demostracio´n rigurosa sera´ presentada cuando
estudiemos el problema del movimiento de una part´ıcula cargada en un campo coulom-
biano, siguiendo las reglas de la meca´nica cua´ntica (ver Cap´ıtulo 10).
La situacio´n que deseamos describir se ilustra en la Figura 6.1. El proto´n, de masa M
y carga e, ejecuta un movimiento circular alrededor del centro de masa (CM) del sistema.
R es el radio de la o´rbita del proto´n y ω es su velocidad angular; el electro´n, cuya masa
es m, posee carga −e) y se mueve circularmente alrededor del CM en una o´rbita de radio
r, con la misma velocidad angular ω.
La aplicacio´n de los postulados de Bohr a este sistema determina:
• Momento angular del sistema
Considerando al CM en reposo, resulta
mr =MR → R = m
M
r (6.2.2)
El mo´dulo del momento angular total del sistema, L, es igual a la suma de los
momentos angulares del proto´n y del electro´n y posee el valor
L = mr2ω +MR2ω
= mr2ω
(
1 +
m
M
)
(6.2.3)
• Movimiento relativo
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La fuerza de Coulomb entre cargas es la fuerza que produce la aceleracio´n centr´ıpeta
y por lo tanto
mω2r =
e2
4πǫ0(r +R)
2
=
e2
4πǫ0r2
(
1 + mM
)2 (6.2.4)
(ya que hemos supuesto que la distancia entre cargas es constante)
• Energ´ıa total del sistema
La energ´ıa total del sistema es igual a la suma de las energ´ıas cine´ticas del proto´n y
del electro´n y la energ´ıa coulombiana entre cargas
E =
1
2
mr2ω2 +
1
2
MR2ω2 − e
2
4πǫ0r
(
1 + mM
)
=
1
2
mr2ω2
(
1 +
m
M
)
− e
2
4πǫ0r
(
1 + mM
) (6.2.5)
A partir de la expresio´n (6.2.3) podemos escribir el valor del te´rmino coulombiano
de la energ´ıa, (6.2.5), en funcio´n de la frecuencia angular y del radio de la o´rbita del
electro´n
e2
4πǫ0r
(
1 + mM
) = mω2r2 (1 + m
M
)
(6.2.6)
de donde, reemplazando en la expresio´n para E, (6.2.5), se obtiene
E = −1
2
mω2r2
(
1 +
m
M
)
(6.2.7)
Resumiendo estos resultados
mr2ω
(
1 +
m
M
)
= n~
E = −1
2
mr2ω2
(
1 +
m
M
)
mω2r =
e2
4πǫ0r2
(
1 + mM
)2 (6.2.8)
A los efectos de obtener la solucio´n podemos escribir:
ωr2 =
n~
µ
ω2r2 = −2E
µ
ω2r3 =
e2m
4πǫ0µ2
(6.2.9)
donde
µ = m
(
1 +
m
M
)
(6.2.10)
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Tomando el cociente de las primeras dos ecuaciones en (6.2.9) podemos determinar el
valor del radio
r =
4πǫ0~
2
me2
n2 (6.2.11)
Este es el primer resultado importante del modelo ya que establece que el movimiento
orbital es permitido solo para ciertos valores del radio. Estos valores se expresan en
unidades del radio de Bohr
a0 =
4πǫ0~
2
me2
≈ 5.29 × 10−11metros (6.2.12)
As´ı
r ≡ rn = a0n2 (n = 1, 2, 3...) (6.2.13)
Con este valor del radio, podemos expresar la energ´ıa (6.2.7) de la manera siguiente
En = − e
2m
8πǫ0µrn
= −
(
e4m
32π2ǫ20~
2
(
1 + mM
)
)
1
n2
(6.2.14)
Para una transicio´n entre estados caracterizados por los nu´meros enteros n y n′, cuyas
energ´ıas son En y En′ , y aplicando la regla de Einstein-Bohr que relaciona la frecuencia
de la radiacio´n emitida con la diferencia de la energ´ıa entre estados, se obtiene
hν = En − En′
=
(
e4m
32π2ǫ20~
2
(
1 + mM
)
)[
1
n′2
− 1
n2
]
(6.2.15)
La energ´ıa de ionizacio´n del a´tomo de hidro´geno, que es la energ´ıa necesaria para
extraer un electro´n del primer estado (n=1), se calcula a partir de la diferencia
Eion. = En=∞ −En=1
=
(
e4m
32π2ǫ20~
2
(
1 + mM
)
)
=
~
2
2ma20
(6.2.16)
Con los valores que se indican en la tabla 6.3 se obtiene para la energ´ıa de ionizacio´n el re-
sultado Eion. ≈ 13.58 eV, valor que reproduce muy satisfactoriamente el valor experimental
que es del orden de 13.60 eV.
6.3 Series espectrales
Los resultados obtenidos en la seccio´n anterior pueden ser comparados, directamente, con
los resultados experimentales. En efecto, el ana´lisis experimental del espectro visible del
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a´tomo de hidro´geno mostro´ la existencia de regularidades (series) en el espectro. Las lon-
gitudes de onda pertenecientes a una dada secuencia (serie) fueron clasificadas de acuerdo
a la expresio´n emp´ırica
λn =
b(n0)n
2
n2 − n20
(6.3.1)
(series de Lyman (n0 = 1), Balmer (n0 = 2), Paschen (n0 = 3)). Podemos demostrar,
tal como lo demostro´ Bohr, que la clasificacio´n experimental de las series del espectro del
a´tomo de hidro´geno se corresponde directamente a la expresio´n teo´rica obtenida para la
frecuencia ν:
ν = cRteorH
[
1
n′2
− 1
n2
]
(6.3.2)
La cantidad
RteorH =
(
e4m
8cǫ20h
3
(
1 + mM
)
)
≈ 1.097 107 (metros)−1 (6.3.3)
es una cantidad que depende solamente de constantes f´ısicas fundamentales: e (carga del
electro´n), h (constante de Planck), c (velocidad de la luz en el vac´ıo), ǫ0 ( permitividad
ele´ctrica del vac´ıo), m (masa en reposo del electro´n) y M (masa en reposo del proto´n)
(ver Tabla siguiente).
Magnitud Simbolo Valor (MKS)
velocidad de la luz c 2.99793 108 m-seg−1
carga del electro´n e 1.60206 10−19 Coul
masa en reposo del electro´n me 9.1083 10
−31 kgr
mec
2 0.511 MeV
masa en reposo del proto´n Mp 1.67239 10
−27 kgr
Mpc
2 938.573 MeV
constante de Planck h 6.62517 10−34 Joule-seg.
constante de Planck reducida ~ 1.05443 10−34 Joule-seg.
~c 3.158 10−26 Joule-m
permitividad ele´ctrica del vac´ıo ǫ0 8.85434 10
−12 Coul2/(Joule-m).
radio de Bohr a0 5.29172 10
−11m
longitud de onda Compton del electro´n λce 2.42626 10
−12m
longitud de onda Compton del proto´n λcp 1.32141 10
−15m
La conversio´n de estos valores a unidades de Fermi (F) y electron-Volt (eV) se realiza a par-
tir de las equivalencias:1F = 10−15m, 1 eV=1.60210−19 Joule, de donde ~c = 197.128MeV
F, a0 = 5.291 10
4F, etc.
Si definimos la frecuencia reducida
ν¯ =
ν
c
=
1
λ
(6.3.4)
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Figura 6.2: Secuencia de estados y transiciones en el a´tomo de hidro´geno, de acuerdo al
modelo de Bohr.
donde λ es la longitud de onda de la radiacio´n, la expresio´n obtenida para la frecuencia
correspondiente a la radiacio´n emitida por el a´tomo al cambiar su estado desde el estado
definido por el nu´mero entero n al estado definido por n′ se escribe
1
λ
= RteorH
[
1
n′2
− 1
n2
]
(6.3.5)
y en consecuencia
λn→n′ =
1
RteorH
[
n2n′2
n2 − n′2
]
. (6.3.6)
En este punto podemos comparar este resultado con el correspondiente a la parametrizacio´n
experimental, si establecemos la siguiente asignacio´n de valores para n0:
n′ = n0 = 1 b(1) =
1
RexpH
(Lyman)
n′ = n0 = 2 b(2) =
4
RexpH
(Balmer)
n′ = n0 = 3 b(3) =
9
RexpH
(Paschen) (6.3.7)
La Figura 6.2 muestra la secuencia de transiciones para las series de Lyman, Balmer
y Paschen. El valor experimental RexpH , determinado a partir de b(2), es la llamada con-
stante de Rydberg y su valor es 1.09737318(8) 107m−1. El valor teo´rico RteorH , (6.3.3),
calculado en el modelo de Bohr, reproduce satisfactoriamente el valor experimental. Este
es uno de los resultados ma´s impresionantes del modelo de Bohr, que no solo da una in-
terpretacio´n cualitativamente correcta de la serie espectral, sino que tambie´n reproduce
cuantitativamente los factores experimentales.
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El modelo de Bohr se aplico´, con algunas pequen˜as modificaciones, para calcular el
espectro de a´tomos simplemente ionizados (a´tomos hidro´genoides), considerando la carga
del nu´cleo Ze y su masa MN , resulta,
1
λ
=
mZ2e4
8cǫ20h
3
(
1 + mMN
)
[
n2n′2
n2 − n′2
]
(6.3.8)
Los postulados de Bohr y el e´xito de los mismos en la explicacio´n del espectro de los
a´tomos hidrogenoides constituyeron una evidencia muy fuerte en favor de una nueva (por
entonces, 1913) forma de pensar la f´ısica de los procesos a escala ato´mica. La incorporacio´n
de esos postulados en el cuerpo de una teor´ıa y su generalizacio´n llevo´ ma´s de veinte an˜os
y el resultado fue la formulacio´n de la Meca´nica Cua´ntica. A partir de los postulados de
Bohr, resulta evidente que la teor´ıa cua´ntica difiere dra´sticamente de la cla´sica, ya que
estos postulados establecen
• La discretizacio´n de los valores de cantidades cla´sicas, como la energ´ıa y el momento
angular, abandonando por lo tanto la nocio´n de continuidad en la representacio´n de
estos valores.
• La introduccio´n del concepto de estado estacionario.
La solucio´n de Bohr para el a´tomo de hidro´geno posee un significado muy amplio y
diametralmente opuesto a la concepcio´n cla´sica. Como veremos en el cap´ıtulo siguiente, las
definiciones cla´sicas de posicio´n y momento no son aplicables a escala ato´mica. Tampoco
son aplicables las reglas newtonianas relacionadas con el ca´lculo de trayectorias. Estas
definiciones deben ser reemplazadas por un conjunto de reglas que constituyen el cuerpo
de la Meca´nica Cua´ntica. El modelo que hemos presentado puede considerarse un antecesor
de la teor´ıa cua´ntica. En la Meca´nica Cua´ntica:
• Las asignaciones cla´sicas de coordenadas y momentos se reemplazan por el resultado
de la aplicacio´n de operadores sobre estados cua´nticos.
• Se elimina la nocio´n de trayectoria y se introducen valores medios de operadores
como representacio´n de los observables f´ısicos.
Las preguntas que podemos formular son casi obvias:
a) ¿co´mo se calculan los estados estacionarios de un dado sistema cua´ntico?
b)¿cua´les son los operadores correspondientes y cua´les las reglas que se deben respetar
para la determinacio´n de observables f´ısicos?
c)¿co´mo se establecen las relaciones entre teor´ıa y datos experimentales?
Las respuestas son menos obvias y requieren de un tratamiento detallado. En este
libro nos limitaremos a estudiar ejemplos muy espec´ıficos de aplicacio´n de los conceptos
cua´nticos.
Respecto al punto (a) tomaremos el caso del oscilador armo´nico y estudiaremos la
estructura de las soluciones en el marco de la ecuacio´n de Schro¨dinger, que es una har-
ramienta adecuada para interpretar las consecuencias de los postulados cua´nticos pero
que no es en s´ı misma la Meca´nica Cua´ntica. Respecto al punto (b) resolveremos el caso
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del oscilador armo´nico y construiremos una representacio´n para ilustrar el papel de los
operadores correspondientes a la posicio´n y al momento y al momento. Como ejemplo de
(c) estudiaremos el problema de la propagacio´n en presencia de barreras y resolveremos el
potencial coulombiano entre cargas puntuales. Finalmente, a partir de las conclusiones a
las que lleguemos en el estudio de cada ejemplo, formularemos los postulados ba´sicos de
la Meca´nica Cua´ntica e introduciremos los elementos ba´sicos de la teor´ıa.
6.4 Resumen del cap´ıtulo.
• Experimento de Rutherford.
• Modelo ato´mico de Bohr.
• Interpretacio´n de resultados y conflictos con la Meca´nica Cla´sica.
6.5 Problemas
1. Un haz de part´ıculas de α de energ´ıa cine´tica 5.30 MeV e intensidad 104 part´ıculas/seg
inciden normalmente sobre una lamina de oro de densidad 19.3 g/cm3, A=197 y es-
pesor 1.0 10−5 cm. A una distancia de 10 cm se coloca un detector de part´ıculas
α de a´rea 1.0 cm2. Utilizando la seccio´n transversal diferencial de dispersio´n de
Rutherford, encontrar el nu´mero de conteos por hora para θ = 100 y θ = 450, donde
θ es el a´ngulo entre el haz incidente y el detector. El valor de Z en el oro (Au) es
79.
2. Demostrar que la frecuencia de revolucio´n para un electro´n en el a´tomo de Bohr esta´
dado por ν = 2 | E | /hn, donde E es la energ´ıa total del electro´n.
3. Cua´nto valen la energ´ıa, el impulso y la longitud de onda de un foto´n emitido por
un a´tomo de hidro´geno que sufre una transicio´n directa desde un estado excitado
con n = 10 al estado fundamental.
4. Calcular, utilizando la fo´rmula de Bohr, las tres longitudes de onda ma´s largas en la
serie de Balmer. Calcular las longitudes de onda ma´s cortas de la serie de Lyman y
Paschen.
Cap´ıtulo 7
POSTULADOS DE LA
MECA´NICA CUA´NTICA
7.1 Introduccio´n
En este cap´ıtulo comenzaremos la discusio´n de los postulados ba´sicos de la Meca´nica
Cua´ntica, que es la formulacio´n adecuada para la descripcio´n de feno´menos f´ısicos a escala
ato´mica y sub-ato´mica. En cap´ıtulos anteriores hemos analizado ejemplos muy concretos
de inaplicabilidad de leyes cla´sicas a escala ato´mica, en particular:
i)Radiacio´n del cuerpo negro (Planck) y efecto fotoele´ctrico (Einstein): en ambos casos
se postula, exitosamente, la cuantificacio´n de la energ´ıa transportada por la luz y la forma
en que la misma es absorbida o emitida.
ii)Espectros ato´micos: los a´tomos poseen niveles de energ´ıa discretos, de manera que
la informacio´n relacionada con los espectros ato´micos puede explicarse en funcio´n de tran-
siciones entre estados de energ´ıa separados por cantidades elementales .
iii)Cuantificacio´n del momento angular: el momento angular toma valores discretos,
en unidades de ~, la constante de Planck
iv)Decaimiento radiactivo de los a´tomos: la emisio´n de par´ıculas ocurre en condiciones
prohibidas clasicamente.
A manera de introduccio´n a la Meca´nica Cua´ntica presentaremos los postulados ba´sicos
de la teor´ıa. En los cap´ıtulos siguientes nos dedicaremos a estudiar las aplicaciones ma´s
simples de dichos postulados.
Postulado 1: Vectores de estado y sus propiedades
La informacio´n referida a un sistema f´ısico, en el contexto de la meca´nica cua´ntica,
esta´ contenida en su vector de estado Ψ. Las propiedades ba´sicas de estos vectores de
estado son las siguientes:
a)Linealidad: la suma de dos o ma´s vectores de estado es otro vector de estado
Ψ + Φ = Θ (7.1.1)
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b)Multiplicacio´n por escalares: la multiplicacio´n de un escalar por un vector de estado
tiene como resultado otro vector de estado
zΨ = Φ (7.1.2)
donde z es un escalar (en general la palabra escalar la usaremos para designar a un nu´mero,
sea este real o complejo).
c)Producto escalar:
El producto escalar de dos vectores de estado
(Ψ,Φ) (7.1.3)
es igual a un escalar. En particular, el producto escalar
(Ψ,Ψ) = || Ψ ||2 (7.1.4)
define el cuadrado de la norma del vector de estado.
d)Base de vectores de estado: un conjunto de vectores de estado Ψn forma una base si
mediante combinaciones lineales de la forma
Φ =
∑
n
cnΨn (7.1.5)
puede expresarse cualquier otro vector de estado, tal que
|| Ψ ||2 = (Ψ,Ψ) =
∑
n,m
c∗mcn (Ψn,Ψm)
=
∑
n
| cn |2 (7.1.6)
Los coeficientes cn son escalares y los vectores de la base satisfacen la condicio´n de nor-
malizacio´n:
(Ψn,Ψm) = δn,m (7.1.7)
de manera que
El producto escalar de dos vectores de la base es igual a 1 si los ı´ndices de ambos
vectores son iguales y 0 si son distintos.
Postulado 2: Operadores y sus propiedades
La accio´n de entes que designaremos mediante el te´rmino operadores al actuar sobre
vectores de estado produce vectores de estado
OˆΨ = Φ (7.1.8)
La aplicacio´n de distintos operadores sobre un vector de estado no es, en general, con-
mutativa. Si suponemos que dos operadores Pˆ y Oˆ se aplican sobre vectores de estado
Φ,Σ,∆,Ψ segu´n
OˆΨ = Φ , PˆΦ = Σ
PˆΨ = ∆ , Oˆ∆ = Γ (7.1.9)
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entonces
Pˆ (OˆΨ) = PˆΦ = Σ
Oˆ(PˆΨ) = Oˆ∆ = Γ (7.1.10)
y restando ambas igualdades resulta(
Pˆ Oˆ − OˆPˆ
)
Ψ = Σ− Γ (7.1.11)
que no se anula a menos que los vectores de estado Σ y Γ coincidan. La operacio´n(
Pˆ Oˆ − OˆPˆ
)
=
[
Pˆ , Oˆ
]
(7.1.12)
define el conmutador de los operadores Pˆ y Oˆ, de modo que solamente cuando ambos
operadores conmutan [
Pˆ , Oˆ
]
= 0 (7.1.13)
su aplicacio´n sobre un vector de estado no dependera´ del orden en el que se efectu´e la
misma.
Si la aplicacio´n de un operador sobre un dado vector de estado produce, a menos de
un escalar, el mismo vector de estado
QˆΨ = qΨ (7.1.14)
diremos que Ψ es un vector propio o autovector del operador Qˆ con autovalor q. El conjunto
de valores propios de un dado operador puede tener infinitos elementos. En lo sucesivo
nos referiremos a este conjunto como a un conjunto numerable y por lo tanto la misma
observacio´n vale respecto a las dimensiones de las bases que utilizaremos para expandir la
funcio´n de onda de un sistema. En general utilizaremos operadores que poseen ma´s de un
vector propio y designaremos a cada vector perteneciente al conjunto de vectores propios
de cada operador mediante un sub-´ındice
QˆΨn = qnΨn (7.1.15)
donde qn es el autovalor correspondiente al autovector Ψn. Si los autovalores qn son reales
el operador Qˆ es hermı´tico y escribiremos, para indicar esta propiedad
Qˆ† = Qˆ (7.1.16)
La construccio´n que incluye a los vectores de estado, a los operadores y a las operaciones
entre vectores de estado y entre operadores es denominada, en general, espacio de Hilbert.
La discusio´n de las propiedades formales del espacio de Hilbert exceden esta presentacio´n
y en lo que sigue nos limitaremos a utilizar tales propiedades en forma operacional.
Mostraremos ahora que si dos operadores conmutan entonces existe un conjunto de
autovectores y autovalores comunes a ambos operadores y viceversa. Si tomamos dos
operadores, P y Q, tales que
QˆΨn = qnΨn (7.1.17)
y
PˆΨn = pnΨn (7.1.18)
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entonces
QˆPˆΨn = pnQˆΨn = pnqnΨn
Pˆ QˆΨn = qnPˆΨn = qnpnΨn (7.1.19)
y por lo tanto [
Pˆ , Qˆ
]
Ψn = (pnqn − qnpn)Ψ=0 (7.1.20)
ya que pn y qn son escalares.
Postulado 3: Observables
El proceso de medicio´n de una cantidad f´ısica se corresponde, en el contexto de la
Meca´nica Cua´ntica, a la determinacio´n de los valores propios de un operador hermı´tico.
Si el sistema f´ısico sobre el que efectuamos la medida esta´ representado por el vector de
estado Ψ, expresado en la base de autovectores Φn del operador Qˆ, que es el operador
asociado a la magnitud f´ısica cuya medida deseamos efectuar, la aplicacio´n del operador
sobre el vector de estado produce el vector de estado
QˆΨ =
∑
n
cnQˆΦn =
∑
n
cnqnΦn (7.1.21)
y el producto escalar de este vector de estado con Ψ resulta(
Ψ, QˆΨ
)
=
∑
n,m
c∗mcnqn(Φm,Φn) =
∑
n
| cn |2qn (7.1.22)
de modo que el resultado esperado de la medicio´n sera´ el valor
(
Ψ, QˆΨ
)
. La expresio´n
de este valor esperado indica que el mismo es igual a la suma de los valores propios
qn pesados por el mo´dulo de los factores cn. En la interpretacio´n probabil´ıstica de la
Meca´nica Cua´ntica los factores | cn |2 representan la probabilidad de encontrar al sistema
en el estado propio Φn.
7.2 Estado de un sistema: representaciones
En esta seccio´n discutiremos el significado de una representacio´n de los vectores de estado
a partir de la ecuacio´n de Schro¨dinger, cuya solucio´n discutiremos, para algunos casos
especiales, en los cap´ıtulos siguientes. El concepto de funcio´n de onda no es equivalente
al de vector o funcio´n de estado. Para determinar la funcio´n de onda de un sistema
debemos fijar una representacio´n, es decir pasar del esquema de operadores, vectores de
estado y bases en el espacio de Hilbert a un esquema donde, siguiendo ciertas reglas de
correspondencia, a los operadores se le asignan formas diferenciales, a los vectores de
estado se le asignan formas funcionales, las llamadas funciones de onda, y la aplicacio´n de
operadores a los vectores de estado es reemplazada por operaciones diferenciales efectuadas
sobre funciones.
El estado de un sistema cua´ntico (i.e: una part´ıcula, un a´tomo, un nu´cleo, una
mole´cula, etc) se representa mediante su funcio´n de onda. Si el sistema esta compuesto por
una sola part´ıcula, su funcio´n de onda es una funcio´n de las coordenadas de la part´ıcula en
un dado tiempo t (ignoraremos, por el momento, contribuciones relacionadas, por ejemplo,
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con el momento angular intr´ınseco (spin) de la part´ıcula).
Si φ(r, t) es la funcio´n de onda de una part´ıcula, su evolucio´n temporal esta´ determinada
por la ecuacio´n de Schro¨dinger dependiente del tiempo
Hˆφ(r, t) = i~
∂φ(r, t)
∂t
(7.2.1)
En esta expresio´n, Hˆ es un operador diferencial, llamado Hamiltoniano y sus valores
propios poseen el significado de la energ´ıa. La probabilidad de encontrar a la part´ıcula en
el volumen elemental d3r, alrededor de r, en el tiempo t se define
P (r, t)d3r = | φ(r, t) |2d3r (7.2.2)
Por el momento supondremos que esta probabilidad esta´ normalizada, de manera que∫
P (r, t)d3r =
∫
| φ(r, t) |2d3r = 1 (7.2.3)
La integracio´n se extiende sobre todo el espacio y si la part´ıcula esta´ confinada en un
volumen V, el recinto de integracio´n se limita a este volumen. No todas las funciones de
onda pueden normalizarse de esta manera. Si pensamos en la funcio´n (ondas planas)
φ(r, t) = ei(k.r−ωt) (7.2.4)
su mo´dulo es igual a 1 y la integral sobre todo el espacio es infinita. Por el momento
consideraremos solamente funciones de onda normalizables. En consecuencia, la ecuacio´n
que define la probabilidad (7.2.2) ilustra las propiedades ba´sicas de la Meca´nica Cua´ntica:
i) la posicio´n de la part´ıcula, en un dado tiempo t, no esta´ determinada en forma
un´ıvoca, solamente esta´ definida la probabilidad de encontrar a la part´ıcula en un estado
dado, representado por la funcio´n de onda φ(r, t).
ii)la densidad de probabilidad P (r, t), que es un observable, esta´ relacionada con la
funcio´n de onda φ(r, t), que no es un observable.
7.3 Operadores y observables: representaciones
Cantidades tales como la posicio´n, el momento y la energ´ıa de una part´ıcula son denomi-
nadas observables. En f´ısica cla´sica, los observables son representados mediante variables
ordinarias. En Meca´nica Cua´ntica los observables se representan mediante operadores, que
actu´an sobre funciones de onda . No es posible obtener, a partir de la meca´nica cla´sica,
operadores que representen observables. Este es un concepto puramente cua´ntico y como
tal lo aplicaremos sin justificar cla´sicamente la eleccio´n de los operadores.
El operador posicio´n rˆ se define mediante la relacio´n
rˆφ(r, t) = rφ(r, t) (7.3.1)
y el operador momento pˆ mediante la operacio´n
pˆφ(r, t) = −i~∇φ(r, t) (7.3.2)
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En general,
F (r, p)→ F (rˆ, pˆ) (7.3.3)
es un operador constru´ıdo a partir de una funcio´n de la posicio´n y el momento. La energ´ıa
cla´sica de una part´ıcula
E(r, p) =
p2
2m
+ V (r) (7.3.4)
tiene, en Meca´nica Cua´ntica, la expresio´n
Hˆ = − ~
2
2m
∇2 + V (r) (7.3.5)
que corresponde al Hamiltoniano.
7.4 Valores esperados y observables
La relacio´n entre operadores y el resultado de mediciones se establece en Meca´nica Cua´ntica
por medio de la correspondencia entre el valor esperado de un dado operador Oˆ y el ob-
servable asociado
< Oˆ >=
∫
φ∗(r, t)Oˆφ(r, t)d3r (7.4.1)
Si consideramos al operador posicio´n (7.3.1) su valor esperado se escribe
< rˆ > =
∫
φ∗(r, t)rˆφ(r, t)d3r
=
∫
φ∗(r, t)rφ(r, t)d3r
=
∫
φ∗(r, t)φ(r, t)rd3r
=
∫
| φ(r, t) |2rd3r
=
∫
P (r, t)rd3r (7.4.2)
Este es un resultado muy importante, ya que nos permite interpretar el valor esperado
del operador posicio´n como la integral del producto de la funcio´n de distribuicio´n de
probabilidad P (r, t)d3r por el valor de la posicio´n r. Ana´logamente, para el valor esperado
del momento (7.3.2) tenemos
< pˆ > =
∫
φ∗(r, t)pˆφ(r, t)d3r
=
∫
φ∗(r, t)(−i~∇)φ(r, t)d3r (7.4.3)
Notemos que en este caso debemos respetar el ordenamiento en el integrando, ya que la
accio´n de pˆ sobre el estado produce un resultado que depende de la estructura expl´ıcita
del estado. Esta es una caracter´ıstica fundamental de los operadores: su aplicacio´n debe
respetar estrictamente el orden de aparicio´n respecto a la funcio´n de estado sobre la que
actu´an. Para el ejemplo anterior es claro que
pˆ(rˆφ(r, t)) 6= rˆ(pˆφ(r, t)) (7.4.4)
7.5. OPERADORES LINEALES 87
De hecho, podemos demostrar que
[pˆ, rˆ]φ(r, t) = (pˆrˆ − rˆpˆ)φ(r, t)
= −i~φ(r, t) (7.4.5)
y esto implica que
[pˆ, rˆ] = −i~ (7.4.6)
La demostracio´n es muy simple y esta´ basada en las definiciones de partida:
pˆ(rˆφ(r, t)) = pˆ(rφ(r, t))
= −i~∇(rφ(r, t))
= −i~φ(r, t) − i~r.(∇φ(r, t)) (7.4.7)
mientras
rˆ(pˆφ(r, t)) = −i~r.(∇φ(r, t)) (7.4.8)
de manera que restando las expresiones anteriores obtenemos el resultado buscado, (7.4.6),
que expresa el valor de la conmutacio´n de los operadores momento y posicio´n. Retornare-
mos a este resultado ma´s adelante en este cap´ıtulo.
La definicio´n de valor esperado
< Oˆ >=
∫
φ∗(r, t)Oˆφ(r, t)d3r (7.4.9)
no es una afirmacio´n sobre algu´n valor particular de la medida, representa, en cambio, un
valor medio. Los operadores que poseen valores medios reales cualesquiera sea el estado
φ(r, t) sobre el que actu´en se denominan operadores hermı´ticos o auto-adjuntos, de modo
que ∫
φ∗(r, t)Oˆφ(r, t)d3r =
∫
φ(r, t)(Oˆφ(r, t))
∗
d3r
=
∫
(Oˆφ(r, t))
∗
φ(r, t)d3r (7.4.10)
por lo tanto podemos interpretar a los observables (i.e: resultado de mediciones) como los
valores esperados de operadores hermı´ticos. Si un operador es hermı´tico, entonces, para
cualquier par de funciones de onda se verifica∫
φ∗a(r, t)Oˆφb(r, t)d
3r =
∫
(Oˆφa(r, t))
∗
φb(r, t)d
3r (7.4.11)
A continuacio´n veremos cual es el equivalente cua´ntico al concepto de superposicio´n
cla´sico.
7.5 Operadores lineales
En general, para un conjunto completo de funciones de onda φk(r, t) podemos escribir
φ(r, t) =
∑
k
akφk(r, t) (7.5.1)
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Esta es una combinacio´n lineal, que expresa a la funcio´n de onda φ(r, t) en la base (φk(r, t)).
Los factores ak son, en general, nu´meros complejos. Si la aplicacio´n de un operador sobre
(7.5.1) resulta en
Oˆφ(r, t) =
∑
k
akOˆφk(r, t) (7.5.2)
el operador se denomina operador lineal
7.6 Espectro de operadores, ortonormalidad
Retornemos al concepto de valor esperado de un operador hermı´tico. Si ese valor se
corresponde con el resultado de una medicio´n podemos preguntarnos si es posible encontrar
un estado para el cual la desviacio´n del valor esperado del operador se anule. La desviacio´n
del valor esperado se escribe
(∆Oˆ)
2
=
∫
φ∗(r, t)(Oˆ− < Oˆ >)2φ(r, t)d3r
=
∫
φ∗(r, t)(Oˆ− < Oˆ >)(Oˆ− < Oˆ >)φ(r, t)d3r
=
∫
[(Oˆ− < Oˆ >)φ(r, t)]∗[(Oˆ− < Oˆ >)φ(r, t)]d3r
=
∫
| (Oˆ− < Oˆ >)φ(r, t) |2d3r (7.6.1)
por lo tanto, la desviacio´n del valor medio se anulara´ si
(Oˆ− < Oˆ >)φ(r, t) = 0 (7.6.2)
En otras palabras, si al actuar sobre φ(r, t) se verifica
Oˆφ(r, t) =< Oˆ > φ(r, t) (7.6.3)
diremos que el valor esperado < Oˆ > coincide con un valor propio o autovalor de Oˆ y que
φ(r, t) es una autofuncio´n o funcio´n propia del operador Oˆ. Para este caso, la desviacio´n
del valor medio se anula y como hemos supuesto que el operador es hermı´tico, el valor
esperado es real.
Un operador hermı´tico posee, en general, un conjunto de autofunciones y para cada
uno de ellas se cumplira´
Oˆφk(r, t) = λkφk(r, t) (7.6.4)
A cada autofuncio´n φk(r, t) del operador le corresponde un valor propio λk. Diremos que
el conjunto de valores propios λk, k = 1, 2, ...n.. forma el espectro de valores propios del
operador hermı´tico Oˆ y que el conjunto de funciones φk(r, t) forma el conjunto de funciones
propias del operador.
La propiedad de ortogonalidad entre funciones propias (k, l) de un dado operador
hermı´tico se expresa mediante la integral∫
φ∗k(r, t)φl(r, t)d
3r (7.6.5)
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que representa una operacio´n ana´loga al producto escalar entre vectores. Si calculamos los
valores esperados entre las funciones propias de un dado operador hermı´tico, se obtiene∫
φ∗k(r, t)Oˆφl(r, t)d
3r = λl
∫
φ∗k(r, t)φl(r, t)d
3r∫
(Oˆφk(r, t))
∗
φl(r, t)d
3r = λ∗k
∫
φ∗k(r, t)φl(r, t)d
3r (7.6.6)
Como el operador es hermı´tico, los autovalores λk, k = 1, 2, ...n son reales, de modo que al
tomar la diferencia entre ambas igualdades resulta
(λk − λl)
∫
φ∗k(r, t)φl(r, t)d
3r = 0 (7.6.7)
y esto implica ∫
φ∗k(r, t)φl(r, t)d
3r = 0 (7.6.8)
si
(λk − λl) 6= 0 (7.6.9)
Diremos que tal conjunto de estados es no-degenerado si a cada autovalor λk le corresponde
un u´nico autoestado φk(r, t). Por lo tanto, diremos que dos estados son ortogonales si
la integral de la ecuacio´n anterior se anula. En general, escribiremos la condicio´n de
ortonormalidad entre estados pidiendo que∫
φ∗k(r, t)φl(r, t)d
3r = δk,l (7.6.10)
donde δk,l = 1 si k = l, o 0 si k 6= l. Diremos que el conjunto de autoestados es completo
si para la funcio´n de onda del sistema considerado se puede escribir
φ(r, t) =
∑
k
akφk(r, t) (7.6.11)
donde los factores ak son, en general, valores complejos. Si efectuamos el producto escalar
entre e´sta funcio´n de onda y una dada autofuncio´n, obtenemos∫
φ∗k(r, t)φ(r, t)d
3r =
∑
l
al
∫
φ∗k(r, t)φl(r, t)d
3r
=
∑
l
alδk,l
= ak (7.6.12)
Escribiremos ahora el valor esperado del operador Oˆ
< Oˆ > =
∑
k,l
a∗kal
∫
φ∗k(r, t)Oˆφl(r, t)d
3r
=
∑
k,l
a∗kal
∫
φ∗k(r, t)λlφl(r, t)d
3r
=
∑
k,l
a∗kalλl
∫
φ∗k(r, t)φl(r, t)d
3r
=
∑
k,l
a∗kalλlδk,l
=
∑
k
| ak |2λk (7.6.13)
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El resultado anterior es muy importante y establece que:
El valor esperado de un operador hermı´tico sobre una funcio´n de onda, expresada como
combinacio´n lineal de las autofunciones del operador, es igual a la suma de los valores
esperados del operador sobre cada uno de sus autofunciones multiplicados por el cuadrado
de la amplitud de cada autofuncio´n.
Como la funcio´n de onda esta´ normalizada∫
φ∗(r, t)φ(r, t)d3r =
∑
k,l
a∗kal
∫
φ∗k(r, t)φl(r, t)d
3r
=
∑
k
| ak |2
= 1 (7.6.14)
podemos interpretar a los factores
Pk = | ak |2 (7.6.15)
como la probabilidad asociada al autoestado k en la combinacio´n lineal, ya que estos
factores son cantidades definidas positivas cuya suma es igual a la unidad. De esta manera,
podemos re-interpretar el significado del valor esperado de un operador hermı´tico sobre
una dada funcio´n de onda de la manera siguiente:
i)la medicio´n del observable correspondiente al operador dara´ como resultado el valor
esperado del operador;
ii)este valor esperado es igual a la superposicio´n del espectro de valores propios del
operador y cada te´rmino esta´ pesado por el cuadrado del mo´dulo de la amplitud corre-
spondiente a cada autofuncio´n en la funcio´n de onda.
iii)el valor esperado del operador coincidira´ con uno de sus autovalores so´lo si la funcio´n
de onda sobre la que actua es una funcio´n pura, para la que solamente una de las amplitudes
es igual a la unidad y el resto se anula.
7.7 Ecuacio´n de Schro¨dinger
Hasta ahora hemos discutido las propiedades ba´sicas de la representacio´n (operadores,
funciones de estado, funciones propias, valores esperados) a un dado tiempo t. En la
meca´nica cua´ntica la evolucio´n temporal de la funcio´n de estado φ(r, t) 1
∂φ(r, t)
∂t
(7.7.1)
esta´ determinada por la aplicacio´n del operador Hamiltoniano
Hˆφ(r, t) = i~
∂φ(r, t)
∂t
(7.7.2)
Esta es la llamada ecuacio´n de Schro¨dinger dependiente del tiempo. Es una ecuacio´n
diferencial de primer orden en el tiempo. En este cap´ıtulo no intentaremos justificar la
1A partir de ahora nos referiremos indistintamente a funciones de estado o funciones de onda, ya que
trabajaremos en el marco de una dada representacio´n
7.8. ESTADOS ESTACIONARIOS 91
forma de esta ecuacio´n, simplemente aprenderemos a utilizarla y a extraer consecuencias
de intere´s f´ısico a partir de ella.
Si el operador Hˆ no depende expl´ıcitamente del tiempo, podemos intentar una solucio´n
de la forma
φ(r, t) = e−iEt/~φ(r) (7.7.3)
donde E es una cantidad real que posee dimensiones de energ´ıa, t es el tiempo y φ(r) es
una funcio´n que solamente depende de la posicio´n. Utilizando esta solucio´n en la ecuacio´n
de Schro¨dinger dependiente del tiempo, obtenemos la ecuacio´n
Hˆφ(r) = Eφ(r) (7.7.4)
que es la llamada ecuacio´n de Schro¨dinger independiente del tiempo. Notemos que para
llegar a este resultado hemos calculado expl´ıcitamente la derivada temporal de la funcio´n
de estado y eliminado en ambos miembros de la igualdad el factor exponencial:
Hˆφ(r, t) = i~
∂φ(r, t) = e−iEt/~φ(r)
∂t
= Ee−iEt/~φ(r)
= Eφ(r, t) (7.7.5)
En definitiva (7.7.4) se obtiene eliminando el factor e−iEt/~ a ambos lados de la igualdad
en (7.7.5).
7.8 Estados estacionarios
Cada uno de los autoestados φk(r), k = 1, 2, ....n del operador hermı´tico Hˆ correspondiente
a un dado sistema f´ısico es solucio´n de la ecuacio´n de Schro¨dinger independiente del tiempo
con autovalor Ek
Hˆφk(r) = Ekφk(r) (7.8.1)
El conjunto de autoestados φk(r), con k = 1, 2, ... forma un conjunto completo de fun-
ciones. Esto significa que los autovalores recorren el espectro completo del operador. Bajo
estas condiciones cada uno de esos autoestados es un estado estacionario del sistema y la
probabilidad asignada a cada uno de ellos se define
Pk(r)d
3r = | φk(r) |2d3r (7.8.2)
y es independiente del tiempo. Como los estados esta´n normalizados, se cumple que∫
Pk(r)d
3r =
∫
| φk(r) |2d3r = 1 (7.8.3)
Si ahora consideramos la superposicio´n de estados, tendremos para la funcio´n de estado
del sistema
φ(r, t) =
n∑
k=1
akφk(r, t)
=
n∑
k=1
ake
−iEkt/~φk(r) (7.8.4)
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7.9 Cuadro comparativo de conceptos cla´sicos y cua´nticos
En forma suscinta, las diferencias ba´sicas que existen entre la Meca´nica Cla´sica y la
Cua´ntica se pueden indicar en la tabla siguiente:
Meca´nica Cla´sica Meca´nica Cua´ntica
Ecuaciones diferenciales Operadores
ecuaciones de movimiento accio´n de operadores sobre estados
trayectorias valores propios
variaciones continuas variaciones discretas
medidas observables
En los cap´ıtulos siguientes analizaremos con ma´s detalle estas diferencias, a medida
que se nos presenten al describir casos concretos.
7.10 Oscilaciones del valor esperado
Como ejemplo de aplicacio´n de los conceptos que hemos presentado, consideremos el caso
del valor esperado de un operador hermı´tico tomado sobre la superposicio´n de dos estados
de un dado Hamiltoniano. En consecuencia
φ(r, t) =
2∑
k=1
ake
−iEkt/~φk(r) (7.10.1)
es la funcio´n de estado sobre la que actuara´ el operador. Suponemos que el operador no
contiene derivadas temporales y su valor esperado, al tiempo t, es
< Oˆ > =
∫
φ∗(r, t)Oˆφ(r, t)d3r
=
2∑
k,l=1
a∗kale
i(Ek−El)t/~
∫
φ∗k(r)Oˆφl(r)d
3r
=
2∑
k,l=1
a∗kale
i(Ek−El)t/~Okl (7.10.2)
donde hemos definido
Okl =
∫
φ∗k(r)Oˆφl(r)d
3r (7.10.3)
Si desarrollamos la suma obtenemos
< Oˆ >= | a1 |2O11 + | a2 |2O22 + a∗1a2eiωtO12 + a∗2a1e−iωtO21 (7.10.4)
donde hemos escrito
ω = (E1 − E2)/~ (7.10.5)
si adema´s O∗12 = O21, como corresponde a un operador hermı´tico, el valor esperado del
operador toma la forma
< Oˆ >= | a1 |2O11 + | a2 |2O22 + 2Re[a∗1a2eiωtO12] (7.10.6)
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La operacio´n Re[..] indica que debemos tomar la parte real de la cantidad entre corchetes.
El resultado anterior nos muestra que en la Meca´nica Cua´ntica el valor esperado de
un operador hermı´tico es, en general, una funcio´n del tiempo. Para el caso estudiado el
valor esperado oscila entre los valores extremos con un periodo igual a T = 2pi~|E1−E2| . Este
per´ıodo es una funcio´n de la diferencia de energ´ıa entre estados, de acuerdo a la expresio´n
de ω.
7.11 Principio de incerteza
Para finalizar con esta breve introduccio´n a los conceptos cua´nticos ilustraremos, medi-
ante una demostracio´n simple, el Principio de Incerteza enunciado originalmente por W.
Heisenberg.
Consideremos dos operadores hermı´ticos, Aˆ y Bˆ, cuyos valores esperados son < Aˆ > y
< Bˆ >, respectivamente. Los operadores
αˆ = Aˆ− < Aˆ >
βˆ = Bˆ− < Bˆ > (7.11.1)
son tambie´n hermı´ticos y sus valores esperados son nulos. Sea φ una funcio´n de onda,
cuya norma es definida positiva o nula∫
d3xφ∗φ ≥ 0 (7.11.2)
Consideremos la funcio´n
ψ = (αˆ− iλβˆ)φ (7.11.3)
donde λ es real. La norma de esta funcio´n∫
d3xψ∗ψ (7.11.4)
sera´ definida positiva o nula si∫
d3xψ∗ψ =
∫
d3xφ∗(αˆ+ iλβˆ)(αˆ− iλβˆ)φ
= 〈αˆ2〉+ λ2〈βˆ2〉 − iλ〈[αˆ, βˆ]〉 ≥ 0 (7.11.5)
En la expresio´n anterior
〈αˆ2〉 = 〈Aˆ2〉 − 〈Aˆ〉2 = (∆A)2
〈βˆ2〉 = 〈Bˆ2〉 − 〈Bˆ〉2 = (∆B)2 (7.11.6)
Por lo tanto, reemplazando estos valores, la condicio´n para la norma se escribe
(∆A)2 + λ2(∆B)2 − iλ〈[A,B]〉 ≥ 0 (7.11.7)
Si definimos ahora el operador
Cˆ = −iλ〈[Aˆ, Bˆ]〉 (7.11.8)
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que es hermı´tico, resulta
(∆A)2 + λ2(∆B)2 + Cˆ ≥ 0 (7.11.9)
que se puede re-escribir de la forma
[∆A− λ∆B]2 + (2λ∆A∆B + Cˆ) ≥ 0 (7.11.10)
y esta desigualdad se satisface si
∆A∆B ≥ i
2
〈[A,B]〉 (7.11.11)
para cualquier valor de λ. Por lo tanto, el producto de las desviaciones de los operadores
A y B es mayor o igual que el valor esperado del conmutador de ambos operadores. A
partir de este resultado es fa´cil mostrar que si Aˆ = pˆ y Bˆ = xˆ entonces
∆p∆x ≥ ~
2
(7.11.12)
como hemos discutido anteriormente. Este resultado expresa una propiedad ma´s general,
que esta´ referida a la condicio´n de pares de operadores conjugados. Segu´n esta condicio´n
diremos que un par de operadores son conjugados si sus desviaciones satisfacen relaciones
de conmutacio´n como la que hemos discutido y por lo tanto, el producto de dichas desvia-
ciones posee una cota inferior.
7.12 Resumen del cap´ıtulo.
• Estado de un sistema.
• Operadores.
• Valores esperados y observables.
• Espectro de operadores, ortonormalidad.
• Valores esperados, desviaciones de los valores esperados.
• Ecuacio´n de Schro¨dinger.
• Estados estacionarios.
• Cuadro comparativo de conceptos cla´sicos y cua´nticos.
• Oscilaciones del valor esperado.
• Principio de Incerteza.
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7.13 Problemas
1. A partir de la definicio´n del momento angular
l = r × p (7.13.1)
construir el operador respectivo y calcular los conmutadores
C(lα, xβ) = [lα, xβ]
C(lα, pβ) = [lα, pβ]
C(lα, lβ) = [lα, lβ] (7.13.2)
donde los sub´ındices α y β representan las componentes cartesianas.
2. Calcular la desviacio´n estandar de la posicio´n x y del momento p = −i~∇, en los
estados
ΨI(x) = NIe
−αx2/2
ΨII(x) = NII(β + γx
2)e−αx
2/2 (7.13.3)
donde α, β y γ son constantes. Calcule el valor de las constantes de normalizacio´n
NI y NII . Las funciones esta´n definidas en el intervalo −∞ < x <∞.
3. Calcule los conmutadores de los operadores representados por las siguientes matrices
O1 =
(
0 1
1 0
)
O2 =
(
0 −i
i 0
)
O3 =
(
1 0
0 −1
)
(7.13.4)
¿Que´ puede afirmar respecto a los autovalores y autovectores correspondientes?
Cap´ıtulo 8
EL OSCILADOR ARMO´NICO
8.1 Introduccio´n
En este cap´ıtulo nos dedicaremos a explorar sistema´ticamente las consecuencias de los
postulados de la Meca´nica Cua´ntica, de acuerdo a la discusio´n que desarrollamos en el
cap´ıtulo anterior. Para ello tomaremos el sistema que mejor conocemos en f´ısica, luego de
la part´ıcula libre: el oscilador armo´nico. Analizaremos el caso unidimensional y estable-
ceremos la correspondencia entre los resultados cla´sicos y los cua´nticos.
8.2 Hamiltoniano
La energ´ıa del oscilador armo´nico unidimensional cla´sico esta´ dada por la expresio´n:
E(p, x) =
p2
2m
+
kx2
2
(8.2.1)
El primer te´rmino representa la energ´ıa cine´tica para una part´ıcula de masa m y k es la
constante del oscilador. Recordemos que la expresio´n cla´sica de la fuerza es
F = −kx (8.2.2)
y no es otra cosa sino el gradiente del potencial escalar V (x) = kx
2
2 . La frecuencia del
oscilador cla´sico vale
ω2 =
k
m
(8.2.3)
y las soluciones, para el momento y la coordenada, son de la forma
x(t) = A cosωt
p(t) = −mωA sinωt (8.2.4)
donde A es la amplitud de la oscilacio´n. El reemplazo de este valor en la expresio´n de la
energ´ıa conduce al resultado cla´sico
E =
mω2A2 sin2 ωt
2
+
kA2 cos2 ωt
2
=
mω2A2
2
(8.2.5)
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Si ahora reemplazamos la coordenada y el momento por los operadores posicio´n y mo-
mento, resulta
Hˆ = − ~
2
2m
d2
dx2
+
kx2
2
(8.2.6)
Este es el Hamiltoniano del oscilador armo´nico unidimensional.
8.3 Autoestados del oscilador
En el caso unidimensional que estamos estudiando la ecuacio´n de Schro¨dinger independi-
ente del tiempo toma la forma
Hˆφ(x) = Eφ(x)(
− ~
2
2m
d2
dx2
+
kx2
2
)
φ(x) = Eφ(x) (8.3.1)
donde φ(x) y E representan las auto-funciones y los auto-valores del operador Hˆ. Si
definimos el factor de escala (para´metro del oscilador)
b0 =
√
~
mω
(8.3.2)
y efectuamos el cambio de variables
ρ =
x
b0
(8.3.3)
la ecuacio´n diferencial puede re-escribirse en forma adimensional usando las relaciones
d
dx
=
d
dρ
dρ
dx
=
1
b0
d
dρ
d2
dx2
=
1
b20
d2
dρ2
(8.3.4)
de donde resulta (
− ~
2
2m
d2
dx2
+
kx2
2
)
= − ~
2
2m
(
d2
dx2
− x
2
b40
)
= − ~
2
2mb20
(
d2
dρ2
− ρ2
)
= −~ω
2
(
d2
dρ2
− ρ2
)
(8.3.5)
A partir de esta transformacio´n podemos re-escribir la ecuacio´n de Schro¨dinger de la
manera siguiente
−~ω
2
(
d2
dρ2
− ρ2
)
φ(ρ) = Eφ(ρ) (8.3.6)
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y por lo tanto (
d2
dρ2
− ρ2
)
φ(ρ) = −2E
~ω
φ(ρ) (8.3.7)
La cantidad ~ω tiene unidades de energ´ıa, de modo que el factor en frente de la funcio´n de
onda, a la derecha de la igualdad en (8.3.7), es adimensional. Si llamamos ν a ese factor
(ν = 2E
~ω ) y pasamos ese te´rmino a la izquierda de la igualdad, podemos re-escribir (8.3.7)
de la manera siguiente (
d2
dρ2
− ρ2 + ν
)
φ(ρ) = 0 (8.3.8)
Efectuaremos ahora un re-arreglo de la ecuacio´n (8.3.8) considerando que la solucio´n de
la misma es de la forma
φ(ρ) = e−ρ
2/2F (ρ) (8.3.9)
Si calculamos las derivadas de esta funcio´n con respecto a la variable ρ obtenemos los
resultados siguientes
dφ(ρ)
dρ
= e−ρ
2/2
(
dF (ρ)
dρ
− ρF (ρ)
)
d2φ(ρ)
dρ2
= e−ρ
2/2
(
d2F (ρ)
dρ2
− 2ρdF (ρ)
dρ
− (1− ρ2)F (ρ)
)
(8.3.10)
Reemplazando en la ecuacio´n (8.3.8) obtenemos una ecuacio´n diferencial para la funcio´n
F (ρ), que es de la forma (
d2
dρ2
− 2ρ d
dρ
+ (ν − 1)
)
F (ρ) = 0 (8.3.11)
La solucio´n general de esta ecuacio´n diferencial puede expresarse en forma polinomial
F (ρ) =
∞∑
k=0
akρ
k (8.3.12)
Reemplazando en la ecuacio´n diferencial y luego de calcular las derivadas correspondientes
obtenemos
∞∑
k=0
[
k(k − 1)ρk−2 − (2k − ν + 1)ρk
]
ak = 0 (8.3.13)
y a partir de esta ecuacio´n podemos escribir el desarrollo en potencias
[(ν − 1)a0 + 2a2] + [(ν − 3)a1 + 6a3]ρ+ [(ν − 5)a2 + 12a4]ρ2 +
..... + [(ν − 2q − 1)aq + (q + 2)(q + 1)aq+2]ρq + .. = 0 (8.3.14)
La anulacio´n de los coeficientes de este desarrollo se cumplira´, te´rmino a te´rmino si:
a2 = −(ν − 1)
2
a0
a3 = −(ν − 3)
3.2
a1
a4 = −(ν − 5)
4.3
a2
........
aq+2 = − (ν − (2q + 1)
(q + 2)(q + 1)
aq
................... (8.3.15)
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Los coeficientes correspondientes a potencias pares e impares de ρ forman conjuntos inde-
pendientes de valores y por lo tanto no pueden aparecer simulta´neamente en la expresio´n
de F (ρ). Adema´s, para un dado valor de ν, las relaciones entre coeficientes pertenecientes
a un mismo conjunto (pares o impares) son excluyentes e implican la aparicio´n de un valor
ma´ximo en q para cada valor de ν. Para estudiar la estructura de los coeficientes de F (ρ)
variaremos gradualmente los valores de ν. Si
F (ρ) = a0 (8.3.16)
la ecuacio´n diferencial se reduce a
(ν − 1)a0 = 0 (8.3.17)
y se cumple si ν = 1 para a0 6= 0. Para este valor de ν obtenemos
E(ν = 1) =
1
2
~ω
φ(ρ) = a0e
−ρ2/2 (8.3.18)
Si suponemos
F (ρ) = a0 + a1ρ (8.3.19)
la ecuacio´n diferencial se escribe
(ν − 1)a0 + (ν − 3)a1ρ = 0 (8.3.20)
y se satisface solo si v = 3, a0 = 0, y a1 6= 0. Para este valor de ν obtenemos
E(ν = 3) =
3
2
~ω
φ(ρ) = a1ρe
−ρ2/2 (8.3.21)
Analogamente, para
F (ρ) = a0 + a1ρ+ a2ρ
2 (8.3.22)
la ecuacio´n diferencial toma la forma
(2a2 + (ν − 1)a0) + ρ(ν − 3)a1 + ρ2(ν − 5)a2 = 0 (8.3.23)
y se cumple para v = 5, a0 6= 0, a1 = 0, y a2 = −2a0. Para el valor ν = 5 obtenemos
E(ν = 5) =
5
2
~ω
φ(ρ) = a0(1− 2ρ2)e−ρ2/2 (8.3.24)
En definitiva, hemos demostrado que los valores de ν permitidos son los enteros impares
1,3,5...y las funciones Fν(ρ) son tales que:
i) no contienen simulta´neamente potencias pares e impares de ρ
ii) poseen un nu´mero ma´ximo de te´rminos, que esta´ determinado por el valor ma´ximo
del exponente kmax =
(ν−1)
2 .
Esta u´ltima condicio´n es una consecuencia directa de la estructura propuesta para la
solucio´n, ya que si si F (ρ) fuese una serie de infinitos te´rminos y no un polinomio con un
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nu´mero finito de te´rminos, su comportamiento asinto´tico en el l´ımite ρ→∞ ser´ıa compa-
rable al de una funcio´n exponencial y por lo tanto la funcio´n φ(ρ) no resultar´ıa acotada.
Recordemos que esta u´ltima propiedad esta´ relacionada con la forma del potencial, que
crece como el cuadrado de ρ y por lo tanto la funcio´n de onda tomara´ valores significativos
en las regiones correspondientes a bajos valores de ρ. Por u´ltimo, conviene recordar que
la condicio´n de corte en las potencias de ρ que aparecen en F (ρ) no condiciona los valores
de la funcio´n F (ρ), que puede tomar valores muy grandes o infinitos cuando ρ tiende a
infinito, sino la convergencia de φ(ρ).
Es fa´cil ver que las funciones de onda φn(ρ) se generan a partir de la aplicacio´n
φn(ρ) =
(
ρ− d
dρ
)n
e−ρ
2/2 (8.3.25)
para n = 0, 1, 2, 3....
Las funciones F (ρ) pertenecen a una clase de funciones especiales (polinomios ortonor-
males) y para el caso del oscilador armo´nico, los polinomios correspondientes son los
polinomios de Hermite. En lo que sigue nos referiremos a los polinomios de Hermite como
al conjunto de polinomios que cumplen con las condiciones impuestas a F (ρ) y cuyos co-
eficientes y orden se determinan en forma ana´loga a la que hemos discutido para el caso
de la funcio´n F (ρ).
Comparando la ecuacio´n que cumple F (ρ) con la ecuacio´n diferencial que satisfacen
los polinomios de Hermite Hn(ρ)(
d2
dρ2
− 2ρ d
dρ
+ 2n
)
Hn(ρ) = 0 (8.3.26)
podemos establecer la correspondencia
F (ρ)→ Hn(ρ)
(ν − 1)→ 2n (8.3.27)
Los polinomios de Hermite Hn(ρ) son polinomios de orden n en la variable ρ. En virtud
de la correspondencia establecida entre el valor de ν y el valor del ı´ndice n podemos
escribir la condicio´n de cuantificacio´n de la energ´ıa, para el espectro del oscilador cua´ntico
unidimensional
ν =
2E
~ω
= (2n+ 1)
En = ~ω(n+
1
2
)
n = 0, 1, 2, ... (8.3.28)
Esta condicio´n resulta del criterio de convergencia impuesto a F (ρ). Los polinomios de
Hermite forman un conjunto completo de funciones reales de la variable ρ. Los polinomios
pares e impares esta´n definidos por la sumas:
Hn(ρ) =
kmax∑
k=0
a2kρ
2k kmax =
n
2
(n par)
Hn(ρ) =
kmax∑
k=0
a2k+1ρ
2k+1 kmax =
n− 1
2
(n impar) (8.3.29)
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Las siguientes son propiedades de los polinomios de Hermite que resultan muy u´tiles a la
hora de efectuar ca´lculos
a)Ortogonalidad ∫ +∞
−∞
e−ρ
2
Hn(ρ)Hm(ρ)dρ = δn,m2
nn!
√
π (8.3.30)
b)Recurrencia
Hn+1(ρ)− 2ρHn(ρ) + 2nHn−1(ρ) = 0 (8.3.31)
c)Derivadas
dHn(ρ)
dρ
= 2nHn−1(ρ)
dHn(ρ)
dρ
= 2ρHn(ρ)−Hn+1(ρ) (8.3.32)
La forma expl´ıcita de los primeros (n ≤ 4) polinomios de Hermite es la siguiente
H0(ρ) = 1
H1(ρ) = 2ρ
H2(ρ) = 4ρ
2 − 2
H3(ρ) = 8ρ
3 − 12ρ
H4(ρ) = 16ρ
4 − 48ρ2 + 12 (8.3.33)
8.4 Funciones de onda normalizadas
Las funciones de onda independientes del tiempo (estados estacionarios del oscilador)
normalizadas se escriben
φn(x) =
1√
2nn!b0
√
π
e
− x
2
2b2
0Hn(
x
b0
) (8.4.1)
A partir de estas funciones de onda normalizadas, la distribucio´n espacial de probabil-
idad, en el estado n-e´simo del oscilador, se escribe
Pn(x)dx = | φn(x) |2dx (8.4.2)
Como las funciones esta´n normalizadas, la integracio´n sobre todo el espacio (−∞ < x <
∞) de la distribucio´n (8.4.2) es igual a 1 para todo n:∫ ∞
−∞
Pn(x)dx = 1 (8.4.3)
La Figura 8.1 muestra los valores de las funciones de onda independientes del tiempo,
para algunos valores de n.
La Figura 8.2 muestra los valores de la distribucio´n de probabilidad para las funciones
de onda mostradas en la Figura 8.1.
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Figura 8.1: Funciones de onda del oscilador armo´nico unidimensional, para los nu´meros
cua´nticos n = 0, 1 y n = 10, como funcio´n de la variable x/b0
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Figura 8.2: Cuadrado del mo´dulo de las funciones de onda del oscilador que se muestran
en la figura 8.1
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La dependencia temporal, para cada autoestado del oscilador armo´nico es:
φn(x, t) = e
−iEnt/~φn(x) (8.4.4)
con En = ~ω(n+ 1/2).
Calcularemos ahora los valores esperados y las desviaciones de los operadores xˆ, xˆ2, pˆ, pˆ2
sobre autoestados del oscilador armo´nico. Presentaremos en detalle el ca´lculo de uno de
estos operadores y dejaremos como ejercicio para el lector la demostracio´n de los restantes
valores. En todos los casos se trata de aplicar las propiedades de los polinomios de Hermite
en las definiciones ba´sicas de la Meca´nica Cua´ntica.
El s´ımbolo < Oˆ >nm representara´, en todos los casos, el valor esperado de un dado
operador Oˆ entre los autoestados independientes del tiempo del oscilador armo´nico carac-
terizados por los nu´meros cua´nticos n y m. Formalmente
< Oˆ >nm =
∫ ∞
−∞
dxφ∗n(x)Oˆφm(x) (8.4.5)
Para el operador posicio´n xˆ el valor esperado < xˆ >nm se expresa
< xˆ >nm =
∫ ∞
−∞
dxφ∗n(x)xˆφm(x)
= NnNm
∫ ∞
−∞
dxe
− x
2
2b2
0 Hn(
x
b0
)xe
− x
2
2b2
0Hm(
x
b0
) (8.4.6)
donde hemos escrito, para los factores de normalizacio´n
Nn =
1√
b02nn!
√
π
(8.4.7)
Efectuando el cambio de variables x = ρb0, la integral toma la forma
NnNmb
2
0
∫ ∞
−∞
dρ e−ρ
2
Hn(ρ)ρHm(ρ) (8.4.8)
si ahora reemplazamos ρHm(ρ) por
ρHm(ρ) =
1
2
Hm+1(ρ) +mHm−1(ρ) (8.4.9)
obtenemos, para la integral
< xˆ >nm = NnNmb
2
0
[∫ ∞
−∞
dρ e−ρ
2
Hn(ρ)
(
1
2
Hm+1(ρ) +mHm−1(ρ)
)]
(8.4.10)
y el resultado final es
< xˆ >nm = NnNmb
2
0
[
1
2
δn,m+1 +mδn,m−1
]
2nn!
√
π (8.4.11)
de donde, reemplazando los factores de normalizacio´n por sus valores e implementando
las relaciones entre indices segu´n cada factor δi,j en cada te´rmino, resulta
< xˆ >nm =
b0√
2
[√
n+ 1δn,m−1 +
√
nδn,m+1
]
. (8.4.12)
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Procediendo de manera ana´loga podemos obtener los siguientes valores esperados
< xˆ >nm =
b0√
2
[√
n+ 1δn,m−1 +
√
nδn,m+1
]
< xˆ2 >nm =
b20
2
[√
(n+ 1)(n + 2)δn+2,m +
√
n(n− 1)δn−2,m + (2n+ 1)δn,m
]
< pˆ >nm = i
~
b0
√
2
[−√n+ 1δn+1,m +√nδn−1,m]
< pˆ2 >nm = −
~
2
2b20
[√
(n+ 1)(n+ 2)δn+2,m +
√
n(n− 1)δn−2,m − (2n+ 1)δn,m
]
(8.4.13)
Con estos elementos podemos ahora escribir la expresio´n para el valor esperado de un dado
operador en la funcio´n de onda del oscilador armo´nico.
< Oˆ > =
∫ ∞
−∞
dxφ∗(x, t)Oˆφ(x, t)
=
∑
n,m
a∗name
i(En−Em)t/~< Oˆ >nm (8.4.14)
Calcularemos, en primer lugar, el valor esperado del Hamiltoniano
< Hˆ > =
1
2m
< pˆ2 > +
1
2
mω2 < xˆ2 >
=
∑
k,l
a∗kal e
i(Ek−El)t/~
[
1
2m
< pˆ2 >kl +
1
2
mω2 < xˆ2 >kl
]
(8.4.15)
Utilizando los resultados (8.4.13) para los valores esperados entre auto-estados del oscilador
obtenemos
< Hˆ >=
∑
k,l
a∗kal e
i(Ek−El)t/~
[
1
2m
(
~
2
2b20
)
+
1
2
mω2
(
b20
2
)]
(2k + 1) δkl (8.4.16)
Como
~
2
4mb20
=
mω2b20
4
=
~ω
4
(8.4.17)
reemplazando en la expresio´n para el valor esperado del Hamiltoniano (8.4.16) llegamos
al resultado
< Hˆ > =
∑
k
| ak |2(2k + 1)~ω
2
=
∑
k
| ak |2Ek (8.4.18)
Este resultado expresa que:
El valor esperado del Hamiltoniano es igual a la suma sobre los autoestados (k) del
producto de la energ´ıa (Ek) de cada autoestado por el cuadrado del mo´dulo de la amplitud
correspondiente a dicho autoestado (ak) en la funcio´n de onda,
y esta´ de acuerdo con el resultado obtenido en el cap´ıtulo anterior (Ecuacio´n (7.6.13)).
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8.5 Desviacio´n del valor medio
La utilizacio´n de las expresiones que hemos presentado en la seccio´n anterior, conduce a
la siguiente definicio´n de la desviacio´n cuadra´tica del valor medio del operador posicio´n
〈∆x2〉 =
∫
φ∗(x, t)(xˆ − 〈x〉)2φ(x, t)dx
=
∫
φ∗(x, t)xˆ2φ(x, t)dx
+ 〈x〉2
∫
φ∗(x, t)φ(x, t)dx
− 2〈x〉
∫
φ∗(x, t)xˆφ(x, t)dx
= 〈x2〉 − 〈x〉2 (8.5.1)
Ana´logamente, para el operador momento tenemos
〈∆p2〉 =
∫
φ∗(x, t)(pˆ − 〈p〉)2φ(x, t)dx
=
∫
φ∗(x, t)pˆ2φ(x, t)dx
+ 〈p〉2
∫
φ∗(x, t)φ(x, t)dx
− 2〈p〉
∫
φ∗(x, t)pˆφ(x, t)dx
= 〈p2〉 − 〈p〉2 (8.5.2)
Consideremos, por sencillez del ca´lculo, que ambas desviaciones se calculan sobre un dado
estado del oscilador, cuyo nu´mero cua´ntico es n, entonces es fa´cil verificar que
〈∆x2〉n = (2n+ 1)b
2
0
2
〈∆p2〉n = (2n+ 1) ~
2
2b20
(8.5.3)
De esta manera, tenemos, para el producto de desviaciones
〈∆x2〉n〈∆p2〉n =
(
En
ω
)2
(8.5.4)
En definitiva, para cada autoestado del oscilador armo´nico unidimensional, el producto
de las desviaciones de los valores medios del operador posicio´n y del operador momento
es una cantidad proporcional a ~
∆x∆pn =
En
ω
= (n+ 1/2)~ (8.5.5)
Este resultado esta´ de acuerdo con el principio de incerteza, cuya primera manifestacio´n
fue el cara´cter no-conmutativo del producto de los operadores posicio´n y momento. Es
conveniente destacar que esta indeterminacio´n no es consecuencia de ninguna limitacio´n
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Figura 8.3: Comparacio´n de las probabilidades cla´sica (l´ınea llena) y cua´ntica (l´ınea de
puntos) para el oscilador armo´nico en el autoestado con n = 10
de tipo experimental, sino que esta´ dictada por la estructura de los operadores involu-
crados en el producto, ya que se trata de operadores complementarios, como hemos visto
anteriormente.
Finalmente, cabe formular la pregunta respecto a la correspondencia entre valores
cla´sicos y cua´nticos, para los observables en el problema del oscilador armo´nico. Para
calcular la probabilidad cla´sica definiremos, a partir de la expresio´n de la energ´ıa, la
cantidad
P (x)clsicadx =
2
Tv
dx (8.5.6)
donde T es el periodo del oscilador y
v =
√
2
m
(E − 1
2
kx2). (8.5.7)
La expresio´n P (x)clsicadx, (8.5.6), es una medida del tiempo que el oscilador permanece
en la posicio´n x. La ecuacio´n (8.5.7) define los puntos de retorno de la trayectoria cla´sica
a partir de los ceros de la velocidad, es decir los puntos donde E = V (xr), con la obvia
solucio´n
xr = ±
√
2E
mw2
(8.5.8)
Para comparar con el caso cua´ntico, calcularemos la expresio´n de la velocidad cla´sica, reem-
plazando la energ´ıa del oscilador por su valor cua´ntico en funcio´n del nu´mero cua´ntico n.
El resultado se muestra en la Figura 8.3. Vemos claramente que a medida que aumenta-
mos el valor de n los valores cla´sicos representan muy bien las distribuciones cua´nticas.
Aunque estas u´ltimas presentan oscilaciones, el nu´mero de estas oscilaciones aumenta con
n y el valor cla´sico representa razonablemente el comportamiento medio de las curvas.
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8.6 Principio de correspondencia
A partir del ejemplo anterior podemos enunciar el Principio de Correspondencia, postulado
por Bohr, diciendo que
Los valores esperados de un dado observable se corresponden con los valores cla´sicos de
la magnitud asociada al operador en el l´ımite de grandes valores de los nu´meros cua´nticos
que caracterizan los estados sobre los que actu´a el operador.
Este principio refleja la importancia del concepto relacionado con la interpretacio´n de
la teor´ıa, en conjuncio´n con las reglas propias de la teor´ıa cua´ntica.
8.7 Resumen del cap´ıtulo
• Oscilador armo´nico unidimensional cla´sico
• Oscilador cua´ntico
• Soluciones de la ecuacio´n de Schro¨dinger independiente del tiempo
• Polinomios de Hermite y sus propiedades
• Valores medios y desviaciones de los valores medios para los operadores xˆ y pˆ
• Relacio´n de incerteza en el producto ∆x∆p
• Principio de correspondencia
8.8 Problemas
1. Calcular, mediante la aplicacio´n del operador diferencial(
ρ− d
dρ
)
(8.8.1)
las funciones de onda del oscilador armo´nico unidimensional, con n = 0→ 10.
2. Calcular el factor de normalizacio´n para las tres primeras funciones de onda del
oscilador armo´nico.
3. Calcular, por integracio´n de las funciones de onda, los valores esperados del Hamil-
toniano en los primeros tres estados del oscilador armo´nico.
4. Calcular, por integracio´n de las funciones de onda, las dispersiones medias cuadra´ticas
de los operadores de posicio´n y momento, en los tres primeros estados del oscilador
armo´nico.
Cap´ıtulo 9
POZOS Y BARRERAS DE
POTENCIAL
9.1 Introduccio´n
En este cap´ıtulo nos dedicaremos a estudiar soluciones sencillas de la ecuacio´n de Schro¨dinger,
en sistemas de una dimensio´n espacial. Consideraremos el caso de potenciales unidimen-
sionales, para estudiar la aparicio´n de estados ligados, y algunos ejemplos de barreras de
potencial, para estudiar el movimiento de part´ıculas bajo condiciones muy diferentes a las
que rigen en la Meca´nica Cla´sica.
9.2 Pozo cuadrado en una dimensio´n.
Comenzaremos estudiando el movimiento de una part´ıcula de masa m en presencia de un
potencial de la forma
V (x) = 0 | x |> a
= −V0 | x |< a (9.2.1)
La ecuacio´n de Schro¨dinger independiente del tiempo se escribe[
− ~
2
2m
d2
dx2
+ V (x)
]
φ(x) = Eφ(x) (9.2.2)
Si definimos la funcio´n
k(x) =
√
2m
~2
(E − V (x)) (9.2.3)
la ecuacio´n toma la forma [
d2
dx2
+ k2(x)
]
φ(x) = 0 (9.2.4)
Como k(x) es una funcio´n constante a intervalos, ya que V(x) es una funcio´n constante a
intervalos, las soluciones de esta ecuacio´n son de tipo oscilatorio (φ ≈ e±ikx) si k es real
(E − V > 0) o de tipo exponencial (φ ≈ e±kx) si k es imaginario (E − V < 0). Si con-
sideramos energ´ıas positivas el movimiento de la part´ıcula, como ocurre en el caso cla´sico,
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no estara´ limitado a la regio´n de potencial no nulo. Si en cambio consideramos E < 0 la
part´ıcula estara´ confinada en la regio´n donde V (x) 6= 0, ya que en la regio´n exterior su
energ´ıa cine´tica es negativa.
9.2.1 Soluciones de energ´ıa negativa
Si definimos regiones, para indicar los valores de x respecto a los puntos x = ±a, podemos
indicar las correspondientes: −∞ < x < −a (regio´n I), −a < x < a (regio´n II) y
a < x <∞ (regio´n III). Si la energ´ıa es negativa E = − | E |, la funcio´n k(x) tomara´ los
valores
k(x) = q =
√
2m
~2
(V0− | E |) | x |< a (II)
= iκ = i
√
2m
~2
| E | | x |> a (I, III) (9.2.5)
La solucio´n interior (regio´n II) satisface la ecuacio´n
[
d2
dx2
+ q2
]
φ(x) = 0 (9.2.6)
de manera que la combinacio´n lineal
φII(x) = A cos qx+B sin qx (9.2.7)
es una solucio´n aceptable. Para las regiones I y III (soluciones exteriores) la ecuacio´n de
Schro¨dinger es de la forma [
d2
dx2
− κ2
]
φ(x) = 0 (9.2.8)
y en general, las soluciones se pueden expresar mediante las combinaciones lineales
φI(x) = Ce
−κx +Deκx
φIII(x) = D
′e−κx + C ′eκx (9.2.9)
Como las funciones deben ser finitas en x = ±∞ las constantes C y C ′ deben anularse, en
consecuencia las soluciones aceptables son de la forma:
φI(x) = D e
κx
φIII(x) = D
′ e−κx (9.2.10)
Resumiendo, para cada una de las regiones en las que hemos dividido al eje x segu´n los
valores de V (x) tenemos:
φI(x) = D e
κx
φII(x) = A cos qx+B sin qx
φIII(x) = D
′ e−κx (9.2.11)
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Para obtener la expresio´n correspondiente a cada constante debemos imponer las condi-
ciones de continuidad, para las funciones φR(x) y sus derivadas
d
dxφR(x) (el sub´ındice R
indica las regiones I,II o III) en los puntos x = ±a. Estas condiciones se escriben
φI(x = −a) = φII(x = −a)(
dφI
dx
)
(x=−a)
=
(
dφII
dx
)
(x=−a)
φII(x = a) = φIII(x = a)(
dφII
dx
)
(x=a)
=
(
dφIII
dx
)
(x=a)
(9.2.12)
de donde resultan las siguientes igualdades
De−κa = A cos qa−B sin qa
κDe−κa = qA sin qa+ qB cos qa
D′e−κa = A cos qa+B sin qa
−κD′e−κa = −qA sin qa+ qB cos qa (9.2.13)
Eliminando factores comunes, estas ecuaciones se reducen a(
D
D′
)
=
A cos qa−B sin qa
A cos qa+B sin qa(
−D
D′
)
=
Aq sin qa+ qB cos qa
−Aq sin qa+ qB cos qa (9.2.14)
si igualamos ambas ecuaciones resulta
αA+B
αA−B =
A− αB
A+ αB
(9.2.15)
donde α=tan qa. Si realizamos los productos correspondientes, esta igualdad se transforma
en
AB(α2 + 1) = 0 (9.2.16)
y por lo tanto tendremos soluciones para las siguientes combinaciones de para´metros:
A = 0, B 6= 0 (conjunto 1) y A 6= 0, B = 0 (conjunto 2). Las soluciones del conjunto 1 son
funciones impares frente al intercambio de x por −x, ya que, para A = 0, B 6= 0 resulta
D = −D′ y por lo tanto:
φI(x) = D e
κx
φII(x) = B sin qx
φIII(x) = −D e−κx (9.2.17)
Si en cambio tomamos la combinacio´n A 6= 0, B = 0 (conjunto 2) resulta D = D′ y las
soluciones correspondientes son funciones pares frente al cambio de x por −x. En efecto
φI(x) = D e
κx
φII(x) = A cos qx
φIII(x) = D e
−κx (9.2.18)
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Para determinar los valores de las amplitudes A(B),D,D′, volvemos a escribir las ecua-
ciones de continuidad (escribiremos solo las condiciones para las funciones impares)
De−κa = −B sin qa
κDe−κa = qB cos qa (9.2.19)
de donde resulta la ecuacio´n
tan qa = − q
κ
(9.2.20)
Esta ecuacio´n, conocida como ecuacio´n de consistencia, determina los valores posibles
de κ y q, en funcio´n de la energ´ıa E y al mismo tiempo fija el valor de la energ´ıa que
satisface las condiciones de continuidad. Siguiendo con el caso de las soluciones impares,
mostraremos que estos valores esta´n cuantificados. Escribiendo
ζ = qa
η = κa (9.2.21)
y reemplazando κ y q por sus valores, tomando cuadrados y sumando resulta
ζ2 + η2 =
2m
~2
V0a
2 (9.2.22)
por lo tanto, a partir de la ecuacio´n de consistencia
tan ζ = −ζ
η
= −ζ
[
2m
~2
V0a
2 − ζ2
]−1/2
(9.2.23)
Esta es, nuevamente, una ecuacio´n trascendente. Si graficamos los valores de las funciones
f1(ζ) = tan ζ
f2(ζ) = ζ
[
2m
~2
V0a
2 − ζ2
]−1/2
(9.2.24)
obtenemos los comportamientos que se muestran en la Figura 9.1. En esa figura hemos
tomado el valor ζlmite como para´metro de corte. Si este valor es menor a π/2 no existen
estados ligados, es decir: estados para los cuales la identidad f1(ζ) = −f2(ζ) se cumple. Si
en cambio ese valor esta comprendido en el intervalo (π/2, 3π/2) existe un estado ligado,
que se indica en la figura como la interseccio´n entre ambas funciones, y asi siguiendo
en los sucesivos intervalos, hasta alcanzar el valor l´ımite para ζ. Este es un resultado
muy importante, ya que: so´lo pueden obtenerse estados ligados para ciertos valores de la
energ´ıa o en otras palabras la energ´ıa de un estado ligado esta´ cuantificada.
Con los valores de la energ´ıa determinados de esta manera, que son los correspondientes
a las intersecciones mostradas en la gra´fica 9.1 como ζ1, ζ2, etc, y como
ζn = q(En)a
= a
√
2m
~2
(V0− | En |) (9.2.25)
resulta, para la energ´ıa, el valor
| En |= V0 − ~
2
2m
ζ2n
a2
(9.2.26)
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Figura 9.1: Soluciones para el pozo de potencial unidimensional. Los valores ζ0 y ζ1 son
soluciones de la ecuacio´n de consistencia f1(ζ) = −f2(ζ).
Por lo tanto, la energ´ıa de los estados ligados (E < 0) esta cuantificada segu´n la relacio´n
En =
~
2
2m
ζ2n
a2
− V0 (9.2.27)
Para cada uno de estos valores; el ı´ndice n indica el autovalor respectivo y esta´ relacionado
con el nu´mero de nodos (ceros) de la funcio´n de onda.
9.2.2 Soluciones de energ´ıa positiva
En este caso las soluciones en las tres regiones son funciones oscilatorias. Definiendo
κ =
√
2mE
~2
γ =
√
2m
~2
(E + V0) (9.2.28)
obtenemos, para las soluciones a la ecuacio´n de Schro¨dinger independiente del tiempo
φ(x < −a) = Aeiκx +A′e−iκx
φ(−a < x < a) = Beiγx +B′e−iγx
φ)(x > a) = Ceiκx (9.2.29)
Las soluciones de energ´ıa positiva en las regiones exteriores (I, III) e interior (II), poseen
diferentes nu´meros de ondas y tienden al mismo valor para E ≫ V0. La situacio´n, para las
soluciones de energ´ıa positiva del pozo de potencial, es ana´loga al caso de la propagacio´n
de ondas en presencia de barreras de potencial, como veremos en secciones pro´ximas.
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9.3 Pozo infinito.
En el l´ımite V0 → ∞ (Pozo infinito) la funcio´n de onda se anula en la regio´n exterior al
potencial. Esto implica: κ → ∞ y q =
√
2m(V0−|E|)
~2
. Notemos que q toma valores finitos
ya que ǫ = V0− | E | es la energ´ıa medida desde el fondo del pozo de potencial. Aplicando
las condiciones de continuidad en los bordes de la zona donde existe el potencial y dado
que la u´nica solucio´n posible es la solucio´n interior φII(x)
φII(x) = A cos qx+B sin qx (9.3.1)
la anulacio´n de la funcio´n de onda en x = ±a implica que los valores de q deben ser
mu´ltiplos enteros, pares o impares, de pi2a . Si
qn =
π
a
(n+
1
2
) n = 0, 1, 2, ... (9.3.2)
las soluciones pares (cos qx) se anulara´n en x = ±a. Si en cambio
qn =
π
a
n n = 0, 1, 2, ... (9.3.3)
se anulara´n las funciones impares (sin qx) en x = ±a. Los valores de las energ´ıas permitidas
resultan entonces
ǫn =
~
2
2m
q2n (9.3.4)
y para el caso de funciones pares los autovalores son
ǫn =
~
2
2m
(
π
a
(n+
1
2
)
)2
(9.3.5)
La estructura de las funciones es
φparn (x) =
1√
a
cos
(
(n+ 12)πx
a
)
φimparn (x) =
1√
a
sin
(nπx
a
)
(9.3.6)
9.4 Densidades y corrientes de probabilidad
Discutiremos ahora los conceptos de densidad de probabilidad y de densidad de corriente
de probabilidad. A partir de la ecuacio´n de Schro¨dinger dependiente del tiempo calculamos
la diferencia
φ∗Hφ− φHφ∗ = i~ (φ∗∂tφ+ φ∂tφ∗) (9.4.1)
y reemplazando H por su valor
φ∗(− ~
2
2m
∇2 + V )φ− φ(− ~
2
2m
∇2 + V )φ∗ = − ~
2
2m
(φ∗∇2φ− φ∇2φ∗)
= − ~
2
2m
∇.(φ∗∇φ− φ∇φ∗) (9.4.2)
9.5. BARRERAS DE POTENCIAL 115
ya que la suma de te´rminos en V se anula y la suma de derivadas segundas se reemplaza por
la divergencia de los gradientes φ∗∇φ y φ∇φ∗. Para el te´rmino en derivadas temporales
se tiene
i~ (φ∗∂tφ+ φ∂tφ
∗) = i~∂t(φ
∗φ) (9.4.3)
e igualando ambas expresiones
− ~
2
2m
(φ∗∇2φ− φ∇2φ∗) = i~∂t(φ∗φ) (9.4.4)
Si definimos la densidad de probabilidad
ρ = φ∗φ (9.4.5)
y la densidad de corriente de probabilidad
J =
i~
2m
(φ∇φ∗ − φ∗∇φ) (9.4.6)
la igualdad se expresa
∇.J + ∂tρ = 0 (9.4.7)
Esta es la ecuacio´n de continuidad, denominada de esta manera por su semejanza con la
ecuacio´n de continuidad de los fluidos. En este contexto describe la conservacio´n de la
corriente de probabilidad, ya que si H es independiente del tiempo ∂tρ = 0 y la divergencia
de la corriente ∇.J se anula. Recordemos que como estamos trabajando en una dimensio´n
espacial ∇ = ddx iˆ y ∇2 = d
2
dx2 .
En los ejemplos siguientes haremos uso de este resultado.
9.5 Barreras de Potencial
La solucio´n del pozo de potencial, V < 0, muestra la existencia de estados ligados. Las
energ´ıas de estos estados esta´n determinadas por los valores de ζ que son soluciones de las
ecuaciones de consistencia. El problema correspondiente a V > 0, barrera de potencial no
admite estados ligados, como veremos a continuacio´n, y exhibe el feno´meno de penetracio´n
que consiste en el movimiento en zonas prohibidas cla´sicamente.
El potencial es de la forma: V = 0 para | x |> a, y V = V0 para | x |< a . La ecuacio´n
de Schro¨dinger independiente del tiempo toma la forma(
− ~22m d
2
dx2
+ V0
)
φ(x) = Eφ(x) | x |< a(
− ~22m d
2
dx2
)
φ(x) = Eφ(x) | x |> a
(9.5.1)
Cla´sicamente, si E < V0 no hay movimiento en el interior de la barrera. Cua´nticamente
la situacio´n es muy diferente, como veremos a continuacio´n.
En la regio´n exterior
( d
2
dx2
+ κ2)φ(x) = 0
κ =
√
2mE
~2
(9.5.2)
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y en consecuencia las soluciones son de la forma
φI(x) = A e
iκx +A′ e−iκx x < −a (9.5.3)
Esta solucio´n representa la superposicio´n de la onda incidente y la onda reflejada. En la
regio´n exterior, a la derecha de la barrera, la solucio´n toma la forma
φIII(x) = C e
iκx x > a (9.5.4)
En la regio´n II, que es la regio´n de localizacio´n de la barrera de potencial V0, las soluciones
sera´n de tipo oscilatorio si E > V0
( d
2
dx2
+ q2)φII(x) = 0
q =
√
2m(E−V0)
~2
(9.5.5)
de donde
φII(x) = B e
iqx +B′ e−iqx E > V0 (9.5.6)
o de tipo exponencial si E < V0
φII(x) = B e
−γx +B′ eγx E < V0 (9.5.7)
donde
γ =
√
2m
~2
(V0 − E) (9.5.8)
En ambos casos, la imposicio´n de las condiciones de continuidad de las funciones de onda
y de sus derivadas primeras en los puntos x = ±a, junto a la condicio´n de normalizacio´n,
nos permitira´ resolver expl´ıcitamente los valores de las amplitudes (A,A′, B,B′, C).
9.5.1 Solucio´n para el caso E < V0
La imposicio´n de las condiciones de continuidad resulta en el siguiente sistema de ecua-
ciones
A′(eiκa) +B(−eγa) +B′(−e−γa) + C(0) = A(−e−iκa)
A′(−iκeiκa) +B(γeγa) +B′(−γe−γa) + C(0) = A(−iκ e−iκa)
A′(0) +B(e−γa) +B′(eγa) + C(−eiκa) = 0
A′(0) +B(−γe−γa) +B′(γeγa) + C(−iκeiκa) = 0 (9.5.9)
El determinante de este sistema de ecuaciones tiene el valor
∆ = −4 iγκei2κa cosh (2γa)− 2(κ2 − γ2)ei2κa sinh (2γa) (9.5.10)
Utilizando este resultado podemos determinar los valores de las amplitudes A′ (onda re-
flejada) y C (onda transmitida).
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Las expresiones son las siguientes
C
A
= −i4κγ
∆
= e−i2κa
2κγ
2γκ cosh (2γa) − i(κ2 − γ2) sinh (2γa)
A′
A
= −2(γ
2 + κ2) sinh (2γa)
∆
= −i e−i2κa (γ
2 + κ2) sinh (2γa)
2γκ cosh (2γa)− i(κ2 − γ2) sinh (2γa) (9.5.11)
Para cada una de las regiones en las que hemos dividido el intervalo de diferenciacio´n
de la funcio´n de onda podemos definir las corrientes a cada lado de la barrera
jincidente =
~κ
m
| A |2
jreflejada =
~κ
m
| A′ |2
jtransmitida =
~κ
m
| C |2 (9.5.12)
En consecuencia, podemos definir los coeficientes
T =
jtransmitida
jtransmitida + jreflejada
R =
jreflejada
jtransmitida + jreflejada
(9.5.13)
Estos coeficientes, a su vez, se pueden expresar como funciones de las amplitudes, de la
manera siguiente
T = | C
A
|
2
=
1
1 + fE sinh
2 (2γa)
R = | A
′
A
|
2
=
fE sinh
2 (2γa)
1 + fE sinh
2 (2γa)
fE =
V 20
4E(V0 − E) (9.5.14)
La condicio´n de conservacio´n de la probabilidad corresponde a la condicio´n
jincidente = jreflejada + jtransmitida
1 = T +R (9.5.15)
Desde el punto de vista cla´sico, la densidad de part´ıculas en el interior y a la derecha
de la barrera se anulan. Cua´nticamente, en cambio, aunque E < V0 existen densidades
no nulas en el interior y exterior de la barrera. Esta es la manifestacio´n del feno´meno
de propagacio´n conocido como efecto tu´nel, que permitio´, entre otras cosas, explicar la
emisio´n de part´ıculas α por el nu´cleo ato´mico, a energ´ıas menores que la correspondiente
a la barrera coulombiana nuclear (Efecto Gamow).
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9.5.2 Solucio´n para el caso E > V0
En este caso, tenemos
κ =
√
2mE
~2
γ =
√
2m
~2
(E − V0) (9.5.16)
y las soluciones a la ecuacio´n de Schro¨dinger independiente del tiempo son de la forma
φ(x < −a) = Aeiκx +A′e−iκx
φ(−a < x < a) = Beiγx +B′e−iγx
φ)(x > a) = Ceiκx (9.5.17)
Aplicando las condiciones de continuidad de las funciones y sus derivadas primeras en cada
punto de discontinuidad del potencial obtenemos el sistema de ecuaciones
A′(−eiκa) +B(e−iγa) +B′(eiγa) + C(0) = A(e−iκa)
A′(iκeiκa) +B(iγe−iγa) +B′(−iγeiγa) + C(0) = A(iκ e−iκa)
A′(0) +B(eiγa) +B′(e−iγa) +C(−eiκa) = 0
A′(0) +B(iγeiγa) +B′(−iγe−iγa) + C(−iκeiκa) = 0 (9.5.18)
El determinante de este sistema de ecuaciones tiene el valor
∆ = −4γκei2κa cos (2γa) + 2i(κ2 + γ2)ei2κa sin (2γa) (9.5.19)
Con este valor, para el coeficiente de transmisio´n resulta
C
A
= −e−2iκa 4κγ
∆
| C
A
| =
[
1 +
V 20
4E(E − V0) sin
2 (2γa)
]−1/2
(9.5.20)
En la Figura 9.2 se muestra el comportamiento del coeficiente de transmisio´n, como
funcio´n de la energ´ıa.
9.6 Resumen del cap´ıtulo.
• Pozo unidimensional.
• Pozo infinito.
• Barreras de Potencial.
• Efecto tu´nel.
• Aplicaciones.
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Figura 9.2: Dependencia con la energ´ıa del coeficientes de transmisio´n para una barrera
de altura V0 y ancho a0
9.7 Problemas
1. Problema 1: Estudiar el comportamiento de las soluciones de la ecuacio´n de Schroedinger,
independiente del tiempo, correspondiente al potencial
V (x) = V0 > 0 si− a < x < a
= 0 si | x |> a (9.7.1)
Considerar el caso E ≈ V0
2. Problema 2: Estudiar, para el caso anterior, el comportamiento del coeficiente de
transmiso´n, en el l´ımite
a
√
2m
~
(E − V0)≫ 1 (9.7.2)
3. Problema 3: Estudiar la propagacio´n de ondas en el potencial
V (x) = V0e
−αx (9.7.3)
4. Graficar el espectro de autovalores (9.2.27). Compararlo con el espectro del a´tomo
de Bohr (6.2.14) y con el espectro del oscilador armo´nico (8.3.28).
Cap´ıtulo 10
CAMPO CENTRAL
Continuando con la serie de aplicaciones sencillas de los postulados ba´sicos de la Meca´nica
Cua´ntica nos dedicaremos, en este cap´ıtulo a estudiar el las caracter´ısticas ba´sicas de las
soluciones de la ecuacio´n de Schro¨dinger para potenciales centrales, es decir para aquellos
potenciales que poseen la simetr´ıa
V (r) = V (−r). (10.0.1)
Para ello tomaremos dos casos representativos de esta simetr´ıa: a) el potencial Coulom-
biano entre cargas puntuales y b)el oscilador armo´nico en tres dimensiones. Para ello re-
solveremos la ecuacio´n de Schro¨dinger, aplicando el me´todo de separacio´n de variables, y
estudiaremos la cuantificacio´n del momento angular. Los resultados obtenidos sera´n com-
parados con los correspondientes al modelo ato´mico de Bohr, para el caso del potencial
Coulombiano, y con los resultados del Cap´ıtulo 8, para el caso del oscilador armo´nico. Al
final del cap´ıtulo compararemos las propiedades de las soluciones para ambos potenciales.
10.1 Cuantificacio´n del momento angular
A partir de la expresio´n cla´sica del momento angular
l = r × p (10.1.1)
definiremos el operador momento angular reemplazando los vectores posicio´n y momento
por los operadores correspondientes
lˆ = −i~rˆ × ∇ˆ (10.1.2)
El operador lˆ tiene por componentes
lˆx = −i~
(
y
∂
∂z
− z ∂
∂y
)
lˆy = −i~
(
z
∂
∂x
− x ∂
∂z
)
lˆz = −i~
(
x
∂
∂y
− y ∂
∂x
)
(10.1.3)
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Las reglas de multiplicacio´n de estos operadores se pueden expresar en te´rminos de los
conmutadores [
lˆx, lˆy
]
= i~lˆz[
lˆx, lˆz
]
= −i~lˆy[
lˆy, lˆz
]
= i~lˆx (10.1.4)
Estas expresiones son fa´cilmente verificables si se reemplaza a los operadores por sus
valores, en funcio´n de las derivadas, por ejemplo
lˆx lˆy = −~2 (y∂z(z∂x)− y∂z(x∂z)− z∂y(z∂x) + z∂y(x∂z))
= −~2 (y∂x + yz∂z∂x − yx∂z∂z − z2∂y∂x + zx∂y∂z)
lˆy lˆx = −~2 ((z∂x(y∂z)− z∂x(z∂y)− x∂z(y∂z) + x∂z(z∂y))
= −~2 (zy∂x∂z − z2∂x∂y − xy∂z∂z + zx∂z∂y + x∂y) (10.1.5)
y la diferencia entre ambas expresiones es
lˆx lˆy − lˆy lˆx = −~2(y∂x − x∂y)
= i~(−i~)(x∂y − y∂x)
= i~lˆz (10.1.6)
(por sencillez en la notacio´n hemos escrito ∂x =
∂
∂x , etc.). Estas relaciones muestran que
las componentes del operador momento angular no conmutan entre s´ı, de manera que no
es posible determinar los valores esperados de cada una de las tres componentes en forma
independiente. La determinacio´n de una base de funciones propias del operador momento
angular se puede efectuar a partir de la consideracio´n de dos operadores:
a)el operador
lˆ2 = lˆ2x + lˆ
2
y + lˆ
2
z (10.1.7)
que representa el cuadrado del operador momento angular, y
b)el operador lˆz.
El operador lˆ2 posee un conjunto completo de funciones propias, los esfe´ricos armo´nicos
Ylm(θ, φ), que satisfacen la ecuacio´n de autovalores
lˆ2Ylm(θ, φ) = l(l + 1)~
2Ylm(θ, φ) (10.1.8)
donde l = 0, 1, 2.... es el nu´mero cua´ntico orbital y m = −l,−l + 1,−l + 2, ...l − 1, l es su
proyeccio´n.
Estas funciones son tambie´n autofunciones del operador lˆz
lˆzYlm(θ, φ) = m~Ylm(θ, φ) (10.1.9)
10.2 Autofunciones del momento angular
Las funciones Ylm(θ, φ) forman una base, respecto a las variables angulares, de manera
que cualquier funcio´n regular de los a´ngulos, f(θ, φ), se puede escribir como combinacio´n
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lineal de los esfe´ricos armo´nicos
f(θ, φ) =
∞∑
l=0
l∑
m=−l
almYlm(θ, φ) (10.2.1)
Los coeficientes alm se determinan a partir de las relaciones de ortogonalidad entre esfe´ricos
armo´nicos
alm =
∫
Y ∗lm(θ, φ)f(θ, φ)dΩ(θ, φ)
=
∞∑
l′=0
l′∑
m=−l′
al′m′
∫
Y ∗lm(θ, φ)Yl′m′(θ, φ)dΩ(θ, φ)
=
∞∑
l′=0
l′∑
m=−l′
al′m′δll′,mm′ (10.2.2)
ya que ∫
Y ∗lm(θ, φ)Yl′m′(θ, φ)dΩ(θ, φ) = δll′,mm′ (10.2.3)
En las integrales anteriores hemos utilizado el diferencial de a´ngulo so´lido
dΩ = sin θdθdφ 0 ≤ θ ≤ π 0 ≤ φ ≤ 2π (10.2.4)
La forma expl´ıcita de las funciones Ylm(θ, φ) es la siguiente
Ylm(θ, φ) = NlmP
m
l (cos θ)e
imφ (10.2.5)
donde
Nlm = (−1)(m+|m|)/2
[
(2l + 1)(l− | m |)!
4π(l+ | m |)!
]1/2
(10.2.6)
Las funciones
Pml (x) =
(1− x2)|m|/2
2ll!
dl+|m|
dxl+|m|
[
(x2 − 1)l
]
(10.2.7)
son los polinomios asociados de Legendre. Los valores de los esfe´ricos armo´nicos, para los
primeros valores de l y m son los siguientes:
Y00(θ, φ) =
1√
4π
Y10(θ, φ) =
√
3
4π
cos θ
Y1±1(θ, φ) = ∓
√
3
8π
sin θe±iφ
Y20(θ, φ) =
√
5
16π
(3 cos2 θ − 1)
Y2±2(θ, φ) =
√
15
128π
sin2 θe±2iφ
Y2±1(θ, φ) = ∓
√
15
32π
sin 2θe±iφ (10.2.8)
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La conjugacio´n compleja de los esfe´ricos armo´nicos conduce al resultado
Y ∗lm(θ, φ) = NlmP
m
l (cos θ)e
−imφ
= (−1)mYl−m(θ, φ) (10.2.9)
ya que
Nl−m = (−1)mNlm (10.2.10)
10.3 Transformacio´n de variables
Si escribimos el conjunto de coordenadas cartesianas (x, y, z) en funcio´n de las coordenadas
esfe´ricas (r, θ, φ) segu´n
x = r sin θ cosφ
y = r sin θ sinφ
z = r cos θ (10.3.1)
las correspondientes derivadas toman la forma
d
dx
= sin θ cosφ
d
dr
+
1
r
cos θ cosφ
d
dθ
− sinφ
r sin θ
d
dφ
d
dy
= sin θ sinφ
d
dr
+
1
r
cos θ sinφ
d
dθ
+
cosφ
r sin θ
d
dφ
d
dz
= cos θ
d
dr
− 1
r
sin θ
d
dθ
(10.3.2)
y reemplazando en las expresiones para las componentes cartesianas del momento angular
obtenemos
lˆx = i~
(
sinφ
d
dθ
+ cosφ cot θ
d
dφ
)
lˆy = i~
(
− cosφ d
dθ
+ sinφ cot θ
d
dφ
)
lˆz = −i~ d
dφ
(10.3.3)
Ide´nticamente, para el cuadrado del operador momento angular la transformacio´n a vari-
ables angulares conduce a la forma
lˆ2 = −~2
[
1
sin θ
d
dθ
(sin θ
d
dθ
) +
1
sin2 θ
d2
dφ2
]
(10.3.4)
Si ahora escribimos el operador
∇2(x, y, z) = d
2
dx2
+
d2
dy2
+
d2
dz2
(10.3.5)
en coordenadas esfe´ricas obtenemos:
∇2(r, θ, φ) =
[
1
r2
d
dr
(r2
d
dr
) +
1
r2 sin θ
d
dθ
(sin θ
d
dθ
) +
1
r2 sin2 θ
d2
dφ2
]
(10.3.6)
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Esta expresio´n puede entonces re-escribirse utilizando la forma diferencial del operador lˆ2,
de donde
− ~
2
2m
∇2(x, y, z) = − ~
2
2m
[
1
r2
d
dr
(r2
d
dr
)
]
+
lˆ2
2mr2
(10.3.7)
10.4 Ecuacio´n de Schro¨dinger: potencial coulombiano
Utilizando la forma de las derivadas segundas en la representacio´n de coordenadas esfe´ricas
podemos escribir el Hamiltoniano
H = − ~
2
2m
(
d2
dx2
+
d2
dy2
+
d2
dz2
)
+ V (r) (10.4.1)
de la manera siguiente
H = − ~
2
2m
[
1
r2
d
dr
(r2
d
dr
)
]
+ V (r) +
lˆ2
2mr2
(10.4.2)
donde V (r) es el potencial central dependiente de la posicio´n. Podemos resolver ahora
la ecuacio´n de Schro¨dinger independiente del tiempo para esta forma del Hamiltoniano y
para el potencial coulombiano entre cargas puntuales
V (r) = − e
2
4πǫ0r
(10.4.3)
Los pasos a seguir son los siguientes:
a)escribiremos para la solucio´n
ξ(r, θ, φ) =
u(r)
r
Ylm(θ, φ) (10.4.4)
b)aplicaremos el me´todo de separacio´n de variables para determinar la estructura de
las funciones radiales u(r).
En el punto (a) hemos utilizado ya el hecho de ser la parte angular de la ecuacio´n
diferencial directamente proporcional al operador lˆ2, cuyas autofunciones son los esfe´ricos
armo´nicos Ylm(θ, φ).
10.5 Separacio´n de variables
Utilizando la forma propuesta para la funcio´n de onda ξ(r, θ, φ) y la estructura del Hamil-
toniano se obtiene
Hξ(r, θ, φ) = − ~
2
2m
[
1
r2
d
dr
(r2
d
dr
(
u(r)
r
)
]
Ylm(θ, φ)
+ V (r)
u(r)
r
Ylm(θ, φ)
+
~
2l(l + 1)
2mr2
u(r)
r
Ylm(θ, φ) (10.5.1)
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Si ahora efectuamos las derivadas indicadas resulta:
Hξ(r, θ, φ) = − ~
2
2mr
d2
dr2
u(r)Ylm(θ, φ) + V (r)
u(r)
r
Ylm(θ, φ)
+
~
2l(l + 1)
2mr2
u(r)
r
Ylm(θ, φ) (10.5.2)
Si eliminamos la parte angular de la solucio´n, ya que
Hξ(r, θ, φ) = E
u(r)
r
Ylm(θ, φ) (10.5.3)
el problema se limita a la determinacio´n de la parte radial de ξ(r, θ, φ).
10.6 Soluciones de la ecuacio´n radial
La ecuacio´n para la parte radial se escribe
− ~
2
2m
d2u(r)
dr2
+
(
V (r) +
~
2l(l + 1)
2mr2
)
u(r) = Eu(r) (10.6.1)
o en forma ma´s compacta
d2u(r)
dr2
+
2m
~2
(E − V (r)− ~
2l(l + 1)
2mr2
)u(r) = 0 (10.6.2)
Notemos que el potencial efectivo
Vl(r) = V (r) +
~
2l(l + 1)
2mr2
(10.6.3)
depende del valor de l. Si V (r) es el potencial coulombiano atractivo entre cargas puntuales
la suma de la contribucio´n dependiente de l (o te´rmino centr´ıfugo) produce la aparicio´n
de un mı´nimo. La posicio´n del mı´nimo cambia al cambiar los valores de l. La condicio´n[
dVl(r)
dr
]
r=rmn
=
[
e2
4πǫ0r2
− ~
2l(l + 1)
mr3
]
r=rmn
= 0 (10.6.4)
fija la posicio´n del mı´nimo en el valor
rmin =
4πǫ0~
2
me2
l(l + 1) (10.6.5)
y por lo tanto el potencial Vl(r) en el mı´nimo tiene el valor
Vl(r = rmn) = − me
4
32π2ǫ20~
2l(l + 1)
(10.6.6)
De modo que las caracter´ısticas fundamentales del potencial son las siguientes:
a)diverge para valores de r cercanos a 0,
b)posee un mı´nimo
c)se anula para valores de r →∞.
La condicio´n de contorno que debe satisfacer la solucio´n u(r) en r = 0 es la siguiente
u(r = 0) = 0, (10.6.7)
y es consecuencia del comportamiento divergente del potencial en ese punto.
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10.7 Autovalores y autofunciones
Trabajaremos con la funcio´n de prueba, no normalizada,
u(r) = e−αrrβF (r) (10.7.1)
donde F (r) es el polinomio
F (r) =
kmx∑
k=0
ckr
k (10.7.2)
cuyo comportamiento esta´ acotado, para r →∞, por eαr. Este comportamiento garantiza
la validez de la forma propuesta para la funcio´n u(r). El reemplazo de la forma propuesta
para u(r) en la ecuacio´n diferencial conduce a la ecuacio´n
F ′′+
(
2β
r
− 2α
)
F ′+
[(
α2 +
2mE
~2
)
+
(
me2
2πǫ0
− 2βα
)
1
r
+
(β(β − 1)− l(l + 1))
r2
]
F = 0
(10.7.3)
Escribiremos ahora los diferentes te´rminos en potencias de r, notando que la expresio´n
anterior contiene potencias que var´ıan desde r−2 hasta rkmx . La expresio´n correspondiente
es la siguiente
1
r2
A(−2) + 1
r
A(−1) +A(0) + rA(1) + ...
+rqA(q) + .... + rkmxA(kmx) = 0 (10.7.4)
donde
A(−2) = c0(β(β − 1)− l(l + 1))
A(−1) = c0
(
me2
2πǫ0~2
− 2βα
)
+ c1(2β + β(β − 1)− l(l + 1))
A(−0) = c0
(
α2 +
2mE
~2
)
+ c1
(
me2
2πǫ0~2
− 2βα − 2α
)
+ c2(β(β − 1)− l(l + 1) + 4β + 2)
A(1) = c1
(
α2 +
2mE
~2
)
+ c2
(
me2
2πǫ0~2
− 2βα − 2α
)
+ c3(6 + 6β + β(β − 1)− l(l + 1))
................
A(q) = cq
(
α2 +
2mE
~2
)
+ cq+1
(
me2
2πǫ0~2
− 2βα− 2α(q + 1)
)
+ cq+2((q + 2)(q + 1) + 2β(q + 2) + β(β − 1)− l(l + 1))
...................
A(kmx) = ckmx
(
α2 +
2mE
~2
)
(10.7.5)
La anulacio´n del coeficiente correspondiente a la potencia rkmx implica(
α2 +
2mE
~2
)
= 0 (10.7.6)
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que se satisface para E < 0. La solucio´n al problema de autovalores indica la existencia
de estados ligados, como consecuencia de las condiciones impuestas a F (r), cuyos valores
esta´n dados por la expresio´n
E = −α
2
~
2
2m
(10.7.7)
En el otro extremo de las potencias de r, el coeficiente del te´rmino en r−2 es
A(−2) = c0(β(β − 1)− l(l + 1)) (10.7.8)
y su anulacio´n, para c0 6= 0 conduce a la condicio´n
β(β − 1)− l(l + 1) = 0 (10.7.9)
de donde resultan dos posibles valores para β, ya que la ecuacio´n de segundo grado
β2 − β − l(l + 1) = 0 (10.7.10)
tiene como soluciones los valores
β± =
1
2
(
1±
√
1 + 4l(l + 1)
)
=
1
2
(1± (2l + 1)) (10.7.11)
y por ende
β− = −l (10.7.12)
o
β+ = (l + 1) (10.7.13)
Dado que u(r) debe anularse para r = 0 el valor β− debe descartarse y en consecuencia
β+ es el valor que debe adoptarse. Si reemplazamos estos valores de β = β(+) y α en la
expresio´n del coeficiente de A(q) y pedimos su anulacio´n, obtenemos
cq+1 = cq
2α
(q + 1)(2l + 2 + q)
(
q + l + 1− me
2
4πǫ0~2α
)
(10.7.14)
Esta relacio´n de recurrencia permite determinar los coeficientes del polinomio F (r), a
partir del coeficiente c0. La condicio´n de corte, impuesta al valor de los coeficientes para
q > kmx conduce, en la relacio´n de recurrencia, al resultado
ckmx+1 = 0 (10.7.15)
que se cumple si (
kmx + l + 1− me
2
4πǫ0~2α
)
= 0 (10.7.16)
de donde resulta
α =
me2
4πǫ0~2(kmx + l + 1)
(10.7.17)
definiendo ahora el nu´mero entero n = kmx + l+ 1 resulta kmx = n− l− 1, lo que implica
que los valores de l para un dado valor de n no pueden superar el valor lmx = n− 1.
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En definitiva, las condiciones impuestas al comportamiento de la solucio´n para la parte
radial de la funcio´n de onda se traducen en los siguientes valores de los para´metros:
β = l + 1
n = 1, 2, 3, ....
0 6 l 6 n− 1
kmx = n− l − 1
α =
1
a0n
a0 =
4πǫ0~
2
me2
(10.7.18)
y la autofuncio´n radial, no normalizada, toma la forma
unl(r) = e
−r/na0 rl+1
n−l−1∑
k=0
ck(nl) r
k
ck+1(nl) = ck(nl)
2(k − kmx)
(n)(k + 1)(2l + k + 2)a0
(10.7.19)
Con estos resultados, el problema de autovalores para el campo coulombiano, se expresa
mediante las autofunciones y autovalores
ξnl(r, θ, φ) = Nnl e
−r/na0rl
(
n−l−1∑
k=0
ck(nl)r
k
)
Ylm(θ, φ)
En = − ~
2
2ma20n
2
(10.7.20)
Notemos que los valores de la energ´ıa dependen solamente de n y no de los valores de l y
m.
La constante de normalizacio´n Nnl se determina mediante el ca´lculo de la integral∫ ∞
0
dr r2
∫ pi
0
dθ sin θ
∫ 2pi
0
dφ ξ∗nl(r, θ, φ)ξnl(r, θ, φ) = 1 (10.7.21)
Las funciones normalizadas para n = 1 y n = 2 son:
ξn=1,l=0 =
1√
πa30
e−r/a0
ξn=2,l=0 =
1√
8πa30
e−r/2a0(1− r/2a0)
ξn=2,l=1,ml =
1√
24a30
e−r/2a0
r
a0
Y1ml(θ, φ) (10.7.22)
. Los autovalores respectivos son
En=1,l=0 = − ~
2
2ma20
En=2,l=0,1 = − ~
2
8ma20
(10.7.23)
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Notemos que para n = 2 existen cuatro estados con la misma energ´ıa, ya que los autovalores
no dependen de los valores de l correspondientes a un dado valor de n. El nu´mero de
estados con la misma energ´ıa define la degeneracio´n, Ω(n), de los orbitales con n fijo.
Para calcular este valor debemos considerar los valores de l permitidos para un dado n y
tomar en cuanta que cada uno de esos valores de l implica la existencia de (2l+1) valores
de ml:
Ω(n) =
n−1∑
l=0
(2l + 1) = 2(n(n − 1)/2) + n = n2 (10.7.24)
10.8 Comparacio´n con el modelo de Bohr
Si reemplazamos en la expresio´n de los autovalores En, (10.7.20) la masa m por la masa
reducida mM/(m +M), donde m es la masa del electro´n y M es la masa del proto´n, y
tomamos en cuenta que m << M de manera que m → m/(1 + (m/M) y reemplazamos
a0 por su valor obtenemos
En = −
(
me4
32π2ǫ20~
2
)
1
n2
(10.8.1)
en concordancia con el resultado de Bohr. Naturalmente, utilizando el modelo de Bohr
podemos describir solamente el espectro, pero no deja de ser sorprendente el acuerdo que
se logra con respecto al tratamiento completo basado en la resolucio´n de la ecuacio´n de
Schro¨dinger. La comparacio´n de ambos tratamientos demuestra de manera drama´tica el
efecto de la discretizacio´n del momento angular a la vez que ilustra tambie´n de manera
drama´tica el concepto de estado estacionario, introducido por Bohr dos de´cadas antes de
la formulacio´n definitiva de las reglas de la Meca´nica Cua´ntica y de su consolidacio´n como
teor´ıa.
Para verificar que el valor obtenido por Bohr, para el autoestado correspondiente a
una onda s (l = 0), esta´ de acuerdo con el resultado cua´ntico, consideremos la funcio´n de
onda
ξn=1,l=0 =
1√
πa30
e−r/a0 (10.8.2)
El valor esperado del Hamiltoniano
H = − ~
2
2m
[
1
r2
d
dr
(r2
d
dr
)
]
− e
2
4πǫ0r
(10.8.3)
en el estado es igual a
En=1,l=0 =
∫ ∞
0
ξ∗n=1,l=0Hξn=1,l=04πr
2dr
= − ~
2
2m
∫ ∞
0
ξ∗n=1,l=0
[
1
r2
d
dr
(r2
d
dr
)
]
ξn=1,l=04πr
2dr
− e
2
4πǫ0
∫ ∞
0
ξ∗n=1,l=0
(
1
r
)
ξn=1,l=04πr
2dr (10.8.4)
Reemplazando la funcio´n de onda por su valor, y efectuando las derivadas indicadas en el
primer te´rmino del lado derecho de la expresio´n (10.8.4), resulta:
En=1,l=0 = − 2~
2
ma30
∫ ∞
0
e−2r/a0
(
−2r
a0
+
r2
a20
)
dr
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− e
2
πǫ0a
2
0
∫ ∞
0
e−2r/a0
(
r
a0
)
dr (10.8.5)
Las integrales se pueden calcular facilmente efectuando el cambio de variables
u =
2r
a0
du =
2
a0
dr (10.8.6)
y teniendo en cuenta que ∫ ∞
0
e−uun = n! (10.8.7)
obtenemos
En=1,l=0 =
~
2
2ma20
− e
2
4πǫ0a0
(10.8.8)
Finalmente, como
4πǫ0
e2
=
ma0
~2
(10.8.9)
resulta
En=1,l=0 =
~
2
2ma20
− ~
2
ma20
= − ~
2
2ma20
(10.8.10)
y este es el valor que hemos obtenido al estudiar el modelo ato´mico de Bohr, ya que al
reemplazar a0 por su valor resulta
En=1,l=0 = − me
4
32π2~2ǫ20
≈ −13.6 eV (10.8.11)
La descripcio´n correcta de los estados estacionarios de un a´tomo o de una mole´cula
requiere del agregado en el Hamiltoniano de otros te´rminos, adema´s de la interaccio´n
coulombiana en el Hamiltoniano.
10.9 El oscilador armo´nico
En esta seccio´n mostraremos la solucio´n correspondiente al movimiento en tres dimensiones
espaciales de una part´ıcula de masa m en el potencial central
V (r) =
1
2
mω2r2 (10.9.1)
siguiendo el procedimiento descripto en las secciones anteriores. En el Cap´ıtulo 8 hemos
estudiado la solucio´n al problema unidemensional. A continuacio´n estudiaremos el caso
en tres dimensiones espaciales, utilizando el me´todo de sepacio´n de variables y trabajando
con coordenadas esfe´ricas, dado que el potencial posee simetr´ıa radial.
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10.10 Soluciones de la ecuacio´n radial
Como en el caso del campo Coulombiano, la separacio´n de variables en la ecuacio´n de
ondas conduce a soluciones de la forma
Ψ ≈ u(r)
r
Ylm (10.10.1)
La ecuacio´n para la parte radial se escribe, como en las secciones anteriores,
d2u(r)
dr2
+
2m
~2
(E − V (r)− ~
2l(l + 1)
2mr2
)u(r) = 0 (10.10.2)
El potencial
Vl(r) =
1
2
mω2r2 +
~
2l(l + 1)
2mr2
(10.10.3)
depende expl´ıcitamente de l. El potencial para l = 0 posee un mı´nimo en r = 0 y no esta
acotado para valores grandes de r; para l 6= 0 posee un mı´nimo en
r = (l(l + 1))1/4b (10.10.4)
donde
b =
√
~
mω
(10.10.5)
es la longitud caracter´ıstica del oscilador. De modo que el movimiento en la variable radial
tiende a confinar o limitar a la funcio´n de onda en las regiones interiores del potencial y
la posicio´n del centro de confinamiento, que es el valor de r en el mı´nimo del potencial, se
desplaza a medida que aumentan los valores de l. Las caracter´ısticas fundamentales del
potencial son las siguientes:
a)diverge en r = 0 si l 6= 0, y se anula en r = 0 solo para l = 0
b)posee un mı´nimo en r = (l(l + 1))1/4b
c)tiende a infinito para valores de r →∞, como r2.
En consecuencia, las condiciones de contorno que debe satisfacer la solucio´n u(r) son
las siguientes:
u(r =∞) = 0 (10.10.6)
para cualquier valor de l, y
u(r = 0) = 0 (10.10.7)
para l 6= 0.
10.11 Autovalores y autofunciones
Trabajaremos con la funcio´n de prueba, no normalizada,
u(r) = e−αr
2
rl+1L(r) (10.11.1)
donde L(r) es el polinomio
L(r) =
kmax∑
k=0
a2kr
2k (10.11.2)
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cuyo comportamiento esta´ acotado, para r → ∞, por eαr2 . El reemplazo de la forma
propuesta para u(r) en la ecuacio´n diferencial conduce a la ecuacio´n
L′′ +
(
2l + 1
r
− 4αr
)
L′ +
(
2mE
~2
− 4α(l + 3
2
) + 4α2r2 − m
2ω2
~2
r2
)
L = 0 (10.11.3)
El valor de α se determina a partir de la igualdad
4α2r2 =
m2ω2
~2
r2 (10.11.4)
que permite eliminar los te´rminos en r2 que multiplican a L(r). En consecuencia
α =
mω
2~
=
1
2b2
(10.11.5)
donde b =
√
~
mω es el para´metro de escala del oscilador (ver Cap´ıtulo 8). Escribiremos
ahora los diferentes te´rminos en potencias de r:
kmx∑
k=1
[
a2k(2k)(2k − 1)r2k−2
]
+
kmx∑
k=1
[
a2k(2k)(
2(l + 1)
r
− 4αr)r2k−1
]
+
kmx∑
k=1
[
a2k(2k)(
2mE
~2
− 4α(l + 3
2
))r2k−1
]
= 0 (10.11.6)
y a partir de este desarrollo, la anulacio´n de los coeficientes de las diferentes potencias de
r se escribe
(r0)→ a0(λ− 4α(l + 3
2
)) + a2(4(l + 1) + 2) = 0
(r2)→ a2(λ− 4α(l + 3
2
)− 8α) + a4(8(l + 1) + 12) = 0
(r4)→ a2(λ− 4α(l + 3
2
)− 16α) + a6(12(l + 1) + 30) = 0
................
(r2kmx)→ a2kmx(λ− 4α(l +
3
2
)− 8kmxα) = 0
(10.11.7)
donde hemos escrito
λ =
2mE
~2
(10.11.8)
La anulacio´n del coeficiente correspondiente a la potencia r2kmx implica el valor de corte
kmx =
λ− 4α(l + 32 )
8α
(10.11.9)
La existencia de un valor de corte para la serie de potencias de r es consecuencia, tal como
hemos discutido en el caso del campo Coulombiano, de la imposicio´n de condiciones de
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contorno para u(r). De acuerdo a la forma del potencial, L(r) esta´ acotada por eαr
2
. A
partir del valor de corte kmax podemos escribir
E = (2kmx + l + l +
3
2
)~ω (10.11.10)
para α = 12b2 . Con este valor de α la energ´ıa E se expresa en unidades de ~ω. Si escribimos
2kmx + l = N (10.11.11)
resulta
E = (N +
3
2
)~ω (10.11.12)
Esta ecuacio´n expresa la discretizacio´n de los valores permitidos para la energ´ıa. Como N
es necesariamente un nu´mero entero, ya que l y kmx lo son, los valores de E difieren en la
cantidad constante
∆E =
3
2
~ω (10.11.13)
.
La igualdad
2kmx + l = N (10.11.14)
implica
2kmx = N − l (10.11.15)
y por lo tanto, como 2kmx=0,2,4,.etc, los valores de l esta´n sujetos a la condicio´n
l = 0, 2, .., N si N es par
l = 1, 3, .., N si N es impar (10.11.16)
La variacio´n de los valores de 2kmx con l, para N fijo, implica la depedencia efectiva de E
respecto a un u´nico nu´mero cua´ntico, N .
Retornando al problema de la determinacio´n de los coeficientes del polinomio L(r), la
relacio´n entre ellos es la siguiente:
a2k+2 =
λ− 4α(l + 32 − 8kα
4(l + 1)(k + 1)− 2(k + 1)(2k + 1)a2k (10.11.17)
de donde, reemplazando kmx su valor resulta:
a2k+2 =
4α(kmax − k
(k + 1)(2l − 2k + 1)a2k (10.11.18)
para k = 0, 1, ... ≤ kmx.
10.12 Funciones de onda
La funcio´n de onda
Ψ(rθφ) = ANl
u(r)
r
Ylm(θ, φ) (10.12.1)
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N l kmx a0 a2 a4
0 0 0 1
1 1 1 0
2 0 1 1 2
b2
2 2 0 1
3 1 1 1 23b2
3 3 0 1
4 0 2 1 4
b2
− 4
b4
4 2 1 1 2
5b2
4 4 0 1
Tabla 10.1: Coeficientes de los polinomios L(r) =
∑kmx
k=0 a2kr
2k
esta´ normalizada de acuerdo a la integral
A2Nl
∫
dΩ Y ∗lm(θ, φ)Ylm(θ, φ)
∫
dr uNl(r)
2 = 1 (10.12.2)
La constante de normalizacio´n Anl se determina, en consecuencia, reemplazando uNl(r)
por su expresio´n e integrando. El resultado es:
∫ ∞
0
dr uNl(r)
2 =
(N−l)/2∑
k,k′=0
a2ka2k′
∫ ∞
0
dr r2(l+1+k+k
′) e−r
2/b2 (10.12.3)
La integral radial se puede calcular en forma exacta, ya que mediante el cambio de variables
t = r2/b2 → r = b
√
t y dr =
b
2
√
t
dt (10.12.4)
se obtiene∫ ∞
0
drr2(l+1+k+k
′)e−r
2/b2 =
1
2
b2(l+k+k
′+3/2)
∫ ∞
0
dt e−ttl+k+k
′+1/2. (10.12.5)
Utilizando la definicio´n de la funcio´n Γ, que ya hemos introducido en cap´ıtulos anteriores,
reemplazamos la integral radial por su valor Γ(l + k + k′ + 3/2) y finalmente
ANl =

1
2
(N−l)/2∑
k,k′=0
a2ka2k′b
2(l+k+k′+3/2)Γ(l + k + k′ + 3/2)


−1/2
(10.12.6)
La tabla 10.1 muestra la estructura de los polinomios L(r), para 0 ≤ N ≤ 4
Como hemos demostrado, el valor de la energ´ıa depende solamente del nu´mero cua´ntico
principal N . Como a cada valor de N se asocia un cierto nu´mero de valores de l y cada
valor de l admite, a su vez, Ωl = (2l + 1) valores de la proyeccio´n m, el nu´mero total de
estados que se asocian a un dado valor de N , y que por lo tanto poseen la misma energ´ıa,
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es:
ΩN =
∑
l
Ωl =
N/2∑
k=0
(2(2k) + 1)
= 4
N/2∑
k=0
k +
N/2∑
k=0
1
= 4((N/2)(N/2 + 1))/2 + (N/2 + 1)
= (1 +N)((N/2) + 1). (10.12.7)
Aunque al desarrollar la expresio´n anterior hemos supuesto que N es par, el mismo resul-
tado vale para N impar, si reemplazamos los l´ımites inferiores y superiores de las sumas
por k = 1 y k = (N + 1)/2, respectivamente. En definitiva, para un dado valor de N la
degeneracio´n del espectro esta´ dada por
ΩN = (N + 1)(N/2 + 1) (10.12.8)
y en consecuencia, existen 1, 3, 6, 15, 21, etc estados degenerados paraN = 0, 1, 2, 3, 4, 5,etc.
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10.13 Resumen del cap´ıtulo
• Cuantificacio´n del momento angular
• Autofunciones del momento angular
• Transformacio´n de variables
• Potencial coulombiano
• Separacio´n de variables
• Soluciones de la ecuacio´n radial
• Autovalores
10.14 Problemas
1. Graficar las funciones Ylm(θφ), con l = 1 yml = 0,±1. Graficar tambie´n el cuadrado
del mo´dulo de estas funciones.
2. Expresar las componentes del gradiente en coordenadas cil´ındricas y expresar las
componentes de lˆ en esta base.
3. Expresar las componentes del laplaciano ∇2 en coordenadas cil´ındricas. Aplique el
me´todo de separacio´n de variables a este caso.
4. Idem problema anterior, para coordenadas cartesianas (x, y, z). Discuta la solucio´n
del problema
∇2F (x, y, z) = 0 (10.14.1)
en un recinto ±a,±b,±c y considere que la funcio´n F se anula si las coordenadas
x, y o z toman valores en los extremos del recinto.
5. Comparar graficamente las funciones de onda radiales y la distribuciones de prob-
abilidad para los primeros autoestados de a)el oscilador armo´nico y b)el potencial
coulombiano.
6. Calcular los valores esperados del operador r2Y20 en los autoestados con n = 2 a)del
oscilador armo´nico y b)del potencial coulombiano.
Cap´ıtulo 11
ESTADI´STICAS CUA´NTICAS
11.1 Introduccio´n
En este cap´ıtulo presentaremos los conceptos ba´sicos de las estad´ısticas cua´nticas. Comen-
zaremos discutiendo el concepto de momento angular intr´ınseco o spin y su relacio´n con
la simetr´ıa o antisimetr´ıa de las funciones de onda que representan part´ıculas o sis-
temas de part´ıculas. Ma´s adelante repasaremos los conceptos de probabilidad y sumas
estad´ısticas, ya adelantados en el Cap´ıtulo 5 e introduciremos el concepto de nu´mero de
ocupacio´n. Finalmente, presentaremos en forma sencilla las estad´ısticas cua´nticas (Fermi-
Dirac, Bose-Einstein, Planck) y discutiremos su relacio´n con las estad´ısticas cla´sicas (
Maxwell-Boltzmann). El objetivo del cap´ıtulo no es dar una versio´n condensada de la
Meca´nica Estad´ıstica sino explorar de manera sencilla las consecuencias ma´s importantes
de la descripcio´n cua´ntica de sistemas bajo condiciones estad´ısticas. De este modo el
material presentado en este Cap´ıtulo se podra´ relacionar con el material presentado en el
Capitulo 5 (Radiacio´n del cuerpo negro).
11.2 El spin
En el cap´ıtulo anterior estudiamos el movimiento de part´ıculas en un campo central y la
cuantificacio´n del momento angular orbital. A nivel cua´ntico, las part´ıculas (o sistemas de
part´ıculas, como los nu´cleos, a´tomos y mole´culas) poseen una forma de momento angular,
el momento angular intr´ınseco o spin, au´n cuando su centro de masa se encuentre en
reposo. El spin puede tomar valores enteros o semienteros de ~. De acuerdo a los resultados
experimentales, ciertas part´ıculas poseen spin semientero y otras poseen spin entero. Los
neutrones, protones, electrones, positrones, neutrinos, son ejemplos de part´ıculas con spin
1
2~, los fotones poseen spin 1~, las part´ıculas α spin 0, etc. La existencia de esta propiedad,
el spin, explico´, entre otras cosas, la estructura de la tabla perio´dica y las caracter´ısticas
observadas en los espectros ato´micos.
La descripcio´n del estado de una part´ıcula, desde el punto de vista cua´ntico, implica la
enumeracio´n de los nu´meros cua´nticos asociados al estado y adema´s la especificacio´n del
spin de la misma. Podemos preguntarnos si es posible asignar a dos part´ıculas ide´nticas el
mismo conjunto de nu´meros cua´nticos. La evidencia experimental indica que dicha asig-
nacio´n esta´ absolutamente prohibida si las part´ıculas en cuestio´n poseen spin semientero
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y esta´ permitida si las part´ıculas poseen spin entero.
Si pensamos que un dado nivel (estado) esta´ caracterizado por el nu´mero de ocupacio´n
nk, entonces puede ocurrir:
a)que nk tome los valores nk = 0, 1, 2, ... sin ninguna restriccio´n,
b)que nk este´ restringido a los valores nk = 0, 1,
en ambos casos cualquiera sea el valor de k.
Cuando estemos en presencia de la situacio´n (a) diremos que las part´ıculas son bosones;
en el caso (b) diremos que se trata de fermiones.
La situacio´n (b) es una manifestacio´n del Principio de Exclusio´n de Pauli y podemos
enunciarlo de la manera siguiente: dos fermiones ide´nticos no pueden ocupar el mismo
estado y por lo tanto, sus nu´meros cua´nticos no pueden ser los mismos.
La conexio´n entre los valores del spin y los nu´meros de ocupacio´n es una de las rela-
ciones ma´s importantes de la f´ısica, ya que permite establecer que los fermiones poseen
spin semientero y los bosones poseen spin entero. En otras palabras: no existe restriccio´n
alguna en los nu´meros de ocupacio´n asignados a las part´ıculas de spin entero (bosones)
y s´ı existen restricciones (Principio de Exclusio´n de Pauli) en los nu´meros de ocupacio´n
asignados a las part´ıculas de spin semientero (fermiones).
11.3 Nu´meros de ocupacio´n
11.3.1 Probabilidades normalizadas
Consideremos el caso de un sistema que puede intercambiar part´ıculas y energ´ıa con el
ban˜o te´rmico. El conjunto sistema+ban˜o te´rmico se mantiene aislado y posee un nu´mero
fijo de part´ıculas N , una energ´ıa fija E y un volumen dado V0. Cada una de las i-e´simas
situaciones posibles para la configuracio´n sistema+ban˜o te´rmico se puede caracterizar por
el nu´mero de part´ıculas Ni y la energ´ıa Ei(Ni) del sistema, que mantiene su volumen fijo V .
Cuando esto ocurre, el ban˜o te´rmico posee N−Ni part´ıculas, su energ´ıa es E−Ei(Ni) y su
volumen es V0−V . De manera que, de acuerdo al postulado de igualdad de probabilidades a
priori (esto significa que no existe una particio´n o configuracio´n preferida para el sistema)
la probabilidad de encontrar al sistema en la configuracio´n i-e´sima resulta
pi ≈ exp [S(E − Ei(Ni), V0 − V,N −Ni)]/k (11.3.1)
La funcio´n S representa la entrop´ıa del ban˜o te´rmico y se expresa en unidades de la
constante de Boltzmann k.
La descripcio´n estad´ıstica esta´ basada en la diferenciacio´n de las escalas de evolucio´n
del ban˜o te´rmico y del sistema. Supondremos que el ban˜o te´rmico evoluciona muy lenta-
mente con respecto a los cambios del sistema. Tambie´n supondremos que el sistema evolu-
ciona ocupando cada uno de sus estados accesibles (Ei(Ni), Ni) intercambiando energ´ıa
y part´ıculas con el ban˜o te´rmico sin alterarlo. La justificacio´n de esta suposicio´n es muy
simple y se basa en considerar que el ban˜o te´rmico posee un nu´mero de grados de libertad
much´ısimo ma´s grande que el nu´mero de grados de libertad del sistema. En otras palabras,
las diferencias E − Ei(Ni), N − Ni, V0 − V sera´n siempre arbitrariamente pequen˜as en
la descripcio´n de los estados del ban˜o te´rmico, permaneciendo este arbitrariamente cerca
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de su valor de equilibrio determinado por los valores E,N, V0. El sistema, en cambio,
evolucionara´ entre todos sus estados accesibles bajo las condiciones externamente fijadas
por el ban˜o te´rmico. Estas condiciones externas se representan mediante para´metros tales
como la temperatura (T ) y el potencial qu´ımico, que no dependen del taman˜o del sistema
sino exclusivamente del estado de equilibrio definido por el ban˜o te´rmico. Para determi-
nar los valores de estos para´metros efectuaremos una expansio´n alrededor del valor fijo
S(E,N, V ). Reteniendo las primeras derivadas en la expansion de Taylor del exponente
en (11.3.1) resulta:
S(E − Ei(Ni), V0 − V,N −Ni) ≈ S(E,N, V0)− ∂S
∂E
Ei(Ni)− ∂S
∂N
Ni − ∂S
∂V0
V (11.3.2)
A partir de la expresio´n (11.3.2) podemos definir la temperatura T y el potencial qu´ımico
µ del ban˜o te´rmico mediante
1
T
=
∂S
∂E
µ = −T ∂S
∂N
, (11.3.3)
y con (11.3.3) escribir en (11.3.2)
S(E −Ei(Ni), V0 − V,N −Ni) ≈ S(E,N, V0)− E
T
+
µN
T
− ∂S
∂V0
V, (11.3.4)
Estas cantidades son conjugadas a la energ´ıa y al nu´mero de part´ıculas, como podemos
apreciar en la ecuacio´n siguiente, que se obtiene a partir de (11.3.1) con los reemplazos
dados por (11.3.3):
pi ≈ exp [−β(Ei(Ni)− µNi)], (11.3.5)
donde β = 1kT , ya que en (11.3.1) la entrop´ıa S esta´ expresada en unidades de la constante
de Boltzmann. Como hemos indicado en el Cap´ıtulo 5, seccio´n 6, la cantidad β posee
unidades de [energia]−1 y el factor βµ es adimensional, ya que µ posee unidades de
energ´ıa. La normalizacio´n de pi en (11.3.5) se consigue mediante la suma
Z(β, µ, V0) =
∞∑
Ni=0
exp [−β(Ei(Ni)− µNi)] (11.3.6)
Notemos que (11.3.6) no depende de N ni de E, sino de β y µ. La suma en (11.3.6) debe
interpretarse como una suma en el nu´mero de part´ıculas Ni y en todos los valores de la
energ´ıa Ei(Ni) compatibles con Ni.
11.3.2 Sumas estad´ısticas y nu´meros de ocupacio´n
Las probabilidades
pi =
exp [−β(Ei(Ni)− µNi)]
Z
(11.3.7)
esta´n normalizadas y la suma de estos valores es la unidad:∑
i
pi = 1 (11.3.8)
142 CAPI´TULO 11. ESTADI´STICAS CUA´NTICAS
Supongamos que el sistema que estamos describiendo posee estados o niveles de energ´ıa
Ek y que en cada uno de esos niveles podemos acomodar 0, 1, ..nk part´ıculas. El conjunto
de estados permitidos para el sistema con Ni part´ıculas se puede describir mediante los
nu´meros de ocupacio´n n1(i), n2(i), ..., nj(i), .., correspondientes a la i-e´sima configuracio´n,
tales que
Ni =
∑
k
nk(i)
Ei(Ni) =
∑
k
nk(i)Ek (11.3.9)
Los valores de los nu´meros de ocupacio´n nk(i) pueden estar sujetos a restricciones de
acuerdo a la descripcio´n cla´sica o cua´ntica que utilicemos para estudiar el sistema, como
veremos a continuacio´n.
11.3.3 Nu´meros de ocupacio´n: Fermiones
Para el caso de fermiones, cada nu´mero de ocupacio´n nk(i) puede tomar los valores
nk(i) = 0, 1 (11.3.10)
de acuerdo al Principio de Exclusio´n de Pauli y por lo tanto, la funcio´n (11.3.6) se escribe
(utilizaremos el sub-´ındice f para indicar que estamos trabajando con fermiones):
Zf =
∑
n1,n2,...nj,..
exp [−β(n1E1 + n2E2 + ...+ njEj + ...− µ(n1 + n2 + ..+ nj + ..)]
=
∑
n1=0,1
exp [−β(n1E1 − µn1)]
∑
n2=0,1
exp [−β(n2E2 − µn2)]...
∑
nj=0,1
exp [−β(njEj − µnj)]...
= (1 + exp [−β(E1 − µ)]).(1 + exp [−β(E2 − µ)])...(1 + exp [−β(Ej − µ)])....
= Πj(1 + exp [−β(Ej − µ)]). (11.3.11)
Para efectuar el ca´lculo de (11.3.11) a partir de (11.3.6) hemos reemplazado la suma
sobre configuraciones (n1, n2, ..nj ..) sujetas a las restricciones (11.3.9) por sumas sobre los
nu´meros de ocupacio´n nj para cada estado o nivel de energ´ıa. La u´ltima l´ınea de (11.3.11)
se obtiene reemplazando nj por los valores posibles nj = 0, 1. Si tomamos el logaritmo
del producto (11.3.11) obtenemos
lnZf =
∑
j
ln(1 + exp [−β(Ej − µ)]). (11.3.12)
La operacio´n
1
β
∂ lnZf
∂µ
=
∑
j
1
exp [β(Ej − µ)] + 1
=
∑
j
n¯j (11.3.13)
define los nu´meros medios de ocupacio´n para fermiones
n¯j =
1
exp [β(Ej − µ)] + 1 (11.3.14)
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Notemos que mientras nj = 0, 1, de acuerdo al Principio de Exclusio´n de Pauli, los nu´meros
de ocupacio´n medios (11.3.14) var´ıan en forma continua entre 0 y 1. En el l´ımite T → 0
n¯j(T = 0) = 1 si Ej < µ
= 0 si Ej > µ (11.3.15)
y
n¯j(T,Ej = µ) =
1
2
(11.3.16)
Los nu´meros de ocupacio´n medios (11.3.14) definen la estad´ıstica de Fermi-Dirac o es-
tad´ıstica de fermiones. De acuerdo con los postulados que hemos presentado anteriormente
los nu´meros de ocupacio´n medios respetan la condicio´n∑
j
n¯j = N (11.3.17)
y esta ecuacio´n es la que determina el valor de µ para cada temperatura T .
11.3.4 Nu´meros de ocupacio´n: Bosones
Para el caso de bosones, cada nu´mero de ocupacio´n nk(i) puede tomar los valores
nk(i) = 0, 1, 2, ....N (11.3.18)
dado que no hay restricciones sobre ellos por tratarse de los nu´meros de ocupacio´n de
estados de spin entero. Por lo tanto, la funcio´n (11.3.6) se escribe (utilizaremos el sub-
ı´ndice b para indicar que estamos trabajando con bosones):
Zb =
∑
n1,n2,...nj,..
exp [−β(n1E1 + n2E2 + ...+ njEj + ...− µ(n1 + n2 + ..+ nj + ..)]
=
∑
n1=0,1,2,...
exp [−β(n1E1 − µn1)]
∑
n2=0,1,2,...
exp [−β(n2E2 − µn2)]...
=
1
1− exp [−β(E1 − µ)] .
1
1− exp [−β(E2 − µ)] ...
1
1− exp [−β(Ej − µ)] ....
= Πj
1
(1− exp [−β(Ej − µ)]) . (11.3.19)
Notemos que para efectuar el ca´lculo de (11.3.19) a partir de (11.3.6) hemos reemplazado
la suma sobre configuraciones (n1, n2, ..nj ..) sujetas a las restricciones (11.3.9) por sumas
sobre los nu´meros de ocupacio´n nj para cada estado o nivel de energ´ıa, repitiendo el
procedimiento utilizado para el caso de fermiones, pero a diferencia de (11.3.11), que so´lo
suma dos te´rminos para cada nivel j, en (11.3.19) obtenemos una suma geome´trica de razo´n
exp [−β(Ej − µ)] para cada nivel j. La u´ltima l´ınea de (11.3.19) se obtiene reemplazando
las sumas geome´tricas por sus expresiones, considerando N suficientemente grande como
para despreciar el valor del u´ltimo te´rmino de cada serie geome´trica en el resultado final.
Si tomamos el logaritmo del producto (11.3.19) obtenemos
lnZb = −
∑
j
ln(1− exp [−β(Ej − µ)]). (11.3.20)
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La operacio´n
1
β
∂ lnZb
∂µ
=
∑
j
1
exp [β(Ej − µ)]− 1
=
∑
j
n¯j, (11.3.21)
define los nu´meros medios de ocupacio´n para bosones
n¯j =
1
exp [β(Ej − µ)]− 1 . (11.3.22)
En el l´ımite T → 0 y para un sistema como el que estamos estudiando con un nu´mero
fijo de part´ıculas, el estado de energ´ıa ma´s baja debe estar completamente ocupado y µ
debe tomar valores negativos respecto a ese nivel. Esta condicio´n impide que la suma
de nu´meros de ocupacio´n medios (11.3.22) se torne indeterminada (es decir que tienda a
infinito) ya que su valor debe ser igual al nu´mero de part´ıculas para todo T . La tendencia
a ocupar exclusivamente el estado de energ´ıa ma´s baja, por debajo de cierta temperatura,
es conocida como la condensacio´n de Bose-Einstein. No se trata de una condensacio´n
en el espacio ordinario sino en el espacio de momentos. A medida que T → 0 el estado
de momento cero (energ´ıa ma´s baja posible), domina en la suma (11.3.20). Esta es una
diferencia fundamental en el comportamiento de los bosones respecto al comportamiento
de los fermiones en el l´ımite T → 0, ya que (11.3.17) toma valores finitos au´n si T = 0
y la ocupacio´n de niveles a T = 0 no esta´ restringida al estado de energ´ıa ma´s baja.
La estad´ıstica definida con los nu´meros de ocupacio´n (11.3.22) es la estad´ıstica de Bose-
Einstein o estad´ıstica de bosones. Se aplica al caso de sistemas con un nu´mero fijo de
part´ıculas de spin entero.
11.3.5 Nu´meros de ocupacio´n: Fotones
La estad´ıstica de Planck es un caso particular de la estad´ıstica de Bose-Einstein. El foto´n
posee spin igual a 1~ y su masa en reposo es nula. El nu´mero de fotones en un sistema esta´
siempre indeterminado y la energ´ıa de un foto´n de frecuencia νk esta´ dada por Ek = hνk.
Los nu´meros de ocupacio´n nk toman los valores
nk(i) = 0, 1, ..,∞ (11.3.23)
Al efectuar la suma en (11.3.6) trabajaremos con el valor µ = 0 en (11.3.6), eliminando la
restriccio´n referida al nu´mero de part´ıculas, obteniendo
Zfotn(νk) =
∞∑
nk=0
exp [−βnkhνk]
=
1
1− exp [−βhνk] . (11.3.24)
Por lo tanto, considerando el espectro completo de frecuencias
Zfotn = ΠkZfotn(νk)
= Πk
1
1− exp [−βhνk] , (11.3.25)
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y en consecuencia
lnZfotn = −
∑
k
ln (1− exp [−βhνk]). (11.3.26)
De manera que, efectivamente, (11.3.26), es de la forma (11.3.20) con µ = 0. Ana´logamente
n¯j =
1
exp [βhνj ]− 1 . (11.3.27)
es el nu´mero de ocupacio´n medio para fotones de frecuencia νj . La ausencia del potencial
qu´ımico µ (11.3.27) elimina la posibilidad de encontrar el feno´meno de condensacio´n de
Bose-Einstein en un gas de fotones. En el Cap´ıtulo 5 hemos descripto el ca´lculo de valores
medios, en un gas de fotones, considerando una variacio´n continua de la frecuencia νk,
partiendo de (11.3.27).
11.4 Estad´ısticas cua´nticas y l´ımites cla´sicos
La estructura de los nu´meros de ocupacio´n medios, en las estad´ısticas cua´nticas es de la
forma
n¯k =
1
exp [β(Ek − µ)]± 1
(11.4.1)
El signo + en el denominador corresponde a la estad´ıstica de Fermi-Dirac y el signo − a
la estad´ıstica de Bose-Einstein (con µ 6= 0) y a la estad´ıstica de Plank (fotones) si µ = 0.
En el l´ımite cla´sico, los nu´meros de ocupacio´n medios deben ser suficientemente pequen˜os,
dado que el nu´mero de estados accesibles es macrosco´pico, para garantizar un nu´mero
grande pero finito de part´ıculas (N ≈ 1024). En otras palabras, debemos pedir
n¯k ≪ 1 (11.4.2)
La condicio´n (11.4.2) se satisface si en (11.4.1) pedimos
exp [β(Ek − µ)]≫ 1 (11.4.3)
y en consecuencia
n¯k = exp [−β(Ek − µ)] (11.4.4)
que es precisamente el valor correspondiente a la estad´ıstica de Maxwell-Bolztmann. De
manera que las estad´ısticas cua´nticas tienen como l´ımite cla´sico la estad´ıstica de Maxwell-
Bolztmann. A partir de (11.4.4) podemos fijar el valor de µ pidiendo que el nu´mero medio
de part´ıculas en el gas resulte de la suma de los nu´meros de ocupacio´n medios (11.4.4):
N =
∑
k
exp [−β(Ek − µ)]
= exp [βµ]
∑
k
exp [−βEk]
= exp [βµ]Z (11.4.5)
donde
Z =
∑
k
exp [−βEk] (11.4.6)
en completo acuerdo con las expresiones del Cap´ıtulo 5.
146 CAPI´TULO 11. ESTADI´STICAS CUA´NTICAS
11.5 Resumen del cap´ıtulo
• Spin
• Spin y Estad´ıstica
• Fermiones y bosones
• Nu´meros de ocupacio´n
• Estad´ısticas cua´nticas y l´ımites cla´sicos
11.6 Problemas
1. Describa el experimento de Stern y Gerlach.
2. Describa y discuta el efecto Zeeman.
3. Investigue acerca de la relacio´n existente entre el Principio de Exclusio´n de Pauli y
el ordenamiento de valencias electro´nicas en la Tabla Perio´dica.
4. Discuta, a partir de gra´ficos, las diferencias existentes en entre los nu´meros de ocu-
pacio´n medios para las estad´ısticas de Fermi-Dirac, Bose-Einstein y Planck.
5. Utilizando la estad´ıstica de Fermi-Dirac calcule el valor de la suma∑
k
ekn¯k (11.6.1)
en el l´ımite T=0. Considere un sistema equi-espaciado de energ´ıas ek, N part´ıculas,
y una degeneracio´n de dos part´ıculas por cada nivel ek.
6. Utilizando la estad´ıstica de Bose-Einstein, discuta el feno´meno de condensacio´n, en
un sistema de dos niveles de energ´ıa, separados por una distancia E1 − E0 = ∆.
7. Considere un sistema de dos niveles de energ´ıa, E1 y E2. Si cada uno de esos niveles
puede acomodar a dos part´ıculas construya la tabla de ocupaciones considerando las
siguientes posibilidades:
a)las part´ıculas son fermiones,
b)las part´ıculas son bosones,
c)las part´ıculas son cla´sicas y distinguibles,
d)las part´ıculas son cla´sicas y indistinguibles.
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para los estudiantes que han completado el ciclo de la f´ısica general. Establece
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relacionados con los elementos ba´sicos de la Meca´nica Estad´ıstica.
6. The Feynman Lectures on Physics. Vol. 3, R. P. Feynman, R. D. Leighton, M.
Sounds. Reading, Mass. (1965)
Se trata de un texto que cubre, de manera elegante y rigurosa, las cuestiones rela-
cionadas con los conceptos ba´sicos aplicables al estudio de sistemas ato´micos y molec-
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