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Summary
In a typical real-time digital control system, a microprocessor is often embedded
in the system to generate the control signal periodically. The number of such
computation per unit time is referred to as the sampling frequency. It is a known
fact that sampling frequency of a control system has direct effect on the system’s
performance. Normally higher sampling frequency leads to better performance.
However, a higher sampling frequency implies that more computational resources
are needed, which increases the workload of the computer. Therefore, in design
and implementation of digital control systems, there exists a trade-off between
performance of a system and computational resources required in order to achieve
such performance. In this thesis, we design the sampling frequencies by solving
this trade-off problem on-line. The objective is to optimize the overall control
system’s performance by allocating CPU time efficiently.
Studies on the trade-off between the task sampling frequency and system per-
formance have been reported in the literature. In one approach (Seto et al., 1996),
a set of optimal task periods is chosen to minimize a given control cost function
under certain scheduling constraints. This optimization problem is based on the
convex function of control performance and sampling frequency. However, this off-
line approach to varying task period did not consider change in task urgency in
real-time. This approach was extended such that allocation of processor utilization
is made on-line with periodic adjustment (Shin and Meissner, 1999). The extended
approach uses a performance index to weight a task’s urgency to the system, and
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consequently determines the optimal task periods. However, determination of the
coefficients in scaling the task urgency remains ad hoc.
In this thesis, a systematic way to evaluate the task urgency change in real-time
is developed. Based on this on-line task urgency, a dynamic scheduling algorithm
for on-line adjustment of task periods is proposed. An aperiodic sampling method
is employed in the dynamic scheduling algorithm to improve the efficiency of CPU
usage. Task periods are regarded as variables dependent on the urgency of the
tasks and system scheduling constraints. Simulation results are presented to com-
pare our on-line dynamic scheduling algorithm with the off-line optimal designed
scheduling algorithm of (Seto et al., 1996). The simulation results show that with
on-line dynamic scheduling the system performance is improved.
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Computer control systems constitute a large part of all real-time systems. They
have been widely applied in industry ranging from flight control to micro-surgery.
A computer control system consists of two major parts: the physical system and
the computer system. The physical system includes the physical plants to be
controlled, sensors to provide information on the plants’ real time behavior, and
actuators to drive the physical plants. The computer system usually consists of
an embedded microcomputer, which is used to compute control commands for the
physical plants.
Due to the discrete nature of computer, a computer control system has to
sample the analog signals of the plants. An illustration of a computer control
system is given in Figure 1.1. In each period for each physical plant, an analog to
digital (A-D) converter transforms the continuous output signal y(t) into digital
signal y(k) that can be handled by computer. After the computer calculates the
control signal according to the control algorithm, the control signal is transformed
















Figure 1.1: Signals in a computer control system. The continuous signal y(t)
becomes the discrete signal y(k) through sampler; u(k) is converted as u(t) through
a holder with zero order.
The computation for control signal is implemented as a task that should be
executed by the computer at a fixed rate, which means that the controller requests
y(k) (shown in Figure 1.1) at equal intervals of time. The computation task is
modelled as a periodic task characterized by several attributes: the period of task
T , which equals to the sampling period; each task requires specific computational
time to execute the control algorithm once, denoted as e, where e < T ; each task
also has an associate deadline, denoted as D. The pseudo-code for a control loop
in a real-time system is shown as in Table 1.1.
In a real-time system, a computer controller is usually part of the system. The
computation resource is limited due to the expense and the physical space. All
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Table 1.1: The implementation of a real-time control system in loops.






t = t + T ;
Wait till the next release time t;
END
physical systems being controlled requires attention from the computer and com-
pete for the limited CPU resource. The computer can focus more attention on
the task of a particular plant and service it at a high frequency. This is helpful to
improve the performance of that plant. However, the other tasks serviced by the
same computer will then suffer for the insufficient attention from the computer
which can result in the degradation of the whole system’s performance. Hence,
there is a trade-off between system performance and required computation re-
source. In this thesis, we attempt to tackle the trade-off problem by allocating
CPU time dynamically to optimize the performance of digital control systems.
How a reasonable sampling frequency should be chosen is an important issue in
real-time computer control system design. A traditional controller requests y(k)
(see Figure 1.1) at equal intervals of time, and the requesting rate is decided by
trial-and-error testing and is ad hoc (Astrom and Wittenmark, 1985). This is
neither the fastest nor the best way to determine the sampling rate for a given
application, although it is probably the most common. Here we consider the on-
line adaptation of sampling frequencies for the periodic tasks in real-time systems.
The sampling periods for tasks are regarded as variables, which depend on both
the resource constraints and the control performance. The key problem here is
how the optimal values for these sampling period variables are to be determined
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dynamically to obtain the best control performance.
We consider the case in which the real-time system has only a single processor
with limited computing capacity, the task execution time has been well measured
and unchanged, and the task deadline equals to its period.
1.2 Motivation
Traditional real-time computer-controlled systems are designed in two separate
steps: controller design and real-time scheduling (Seto et al., 2001). Controller
design is primarily based on the continuous-time dynamics of the physical system
without considering the computational capacity of the controller. It assumes that
the computer platform used can cope with the deterministic, fixed sampling pe-
riod as required in the implementation of the control system. The set of tasks
designed in this way may not be schedulable because of the limited available com-
puting resources, and the unschedulable system will result in degraded control
performance. Even if the given tasks are schedulable, their overall performance
may not be optimal in the sense that they may fail to distribute the CPU resource
efficiently.
When there is insufficient computing resource for the real-time control com-
putation, one may intuitively think of adding additional processors or replacing
the computer with a more powerful one. Both approaches could certainly solve
the problem, but they may be neither efficient nor economical. The reduction
of resource usage without degrading system performance is one of the challenges
in software issues that is well worth being addressed. On the other hand, even
when the computing resource is sufficient for scheduling the given set of tasks,
there is still the potential for improving the overall control system performance
by increasing the efficiency of CPU usage.
Hence, an understanding of both control task design and resource schedul-
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ing is required for control applications where computing resource is limited. In
fact, resource schedulability is directly decided by the design of the control task.
Processor utilization of a periodic task can be changed by adjusting the task’s
execution time or task’s period. It is possible to use varying sampling intervals in
computing control signal, and a new control signal is calculated only when it is
necessary. Generally it is assumed that for a control task, the more the computing
resource is utilized, the better the control performance. However, when aperi-
odic sampling intervals are carefully adopted, the reduction in CPU utilization on
a control task may not necessarily result in degradation in control performance.
Consequently, CPU time can be saved and assigned to other tasks for their per-
formance improvement. Hence, it is advantageous to consider the task sampling
period as a variable instead of a fixed value.
1.3 Methodology and result overview
In this thesis, task sampling frequencies are regarded as variables to be determined
with the objective of optimizing the overall system control performance while
keeping the system schedulable. In order to determine the optimal set of sampling
frequencies, an on-line dynamic scheduling algorithm is developed. This scheduling
algorithm is an extension of the traditional design by Seto et al. (1996). It is based
on the optimization of a performance index function, with the available CPU
resource allocated to the task, or tasks that will result in the highest improvement
to the performance index.
The well-known performance index (PI) function used in optimal control is
investigated and extended in this thesis. We developed this PI function as an
on-line function by considering time as an additional variable. The performance
index function then becomes more accurate.
We show that control systems have different on-line requirements on CPU
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resource under different control states during the control process. For example,
Cervin (2000) considered a hybrid controller with two modes in the control tasks.
The control tasks are switched between a transient mode and a steady-state mode,
as the requirements on sampling frequency are quite different. The task period can
be longer when the control system is in the steady state and CPU time can then
be saved. We proposed task urgency to evaluate the task on-line requirements for
CPU time, and then developed a systematic way to detect the task on-line urgency
by signal analysis. We also designed an on-line dynamic scheduling algorithm for
on-line task period adjustment using the idea of giving more CPU time to more
important tasks dynamically. The results for single-task system simulation show
that sampling with task urgency can save computation resource without degrading
the control performance. The results for multi-task system simulation show that
the on-line dynamic scheduling algorithm can reduce the control output error as
compared with the traditional approach.
1.4 Organization
We investigate some related issues as background review in Chapter 2, in which
task attributes and deadline properties, fundamental scheduling algorithms and
control-scheduling integral design are reviewed. In Chapter 3, we give a thorough
literature review, and clarify the motivation of this work. In Chapter 4, the
performance index function is investigated. We introduce performance change rate
and task urgency, and then propose an aperiodic sampling approach to achieve
efficient CPU time utilization. In Chapter 5 we describe the dynamic scheduling
algorithm in detail. Simulation results are presented to verify the performance




In this chapter, we present the background of computer control systems. In Section
1, we give an overview of discrete control system design and ad hoc rules to choose
sampling frequency. In Section 2, we investigate the task timing attributes. In
Section 3, we review the basic scheduling algorithm and the issue of computer
system schedulability. In Section 4 we discuss the techniques of flexible scheduling.
2.1 Discrete control design
There are two ways to implement computer-based control systems: continuous-
time design of the controller followed by discretization, and direct discrete-time
design of the controller.
2.1.1 Discrete-time design
Discrete design considers only the values of the system inputs and outputs at the
sampling instants, from the point of view of the computer. A discrete model of
the continuous plant has to be derived before the discrete-time controller can be
designed. The sampling frequency in the discrete-time controller design has to be
determined in advance. The discretized control system is sensitive to varying of
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sampling frequency. Any variation of sampling frequency during operation, for
example through an unintentional change in the system’s real-time clock, may
change the system’s dynamics significantly, perhaps even leading to instability.




y(t) = Cx(t) +Du(t),
(2.1)
where x is the control signal, u is the step input, y is the output signal and A, B,
C, D are matrices.
The solution to the system Equation (2.1) is given by





















= Φ(t, tk)x(tk) + Γ(t, tk)u(tk),
(2.2)
where






From this the values at t = tk+1 are given by
x(tk+1) = Φ(tk+1, tk)x(tk) + Γ(tk+1, tk)u(tk),
y(tk) = Cx(tk) +Du(tk).
(2.3)
The expression above is valid both for periodic and aperiodic sampling. Usually
we assume periodic sampling with a fixed sampling period T. This leads to the
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well-known discrete-time system description as follows
tk = k · T,
x[(k + 1)T ] = Φx(kT ) + Γu(kT ),
y(kT ) = Cx(kT ) +Du(kT ),
(2.4)
where





The resulting system description is time-invariant. It only describes the system
at the sampling instants. Many discrete-time methods for controller design can
be applied, such as pole placement, and linear quadratic design.
The sampling intervals for discrete-time control system designs are normally
based on the desired frequency of the closed loop system. A rule of thumb to
decide the sampling interval for discrete-time control is that one should sample 4
to 10 times per rise time of the closed loop system, i.e.
Tr
T
≈ 4 ∼ 10, (2.5)
where Tr denotes rise time, and T the sampling interval. This gives relatively long
sampling intervals compared with that obtained using the discretization-based
design.
2.1.2 Discretization of continuous-time design
The analog design idea is to design the controller in the continuous time domain,
and then approximate this design by fast sampling. Let us assume that a controller
has been designed in continuous time, and the close-loop transfer function is G(s).
The goal of computer control design is to approximate this design in such a way
that the discrete system GD(z) approximately equals to the continuous system
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G(s). It is not necessary to employ any special discrete control design theory, but
has higher requirements on sampling. Several approximate methods have been
discussed by Katz (1981). The most straightforward way is to use a simple Euler
forward or backward approximation.




≈ x(t+ T )− x(t)
T
. (2.6)
This is equivalent to replacing the Laplace operator s with (z − 1)/T in G(s),
where z denotes the z-operator in discrete control theory. In the backward ap-
proximation, the derivative is replaced by
dx(t)
dt
≈ x(t)− x(t− T )
T
, (2.7)
which is equivalent to replacing the Laplace operator s with (z − 1)/zT .
The approximation generates various new phenomena which are not encoun-
tered in the continuous design. Compared with the continuous-time control signal,
the discrete-time control signal is delayed half of a sample period on the average.
This delay introduces a phase lag and a degradation on the closed-loop perfor-
mance.
The major property required by the discretized system is the fidelity of the im-
pulse and frequency response of the original analog system. This fidelity depends
on both the sampling rate and on the particular method of discretization. The
choice of the sampling frequency is therefore important. By lowering the sampling
rate, the fidelity and accuracy of the discrete filter are being impaired.
The choice of sampling rate depends on many factors. One way to choose this
is to use continuous-time arguments. The discretized system can be approximated
by a hold circuit, followed by the continuous-time system. A rule of thumb that can
be used in this method to choose the sampling rate has been discussed by Astrom
and Wittenmark (1985). They suggested that the sampling interval should be
chosen such that
0.15 < ωcT < 0.5, (2.8)
where ωc is the crossover frequency of the continuous-time system (usually when
response is down -3dB), and T is the sampling period. This rule gives quite high
sampling rates. The sampling frequency will be about 10 to 40 times greater than
the crossover frequency. The analog designed systems are always more robust to
sampling frequency variation than the digital designed systems (Katz, 1981).
2.1.3 Algorithm implementation
We use an example to show how the discrete-time controller discussed above is
implemented as control tasks running in a computer to compute control signals.
The algorithm has to be executed within every sampling period, which comes from
discrete-time design or analog design with discretization.
The resulting controller is characterized by several design parameters that are
highly dependent on the sampling rate we assigned. The parameters in the algo-
rithm for the control signal are denoted as functions of the sampling rate.





(Katz, 1981). Using the appropriate sampling period T ,
the discrete control signal can be computed as:
e(t) = r(t)− y(t),
u(t) = 32 · a · u(t− T ) + k · e(t) + k · b · e(t− T ),
where a = e−10T , b = e−4T and k = 8(1 − a)/(1 − b). When the sampling period
T is changed as a variable, the control law needs to be compensated by updating
the parameters with new values.
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2.2 Task attributes
Usually, a control task is modelled with fixed task attributes. Task attributes
include the task release time, the task period, the task execution time, the response
time and the task deadline.
• The release time is the moment of time when the task becomes eligible for
execution. Task will never be released prior to its nominal release time. The
release time may be delayed due to the preemption of higher priority tasks.
• Task execution time e is the average time required to complete the execution
of the task when it is executed alone and has all the required resource.
• The task period is the sampling period. In traditional control systems, tasks
are usually modelled with fixed periods. The task must be completed within
the sampling period, and the control signal should be sent out before the
next task release.
• The response time is the length of time from the task release to its comple-
tion.
• The deadline of a task is the instant of time by which its execution is required
to be completed. Typically deadline is assigned as the task period.
Latency refers to the difference between the times at which sampling data is avail-
able and the time at which control programme begins to run. Figure 2.1 illustrates
the relationship between the task release time, the deadline, the task period, la-
tency, and the response time of a control task.
2.3 Real-time scheduling
In this Section we review the basic scheduling algorithm which will be used in







Figure 2.1: Illustration of the time relationship between deadline, response time,
and input-output latency for a control task. Task release time is assumed to be
zero.
It is derived from the design of operating systems. Tasks are scheduled and al-
located with resources according to a set of scheduling algorithms and resource
access-control protocols. The module which implements these algorithms is called
the scheduler. The purpose of real-time scheduling is to ensure that the timing
requirements of all tasks in the computer are satisfied. Here we will primarily
consider scheduling of CPU time for periodic tasks.
2.3.1 Scheduling algorithm
Real-time scheduling algorithms can be grouped into two categories: static cyclic
executive scheduling and priority-based dynamic scheduling.
Static cyclic executive scheduling is an off-line approach that uses optimization-
based algorithms to generate an execution table or calendar. The execution table
contains a table of the order in which tasks should execute and how long they
should execute. It has complete knowledge of the task set and the constraints,
such as deadlines, computation times, precedence constraints, and future release
times. Its static nature might be a drawback that makes cyclic executive schedul-
ing unsuitable for integrated control and scheduling. It does not support on-line
admission of new tasks, or dynamic modification of task parameters.
In dynamic scheduling, the scheduling algorithm does not have the complete
knowledge of the task set or its time constraints. For example, the task load may
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change at some unknown time.
Liu and Layland (1973) proposed two optimal priority-based scheduling algo-
rithms, earlier deadline first (EDF) scheduling and rate monotonic (RM) schedul-
ing. EDF is based on the principle that the task with the shortest remaining time
to its deadline should be run first. The approach is dynamic in the sense that the
task priority is changed during the operation. In the RM algorithm, the tasks’
priorities are fixed. A task with a higher sampling rate will get a higher priority
and will be run first. RM is also referred to as fixed priority scheduling. Both RM
and EDF require complete knowledge about the periodic task set such as resource
requirements, precedence constraints, and the next arrival times.
2.3.2 Schedulability
Schedulability refers to the capability to complete all tasks by their individual
deadlines. Schedulability analysis is used to predict off-line whether the timing
requirements of all tasks will be satisfied.
Even for some simple monitoring and control applications, it is difficult to
assess the effect of missing the deadline. Consequently, the designer makes sure
that the system never misses a deadline as long as it is in operation. For the RM
and EDF scheduling algorithms which are often used, checking whether a set of
periodic tasks meet all their deadlines is a special case of the validation problem
that can be described as follows.
EDF Scheduling For EDF scheduling algorithms, if the CPU utilization U of
the system is not more than 100%, all task deadlines will be met. In the scheduling
for n independent, preemptive periodic tasks, the total CPU utilization U for








where n is the number of tasks, and ek, Tk and Dk are the task execution time,
the task period, and the deadline respectively of the kth task.
The EDF algorithm is important because it can achieve 100% CPU utilization
as long as preemption is allowed (Liu and Layland, 1973). The processor can be
fully utilized and all deadlines can still be met. If the EDF algorithm fails to
produce a feasible schedule, then no feasible schedule exists.
EDF is an optimal scheduling algorithm in environments with sufficient re-
sources. However, in real-time unpredictable environments, it is sometimes im-
possible to guarantee that the system resources are sufficient. In this case, EDF’s
scheduling performance degrades seriously in overload situations.
RM Scheduling RM is a popular static priority scheduling algorithm that is
widely adapted in applications because of its simplicity and easy implementation.
For a system with n independent, preemptive periodic tasks with relative deadlines







≤ n(21/n − 1), (2.10)
this task set will be schedulable with RM scheduling algorithm, and all tasks will
meet their deadlines (Liu and Layland, 1973). In Equation (2.10), n is the number
of tasks and ei and Ti are the task execution time and task period respectively of
the ith task.
The CPU utilization U approaches 0.693 when n approaches infinity. This leads
to the rule of thumb: if the CPU utilization is less than 69%, then all deadlines
are met.
The analysis which results in the schedulability conditions in EDF and RM
mentioned earlier is based on the notion of the critical instant, which is the situ-
ation when all tasks arrive at the same instant. Once the task set is schedulable
for this worst case, it will be schedulable also for all other cases.
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When a real-time system is overloaded, not all tasks can be completed by
their deadlines. Unfortunately, in overload situations there is no optimal on-line
algorithm that can guarantee a specific performance of a task set. In other words,
the task set is not schedulable. Hence, scheduling must be designed using best-
effort algorithms. The objective is to complete the most important tasks by their
deadlines and to avoid undesirable phenomena such as the so called domino effect.
This happens when the first task that missed its deadline causes all subsequent
tasks to miss their deadlines. The EDF scheduling is especially prone to the
domino effect. In some scheduling algorithms such as RM, transient overloads
can be easily analyzed off-line, and the control system designer has more control
options over tasks.
2.4 Flexible scheduling
Traditional real-time control scheduling usually assumes that control tasks have
hard deadlines (Liu and Layland, 1973), and tasks must be completed before the
deadlines. Otherwise the system will fail. However, this assumption is ques-
tionable. From a control perspective, a deadline is primarily used to bound the
response time of the controller. It is better to evaluate the consequences of missing
a deadline from a control performance perspective. In flexible scheduling task at-
tributes including deadline can be adjusted to improve the overall system control
performance. In this section, we investigate flexible scheduling which our work is
based on.
In practice, the period for each task is usually chosen to satisfy certain perfor-
mance requirements. Two principles are generally applied to decide the period:
1. the period of each task should be bounded above by some value correspond-
ing to the maximum permissible latency requirement associated with the
task;
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2. the performance of a task is often inversely related to the task’s period, so
the shorter the period, the better the performance.
It is obvious that the task period should be chosen as small as possible (up to a
certain point) to satisfy the control performance requirements under the scheduling
constraints.
However, when CPU resource is limited, we have to adjust the task attributes
to avoid system overload. Many algorithms have been developed for this problem.
Zhao and Ramamritham (1987) developed a spring scheduling algorithm, which
is an admission-based algorithm to admit control tasks on-line in resource insuf-
ficient environments. It assumes that we have a complete knowledge of the task
set except for their future release times. In feedback scheduling (Cervin, 2000),
CPU utilization is kept at the required level by adjusting the task execution time
according to the feedback information of the on-line execution time measured.
We can also solve the overload problem by adjusting the task periods to keep the
CPU utilization always at the specified value. Task periods can be decided by the
trade-off between their performance and the resources required to keep the task
set schedulable (Seto et al., 1996; Shin and Meissner, 1999).
In fact, many control systems can have a flexible sampling frequency above
a lower bound. This feature was discussed in detail by Shin and Kim (1992),
who derived the number of consecutive control signal updates that can be missed
without losing system stability. Another simple task attribute adjustment is to
skip an instance of a periodic task. Scheduling algorithms that allow for skips have
been discussed by Koren and Shasha (1995) and Ramanathan (1997). The latter
work guarantees that at least k out of n task periods should be executed. Skipping
sampling instances can also be used to obtain execution time for responsiveness
of aperiodic tasks (Caccamo and Buttazzo, 1997).
Adjustment of task periods has also been suggested by Kuo and Mok (1991),
who proposed a load-scaling technique to gracefully degrade the workload of a
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system by adjusting the task period. Tasks are assumed to be equally important
and the objective is to minimize the number of fundamental frequencies to improve
schedulability under static priority assignments. Nakajima and Tezuka (1994)
presented a system that increases the period of a task whenever the deadline of
the task is missed. Buttazzo and Abeni (1998) presented an elastic task model for
periodic tasks. A task may change its period within certain bounds. The other
tasks also adjust their periods so that the overall system remains schedulable. The
MART (Modification and Adjustment of Real-time Tasks) scheduling algorithm
proposed by Kousugi and Mariai (1997) also supports task period adjustments.
The system handles the changes in both the number of periodic tasks and the task
timing attributes. The period and execution time are adjusted to make the tasks
schedulable.
In this kind of co-design of real-time control systems, there are fundamental
trade-offs between the different task timing attributes. The scheduler should be
able to handle variable sampling rates. The controller is informed by the scheduler
about what the next sampling period will be. There is often a possibility for
the controller to compensate on-line for the change in sampling intervals. The
controller or some other device should dynamically inform the scheduler about
its timing requirement. A key issue in the communication between the control
algorithm and the on-line scheduler is the strategy to dynamically adjust task




Real-time scheduling has evolved from static to dynamic and adaptive. Early re-
search works on real-time scheduling aimed to completely avoid deadline missing,
while recent works on adaptive real-time systems are designed to handle undesir-
able effects dynamically. The relevant research works can be categorized into four
groups: control and scheduling co-design, control integral scheduling, feedback
scheduling and Quality of Service (QoS). In this Chapter, we give a review on
these related recent works.
3.1 Control scheduling co-design
The co-design approach to controller design and task scheduling was first pro-
posed by Seto et al. (1996). In this paper, control task periods are designed as
variables whose values are dependent on the trade-off consideration of scheduling
constraints and control performance. The performance is given as an index func-
tion of sampling frequency, and a set of optimal sampling frequencies are chosen
to minimize the overall system performance index function with limited resource.
Task frequencies are allowed to be varied within a certain range. Within this
range, the task frequency variation does not affect critical control functions such
as the maintenance of system stability. When computing resource is insufficient,
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control performance is gracefully degraded by increasing task periods.
Ryu and Hong (1998) also considered co-design of the control task and schedul-
ing. The performance parameters are expressed as functions of the sampling period
and the input-output latency. An iterative algorithm with heuristics was proposed
for the optimization of the parameters subject to scheduling constraints. Recent
works by Lee et al. (1999) and Li and Nahrstedt (1999) also developed cost-effective
approaches to achieve stable performance in unpredictable environments.
Both the above papers involved off-line design procedures to optimize the trade-
off problem between control qualities and computing resources. Shin and Meissner
(1999) extended the approaches of Seto et al. (1996) to an on-line algorithm.
This algorithm used a performance index to determine the reward value when
the system is running the task at a specific task period. The scheduler uses the
reward values to decide which task should occupy the processor at every period
to maximize the overall system reward.
3.2 Control integral scheduling
The idea of integrated control and scheduling was proposed by A˙rze´n et al. (1999).
This approach relieves the nominal requirements on the hard deadlines and worst
case execution times (WCETs) for control systems. This approach uses feedback
between the scheduler and the controller to implement their on-line interaction
analysis. It merges control theory and scheduling theory in the task timing ad-
justments.
Cervin and Eker (2000) proposed an on-line feedback method which attempts
to keep the CPU utilization at a high level and avoid overload. The task execution
time is measured on-line and passed to the scheduler, which then assigns the
sampling period to the controller based on on-line feedback of execution time.
Controllers are designed to switch between different modes with different execution
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times and different sampling intervals.
Cervin (1999) suggested to divide the control task into several subtasks to im-
prove the schedulability. The subtask model is more compact, and it can capture
the specific timing needs of control tasks. It can reduce the computational delay,
and thus give better control performance. A simulator for this design was intro-
duced by Cervin (2000), which facilitates the simulation of control task execution
and scheduling.
Buttazzo and Abeni (1998) proposed an elastic task model for periodic tasks.
Each task has an associated elasticity coefficient to adjust task periods. Task
periods are adjusted within certain bounds to make the whole system schedulable.
Several other works are also relevant to the integration of control and schedul-
ing. One is referred to as imprecise computation by Liu et al. (1994), who gave a
discussion on scheduling strategies for tasks with variable performance levels and
run-times. The control result becomes more precise with more computation time.
In another paper (Dey et al., 1993), the task model is defined as IRIS (Increasing
Reward with Increasing Service). The computation can be stopped at any time,
and the answers become increasingly better with more time given to a task.
3.3 Feedback scheduling
Cen (1997) developed a feedback based adaptation algorithm that does not depend
on a priori knowledge about workload. The idea of feedback scheduling maps the
feedback control structure to adaptive resource scheduling in real-time systems.
For example, the performance specifications are set as input and the scheduling
result is given back to the system for adjusting the system parameters in order to
achieve desirable performance in unpredictable environments.
The idea of feedback has been used informally in scheduling algorithms for a
long time in applications where the dynamics of the computation workload cannot
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be characterized accurately. It has been discussed in terms of multi-level feedback
queue scheduling (Kleinrock, 1970; Potier et al., 1976), but in an ad-hoc way.
Stankovic et al. (1999) presented a scheduling algorithm that explicitly uses
feedback. A PID controller regulates the deadline missing ratio for a set of soft
tasks with varying execution times. It changes the CPU consumption by executing
different versions of the control algorithm. An admission controller is used to
accommodate larger changes in the workload.
Lu et al. (2001) also proposed a feedback control scheduling architecture. They
map the feedback control structure to adaptive resource scheduling in real-time
systems. The performance specification and deadline missing are used as feedback
control parameters. Eker et al. (2000) presented a feedback scheduler for the
special case of linear quadratic (LQ) control tasks. An LQ-controller quadratic cost
criterion was approximated by a quadratic function of the sampling period. Hence,
the optimal sampling periods were derived directly by solving the optimization
problem.
3.4 QoS adaptation
The concept of quality of service (QoS) is traditionally focused on performance-
centric metrics, such as throughput, delay and jitter primarily in the field of data
communication. Recently, the use of this concept was extended to almost all types
of services in computer systems, and the scope of the QoS concept has expanded
to include other attributes of service quality such as fault-tolerance, availability,
reliability, timeliness, consistency, accuracy, and security. Such an integrated QoS
concept provides users with an ability to specify exactly what aspects of the service
quality are important, and in case of trade-offs among different QoS attributes,
what balance between the different attributes should be chosen.
QoS adaptation architecture and algorithm have been developed to support
22
applications such as distributed visual tracking and operating systems (Abdelzaher
and Shin, 1998). Transient and steady state performance of QoS adaptation has
received special attention in recent years. Borowsky et al. (1997) evaluated a
dynamic QoS manager by measuring the transient performance of applications in
response to QoS adaptations. Rosu et al. (1997) proposed a set of performance
metrics to capture the transient responsiveness of adaptations and its impact on
applications.
QoS softwares adjusts the system’s resource allocation on-line to maximize the
performance in some aspects. Processor utilization allocation for a flight control
system was discussed by Abdelzaher et al. (1997), where the values for different
quality of service levels for tasks were taken from an AI (Artificial Intelligence)
planner. This mechanism permits clients to convey the QoS level they can accept
to the provider. Another QoS based approach was discussed by Rajkumar et al.
(1997), where several tasks compete for finite resource, and each task is associated
with a function of the assigned resources. The system distributes the resource
among the tasks in such a way so as to maximize the total utility of the system.
Graceful degeneration of periodic tasks by skipping task instances in some periods
was discussed by Ramanathan (1997). In this case, a scheduling discipline was
proposed which guarantees a task will be run in at least k out of every n of its
periods. Task models suitable for multimedia applications are defined by Abeni
and Buttazzo (1999), where a performance index (PI) was used to adjust the
reserved fraction of CPU bandwidth.
In the above adaptive computer control works, task attributes can be adjusted
in order to keep the system schedulable and avoid deadline missing when the work-
load is unpredictable. However, in their co-design of the controller and scheduling,
the trade-off between performance and resource utilization is considered only when
computer system is overloaded. In other words, when the system is schedulable,
the problem of optimal resource distribution is usually not considered. For exam-
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ple, as a closely related work, Seto et al. (1996) proposed an approach to select
a set of optimal task periods by minimizing a given control cost function under
certain scheduling constraints. The optimization problem is based on the convex
relationship of the PI and the sampling frequency. However, the convex function
may not be precise enough for some control systems. In fact, the PI is also a
function of the time variable which has not been considered. Hence, task periods
are adjusted only when either the workload or CPU utilization specification is
changed.
In this thesis, the control performance, resource constraints and the on-line
task urgency are considered together to decide the optimal task set periods. Once
we take the on-line task urgency into account, the system performance is a function
of both sampling frequency and time variables. Task periods are adjusted on-line
to optimize the CPU usage as well as to avoid overload as the traditional works,
even when tasks are schedulable.
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Chapter 4
Aperiodic Sampling Based on
Task Urgency
In this chapter, we first investigate the performance index (PI) function, which
is regarded as the control objective to be minimized in our project. Seto et al.
(2001) have used the PI function in dynamic scheduling, but they considered it
as a function of frequency only. We attempt to make it more general and realistic
by considering both the sampling frequency and time as variables that affect the
PI. In other words, the PI function is regarded as a function of both the sampling
frequency and time. Then, based on the PI function, we introduce the concept
of an on-line performance change rate (OLPCR) to measure the decrease in the
PI function for each unit of CPU time assigned. This is used to decide the task
priority in dynamic CPU time scheduling.
We notice that tasks have different requirements on sampling frequency at dif-
ferent points in the control process. A task urgency measure is defined to indicate
this requirement. A systematic way is developed for determining the task urgency
on-line. Finally, we take the task urgency into account in the aperiodic sampling
design. A simulation example is used to show the aperiodic sampling method in
which the sampling frequency is adjusted according to the task urgency. This
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method can save CPU time without incurring control performance degradation,
and achieve the same level of control performance as compared with the traditional
system design in which the sampling frequency is fixed and decided as discussed
in Section 2.1.
4.1 Performance index function
The performance index (PI) is used to measure how well the overall system meets
its objective. To put such an objective in the perspective of optimal control, we





u(t)T ·R · u(t) + (y(t)− r(t))T ·Q · (y(t)− r(t))) dt, (4.1)
where u denotes the control effort, r the reference signal, y the output signal,
and y − r the control output error. R and Q are weights used to balance the
requirement on control effort and output error. The physical meaning of this PI
function can be interpreted as a measure of the total cost of control and tracking
error generated in the time period (0, ∞) by the control effort u.
By minimizing this PI function with a properly designed control law u, we
can minimize both the tracking error and the control effort. This results in a fast
convergence of the output tracking to the desired values with a small amount of
control effort. Formally, the optimization problem can be stated as: searching for




subject to |u| < umax, where umax is the maximal control effort allowed for the
physical system.
Although the concept of the above performance index is derived from the opti-
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mal control theory, it is also applicable for controllers designed by other methods.
For the control system in which the control law is already well designed by some
methods, such as root loci etc., the performance index can be simply defined as





Here J denotes the sum of the square of the tracking error. for analog system, the
controller design objective is to minimize the accumulated tracking error J .
In a digital control system with a sampling rate f , the discrete performance















where f is the sampling rate, Jd(f) is the discrete PI function value, k denotes
the number of samples. It can be used to compare the performance of different
control laws or the performance with different sampling frequencies for the same
designed control law. We present an example in the following to illustrate this
function.




and a controller D(s) =
4(s+ 1)
(s+ 2)
. The reference signal is a step function x(t) = 1
for t ≥ 0. The control objective is to minimize the PI defined as in (4.4).
The control task execution time is 0.02s, so the highest possible sampling
frequency is 500Hz when the sampling period equals to the task execution time.
By simulation we can get the lowest applicable sampling frequency is 2Hz, which
can prevent the system from becoming unstable. The control system will reach the
steady state within 12 seconds for sampling frequency higher than 2Hz. Hence,
our simulation time period is [0s, 12s]. For each specified sampling frequency f ,
we can get the value of Jd(f) for a period of time [0, 12s] by simulation. The
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Figure 4.1: Performance index function defined as in (4.4). J ∗ is the performance
specification (the maximum PI allowed), f ∗ is the lowest sampling frequency to
meet the performance specification.
variation of the PI function against sampling frequency is shown in Figure 4.1.
From Figure 4.1 we can see that the PI value decreases when the sampling
frequency increases. The PI can be approximated by an exponential function as
(Cervin, 2000)
Jd(f) ≈ αe−βf + c, (4.5)
where the α, β and c are coefficients which can be estimated using least squares
(LS) method (John, 1999)( Appendix A). We can see that when the sampling
frequency approaches infinity, the PI function Jd as given by (4.4) approaches the
continuous system cost J given by (4.3). On the other hand, when the sampling
frequency decreases, the error increases and eventually the system will become
unstable. A lower bound 2Hz needs to be imposed on the sampling frequency to
prevent the system from becoming unstable.
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Figure 4.2: The PI function defined as in (4.6). The sampling frequency is fixed
at 8Hz.
At the same time, for a fixed sampling rate, PI is a function of time. This







where f0 is a fixed sampling rate. When sampling frequency approaches infinity,
the discrete system approaches an analog system, and the PI function with time
variable Hd(t) becomes H(t) = J(t) (Equation 4.3).
Figure 4.2 shows the simulation result of the Hd(t) curve when the sampling
frequency is f0 = 8Hz. The curve can be approximated as:
Hd(t) ≈ α′(1− e−β
′
t), (4.7)




can be estimated using least squares (LS) method.
29




















J1 for time period 0 ~4s
J2 for time period 4s~12s 
J0 for time period 0~12s
f* fm 
J* 
Figure 4.3: Detailed performance index. The J ∗ is the performance specification.
The f ∗ is the required sampling frequency to meet the performance specification.
fm is the lower bound of the sampling frequency.
From Figure 4.2, we can see that the function increases rapidly at the beginning
of the control process, and tapers off after the control system reaches steady state.
The simulation result of the performance index function Jd(f) for time period [0,
12s], time period [0, 4s], and time period [4s, 12s] with frequency variable f are
shown in Figure 4.3 respectively.
From Figure 4.3, we can see that the PI change rates are different for the
different simulation time periods considered. In the simulation period [4s, 12s],
the PI remains unchanged when the sampling frequency is higher than fm, which
means that after 4s, sampling frequencies higher than fm has little effect on PI
improvement.
In order to indicate the different PI change rates with different time periods
considered, we define a PI function Jd(t, f) for aperiodic sampling, which is not
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Figure 4.4: Jd(t, f) definition considers the tracking error in the time period (t0,
∞).







where Jd(t, f) considers PI in the time period of current time t to ∞, instead
of considering time period from 0 to ∞ as in conventional approaches. This PI
definition is illustrated in Figure 4.4.



















= Jd(f)− J ′(t, f),
(4.9)
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Table 4.1: Data for J
′
(t, f) with respect to time and frequency, defined as in (4.9).
2Hz 2.5Hz 3.3Hz 6.7Hz 10Hz 20Hz 500Hz
0s 0 0 0 0 0 0 0
0.5s 0.71 0.63 0.55 0.387 0.316 0.224 0.045
1s 0.89 0.87 0.83 0.76 0.725 0.667 0.521
2s 1.06 0.97 0.90 0.80 0.75 0.686 0.537
3s 1.10 0.99 0.91 0.803 0.759 0.694 0.545
4s 1.12 1.00 0.917 0.805 0.759 0.694 0.545
5s 1.14 1.01 0.918 0.805 0.759 0.694 0.545
6s 1.15 1.01 0.918 0.805 0.759 0.694 0.545
























where f varies in specified range (2Hz to 500Hz in Example (4.1)) and t varies
from 0 to ∞ (up to a limit, eg. 12s in Example (4.1)).
Through simulation, we can determine the values of J
′
(t, f) at each time instant
t. For Example (4.1), the frequencies which we are interested in range from 2Hz
to 10Hz (sampling frequencies lower than 2Hz will make system unstable, and
higher than 10Hz has little effect on PI reduction, as shown in Figure 4.1). The
simulation data for J
′
(t, f) is shown in Table 4.1 and Figure 4.5.
According to Equation (4.9) and the simulation data in Table 4.1, the variation
of PI with respect to frequency and time is shown in Figure 4.6.
From the simulation data of Table 4.1, we note four characteristics of the
J
′
(t, f) function when t and f in specified ranges.
1. From the definition of Jd(f) in Equation 4.11, we can obtain that, when
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Figure 4.5: This figure is drawn using the data in Table 4.1.





(t, f) = 0.
(4.12)
2. At t =∞, J ′(t, f) = Jd(f), which can be approximated by an exponential
function as (Appendix A)
J
′
(∞, f) = Jd(f)
≈ α0e−β0f + c0
= 0.639e−0.122·f + 0.561.
(4.13)











Frequency f  (Hz)












The PI function Jd (t, f)
Frequency f  (Hz)
Figure 4.6: PI function with both time and sampling frequency as variables, de-
fined as in (4.9). When t approaches infinity, the cost function approaches Jd(f).
Figure 4.2. Hence, we can write
J
′
(∞, f) = m · Jd(f)H(∞), (4.14)
where m =
1
H(∞) is a constant.
3. At f =∞, J ′(t,∞) = H(t), which can be approximated as an exponential
function by LS as
J
′
(t,∞) = H(t) ≈ α′(1− e−β′ t)
= 0.54(1− e−3.15·t).
(4.15)




(t,∞) = n · Jd(f)H(t), (4.16)
where n =
1
Jd(∞) is a constant.
4. From Figure 4.5, we can see that, in the range of 0 to ∞ for variables t and
f , J
′
d(t, f) decreases as a form as function Jd(f) when f increases, and
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increases as a form as function Hd(t) when t increases.
It is hard to get the exact expression for J
′
(t, f) using the simulation data, but
we may carry out function approximation for J
′
(t, f) from a finite set of measure-
ment points. Various function models can be used here to approximate J
′
(t, f).
The more complex the function is chosen, the more accurate the approximation
will be. The approximation function should keep all these characteristics discussed
above, while we prefer simple models to complex models. A simple function model
may help us to reduce the computational burden in our dynamic sampling algo-
rithm in the next Chapter and make the on-line adjustment of sampling frequency
possible. We also hope it can represent the relationship between the traditional
PI and the PI defined in this thesis. Due to these considerations, we choose a
parametric model for J
′
(t, f) as follows:
J
′
(t, f) ≈ (a · Jd(f) + b)(c ·Hd(t) + d)
= (a · (αe−βf + λ) + b)(c · α′(1− e−β′ t) + d),
(4.17)




and λ are the parameters which need to be estimated
by LS (Appendix A) using experimental data.
In order to simplify future computation, two linear functions of Jd(f) and
H(t) are used to further approximate the function of J
′
(t, f). According to the
characteristic in Equation (4.12) and our experiments, we note that the parameter
b approaches zero. For example, using the data in Table 4.1, we get an optimal
set of parameters as a = 0.9410, b = 0.0000, c = 0.0608 and d = 0.9932. hence,





(t, f) ≈ a · Jd(f)(c ·H(t) + d). (4.18)
In the function J
′
(t, f) (4.18), the variables t and f are treated as independent
variables while J
′
(t, f) is approximated as the product of two functions of t and
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Table 4.2: Approximation error of J
′
(t, f) function. J
′
(t, f) function is approxi-
mated as in (4.18).
2Hz 2.5Hz 3.3Hz 6.7Hz 10Hz 20Hz 500Hz
0s 0 0 0 0 0 0 0
1s 0.0884 0.0835 0.0867 0.0348 −0.0087 −0.0624 0.0368
2s −0.0393 0.0247 0.0563 0.0292 −0.0027 −0.0553 0.0449
3s −0.0775 0.0065 0.0481 0.0277 −0.0104 −0.0621 0.0380
4s −0.0974 −0.0034 0.0411 0.0258 −0.0103 −0.0621 0.0380
5s −0.1174 −0.0134 0.0401 0.0258 −0.0103 −0.0621 0.0380
6s −0.1274 −0.0134 0.0401 0.0258 −0.0103 −0.0621 0.0380
f respectively. Such an idea has been widely used in science and engineering, for
example the mean field theory in Physics and decoupling techniques in control sys-
tems. Although Equation (4.18) is not the most accurate approximation function
for the real experimental data in Table 4.1, it meets all the characteristics of the
experimental data, and simplified the future computation process by using two
linear functions of Jd(f) and H(t) to approximate the J
′
(t, f) curve. We compute
the error as following to verify that this approximation is acceptable.
The approximation error between the simulation data of Table 4.1 and the














where n is the number of samples in Table 4.2, and δ is the error.
We can see that when the sampling frequency is changed within the designed
range (2Hz to 500Hz in our example), the error of the approximation as given by
(4.18) is relatively small. Hence, according to the Equation 4.9 and 4.18, the PI
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function Jd(t, f) can be written as
Jd(t, f) = Jd(f)− J ′(t, f)
≈ Jd(f)− a · Jd(f)(c ·H(t) + d)
= Jd(f)(A−B ·H(t)),
(4.20)
where coefficients A = 1 − ad and B = ac. This is used for on-line performance
change rate determination.
4.1.1 Performance change rate
The performance change rate (PCR) of a task is defined as the variation in the
value of the PI for per unit of CPU time assigned to that task. The task with a
higher PCR will contribute more to performance improvement than other tasks,
so higher priority should be assigned to it in the competition for CPU time.
The partial derivative of Jd(f) with respect to f is the frequency-dependent
performance change-rate (FDPR). In traditional dynamic sampling algorithms
(Seto et al., 1996; Shin and Meissner, 1999), CPU resource is allocated according
to the decreasing order of the tasks’ FDPR to minimize the PI function of the
overall system. The FDPR is denoted as
r(f) =
∣∣∣∣∂Jd(f)∂f
∣∣∣∣ = αβe−βf . (4.21)
This traditional FDPR does not consider time as a variable. The on-line per-
formance change rate (OLPCR), which varies with both time and frequency in






From (4.20), we have












where I(t) = −B∂H(t)
∂t
indicates that the task necessity for CPU time is changing
with time.
We define I(t) as the task urgency which is dependent on time and the reference
signal which we cannot know in advance. In order to get the OLPCR, we have to
compute the task urgency on-line.
We note that the frequency of the control signal determines the task urgency.
In the next section, we will develop a way to estimate the task urgency on-line.
4.2 Task urgency
We use the step response as an example to illustrate the on-line task urgency
function. For a second-order system, the envelop line (Chen, 1993) of a step
response is given by
c(t) = 1 +
exp(−ξwnt)√
1− ξ2 , (4.25)
where the parameter ξ is the damping ratio, and wn is the control system un-
damped natural frequency. c(t) can be used to approximate the step response.
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Hence, the output error can be approximate as





where x(t) is the unit step input.

























I(t) = ν exp(−2ξwnt). (4.30)
and
ν = −B 1
4ξ2w2n(1− ξ2)
. (4.31)
For a sample of the signal E(t) between t = t1 − T to t1, where T > 0, using











exp[(−ξwn − j2pif)t1][1− exp(ξwn + j2pif)T ]√




The amplitude of the frequency component of E(t) can be written as
|E(f)| = exp(−ξwnt1)
√





The time window T is fixed, and t1 is a time variable. We can obtain the
amplitude function with respect to time t1. For each frequency component fi, the
amplitude |E(fi)| is a decreasing exponential function of time.
We use A to denote the amplitude of the frequency component. Substituting
(4.30) into the above amplitude function (4.33), we can get
A(t1) =
√
I(t1)(exp(2ξwnT )− 2 exp(ξwnT ) cos(2pifT ) + 1)√
ν
√
1− ξ2√(ξwn)2 + (2pif)2 . (4.34)
From (4.34), for a specified frequency component, the task urgency I(t) is given
by
I(t) = γA2(t), (4.35)
where
γ =
ν(1− ξ2)((ξwn)2 + (2pif)2)
exp(−2ξwnT )− 2 exp(−ξwnT ) cos(2pifT ) + 1 .
Coefficient γ is determined by the chosen length of the window T and the con-
sidered frequency component fi. After both T and fi decided (Section 4.2.1)
according to the application requirement, the dynamically changing amplitude
A2(t) can be used to scale the relative urgency of the task.
We consider the amplitude of the component at frequency wi as an example.




where Ac is the current detected amplitude of the frequency component at wi, and
Am is the maximum amplitude of the frequency component at wi.
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4.2.1 On-line amplitude detection
We will sample the output signal and analyze it by Fast Fourier Transform (FFT)
(Smith, 1997) to get the power spectrum. A power spectrum always ranges from
the dc level (0 Hz) to one-half the sampling rate of the waveform being sampled.
We can then obtain the amplitudes of all frequency components. For example, we
can use the amplitude of the frequency component at one control system crossover
wc to evaluate the task urgency change at different stages in the control process.
When we are doing the FFT to get the spectrum of the output signal, the
sampling frequency for the output signal needs to be fixed at a value which is higher
than two times the system bandwidth according to Shannon’s theory (Smith,
1997).
The main advantage of FFT is speed. With FFT we can evaluate a fixed length
waveform containing a number of samples. In our experiment, we use n = 512
samples for the FFT computation. We call the length of the waveform (512 points)
a window for the FFT computation. The output signal was analyzed by FFT to
get the current amplitude of frequency component of the signal. The length of the
vector within the window is fixed (at n = 512 samples) and the vector is updated
continuously, creating a moving window. We thus obtain the amplitudes of the
frequency components of the output signal with respect to time.
The time for FFT computation depends on the number of sample points used in
the FFT. The amount CPU time required for FFT also depends on the frequency
of FFT computations needed. To reduce the CPU load due to FFT computation,
the FFT analysis is executed once every several control task periods.
The on-line FFT analysis can be executed as an independent task, which can
then communicate with the control tasks via messaging. FFT can also be executed
as a part of a control task. The implementation of on-line amplitude detection is
as shown in Table 4.3.
In this section, we first prove the proportional relationship between the task
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Table 4.3: On-line computation of the amplitude of the frequency components. y
is the output signal; S.y is the vector of y samples used to do FFT analysis; 512
is the vector length of S.y which is used in this example.
Algorithm for on-line urgency detection
S.y = [ S.y, y ];
system current sample period = fsc;
if (size (S.y) = 512)
current amplitude Ac = perform fft (S.y, 512, fsc);
send message (Ac);
S.y =S.y (l : 512);
end
urgency I and the amplitude of the square of the frequency component A of the
target signal by signal analysis. We thus show that the normalized amplitude
function A2c(t)/A
2
m can be used to evaluate the task self-relative urgency, which
varies with time. This relative urgency is a number normalized to have a range
from 0 to 1. It is a varying number indicating the task requirement on sampling
frequency.
4.3 Aperiodic sampling based on task urgency
In this section, we use a single task system to illustrate the design for optimal CPU
resource allocation with aperiodic sampling. We will compare the traditional con-
stant sampling with the aperiodic sampling which takes into account task urgency.
The objective is to show that, with aperiodic sampling, the CPU resource can be
saved without any degradation in overall system control performance. Hence, we
will show that the convex function of Jd(f) used in traditional dynamic scheduling
(Seto et al., 2001) is not always accurate. The assumption that a higher sampling
rate will result in better control performance is also not true. Consideration of
task urgency and on-line updating will be shown to improve the efficiency of CPU
usage.
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According to the rule of thumb (Section 2.1), the traditional fixed sampling





0.15 ∼ 0.5 , (4.37)
where ωc(rad/s) is the crossover frequency of the continuous-time system (the
frequency where the gain is 1).
If we consider the task urgency and change the sampling frequency with it,
the aperiodic sampling frequency can be written as a function of the current task
urgency
fs = fRI(t), (4.38)
where fs denotes the designed aperiodic sampling frequency, and I(t) denotes the
task urgency which is computed on-line.
The task urgency I is a number varying between 0 to 1. Hence, fs is in the
range of 0 to fR. In order to ensure control system stability, and to meet the
control performance requirement, a lower bound fm has to be at least two times
of the system bandwidth, which is the lowest sampling frequency according to
Shannon’s theory (Smith, 1997). The lower bound can also be adjusted to make
the performance index of aperiodic sampling design reach the specified PI value.
4.3.1 Simulation example
We use the simulation example below to illustrate that aperiodic sampling can
lead to overall control performance comparable to that of fixed sampling, while
achieving a reduction in CPU usage.
Example 4.3.1: Consider the system discussed in Example 4.1. For this system,
the crossover frequency wc is 2.54 rad/s. The pre-designed sampling frequency fR
according to the normal control design rule of thumb is 8Hz (2.8). The lower bound
for sampling frequency is 2.02Hz (in order to make PI less than the maximum
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allowed PI value). Hence, the range of the permissible dynamic sampling frequency
fs is specified as between 2.02Hz to 8Hz.
In dynamic sampling, the sampling frequency used will be determined using
fs = fRIc = 8Ic, (4.39)
where Ic denotes the current task urgency which is computed on-line.
Figure 4.7 shows the results of the simulation. The upper diagram of Figure
4.7 is the output signal obtained using the aperiodic sampling control approach.
The small circles on the output curve indicate the sampling points. It can be
seen that from 0 ≤ t ≤ 3s, when the output response changes at a high rate,
the sampling frequency was at the specified maximum of 8Hz. Thereafter, the
sampling frequency drops and is at the minimum permissible of 2.02Hz after almost
4s when the rate of change of the output response is low. The lower diagram shows
the change of the sampling frequency fs with time.
The output response of the system and the resource allocation for the aperiodic
sampling design are shown in Figure 4.8. From the upper diagram of Figure 4.8, we
can see that aperiodic sampling produces an output comparable to that obtained
using a fixed frequency sampling at 8Hz. The PI values for 10 seconds of simula-
tion, obtained using Equation (4.6) are 0.5779 and 0.5778 for dynamical sampling
and fixed sampling frequency respectively. This shows that there has been almost
no degradation of control performance when using aperiodic sampling frequency
as compared with when using a fixed sampling frequency.
The lower diagram in Figure 4.8 shows the CPU time slices utilized in aperiodic
sampling. It can be seen that considerable CPU time has been saved after the
task urgency decreased. The amount of saved CPU resource (∆U) depends on the
input reference signal and the dynamics of the control system.
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4.4 Summary
In this chapter, we investigated an extended PI function, which considers time as
an additional parameter to the conventional sampling frequency parameter. This
extension makes the PI function more accurate than the traditionally approxi-
mated PI function used by Seto et al. (2001). We approximated the PI function
as a product of the traditional PI function and a time function. Hence, the on-
line performance change rate (OLPCR) can be simply obtained as the product
of the frequency-dependent performance change-rate r(f) (FDPCR) and the task
urgency. Normally, for physical systems, r(f) can be calculated in advance and
stored in the computer memory. The task urgency can be computed on-line.
Hence, OLPCR is available for the dynamic scheduling algorithm (discussed in
the next chapter).
We compute the amplitude of a specified frequency component to evaluate the
task urgency at each sampling instant. A simulation of the aperiodic sampling
approach for a single task system was presented to illustrate the advantage of the
introduction of task urgency. This shows that the J(f, t) is more accurate than
traditional PI. The simulation shows that this scheme can achieve the same control
performance as the traditional fixed sampling frequency approach but with lower
computational load.
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Irregular sampling frequency design






















Figure 4.7: Control signal and sampling frequencies using aperiodic sampling.
The upper diagram is the output signal which is obtained by aperiodic sampling
control. The lower diagram is the computed aperiodic sampling frequency used
which is within the permissible sampling frequency bounds. The sampling fre-
quency from 0 to 0.3s is 8Hz.






























Output signals comparison 
CPU usage in irregular sampling 
Figure 4.8: In the upper diagram, the responses with aperiodic sampling (dash
line) and with fixed frequency sampling (solid line) are overlapped. The lower




Based on the concept of on-line performance change rate (OLPCR) developed
in Chapter 4, the dynamical scheduling algorithm (DSA) for multi-task single-
processor systems is developed in Section 5.1. This CPU scheduling algorithm is
an extension of the previous work by Seto et al. (2001) and Shin and Meissner
(1999). In Section 5.2, some implementation issues for the DSA is discussed,
including the frequency bounds for each of the tasks and the approximation of
the frequency dependent performance change rate r(f). In Section 5.3, computer
simulations are presented to show the performance of the DSA. The response of
the outputs and the system’s overall PI values of the proposed DSA approach were
compared with that of the off-line designed optimal scheduling algorithm of (Seto
et al., 2001). An analysis of the results and a summary are presented in Section
5.4.
5.1 Scheduling algorithm
In this section, an approach is developed to determine task sampling frequencies
on-line in such a way that all the tasks are schedulable, the CPU resource uti-
lization meets the specification, and the overall system performance is optimized.
The OLPCR and task urgency defined in Chapter 4 are applied in this algorithm.
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For a given set of n tasks, {τ1, τ2, · · · , τi, · · · , τn}, with minimum allowable
sampling frequencies {fm1, fm2, · · · , fmi, · · · , fmn} and on-line performance change
rates (OLPCR) defined as (see Section 4.1.1):
Ri(f, t) = ri(f)Ii(t) = αiβie
−βifIi(t), i = 1, · · · , n., (5.1)
the sampling frequencies fsi > fmi needs to be adjusted such that all the tasks are






The OLPCR, Ri, denotes the rate of decrease of the PI for each unit of CPU
time assigned to, or for a unit increase in sampling frequency for, task i at the
current time and at the current sampling frequency when scheduling. We first
compute these values and, based on these, arrange and label the tasks so that
R1(fm1) > R2(fm2) > · · · > Rn(fmn).
In order to minimize the system’s overall PI as given in (5.2), more of the CPU
time is first allocated to Task 1 (assign higher priority to Task 1 than the other
tasks) since this will achieve the largest reduction of the PI. Hence, frequency fm1
is increased first. When fm1 is increased, R1 decreases. This is continued until
R1(fs1) = R2(fm2). At this point, if there is still CPU time available, fs1 and fm2
are both increased until either CPU time is completely utilized or until the next
task OLPCR R3(fm3) is reached, that is
R1(fs1) = R2(fs2) = R3(fm3).
If the latter happens, then the three frequencies will be increased together. This
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Table 5.1: The dynamic scheduling algorithm (DSA). Po is the CPU time used for
scheduling and system overhead. ∆f is a fixed number specified by user.
Algorithm for CPU time allocation
While
Task urgency(Ic) changes,
or CPU utilization(U) changes,
or initial task assignments.
Do
Set all sampling frequencies to fmi;
calculate all tasks’ Ri(f):
Ri(f) = αiβiIcie
−βif ;
while (U< 100% − Po)
Sort tasks by decreasing order of Ri(fi) such that
R1(f1) > R2(f2) > · · · > Rn(fn);
task one should get CPU time first and its sampling frequency increases as






f1 = f1 − ∆f ;
end
process continues until CPU time is completely utilized. In this way, the PI
function is minimized with the CPU time resource used to the maximum.
The pseudo codes for the scheduling algorithm are shown in Table 5.1. Task
period adjustment takes place not only when the workload or CPU resource specifi-
cation changes, but also when the task necessity for sampling changes. This makes
the dynamic scheduling algorithm a self-adaptive algorithm which is different from
other previous works.
The procedure and the interaction between the scheduler and the task of these






















Figure 5.1: Dynamical scheduling algorithm.
5.2 Implementation issues
5.2.1 Sampling frequency bounds
The bounds of the sampling frequency for each task must be considered in dynamic
sampling frequency determination. The lower bound for the sampling frequency
for each task, fm, depends on system stability considerations and is determined
as discussed in Section 4.3.
The upper bound for the sampling frequency for each task can also be deter-
mined in multi-task sampling frequency allocation systems. Although we would
like the sampling frequency to be as high as possible in order to achieve a digital
control response as close as possible to that for continuous time control, the sam-
pling period chosen cannot be shorter than the task execution time for that task.




where ei is the task execution time for control task i.
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5.2.2 FDPCR approximation
In the implementation of adaptive sampling frequency scheduling, the frequency-
dependent performance change-rates (FDPCR) r(f) that need to be computed on-
line, can generally be obtained through prior simulation data. Through simulation,
the performance index, Jdi(f), for each control task can be obtained at various
frequencies within the range of frequency of interest. The performance change
rate can then be approximated using
r(fi,i+1) =
J(fi)− J(fi+1)
fi+1 − fi , (5.3)
where fi,i+1 is the average of fi and fi+1.
5.3 Simulation example
In order to determine the performance of the on-line dynamical scheduling al-
gorithm, this was implemented, together with Seto’s (Seto et al., 1996) off-line
designed fixed sampling frequency scheduling approach, on an example control
system through computer simulation. This is discussed in this section.
Example 5.3: The example system chosen is a computer-control system con-
trolling three motors simultaneously as shown in Figure 5.2. Assume that all the
control laws have been properly designed using analog design methods as discussed
in Section 2.1.2. The parameters for the three control tasks obtained are listed in
Table 5.2.
According to the given data, the total required CPU time resource with the




eifRi = e1fR1 + e2fR2 + e3fR3 = 118.67% > 100%.
The CPU is thus overloaded and the tasks are not schedulable. However, if we
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Table 5.2: Parameters for for three control tasks, where fRi is the traditional
designed sampling frequency, fmi is the lower bound of the sampling frequency, ei
is the task execution time, and wi is the control system crossover frequency.
fRi (Hz) fmi ( Hz ) wi(rad/s) ei(s)
τ1 8 2.02 2.54 0.02
τ2 33 10 5.10 0.02
τ3 8 2.02 2.54 0.04
Figure 5.2: The three-task computer-control system.
change these recommended sampling frequencies and use only the lower bound




eifmi = 32% < 100%,
and the tasks are schedulable.
The performance index (PI) used for this system is the sum of squares of the
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Figure 5.3: The approximated r(f), which is defined as (5.3).







Through simulation with step inputs, we can obtain the values of the PI for each
control tasks, or for each of the motors, at various sampling frequencies within
the range of interest. With these values and by using the approximation given
in Equation (5.3), the frequency-dependent performance change rate, r(f), is esti-
mated. The results are shown in Figure 5.3.
For control performance determination, we assume that CPU time is 100%
available for the control tasks. In other words, the CPU is totally decided to the
control process and not required also to service other tasks. The CPU time re-
quired for scheduling is small and is ignored in our simulation. Tasks are scheduled
by the EDF algorithm. We assume that the workload and the available CPU time
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are unchanged during the operation. Hence, for the off-line design fixed sampling
frequency method, we only need to determine the optimal sampling period before
the actual control operation and apply these during control.
For the off-line designed dynamic scheduling algorithm (Seto et al., 1996),
we first decrease all tasks’ sampling frequencies to their minimum values. Using
Equation (5.3), this will cost 32% of CPU time. The remaining CPU time is
then allocated to the tasks according to the decreasing order of r(f) as defined
in Equation (5.3). The optimal sampling frequencies thus obtained are 8.0972Hz,
25.7069Hz, and 8.0972Hz for three tasks respectively. The resulting CPU utiliza-
tion is
U = 0.02 · 8.0972 + 0.02 · 25.7069 + 0.04 · 8.0972 = 100%. (5.5)
For EDF scheduling, this set of off-line designed optimal fixed sampling fre-
quencies allows the system to be schedulable. The system response when using
these off-line designed optimal fixed sampling frequencies is shown by the solid
lines in Figure 5.4. The values for the various PIs for 20 seconds of simulation are
shown in the first row in Table 5.3.
When using the on-line DSA method, the task periods are adjusted contin-
uously during control operation. When control operation first starts, all tasks
urgencies are assumed to be Ii(0) = 1. The starting sampling frequencies are
chosen as the same as those for the before-mentioned off-line designed optimal
fixed sampling frequencies. Thereafter the vector of output response are sampled
for on-line task urgency analysis. The on-line dynamical scheduling algorithm
illustrated in Table 5.1 then comes into continuous operation.
The motor responses under dynamic scheduling are shown by the dash lines in
Figure 5.4. The values of the various PIs for 20 seconds of simulation are shown
in the second row in Table 5.3. In this simulation, the overhead incurred by the
on-line task urgency computation was accounted for. These computations runs at
a frequency that is lower than that used for the control loop and is executed as
54





































Figure 5.4: Dash lines show the responses for DSA and the solid lines that for the
off-line designed fixed sampling frequency scheduling method.
Table 5.3: Comparison on the performance indices.
J1 J2 J3 Ĵd
off-line dynamic scheduling 2.7264 0.6678 0.5826 3.9768
DSA 2.0707 0.5993 0.5725 3.2425
a part of control loop itself. The CPU overhead incurred for scheduling is small
and is not taken into account.
Figure 5.4 compares the motor responses for the two scheduling algorithms.
From this figure, we can see that, when using the DSA, the overshoots of all
the outputs are smaller with faster settling times as compared with those for the
off-line designed scheduling algorithm. Table 5.3 also shows that all the individ-




In this section, we compare the performance of our dynamic sampling and schedul-
ing algorithm to that of the off-line optimal designed scheduling method developed
by Seto et al. (2001). It is noted that both can adjust the task sampling periods
to make the overall control system schedulable even though, with the initial tra-
ditionally computed task sampling frequencies, the CPU was overloaded and the
system unschedulable.
In the off-line designed dynamic scheduling method of Seto et al. (2001), the
task sampling frequencies are not on-line adjusted during actual control operation.
They are only re-computed when the control task workload changes, or when the
CPU resource available for the control tasks changes. On the other hand, in our
dynamic scheduling algorithm, task sampling frequencies are adjusted adaptively
during actual control operations itself when task urgencies changes based on on-
line measurements of system responses. In this way, CPU resource is continuously
and efficiently re-allocated to achieve the best CPU resource utilization.
Hence, compared with the off-line optimal design scheduling method, the on-
line adaptive sampling frequency approach will give better control performance
with better individual control task performance indices as well as better overall
performance index. As was seen in the simulation example presented earlier, the
result is lower overshoots and faster settling times for control task responses. The
disadvantage of the DSA method is the slightly greater CPU overhead incurred
due to the need for on-line task urgency computation. The on-line FFT analysis
needed for task urgency determination may take a considerable amount of CPU
time and contribute the major part of system overhead. The dynamic scheduling
algorithm which adjusts the sampling frequencies based on the computed task
urgencies, although much less contributes to an increase in the overhead.
The FFT computations can be run as a separate thread, and considered as part
of the CPU overhead not available for control. The execution time for the FFT
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analysis depends significantly on the number of sample points used, the smaller
the sample size, the faster the computation. For example, it needs about 10ms
on average on a Pentium IV PC with 512MB using MatLab when 512 samples
are used. The amount of CPU time required for the FFT also depends on the
frequency of the FFT computation. This on-line dynamical scheduling algorithm
is better used for complex control law computation process in which execution




In this thesis, we studied the problem of choosing the sampling frequencies for a
given set of real-time periodic control tasks in order to achieve the best control
performance. A dynamic scheduling algorithm was developed to adaptively ad-
just the sampling frequencies on-line so as to optimize a performance index (PI)
function under the constraint of available CPU resource.
In order to solve this optimization problem, we formulate this PI function in
a form different from the conventional one (Seto et al., 1996; Shin and Meissner,
1999). The PI function was also made to be dependent on time in addition to
the sampling frequency. This makes the value of the PI sensitive to changes in
the individual control output response and thus a more accurate representation
of sampling frequency requirements for the individual control tasks. Based on
this PI function, we compute the on-line performance change rate (OLPCR) for
each of the control tasks and used this to prioritize CPU resource allocation and
optimally adjust the set of sampling frequencies. In this way the tasks’ different
requirements on sampling frequency at different stages in the control process were
used to adaptively adjust the sampling frequencies under the constraint of available
CPU resource.
The results of simulations on an example control system with three control
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tasks verified the feasibility of the dynamical scheduling algorithm. We also
compared the control performance of the proposed dynamic scheduling algorithm
with that of the off-line scheduling algorithm proposed previously by Seto et al.
(1996). The simulation results show the better control performance of our adap-
tive scheduling algorithm with reduced overshoots and faster settling times in the
output responses.
The contributions of this work are two-fold. Firstly, changes in task priorities
and requirements for CPU resource during the control process were considered and
task sampling frequencies are adjusted on-line in real-time making the sampling
frequencies adaptive to changes to control requirements, workloads, or CPU avail-
able resources. Continuously, better use is thus made of the limited CPU resource
which is an important factor in achieving better control performance. Secondly,
a systematic way was developed to compute on-line task urgencies. This makes
on-line real-time sampling frequency adjustments possible.
For future work, we might attempt other methods to evaluate on-line task
priorities for CPU resource allocation, or to reduce the CPU overheads required
for such computations. For example, the use of wavelets could be explored instead
of the FFT analysis.
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Least squares approximation is the most fundamental method for fitting a function
to a set of sampled data points. The method of least squares assumes that the best-
fit curve of a given type is the curve that has the minimal sum of the deviations
squared (least square error) from a given set of data.
Suppose that the data points are (x1, y1), (x2, y2), ..., (xn, yn), where x is the
independent variable and y is the dependent variable. The parametric model of
the underlying function is determined by the value of a parameter vector θ. We
denote the parametric form as f(x; θ). It has the deviation d (error) from each
data point, i.e., d1 = y1 − f(x1), d2 = y2 − f(x2), ..., dn = yn − f(xn). According







[yi − f(xi; θ)]2. (A.1)




The approximation of least squares for (4.13) is shown as an example in the
follows.
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Table A.1: Data for Jd(f).
2Hz 2.5Hz 3.3Hz 6.7Hz 10Hz 20Hz 100Hz 200Hz 300Hz 500Hz
1.15 1.01 0.918 0.805 0.759 0.694 0.545 0.545 0.545 0.545
Table A.1 is the experimental data for Jd(f). We will approximate this curve
as an exponential function as
f(x; θ) = AeBxi + C. (A.3)




[yi − (C + AeBxi)]2. (A.4)




































Since (A.5) are nonlinear functions, we might use Newton’s method to find the
optimal values for the parameters A, B and C. Equation (A.5) can be solved as
in Table A.2 and the result is
θ = [0.639;−0.12; 0.56].
The fitting curve is shown as in Figure A.1.
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Table A.2: Code for solving Equation (A.5).
xdata=[2; 2.5; 3.3; 6.7; 10; 20; 100; 200; 500];
ydata=[1.15; 1.01; 0.918; 0.805; 0.759; 0.694; 0.545; 0.545; 0.545];
θ(0)= [0 0 0];
fun = inline(‘θ(1) · eθ(2)·xdata +θ(3)’, ‘θ’, ‘xdata’);
θ = lsqcurvefit (fun, θ(0), xdata, ydata);




















Figure A.1: Jd curve approximation using Least Square fitting.
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Appendix B
Source Code for Simulation
The source code for control systems simulation in Chapter 4 and 5 are given in
this Chapter. The code for single task control systems simulation (Section 4.3.1)
are given in Section B.1. The code for three-task system simulation (Section 5.3)
are given in Section B.2. Finally, the code of the Matlab simulation kernel which
was designed by Cervin (2000) are list in Section B.3.
B.1 Simulation code for single-task systems
B.1.1 Single task initial function
The initial function for a control task defines the parameters for the control task.

















states.cutoff = [ ];





pidCode = code ({‘pid’}, states, params);
pidTask = task (‘pidTask’, pidCode, T, T);
rtsys.tasks = {pidTask};
B.1.2 Single task control algorithm
function [exectime, s] = pid (flag, s, p)
switch flag,
case 1,
r = analogIn (p.rChan);
y = analogIn (p.yChan);
rtsys = get param (gcs, ‘UserData’);
exectime = rtsys.tasks{rtsys.running}.exectime;
p.h = rtsys.tasks{rtsys.running}.period;
E = (r − y);
k = 2.71−2·p.h;
a = k;
b = 0.5 · (1 + k);












s.signal = [s.signal s.u];
if (size (s.signal,2)==p.veclong)
s.value = calculatefft (s.signal, p.BW);
if (s.value< fm)
s.value =fm;













else s.cput= [s.cput s.cput (q)+ exectime];







B.1.3 Single task on-line urgency computation
function values = calculatefft (signal, BW)
rtsys = get param (gcs, ‘UserData’);
period = rtsys.tasks{rtsys.running}.period;
signal=signal-mean (signal);







Pyy = Y. · conj(Y )/N ;













B.2 Simulation code for three-task systems
B.2.1 Three control tasks initial function
The initial function for three-tasks control system defines the parameters for three
control tasks.






states.signal = [ ];
params.veclong = 128;
params.calfre =2;
states.BW = [ ];
















pidCode1 = code ({‘pid1’}, states, params);













pidCode2 = code ({‘pid2’}, states, params);












pidCode3 = code ({‘pid3’}, states, params);
pidTask3 = task (‘pidTask3’, pidCode3, T, T);
rtsys.tasks = {pidTask1 pidTask2 pidTask3};
B.2.2 Control algorithm for task 1 and 3
function [exectime, s] = pid (flag, s, p)
switch flag,
case 1,
r = analogIn (p.rChan);
y = analogIn (p.yChan);
rtsys = get param (gcs, ‘UserData’);
p.h = rtsys.tasks{rtsys.running}.period;
exectime = rtsys.tasks{rtsys.running}.exectime;
E = (r − y);
k = 2.71−2·p.h;
a = k;
b = 0.5 · (1 + k);












s.signal = [s.signal s.u];
if (size (s.signal,2)==p.veclong)
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s.signal = s.signal (p.calfre: p.veclong);




B.2.3 Control algorithm for task 2
function [exectime, s] = pid (flag, s, p)
switch flag,
case 1,
r = analogIn (p.rChan);
y = analogIn (p.yChan);




k = (8 · (1− a))/(1− b);
E = (r − y);












s.signal = [s.signal s.u];
if (size (s.signal,2)==p.veclong)





s.signal = s.signal (p.calfre: p.veclong);





B.2.4 Multi-task system on-line urgency computation
function I = calculatefft (signal, BW)
rtsys = get param (gcs, ‘UserData’);
period = rtsys.tasks {rtsys.running}.period;
signal=signal-mean (signal);







Pyy = Y. · conj(Y )/N ;












B.2.5 Multi-task system CPU allocation
function rtsys=distribCpu (I)













while (U < 1)
[Y,j]=sort (R);

















set param (gcs, ‘UserData’, rtsys);
B.3 Kernel functions
This Matlab simulation kernel was designed by Cervin (2000). The following
functions are used for our dynamic scheduling simulation.
function [sys, x0, str, ts] = kernel (t, x, u, flag, init function)
switch flag,
case 0,
[sys, x0, str, ts] = mdlInitializeSizes (init function);
case 2,
sys = mdlUpdate (t, x, u);
case 3,
sys = mdlOutputs (t, x, u);
case 9,
sys = mdlTerminate (t, x, u);
otherwise
error ([‘Unhandled flag = ’, num2str (flag)]);
end
function [sys, x0, str, ts, rtsys]=mdlInitializeSizes (init function)
rtsys = eval (init function);
rtsys.nbrOfTasks = length (rtsys.tasks);
if ∼ isfield (rtsys, ‘mutexes’)
rtsys.mutexes = { };
end
rtsys.nbrOfMutexes = length (rtsys.mutexes);
if ∼ isfield (rtsys, ‘events’)
rtsys.events = { };
end
rtsys.nbrOfEvents = length (rtsys.events);
if∼ isfield (rtsys, ‘outputs’)
rtsys.outputs = zeros (1, rtsys.nbrOfOutputs);
end
rtsys.timeQ = 1:rtsys.nbrOfTasks;











set param (gcs, ‘UserData’, rtsys)
sys = simsizes (sizes);
x0 = zeros (1, sizes.NumDiscStates);
str = [ ];
ts = [rtsys.tickSize 0];
function [sys]=mdlOutputs (t, x, u)





rtsys.tasks{i}.code.execTime = rtsys.tasks{i}.code.execTime - rtsys.tickSize;
if round (rtsys.tasks{i}.code.execTime/rtsys.tickSize) ≤ 0
rtsys.tasks{i}.code.execTime = 0;
set param (gcs, ‘UserData’, rtsys)
feval (rtsys.tasks{i}.code.segs{rtsys.tasks{i}.code.currentSeg}, 2,
rtsys.tasks{i}.code.states, rtsys.tasks{i}.code.params);
rtsys = get param (gcs, ‘UserData’);
if rtsys.tasks{i}.code.nextSeg == 0
rtsys.tasks{i}.t = rtsys.tasks{i}.t + rtsys.tasks{i}.period;
rtsys.tasks{i}.release = rtsys.tasks{i}.t;
rtsys.tasks{i}.code.nextSeg = 1;
rtsys.timeQ = [rtsys.timeQ i];





while i ≤ length (rtsys.timeQ)
if round ( (t-rtsys.tasks{rtsys.timeQ (i)}.release)/rtsys.tickSize) ≥ 0
rtsys.readyQ = [rtsys.readyQ rtsys.timeQ (i)];







while rtsys.running == 0 &∼ isempty (rtsys.readyQ)
i = rtsys.readyQ (1);
for j = 2: length (rtsys.readyQ)
if feval (rtsys.prioFun, rtsys.tasks{rtsys.readyQ (j)}) < feval (rtsys.prioFun,
rtsys.tasks{i})




if rtsys.tasks{i}.code.execTime == 0
rtsys.tasks{i}.code.currentSeg = rtsys.tasks{i}.code.nextSeg;
if rtsys.tasks{i}.code.currentSeg == rtsys.tasks{i}.code.nbrOfSegs
rtsys.tasks{i}.code.nextSeg = 0;
else
rtsys.tasks{i}.code.nextSeg = rtsys.tasks{i}.code.currentSeg + 1;
end
set param (gcs, ‘UserData’, rtsys)
[execTime states]=feval (rtsys.tasks{i}.code.segs{rtsys.tasks{i}.code.currentSeg},
1, rtsys.tasks{i}.code.states, rtsys.tasks{i}.code.params);





schedule = 1: rtsys.nbrOfTasks;
for i=1: length (rtsys.readyQ)
schedule (rtsys.readyQ (i)) = schedule (rtsys.readyQ (i)) + 0.2;
end
if rtsys.running ∼= 0
schedule (rtsys.running) = schedule (rtsys.running) + 0.3;
end
mut = [ ];
for i=1: rtsys.nbrOfMutexes
m = 1: rtsys.nbrOfTasks;
for j=1: rtsys.nbrOfTasks
if ismember (j, rtsys.mutexes{i}.waiting)
m (j) = m (j) + 0.2;
end
if rtsys.mutexes{i}.heldBy == j
m (j) = m (j) + 0.5;
end
end
mut = [mut m];
end
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set param (gcs, ‘UserData’, rtsys)
sys = [rtsys.outputs schedule mut];
function [sys]=mdlUpdate (t, x, u)
sys = [ ];
function sys=mdlTerminate (t, x, u)
sys = [ ];
The functions following are used in the kernel function.
function value = analogIn (inputNbr)
rtsys = get param (gcs, ‘UserData’);
value = rtsys.inputs (inputNbr);
function analogOut (outputNbr, value)
rtsys = get param (gcs, ‘UserData’);
rtsys.outputs (outputNbr) = value;
set param (gcs, ‘UserData’, rtsys)
function await (ev)
rtsys = get param (gcs, ‘UserData’);
if ischar (ev)
for i=1: rtsys.nbrOfEvents+1
if strcmp (rtsys.events{i}.name, ev)
break
end





rtsys.events{i}.waiting = [rtsys.events{i}.waiting rtsys.running];
rtsys.readyQ = setdiff (rtsys.readyQ, rtsys.running);
rtsys.tasks{rtsys.running}.code.nextSeg = rtsys.tasks{rtsys.running}.code.currentSeg;
rtsys.running = 0;
if ∼ isempty (rtsys.events{i}.mutex)
set param (gcs, ‘UserData’, rtsys)
unlock (rtsys.events{i}.mutex);
rtsys = get param (gcs, ‘UserData’);
end
set param (gcs, ‘UserData’, rtsys)
function cause (ev)




if strcmp (rtsys.events{i}.name, ev)
break
end







rtsys.readyQ = [rtsys.readyQ rtsys.events{i}.waiting];




if strcmp (rtsys.mutexes{j}.name, mut)
break
end






rtsys.events{i}.waiting = [ ];
end
set param (gcs, ‘UserData’, rtsys)











function n = currentSegment;
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rtsys = get param (gcs, ‘UserData’);
n = rtsys.tasks{rtsys.running}.code.currentSeg;
function t = currentTime;
rtsys = get param (gcs, ‘UserData’);
t = rtsys.time;
function delay (duration)
rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{rtsys.running}.release = rtsys.time + duration;
rtsys.timeQ = [rtsys.timeQ rtsys.running];
rtsys.readyQ = setdiff (rtsys.readyQ, rtsys.running);
rtsys.running = 0;
set param (gcs, ‘UserData’, rtsys)
function delayUntil (t)
rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{rtsys.running}.release = t;
rtsys.timeQ = [rtsys.timeQ rtsys.running];
rtsys.readyQ = setdiff (rtsys.readyQ, rtsys.running);
rtsys.running = 0;
set param (gcs, ‘UserData’, rtsys)
function o = event (name, mut)
o.name = name;
o.mutex = mut;
o.waiting = [ ];
function p = getPeriod
rtsys = get param (gcs, ‘UserData’);
p = rtsys.tasks{rtsys.running}.period;
function res = lock (mut)
rtsys = get param (gcs, ‘UserData’);
if ischar (mut)
for i=1: rtsys.nbrOfMutexes+1
if strcmp (rtsys.mutexes{i}.name, mut)
break
end










rtsys.mutexes{i}.waiting = [rtsys.mutexes{i}.waiting rtsys.running];





set param (gcs, ‘UserData’, rtsys)
function o = mutex (name, data)
o.name = name;
if nargin == 2
o.data = data;
else
o.data = [ ];
end
o.heldBy = 0;
o.waiting = [ ];
function prio = prioDM (task)
prio = task.deadline;
function prio = prioEDF (task)
prio = task.release + task.deadline;
function prio = prioFP (task)
prio = task.priority;
function prio = prioRM (task)
prio = task.period;
function data = readData (mut)
rtsys = get param (gcs, ‘UserData’);
if ischar (mut)
for i=1: rtsys.nbrOfMutexes+1











rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{task}.release = rtsys.time;
rtsys.timeQ = setdiff (rtsys.timeQ, task);
rtsys.readyQ = union (rtsys.readyQ, task);
set param (gcs, ‘UserData’, rtsys)
function setDeadline (value)
rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{rtsys.running}.deadline = value;
set param (gcs, ‘UserData’, rtsys)
function setNextSegment (n)
rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{rtsys.running}.code.nextSeg = n;
set param (gcs, ‘UserData’, rtsys)
function setPeriod (value)
rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{rtsys.running}.period = value;
set param (gcs, ‘UserData’, rtsys)
function setPriority (value)
rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{rtsys.running}.priority = value;
set param (gcs, ‘UserData’, rtsys)
function setRelease (time, task)
rtsys = get param (gcs, ‘UserData’);






set param (gcs, ‘UserData’, rtsys)
function setValue (value)
rtsys = get param (gcs, ‘UserData’);
rtsys.tasks{rtsys.running}.code.states.value = value;
set param (gcs, ‘UserData’, rtsys)
Create task structure.















o.msgQueue = { };
function unlock (mut)
rtsys = get param (gcs, ‘UserData’);
if ischar (mut)
for i=1: rtsys.nbrOfMutexes+1
if strcmp (rtsys.mutexes{i}.name, mut)
break
end






if ∼= isempty (rtsys.mutexes{i}.waiting)
rtsys.readyQ = [rtsys.readyQ rtsys.mutexes{i}.waiting(1)];
rtsys.mutexes{i}.waiting = [rtsys.mutexes{i}.waiting (2: end)];
end
set param (gcs, ‘UserData’, rtsys)
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function writeData (mut, data)
rtsys = get param (gcs, ‘UserData’);
if ischar (mut)
for i=1: rtsys.nbrOfMutexes+1
if strcmp (rtsys.mutexes{i}.name, mut)
break
end






set param (gcs, ‘UserData’, rtsys);
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