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Abstract--  In [1] and [2], two algorithms have been proposed to calculate the output probability 
of Boolean functions represented by OBDDs, assuming that the input variables are equiprobable 
and each variable is statistically independent from others. In this paper, we point out that under 
these assumptions, the output probability calculation is equivalent to counting the number of rain- 
terms of the corresponding Boolean functions. An algorithm is proposed to compute the output 
probability using simple integer arithmetic as opposed to floating point arithmetic involved in [1,2]. 
To compute output probability ofBoolean functions represented by shared OBDDs and OBDDs with 
edge negation, we further propose ageneralized algorithm. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Calculation of the output probability of Boolean functions is of great importance in various 
applications. For instance, it is used in power estimation [3-5], low power synthesis [6], verifi- 
cation [7], test vector generation [8], and spectral coefficient calculation [1,2]. The simplest and 
most straightforward approach to calculate output probability is based on the algebraic manip- 
ulation of Boolean functions' sum of product representation. However, this approach as only 
theoretical importance due to its exponential complexity with respect o the number of input 
variables. An improved algorithm [8] maps the Boolean expression to a logic diagram. This 
technique has a complexity of O(l), where I is the number of intereonnections i ide the logic 
diagram. 
OBDD (ordered binary decision diagram) [9-11] is one of the most popular data structures to 
represent Boolean functions. Two different algorithms o far have been proposed in the litera- 
ture [1,2] to compute the output probability of Boolean functions represented by OBDDs. The 
algorithm in [2] is a top-down approach, while an improved algorithm in [1] employs a bottom-up 
approach with extended capability to handle shared OBDDs and OBDDs with negative dge ex- 
tension. Both algorithms have computational complexity O(IGI). As pointed out in [1,2], for the 
purpose of computing spectral coefficients, it is sufficient o compute the output probability for 
the case where all input variables are all equally likely to be logic 1 or logic 0. Another assump- 
tion is that all those input variables are independent from each other. To obtain the final output 
probability, computation-intensive floating point operations are required. As the size of OBDD 
representations can be exponentially arge for certain Boolean functions [11], a sizable amount 
of precious CPU time has to be consumed to perform floating point addition and multiplication 
inherent in these algorithms. 
In this paper, we point out that under the conditions of signal independence and equal possibil- 
ity to be logic 1 and logic 0, the output probability calculation problem is equivalent to counting 
the number of min-terms of Boolean functions. Moreover, we propose an algorithm for min-term 
counting using only simple integer arithmetic and having a total time complexity O(IGI). We 
further extend our min-term counting algorithm to handle shared OBDDs and OBDDs with edge 
negation, as introduced in [12]. 
The remainder of this paper is organized as follows. In Section 2, the notations and theoretical 
background are presented. New algorithms are described in Section 3. In Section 4, several 
examples are provided to show the differences of all proposed output probability calculation 
algorithms. The conclusions are summarized in Section 5. 
2. THEORETICAL  BACKGROUND 
AND NOTATIONS 
We first explain all the notations used in the following presentation. Related theoretical results 
are also discussed. Two previously published output probability algorithms are reviewed. 
DEFINITION 1. Boolean var iab les  a re  all represented as lower-cased letters with indices, i.e., 
Xl,X2, . . . ,aN. For a variable xi, the static signal probability is the probability of that variable 
to be at logic lv(~=1). A signal is called equiprobable [4] when 
1 p{x i= l}=p{x i=O}=l - -p{x i=O}= ~. (i) 
DEFINITION 2. The output signal probability of a function f (x l ,x2 , . . .  ,z~) is represented as 
p{f  = 1}. I ra  Boolean function can be represented in an SOP form m0 +ml  q-.-. , ink-l, where 
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mj represents a min-term, then 
k-1 
i=o o_<i<j<k-t 
+ Z p(m~9~) +... + (-1)~-1p(,~o~1...,~-~). 
0_<~<j<l<_k-1 
(2) 
This formulae makes no a priori assumption of the switching pattern of each variable. There- 
fore, this generic formulae is capable of handling the situation where variables are assigned with 
different probability between 1 and 0. Altogether, as suggested in equation (2), there are 2 k - 1 
probabilities to 5e calculated. 
DEFINITION 3. The restricted output probability of a function f (x l ,x2 , . . . , xn)  is a restricted 
version of Definition 2. We assume that for any two distinct Boolean variables xi and xj, we 
shall have 
1 
p {x, = 1} = p {xj = 1} = ~, 
p (x,*x~) = p (xd* p (xj) ,  i ¢ j .  
(3) 
Hereafter, we will introduce several algorithms to perform the restricted output probability cal- 
culation. If  no ambiguity arises, the terms of output probability and restricted output probability 
will be used interchangeably. 
DEFINITION 4. An OBDD is a rooted directed acyclic graph (DAG) with vertex set V containing 
two types of vertices. A nonterminal vertex v has an argument index and two children, low (v), 
high (v) C V. A terminal vertex v has a value, value (v) E [0, 1]. Moreover, index(v) < 
index(lo~(v)  and index(v) < high(Zo~(v)). 
An OBDD G with root vertex v denotes a Boolean function f (x l ,  x2,. . . , xn) defined as follows. 
(1) I fv  is a terminal vertex and value(v) = 1, then f (x l ,  x2 , . . . ,  xn) = 1; else f (x l ,  x2, . . . ,  xn) 
~0.  
(2) I f  v is a nonterminal vertex with index(v) = i, then 
f (Xl, x2,--- ,  Xn) = :~/' flow(v) (Xl, X2,..-, Xn) "~- Xi ° fhigh(v) (Xl, X2 . . . . .  Xn). (4) 
An OBDD is in reduced form (ROBDD) if it has the least number of nodes to represent he 
function. It has been proven in [11] that for any Boolean function f (x l ,x2 , . . . ,  Xn), there is a 
canonical OBDD representation given a fixed variable ordering. We use the two terms OBDD 
and ROBDD interchangeably. 
DEFINITION 5. Two OBDDs (G1 and G2) are isomorphic if there exists a one-to-one mapping 
function ~r from the vertices of G1 onto the vertices of G2 such that 
(a) the root in G1 must map to the root in G2, 
(b) the root's two children in G1 must map to the root's two children in G2, 
(c) and so on, aiI the way down to the terminal vertices. 
Testing two OBDDs for isomorphism is thus a simple check that has a linear complexity with 
respect o the number of vertices. 
DEFINITION 6. Multiple OBDDs can be joined into a single SOBDD (shared OBDD) which 
consists of the ROBDDs sharing their subgraphs. In an SOBDD, two isomorphic subgraphs are 
shared [12]. One example of ROBDD can be seen in Figure 5. 
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DEFINITION 7. Unlike traditional OBDD, an OBDD with edge negation only has a single terminM 
vertex (either 0 or 1) [1,7,12]. A negative dge inside such OBDD indicates that the function 
rooted at the vertex is complemented. To be consistent with the convention used in [1,12], we 
choose to keep the terminal vertex O, allowing function 1 to be represented by a complement edge 
to O. If a vertex v has one negated edge pointed to its high child, then the Boolean function it 
represents i shown as equation (5). 
f (Xl, x l , - - . ,  Xn) = Xi"  flow(v) (Xl, x l , . . . ,  xn) + xi '  fhigh(v) (X,, X2,..., Xn). (5) 
Two algorithms have been proposed to compute the output probability of Boolean functions 
represented by OBDDs. The algorithm in [2] is a top-down approach where the probability 
of the root node has been explicitly assigned to 1.0. The final output probability is obtained 
at the terminal vertex 1. However, in a shared ROBDD representation of a set of functions, 
the algorithm recomputes the probability for the shared nodes as they are, in general, assigned 
different probabilities depending on the function being considered. In [1], a bottom-up algorithm 
is proposed that assigns each node the output probability of the function for which that node 
is the root. This arrangement lets the algorithm maintain computation reusability and can 
et~ciently deal with the SOBDD. Furthermore, the algorithm is capable of computing the output 
probability of the OBDDs with edge negation, where the algorithm in [2] fails. In the following, 
both algorithms are described in detail. 
ALGORITHM 1 TO COMPUTE OUTPUT PROBABILITY. (See [2].) 
(1) Assign probability 1.0 to the root node. 
(2) If the probability of node j = pj, assign a probability of (1/2)pj to each outgoing edge 
from node j. 
(3) The probability Pk of node k is the sum of the probabilities of the incoming edges. 
ALGORITHM 2 TO COMPUTE OUTPUT PROBABILITY. (See [1].) 
(1) Assign probability 1.0 to terminal vertex 1, and 0.0 to terminal vertex 0. 
(2) For each nonterminal vertex v, the probability is the sum of the two probabilities of its 
two children divided by 2. 
(3) The output probability is given at the root node. 
3. OUTPUT PROBABIL ITY  AS  MIN-TERM COUNTING 
To calculate the output probability of Boolean functions represented by OBDDs, we transform 
this problem to an equivalent problem. 
THEOREM 1. If the input variables of a Boolean function f (x l ,x l , . . .  ,Xn)  have the following 
properties, p(xi = 1) = p(xi = 0) = 1/2 and p(xi . Xj )  : p (z i )  " p(xy) for i ~ j, the output 
probability is equal to the number of the min-terms of the corresponding Boolean function divided 
by 2 ~, where n is the number of variables. 
PROOF. Assume that the Boolean function f (xh  x l , . . . ,  x~) has k min-terms (canonical form), 
denoted as m0 + rnl + ... , ink-l;  and each min-term mj(O ~_ j <_ k - 1) consists of all the 
Boolean variables or their negations (n literals). The product of two and more min-terms will 
always generate logic 0. For any two different min-terms mi and mj, as each of them has all n 
variables (literals), there must be at least one variable appearing in mi as a noncomplement form 
while a complement form of the same variable in mj, or vice versa. As a result, the product of 
mi and mj is always logic 0 as xi • xi -- 0. The same argument holds for the product of multiple 
rain-terms. Therefore, we have the following equations. 
p (,~,. ,~j) = p(0) = 0, 
p(mi .mj"  mk) =;(0)  = 0, 
p • = p(0)  = (0) ,  
i~ j ,  
i¢ j~k ,  
iC jCk¢ . . .¢ l .  
(6) 
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Starting from the terminal vertex 
(1) 
(2) 
(3) 
/ /nss(v)  = number of rain-terms at node v 
if v is a terminal vertex, nss(v) = value(v); / /nss(1) = 1 and nss(O) = 0 since 0/1 are terminal nodes 
if (v) is a nonterminal vertex, and both of its two children have the values of nss(low(v)) and 
nss(high(v)). 
BSS(V) = nsshigh(v)2 index(high(v))-index(v) -t- nsSlow(v)2 index(l°w(v))-index(v) 
recursively applying above step until the root vertex is reached, 
Note: index(terminal vertex) = n + 1; index(nonterminal vertex) E (1, 2 . . . .  ,n) 
Figure 1. Min-term counting Algorithm 1. 
Starting from the terminal vertex (each vertex v has a data structure with two fields, vssleft and vssright) 
//vssleft(v) = number of rain-terms of the complement function at node v; 
vssright(v) = number of min-terms at node v 
(1) if v is a terminal vertex, nssleft(v) = 1; nssright(v) -= 0. 
(2) if v is a nonterminal vertex, and both of its two children have the values of 
(nssleft(low (v), nsslefthigh(v) and (nssright(low(v), nssright(high(v))). 
if (1 edge == negative dge) //exchange the 0 count and 1 count of right child of v 
nssleft(v)= nssleftlow(v)2index(l°w(v))'index(v)-t- nssrighthigh(v)2 index(high(v))-index(v) 
nssright(v) = 2index(0)-index(V)-nssleft(v) 
else / /  no exchange 
nssleft(v) = nssleftlow(v)2 index(l°w(v))-index(v) -}- nsslefthigh(v)2 index(high)(v))-index(v) 
nssright (v)--- 2index(O)-index(V)-nssleft (V) 
end if 
end if 
(3) recursively applying above steps until the root vertex is reached. 
Figure 2. Min-term counting Algorithm II. 
Table 1. Comparisons among different OPC algorithms. 
No. of Floating No. of Floating Point No. of Logic No. of Integer Storage 
Algorithms Point Additions Multiplications Shifts Additions Requirement 
[2] IV] tVl 0 0 IVl fp cells 
[t] 2IV I ]V I 0 0 IVl fp cells 
Counting I 0 0 2IV ] 3IV 1 [V[ int. cells 
Counting II 0 0 3IV [ 5IV I 2IV [ int. cells 
Subst i tut ing equat ion (6) into equat ion (2), we are ready to arrive at 
p{f (7) 
According to the given assumptions p(x~ = 1) = p(xi = 0) = 1/2 and p(xi" xj) = p(xi), p(xj), 
we have p(mo) = p(ml) . . . . .  p(mk-1) = 1/2 ~, therefore, we have 
k 
p{f = 1} =p(m0 +ml  +""  + ink - l )  = ~.  
MIN-TERM COUNTING ALGORITHM I. (See F igure 1.) In the following, we introduce new rain- 
te rm count ing algor i thms. 
Start ing from the terminal  vertex 1, we use a breadth-f i rst  searching approach to travel  all the 
way up to the root vertex.  At  each node (i.e., a subgraph) inside an OBDD,  we determine the 
number  of ra in-terms associated with the corresponding Boolean funct ion to that  node. If all 
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(a) 
(0.125"t-0.75)'0.5::=0.4375 
0.5 
0.25 
0.25 
IX1 
0.125+0.25+0.0625---0.4375 
(b) Algorithn in [2]. 
0.12 
0.0 
(e) [i]. 
0.75 
(1.0~0.0)*0.5~0.5 
1.0 
1.0 
(d) Min-term counting I. 
Figure 3. Calculating output probability using three algorithms. 
Step 1: p(0) --- 1 and p(1) = 1 
Step 2: calculate the probability at level x l  
Step 2.1: 0 -b l  = 1 
S tep2 .2 :1+0- - - -1  
Step 3: calculate the probability at x2 
Step 3.1:0*2 + 1 = 1 
Step 3.2:1 + 1"2 = 3 
Step 4: calculate the probability at level x3 
0"4+ 1---- 1 
Step 5: calculate the probability at level x4 
1+3"2+7 
The output probability is 7/16 = 0.4375 
Figure 4. Detailed explanation of example in Figure 3d. 
.1=1 
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XI*X2 X ,~ X2 X i+ X2 
X2 1 X2 X2 D 
0 Xl i 
~ 0+1=1 I+1=2 1+2=3 
<~ rod nodes 
i 
Step 1: p(0) = 1 and p(1) = 1 
Step 2: calculate the probability at level xl 
Step 2.1: 0+1= 1 
Step 2.2:1 + 0 = 1 
Step 3: calculate the probability at level x2 
Step 3.1 (at node "XlX2"): 0*2 + 1 = 1 
Thus, the output probability is 1/4 
Step 3.2 (at node "xl @x2"): 1 + 1 = 2 
Thus, the output probability is 2/4 
Step 3.3 (at node "xl +x2"):  1 + 1X2 = 3 
Thus, the output probability is 3/4 
Figure 5. Example of using min-term counting Algorithm I--algorithm on an 
SOBDD. 
those computed  values are stored for future reference, then no recomputation is necessary. As a 
result, shared OBDD (SOBDD)  can be efficiently computed  due to this computation reusability. 
Since each vertex is visited exactly once, there are IV1 integer additions, 21V I integer sub- 
tractions, and 21V I logic shifts (2 ~ can be efficiently computed  using logic shifts). Memory  
requirements will be IVI integer storage cells. The  algorithm has time complexity of O(iGI). 
B. M IN-TERM COUNTING ALGORITHM If. (See Figure 2.) Handl ing OBDD with edge negation 
is a little more  difficult due to the fact that such an OBDD representation can share nodes 
between paths involving a variable and its inverse. The  algorithm shown in [2] fails to deal with 
this kind of OBDD.  The  min-term counting Algorithm I is extended in Figure 2 as rain-term 
counting Algorithm II. 
In this case, we have to count the rain-terms of both the function and its complement. For 
each internal vertex, two fields are used to store two pieces of information, referring to 0 count 
or I count. If a vertex's predecessors include a negation edge, we exchange these two fields; 
otherwise, we  just propagate them into its parent vertex. The  complexity of this algorithm is 
still the same O(IGi). However, the number  of additions and shifts in each vertex has all been 
doubled compared  to rain-term counting Algorithm I. 
A comparison among two previous and our newly proposed min-term counting algorithms is 
tabulated as Table i. The  algorithm in [2] cannot handle cases of SOBDD and OBDD with edge 
negation. For the microprocessors that require multiple cycles to complete a floating point oper- 
ation, algorithms in [I] and [2] will take a longer time to complete than our proposed algorithms. 
For the microprocessors which do not provide floating support such as the Texas Instrument 
C62X [13], the processing time reduction with our algorithms would be even more  appreciable. 
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4. EXAMPLES 
To better illustrate the two new algorithms, in this section, we provide some examples. The 
example shown in Figure 3a is the same one used in [1,21. The OBDD represents the Boolean 
function. 
f = xlx2xs~4 + ~lx~x4 + ~2x4. (8) 
In Figure 3a, the output probability calculations using previous algorithms are first shown in 
Part (a) and Part (b), respectively. To solve the same problem, we apply the min-term counting 
I 
X2 
X4 
Xl 
tm- 8 
(a) (b) 
F = x~B x2 ~ x3~ x~K[~ / 
(¢) 
Figure 6. Examples of counting min-terms on OBDD representation with edge nega- 
tion. 
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Step 1: p(0) = 1 and p(1) = 1 and the probability is represented as (1,0) 
Step 2: calculate the probability at level x l  
Step 2.1 For the edge (solid line) connecting the nodes 0 and xl,  the 
value is (1,0) 
Step 2.2 For the dashed line connecting the nodes 0 and xl,  the 
value is reversed to (0,1) 
Thus, at node xl, (01) + (1,0) = (1.1) 
Step 3: calculate the probability at level x2 
Step 3.1 For the edge (solid line) connecting nodes xl  and x2, the 
value is (1,1) obtained from Step 2. 
Step 3.2 For the edge (solid line) connecting nodes 0 and x2, the 
value is (2,0) as two variable x l  is absent 
Thus, at node x2, (2, 0) + (1, 1) = (3, 1) 
Step 4: calculate the probability at level x3 
Step 4.1 For the edge (solid line) connecting nodes x2 and x3, the 
value is (3,1) obtained from Step 3. 
Step 4.2 For the edge (solid line) connecting nodes 0 and x3~ the 
value is (4,0) as two variables x l  and x2 are absent 
Thus, at node x3, (3, 1) + ((4, 0) ----- 7, 1) 
Step 5: calculate the probability at level x4 
Step 5.1 For the edge (dashed line) connecting nodes x2 and x4, the 
value is (6,2) by reversing and multiplying, as variable x3 is 
absent. That  is (1,3)--* (3, 1) -~ (3, 1)) '2 -- (6, 2) 
Step 5.2 For the edge (solid line) connecting nodes x3 and x4, the 
value is (7,1) obtained from Step 4. 
Thus, at node x4, (7, 1) -b (2, 6) = (9, 7) 
That  is, the output probability is 9/16 
(d) Detailed explanation of (b). 
Figure 6 (cont.) 
Algorithm I to the same OBDD and the result is shown in (d). Step-by-step explanation of this 
example (Figure 3d) is detailed in Figure 4. 
Another small example is also provided to illustrate how a SOBDD can be handled efficiently 
by our proposed min-term counting Algorithm II (Figure 5). Once the calculation associated with 
node xl is completed for the first function, this information can be reused by all the other two 
functions that share the same node. The total number of additions in this example is only five. 
If no resource sharing is possible, the number of additions will be 2*3 + 3 = 9. The output 
probabilities for AND, OR, and XOR operations are 1/4, 2/4, and 3/4, respectively. The saving 
of operations i over 40%. Furthermore, the memory requirement will be 50% less in this example. 
Two examples for OBDDs with negative dges are shown in Figure 6. The Boolean function 
of the first example is the same as the one given in equation (8). The complement edges are 
represented in the graph with broken lines. 
5. CONCLUSIONS 
The output probability of Boolean functions can be found by counting the number of rain-terms 
of corresponding Boolean functions under the assumptions that 
(1) statistic independence of all signals, and 
(2) equiprobable. 
We propose two new algorithms to count the number of rain-terms of functions represented by 
OBDDs, shared OBDD, and OBDDs with edge negation. 
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