The second largest eigenvalues of some Cayley graphs on alternating
  groups by Huang, Xueyi & Huang, Qiongxiang
ar
X
iv
:1
71
1.
08
94
4v
2 
 [m
ath
.C
O]
  1
2 D
ec
 20
18
The second largest eigenvalues of some Cayley
graphs on alternating groups∗
Xueyi Huang, Qiongxiang Huang†
College of Mathematics and Systems Science, Xinjiang University, Urumqi, Xinjiang 830046, P. R. China
Abstract Let An denote the alternating group of degree n with n ≥ 3. The al-
ternating group graph AGn, extended alternating group graph EAGn and complete
alternating group graph CAGn are the Cayley graphs Cay(An, T1), Cay(An, T2)
and Cay(An, T3), respectively, where T1 = {(1, 2, i), (1, i, 2) | 3 ≤ i ≤ n}, T2 =
{(1, i, j), (1, j, i) | 2 ≤ i < j ≤ n} and T3 = {(i, j, k), (i, k, j) | 1 ≤ i < j < k ≤ n}.
In this paper, we determine the second largest eigenvalues of AGn, EAGn and
CAGn.
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1 Introduction
Let G = (V (G), E(G)) be a simple undirected graph of order n. The adjacency
matrix of G, denoted by A(G), is the n× n matrix with entries auv = 1 if {u, v} ∈
E(G) and auv = 0 otherwise. The eigenvalues of A(G) are denoted by λ1(G) ≥
λ2(G) ≥ · · · ≥ λn(G), which are also called the eigenvalues of G.
For v ∈ V (G), we denote by N(v) = {u ∈ V (G) | {u, v} ∈ E(G)} and d(v) =
|N(v)| the neighborhood and degree of v, respectively. Let D(G) = diag(d(v) |
v ∈ V (G)) denote the diagonal degree matrix of G. The Laplacian matrix of G is
defined as L(G) = D(G)−A(G), which is positive semi-definite and always has 0 as
its eigenvalue. So the eigenvalues of L(G) can be arranged as µ1(G) ≥ µ2(G) ≥ · · · ≥
µn−1(G) ≥ µn(G) = 0. Furthermore, µn−1(G) > 0 if and only if G is connected, and
for connected non-complete graphs we know that 0 < µn−1(G) ≤ κ(G) ≤ κ
′(G) ≤
δ(G), where κ(G), κ′(G) and δ(G) denote the vertex connectivity, edge connectivity
and minimum degree of G, respectively (cf. [9], Corollary 7.4.6). For this reason,
µn−1(G) is called the algebraic connectivity of G. Clearly, if G is r-regular then
µn−1(G) = r − λ2(G).
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2For a finite group Γ, and a subset T ⊆ Γ \ {e} (e is the identity element of Γ)
such that T = T−1, the Cayley graph Cay(Γ, T ) on Γ with respect to T is defined
as the undirected graph with vertex set Γ and edge set {{γ, tγ} | γ ∈ Γ, t ∈ T}.
Clearly, Cay(Γ, T ) is a |T |-regular graph which is connected if and only if T is a
generating subset of Γ.
Let Sn be the symmetric group of degree n ≥ 3 (for σ, τ ∈ Sn, the product
στ means that we first apply permutation σ and then apply permutation τ , and τi
represents the image of i under the permuation τ), and let T be a set of transpositions
in Sn. The transposition graph Tra(T ) of T is defined as the graph with vertex
set {1, 2, . . . , n} and with an edge connecting two vertices i and j if and only if
(i, j) ∈ T . It is known that T can generate Sn if and only if Tra(T ) is connected [13].
Around 1992, Aldous [1] (see also [4, 12]) conjectured that if Tra(T ) is connected
then the second largest eigenvalue of Cay(Sn, T ) is equal to |T | − µn−1(Tra(T )),
that is, Cay(Sn, T ) and Tra(T ) share the same algebraic connectivity. Before 1992,
Flatto et al. [11] and Diaconis and Shahshahani [10] had confirmed the conjecture for
Tra(T ) = K1,n−1 and Tra(T ) = Kn, respectively. In 2000, Friedman [12] proved that
if Tra(T ) is a tree (|T | = n − 1) then the second largest eigenvalue of Cay(Sn, T )
is at least n − 2, and exactly equal to n − 2 if and only if Tra(T ) = K1,n−1. In
2010, Cesi [4] confirmed Aldous’ conjecture when Tra(T ) is a complete multipartite
graph. Almost at the same time, Caputo et al. [2] completely solved the conjecture
for all connected Tra(T ). For other Cayley graphs on symmetric groups, Cesi [3]
proved that the second largest eigenvalue of the pancake graph Pn = Cay(Sn, S)
(S = {(1, i)(2, i − 1) · · · | 2 ≤ i ≤ n}) is equal to n − 2; and very recently, Chung
and Tobin [8] determined the second largest eigenvalues of the reversal graph Rn =
Cay(Sn, S) (S = {(i, j)(i+1, j−1) · · · | 1 ≤ i < j ≤ n}) and a family of graphs that
generalize the pancake graph. Their method is very imaginative, which depends on
finding enough equitable partitions of Rn and decomposing the edge set E(Rn) to
that of Pn and n copies of Rn−1.
Now we consider the Cayley graphs on alternating group An (n ≥ 3). Let
T1 = {(1, 2, i), (1, i, 2) | 3 ≤ i ≤ n}, T2 = {(1, i, j), (1, j, i) | 2 ≤ i < j ≤ n}
and T3 = {(i, j, k), (i, k, j) | 1 ≤ i < j < k ≤ n}. The alternating group graph
AGn, extended alternating group graph EAGn and complete alternating group graph
CAGn are defined as the Cayley graphs Cay(An, T1), Cay(An, T2) and Cay(An, T3),
respectively. Since T1 ⊆ T2 ⊆ T3, AGn is a spanning subgraph of EAGn while
EAGn is also a spanning subgraph of CAGn, and all these graphs are connected
because T1 can generate An (cf. [16], p. 298). In [15], Jwo et al. introduced the
alternating group graph AGn as an interconnection network topology for computing
systems, and they also showed that AGn is 2-transitive, Hamiltonian and of diame-
ter ⌊3(n − 2)/2⌋. Following this paper, AGn was extensively studied over decades.
For example, Chang and Yang [5,6] investigated the panconnectivity, Hamiltonian-
connectivity and fault-tolerant Hamiltonicity of AGn. Zhou [17] determined the full
automorphism group of AGn. In addition, the complete alternating group graph
CAGn can be viewed as one of the two isomorphic connected components of the
(n− 3)-point fixing graph F(n, n− 3) defined in [7], which has only integral eigen-
values (cf. [7], Corollary 1.2). Recently, the full automorphism group of CAGn was
determined by Huang and Huang [14].
3Inspired by the work of Chung and Tobin [8], in the present paper, we determine
the second largest eigenvalues of AGn, EAGn and CAGn, which are equal to 2n− 6
(for n ≥ 4), n2 − 5n+ 5 and 1
3
n(n− 2)(n− 4), respectively.
The paper is organized as follows. In Section 2, we obtain the second largest
eigenvalue of AGn by induction on n. In Section 3, we focus on determining the
second largest eigenvalue of CAGn. In order to achieve this goal by induction on n,
we decompose the edge set of CAGn into that of EAGn and n copies of CAGn−1,
and use λ2(EAGn)+λ2(CAGn−1) to bound λ2(CAGn). Thus we have to determine
λ2(EAGn), and for this reason, we also decompose the edge set of EAGn into that of
AGn and n copies of EAGn−1, and use λ2(AGn)+λ2(EAGn−1) to bound λ2(EAGn)
as λ2(AGn) has been determined in Section 2.
2 The second largest eigenvalue of AGn
In this section, we focus on determining the second largest eigenvalue of AGn. In
order to obtain enough information about the eigenvalues of AGn, we need a well
known result on equitable partition.
Let G be a graph of order n, and let Π : V (G) = V1 ∪ V2 ∪ · · · ∪ Vk be a
vertex partition of G. The characteristic matrix χΠ of Π is the n× k matrix whose
columns are the character vectors of V1, . . . , Vk. The partition Π is called an equitable
partition of G if, for any v ∈ Vi, |N(v) ∩ Vj| = bij is a constant only dependent on
i, j (1 ≤ i, j ≤ k). The matrix BΠ = (bij)k×k is called the divisor matrix of G with
respect to Π.
Lemma 2.1 ( [13]). Let G be a graph with adjacency matrix A(G), and let Π :
V (G) = V1 ∪ V2 ∪ · · · ∪ Vk be an equitable partition of G with divisor matrix BΠ.
Then each eigenvalue of BΠ is also an eigenvalue of A(G). Furthermore, A(G) has
the following two kinds of eigenvectors:
(i) the eigenvectors in the column space of χΠ, and the corresponding eigenvalues
coincide with the eigenvalues of BΠ;
(ii) the eigenvectors orthogonal to the columns of χΠ, i.e., those eigenvectors that
sum to zero on each block Vi for 1 ≤ i ≤ k.
Recall that AGn = Cay(An, T1), where T1 = {(1, 2, i), (1, i, 2) | 3 ≤ i ≤ n}.
Clearly, AGn is (2n − 4)-regular. If n = 3, then AGn = K3, which has −1 as its
second largest eigenvalue. Now suppose n ≥ 4. For each fixed i (1 ≤ i ≤ n), we
define
X(i) = {τ ∈ An | τn = i},
Y (i) = {τ ∈ An | τ1 = i},
Z(i) = {τ ∈ An | τ2 = i},
W (i) = {τ ∈ An | τ1 6= i, τ2 6= i, τn 6= i}.
(1)
Now we verify that Π : An = X(i)∪Y (i)∪Z(i)∪W (i) is exactly an equitable partition
of AGn. For each τ ∈ X(i), we have N(τ) ∩X(i) = {(1, 2, k)τ, (1, k, 2)τ | 3 ≤ k ≤
n− 1}, N(τ)∩Y (i) = {(1, n, 2)τ}, N(τ)∩Z(i) = {(1, 2, n)τ} and N(τ)∩W (i) = ∅.
4This implies that each τ ∈ X(i) has exactly 2n− 6 neighbors in X(i), one neighbor
in Y (i), one neighbor in Z(i) and no neighbors inW (i). Similarly, for each τ ∈ Y (i),
we have N(τ) ∩ X(i) = {(1, 2, n)τ}, N(τ) ∩ Y (i) = ∅, N(τ) ∩ Z(i) = {(1, k, 2)τ |
3 ≤ k ≤ n} and N(τ) ∩W (i) = {(1, 2, k)τ | 3 ≤ k ≤ n− 1}, and for each τ ∈ Z(i),
we have N(τ) ∩ X(i) = {(1, n, 2)τ}, N(τ) ∩ Y (i) = {(1, 2, k)τ | 3 ≤ k ≤ n},
N(τ) ∩ Z(i) = ∅ and N(τ) ∩ W (i) = {(1, k, 2)τ | 3 ≤ k ≤ n − 1}. For each
τ ∈ W (i), we know that τℓ = i for some 3 ≤ ℓ ≤ n − 1 because τ1, τ2, τn 6= i.
Then N(τ) ∩ X(i) = ∅, N(τ) ∩ Y (i) = {(1, ℓ, 2)τ}, N(τ) ∩ Z(i) = {(1, 2, ℓ)τ} and
N(τ) ∩ W (i) = {(1, 2, k)τ, (1, k, 2)τ | 3 ≤ k ≤ n, k 6= ℓ}. Therefore, the divisor
matrix of AGn with respect to Π is equal to
BΠ =


2n− 6 1 1 0
1 0 n− 2 n− 3
1 n− 2 0 n− 3
0 1 1 2n− 6

 .
By simple computation, we know that BΠ has eigenvalues 2n− 4, 2n− 6, n− 4 and
2− n. Thus, by Lemma 2.1, we have
Lemma 2.2. Let AGn be the alternating group graph with n ≥ 4. Then AGn has
eigenvalues 2n − 4, 2n − 6, n − 4 and 2 − n. Moreover, if f is an eigenvector of
AGn corresponding to any other eigenvalue, then for each i ∈ {1, 2, . . . , n}, we have∑
x∈X(i)
f(x) =
∑
y∈Y (i)
f(y) =
∑
z∈Z(i)
f(z) =
∑
w∈W (i)
f(w) = 0,
where X(i), Y (i), Z(i) and W (i) are defined in (1).
Now we are in a position to prove the main result of this section.
Theorem 2.3. Let AGn be the alternating group graph with n ≥ 4. Then the two
largest eigenvalues of AGn are λ1(AGn) = 2n− 4 and λ2(AGn) = 2n− 6.
Proof. Clearly, the largest eigenvalue of AGn is λ1(AGn) = 2n − 4 because AGn
is (2n − 4)-regular. We shall prove λ2(AGn) = 2n − 6 by induction on n. If
n = 4, the result follows since all the distinct eigenvalues of AG4 are 4, 2, 0 and
−2. Now suppose n > 4, and assume that the result holds for n − 1, that is,
λ2(AGn−1) = 2(n− 1)− 6 = 2n− 8.
Let λ be an eigenvalue of AGn other than 2n − 4, 2n − 6, n − 4 and 2 − n. It
suffices to show λ < 2n− 6. Take any fixed eigenvector f of AGn corresponding to
λ. We have the following claim.
Claim 1. There exists an i such that
2
∑
x∈X(i)
f(x)2 ≥
∑
y∈Y (i)
f(y)2 +
∑
z∈Z(i)
f(z)2
and ∑
x∈X(i)
f(x)2 > 0.
5Proof. Notice that the vertex set of AGn can be partitioned in the following ways:
An = X(1)∪X(2)∪· · ·∪X(n) = Y (1)∪Y (2)∪· · ·∪Y (n) = Z(1)∪Z(2)∪· · ·∪Z(n).
Thus we have
n∑
j=1
∑
x∈X(j)
f(x)2 =
n∑
j=1
∑
y∈Y (j)
f(y)2 =
n∑
j=1
∑
z∈Z(j)
f(z)2 > 0,
and hence
n∑
j=1
2
∑
x∈X(j)
f(x)2 =
n∑
j=1

 ∑
y∈Y (j)
f(y)2 +
∑
z∈Z(j)
f(z)2

 > 0.
Therefore, there exists an index i such that
2
∑
x∈X(i)
f(x)2 ≥
∑
y∈Y (i)
f(y)2 +
∑
z∈Z(i)
f(z)2.
Let I be the set of indices i satisfying this inequality. Then we claim that there
exists some i ∈ I satisfying ∑
x∈X(i)
f(x)2 > 0
because f 6= 0.
Now fix an i satisfying the inequalities in Claim 1, and consider an arbitrary
vertex x ∈ X(i). As noted above, x has 2n− 4 neighbors in AGn, in which 2n− 6
neighbors in X(i), one neighbor in Y (i) and one neighbor in Z(i). Observe that
the induced subgraph of AGn on X(i) is isomorphic to AGn−1 = Cay(An−1, T
′
1),
where T ′1 = {(1, 2, k), (1, k, 2) | 3 ≤ k ≤ n− 1}. In fact, if i = n then AGn[X(i)] is
obviously isomorphic to AGn−1 since τn = n for each τ ∈ X(n); if i < n, we define
φ : X(i) −→ An−1
τ =
(
1 2 · · · l · · · n− 1 n
τ1 τ2 · · · n · · · τn−1 i
)
7−→
(
1 2 · · · l · · · n− 1
τ1 τ2 · · · i · · · τn−1
)
It is easy to check that φ is one-to-one and onto. For any two distinct vertices
τ =
(
1 2 · · · l · · · n− 1 n
τ1 τ2 · · · n · · · τn−1 i
)
and τ ′ =
(
1 2 · · · m · · · n− 1 n
τ ′1 τ
′
2 · · · n · · · τ
′
n−1 i
)
of X(i), we have
τ ′τ−1 =
(
1 2 · · · m · · · n− 1 n
τ ′1 τ
′
2 · · · n · · · τ
′
n−1 i
)(
τ1 τ2 · · · n · · · τn−1 i
1 2 · · · l · · · n− 1 n
)
=
(
1 2 · · · m · · · n− 1 n
∗ ∗ · · · l · · · ∗ n
)
=
(
1 2 · · · m · · · n− 1
∗ ∗ · · · l · · · ∗
)
=
(
1 2 · · · m · · · n− 1
τ ′1 τ
′
2 · · · i · · · τ
′
n−1
)(
τ1 τ2 · · · i · · · τn−1
1 2 · · · l · · · n− 1
)
6= φ(τ ′)φ(τ)−1.
Then {τ, τ ′} ∈ E(G[Xi]) if and only if τ
′τ−1 ∈ T ′1, which is the case if and only if
φ(τ ′)φ(τ)−1 ∈ T ′1, which is the case if and only if {φ(τ), φ(τ
′)} ∈ E(AGn−1). Thus φ
is exactly an isomorphism from G[X(i)] to AGn−1. Also note that the edges between
X(i) and Y (i) (resp. X(i) and Z(i)) form a matching. Let x′ (resp. x′′) be the
unique neighbor of x in Y (i) (resp. Z(i)). By the eigenvalue-eigenvector equation,
we have
λf(x) =
∑
y∈N(x)∩X(i)
f(y) + f(x′) + f(x′′)
and further,
λf(x)2 =
∑
y∈N(x)∩X(i)
f(x)f(y) + f(x)(f(x′) + f(x′′)).
Summing both sides over x ∈ X(i), we obtain
λ
∑
x∈X(i)
f(x)2 =
∑
x∈X(i)
∑
y∈N(x)∩X(i)
f(x)f(y) +
∑
x∈X(i)
f(x)(f(x′) + f(x′′)),
which gives that
λ =
∑
x∈X(i)
∑
y∈N(x)∩X(i) f(x)f(y)∑
x∈X(i) f(x)
2
+
∑
x∈X(i) f(x)(f(x
′) + f(x′′))∑
x∈X(i) f(x)
2
. (2)
Here we use the fact
∑
x∈X(i) f(x)
2 > 0 by Claim 1. Now we shall find upper bounds
for the two terms in (2). Let G1 = AGn[X(i)]. Then G1 ∼= AGn−1 as mentioned
above. Set g = f |X(i). We have g ⊥ 1 since
∑
x∈X(i) f(x) = 0 according to Lemma
2.2, where 1 is the all ones vector, which is also the eigenvector of λ1(G1). Thus∑
x∈X(i)
∑
y∈N(x)∩X(i) f(x)f(y)∑
x∈X(i) f(x)
2
=
gTA(G1)g
gTg
≤ max
h⊥1
hTA(G1)h
hTh
= λ2(G1)
= λ2(AGn−1)
= 2n− 8.
Next consider the second term in (2). Recall that the edges between X(i) and Y (i),
and X(i) and Z(i) form two matchings. Thus when x range over the vertices of
X(i), x′ and x′′ will range over the vertices of Y (i) and Z(i), respectively. Then
∑
x∈X(i) f(x)(f(x
′) + f(x′′))∑
x∈X(i) f(x)
2
≤
√
(
∑
x∈X(i) f(x)
2)(
∑
x∈X(i)(f(x
′) + f(x′′))2)∑
x∈X(i) f(x)
2
=
√∑
x∈X(i)(f(x
′) + f(x′′))2∑
x∈X(i) f(x)
2
7≤
√∑
x∈X(i) 2(f(x
′)2 + f(x′′)2)∑
x∈X(i) f(x)
2
=
√
2(
∑
y∈Y (i) f(y)
2 +
∑
z∈Z(i) f(z)
2))∑
x∈X(i) f(x)
2
≤
√
2 · 2
∑
x∈X(i) f(x)
2∑
x∈X(i) f(x)
2
,
= 2,
where the first inequality follows from the Cauchy–Schwarz inequality, the second
use the fact (a+ b)2 ≤ 2(a2 + b2) and the third follows from Claim 1.
Combing the above two bounds with (2) yields
λ ≤ 2n− 8 + 2 = 2n− 6,
which implies that there are no eigenvalues in (2n− 6, 2n− 4). Therefore, we have
λ2(AGn) = 2n− 6.
3 The second largest eigenvalues of EAGn and
CAGn
Recall that the complete alternating group graph is defined as CAGn = Cay(An, T3),
where T3 = {(i, j, k), (i, k, j) | 1 ≤ i < j < k ≤ n} is the set of all 3-cycles in Sn. In
this section, we mainly focus on determining the second largest eigenvalue of CAGn.
The main idea is to find some suitable equitable partition so that we can decompose
the edge set of CAGn into that of n copies of CAGn−1 and that of the extended
alternating group graph EAGn = Cay(An, T2), where T2 = {(1, i, j), (1, j, i) | 2 ≤
i < j ≤ n} is the set of 3-cycles in Sn moving 1, which ensures that the way of
induction could be used to find the second largest eigenvalue of CAGn. For this
reason, we first need to consider the same problem for the graph EAGn, and again,
the main method depends on finding some suitable equitable partition to decompose
the edge set of EAGn.
For 1 ≤ i, j ≤ n, we define
Xi(j) = {τ ∈ An | τj = i}. (3)
For any fixed i (resp. j), we see that Xi(1), Xi(2), . . . , Xi(n) (resp. X1(j), X2(j), . . . ,
Xn(j)) partition An. Now we shall verify that Π : An = Xi(1)∪Xi(2)∪· · ·∪Xi(n) is
an equitable partition of EAGn for each i. For τ ∈ Xi(1), we have N(τ)∩Xi(1) = ∅
since (στ)1 6= τ1 = i for any σ ∈ T2, and N(τ) ∩ Xi(j) = {(1, k, j)τ | 2 ≤ k ≤
n, k 6= j} for 2 ≤ j ≤ n. Thus each τ ∈ Xi(1) has no neighbors in Xi(1) and
n − 2 neighbors in Xi(j) for each j (2 ≤ j ≤ n). For each fixed j (2 ≤ j ≤ n), let
τ ∈ Xi(j), we have N(τ) ∩Xi(1) = {(1, j, k)τ | 2 ≤ k ≤ n, k 6= j}, N(τ) ∩Xi(j) =
{(1, k, l)τ, (1, l, k)τ | 2 ≤ k < l ≤ n, k, l 6= j}, and N(τ)∩Xi(ℓ) = {(1, ℓ, j)τ} for any
ℓ 6∈ {1, j}. This implies that τ has n−2 neighbors in Xi(1), (n−2)(n−3) neighbors
8in Xi(j), and one neighbor in Xi(ℓ) for each ℓ 6∈ {1, j}. Thus the partition Π is an
equitable partition of EAGn with divisor matrix
BΠ =


0 n− 2 n− 2 · · · n− 2
n− 2 (n− 2)(n− 3) 1 · · · 1
n− 2 1 (n− 2)(n− 3) · · · 1
...
...
...
. . .
...
n− 2 1 1 · · · (n− 2)(n− 3)


Xi(1)
Xi(2)
Xi(3)
...
Xi(n)
Then the characteristic polynomial of BΠ is equal to
|λIn − BΠ| =
∣∣∣∣∣∣∣
λ −(n−2) −(n−2) ··· −(n−2)
−(n−2) λ−(n−2)(n−3) −1 ··· −1
−(n−2) −1 λ−(n−2)(n−3) ··· −1
...
...
...
...
...
−(n−2) −1 −1 ··· λ−(n−2)(n−3)
∣∣∣∣∣∣∣
= (λ− (n− 1)(n− 2))
∣∣∣∣∣∣∣
1 −(n−2) −(n−2) ··· −(n−2)
1 λ−(n−2)(n−3) −1 ··· −1
1 −1 λ−(n−2)(n−3) ··· −1
...
...
...
...
...
1 −1 −1 ··· λ−(n−2)(n−3)
∣∣∣∣∣∣∣
= (λ− (n− 1)(n− 2))
∣∣∣∣∣∣∣
1 0 0 ··· 0
1 λ−(n−2)(n−4) n−3 ··· n−3
1 n−3 λ−(n−2)(n−4) ··· n−3
...
...
...
...
...
1 n−3 n−3 ··· λ−(n−2)(n−4)
∣∣∣∣∣∣∣
= (λ− (n− 1)(n− 2))
∣∣∣∣∣∣
λ−(n−2)(n−4) n−3 ··· n−3
n−3 λ−(n−2)(n−4) ··· n−3
...
...
...
...
n−3 n−3 ··· λ−(n−2)(n−4)
∣∣∣∣∣∣
= (λ−(n− 1)(n− 2)) |(λ−(n− 2)(n− 4))In−1+(n− 3)(Jn−1−In−1)|
= (λ− (n− 1)(n− 2))(λ− (n2 − 5n+ 5))n−2(λ+ (n− 2)),
where In−1 and Jn−1 denote the identity matrix and all ones matrix of order n− 1,
respectively. By Lemma 2.1, we have
Lemma 3.1. Let EAGn be the extended alternating group graph with n ≥ 3. Then
EAGn has eigenvalues (n− 1)(n− 2), n
2 − 5n+ 5 (with multiplicity at least n− 2)
and 2 − n. Moreover, if f is an eigenvector of EAGn corresponding to any other
eigenvalue, then for all i, j ∈ {1, 2, . . . , n}, we have∑
x∈Xi(j)
f(x) = 0,
where Xi(j) is defined in (3).
Now we give the second largest eigenvalue of EAGn.
Theorem 3.2. Let EAGn be the extended alternating group graph with n ≥ 3.
Then the two largest eigenvalues of EAGn are λ1(EAGn) = (n − 1)(n − 2) and
λ2(EAGn) = n
2 − 5n+ 5.
9Proof. Obviously, λ1(EAGn) = (n − 1)(n − 2) because EAGn is (n − 1)(n − 2)-
regular. Now we prove λ2(EAGn) = n
2 − 5n + 5 by induction on n. For n = 3, we
have EAG3 = K3, which gives that λ2(EAG3) = −1, and the result follows. Now
suppose n ≥ 4 and assume that the result holds for EAGn−1, i.e., λ2(EAGn−1) =
(n − 1)2 − 5(n − 1) + 5. Let λ be an eigenvalue of EAGn that is not equal to
(n−1)(n−2), n2−5n+5 or 2−n, and let f be any fixed eigenvector corresponding
to λ. Then f must sum to zero on Xi(j) for all 1 ≤ i, j ≤ n. Now we partition
the vertex set of EAGn as An = X1(2) ∪ X2(2) ∪ · · · ∪ Xn(2). As in the proof of
Theorem 2.3, one can easily verify that the induce subgraph of EAGn on Xi(2) is
isomorphic to EAGn−1 for each i (1 ≤ i ≤ n). Let E1 = ∪
n
i=1E(EAGn[Xi(2)]) and
E2 = E(EAGn) \E1. We claim that E2 is exactly the set of edges of the alternating
group graph AGn = Cay(An, T1), where T1 = {(1, 2, k), (1, k, 2) | 3 ≤ k ≤ n}. In
fact, for any γ ∈ Xi(2) and γ
′ ∈ Xj(2) (i 6= j), we have {γ, γ
′} ∈ E(EAGn) if and
only if γ′γ−1 ∈ T2 (i.e., γ
′γ−1 is a 3-cycle moving 1), which is the case if and only
γ′γ−1 ∈ T1(⊆ T2) because γ
′γ−1 must move 2 due to i 6= j. This implies that the
edges in E2 come from T1. On the other hand, we see that T1 can only be used to
produce the edges in E2 because each edge in E1 comes from T2 \ T1, i.e., the set of
3-cycles in T2 fixing 2. Then
λ =
fTA(EAGn)f
fTf
=
2
∑
{x,y}∈E(EAGn)
f(x)f(y)∑
x∈An
f(x)2
=
2
∑
{x,y}∈E1
f(x)f(y)∑
x∈An
f(x)2
+
2
∑
{x,y}∈E2
f(x)f(y)∑
x∈An
f(x)2
.
For the first term, we have
2
∑
{x,y}∈E1
f(x)f(y)∑
x∈An
f(x)2
=
∑n
i=1 2
∑
{x,y}∈E(EAGn[Xi(2)])
f(x)f(y)∑n
i=1
∑
x∈Xi(2)
f(x)2
≤ max
1≤i≤n
2
∑
{x,y}∈E(EAGn[Xi(2)])
f(x)f(y)∑
x∈Xi(2)
f(x)2
≤ λ2(EAGn−1),
where the last inequality follows from the fact
∑
x∈Xi(2)
f(x) = 0 for each i according
to Lemma 3.1. For the second term, since f is orthogonal to the all ones vector 1,
we have
2
∑
{x,y}∈E2
f(x)f(y)∑
x∈An
f(x)2
≤ max
g⊥1
gTA(AGn)g
gTg
= λ2(AGn).
Combining above two bounds, we conclude that
λ ≤ λ2(EAGn−1) + λ2(AGn) = (n− 1)
2 − 5(n− 1) + 5 + 2n− 6 = n2 − 5n+ 5
by Theorem 2.3. Hence λ2(EAGn) = n
2 − 5n+ 5, and our result follows.
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Now we focus on the complete alternating group graph CAGn = Cay(An, T3)
where T3 = {(i, j, k), (i, k, j) | 1 ≤ i < j < k ≤ n}. Obviously, CAGn is a 2
(
n
3
)
-
regular graph. As above, we shall verify that Π : An = Xi(1) ∪Xi(2) ∪ · · · ∪Xi(n)
is also an equitable partition of CAGn for each fixed i, where Xi(j) is defined in
(3). For each fixed j (1 ≤ j ≤ n), let τ ∈ Xi(j). We have N(τ) ∩ Xi(j) =
{(k, l,m)τ, (k,m, l)τ | 1 ≤ k < l < m ≤ n, k, l,m 6= j}, and N(τ) ∩ Xi(ℓ) =
{(ℓ, j, k)τ | 1 ≤ k ≤ n, k 6= ℓ, j} for each ℓ 6= j. This implies that τ has 2
(
n−1
3
)
neighbors in Xi(j), and n − 2 neighbors in Xi(ℓ) for each ℓ 6= j. Thus Π is an
equitable partition of CAGn with divisor matrix
BΠ =


2
(
n−1
3
)
n− 2 n− 2 · · · n− 2
n− 2 2
(
n−1
3
)
n− 2 · · · n− 2
n− 2 n− 2 2
(
n−1
3
)
· · · n− 2
...
...
...
. . .
...
n− 2 n− 2 n− 2 · · · 2
(
n−1
3
)


Xi(1)
Xi(2)
Xi(3)
...
Xi(n)
.
It is easy to see that BΠ has eigenvalues 2
(
n
3
)
and 1
3
n(n− 2)(n− 4), where the first
one is of multiplicity 1 having the all ones vector 1 as its eigenvector, and the second
one is of multiplicity n − 1 having each vector orthogonal to 1 as an eigenvector.
Again by Lemma 2.1, we have
Lemma 3.3. Let CAGn be the complete alternating group graph with n ≥ 3. Then
CAGn has eigenvalues 2
(
n
3
)
and 1
3
n(n− 2)(n− 4) (with multiplicity at least n− 1).
Moreover, if f is an eigenvector of CAGn corresponding to any other eigenvalue,
then for all i, j ∈ {1, 2, . . . , n}, we have∑
x∈Xi(j)
f(x) = 0,
where Xi(j) is defined in (3).
Now we prove the main result of this section.
Theorem 3.4. Let CAGn be the complete alternating group graph with n ≥ 3.
Then the two largest eigenvalues of CAGn are λ1(CAGn) = 2
(
n
3
)
and λ2(CAGn) =
1
3
n(n− 2)(n− 4).
Proof. Clearly, we have λ1(CAGn) = 2
(
n
3
)
because CAGn is 2
(
n
3
)
-regular. We
shall prove λ2(CAGn) =
1
3
n(n − 2)(n − 4) by induction on n. For n = 3, we have
λ2(CAG3) = λ2(K3) = −1, as required. Now suppose n ≥ 4. Assume that the
result holds for n − 1, i.e., λ2(CAGn−1) =
1
3
(n − 1)(n − 3)(n − 5). Let λ be any
eigenvalue of CAGn that is not equal to 2
(
n
3
)
or 1
3
n(n − 2)(n − 4), and pick any
eigenvector f of CAGn corresponding to λ. Again, the vector f must sum to zero
on Xi(j) for all i, j according to Lemma 3.3. We partition the vertex set of CAGn
as An = X1(1) ∪X2(1) ∪ · · · ∪Xn(1). Let E1 = {{τ, σ} ∈ E(CAGn) | τ1 6= σ1} and
Ei2 = {{τ, σ} ∈ E(CAGn) | τ1 = σ1 = i} for 1 ≤ i ≤ n. Then E1∪E
1
2 ∪E
2
2 ∪· · ·∪E
n
2
is a partition of E(CAGn). As in the proof of Theorem 3.2, we see that E1 is exactly
the set of edges of the extended alternating group graph EAGn = Cay(An, T2) with
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T2 = {(1, k, l), (1, l, k) | 2 ≤ k < l ≤ n}, and for each i, E
i
2 is exactly the set of edges
of the induced subgraph of CAGn on Xi(1) which is also isomorphic to CAGn−1.
Then we have
λ =
fTA(CAGn)f
fTf
=
2
∑
{x,y}∈E(CAGn)
f(x)f(y)∑
x∈An
f(x)2
=
2
∑
{x,y}∈E1
f(x)f(y)∑
x∈An
f(x)2
+
∑n
i=1 2
∑
{x,y}∈Ei
2
f(x)f(y)∑
x∈An
f(x)2
.
For the first term, since f is orthogonal to the all ones vector 1, we have
2
∑
{x,y}∈E1
f(x)f(y)∑
x∈An
f(x)2
≤ max
g⊥1
gTA(EAGn)g
gTg
= λ2(EAGn).
For the second term, we have∑n
i=1 2
∑
{x,y}∈Ei
2
f(x)f(y)∑
x∈An
f(x)2
=
∑n
i=1 2
∑
{x,y}∈E(CAGn[Xi(1)])
f(x)f(y)∑n
i=1
∑
x∈Xi(1)
f(x)2
≤ max
1≤i≤n
2
∑
{x,y}∈E(CAGn[Xi(1)])
f(x)f(y)∑
x∈Xi(1)
f(x)2
≤ λ2(CAGn−1),
where the last inequality follows from the fact
∑
x∈Xi(1)
f(x) = 0 for each i according
to Lemma 3.1. Combining above two bounds, we conclude that
λ ≤ λ2(EAGn)+λ2(CAGn−1) = n
2−5n+5+
1
3
(n−1)(n−3)(n−5) =
1
3
n(n−2)(n−4)
by Theorem 3.2. Hence λ2(EAGn) =
1
3
n(n− 2)(n− 4), as required.
At the end of this paper, we pose the following problem.
Problem 1. How to determine all distinct eigenvalues (with multiplicities) of AGn,
EAGn and CAGn?
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