In this paper, we study semistructured data and indexes preserving inclusion constraints. A semistructured datum is modelled by multi-rooted edge-labeled directed graphs. We consider regular path queries and inclusion constraints other these data. These constraints are binary relations over regular path expressions q and r, and are interpreted on a datum as "for this datum, the answer to query q is included in the answer to query r". We study how to represent inclusion constraints that are common to several data. Our work is based on two existing indexes: dataguide and 1index. Given a set of data S, we extract from the dataguide of S a finite set C(S) of (finite) inclusion constraints such that an inclusion constraint is satisfied by a datum of S if and only if it is implied by C(S). We use 1-index which are covering indexes preserving inclusion constraints. Experiments compare the different ways of using the 1-index to index a set of data.
Introduction
A semistructured datum is a datum which structure is unknown but can be inferred from the datum. An XML document (with or without references) and HTML pages (with hyper-links) are examples of semistructured datum. So a semistructured datum is heterogeneous, complex and does not own a fixed schema like relational data. In this article, we see semistructured data as multi-rooted edge-labeled directed graphs. A presentation of this model and an overview of works done in this context can be found in [1] . There are many ways to query a semistructured datum. We consider queries based on the paths appearing in the datum: we use the labels of the datum to form paths and to navigate in the datum. A regular query is a regular expression on the alphabet of labels appearing in the datum. The result of the regular query q is the set of nodes reached from the root(s) by the paths labeled by any word u of q. By extension, this word u is called label path. If S is a set of data then querying S consists in querying each datum of S and computing the union of the solutions. For example, figure 1 shows a set S with two data. author, journal.article, are label paths of the set S. The regular expression author.co-author * is a regular query whose result on first datum is {1, 2, 3, 5} and whose result on the second one is {103, 105}. So the result of q on S is the set {1, 2, 3, 5, 103, 105}. Let us note that there is no difference, in the query point of view, between a set S and the datum < N S , R S , T S > defined by: the set of nodes N S is the union of the sets of nodes of the datum in S (we suppose, without loss of generality, that two different data have no common nodes), the set of roots R S is the union of all the roots of the data of S, and the set of edges T S is the union of the set of edges of Some integrity constraints found in object-oriented databases and also common in semistructured data can be expressed with path constraints. Here, we consider path inclusions. A path inclusion constraint is written p q where p and q are regular queries, and means that the set of nodes result of p is included in the set of nodes result of q. Continuing the example, since the result of journal.article.writtenBy is {2, 3, 103, 105} and the result of author is {1, 2, 3, 103, 105} the path inclusion constraint journal.article.writtenBy author is satisfied by any datum of S. These constraints have been introduced by S. Abiteboul and V. Vianu in [2] and some works on path constraints can be found, for instance, in [4] , [6] [5], [12] or [3] . Indexing one datum is a well known problem: see for example the dataguides [11] , perfect indexes [15] , 1indexes [14] , A(k)-indexes [13] , D(k)-indexes [7] . In this paper we study how to index a set of data S (figure 2) such that:
1. The index is a covering index i.e. any query can be evaluated from the index alone, without consulting the set of data.
2. The index is a multi-rooted graph which satisfies a path inclusion constraint p q if and only if any datum D of the set S models the constraint p q.
3. The index can be efficiently computed.
As far as we know, item 2 has never been studied. Items 1 and 3 are well known problems in semistructured database community and we propose to use index for one datum in order to index a set of data. There are two possibilities to do this transformation. One can compute:
1. The union of the indexes of each datum denoted by U-index(S) 2. The index of the set S considered as one datum, denoted by index(S)
In this paper we use dataguide [11] to index a set of data. In particular we propose a variant of dataguide which models the word inclusion constraints satisfied by any datum and we can extract from it a set of constraints C(S) such that C(S) |= p q if and only if ∀D ∈ S D |= p q. In this case the extraction algorithm produces the same result for U-index(S) as for index(S).
In a second part we use the 1-index [14] . We prove that, for any set S of data, U-index(S) and 1-index(S) model an inclusion constraint if and only if this constraint is satisfied by any datum of S. Moreover, we prove that 1-index(S) is always smaller than U-index(S). We made some experiments in order to check whether the size of 1-index(S) is significantly smaller than the size of U-index(S). On the other hand, the U-index(S) seams to be more adapted when one does not want to query S but only a subset S of S. Other experiments study the link between the fraction size of S w.r.t. size of S and the time save (lost) by querying S with 1-index(S) rather than U-index(S).
Dataguide
R. Goldman and J. Widom have introduced the notion of (strong) dataguide in [11] in order to index the paths of a datum. The strong dataguide SD(D) of a datum D is a datum such that 1. Every label path of D occurs exactly once in SD(D).
Every label path of SD(D)
is a label path of D.
For any label path p, L
denotes the set of the label paths in D that have the same result as
A datum D can be seen as a word automaton considering each node as a terminal state and each root as an initial state. It follows, from automata theory, that the strong dataguide SD(D) is the deterministic automaton obtained by the well known subset construction applied on datum D. Then R. Goldman and J. Widom directly obtain that SD(D) is a covering index of D and its number of nodes can be exponentially bigger than the number of nodes of datum D. Figure 3 shows a datum that satisfies a b whereas the dataguide (on right hand side of the figure and without the dot lines) does not satisfy this constraint. It follows that the strong dataguide does not preserve path inclusion constraints. Nevertheless, this constraint is not completely lost
In spite of those two problems (size, constraints), the strong dataguide has good properties allowing to obtain all inclusion constraints which are present in a datum :
On one hand, thanks to the subset construction, any node s in a strong dataguide SD(D) of a datum D can be seen as a set s(D) of nodes of D. Let u and v be two words such that result SD(D) 
In order to capture any word inclusion present in D, we define the saturated strong dataguide using a saturation operator quite similar to the saturation operator defined in [10] : let D be a datum and SD(D) =< N, {r}, T > its strong dataguide, the saturated strong dataguide SD s (D) is the datum < N, I , T > where
Then for any label paths u and v, and for any set of data S, we get : [14] another indexation method in order to limit the size of the index. This method merges nodes that are equivalent (i.e. not distinguishable from the query point of view). If n is a node of a datum D, let L n (D) be the set of the label paths from some root node to n. Then, they define an equivalence relation on nodes by:
and the index is the quotient of the datum by this relation. It is obvious that this index is covering and is smaller than the initial datum. But the construction of the index is very expensive since computing the equivalence classes is a PSPACE-complete problem ( [17] ). To tackle this construction cost, T. Milo and D. Suciu consider refinements i.e. equivalence relations ≈ on nodes s.t. n ≈ n implies that n ≡ n . Two nodes n and n are backward bisimilar (n ≡ b n ) if there exists a backward bisimulation ∼ s.t. n ∼ n . As ≡ b is a refinement of ≡ for any node n in the datum, L n (D) = L [n] (1-index(D)). T. Milo and D. Suciu have established in [14] that the 1-index is a covering index, and D and 1-index(D) have the same strong dataguide. We deduce from this remark that C(S) the set of constraints extracted from S is equal to C(1-index(S)) the set of constraints extracted from 1-index(S). This proves that the following properties are equivalent: 
Figure 5. Experiments on the movies base
We can compare 1-index(S) and U-index(S) on two criteria: their sizes and the time used to answer queries. For this second criterion, another interesting problem is to evaluate a query on a subset of data. Concerning the size, we can prove that for any set S, size(S) ≥ size(U-index(S)) ≥ size(1-index(S)). Indeed two nodes merged in U-index(S) are also merged in 1-index(S). As we consider data which belong to the same set, we can imagine that they are similar and that many nodes of different data are backward bisimilar. In this case, the size of 1-index(S) should be significantly smaller than the size of U-index(S). This is confirmed by the experiments presented figure 5 , where x-axis corresponds to the size of S (i.e. the number n of data) and y-axis corresponds to percent of the data set size. Let us note that the authors of [13] have established by experiments that the size of the 1-index should be 45% of the size of the datum. Concerning the time, there exists a O(|D| × |q|) algorithm for answering to a query q on a document D. So if we compare the time complexity using 1-index and U-index, we will get the same conclusion than for the space complexity. But what about querying a subset S' of S ? In this case, we compare the two following methods: first, query the 1index(S) and then project the result on S ; second, query a sub part of U-index(S) denoted U-index(S ). We know that the time needed to answer q using 1-index(S) is independent of S since querying 1-index(S) does not depend on S and projecting the result on S need to map any node of result 1-index(S) (q). On the opposite side, the algorithm which uses U-index(S) depends on S : if S is reduced to one datum, then U-index(S') is always faster but if S is equal to S then 1-index(S) is faster. So the answer to the question depends on the fraction: size of S' size of S . This leads to the following experiment: for a given query q, a given set of datum S = {D i , 1 ≤ i ≤ n}, we construct all the sets S j = {D i , 1 ≤ i ≤ j} and we query S and S j with q for any j. The result of the experiment is presented figure 6 where the x-axis corresponds to the number n of data and the y-axis corresponds to the time save experiments have been done with QRIC [8] .
Data set 1
We consider a set of XML data (with references) about the movies produced in 1966 (figure 4 presents a part of the base). This base is produced from The International Movie Database. As seen in figure 4 the data look similar but have some differences. In particular the number of actors is different and sometimes there is no actor (the field is missing) and it has some consequences on the 1-index. For example nodes 8 and 13 cannot be merged since the label path movie.cast.author.playIn reaches node 8 and not node 13. Nevertheless figure 5 shows that the size of the U-index of any movie datum is 41% of the size of the datum whereas the size of the 1-index of the set is smaller. Moreover it seems that, if the set is big enough, the 1-index becomes constant. Indeed when all particular cases are stored in the 1-index, this one does not grow up anymore. Figure 6 (line movies) shows that we can index all the data of S together without loss of efficiency even if we query a subset S of S.
Data set 2
We made some experiments on set of journal data (see figure 1 ). We use ToXgene [18] to generate a random set of data such that two different data have very similar 1-indexes. So we obtain very good results as shown in figure 6 (line journal). Figure 2 shows another kind of data: a set in which each datum represents a library. Each member of this library has some opinion (love, like, dislike, notFinish) about some books and the books are borrowed (or reserved) by zero or one member. As before we use ToXgene [18] to generate a set of data. Our experiments show that the 1-index is about 58% the size of the datum ( figure 7) . Unfortunately, this size is not much smaller than the size of U-index. Indeed we establish, by experiments, that size(U-index(S)) ∼ size(1-index(S)) ( figure 7 ). Since there are many different possible cycles in those data (e.g. any path cycle which belongs to L(((love + like + dislike + notFinish).(borrowBy + reserveBy)) * ), there are figure 2 has a cycle based on the path borrowBy.love whereas the other datum has a cycle based on the path borrowBy.like. Let S j be a strict subset of S. Our experiments show that, since size(U-index(S j )) is always smaller than 1-index(S), it is always faster to query S j by separately indexing each datum ( figure 7 ).
Data set 3

Conclusion
In this paper we study the connection between index and path inclusion constraints. More precisely we want, from a set of data S, to compute efficiently a covering index which preserves the path inclusion constraints modelled by any datum of S. As we can extract from the dataguide a finite set of constraints C(S) s.t. C(S) models p q iff p q is modelled by S, we prove that the 1-index satisfies our criterion. Moreover, we already know that the size of U-index(S) is always bigger than the size of 1-index(S). Our experiments show that we can save a lot of space (and time) when adding a new element to S does not change the 1-index(S). But even if we consider similar data, 1-index(S) and U-index(S) may look similar and may have the same size. In this case, it is better to use U-index to query a subset of S. Future work There already exist algorithms ( [19] ) to update the 1-index (adding or deleting nodes). Our future work will focus on this topic: how can we update the 1index when we add (remove) one or more data?
