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Re´sume´ : Nous expliquons dans cet article un lien entre les travaux de Kontsevich sur la
quantification formelle des varie´te´s de Poisson et la conjecture combinatoire de Kashiwara-
Vergne.
Abstract : We explain a connection between the combinatorial Kashiwara-Vergne conjecture
and the Kontsevich formula for quantization of Poisson manifolds.
AMS Classification : 17B, 22E, 53D55
1 Introduction
1.1 La conjecture combinatoire de Kashiwara-Vergne
Soit g une alge`bre de Lie de dimension finie sur IR. Notons exp(x) l’image de x ∈ g par
l’application exponentielle et nous noterons en ge´ne´ral Z(x, y) la se´rie de Campbell-Hausdorff
de´finie par Z(x, y) = log(exp(x) exp(y)). Dans tout ce qui suit nous travaillons au niveau des
se´ries formelles mais des arguments e´le´mentaires montrent que toutes les se´ries formelles que
nous manipulons sont convergentes dans un voisinage proche de 0.
La conjecture combinatoire de Kashiwara-Vergne [KV] s’e´nonce de la manie`re suivante. Il
existe des se´ries F (x, y) et G(x, y) sur g⊕ g sans terme constant et a` valeurs dans g telles que
l’on ait
x+ y − log(exp(x) exp(y)) = (exp(adx)− 1)F (x, y) + (1− exp(ady))G(x, y) (1)
et telle que l’identite´ suivante soit ve´rifie´e
trg(adx∂xF + ady∂yG) =
1
2
trg(
adx
exp(adx)− 1
+
ady
exp(ady)− 1
−
adZ
exp(adZ)− 1
− 1). (2)
Cette conjecture combinatoire est de´montre´e dans l’article de Kashiwara-Vergne [KV] pour
les alge`bres de Lie re´solubles. Elle fut de´montre´e pour sl(2) par Rouvie`re [Rou1] et re´cemment
par M. Vergne [Ve] dans le cas quadratique (on rappelle que quadratique veut dire qu’il existe
une forme biline´aire invariante et non de´ge´ne´re´e, mais on ne suppose pas que c’est la forme de
Killing !). Il existe une conjecture analogue dans le cas des espaces syme´triques [Rou2], [Rou3],
[Rou4], [Rou5].
Cette e´galite´ sur les traces peut sembler e´trange mais elle est une conse´quence naturelle de
l’inte´gration par partie. Expliquons un peu tout ceci ce qui motivera le lecteur. Dans l’article de
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Kashiwara-Vergne une ide´e de base est de conside´rer la de´formation naturelle de l’alge`bre de Lie
g qui consiste a` de´former le crochet [x, y] en t[x, y]. Par exemple la se´rie de Campbell-Hausdorff
est change´e en Zt(x, y) =
1
tZ(tx, ty).
On de´duit facilement de l’e´quation (1) et de la formule de la diffe´rentielle de l’application
exponentielle que l’on a une e´quation diffe´rentielle de la forme
∂
∂t
Zt(x, y) = [x, Ft(x, y))] · ∂xZt + [y,Gt(x, y))] · ∂yZt (3)
ou` on a note´ Ft(x, y) =
1
tF (tx, ty).
Suite aux travaux de Dixmier-Kirillov-Duflo on apprend que l’analyse sur les groupes et
alge`bres de Lie ne porte pas sur les fonctions mais sur les demi-densite´s. On sait aussi depuis
Harish-Chandra que l’objectif est de ramener par l’application exponentielle l’analyse sur les
groupes a` l’analyse sur les alge`bres de Lie. Dans ce contexte la racine carre´e du jacobien de
l’application exponentielle intervient ine´vitablement. Notons comme a` l’habitude par j(x) la
fonction detg(
(1−exp(−adx)
adx ) et par q(x) la fonction detg(
sinh(adx/2)
adx/2 ). L’e´cart en ces deux fonctions
n’est pas significatif dans cet article.
Il est bien connu que l’on a la formule suivante [KV]
j−1/2(tx)
∂
∂t
j1/2(tx) =
1
2
trg(
adx
exp(tadx)− 1
−
1
t
). (4)
On sait aussi depuis longtemps qu’il ne faut pas conside´rer les distributions comme un
module a` gauche sur les ope´rateurs diffe´rentiels mais comme un module a` droite. Remarquons
que ceci est bien connu des analystes alge´briques. Un des buts de l’article de Kashiwara-Vergne
e´tait de de´montrer que le produit de convolution se transporte par l’application exponentielle
quand on se restreint a` des distributions invariantes. Cette conjecture est de´montre´e dans sa
totalite´ dans l’article [AST] (qui fait suite a` [ADS]) en utilisant les me´thodes de Kontsevich. On
peut conside´rer cet article comme une suite naturelle de [AST]. Plus pre´cise´ment il s’agissait
de montrer que si u et v sont deux distributions invariantes au voisinage de 0 dans g ve´rifiant
une certaine condition de support afin d’assurer un sens a` la convolution, on avait la formule
suivante
∫
u(x)v(y)
j1/2(x)j1/2(y)
j1/2(Z(x, y))
f(Z(x, y))dxdy =
∫
u(x)v(y)f(x+ y)dxdy (5)
pour f une fonction C∞ dans un voisinage de 0. Cette formule est de´montre´e dans [AST]. La
strate´gie initie´e dans Kashiwara-Vergne e´tait de tenir compte de la de´formation en le parame`tre
t et de de´montrer que l’on avait la formule pour tout t
∫
u(x)v(y)
j1/2(tx)j1/2(ty)
j1/2(tZt(x, y))
f(Zt(x, y))dxdy =
∫
u(x)v(y)f(x+ y)dxdy. (6)
L’ide´e est maintenant simple, il suffit de dire que la de´pendance en t est triviale, c’est a` dire que
la de´rive´e par rapport a` t est nulle.
Calculons cette de´rive´e comme dans [KV]. Notons D(tx, ty) la fonction de densite´
j1/2(tx)j1/2(ty)
j1/2(tZt(x, y))
.
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On peut remplacer j par q dans cette formule, la fonction de densite´ reste la meˆme. On a
facilement compte tenu des e´quations (3) et (4)
∂
∂t
D(tx, ty) =
1
2
trg(
adx
exp(tadx)− 1
+
ady
exp(tady)− 1
−
adZt(x, y)
exp(tadZt(x, y)) − 1
−
1
t
)D(tx, ty)+
[x, Ft(x, y))] · ∂xD(tx, ty) + [y,Gt(x, y))] · ∂yD(tx, ty). (7)
Pour simplifier on va noter
T (x, y) =
1
2
trg(
adx
exp(adx)− 1
+
ady
exp(ady)− 1
−
adZ(x, y)
exp(adZ(x, y))− 1
− 1). (8)
Par conse´quent le terme qui apparaˆıt en (7) est 1tT (tx, ty). Ce calcul se justifie comme suit. Le
premier terme re´sulte de la de´rive´e par rapport a` t dans les termes j1/2(t·) et le second terme
re´sulte de la de´rive´e en t dans Zt. Plus pre´cise´ment compte tenu de (3) il vient que pour toute
fonction φ on a
∂
∂t
φ(Zt(x, y)) = [x, Ft(x, y))] · ∂xφ(Zt(x, y)) + [y,Gt(x, y))] · ∂yφ(Zt(x, y) (9)
Le champ de vecteur [x, Ft(x, y))] · ∂x + [y, Ft(x, y))] · ∂y agit trivialement sur la fonction
j1/2(tx)j1/2(ty) car cette dernie`re est invariante en chaque variable sous l’action adjointe par
conse´quent la de´rive´e du terme en Zt s’e´crit bien comme annonce´e.
On peut maintenant terminer le calcul de la de´rive´e dans (6). Il vient
∂
∂t
(D(tx, ty)f(Zt(x, y))) =
[x, Ft(x, y))] · ∂x(D(tx, ty)f(Zt(x, y))) + [y,Gt(x, y))] · ∂y(D(tx, ty)f(Zt(x, y)))+
1
t
T (tx, ty)D(tx, ty)f(Zt(x, y)).
On est donc amene´ a` calculer l’action a` droite sur la distribution u(x)v(y) du champ de vecteur
[x, Ft(x, y))] · ∂x + [y, Ft(x, y))] · ∂y. Compte tenu de l’invariance de cette distribution on a
u(x)v(y)([x, Ft(x, y))] · ∂x + [y, Ft(x, y))] · ∂y) = −u(x)v(y)trg(adx∂xFt(x, y) + ady∂yGt(x, y)).
(10)
Pour conclure au transport de la convolution dans (5) il suffit de demander que l’on ait
1
t
T (tx, ty)− trg(adx∂xFt(x, y) + ady∂yGt(x, y)) = 0. (11)
La conjecture combinatoire de Kashiwara-Vergne est pre´cise´ment cette e´galite´.
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1.2 De´formation de Kontsevich et re´sultats
Dans son article fondamental M. Kontsevich [Ko] introduit pour les varie´te´s de Poisson
une de´formation formelle. Applique´e au cas du dual d’une alge`bre de Lie on retrouve comme
de´formation de l’alge`bre syme´trique le star produit de Duflo, a` savoir la syme´trisation modifie´e
par l’ope´rateur ∂(q1/2). D’une certaine manie`re on peut penser que l’on a rien de neuf. Toutefois
le point inte´ressant est que les cœfficients apparaissant dans la formule de Campbell-Hausdorff se
calculent a` l’aide d’inte´grales explicites. Compte tenu de la flexibilite´ naturelle de ces inte´grales
et de l’argument d’homotopie explique´ dans Kontsevich et repris dans [ADS], [AST] et [MT], on
peut penser qu’il existe une version “a` la Kontsevich” de la conjecture combinatoire.
Expliquons notre strate´gie dans cette introduction.
En examinant la de´monstration de Kashiwara-Vergne on s’aperc¸oit que le parame`tre de
de´formation cre´e une de´pendance en t de la formule de Campbell-Hausdorff note´e Zt. L’e´quation
(3) relie la diffe´rentielle en t de Zt a` l’action d’un champ de vecteur. La formule (7) donne la
de´rive´e en t de la fonction de densite´ Dt(x, y) = D(tx, ty).
D’une certaine manie`re on pourrait dire que la conjecture de Kashiwara-Vergne est faite
pour que l’on ait l’e´quation
∂
∂t
Dt(x, y) = trg(adx∂xFt+ady∂yGt)Dt(x, y)+[x, Ft(x, y))]·∂xDt(x, y)+[y,Gt(x, y))]·∂yDt(x, y)
(12)
puisque l’autre e´quation
∂
∂t
f(Zt(x, y)) = [x, Ft(x, y))] · ∂xf(Zt(x, y)) + [y,Gt(x, y))] · ∂yf(Zt(x, y)) (13)
re´sulte automatiquement de l’e´quation
∂
∂t
Zt(x, y) = [x, Ft(x, y))] · ∂xZt(x, y) + [y,Gt(x, y))] · ∂yZt(x, y). (14)
Le proble`me cousin de Kashiwara-Vergne est donc celui-ci. Existe-t-il une autre de´formation
de la formule de Campbell-Hausdorff telle que les e´quations (14) et (12) soient ve´rifie´es ? On
remarquera alors que ce re´sultat entraˆıne aussi que l’exponentielle transporte la convolution des
distributions invariantes. En effet des e´quations (14) et (12) on de´duit que l’on a
∂
∂t
(Dt(x, y)f(Zt(x, y))) =
[x, Ft(x, y))] · ∂x(Dt(x, y)f(Zt(x, y))) + [y,Gt(x, y))] · ∂y(Dt(x, y)f(Zt(x, y)))+
trg(adx∂xFt + ady∂yGt)Dt(x, y)f(Zt(x, y)). (15)
Comme pre´ce´demment, applique´e a` des distributions invariantes u(x)v(y) l’e´quation (10) assur-
era que le membre de gauche dans (6) sera inde´pendant de t.
On peut maintenant e´noncer notre the´ore`me. On note C2,0 la varie´te´ de configuration de
deux points ae´riens dans le demi-plan de Poincare´ (on reviendra sur cette varie´te´ introduite par
Kontsevich dans les paragraphes suivants).
The´ore`me : Il existe une de´formation Zξ(x, y) de la formule de Campbell-Hausdorff Z(x, y)
de´pendant d’un parame`tre ξ ∈ C2,0, une de´formation Dξ(x, y) de la fonction de densite´ D(x, y).
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Il existe des 1-formes diffe´rentielles en ξ de´pendant de manie`re analytique de (x, y) (dans un
voisinage de 0) a` valeurs dans g, on les note ΩF (ξ, x, y) et ΩG(ξ, x, y). Les e´galite´s suivantes
sont alors ve´rifie´es
dZξ(x, y) = [x,ΩF (ξ, x, y)] · ∂xZξ(x, y) + [y,ΩG(ξ, x, y)] · ∂yZξ(x, y)
et
dDξ(x, y) = trg(adx∂xΩF (ξ, x, y) + ady∂yΩG(ξ, x, y))Dξ(x, y)
+[x,ΩF (ξ, x, y)] · ∂xDξ(x, y) + [y,ΩG(ξ, x, y)] · ∂yDξ(x, y).
En appliquant ce the´ore`me le long d’un chemin reliant le coin de l’oeil a` l’iris (comme dans
[ADS]) on retrouve une de´formation de´pendant d’un parame`tre t comme dans Kashiwara-Vergne.
La conclusion est donc qu’il existe de nombreuses de´formations de la formule de Campbell-
Hausdorff qui fournissent automatiquement la condition des traces. Malheureusement ces de´formations
ne se font pas dans la cate´gorie des alge`bres de Lie, c’est a` dire que la fonction Zξ(x, y) n’est
pas la formule de Campbell-Hausdorff d’une alge`bre de Lie. En d’autres termes on n’a pas
Zξ(Zξ(x, y), w) = Zξ(x,Zξ(y,w)).
Comme corollaire de notre the´ore`me on obtient bien e´videmment que l’exponentielle transporte
la convolution des distributions invariantes (voir [KV], [ADS] et [AST] pour les conse´quences en
alge`bre et en analyse de ce the´ore`me).
2 Rappels sur la quantification de Kontsevich
Dans cette section on va rappeler rapidement la construction de M. Kontsevich pour la
quantification formelle des varie´te´s de Poisson lorsqu’on l’applique au cas des structures de
Poisson line´aires, c’est a` dire dans le cas du dual des alge`bres de Lie.
2.1 Espaces de configurations
On note par Cn,m l’espace des configurations de n points distincts dans le demi-plan de
Poincare´ (ce sont les points ae´riens) et m points distincts sur la droite re´elle (ce sont les points
terrestres), modulo l’action du groupe az + b (pour a ∈ IR+∗, b ∈ IR). Compte tenu de l’action
de ce groupe sur les points re´els, on peut identifier deux des points re´els aux points 0 et 1 (a`
condition que l’on ait m ≥ 2, sinon on peut identifier un des points ae´riens au complexe i). Dans
son article [Ko] M. Kontsevich construit des compactifications de ces varie´te´s note´es Cn,m. Ce
sont des varie´te´s a` coins de dimension 2n+m−2. Ces varie´te´s ne sont pas connexes pour m ≥ 2.
On notera par C
+
n,m la composante qui contient les configurations ou` les points terrestres sont
ordonne´s dans l’ordre croissant (ie on a 1 < 2 < · · · < m).
2.2 Graphes admissibles
La notion de graphes admissibles est maintenant bien e´tablie dans la litte´rature. En l’oc-
currence on notera Gn,2 les graphes avec n points de premie`re espe`ce et nume´rote´s 1, 2 · · · n
(points ae´riens) et 2 points de seconde espe`ce (points terrestres) nume´rote´s 1, 2. Les graphes qui
5
Iris de l’oeil
Fig. 1: L’oeil de Kontsevich C
+
2,0 et son chemin
interviennent dans le cas varie´te´s de Poisson, sont des graphes tels que de tout point ae´rien i
partent deux areˆtes nume´rote´es (eai , e
b
i ), mais il n’y a pas d’areˆtes qui bouclent et il n’y a pas
d’areˆtes doubles. On note EΓ l’ensemble des areˆtes du graphe Γ.
b
1 2
e3
e3
b
e2
a
e2e1
a
e1
b
1 2
3a
Fig. 2: Graphe admissible de type Lie
Dans le cas des alge`bres de Lie, chaque sommet de premie`re espe`ce ne peut recevoir qu’au plus
une areˆte : ce sont les graphes pertinents (relevant graphs) et on renvoie le lecteur a` l’article
[AST] pour une description pre´cise des graphes pertinents qui interviennent dans la formule
finale.
Quand on a un produit de Poisson disons α sur IRd, on peut alors associer a` tout graphe
admissible un ope´rateur bi-diffe´rentiel sur IRd comme explique´ dans [Ko]. On notera BΓ(f, g)
l’ope´rateur bidiffe´rentiel associe´ que l’on suppose agir sur les fonctions f et g. Expliquons par
souci de concision la formule. Sur chaque sommet ae´rien on met le crochet de Poisson et sur les
sommets terrestres on met les fonctions f et g. Chaque areˆte arrivant sur un sommet de´rive la
fonction associe´e au sommet. On multiplie les fonctions ainsi obtenues et on somme sur toutes
les possibilite´s. Concre`tement la formule est la suivante. Pour chaque areˆte e, on note par s(e)
le point ae´rien source (de´part) et par b(e) le point but (arrive´e). Dans la formule ci-dessous
I de´crit l’ensemble les applications de l’ensemble des areˆtes EΓ dans l’ensemble des indices de
coordonne´es {1, · · · d}.
BΓ,α(f, g) =
∑
I
[ n∏
k=1
(
∏
e∈EΓ,b(e)=k
∂I(e))α
I(ea
k
)I(eb
k
)
]
(
∏
e∈EΓ,b(e)=1
∂I(e))f(
∏
e∈EΓ,b(e)=2
∂I(e))g.
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2.3 Forme d’angles
Soient deux points distincts (p, q) dans le demi-plan de Poincare´ muni de la me´trique de
Lobachevsky. On note
φ(p, q) =
1
2i
log(
(q − p)(q − p)
(q − p)(q − p)
). (16)
C’est l’angle entre la ge´ode´sique (p,∞) et (p, q) ou` l’infini peut eˆtre vu comme l’infini sur la droite
re´elle. Quand on prend comme mode`le du demi-plan de Poincare´ le disque unite´ alors l’infini
en question est bien-suˆr le point manquant sur le cercle unite´. Ge´ome´triquement la ge´ode´sique
(p,∞) est tout simplement la demi-droite verticale issue de p.
φ
p
q
Fig. 3: Fonction d’angle
La fonction d’angle s’e´tend en une fonction re´gulie`re a` la compactification C2,0. Cette dernie`re
est pre´cise´ment de´crite dans l’article de Kontsevich, c’est le fameux “oeil”(figure [1]). On remar-
quera, mais c’est tautologique vu la construction des compactifications que lorsque les points
p, q s’approchent selon un angle θ, la fonction d’angle vaut pre´cise´ment cet angle. Lorsque p
s’approche de l’axe re´el, la fonction d’angle est nulle et lorsque c’est q qui s’approche de l’axe
re´el on obtient deux fois l’angle de demi-droite avec l’axe re´el.
Dans [Ko] il est explique´ que l’on peut prendre n’importe qu’elle fonction d’angle pour
peu qu’elle ve´rifie certaines proprie´te´s, mieux encore on peut meˆme pre´fe´rer une autre forme
diffe´rentielle [Ko2].
Bref, comme la fonction est re´gulie`re sur la compactification, on peut conside´rer sa diffe´rentielle
qui est alors une 1-forme sur C2,0.
2.4 Poids associe´ a` un graphe
Si Γ est un graphe dans Gn,2, alors toute areˆte e de´finit par restriction une fonction d’angle
note´e φe sur la varie´te´ C
+
n,2. Le produit ordonne´
ΩΓ =
∧
e∈EΓ
dφe (17)
est donc une 2n-forme sur C
+
n,2 qui est de dimension aussi 2n. Le poids associe´ sera donc
7
Paupière supérieure
q
p
Iris de l’oeil
l’ axe réel
θ
Paupière inférieure
Le point p s’approche de
Fig. 4: Valeur de la fonction d’angle le long de la paupie`re
wΓ =
1
(2π)2n
∫
C
+
n,2
ΩΓ. (18)
2.5 Formule de Quantification
Dans le cas des structures de Poisson sur IRd, la formule de Kontsevich s’e´crit en terme des
ingre´dients introduits de la fac¸on suivante. Pour f et g deux fonctions polynomiales sur IRd on
a
f ⋆h g = fg +
n=∞∑
n=1
hn
n!
∑
Γ∈Gn,2
wΓBΓ(f, g) (19)
avec h un parame`tre formel. Dans le cas des alge`bres de Lie l’ordre des ope´rateurs BΓ est
suffisamment croissant et la formule ci-dessus est en fait une somme finie. En faisant h = 1 ce
star produit ve´rifie pour f = x et g = y la relation souhaite´e
x ⋆ y − y ⋆ x = [x, y]
lorsque l’on prend pour crochet de Poisson la moitie´ du crochet de Lie.
3 La formule Campbell-Hausdorff
3.1 La formule Campbell-Hausdorff en termes de diagrammes
Comme dans [AST] ou [Ka] la formule de Kontsevich applique´e au cas des alge`bres de Lie
donne le re´sultat suivant. Tout graphe admissible pertinent se de´compose en produit de graphes
simples. Chaque graphe simple est soit de type Lie i.e. un graphe avec une seule racine et sans
roue (le graphe est un arbre comme dans la figure [2]) soit un graphe de type roue (ie une roue
tentaculaire comme dans la figure [5]).
Dans [AST] on a associe´ un symbole a` chaque graphe, on notera abusivement Γ(x, y) le
symbole associe´ au graphe Γ. Par exemple le symbole associe´ au graphe de la figure[ 2] est
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Γ(x, y) = [[x, [x, y]], y] et le symbole associe´ au graphe de la figure [5] est tr(adxad[x, y]adyady).
Le symbole est une fonction polynomiale de g× g dans S[g].
Lorsque le graphe est simple et de type Lie, alors Γ(x, y) est naturellement un e´le´ment de
l’alge`bre de Lie engendre´e par x et y.
Comme de´montre´ dans [Ka], la formule Campbell-Hausdorff s’e´crit pour x et y dans g
Z(x, y) = x+ y +
∑
Γ
wΓΓ(x, y) (20)
ou` la somme porte sur l’ensemble des graphes “ge´ome´triques” simples et de type Lie. Les
graphes qui contribuent de manie`re non triviale dans cette formule n’ont donc qu’une racine
et ne posse`dent pas de syme´tries. Par conse´quent les graphes nume´rote´s associe´s a` un graphe
ge´ome´trique sont au nombre de n!2n. Le terme n! disparaˆıt dans la formule finale car dans la
formule de Kontsevich (19) on avait un terme en 1/n! et le terme 2n disparaˆıt aussi car on prend
dans le cas des alge`bres de Lie pour crochet de Poisson 12 du crochet de Lie. Toutefois le symbole
Γ(x, y) est mal de´fini si le graphe n’est pas nume´rote´. Pour re´soudre ce proble`me il suffit de
remarquer que c’est aussi le cas pour le cœfficient wΓ et que les deux difficulte´s se compensent.
Fig. 5: Graphe simple de type Roue
3.2 Commentaires
Les symboles Γ(x, y) ne forment pas une base de l’alge`bre de Lie libre engendre´e par x et y,
par conse´quent il y a des redondances dans la formule, mais c’est aussi le cas quand on utilise
d’autres formules donnant Campbell-Hausdorff.
La nature des cœfficients wΓ reste myste´rieuse. Les termes associe´s aux produits du genre
[x, [x, [x, · · · , [x, y]]]] sont des nombres de Bernoulli comme tout le monde le sait, puisque ces
termes calculent la diffe´rentielle de l’application exponentielle. C’est aussi le cas pour les cœffi-
cients de Kontsevich comme remarque´ dans [Ka]. La diffe´rentielle de l’application exponentielle
vaut
1− exp(−adx)
adx
,
il vient que l’on a a` l’ordre 1 en y
Z(x, y) = x+
adx
1− exp(−adx)
· y. (21)
Par ailleurs il n’y a qu’une seule fac¸on d’e´crire un terme de type Lie ou` n’intervient qu’une
seule fois y. Ce point est essentiel, car il permet de conclure que les cœfficients wΓ sont aussi
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de Bernoulli. Ce n’est plus le cas pour les autres. On ne peut pas a priori affirmer que les
nombres wΓ sont tous rationnels et je ne sais pas si c’est le cas. Quand les graphes sont plus
ge´ne´raux on sait que ces nombres ne sont pas rationnels [Ko2]. La conclusion est que les termes
non rationnels se compensent a` cause de l’identite´ de Jacobi. En conse´quence on conside`re une
e´criture de Campbell-Hausdorff qui a le gros inconve´nient de n’eˆtre pas a priori une expression
rationnelle (bien-suˆr la somme peut se re´e´crire sous forme rationnelle !).
Compte tenu de cette remarque, on voit que la de´formation que l’on va proposer est largement
diffe´rente de celle propose´e dans Kashiwara-Vergne, qui restait rationnelle et dans la cate´gorie
des alge`bres de Lie.
3.3 Analyse des termes d’ordre 1 dans l’e´quation de Kashiwara-Vergne
Compte tenu de l’e´quation
∂
∂t
Zt(x, y) = [x, Ft(x, y))] · ∂xZt + [y,Gt(x, y))] · ∂yZt, (22)
d’ou` viennent les termes d’ordre 1 en y dans la de´rive´e ∂∂tZt(x, y) ?
Par syme´trie Kashiwara-Vergne montrent que l’on peut prendre
F (x, y) = G(−y,−x). On voit facilement que l’on a F (x, y) = 14y+· · · et G(x, y) = −
1
4x+· · ·.
Ecrivons pour simplifier a` l’ordre 1 en y
Z(x, y) = x+
adx
1− exp(−adx)
· y = x+
∑
n≥0
bnad
n(x)y. (23)
il vient
∂
∂t
Zt(x, y) =
∑
n≥1
ntn−1bnad
n(x)y (24)
Or le terme [x, Ft(x, y))]·∂xZt(x, y) contribue (a` l’ordre 1 en y toujours) comme [x, Ft(x, y))]·∂xx
c’est a` dire [x, Ft(x, y))] (car le terme en y est force´ment dans le crochet [x, Ft(x, y))]). Ecrivons
F (x, y) =
∑
dnt
nadn(x)y
avec d0 =
1
4 .
Le terme [y,Gt(x, y))] · ∂yZt(x, y) contribue comme
[y,−
1
4
x] · ∂y
∑
bnt
nadn(x)y =
∑ bntn
4
adn(x)[x, y].
On en de´duit la relation de re´currence
(n+ 1)bn+1 = dn +
bn
4
avec
b0 = 1, b1 =
1
2
, b2 =
1
12
, b3 = 0, b4 =
1
720
.
Il vient alors
d0 =
1
4
, d1 =
1
24
, d3 = −
1
48
, d4 = −
1
180
.
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La situation sera comme on va le voir beaucoup plus directe dans notre formule mais restera
quand meˆme dans cet esprit. Remarquons aussi que l’on a pu faire le calcul ci-dessus car il y a
unicite´ dans l’e´criture des e´le´ments de type Lie ne contenant qu’une seule fois y.
4 De´formation des cœfficients dans Campbell-Hausdorff
L’ide´e est tre`s simple. Au lieu de de´former le crochet de Lie comme dans Kashiwara-Vergne,
on va de´former les cœfficients. Ceci est possible et naturel dans la mesure ou` ces derniers se
calculent grace a` des inte´grales.
Plus pre´cise´ment, au lieu de prendre un graphe Γ dans Gn,2 prenons ce meˆme graphe
ge´ome´trique mais dans Gn+2,0. C’est l’argument de base de la de´formation homotopique dans
Kontsevich. On fixe donc un point ξ dans C
+
2,0 repre´sentant les points n+1, n+2. On peut alors
inte´grer la forme diffe´rentielle associe´e au nouveau graphe lorsqu’on suppose que le point ξ est
fixe. En terme simple, on inte`gre selon les n premiers points ce qui fait toujours 2n dimensions.
On pose alors wΓ(ξ) pour le re´sultat obtenu. Lorsque le point ξ vaut le point (0, 1) on retrouve
le cœfficient de Kontsevich. La de´pendance en ξ est re´gulie`re au sens des varie´te´s a` coins et on
dispose d’une majoration uniforme en ξ de ce cœfficient comme dans [ADS].
5
ξ
1
2
3
4
Fig. 6: Graphe associe´ a` une roue pure dans le demi-plan de Poincare´
Lorsque le point ξ est sur l’iris de l’oeil c’est a` dire que les deux points sont infiniment
proche selon un angle donne´, on trouve 0. En effet les seuls cœfficients non nuls seraient ceux
correspondant a` des roues de ve´lo (figure [6]) avec les rayons dirige´es vers le point ξ, mais
Shoikhet [Sh] a montre´ que ces termes sont aussi nuls dans le cas des alge`bres de Lie.
On dispose maintenant comme dans [ADS] d’une produit non associatif
f ⋆ξ g =
∑
n,Γ∈Gn,2
wΓ(ξ)
n!
BΓ(f, g) (25)
ou` on place la fonctions f en n+1 et la fonction g en n+2. La formule commence par le produit
fg si l’on admet que pour n = 0 le poids associe´ au graphe sans point ae´rien est 1, mais il est
plus commode d’e´crire
f ⋆ξ g = fg +
∑
n≥1,Γ∈Gn,2
wΓ(ξ)
n!
BΓ(f, g). (26)
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Par suite on dispose d’une de´formation de la formule de Campbell-Hausdorff
Zξ(x, y) = x+ y +
∑
Γ
wΓ(ξ)Γ(x, y) (27)
ou` la somme porte sur les graphes simples de type Lie c’est a` dire les graphes ge´ome´triques avec
une seule racine. Dans cette formule on n’a plus besoin de conside´rer des graphes nume´rote´s.
C’est ce que l’on a appele´ les graphes ge´ome´triques.
Compte tenu des re´sultats de Shoikhet on a Zξ∈Iris(x, y) = x+ y et Zξ=(0,1)(x, y) = Z(x, y).
Le point nouveau ici et c’est plus ou moins l’objet de cet article, c’est que ce nous allons
calculer directement la de´rive´e par rapport a` ξ. C’est naturel et c’est de manie`re indirecte ce
qui fut de´ja` fait dans [ADS] et [AST]. On va voir qu’il vient une e´quation diffe´rentielle.
4.1 Calcul de la de´rive´e
Lorsque l’on veut calculer la diffe´rentielle de wξ on e´crit wν − wξ et on fait tendre ν vers
ξ, ce qui revient a` prendre un chemin infinite´simal dans l’oeil de Kontsevich de ξ vers ν. Le
raisonnement de base fait de nombreuses fois est donc d’e´crire la formule de Stokes comme dans
[ADS] mais cette fois sur un chemin infinite´simal.
Les meˆmes types de composantes sont a` e´tudier. On ne doit regarder, pour des raisons de
dimension (voir [MT] pour une e´tude plus pre´cise sur le cup-produit), que les regroupements de
deux points ae´riens. En bref le calcul de la de´rive´e des cœfficients s’obtient en contractant les
areˆtes.
Toutefois lorsqu’on s’inte´resse a` la somme partielle
∑
Γ
wΓ(ξ)Γ(x, y)
ou` Γ est un graphe simple de type Lie avec n+ 2 sommets ae´riens dont 2 repre´sentent le point
ξ, il y aura une simplification a` cause de l’identite´ de Jacobi.
n+2Z
Z
Z
Z
1
2
3
n+1
Z
Fig. 7: Graphe type obtenu quand un point s’agglutine sur zn+1
De´crivons les diffe´rents termes significatifs qui apparaissent dans le calcul de la de´rive´e.
1. Lorsque deux points autres que (zn+1, zn+2) = ξ se rapprochent, l’identite´ de Jacobi montre
que la contribution de ce terme est nul. On remarquera ici que la nullite´ est duˆ a` l’identite´
de Jacobi pour les symboles Γ(x, y).
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2. Lorsque un point s’approche de zn+1 on obtient un graphe type comme a` la figure [7].
3. Lorsque un point s’approche de zn+2 on obtient une situation analogue.
Remarquons encore une fois qu’il y a d’autres composantes de bord (des points ae´riens
pourraient s’agglutiner sur l’axe re´el par exemple). mais celles-ci ne contribuent pas dans la
de´rive´e du cœfficient.
Il faut comprendre maintenant que les areˆtes issue de zn+1 ou arrivant sur zn+1 ou zn+2
contribuent pour la forme diffe´rentielle totale comme une de´rive´e sur ξ. L’areˆte issue de zn+1 va
sur la racine d’un sous graphe de type Lie (et simple force´ment). On va noter A ce sous-graphe
et on note B le graphe obtenu en enlevant le sous-graphe A et l’areˆte qui joint zn+1 a` A (voir
figure [8]). La forme associe´e au graphe type est une (2n− 2)-forme a` valeurs dans les 1-formes
en ξ. On peut donc inte´grer cette (2n − 2)-forme sur les configurations de n − 1 points dans le
demi-plan de Poincare´. On note wxA,B(ξ) la 1-forme obtenue apre`s inte´gration. L’exposant x est
la` pour rappeler qu’un point s’est agglutine´ sur zn+1 et qu’il y a une areˆte du point zn+1 vers la
racine de A. De manie`re analogue on laissera un exposant y dans le cas ou` un point s’agglutine
sur zn+2. La proposition cle´ est la suivante.
Proposition 1. On a wxA,B(ξ) = wB(ξ)w
x
A(ξ).
Preuve : Il faut remarquer d’abord que les graphes A et B sont inde´pendants, c’est a` dire que
les seuls sommets d’intersection sont les points zn+1, zn+2. Cela re´sulte de [AST] sur la nature
ge´ome´trique des graphes dans le cas des alge`bres de Lie.
Maintenant les termes qui contribuent pour la 1-forme en ξ proviennent soit de A soit de B.
Conside´rons une contribution issue de B, on garde alors une des areˆtes arrivant sur zn+1 ou zn+2
comme diffe´rentielle en ξ, ce qui montre qu’il va nous manquer une dimension pour inte´grer sur
les configurations des sommets de B. La conclusion est que pour les configurations des points
de B on inte`gre a` ξ constant, ce qui donne wB(ξ). Ce qui reste est alors le terme w
x
A(ξ) et qui
contient toute la partie diffe´rentielle en ξ.✷
n+2
B=
Z
Z
Z Z
2
n+2
n+1
1
A=
Z 3
Z
n+1
Z
Fig. 8: Le graphe type de la figure [7] se de´compose naturellement
Pre´cisons ici que wxA(ξ) est bien une 1-forme en ξ car il y a une areˆte de zn+1 vers la racine
du graphe A et que l’on inte`gre sur les configurations des sommets de A.
On regroupe maintenant tous les graphes simples Γ qui de´ge´ne`rent de la meˆme fac¸on et
contribuent comme wxA,B(ξ).
Comment sont-ils obtenus ?
Tout simplement en de´ployant les areˆtes de B qui arrivent sur zn+1. En effet si on de´ployait
une areˆte de A arrivant sur zn+1, soit le graphe obtenu ne serait pas simple (puisqu’il aurait
deux racines), soit le graphe aurait une roue ce qui est exclu.
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En examinant ce proce´de´ au niveau des symboles, on constate que la contribution dans la
somme partielle
∑
wxA,B(ξ)Γ(x, y) est pre´cise´ment
wxA,B(ξ)[x,A(x, y)] · ∂xB(x, y) (28)
On a un terme analogue portant sur y.
Notons ΩF (x, y) la 1-forme
∑
Aw
x
A(ξ)A(x, y) la somme portant sur les graphes ge´ome´triques
de type Lie et de manie`re analogue ΩG(x, y) =
∑
Aw
y
A(ξ)A(x, y) ( ces se´ries n’ont donc pas de
termes constants).
On peut maintenant e´noncer notre premier the´ore`me
The´ore`me 1. Les 1-formes ΩF et ΩG en ξ ∈ C2,0 sont donne´es par des se´ries (de type Lie)
convergentes a` valeurs dans g et ve´rifient
dZξ(x, y) = [x,ΩF (x, y)] · ∂xZξ(x, y) + [y,ΩG(x, y)] · ∂yZξ(x, y)
Preuve : Le fait que les se´ries soient convergentes en x et y dans un voisinage de 0 re´sulte
comme dans [ADS] ou [AST] de l’estimation des cœfficients (les formes a` inte´grer sont re´gulie`res
sur des varie´te´s a` bord compactes). Compte tenu de la proposition pre´ce´dente on a wxA,B(ξ) =
wB(ξ)w
x
A(ξ), vient alors
∑
A,B
wxA,B(ξ)[x,A(x, y)] · ∂xB(x, y) =
∑
A,B
wB(ξ)w
x
A(ξ)[x,A(x, y)] · ∂xB(x, y) =
[x,ΩF ] · ∂xZξ(x, y).
Par syme´trie on a le re´sultat souhaite´.✷
Remarque : Si γ : [0, 1] 7→ C2,0 est un chemin reliant le coin de l’oeil a` l’iris (cf figure [1]),
alors la fonction t 7→ Zγ(t)(x, y) est une de´formation de la formule de Campbell-Hausdorff. Les
cœfficients
∫
γ w
x
A ve´rifie les meˆmes majorations que dans [ADS] ce qui explique l’analycite´ en
(x, y) pour les formes ΩF (x, y) et ΩG(x, y)
4.2 Commentaires et exemples
4.2.1 Graphe de Bernoulli
Notre but est de faire ξ = (0, 1) dans l’e´quation diffe´rentielle obtenue dans le the´ore`me. On
aura alors Zξ=(0,1)(x, y) = Z(x, y).
Regardons ce que donne le calcul de la diffe´rentielle sur les cœfficients qui de´forment les nom-
bres de Bernoulli apparaissant dans le calcul a` l’ordre 1 en y. Rappelons que dans la de´formation
de Kashiwara-Vergne on avait de´forme´ ces nombres en les multipliant par tn.
La de´formation est donne´e par le graphe de la figure [9]. On note pour simplifier wn(ξ) le
cœfficient de´forme´.
Le long de la paupie`re supe´rieure de l’oeil c’est a` dire quand le point zn+1 est sur l’axe re´el,
le cœfficient ve´rifie une e´quation diffe´rentielle tre`s simple. En effet on a alors wn(ξ) = wn(θ)
avec θ l’angle entre 0 et zn+2. La de´rive´e est donc repre´sente´e par le graphe de la figure [10]. En
effet toutes les autres contractions d’areˆtes vont donner 0 car le point zn+1 reste sur l’axe re´el.
Seule intervient la contraction de l’areˆte qui joint zn a` zn+2.
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ZZ
n+1
1 2 3 4 n−1 n
n+2
Fig. 9: Graphe type Bernoulli de´forme´
0
1 2 3 4 n−1
Z
n+2
θ
Fig. 10: Graphe calculant w′n(θ)
Or la partie diffe´rentielle en θ provient de l’areˆte joignant 0 et zn+2 et qui repre´sente claire-
ment dθpi . Comme on l’a dit le reste des inte´grations se fait a` θ fixe, il vient donc
d
dθ
wn(θ) = −wn−1(θ)
dθ
π
.
Ceci est conforme au re´sultat de [Ka] qui montre qu’on a
wn(θ) =
(−1)n
n!
bn(
θ
π
)
et il est bien connu les polynoˆmes de Bernoulli bn(θ) ve´rifient
b′n(θ) = nbn−1(θ).
4.2.2 Contribution d’ordre 1 en y au point (0, 1)
En cherchant les termes d’ordre 1 en y dans dZξ(x, y) on trouve alors deux types de contri-
bution repre´sente´e par les graphes suivants qui sont clairement les seules fac¸ons de de´ge´ne´rer les
graphes associe´s au nombre de Bernoulli.
Le premier (figure [11]) correspond d’apre`s le the´ore`me 1 et la formule (28) a` un terme du
genre
[x, ad(x)n−1 · y]∂x(x),
c’est la de´rive´e le long de la paupie`re infe´rieure prise au point (0, 1). On prendra garde que
l’areˆte issue de 0 ne donne pas 0 car le point zn+1 s’approche de l’axe re´el mais pas force´ment
le long de l’axe re´el.
Le deuxie`me (figure [12]) correspond a` une contribution du genre
[y, x]∂y(ad(x)
n−1 · y)
15
12 3 n−1 n
0
Fig. 11: Graphe calculant la de´rive´e au point (0, 1) le long de la paupie`re infe´rieure
1
1 2 3 n−1
0
Fig. 12: Graphe calculant la de´rive´e au point (0, 1) le long de la paupie`re supe´rieure
qui est la de´rive´e le long de la paupie`re supe´rieure prise au point (0, 1).
On peut dire la chose suivante. La de´formation des cœfficients est la moyenne des de´formations
le long des paupie`res. La de´formation le long de la paupie`re supe´rieure est tout simplement la
de´formation des nombres de Bernoulli en les polynoˆmes de Bernoulli, l’autre de´formation reste
encore myste´rieuse.
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Fig. 13: Graphe de base
Un calcul a` la main, montre que si on normalise nos calculs tel que le graphe de la figure [13]
corresponde a` −1, alors la de´rive´e correspondant au graphe de la figure [14] vaut 1/4.
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Fig. 14: Exemple de calcul de la de´rive´e
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Toutefois ce calcul semble montrer que la de´formation que nous proposons est diffe´rente au
point (0, 1) de celle de Kashiwara-Vergne. En effet la diffe´rentielle dZξ en ce point n’a pas le
meˆme de´veloppement que
dZt(x, y)
dt
pour t = 1.
4.2.3 Autre exemple de calcul des cœfficients
L’argument d’homotopie infinite´simal que nous avons utilise´ pour e´tablir d’e´quation diffe´rentielle
ve´rifie´e par la formule Campbell-Hausdorff, est clairement une application de la formule de
Stokes. Nous expliquons maintenant une proce´dure pour calculer certains cœfficients associe´s a`
un graphe admissible Γ ∈ Gn,2. Nous renvoyons le lecteur a` un prochain article dans lequel nous
de´velopperons cette technique concernant les poids associe´s a` des graphes pertinents.
La proce´dure est la suivante. Ajoutons une areˆtes au graphe. On a donc ajoute´ un point
ae´rien et une areˆte. Il y a un e´cart d’une dimension entre la varie´te´ d’inte´gration et la forme
diffe´rentielle associe´e au graphe. Appliquons la formule de Stokes pour ce graphe Γ˜. On a alors
la formule ∫
C
+
n+1,2
dΩΓ˜ =
∫
∂C
+
n+1,2
ΩΓ˜. (29)
Cela revient a` e´crire que la somme des cœfficients associe´s aux graphes obtenus par contrac-
tion d’une areˆte est nulle. On obtient alors en ge´ne´ral une relation non triviale entre cœfficients.
Une autre me´thode consisterait a` ajouter un point terrestre et a` de´placer certaines areˆtes
arrivant sur 0 par exemple vers ce point. On utilise alors la formule de Stokes, mais on prendra
garde qu’il faut dans ce cas bien e´tudier la contribution de toutes les composantes de bord en
particulier celles qui correspondent aux regroupement de point ae´riens sur l’axe re´el (voir [MT]
pour plus de de´tails) et il faut suivre aussi les orientations des faces (voir [AMM] pour des
explications de´taille´es). Illustrons ceci par un exemple donne´ a` la figure [15].
2
=
1
1
0
2
3 4
1 43 1 3 4
2
3 4
Fig. 15: Utilisation de Stokes dans le calcul des poids
On retrouve alors l’identite´ 1/6 + 1/12 − (1/2)2 = 0, car le diagramme avec un point ae´rien
et 3 areˆtes vaut 1/3! = 1/6.
4.3 La de´formation Zξ et Campbell-Hausdorff
Comme on l’a annonce´ en introduction, notre de´formation n’est pas associative en ge´ne´ral,
c’est a` dire que ce n’est pas une formule de Campbell-Hausdorff d’une alge`bre de Lie. En effet une
expression donne´e par des polynoˆmes de Lie qui de´finit une formule associative est force´ment
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la formule de Campbell-Hausdorff de la structure de Lie de´termine´e par le terme en [x, y].
C’est de´montre´ dans [ABM], mais le re´sultat est sans doute connu depuis longtemps et on peut
de´montrer ceci par re´currence, en examinant les termes de type Bernoulli. En particulier, il suffit
de ve´rifier dans la formule de Zξ, que les cœfficients associe´s aux termes de type Bernoulli, ne
ve´rifient pas les relations escompte´es. Comme le long de la paupie`re, ces cœefficients sont les
polynoˆmes de Bernoulli (au signe pre`s), il suffit de constater que la relation w21(θ) = 3w2(θ)
n’est pas ve´rifie´e. Par suite, cette relation n’est pas ve´rifie´e sur un ouvert de la varie´te´ C2,0.
5 De´formation de la fonction de densite´
5.1 Expression en terme de graphes
La fonction de densite´ est la fonction D(x, y) que nous avons introduite au de´but de cet
article. Comme de´montre´ dans [AST] cette fonction s’exprime simplement en terme de symboles
de graphes. On a le re´sulta suivant
Proposition 2. La fonction de densite´ D(x, y) ve´rifie
A(x, y) =
∑
Γ∈Gwn,2
1
n!
wΓΓ(x, y)
ou` la somme porte sur tous les graphes admissibles de type roue, id est sans composante simple
de type Lie (par convention la se´rie commence par 1).
Notons que la somme portent sur tous les “produits” de graphes simples de type roue et non
pas seulement sur les graphes simples de type roue. Comme on l’a remarque´ dans [AST] cela
implique que cette fonction est l’exponentielle de
∑
Γ∈Gwn,2,Γsimple
wΓΓ(x, y) (30)
mais ou` la somme porte uniquement sur les graphes simples ge´ome´triques de type roue (figure
[5]). Bien suˆr cette se´rie est convergente dans un voisinage de 0 en x et y.
5.2 De´formation de la fonction de densite´
Effectuons la meˆme proce´dure de de´formation des cœfficients de type roue que dans le
cas Campbell-Hausdorff. On note par analogie Dξ(x, y) la fonction de densite´ obtenue par
de´formation des cœfficients. Il est plus facile de raisonner sur la somme (30) qui repre´sente
le log formel de la fonction de densite´.
On calcule ensuite la diffe´rentielle en ξ comme pre´ce´demment.
Seules importent les contractions d’areˆtes qui arrivent sur les points repre´sentant ξ, notre
parame`tre de de´formation. En effet les autres contributions se compensent par Jacobi ou pour
des raisons de dimension. Les graphes que l’on traite sont simples et n’ont donc qu’une seule
roue. Par conse´quent les graphes typiques que l’on obtient par contraction des areˆtes sont de
deux types. Le premier est comme dans la figure [16], avec A un graphe simple de type Lie, une
areˆte joignant zn+1 (resp. zn+2) au sommet de A et B un graphe simple de type roue. On note
wxA,B (resp. w
y
A,B) la 1-forme obtenue par inte´gration sur les configurations contenues dans A et
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B. Comme dans la proposition 1 la partie 1-forme en ξ ne peut provenir que des areˆtes de A.
On a donc encore une fois une situation produit.
La deuxie`me possibilite´ consiste en un graphe comme le pre´ce´dent mais sans le sous-graphe
B. C’est la cas pre´ce´dent avec B = ∅. Dans ce cas on note wxA (resp.w
y
A) la 1-forme obtenue par
inte´gration sur les configurations contenues dans A.
n+2
A
B
Zn+1 Z
Fig. 16: Graphe Type de type roue
Par conse´quent les graphes simples qui de´ge´ne`rent en ces graphes typiques, sont comme
pre´ce´demment obtenus par adjonction d’une areˆte au point zn+1 (resp. zn+2) soit sur le grapheB
soit sur le graphe A. Toutefois si l’adjonction provient de A et si B n’est pas vide, le graphe
en question n’est pas simple ; Par conse´quent quand B est non vide, l’adjonction provient de
B. Lorsque B est vide l’adjonction vient de A. Par regroupement on obtient les contributions
portant sur x suivantes
∑
A,B
wxA,B(ξ)[x,A(x, y)] · ∂xB(x, y) =
∑
A,B
wxA(ξ)[x,A(x, y)] · ∂xwB(ξ)B(x, y) =
[x,ΩF (x, y)] · ∂x(
∑
B
wB(ξ)B(x, y)) (31)
et
∑
A
wxA(ξ)tr(adx∂xA(x, y)). (32)
On a des contributions analogues portant sur y.
En conse´quence on retrouve les 1-formes du the´ore`me 1. Il vient maintenant le the´ore`me
suivant.
The´ore`me 2. La fonction de densite´ D(x, y) se de´forme naturellement en la fonction Dξ(x, y)
ve´rifiant
dDξ(x, y) = trg(adx∂xΩF (x, y) + ady∂yΩG(x, y))Dξ(x, y)+
[x,ΩF (x, y)] · ∂xDξ(x, y) + [y,ΩG(x, y)] · ∂yDξ(x, y).
Preuve : On additionne les contributions pre´ce´dentes. On remarque alors que l’on a raisonne´
sur le log formel de Dξ(x, y), par conse´quent la somme des contributions s’e´crit
d logDξ(x, y) = trg(adx∂xΩF (x, y) + ady∂yΩG(x, y))
[x,ΩF (x, y)] · ∂x logDξ(x, y) + [y,ΩG(x, y)] · ∂y logDξ(x, y).
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C’est la formule cherche´e car on a
Dξ(x, y)d logDξ(x, y) = dDξ(x, y).
Comme on l’a dit dans l’introduction, nous travaillons au niveau des se´ries formelles mais on
peut justifier la convergence en (x, y) dans un voisinage de l’origine de 0 sans difficulte´ comme
dans [ADS].✷
5.3 Conclusion et preuve du the´ore`me principal
Le the´ore`me annonce´ en introduction est maintenant de´montre´ grace au the´ore`me 1 et au
the´ore`me 2. Notre the´ore`me montre alors, comme dans [KV], que l’on dispose d’une de´formation
du produit de convolution qui assure que l’e´quation (5) est ve´rifie´e.
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