Representations of quantum superalgebras provide a natural framework in which to model supersymmetric quantum systems. Each quantum superalgebra, belonging to the class of quasitriangular Hopf superalgebras, contains a universal R-matrix which automatically satisfies the Yang-Baxter equation. Applying the vector representation π, which acts on the vector module V , to the left-hand side of a universal R-matrix gives a Lax operator. In this Communication a Lax operator is constructed for the quantised orthosymplectic superalgebras Uq[osp(m|n)] for all m > 2, n ≥ 0 where n is even. This can then be used to find a solution to the Yang-Baxter equation acting on V ⊗ V ⊗ W , where W is an arbitrary Uq[osp(m|n)] module. The case W = V is studied as an example.
Introduction
Solutions to the (spectral parameter dependent) Yang-Baxter equation (YBE) lie at the core of the Quantum Inverse Scattering Method for the construction of integrable quantum systems, and underlie the applicability of Bethe ansatz methods for deriving their exact solutions (e.g. see [1, 2] ). Integrable systems with both bosonic and fermionic degrees of freedom may be constructed through a Z 2 -graded, or supersymmetric, analogue of the YBE. Several examples exist for models constructed in this manner which can be used to describe systems of strongly correlated electronic [3] [4] [5] [6] [7] [8] [9] [10] and also integrable supersymmetric field theories [11] [12] [13] .
A systematic approach to solve the YBE is provided by the Quantum Double construction [14] (see [15] for the Z 2 -graded extension). This gives a prescription for embedding a Hopf algebra and its dual into a quasi-triangular Hopf algebra A, which possesses a universal R-matrix R ∈ A ⊗ A providing an algebraic solution for the YBE. Each tensor product matrix representation of the quasitriangular Hopf algebra then yields a matrix solution for the YBE. The most well-known examples of quasi-triangular Hopf superalgebras are the quantum superalgebras [16] (denoted U q [g] where g is a Lie superalgebra), which are deformations of the universal enveloping algebras of Lie superalgebras. In cases where g is affine, loop representations of U q [g] provide supersymmetric matrix solutions of the YBE dependent on a spectral parameter u. The limit u → ∞ gives a solution associated with a non-affine subsuperalgebra of g. It is possible however to start with a solution for the non-affine case and then introduce a spectral parameter, a process known as Baxterisation. A systematic way to perform Baxterisation in the case of quantum superalgebras, through the use of tensor product graph methods, is described in [17, 18] . This result then reduces the problem to determining the explicit form for R-matrices associated with non-affine quantum superalgebras.
In practice however, it is still a difficult technical challenge to explicitly compute R for a given non-affine U q [g] . Our approach here is to simplify the problem by instead looking to determine the Lax operator R = (π ⊗ id)R where π denotes the vector representation of U q [g] . Explicit forms for the Lax 
The Construction of osp(m|n)
To construct the quantised orthosymplectic superalgebra U q [osp(m|n)] we closely follow the method used in [18, 24] , but provide details here in order to establish our notational conventions. We begin by developing osp(m|n) as a graded subalgebra of gl(m|n). The enveloping algebra of osp(m|n) is then deformed to yield U q [osp(m|n)], which reduces to the original enveloping superalgebra as q → 1. The construction of osp(m|n) starts with the standard generators e a b of gl(m|n), the (m + n) × (m + n)-dimensional general linear superalgebra, whose even part is given by gl(m) ⊕ gl(n). The commutator for a Z 2 -graded algebra satisfies the relation where
Throughout this Communication we use Greek letters µ, ν etc. to denote odd indices and Latin letters i, j etc. for even indices. If the grading is unknown, the usual a, b, c etc. are used. Which convention applies will be clear from the context. We will only ever consider the homogeneous elements, but all results can be extended to the inhomogeneous elements by linearity.
The orthosymplectic superalgebra osp(m|n) is a subsuperalgebra of gl(m|n) with even part equal to o(m) ⊕ sp(n), where o(m) is the orthogonal Lie algebra of rank ⌊ m 2 ⌋ and sp(n) is the symplectic Lie algebra of rank n 2 . The latter only exists if n is even, so we set n = 2k. We also set l = ⌊ m 2 ⌋, so m = 2l or m = 2l + 1. To construct osp(m|n) we require an even non-degenerate supersymmetric metric g ab . Any can be used, but for the sake of simplicity we choose g ab = ξ a δ . Here
and
The Z 2 -graded subalgebra osp(m|n) actually arises naturally from considering the automorphism ω of gl(m|n = 2k) given by:
. This is clearly of degree 2, with eigenvalues ±1, so it gives a decomposition of gl(m|n):
Here T is generated by operators
while S is generated by
The fixed-point Z 2 -graded subalgebra S is the orthosymplectic superalgebra osp(m|n), with the operators σ ab providing a basis. They satisfy the commutation relations
As a more convenient basis for osp(m|n) we choose the set of Cartan-Weyl generators, given by:
Then the Cartan subalgebra H is generated by the diagonal operators As a weight system, we take the set {ε i , 1 ≤ i ≤ m} ∪ {δ µ , 1 ≤ µ ≤ n}, where ε i = −ε i and δ µ = −δ µ . Conveniently, when m = 2l + 1 this implies ε l+1 = −ε l+1 = 0. Acting on these weights, we have the invariant bilinear form defined by:
When describing an object with unknown grading indexed by a the weight will be described generically as ε a . This should not be assumed to be an even weight.
These automatically satisfy the defining relations of a Lie superalgebra, which for the case at hand are:
where the a bc are the entries of the corresponding Cartan matrix,
and ad represents the adjoint action
The relations (2) and (3) are known as the Serre relations [25] . Superalgebras also have higher order defining relations, not included here, which are known as the extra Serre relations. They are dependent on the structure of the chosen simple root system [16] .
3 The q-Deformation: U q [osp(m|n)]
A quantum superalgebra is a generalised version of a classical superalgebra involving a complex parameter q, which reduces to the classical case as q → 1. In particular, we construct U q [osp(m|n)] by q-deforming the original enveloping algebra of osp(m|n) so that the generators remain unchanged, but are now related by a deformation of the defining relations. Throughout this Communication q is assumed not to be a root of unity.
First note that in the enveloping algebra of osp(m|n) the graded commutator is realised by
With this operation, we then have:
The relations (5) and (6) are called the q-Serre relations. Again, there are also extra q-Serre relations which are not included here. A complete list of them, including those for affine superalgebras, can be found in [16] . Both the standard and extra q-Serre relations depend on the adjoint action, which is no longer simply the graded commutator. To define the adjoint action for a quantum superalgebra, we first need some new operations.
The coproduct, ∆ :
, is the superalgebra homomorphism given by:
Note that in a Z 2 -graded algebra, multiplying tensor products induces a grading term, according to
We also require the antipode, S :
, a superalgebra anti-homomorphism defined by:
It can be shown that both the coproduct and antipode are consistent with the defining relations of the superalgebra. These mappings are necessary to define the adjoint action for a quantum superalgebra, as it can no longer be written simply in terms of the graded commutator. If we adopt Sweedler's notation for the coproduct [26],
the adjoint action of a on b is defined to be
in the case where a is a simple generator. Note that as q → 1, equation (8) reduces to (4).
One quantity that repeatedly arises in calculations for both classical and quantum Lie superalgebras is ρ, the graded half-sum of positive roots. In the case of U q [osp(m|n)] it is given by:
This satisfies the property (ρ, α) = 1 2 (α, α) for all simple roots α.
As mentioned earlier, this root system and set of generators is only valid for m > 2, n ≥ 0.
. Similarly, in [21] it was shown that every finite-dimensional representation of U q [osp(1|n)] is isomorphic to a finite-dimensional representation of U −q [o(n + 1)]. As we are only interested in finite-dimensional representations, and the representation theory of these non-super quantum groups is well-understood, we need not consider the cases with m < 2. Thus although our root system is only valid for m > 2, finding the Lax operator for this root system will actually complete the work for all B and D type quantum superalgebras. This has, of course, already been done for the more straightforward A type quantum supergroups, U q [gl(m|n)] [20] . The Lax operator for the C type quantum superalgebras (U q [osp(2|n)] ) is given in [22] .
U q [osp(m|n)] as a Quasi-Triangular Hopf Superalgebra
A quantum superalgebra is actually a specific type of quasi-triangular Hopf superalgebra. This guarantees the existence of a universal R-matrix, which provides a solution to the quantum Yang-Baxter equation. Before elaborating, we need to introduce the graded twist map.
The graded twist map T :
For convenience T • ∆, the twist map composed with the coproduct, is denoted ∆ T . Then a universal R-matrix, R, is an even, non-singular element of U q [osp(m|n)]
⊗2 satisfying the following properties:
Here R ab represents a copy of R acting on the a and b components respectively of U 1 ⊗ U 2 ⊗ U 3 , where each U is a copy of the quantum superalgebra U q [osp(m|n)]. When a > b the usual grading term from the twist map is included, so for example
One of the reasons R-matrices are significant is that as a consequence of (9) they satisfy the YBE, which is prominent in the study of integrable systems [1] :
A superalgebra may contain many different universal R-matrices, but there is always a unique one belonging to
− is the Hopf subsuperalgebra generated by the lowering generators and Cartan elements, while
+ is generated by the raising generators and Cartan elements. These particular R-matrices arise out of Drinfeld's double construction [14] . In this Communication we consider the universal R-matrix belonging to
An Ansatz for the Lax Operator
Now we have the necessary information for the construction of a Lax operator for U q [osp(m|n)]. Previously this had only been done in the superalgebra case for U q [gl(m|n)] [21] . Before defining a Lax operator, however, we need to introduce the vector representation. Let End V be the set of endomorphisms of V , an (m + n)-dimensional vector space. Then the irreducible vector representation π : U q [osp(m|n)] → End V is left undeformed from the classical vector representation of osp(m|n), which acts on the Cartan-Weyl generators given in equation (1) according to:
where E a b is the (m + n) × (m + n)-dimensional elementary matrix with (a, b) entry 1 and zeroes elsewhere. Now let R be a universal R-matrix of U q [osp(m|n)] and π the vector representation. The Lax operator associated with R is given by
and the R-matrix in the vector representation R is given by:
Then the Yang-Baxter equation reduces to:
Previously an R-matrix in the vector representation, R, has been calculated for both U q [osp(m|n)] and its affine extension [27] [28] [29] , however in general the Lax operator is still unknown. The Lax operator is significant because we can use it to calculate solutions to the quantum Yang-Baxter equation for an arbitrary finite-dimensional representation.
In the following sections we also sometimes make use of the bra and ket notation. The set {|a , a = 1, ..., m + n} is a basis for V satisfying the property As we wish to find the Lax operator belonging to π U q [osp(m|n)]
− ⊗ U q [osp(m|n)] + , we adopt the following ansatz for R:
Here {h a } is a basis for the Cartan subalgebra such that h a = h εa , and {h a } the dual basis, so
[a] h εa . Theσ ba are unknown operators for which we are trying to solve. Throughout the remainder of this Communication, when working in the vector representation, we simply use h a rather than π(h a ), and e a rather than π(e a ).
Constraints Arising from the Defining Relations
The Lax operator R must be consistent with the defining relations for the R-matrix, which were given as equation (9) . In particular, it must satisfy the intertwining property for the raising generators,
To apply this, recall that
Then, from the defining relations, we have
Using this, we see
Also,
Hence to apply the intertwining property we simply equate (10) and (11) . First note that R is weightless, soσ ba has weight ε b − ε a , and thus
Then, equating those terms with zero weight in the first element of the tensor product, we obtain (q
Comparing the remaining terms, we also find
From the first of these equations we can deduce the simple values ofσ ba , namely those for which ε b − ε a is a simple root; from the second, relations involving all theσ ba . Before doing so, however, it is convenient to define a new set, Φ + .
Definition 4.1 The extended system of positive roots, Φ + , is defined by
where Φ + is the usual system of positive roots.
Now consider equation (13) . In the case when ε b − ε a + α c / ∈ Φ + , by collecting the terms of weight ε b − ε a + α c in the second half of the tensor product we find:
Similarly, when ε b > ε a and ε b − ε a + α c = ε b ′ − ε a ′ ∈ Φ + we find: 
for ε b > ε a . This further simplifies to
for ε b > ε a . All the necessary information is contained within equations (12) and (15). To construct the Lax operator R = (π ⊗ 1)R first we use equation (12) to find the solutions forσ ba associated with the simple roots α c . Then we apply the recursion relations arising from (15) to find the remaining values ofσ ba .
The Simple Operators
In this section we solve equation (12), rewritten below, to find the simple values ofσ ba .
(q
To solve this we must consider the various simple roots individually. Consider the simple roots α i = ε i − ε i+1 , 1 ≤ i < l. In the vector representation we know
Hence the left-hand side of (12) becomes:
whereas the right-hand side is:
Equating these givesσ
By performing similar calculations for the other simple roots we obtain the simple operators given below in Table 1 . These values forσ ba form the basis for finding R, as from these all the others can be explicitly determined in any given representation. 
Constructing the Non-Simple Operators
Now we develop the recurrence relations required to calculate the remaining values ofσ ba . Recall that for ε b > ε a ,
To extract the recurrence relations to be applied to the simple values ofσ ba , we must again consider the simple roots individually. We begin with the case
. Now
We then apply this to equation (16) to obtain:
2 hi , 1 ≤ i < l, the above simplifies to
From this we can deduce the following relations for 1 ≤ i < l:
i+1 aσi i+1 , ε a < ε i+1 , a = i + 1,
We then follow the same procedure to find the relations associated with the other simple roots. A complete list of the relations derived in this manner are given in Tables 3, 4 and 5 in Appendix A.
Although the list of relations is long, they can be summarised in a compact form. There are two different types of relations; recursive and q-commutative. The latter can be condensed into:
where neither ε a − α c nor ε b + α c equals any ε x . Note this is almost the same as equation (14), with slightly softer restrictions on a and b the only difference. The recursion relations can, in the case m = 2l + 1, be summarised as:
where c = b or a. In the case m = 2l, one extra relation is required, namely:
Noting from Table 1 thatσ l−1 l +σ l l−1 = 0 and from the Appendix thatσ l l commutes with all the other simple generators, equation (19) can be replaced with the condition:
It is not difficult to verify that all these recursion relations can be obtained from those derived from equation (16) . To show the reverse is tedious, but straightforward [30] . This unified form of the relations can be applied to the simple operators given in Table 1 to obtain all the remaining values of σ ba in a given representation.
Hence we have found the following result:
Proposition 4.1 There is a unique operator-valued matrix
satisfying R∆(e c ) = ∆ T (e c )R. The simple operators for that matrix are given by:
and the remaining values can be calculated using (i) the q-commutation relations
where neither ε a − α c nor ε b + α c equals any ε x ; and
(ii) the induction relationŝ
where c = b or a.
We have found a set of simple operators and relations which uniquely define the unknownsσ ba . Theoretically the resultant matrix R must be a Lax operator, as we know there is one of the given form. We choose to confirm this, however, by verifying that R satisfies the remaining R-matrix properties. These are (id ⊗ ∆)R = R 13 R 12 (24) and the intertwining property for the remaining generators,
We also calculate the opposite Lax operator R T , and briefly examine whether the defining relations for theσ ba incorporate the q-Serre relations for U q [osp(m|n)].
Calculating the Coproduct
We begin by considering the first of these defining properties, equation (24) . In order to evaluate (id ⊗ ∆)R, however, we need to know ∆(σ ba ). First note an alternative way of writing R is
with theσ ba as given before. Using this form, we find
Also, the coproduct properties (7) imply
Hence R will satisfy equation (24) if and only if ∆(σ ba ) is given by:
The simple values ofσ ba and the inductive relations can be used to calculate ∆(σ ba ), and show that it is indeed of this form. First the coproduct of each of the simple operators given in equation (21) is directly calculated, and found to be of the form required. To find the coproduct for the remaining values ofσ ba we use the inductive relations (23):
caσbc , ε b > ε c > ε a , where c = b or a. We assume our formula for the coproduct holds forσ bc andσ ca , where ε b > ε c > ε a , and then show it is also true forσ ba .
The coproduct is an algebra homomorphism, so for ε b > ε c > ε a , c = a or b, we have
We can always choose c satisfying the conditions such that either ε b − ε c or ε c − ε a is a simple root. By considering each of those cases separately, substituting in the expressions for ∆(σ bc ) and ∆(σ ca ) and using the relations (22) and (23) to simplify, after lengthy but straightforward calculations given in [30] we obtain
hcaσ bc ⊗σ ca as required. As all the relations in Tables 3, 4 and 5 have either ε b − ε c or ε c − ε a as a simple root, this is sufficient to prove the formula for ∆(σ ba ) for all ε b > ε a . As a check, however, we also confirmed that this is consistent with the q-commutation relations (22), although again the calculations are tedious and omitted. Hence we have proven that the matrix R satisfies the property (id ⊗ ∆)R = R 13 R 12 .
The Intertwining Property
To confirm that we have a Lax operator we need to check one last relation, namely the intertwining property for the other generators.
Now R is weightless, so it commutes with all the Cartan elements. Moreover, ∆(q ha ) = ∆ T (q ha ), ∀h a ∈ H, so the Cartan elements will automatically satisfy equation (25) . Thus it remains only to verify the intertwining property for the lowering generators, f a . Unfortunately, knowing the raising generators satisfy the intertwining property does not appear helpful. Instead, we start by assuming the form of the Lax operator and that it satisfies the intertwining property for the lowering generators, and then proceed as in Section 4.1. Again two different equations are obtained, this time
By considering the simple roots individually and using the U q [osp(m|n)] defining relations, equation (26) can be shown to be consistent with the simple values ofσ ba given in Table 1 [30] , as expected. The various relations that can be deduced from equation (27) are no longer inductive in form, so can not be used to directly construct theσ ba for direct comparison. They can, however, be shown to be consistent with relations (22) and (23) , as demonstrated in [30] . Thus the conditions obtained by considering the intertwining property for the lowering generators,
are satisfied by the matrix R, and hence R satisfies the intertwining property for all elements a ∈ U q [osp(m|n)].
The Lax Operator
We have now proven, as expected, that the matrix R found earlier satisfies both the intertwining property and (id ⊗ ∆)R = R 13 R 12 . The other R-matrix property, containing (∆ ⊗ id)R, is clearly not applicable here. It is not necessary, however, as we know there is a Lax operator belonging to
+ , and we have shown there is only one such possibility. Thus the work in the previous two sections confirms the following proposition:
+ and m > 2, is given by
where the operatorsσ ba satisfy equations (21) , (22) and (23) .
As an aside, the two properties verified directly are sufficient to prove R satisfies the Yang-Baxter equation. For using only those, we see
as required. It is very surprising that there is a unique solution to
given we only considered elements of
Thus we can find the opposite Lax operator R T simply by using the usual rules for graded conjugation. As R is given by
we find the opposite Lax operator R T can be written as
q-Serre Relations
Having shown the relations found in Section 4.3 define a Lax operator, we also wish to see if they incorporate the q-Serre relations. It is too space-consuming to list all of these, so we will merely provide a couple of examples, including the extra q-Serre relations. First recall that if ε b − ε a is a simple root, thenσ ba ∝ e c q 1 2 hc for either c = b or c = a. Then setting E a = e a q 1 2 ha , we see from Definition 3.1 that:
Now consider the simple generatorsσ i i+1 andσ i+1 i+2 .
from (22) . This is equivalent to the q-Serre relation (ade b •)
1−a bc e c = 0 for this pair of simple operators. In a similar way, we can verify this relation for any b = c, (ε b , ε b ) = 0. The defining relations for thê σ ba , therefore, incorporate all the standard q-Serre relations for raising generators.
This still leaves the extra q-Serre relations, which involve the odd root. There are only two of these for our choice of simple roots [16] . Explicitly, taking into account the different conventions between [16] and here, the relevant extra q-Serre relations for U q [osp(m|n)] can be written as
where [x, y] q represents the adjoint action ad x • y. Consider equation (30) . Using the defining relations (22) and (23) for theσ ba together with the adjoint action as given in equation (29), we find:
as required. It is equally straightforward to show that equation (31) arises from the defining relations of theσ ba . Hence these compact defining relations for theσ ba incorporate not only the standard q-Serre relations for the raising generators, but also the extra ones. This is quite remarkable, as the equivalent q-Serre relations are not used in the derivation.
The R-matrix for the Vector Representation
The Lax operator can be used to explicitly calculate an R-matrix for any tensor product representation π ⊗ φ, where φ is an arbitrary representation. In particular, it provides a more straightforward method of calculating R for the tensor product of the vector representation, π ⊗ π, than using the tensor product graph method [29] .
By specifically constructing the R-matrix for the vector representation, we also illustrate concretely the way the recursion relations can be applied to find the R-matrix for an arbitrary representation.
Although the values forσ ba obtained will change for each representation, they can always be constructed by applying the same equations in the same order. We could choose to use only the relations listed in the tables in the appendix, but using the general form of the inductive relations shortens and simplifies the process. Only the method of calculation is included here, but the full calculations can be found in [30] .
First the vector representation is applied to the simple operators given in Table 1 , with the results written below in Table 2 . 
Then the inductive relations (23) are applied to these simple operators to find the remaining values ofσ ba . One of many equivalent ways of doing this is given below. Construct 6.σ µ ν for 1 ≤ µ, ν ≤ k, using the results from steps 3 and 5
Following this procedure in the vector representation, we find the following form for the operatorŝ σ ba , ε b > ε a :σ
Thus we have shown the R-matrix for the vector rep. of U q [osp(m|n)], R = (π ⊗ π)R, is given by
This can be written in a more elegant form, namely
whereσ ba = q hε aσ ba . Hence we have the following result:
We can also explicitly find the opposite R-matrix R T as given in equation (28), using
. We obtain this result:
The opposite R-matrix for the vector representation, R T = (π ⊗ π)R T , is given by
These formulae for R and R T on the vector representation agree with those given in [29] . In that thesis the R-matrix for the vector representation was calculated using projection operators onto invariant submodules of the tensor product. The greatest advantage of the current method is it gives a straightforward way of constructing a solution to the Yang-Baxter Equation in an arbitrary representation of U q [osp(m|n)].
Applying the tensor product graph method to R, it was shown in [29] that the spectral dependent R-matrix for the vector representation of the quantum affine superalgebra U q [osp(m|n) (1) ] is
and the spectral dependent R-matrix for the vector representation of the quantum twisted affine superalgebra U q [gl(m|n) (2) ] is In a similar way the tensor product graph can be applied to the Lax Operator to find the spectral dependent R-matrix for other affinisable representations of the form π ⊗ σ applied to U q [osp(m|n) (1) ] or U q [gl(m|n) (2) ].
Conclusion
In this Communication a Lax operator was constructed for the B and D series of quantum superalgebras. A general ansatz for the Lax operator in terms of unknown elements of U q [osp(m|n)] was assumed. Formulae identifying the simple operators were found, and then a set of inductive and q−commutative relations developed that can be used to calculate the remaining non-simple operators. This result is universal and thus the Lax operator generates a solution of the Yang-Baxter equation on the space V ⊗ V ⊗ W for any module W . A specific example was given in Section 5, where the R-matrix for the vector representation was calculated from the Lax operator. Together with the results of [20] for the A series and [22] for the C series, this completes the construction of Lax operators for all non-exceptional quantum superalgebras.
A The Relations Governing the Operatorsσ ba [ 
