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Abstract—This paper presents a method to minimize the
total energy consumption under time and area constraints,
considering interconnection and functional unit energy.
Multiple supply and threshold voltage scheme is used to
minimize the static and dynamic energy in the functional
units. A genetic algorithm based search method is proposed
for the energy consumption minimization problem, so that
near-optimal solution can be found in a reasonable time for
large-size problems. Interconnection simpliﬁcation is achieved
by increasing the sharing of interconnections among functional
units. Experimental results show that up to 30% of energy
savings can be achieved by our proposed method.
Keywords—high-level synthesis, low power, interconnect,
genetic algorithm
I. INTRODUCTION
In recent years, low power/energy has become a primary
concern in VLSI design. An efficient way to reduce the
energy consumption is to use low supply and high thresh-
old voltages. However, this increases the processing time
significantly. Therefore, a better way to reduce the energy
consumption while maintaining the time constraint is to use
low supply and high threshold voltages appropriately in non-
critical paths. However, this also has a negative effect on the
interconnection energy consumption. As the process tech-
nology proceeds, the interconnection energy consumption is
increasing and comparable to the functional-unit(FU) energy
consumption. Multiple supply and threshold voltages in-
crease the number of functional units used in the design. This
leads to increase the interconnection complexity. Therefore,
functional unit energy consumption and interconnection en-
ergy consumption have to be considered together in order to
find the best solution. This paper presents an efficient method
based on the genetic algorithm (GA) to assign supply and
threshold voltages to minimize the FU energy consumption.
It also considers FU and interconnection energy consumption
together to find the solution.
The critical problem in the GA is the formation of invalid
solutions. This slows down or even prevents the local optima
to improve when the algorithm progresses. To solve this
problem, a local search for re-scheduling is combined with
TABLE I
MODULE LIBRARY
Oper- FU Vdd VTh Area Delay Dynamic Static
ation type energy energy
FU1 3.3 High 1 1 20 2.0
ADD FU2 3.3 Low 1 1 18 0.18
FU3 1.8 High 1 2 6 0.6
FU4 1.8 Low 1 4 5 0.08
FU5 3.3 High 16 2 240 24.0
MUL FU6 3.3 Low 16 3 220 0.22
FU7 1.8 High 16 5 65 6.5
FU8 1.8 Low 16 10 55 0.55
the GA. Binding for interconnection simplification is per-
formed simultaneously with scheduling and module selection
to reduce the interconnection energy. Experimental results
demonstrate that our method reduces up to 30% of total
energy consumption in comparison with the conventional
method considering only the energy consumption of FUs.
II. PROBLEM DEFINITION
A. Hardware model
Our proposed method uses two supply and two threshold
voltages. Table I shows an example of a module library.
Level converters are used to drive the outputs of low-supply-
voltage functional units to high-supply-voltage functional
units. Following assumptions are also considered.
Assumption 1: Operations are driven by a clock signal.
One clock cycle is equal to one step.
Assumption 2: Area, delay and energy consumption of
level converters are negligible.
Assumption 3: Delays of writing data into Registers and
reading from registers are negligible. Data
transfer delays are also negligible.
Assumption 4: All the functional units have two input
ports.
In the energy consumption minimization problem, a data
flow graph (DFG) with n nodes is considered. Our objective
is to minimize the total energy consumption under area and
time constraints. For the interconnection energy consump-
tion, we assume that the number of fan-outs and fan-ins
have a linear relationship with the energy, based on the
experimental observations. The objective function is given
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(SEFUi ×Ni) + IE (1)
where DEFU(node i) is the dynamic energy dissipation per
operation of the FU that executes node i. The number of FU
types is m. The term Ni is the total number of idle control
steps for FUs of type FUi. The static energy dissipation of
the FUi per control step is denoted by SEFUi . The term
IE is the interconnection energy consumption given by
IE = α× (fan−in + fan−out)× V 2dd (2)
The term α is a constant that depends on the architecture. It
shows the ratio of interconnection energy to FU energy.
III. GA-BASED EFFICIENT SEARCH METHOD
A. Overview
A GA is a stochastic search technique [1] based on the
mechanism of natural selection and natural genetics. It starts
with an initial set of random solutions called population.
Each individual in the population is called a chromosome
which represents a solution to the problem at hand. The
chromosomes evolve through successive iterations, called
generations. During each generation, the chromosomes are
evaluated, using some measures of fitness. In order to create
the solutions for the next generation, new chromosomes,
called children are formed by either (i) merging two chro-
mosomes from current generation using a crossover operator
or (ii) modifying a chromosome using a mutation operator.
A new generation is formed by selecting some of the parents
and rejecting others, according to their fitness values, to
keep the size of the population constant. Fitter chromosomes
have higher probabilities of being selected. After processing
for several generations, the algorithm converges to the best
chromosome, which hopefully represents the optimal or
suboptimal solution to the problem. Figure 1 shows the flow
chart of the GA based search algorithm.
Fig. 1. Genetic algorithm based search method
B. Reducing invalid chromosomes
The main problem in the GA is the formation of invalid
chromosomes. This decreases the variety of the chromo-
somes. As a result, the local optima does not improve after
processing for a small number of generations. Therefore,
conventional GA approaches do not give a good solution for
the energy consumption minimization problem. There are 3
types of invalid chromosomes.
Type 1: chromosomes which violate the data dependency.
For example, in Fig 2(a), nodes N2 and N3 are
scheduled before the execution of their predeces-
sor N1 is completed. As a result, Fig 2(a) does
not represent a valid scheduling result for the
problem.
Type 2: chromosomes which violate the time constraint.
Type 3: chromosomes which violate the area constraint.
For type 2 and 3, the possibility of producing a valid
chromosome after merging with another valid or invalid
chromosome, is relatively high. However, for type 1, the
probability of producing a valid chromosomes after merging
is extremely low. Our proposed algorithm eliminates all the
invalid chromosomes of type 1 by re-scheduling the nodes.
The re-scheduling algorithm is as follows.
Step 1: ψ is a set of nodes that violates the data depen-
dency.
Step 2: If ψ is empty, re-scheduling ends.
Step 3: Find the node Ni in the set ψ, which has the
minimum mobility. A smaller value of mobility
indicates a higher urgency for scheduling.
Step 4: Schedule Ni to the successive control step after
the execution of its predecessor.
Step 5: If the successors of Ni are scheduled before
the execution of Ni is completed, check the
module library for a module which has a shorter
processing time. If such a module is available,
replace it with the FU of Ni. Go to Step 1.
Let us explain the re-scheduling algorithm using Fig. 2.
In Fig. 2(a), nodes N2 and N3 violate the data dependency.
According to step 1, ψ equals to the set of N2 and N3.
Step 2 is skipped because the set ψ is not empty. In Step
3, the node N2 is selected, because it has the minimum
mobility. According to Step 4, N2 is re-scheduled after its
predecessor N1 as shown in Fig. 2(b). Let us assume that
the FU of N2 has the shortest processing time. Therefore,
the algorithm returns to Step 1, without replacing the FU of
N2. The algorithm continues until the set ψ becomes empty,
i.e. all the data dependency problems are solved.
C. Local search
A local search is applied to new chromosomes generated
by crossover and mutation operators. All the individuals
in the population obtained by the local search represent
the local optima. After these individuals evaluated based
on their energy consumption values, promising individuals
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(a) (b)
Fig. 2. Re-scheduling of node N1
(a) (b)
Fig. 3. Example of a local search for an operation o1
are selected to form the next generation. The local search
algorithm is shown as follows.
Step 1: Select one individual (Ii) from the population
(P ), where P is a set of individuals generated by
crossover and mutation operators. P = P − Ii.
Step 2: Select one operation (oi) from OIi , where OIi
is a set of nodes in the individual (Ii). OIi =
OIi − oi.
Step 3: Search a feasible module selection for operation
oi to improve the solution, while the module
selection for all the operations except oi are fixed.
Step 4: if OIi = φ then go to Step2.
Step 5: if P = φ then go to Step1.
Since the module selection for every operation except
operation oi are fixed, local optima can be found in a
reasonable time period. Suppose that an individual is shown
in Fig 3(a), let us explain the local search for operation o1. In
this case, the module selection for all the operations except
o1, i.e. operations o2, o3, o4 and o5 are fixed. A feasible
module selection for only operation o1 is searched. The
resulting individual obtained by the local search for operation
o1 is shown in Fig. 3(b), where V ′dd < Vdd. Therefore, the
energy consumption is reduced, i.e. the solution is improved.
D. Binding
We adopt the binding algorithm [2] since it efficiently
reduces the interconnection complexity. An e-instance is a
pair of nodes connected by an edge. E-instances are classified
into types called e-templates, based on the operation types
of their source and destination nodes. Fig. 4(b) shows the e-
templates and e-instances that can be derived from the DFG
(a) DFG (b) E-templates
Fig. 4. E-templates in a single-supply-threshold voltage scheme
(a) normal binding (b) e-template based binding
Fig. 5. Binding
in Fig. 4(a). E-instances in the same e-template can share the
same functional units, if their operations are not overlapped.
Figs 5(a) and 5(b) show the binding results based on the
e-templates and without using the e-templates respectively.
E-template based binding in Fig. 5(b) provides a simple
interconnection network for the DFG. Nodes O1 and O2
share the same interconnection with O4 and O6. As a result,
energy reduction in the interconnections can be achieved.
We extend the concept of e-templates to be applicable in
the multiple supply and threshold voltage scheme. We define
e-templates considering, not only the operation types but also
the FU types specified in the module library (Table I). Unlike
the original e-templates, we use a DFG after scheduling
and module selection as shown in Fig. 6(a). Note that in
Fig. 6(b), e-instances with same operation type (O1 → O2
and O4 → O6) are classified into different e-templates (E1
and E2) based on the FU type.
Our proposed method minimizes the functional unit en-
ergy consumption first and then performs binding to esti-
mate the interconnection energy consumption. As shown in
Fig. 1, binding is performed for all the chromosomes in
the population after the local search. Then, FU energy and
interconnection energy are calculated. We assume that the
interconnection energy is proportional to fan-outs and fan-
ins as mentioned in the section II. All the chromosomes in
the population are evaluated considering interconnection and
functional unit energy consumptions. Then, the chromosome
that has the minimum total energy is considered as the
best solution. This gives a better result for the total energy
consumption minimization problem.
E. Selection
According to the experimental results of various ex-
amples, the invalid chromosomes produced after the first
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(a) DFG (b) E-templates
Fig. 6. E-templates in a multi-supply-threshold voltage scheme
Fig. 7. Selection
generation were about 10% ∼ 30% of the total population.
In the conventional selection algorithm, the number of child
individuals generated equals to the number of parent individ-
uals. Let us assume that there are 100 valid individuals in the
initial population. In the worst case, 30 of them will become
invalid after the first generation. If we consider the worst
case again, 30% of the 70 valid solutions will become invalid
in the second generation, i.e. 21 individuals. The remaining
30 invalid individuals in the first generation will also make
more invalid solutions than valid ones. As a result, when the
algorithm progresses for more generations, invalid solution
percentage will become significantly high. This will prevent
the local optima to improve.
In our approach, we increase the number of chromosomes
generated by 1.2 ∼ 1.4 times. As shown in Fig. 7, 140 child
individuals are created from 100 parent individuals. Then
more valid individuals are selected for the next generation.
As a result, the number of invalid solutions in the selected
child population is very small. For example, let us assume
that 30% of 140 individuals, i.e. 42 individuals are invalid.
In the selection process, 100 individuals with higher fitness
values are selected from 140 parent individuals. This gives
98 valid and 2 invalid solutions. As a result, variety of the
individuals increases. The local optima will also improve
when the algorithm progresses.
IV. EVALUATION
We use two bench marks; EW filter and FIR filter. The
module library shown in the table I was used. Evaluation was
done for two different α values that indicate the complexity
of the interconnection network. We compare our approach
with two conventional methods based on GA. The method
1 considers only the FU energy consumption minimization.
It does not remove the invalid chromosomes. The method
2 does not remove the invalid chromosomes, but considers
TABLE II
SIMULATION RESULTS-COMPARISONS WITH METHOD 1
α Conventional Our Energy
method 1 method reduction
2 minimum 3056.6 2808.4 8.12%
EW filter average 3393.8 2976.8 12.28%
4 minimum 4334.6 3488.4 19.52%
average 4607.3 3786.3 17.82%
2 minimum 1696.5 1245.4 26.59%
FIR filter average 2058.5 1806.3 12.25%
4 minimum 2495.5 1741.4 30.22%
average 2807.5 2325.4 17.17%
TABLE III
SIMULATION RESULTS-COMPARISONS WITH METHOD 2
α Conventional Our Energy
method 2 method reduction
2 minimum 3027 2808.4 7.22%
EW filter average 3311.9 2976.8 10.12%
4 minimum 4081.7 3488.4 14.54%
average 4488.1 3786.3 15.64%
2 minimum 1630.9 1245.4 23.58%
FIR filter average 2014.1 1806.3 10.32%
4 minimum 2418.1 1741.4 27.98%
average 2585.4 2325.4 10.06%
both FU and interconnection energy to minimize the total
energy consumption. The comparisons with the conventional
method 1 is shown in the Table II. Up to 30% of energy
savings were achieved by our proposed method.
Table III shows the comparison with the conventional
method 2. The results show that our method gives better
results with up to 28% of energy savings.
V. CONCLUSION
We have presented a method that considers functional
unit and interconnection energy consumption together. It
gives better results when the α is high. Therefore, higher
percentage of energy savings can be achieved for the designs
with complex interconnection networks. We used a GA for
the energy consumption minimization problem. Therefore,
our approach can also be used in large size DFGs and
reasonable solution can be found in a shorter time.
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