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We study non-asymptotic fundamental limits for transmitting classical information over
memoryless quantum channels, i.e. we investigate the amount of classical information that
can be transmitted when a quantum channel is used a finite number of times and a fixed,
non-vanishing average error is permissible. In this work we consider the classical capacity of
quantum channels that are image-additive, including all classical to quantum channels, as well
as the product state capacity of arbitrary quantum channels. In both cases we show that the
non-asymptotic fundamental limit admits a second-order approximation that illustrates the
speed at which the rate of optimal codes converges to the Holevo capacity as the blocklength
tends to infinity. The behavior is governed by a new channel parameter, called channel
dispersion, for which we provide a geometrical interpretation.
I. INTRODUCTION
One of the landmark achievements in quantum information theory is the establishing of the
coding theorem for sending classical information across a noisy quantum channel by Holevo [21],
and independently by Schumacher-Westmoreland [35]— the so-called HSW theorem. The HSW
theorem can be formally stated as follows: Let Wn denote the n-fold memoryless composition of the
channel W and let M∗(Wn, ε) denote the maximum size of a length-n block code for the channel W
with average error probability ε ∈ (0, 1). Then, the HSW theorem, together with the weak converse
established by Holevo [22] in the 1970s (the Holevo bound), asserts that
C(W) := lim
ε→0
lim inf
n→∞
1
n
logM∗(Wn, ε) = lim
n→∞
1
n
χ(Wn), (1)
where χ(W) is the Holevo capacity of the channel. (We define all quantities precisely in the following.)
Let us emphasize that the Holevo capacity is generally not additive [16], and we can thus not simplify
the limit on the right hand side of (1) without further assumptions.
However, for discrete classical-quantum (c-q) channels, the converse part of HSW theorem was
strengthened significantly by Ogawa-Nagaoka [27] and Winter [45, 46] who proved the strong converse
for discrete memoryless c-q channels, namely
lim
n→∞
1
n
logM∗(Wn, ε) = χ(W) = C(W), for all ε ∈ (0, 1). (2)
In the work by Ogawa-Nagaoka [27], the strong converse was proved using ideas from Arimoto’s
strong converse proof [1] for classical channels, which itself was based on techniques to prove
Gallager’s random coding error exponent [12]. Hence, Ogawa and Nagaoka’s proof [27] also applies
to c-q channels whose inputs are not necessarily discrete. Winter’s strong converse proof [45],
on the other hand, is based on the method of types [4] which is a powerful tool developed in
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2classical information theory for discrete memoryless systems. Winter then combines this method
with a suitable discretization of the output space to show the strong converse for non-stationary
channels [46]. We also mention the work by Hayashi-Nagaoka [18] in which a necessary and sufficient
condition was provided for the strong converse property to hold for general (not only memoryless)
c-q channels. More recently, Wilde-Winter-Yang [44] established that the strong converse, Eq. (2),
also holds if W is an entanglement-breaking channel or a Hadamard channel. In particular, this
shows that the Holevo capacity is additive for these channels.
In this work we focus our attention on channels W that are (tensor product) image-additive [11],
namely quantum channels W that satisfy
im(Wn) = conv ( im(W)⊗n), (3)
where im(W) denotes the image of the channel (i.e. the set of all quantum states that can be output
by W if the input is a quantum state) and conv denotes the convex hull. This class of channels is
a proper subset of the entanglement-breaking channels but strictly larger than c-q channels [11].
Finally, if we restrict the input to an arbitrary quantum channel to product states (or, more generally,
separable states), then the respective channel images automatically satisfy (3).
We are interested in characterizing M∗(Wn, ε) for these channels beyond the strong converse
statement in (2). This quantity represents the fundamental limit for the size of a codebook that
allows transmission of classical information over n uses of the quantum channel W up to an error ε.
Notably such communication schemes generally require a joint measurement of n quantum systems
at the receiver’s terminal, which is technologically challenging even for moderate values of n. Thus,
an asymptotic characterization for n→∞ as in (2) seems insufficient. To this end, our goal here is
to approximate M∗(Wn, ε) in terms of efficiently computable quantities for large but finite n.
For image-additive channels, the results of Wilde-Winter-Yang in fact imply that [44]
logM∗(Wn, ε) = nC(W) +O(√n), for all ε ∈ (0, 1). (4)
Our present work refines the O(
√
n) term by identifying the implied constant in this remainder
term as a function of ε and a new channel parameter called the dispersion of the quantum channel.
The resulting second-order approximation generalizes results for classical channels that go back to
Strassen’s work in the 1962 [38]. In this seminal work, he showed for most well-behaved discrete
classical channels W : X→ Y that
logM∗(Wn, ε) = nC(W ) +
√
nVε(W ) Φ
−1(ε) +O(log n), (5)
where C(W ) is the Shannon capacity, Φ is the cumulative distribution function of a standard normal
random variable, and Vε(W ) is another fundamental property of the channel known as the ε-channel
dispersion, a term coined by Polyanskiy et al. [32]. Refinements to and extensions of the expansion
of logM∗(Wn, ε) were pursued by Hayashi [17], Polyanskiy et al. [32] and the present authors [41].1
A. Main Contributions
In Section II we introduce the necessary concepts and definition required to formally state our
main results, which we detail in Section III. There are three main contributions in this paper:
1. It is a well-known fact that the capacity of a classical or c-q channel can be represented
geometrically as the divergence radius of the channel image. In this paper, in the course of
proving our main result, and especially the converse part, we leverage this fact heavily and
refine the geometric interpretation of the Holevo capacity in Section IIIA.
1 The latter two works establish that the remainder term satisfies O(logn) = 1
2
logn+O(1) for most channels, and
as such the third-order contribution is independent of the detailed channel description.
32. We develop a one-shot converse bound on M∗(W, ε) in terms of the geometry of the image
of the channel by employing a non-asymptotic quantity known as the ε-hypothesis testing
divergence radius. This is a one-shot analogue of the divergence radius that is commonly
used to characterize the channel capacity. We find that such an approach allows to shift our
attention from the input to the output space already in the non-asymptotic (one-shot) regime.
Indeed, all the necessary calculations to yield the second-order approximation are done in the
output space, thus allowing the input space to be arbitrary.
This approach of working solely on the output space by employing a one-shot divergence
radius to find the converse of the second-order approximation is new and does not have a
classical analogue.
3. We then use this technique to refine the asymptotic expansion of logM∗(Wn, ε) for c-q
channels whose input alphabet is neither discrete nor otherwise structured. In fact our only
requirement is that the image of the channel is comprised of quantum states on a finite-
dimensional Hilbert space. We prove a quantum analogue of Strassen’s [38] refinement to the
Shannon capacity in (5). This result is presented as Theorem 4 and discussed in Section III B.
Finally, we show how our result for c-q channels with unstructured inputs can be adapted to
yield an asymptotic expansion for all image-additive channels as well as the product state
capacity of arbitrary quantum channels in Section III B 2
Because of the generality that is being afforded in our setup, several auxiliary technical results
have to be developed either by modifying arguments from the literature or proving them from
scratch. These results may be of independent interest in other contexts. First, we develop several
alternative representations of the divergence radius that turn out to be amenable for computations
involved in both the direct part and converse parts of the proof of our main theorem. Second, in
the course of proving the direct part, we also show, by appealing to Caratheodory’s theorem, that
it suffices to choose a finite input ensemble in order to achieve the second-order approximation.
Third, for the converse part, to deal with ensembles of “bad” states that are not close to Holevo
capacity-achieving, we construct an appropriate γ-net whose size can be controlled appropriately
and whose elements serve to approximate those ensembles of “bad” states. (Notably, Winter [46,
Thm. II.7] also employed a related idea to get beyond the assumption of discrete input alphabets.)
Finally, we also prove several useful continuity properties of quantum information quantities. These
allow us to establish that the third-order term in the Strassen-type asymptotic expansion in (5) for
c-q channels with discrete support is O(log n), as in the classical case.
II. PRELIMINARIES
We consider the real vector space of self-adjoint (Hermitian) operators on a finite-dimensional
inner product (Hilbert) space. We denote the space of self-adjoint operators by H and keep it fixed
throughout to ease notation. For A,B ∈ H, we write A ≥ B iff A − B is positive semi-definite.
Moreover, we denote by {A > B} and {A ≥ B} the projectors onto the positive and non-negative
subspaces of A − B, respectively. We write A  B to denote the fact that the kernel of A is
contained in the kernel of B. Let λmin(A) denote the minimum eigenvalue of A. We equip H with a
metric, the trace distance δtr(A,B) := 12 tr |A−B|, where tr denotes the trace. The identity operator
is denoted by id. The set of quantum states is given by S := {ρ ∈ H | ρ ≥ 0 ∧ tr(ρ) = 1}. Clearly,
(S, δtr) is a compact metric space.
For any closed (and thus compact) subset S◦ ⊆ S, we denote by P(S◦) the set of probability
measures on (S◦,Σ◦), where Σ◦ is the Borel σ-algebra on (S◦, δtr). Since (S◦, δtr) is a compact metric
4space,
(P(S◦), δwc) is a compact metric space, where δwc denotes the Prohorov metric [30, Sec. 6
and Thm. 6.4]. We will not use δwc explicitly but simply note that convergence in δwc is equivalent
to weak convergence of probability measures. As such, any function of the form
P(S◦)→ R, P 7→
∫
S◦
dP(ρ)f(ρ) (6)
is continuous if f is bounded and continuous. If S◦ is discrete, we abuse notation and also use P(S◦)
to denote the set of probability mass functions on S◦. We then use P ∈ P(S◦) to denote its elements.
We often use the abbreviations ρ(P) and ρ(P ) to denote the averaged states
ρ(P) :=
∫
S◦
dP(ρ)ρ and ρ(P ) :=
∑
ρ∈S◦
P (ρ)ρ. (7)
For any n ∈ N, we also consider the n-fold products of the underlying inner-product space and
denote the associated set of self-adjoint operators and states with Hn and Sn, respectively. For any
S◦ ⊆ S, we denote by S⊗n◦ ⊆ Sn the set of n-tuples of states in S◦, represented as a product state⊗n
i=1 ρi, where ρi ∈ S◦. Clearly, S⊗n ⊆ Sn.
We employ the cumulative distribution function of the standard normal distribution
Φ(a) :=
∫ a
−∞
1√
2pi
exp
(
− 1
2
x2
)
dx (8)
and define its inverse as Φ−1(ε) := sup{a ∈ R |Φ(a) ≤ ε}, which reduces to the usual inverse for
0 < ε < 1 and extends to take values ±∞ outside that range.
A. Codes for Classical-Quantum Channels
We consider general c-q channels, i.e. arbitrary functions W : X→ S, where X is an arbitrary set.
A special case of this is a quantum channel, namely a completely positive trace-preserving (CPTP)
map W : S′ → S, where S′ denotes a set of quantum states. We denote the image of the channel by
im(W) := {ρ ∈ S | ∃x ∈ X : ρ =W(x)}, (9)
and its closure by im(W). Without loss of generality, we may assume that im(W) has full support
on the underlying Hilbert space, i.e. every vector (of the underlying Hilbert space) is supported by
at least one element in im(W). Thus, we will usually set d = | supp(im(W))|.
A code C for W is defined by the triple {M, e,D}, where M is a (discrete) set of messages,
e : M → X an encoding function and D = {Qm}m∈M is a positive operator valued measure
(POVM).2 We write |C| = |M| for the cardinality of the message set. We define the average error
probability of a code C for the channel W as
perr(C,W) := 1− 1|M|
∑
m∈M
tr
(W(e(m))Qm) (10)
where the distribution over messages M is assumed to be uniform on M. Alternatively, we may
write perr(C,W) = Pr[M 6= M ′] where
M
e−−→ X W−−→W(X) D−−→M ′ (11)
2 A POVM in this context is a set of operators {Qm}m∈M satisfying Qm ≥ 0 for all m ∈M and
∑
m∈MQm = id.
5forms a Markov chain, W(X) denotes the (random) output of the channel, and M ′ thus denotes the
output of the decoder.
To characterize the non-asymptotic fundamental limit of data transmission over a single use of
the channel, we define the maximum size of a codebook for W with average error ε as
M∗(W, ε) := max{m ∈ N ∣∣ ∃ C : |C| = m ∧ perr(C,W) ≤ ε}. (12)
We are interested to evaluate this quantity for the composite channel Wn, corresponding to n ≥ 1
uses of a memoryless channelW . Formally, the n-fold i.i.d. repetition of the channel,Wn : Xn → S⊗n,
takes as input a vector x = (x1, x2, . . . , xn) ∈ Xn and maps it toW(x1)⊗W(x2)⊗. . .⊗W(xn) ∈ S⊗n.
In particular, this model does not allow for entangled channel outputs. The non-asymptotic
fundamental limit of data transmission over n uses of the channel is consequently given byM∗(Wn, ε).
B. Information Quantities
The following basic quantities are of interest here. For any ρ ∈ S, we employ the von Neumann
entropy H(ρ) := − tr(ρ log ρ). Moreover, for positive semi-definite σ satisfying σ  ρ, the relative
entropy [20, 42] and the relative entropy variance [23, 40] are respectively defined as
D(ρ‖σ) := tr
(
ρ
(
log ρ− log σ)) and (13)
V (ρ‖σ) := tr
(
ρ
(
log ρ− log σ −D(ρ‖σ) · id)2) . (14)
As usual, we implicitly use the convention 0 logk 0 ≡ 0 for all k ∈ N.
Classically, for two probability mass functions P,Q ∈ P(X), the relative entropy D(P‖Q) is
the expectation value of the log-likelihood ratio log
(
P (X)/Q(X)
)
where X ← P , and V (P‖Q) is
the corresponding variance. The above definition of V (ρ‖σ) is thus a natural non-commutative
generalization of the classical concept, with its operational meaning firmly established in [23, 40].
We summarize some properties of the above quantities, which we will employ later.
1. ρ 7→ H(ρ) is strictly concave (cf., e.g., Lemma 24) and continuous.
2. (ρ, σ) 7→ D(ρ‖σ) is jointly convex and lower semi-continuous. In fact, it is continuous except
when it diverges to infinity, i.e. when σ 6 ρ.
3. D(ρ‖σ) is positive definite, i.e. D(ρ‖σ) ≥ 0 with equality iff ρ = σ.
4. (ρ, σ) 7→ V (ρ‖σ) is continuous except when σ 6 ρ.
Finally, in order to express the one-shot bounds, we introduce the ε-hypothesis-testing diver-
gence [43]. For any ε ∈ (0, 1) and ρ, σ ∈ S, it is defined as
Dεh(ρ‖σ) := − log
β1−ε(ρ‖σ)
1− ε , where β1−ε(ρ‖σ) := min0≤Q≤id
tr(Qρ)≥1−ε
tr(Qσ) . (15)
Note that β1−ε is the smallest type-II error of a hypothesis test between ρ and σ with type-I error
at most ε. The ε-hypothesis testing divergence satisfies the following basic properties, which we
summarize here for later reference.
Lemma 1. Let ε ∈ (0, 1), let S◦, S′◦ ⊆ S be discrete sets, and let P ∈ P(S◦), Q ∈ P(S′◦). Define
ρ =
∑
τ∈S◦ P (τ)τ and σ =
∑
ω∈S′◦ Q(ω)ω. Then D
ε
h(ρ‖σ) satisfies the following properties:
1. Dεh(ρ‖σ) ≥ 0 with equality if and only if ρ = σ. (cf. [6, Prop. 3.2])
62. For any CPTP mapM we have Dεh(ρ‖σ) ≥ Dεh
(M(ρ)∥∥M(σ)). (cf. [43])
3. Dεh(ρ‖σ) ≤ minω∈S′◦
{
Dεh(ρ‖ω) + log 1Q(ω)
}
.
4. Dεh(ρ‖σ) ≤ maxτ∈S◦ Dεh(τ‖σ).
The last inequality shows that ρ 7→ Dεh(ρ‖σ) is quasi-convex. The last two inequalities can be
verified by a close inspection of the definition in (15) and we omit the proof.
III. MAIN RESULTS
A. The Divergence Radius of a Set of Quantum States
It is well known that the capacity of a classical or classical-quantum channel can be represented
geometrically as the divergence radius of the channel image. (For the quantum case, see, e.g. [29]
and [36].) Here, we take a complementary approach and investigate the divergence radius of subsets
of the set of quantum states. If such a set is the image of a channel, our analysis allows us to
construct capacity-achieving ensembles by just looking at the channel image. Furthermore, this
viewpoint leads to a natural quantum generalization of the concept of channel dispersion. Thus,
somewhat surprisingly, we will see that not only the capacity but also the finite blocklength behavior
of channels is governed by the geometry of the channel image.
1. Divergence Radius
Let us start by investigating the divergence radius of arbitrary closed subsets of the set of
quantum states on a finite-dimensional Hilbert space.
Definition 1. Let S◦ ⊆ S be closed. The divergence radius of S◦ (in S) is defined as
χ(S◦) := inf
σ∈S
sup
ρ∈S◦
D(ρ‖σ) . (16)
We show the following properties of the divergence radius.
Theorem 2. Let S◦ ⊆ S be closed. We find the following:
1. The divergence center, defined as σ∗(S◦) := arg minσ∈S
{
supρ∈S◦ D(ρ‖σ)
}
, exists and is
unique. Moreover, σ∗(S◦) ρ for all ρ ∈ S◦.
2. Define the set of peripheral points of S◦, i.e.
Γ(S◦) := arg max
ρ∈S◦
D
(
ρ
∥∥σ∗(S◦)). (17)
Then, D
(
ρ
∥∥σ∗(S◦)) ≤ χ(S◦) for all ρ ∈ S◦ with equality iff ρ ∈ Γ(S◦).
3. We have σ∗(S◦) ∈ conv(Γ(S◦)).
4. The divergence radius has the following alternative representation:
χ(S◦) = sup
P∈P(S◦)
∫
dP(ρ)D
(
ρ
∥∥∥∥ ∫ dP(ρ′)ρ′). (18)
7σ∗
S◦
Γ
ΓΓ
Γ conv(Γ)
σ∗
Γ
ΓΓ
Γ
conv(Γ)
FIG. 1. Example of a discrete and a continuous set with divergence center σ∗ and peripheral states Γ. The
set Γ must lie on the boundary of S◦ due to the quasi-convexity of ρ 7→ D(ρ‖σ) (cf. Lemma 1). As seen in
Theorem 2, the center σ∗ lies in the convex hull of Γ(S◦) consistent with the Euclidean intuition.
5. The set of probability measures that achieve the supremum is given by the peripheral decom-
positions of the divergence center, namely the compact convex set
Π(S◦) :=
{
P ∈ P(Γ(S◦)) ∣∣∣∣ ∫ dP(ρ)ρ = σ∗(S◦)}. (19)
Moreover, Π(S◦) contains a discrete probability measure with support on at most d2 points in
Γ(S◦).
The proof of this theorem is presented in Section IV and we illustrate it in Figure 1.
Remark 1. Uniqueness of σ∗(S◦) was also claimed by Ohya, Petz and Watanabe [29, Lem. 3.4] in
a related context. However, they argue that this directly follows from the “fact that the relative
entropy functional is strictly convex in the second variable”. We submit that more care has to be
taken to establish uniqueness. Notably, the functional σ 7→ D(ρ‖σ) is only strictly convex if ρ > 0
is positive definite and trivial counterexamples can be constructed otherwise. It is then unclear how
to apply this property directly to the situation at hand.
Remark 2. Property 3 is of particular importance for our argument and has not been shown before.
A weaker property, namely σ∗(S◦) ∈ conv(S◦) was already pointed out in [29, Lem. 3.4]. However,
our stronger Property 3 implies that σ∗(S◦) can be written as a convex combination of states in
Γ(S◦), i.e. σ∗(S◦) = ρ(P) for some P ∈ P(Γ(S◦)). If S◦ is the image of a quantum channelW , we write
W−1(Γ(S◦)) to denote any pre-image of Γ(S◦). Then, the tuple {P,W−1(Γ(S◦))} corresponds to an
optimal ensemble of input states, i.e. an ensemble that achieves the maximum Holevo information.
In particular, Π(S◦) as defined in (19) is non-empty.
Remark 3. It is natural to see (18) as the dual problem (cf. [3]) to the convex optimization problem
in (16); in particular, the integral in (18) is concave in P. As such (18) implies strong duality.3
2. Peripheral Information Variance
The above observations allow us to define the minimal and maximal peripheral information
variance of S◦ in terms of the information variance of peripheral decompositions of the divergence
center. To do so, we consider measures P ∈ Π(S◦) and optimize
V (P|σ∗(S◦)), where V (P|σ) :=
∫
dP(ρ)V (ρ
∥∥σ) . (20)
3 A dual problem to (18) for the discrete case has also been established in [39], but elementary manipulations reveal
that the dual program there is equivalent to the divergence radius optimization in (16).
8is the conditional information variance. This leads to the following definitions.
Definition 2. Let S◦ ⊆ S be closed and Π(S◦) defined in (19). Then, the minimal and maximal
peripheral information variance of S◦ (in S) are respectively defined as
vmin(S◦) := inf
P∈Π(S◦)
V
(
P
∣∣σ∗(S◦)) = inf
P∈Π(S◦)
∫
dP(ρ)V
(
ρ
∥∥σ∗(S◦)), and (21)
vmax(S◦) := sup
P∈Π(S◦)
V
(
P
∣∣σ∗(S◦)) = sup
P∈Π(S◦)
∫
dP(ρ)V
(
ρ
∥∥σ∗(S◦)). (22)
It is evident from the compactness of Π(S◦) that the infimum and supremum are achieved so we
may replace inf and sup with min and max, respectively. Moreover, the minimum in Eq. (21) is
achieved for a probability measure P ∈ P(Γ(S◦)) that satisfies the linear constraints∫
dP(ρ)ρ = σ∗(S◦) and
∫
dP(ρ)V
(
ρ
∥∥σ∗(S◦)) = vmin(S◦). (23)
These constitute d2 − 1 real constraints for the first equality and one additional constraint for the
second one. Since Γ(S◦) is not connected in general, Caratheodory’s theorem (see, e.g., [8, Thm. 18])
yields the following lemma:
Lemma 3. There exist discrete probability measures with support on at most d2 + 1 points in Γ(S◦)
that achieve the infimum and supremum in (21) and (22), respectively.
B. Second-Order Approximation for the Classical Capacity
1. Capacity of Classical-Quantum Channels
Our main result is the evaluation of the second-order asymptotics for the capacity of c-q channels
with general input. (Recall that we consider general channels W : X→ S, where X is an arbitrary
set4 and S is the set of quantum states on an arbitrary finite-dimensional Hilbert space.)
Theorem 4. Let ε ∈ (0, 1) and W be a c-q channel. Setting S◦ = im(W), we find
logM∗(Wn, ε) = nC(W) +
√
nVε(W) Φ−1(ε) +K(n, S◦, ε), where (24)
C(W) = χ(S◦) and Vε(W) = vε(S◦) :=
{
vmin(S◦) if 0 < ε ≤ 12
vmax(S◦) if 12 < ε < 1
. (25)
We have K(n, S◦, ε) = o(
√
n) for all channels. Moreover, if S◦ is finite and vε(S◦) > 0, we have
K(n, S◦, ε) = O(log n).
Remark 4. The ε-channel dispersion is an operational quantity defined as [32, Eq. (221)]
Vε(W) := lim sup
n→∞
1
n
(
nC(W)− logM∗(Wn, ε)
Φ−1(ε)
)2
. (26)
Our results imply that it equals vε(S◦), the minimal or maximal peripheral information variance of
the channel image, depending on the value of ε.
Remark 5. Traditionally, classical-quantum channels are studied for the case when X is discrete. In
our framework, this corresponds to a discrete set S◦ = {W(x) |x ∈ X}.
Remark 6. Some restrictions on S◦ are necessary in order to show that K(n, S◦, ε) = O(log n).
Indeed, there exists a class of classical discrete memoryless channels, so-called exotic channels [32,
p. 2231 and App. H], for which vε(S◦) = 0 and K(n, S◦, ε) = Θ(n1/3) hold [31, Thm. 51].
We sketch the main ideas and outline of our proof in the following.
4 In particular, this set is not assumed to be countable or have any topological structure.
9a. Summary of the Proof of the Direct Part: The direct part of Theorem 4, established in
Section VA, is derived employing a one-shot bound due to Wang and Renner that relates M∗(Wn, ε)
with the ε-hypothesis-testing divergence, Dεh(·‖·), defined in (15) above. The bound is valid for
classical-quantum channels with finite input alphabets and the asymptotics are derived in this
setting based upon the second-order asymptotics of the hypothesis testing divergence evaluated on
i.i.d. states established in [23] and [40]. Finally, a simple application of Caratheodory’s theorem
(Lemma 3) shows that it is possible to achieve the second-order asymptotics with finite alphabets
(of size depending on the dimension of the output space).
b. Summary of the Proof of the Converse Part: The converse part of Theorem 4 is proved in
Sections VB–VE. The proof employes a one-shot analogue of the divergence radius in Definition 1.
Definition 3. Let ε ∈ (0, 1) and S◦ ⊆ S. The ε-hypothesis-testing divergence radius is defined as
χεh(S◦) := inf
σ∈S
sup
ρ∈S◦
Dεh(ρ‖σ). (27)
This quantity, evaluated for the channel image, constitutes an upper bound on M∗(W, ε) for c-q
channels with general input. In Section VB, we establish the following one-shot converse bound:
Proposition 5. Let ε ∈ (0, 1) and let W be a c-q channel. For any µ ∈ (0, 1− ε), we have
logM∗(W, ε) ≤ χε+µh
(
im(W)
)
+ log
ε+ µ
µ(1− ε− µ) . (28)
This bound should be compared to the bounds by Renner-Wang [43] and Matthews-Wehner [24].
Both of these works also establish one-shot converse bounds in terms of the ε-hypothesis testing
divergence (see also [18, Remark 15]). However, our result crucially differs in that our bound only
depends on the image of the channel, independently of the input alphabet supported by the channel.
It thus allows us to treat the remaining evaluation as a problem on the output space.
Applied to the n-fold memoryless repetition of the c-q channel W, it yields
logM∗(Wn, ε) ≤ χε+µh (S⊗n◦ ) +O(log n). (29)
where µ is chosen inversely polynomial in n. Proposition 21 in Section VE, then establishes that
χε+µh
(
S⊗n◦
) ≤ nχ(S◦) +√n vε(S◦) Φ−1(ε) + o(√n) , (30)
which, combined with (29), concludes the proof.
This asymptotic expansion in (30) constitutes the technically most challenging part of our
derivation. To evaluate these asymptotics for a suitable choice of σn we extend the second-order
approximation of [40] to non-identical product distributions. Moreover, we show that these bounds
hold uniformly in all sequences ρn =
⊗n
i=1 ρi ∈ S⊗n◦ that appear in the supremum above. This
is particularly challenging because we have to treat separately sequences for which the average
relative entropy variance is small, and hence the convergence to the second-order approximation
is too slow.5 To tackle this, we employ a net on S◦ and in particular do not appeal to the use of
constant composition codes and type-counting arguments, which are workhorses of the second-order
analysis for discrete memoryless channels in the classical setting. Our novel proof thus departs from
the usual treatment, which in particular allows us to consider general input alphabets.
5 For a classical analogue, recall that the convergence speed in the Berry-Esseen theorem is inversely proportional to
σ3, where σ2 is the average variance of a sequence of non-i.i.d. random variables.
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2. Classical Capacity for Image-Additive Quantum Channels
First, note that the achievability bounds in Theorem 4 in fact apply for the classical capacity
of all quantum channels, and can be achieved using product states. To see this, let X be a set of
quantum states (whether the states in X are modeled as density operators on a Hilbert space or
states of a C* algebra is irrelevant here) and W be the quantum channel from X to S, as usual.
Obviously the channel is now a completely positive trace-preserving map, but we do not need to use
this structure here and focus again on its image, S◦ = im(W), where closure is now unnecessary
since the image is compact. Thus, for all quantum channels W, we have6
logM∗(Wn, ε) ≥ nχ(S◦) +
√
n vε(S◦) Φ−1(ε) + o(
√
n) . (31)
Moreover, the converse part of the proof of Theorem 4 can be easily adapted to cover general
image-additive quantum channels. The logarithm of the maximum codebook size of a quantum
channel is certainly also upper bounded by χεh(S◦) as in (29), so in particular we find
logM∗(Wn, ε) ≤ χε+µh (Sn◦ ) + log
ε+ µ
µ(1− ε− µ) , where S
n
◦ = im(Wn) . (32)
However, the crucial difference vis-à-vis classical-quantum channels is that here we generally
have Sn◦ 6= S⊗n◦ as the channel image can be enlarged in the presence of non-product input states.
Restricting to image-additive channels W, however, we find
Sn◦ = im(Wn) = conv(im(W)⊗n) = conv(S⊗n◦ ) (33)
Now the only missing observation is that χεh(conv(S
⊗n◦ )) = χεh(S
⊗n◦ ) for all S◦ ⊆ S, which is an
immediate consequence of the quasi-convexity of ρ 7→ Dεh(ρ‖σ), shown in Part 4 of Lemma 1. Hence,
Proposition 21 directly applies to this situation as well and we arrive at the following corollary:
Corollary 6. Let ε ∈ (0, 1) and W be an image-additive quantum channel. Then,
logM∗(Wn, ε) = nC(W) +
√
nVε(W) Φ−1(ε) + o(
√
n) (34)
with C(W) and Vε(W) as defined in Theorem 4.
Similarly, if the input of the channel is restricted to separable states then clearly the restricted
image satisfies imsep(Wn) = conv(im(W)⊗n) and thus Proposition 21 again suffices to determine
the second-order asymptotics.7
Corollary 7. Let ε ∈ (0, 1), let W be any quantum channel. Let M∗sep(Wn, ε) denote the maximum
size of a codebook for classical information transmission over W with average error ε when the
channel is restricted to separable input states. Then,
logM∗sep(Wn, ε) = nC(W) +
√
nVε(W) Φ−1(ε) + o(
√
n), (35)
with C(W) and Vε(W) as defined in Theorem 4.
Example 1. Qubit Pauli channels are symmetric under reflection at the center of the Bloch sphere.
As such, σ∗(S◦) = 12 id and it is furthermore easy to verify that any capacity-achieving ensemble (of
minimal size) is commutative. Hence, the capacity and dispersion of a Pauli channel equal those of
a (classical) binary symmetric channel (see, e.g., [32, Thm. 52]).
6 But note that χ(S◦) could generally be smaller than C(W).
7 The first-order asymptotics (for the case of product state inputs) were discussed in detail in [10].
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FIG. 2. Geometry and second-order approximation for the amplitude damping channel.
Example 2. The amplitude damping channel with magnitude γ is given as
Eγad : ρ 7→
(
1 0
0
√
1− γ
)
ρ
(
1 0
0
√
1− γ
)
+
(
0
√
γ
0 0
)
ρ
(
0 0√
γ 0
)
. (36)
Its channel image, Sγ◦ = im(Eγad), is displayed in Figure 2(a). In Fig. 2(b), the channel capacity and
dispersion are evaluated numerically for different values of γ. The second-order approximation, i.e.
the first two terms on the right-hand side of (35) are plotted as a function of n in Figure 2(c).
It was already noted in [36, Fig. 1] that it is necessary to consider non-orthogonal input states to
achieve χ(Sγ◦)—in particular, Eγad(|0〉〈0|) /∈ Γ(Sγ◦) for general γ ∈ (0, 1).
This naturally leaves many open questions. Most intriguingly, it was recently shown that for
entanglement-breaking and Hadamard channels, we have [44]
logM∗(En, ε) = nχ(S◦) +O(
√
n) (37)
Thus, one could reasonably conjecture that a second-order approximation of the form (35) also holds
for such channels (and not only image-additive channels). In particular, it would be interesting to
see if the second-order term is again given by the peripheral information variance. The proof of the
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strong converse in [44] relies on the additivity of a suitable Rényi divergence radius [25, 44] of the
channel image. However, it appears that their techniques are insufficient to derive a second-order
expansion of the ε-hypothesis testing divergence radius.
IV. PROOFS: QUANTUM DIVERGENCE RADIUS
This section contains various lemmas which, combined, establish Theorem 2. Recall that S
denotes the set of quantum states on a Hilbert space of dimension d, and S◦ ⊆ S is an arbitrary
closed subset of S, and thus also compact.
We will later show that the divergence center σ∗(S◦), as defined in Theorem 2, is indeed a
singleton, but at this point we have to be satisfied with the following statement.
Lemma 8. The set σ∗(S◦) is nonempty, convex and σ ∈ σ∗(S◦) implies σ  ρ for all ρ ∈ S◦.
Proof. Since S◦ is compact, supρ∈S◦ D(ρ‖σ) is finite if and only if σ  ρ for all ρ ∈ S◦. Moreover,
since S is compact and the function f : σ 7→ supρ∈S◦ D(ρ‖σ) convex, the set of minima contains at
least one element and is convex.
In analogy to Theorem 2, we define the set of extremal points in S◦ corresponding to the center
σ ∈ σ∗(S◦) as Γσ(S◦) := arg maxρ∈S◦ D
(
ρ
∥∥σ).
Proposition 9. For every σ ∈ σ∗(S◦), we have σ ∈ conv(Γσ(S◦)).
Proof. Let us fix σ ∈ σ∗(S◦) to simplify notation. We define
Θν :=
{
ρ ∈ S◦
∣∣D(ρ‖σ) ≥ χ(S◦)− ν}. (38)
and its complement Θ¯ν := S◦ \ Θν for any ν ≥ 0. We first observe that Θν ⊆ S◦ is closed since
D(·‖σ) is continuous and S◦ is closed itself. Thus, both Θν and conv(Θν) are compact. Moreover,
we clearly have
⋂
ν>0 Θ
ν = Θ0 = Γσ(S◦).
For the sake of contradiction, let us now assume that σ /∈ conv(Θν) for some fixed ν > 0. We
employ the following lemma (also known as the Pythagorean theorem for relative entropy).
Lemma 10. [29, Lem. 3.3] Let S◦ ⊆ S be compact convex and let σ ∈ S. Then, τ :=
arg minτ∈S◦ D(τ‖σ) is unique. Moreover, for all ρ ∈ S◦, we have
D(ρ‖σ) ≥ D(ρ‖τ) +D(τ‖σ). (39)
This establishes that there exists a unique state τ ∈ conv(Θν) that minimizes D(τ‖σ). Further-
more, D(ρ‖σ) > D(ρ‖τ) for all ρ ∈ Θν . Consequently, using the parametrization τλ := λτ +(1−λ)σ
and the convexity of D(ρ‖·), we find
D(ρ‖τλ) ≤ λD(ρ‖τ) + (1− λ)D(ρ‖σ) < D(ρ‖σ) ∀λ ∈ (0, 1). (40)
Hence, D(ρ‖τλ) < D(ρ‖σ) for all ρ ∈ Θν and for all λ ∈ (0, 1).
Furthermore, recall that D(ρ‖σ) is bounded away from χ(S◦) for all ρ ∈ Θ¯ν by definition. Due
to the continuity of D(ρ‖·), we thus find that for sufficiently small λ > 0,
D
(
ρ
∥∥τλ) < χ(S◦) ∀ρ ∈ S◦. (41)
However, this implies that σ /∈ σ∗(S◦) and thus leads to a contradiction.
Hence, we conclude that σ ∈ conv(Θν) and since this holds for all ν > 0, we find σ ∈⋂
ν>0 conv(Θ
ν). The statement then follows by the following lemma proven in Appendix A.
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Lemma 11. Let Θ1 ⊇ Θ2 ⊇ . . . be a sequence of compact sets in a finite-dimensional vector space.
Then, ⋂
n∈N
conv(Θn) = conv(Θ∞) whenever Θ∞ :=
⋂
n∈N
Θn 6= ∅. (42)
This establishes that
⋂
ν>0 conv(Θ
ν) = conv(Θ0) and concludes the proof.
The fact that σ ∈ σ∗(S◦) =⇒ σ ∈ conv(Γσ(S◦)), first established here, is crucial since it allows
the following construction:
Due to Caratheodory’s theorem, we may decompose σ into a convex combination of (at most d2)
peripheral states, namely we may write
σ =
∑
ρ∈X◦
P (ρ) ρ, where X◦ ⊆ Γσ(S◦), |X◦| ≤ d2 and P ∈ P(X◦). (43)
Using this decomposition and the fact that D(ρ‖σ) = χ(S◦) for all ρ ∈ X◦, we find
χ(S◦) =
∑
ρ∈X◦
P (ρ)D(ρ‖σ) = H(σ)−
∑
ρ∈X◦
P (ρ)H(ρ) . (44)
The uniqueness of σ∗(S◦) now follows from a standard argument (see, e.g., [13, Sec. 4.5]) and using
the strict concavity of H.
Lemma 12. The set σ∗(S◦) contains exactly one state.
Proof. We have already established that σ∗(S◦) is nonempty and convex in Lemma 8. Assume for
the sake of contradiction that σ0, σ1 ∈ σ∗(S◦) with σ0 6= σ1. Consequently, σλ := λσ1 + (1− λ)σ0 is
in σ∗(S◦) for all λ ∈ [0, 1]. Following (43), we may write
σλ =
∑
ρ∈X′◦
Pλ(ρ) ρ, where X′◦ ⊆ Γσ0(S◦) ∪ Γσ1(S◦), |X′◦| ≤ 2d2 . (45)
and Pλ(ρ) = λP1(ρ) + (1− λ)P0(ρ) for Pλ ∈ P(X′◦) . Then, due to (44), we have
χ(S◦) = H(σ0)−
∑
ρ∈X′◦
P0(ρ)H(ρ) = H(σ1)−
∑
ρ∈X′◦
P1(ρ)H(ρ). (46)
Hence, using the strict concavity of H(·), we find
χ(S◦) = λH(σ1) + (1− λ)H(σ0)−
∑
ρ∈X′◦
Pλ(ρ)H(ρ) (47)
< H(σλ)−
∑
ρ∈X′◦
Pλ(ρ)H(ρ) (48)
=
∑
ρ∈X′◦
Pλ(ρ)D(ρ‖σλ). (49)
Finally, the fact that D(ρ‖σλ) ≤ supρ∈S◦ D(ρ‖σλ) = χ(S◦) since σλ ∈ σ∗(S◦) yields the desired
contradiction.
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The previous lemma justifies writing Γ(S◦) in Theorem 2, i.e. Γσ(S◦) does not depend on σ. We
will thus drop the subscript σ in Γσ hereafter.
For any P ∈ P(S) and σ ∈ S, let us introduce the notation
I(P|σ) :=
∫
dP(ρ)D(ρ
∥∥σ) and I(P) := I(P∣∣∣ρ(P)) (50)
in analogy with the conditional mutual information.
Lemma 13. We have χ(S◦) = supP∈P(S◦) I(P). The supremum is achieved by a discrete probability
measure with support on at most d2 points in Γ(S◦).
Proof. First, note that for every P ∈ P(S) we have I(P) = minσ∈S I(P|σ) due to the positive-
definiteness of D(·‖·). Now, Sion’s minimax theorem [37] yields
sup
P∈P(S◦)
min
σ∈S
I(P|σ) = min
σ∈S
sup
P∈P(S◦)
I(P|σ) (51)
Indeed, it is easy to verify that I(P|σ) is convex in σ and linear in P. Moreover, S is compact convex
and P(S◦) is convex, as required. Finally, the supremum over distributions on the right-hand side
of (51) can be replaced by a supremum over Dirac measures on S◦ without loss of generality. This
establishes
sup
P∈P(S◦)
∫
dP(ρ)D(ρ
∥∥ρ(P)) = min
σ∈S
sup
ρ∈S◦
D(ρ‖σ). (52)
The second statement follows immediately due to the construction given in Eq. (43) and (44).
We are now ready to summarize the proof of Theorem 2.
Proof of Theorem 2. Property 1 follows from Lemmas 8 and 12. Property 2 is a trivial consequence
of Property 1 and the definition of Γ. Property 3 is implied by Proposition 9 whereas Property 4 is
established in Lemma 13. Finally, Property 5 is established as follows:
Clearly, every P ∈ Π(S◦) achieves the supremum in (18), χ(S◦), by definition of Γ(S◦). Conversely,
let us assume that there exists a distribution P ∈ P that achieves χ(S◦). Then, ρ(P) = σ∗(S◦) by the
argument in Lemmas 12 and 13. Moreover, P[Γ(S◦)] = 1 is necessary due to the definition of Γ.
V. PROOFS: SECOND-ORDER APPROXIMATION
The direct part of the proof of Theorem 4 is presented in Section VA. We split the proof of the
converse part of Theorem 4 into several parts. First, Section VB provides a proof of our one-shot
converse bound in Proposition 5. Then, Section VC introduces some non-asymptotic bounds on the
ε-hypothesis testing divergence for product states that are essential for our asymptotic analysis. As
a warm-up, Section VD shows the strong converse property for c-q channels using these techniques.
The converse part of Theorem 4 is then established in Section VE, and an improved third-order
bound for discrete classical-quantum channels is given in VF.
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A. Proof of Direct Part of Thoerem 4
We base our result on the following straightforward generalization of the one-shot bounds by
Hayashi and Nagaoka [18] in the form of Wang and Renner [43] (see also [5, 7, 34] for recent one-shot
achievability bounds for c-q channels).8
Proposition 14. [43, Thm. 1] Let ε ∈ (0, 1), η ∈ (0, ε), and let X◦ ⊆ im(W) be discrete. Then,
logM∗(W, ε) ≥ sup
P∈P(X◦)
Dε−ηh
(⊕
ρ∈X◦
P (ρ)ρ
∥∥∥∥∥ ⊕
ρ∈X◦
P (ρ)ρ(P )
)
− log 4ε(1− ε+ η)
η2
. (53)
We can include the closure of im(W) due to the continuity of the above expression when the set
X◦ is varied by replacing an element with one that is close in (S, δtextrmtr). Thus, our bound reads
logM∗(W, ε) ≥ sup
X◦⊆im(W)
sup
P∈P(X◦)
Dε−ηh
(
ω(P )
∥∥∥τ (P ) ⊗ ρ(P ))− log 4ε(1− ε+ η)
η2
, (54)
where X◦ is discrete and we introduced the shorthands ω(P ) :=
⊕
ρ∈X◦ P (ρ)ρ and τ
(P ) :=
⊕
ρ∈X◦ P (ρ).
The similarity of the above expression with the asymptotic expression in (18) is evident once (18) is
specialized to the discrete case as well.
The restriction to finite subsets of S◦ is unproblematic in light of Lemma 3. Let us then proceed
to prove the lower bound in Theorem 4, which we restate in a slightly stronger form here.
Direct Part of Theorem 4. Let ε ∈ (0, 1) and let W be a c-q channel. Set S◦ := im(W). Then,
logM∗(Wn, ε) ≥ nχ(S◦) +
√
n vε(S◦) Φ−1(ε) +O(log n). (55)
Proof. First, let us apply (54) to the n-fold repetition of the channel W. Fixing any discrete set
X◦ ⊆ S◦ and P ∈ P(X◦), we first confirm that
logM∗(Wn, ε) ≥ Dε−ηh
((
ω(P )
)⊗n∥∥∥(τ (P ) ⊗ ρ(P ))⊗n)− log 4ε(1− ε+ η)
η2
(56)
Note that we applied (54) using the set X⊗n◦ ⊆ im(W)
⊗n
= im(W)⊗n and the n-fold product
distribution P×n. By Lemma 3 there exists a probability mass function (let it be our choice of P )
with support on Γ(S◦) (let the support set be our choice of X◦) such that
ρ(P ) = σ,
∑
ρ∈X◦
P (ρ)D(ρ‖σ) = χ(S◦), and
∑
ρ∈X◦
P (ρ)V (ρ‖σ) = vε(S◦), (57)
where we set σ = σ∗(S◦). Now, we can verify that
∑
ρ∈X◦
P (ρ)D
(
ρ
∥∥ρ(P )) = D(⊕
ρ∈X◦
P (ρ)ρ
∥∥∥∥∥ ⊕
ρ∈X◦
P (ρ)ρ(P )
)
, (58)
and, the following simple generalization of [32, Lm. 62] proved in Appendix D holds.
8 To compare with [43, Thm. 1], simply note that we may restrict our channel to a discrete classical-quantum channel
bijectively mapping from an arbitrary index set to element in X◦. The direct sum notation reveals the classical
quantum structure of the underlying state. Finally, the constant c in [43] can be optimized over.
16
Lemma 15. For any probability mass function P ∈ Π(S◦), we have
∑
ρ∈X◦
P (ρ)V
(
ρ
∥∥ρ(P )) = V(⊕
ρ∈X◦
P (ρ)ρ
∥∥∥∥∥ ⊕
ρ∈X◦
P (ρ)ρ(P )
)
. (59)
As such, we are left to evaluate the asymptotics of Dε−ηh for identical product states. Let us set
εn := ε − η with η = 1/
√
n. First, consider the case where vε(S◦) > 0. The second assertion in
Proposition 16 (i.e. the bound in (72)) specialized to i.i.d. states, establishes that
Dε−ηh
((
ω(P )
)⊗n∥∥∥(τ (P ) ⊗ ρ(P ))⊗n) (60)
≥ nD(ω(P )∥∥τ (P ) ⊗ ρ(P ))+√nV (ω(P )∥∥τ (P ) ⊗ ρ(P ))Φ−1(ε)− L2 log n (61)
= nχ(S◦) +
√
n vε(S◦) Φ−1(ε)− L2 log n . (62)
for all n ≥ N2 and some constants L2 and N2(ε, S◦). In the last step we employed (58), Lemma 15
and (57). Moreover, the last summand in (56) is of the form O(log n) and we are done.
The proof for the case vε(S◦) = 0 proceeds similarly but employs the first bound in Eq. (71) in
Proposition 16 instead. This yields
Dε−ηh
((
ω(P )
)⊗n∥∥∥(τ (P ) ⊗ ρ(P ))⊗n) ≥ nD(ω(P )∥∥τ (P ) ⊗ ρ(P ))− L1 log n. (63)
for all n ≥ N1 and some constants L1 and N1(ε − η, S◦). The rest of the proof then proceeds
analogously to the discussion above.
B. Proof of Proposition 5
Let us recall the statement of Proposition 5. For ε ∈ (0, 1) and µ ∈ (0, 1− ε), we want that
logM∗(W, ε) ≤ χε+µh
(
im(W)
)
+ log
ε+ µ
µ(1− ε− µ) . (64)
Proof of Proposition 5. Let C = {M, e,D} be a code with perr(C,W) ≤ ε given by codewords xm =
e(m) ∈ X and a decoder D = {Qm}m∈M. By assumption, we thus have 1|M|
∑
m∈M tr(QmW(xm)) ≥
1− ε. For an arbitrary but fixed σ ∈ S, we define the set
K := {m ∈M ∣∣ tr (QmW(xm)) ≥ 1− ε− µ}, and m∗ := arg min
m∈K
tr(Qmσ). (65)
By definition of this set, we have
1− ε ≤ 1|M|
∑
m∈M
tr(QmW(xm)) = 1|M|
∑
m∈K
tr(QmW(xm)) + 1|M|
∑
m∈M\K
tr(QmW(xm)) (66)
<
|K|
|M| +
|M| − |K|
|M| (1− ε− µ) (67)
Hence, |K| > |M| µε+µ . Moreover, we have
1 = tr(σ) =
∑
m∈M
tr(Qmσ) ≥ |K| tr(Qm∗σ) > |M| µ
ε+ µ
tr(Qm∗σ). (68)
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By definition of the ε-hypothesis testing divergence we find
Dε+µh (W(xm∗)‖σ) ≥ − log
tr(Qm∗σ)
1− ε− µ > log |M| − log
ε+ µ
µ(1− ε− µ) . (69)
Thus, in particular we have
sup
ρ∈ im(W)
Dε+µh (ρ‖σ) > log |M| − log
ε+ µ
µ(1− ε− µ) (70)
Finally, Eq. (64) follows by observing that the above bound holds for all σ ∈ S.
C. Non-Asymptotic Bounds on the Hypothesis-Testing Divergence
Some of the main ingredients of our asymptotic analysis in the converse part of the proof of
Theorem 4 are the following non-asymptotic bounds on the ε-hypothesis testing divergence evaluated
for product states. Before we state the bounds, recall that I(P|σ) = ∫ dP(ρ)D(ρ‖σ) and define
V (P|σ) := ∫ dP(ρ)V (ρ‖σ) analogously for any P ∈ P(S) and σ ∈ S. Moreover, given a sequence of
states ρn =
⊗n
i=1 ρi, we denote by Pρn(ρ) :=
1
n
∑n
i=1 1{ρ = ρi} the empirical distribution of ρn.
Proposition 16. Let ε ∈ (0, 1), S◦ ⊆ S and λ0 > 0. Let {εn}∞n=1 be any sequence satisfying
|εn − ε| ≤ 1/
√
n for all n and set ε∗ := min{ε, 1− ε}. Then, there exist constants N1(ε, S◦, λ0) and
K1(ε, S◦, λ0) and L1 such that the following holds. For every n ≥ N1, every σ ∈ S with λmin(σ) ≥ λ0
and every sequence ρn =
⊗n
i=1 ρi, ρi ∈ S◦, we have∣∣∣Dεnh (ρn∥∥σ⊗n)− nI(Pρn∣∣σ)∣∣∣ ≤
√
nV (Pρn |σ)
ε∗
+ L1 log n ≤ K1
√
n . (71)
Further let ξ > 0 and fix σ ∈ S with λmin(σ) > 0. Then, there exist constants N2(ε, S◦, σ, ξ)
and L2 such that the following holds. For every n ≥ N2 and every sequence ρn =
⊗n
i=1 ρi, ρi ∈ S◦
satisfying V (Pρn |σ) ≥ ξ, we have∣∣∣Dεnh (ρn∥∥σ⊗n)− nI(Pρn∣∣σ)−√nV (Pρn∣∣σ)Φ−1(ε)∣∣∣ ≤ L2 log n. (72)
Finally, if σ = ρ(Pρn ) in (72), then the statement holds for n ≥ N3(ε, S◦, ξ) independent of σ.
In the asymptotic limit as n→∞, all inequalities imply the seminal quantum Stein’s lemma [20]
and its strong converse [28] when the sequence is chosen i.i.d. The proof is based on the techniques
of [23, 40] and presented in Appendix B. It is crucial for our application that L1, L2,K1, N1, N2 and
N3 are uniform over σ and sequences ρn satisfying the constraints. This is nontrivial and requires
arguments beyond those in [23, 40] which only treat the i.i.d. case.9
D. Asymptotics of the ε-Hypothesis Testing Divergence Radius: First-Order
As a warm-up, we use our techniques to provide a simple proof of the strong converse property
of general classical-quantum channels. The strong converse is evidently a corollary of Proposition 5
and the following result.10
9 For this reason we also do not rely on the ubiquitous O(·) notation here, which tends to hide such subtleties.
10 To verify this, apply Proposition 5 for the n-fold repetition of the channel, Wn with image S⊗n◦ , and choose
µ(n) = 1/
√
n such that εn = ε+ µ in Proposition 17.
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Proposition 17. Let ε ∈ (0, 1) and S◦ ⊆ S closed. Let {εn}∞n=1 be any sequence satisfying
|εn − ε| ≤ 1/
√
n for all n. Then,
χεnh
(
S⊗n◦
) ≤ nχ(S◦) +O(√n). (73)
Note that Winter [46] and Ogawa-Nagaoka [27] first showed the strong converse for classical-
quantum channels for the generality we consider here.
Proof. By definition of the ε-hypothesis testing divergence radius, we have
χεnh
(
S⊗n◦
) ≤ sup
ρn∈S⊗n◦
Dεnh
(
ρn
∥∥σ⊗n), (74)
where we chose an n-fold product of the divergence center, σ = σ∗(S◦) ∈ S, as the output state.
The states ρn are of the form ρn =
⊗n
i=1 ρi. For a fixed and arbitrary ρ
n, we define the set
Sn◦ := {ρi}ni=1 ⊆ S◦ and the empirical distribution Pρn ∈ P
(
Sn◦
)
given by Pρn(ρ) = 1n
∑n
i=1 1{ρ = ρi}.
We then use (71) in Proposition 16 to assert that
Dεnh
(
ρn
∥∥σ⊗n) ≤ nI(Pρn |σ) +K1√n (75)
for sufficiently large n ≥ N1. Here, we used that λmin(σ) > 0 and recall that I(P|σ) is defined as
I(P|σ) = ∫ dP(ρ)D(ρ‖σ). Therefore, Theorem 2 ensures that D(ρ‖σ) ≤ χ(S◦) for all ρ ∈ So and we
have established that
χεnh
(
S⊗n◦
) ≤ sup
ρn∈S⊗n◦
nI(Pρn |σ) +K1
√
n ≤ nχ(S◦) +K1
√
n.
E. Asymptotics of the ε-Hypothesis Testing Divergence Radius: Second-Order
In view of Proposition 5 and the discussion in the previous section, we therefore want to find
a second-order upper bound on χεh
(
S⊗n◦
)
= minσn∈Sn supρn∈S⊗n◦ D
ε
h
(
ρn‖σn). The following results
constitute the main technical contribution of this paper.
1. An Appropriate Choice of σn
The proof of the strong converse in Propositon 17 hinges on choosing σn as the n-fold product
of the divergence center and then taking advantage of the fact that D(ρ‖σ) ≤ χ(S◦) for all ρ ∈ S◦.
This will not be sufficient if we want to pin down the exact second-order term proportional to
√
n.11
Before we commence, we thus introduce an appropriate choice of auxiliary state σn. To construct
it, we require the following auxiliary result whose proof is provided in Appendix C. This establishes
that there exists a γ-net on S◦ whose cardinality can be bounded appropriately.
Lemma 18. For every γ ∈ (0, 1), there exists a set of states Gγ ⊆ S of size
|Gγ | ≤
(
5
γ
)2d2 (2d
γ
+ 2
)d−1
(76)
such that, for every ρ ∈ S, there exists a state τ ∈ Gγ satisfying the following:
1
2
‖ρ− τ‖1 ≤ γ, D(ρ‖τ) ≤ γ · 4(2d+ 1), and λmin(τ) ≥ γ
2d+ γ
. (77)
11 To see why this is so, consider a sequence of states ρn =
⊗n
i=1 ρi with ρi ∈ Γ(S◦). Then, following the notation
in the proof of Proposition 17, we realize that Dn = χ(S◦). However, since 1n
∑n
i=1 ρi 6= σ∗(S◦) in general, the
empirical distribution Pρn can be arbitrarily far from Π(S◦). Thus, we cannot hope to bound Vn in terms of vε.
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Now, for a γ to be specified below, we choose the output state σn ∈ Sn as follows:
σn :=
1
2
σ⊗n +
1
2|Gγ |
∑
τ∈Gγ
τ⊗n, where σ = σ∗(S◦). (78)
Note that σn is normalized and is, in fact, a convex combination of the n-fold tensor product of the
divergence center and the n-fold tensor product of the elements of the net, of which there are only
finitely many. With this choice of σn we bound Dεh
(
ρn‖σn) in the following.
2. Different Sequences of Inputs
We will also need to treat different types of state sequences separately. We keep S◦ fixed for the
following to simplify notation. Let us define Ων1 ,Ων2 ⊆ S⊗n◦ for some 0 < ν ≤ 1, which describe sets
of state sequences of length n that are close to achieving the first-order fundamental limit. (We
omit the dependence on n in our notation here.) The first set ensures that the states are close to
Γ(S◦), and is defined as
Ων1 :=
{
ρn ∈ S⊗n◦
∣∣∣∣∣ 1n
n∑
i=1
min
τ∈Γ(S◦)
1
2
‖ρi − τ‖1︸ ︷︷ ︸
=: ∆(ρi,Γ(S◦))
≤ ν
}
. (79)
The second set ensures that the average state is close to the divergence center, and is defined as
Ων2 :=
{
ρn ∈ S⊗n◦
∣∣∣∣∣ 12
∥∥∥∥ 1n
n∑
i=1
ρi − σ∗(S◦)
∥∥∥∥
1
≤ ν
}
. (80)
The interesting, close to capacity-achieving sequences are those that are in Ων1 ∩ Ων2 .
3. Dealing with Sub-Optimal Input Sequences
We first deal with sequences that are far from optimal in the sense prescribed above.
Proposition 19. Let ε ∈ (0, 1), ν > 0 and S◦ ⊆ S. Let {εn}∞n=1 be any sequence satisfying
|εn − ε| ≤ 1/
√
n for all n. Then, there exist constants N0(ε, S◦, ν) and γ0(S◦, ν) such that, for all
n ≥ N0 and all ρn /∈ Ων1 ∩ Ων2, we have
Dεnh (ρ
n‖σn) ≤ nχ(S◦) +
√
n vε(S◦) Φ−1(ε), (81)
where σn is defined as in (78) for a fixed γ = γ0.
Proof. The technique for bounding Dεnh
(
ρn‖σn) differs depending on the state sequence ρn. We
consider two cases: (a) ρn /∈ Ων1 and (b) ρn /∈ Ων2 in the following subsections.
(a) Sequences ρn /∈ Ων1: Applying Property 3 of Lemma 1 to Dεnh (ρn‖σn) with our choice of σn
in (78) and picking out the divergence center σ⊗n yields an upper bound of the form
Dεnh (ρ
n‖σn) ≤ Dεnh (ρn‖σ⊗n
)
+ log 2. (82)
Furthermore, as in the proof of Proposition 17, we employ (71) in Proposition 16 to obtain
Dεnh
(
ρn
∥∥σ⊗n) ≤ n∑
i=1
D(ρi‖σ) +K1
√
n , (83)
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for all n ≥ N1. (We absorbed the constant term log 2 into the constant K1 here for convinience.)
Now, we define χˆν1 := supρ∈S◦: ∆(ρ,Γ)> ν2 D(ρ‖σ) < χ(S◦) and employ the following lemma which
is shown in Appendix D.
Lemma 20. Let ρn ∈ S⊗n◦ be fixed and let ν ∈ (0, 1). If ρn /∈ Ων1, then there exists a set Ξν ⊆ [n] of
cardinality |Ξν | > nν2 such that, for all i ∈ Ξν , we have ∆(ρi,Γ) > ν2 .
This leads us to bound
Dεnh (ρ
n‖σn) ≤
∑
i∈Ξν
χˆν1 +
∑
i/∈Ξν
χ(S◦) +K1
√
n ≤ nχ(S◦)− n(χ(S◦)− χˆν1)
ν
2
+K1
√
n. (84)
In particular, we have Dεnh (ρ
n‖σn) ≤ nχ(S◦) +
√
n vε(S◦)Φ−1(ε) for sufficiently large n ≥ N , where
N is appropriately chosen.
(b) Sequences ρn /∈ Ων2: For these sequences, we extract the state τ⊗n from the convex combi-
nation that defines σn in (78), where τ is the state closest (in the relative entropy sense) to the
average output state ρ¯ = ρ(Pρn ) = 1n
∑n
i=1 ρi in G
γ and the constant γ > 0 is to be chosen later. In
other words, τ ∈ arg minτ∈Gγ D(ρ¯‖τ). Thus, by Property 3 of Lemma 1, we have
Dεnh (ρ
n‖σn) ≤ Dεnh
(
ρn
∥∥τ⊗n)+ log |Gγ |. (85)
Then, by using (71) in Proposition 16 we find for all ρn /∈ Ων2 that
Dεnh
(
ρn
∥∥τ⊗n) ≤ n∑
i=1
D(ρi‖τ) +K ′1
√
n. (86)
for n ≥ N ′1. Here, we take advantage of the fact that the minimum eigenvalue of τ satisfies
λmin(τ) ≥ γ2d+γ such that the constants K ′1 and N ′1 can be chosen uniformly for all τ ∈ Gγ .
We continue to bound
Dεnh
(
ρn
∥∥τ⊗n) ≤ n∑
i=1
D(ρi‖ρ¯) +
n∑
i=1
tr
(
ρi(log ρ¯− log τ)
)
+K ′1
√
n (87)
=
n∑
i=1
D(ρi‖ρ¯) + nD(ρ¯‖τ) +K ′1
√
n (88)
≤ n I
(
Pρn
∣∣∣ ρ(Pρn ))+ n · 4γ(2d+ 1) +K ′1√n, (89)
where the second inequality follows from the properties of the γ-net stated in Lemma 18 and on the
last line we introduced the empirical distribution of ρn, defined as Pρn(ρ) = 1n
∑n
i=1 1{ρ = ρi}.
Then, by Theorem 2 and the definition of Π(S◦) and ν ∈ (0, 1), we know that
χ˜ν2 := sup
{
I
(
P
∣∣∣ρ(P)) ∣∣∣∣P ∈ P(S◦) : 12∥∥∥ρ(P) − σ∗(S◦)∥∥∥1 > ν
}
< χ(S◦). (90)
Summarizing the above, we have
Dεnh (ρ
n‖σn) ≤ nχ(S◦)− n
(
χ(S◦)− χ˜ν2 − 4γ(2d+ 1)
)
+K ′1
√
n+ log |Gγ |. (91)
By choosing γ = γ0(ν, S◦) small enough such that χ(S◦) − χ˜ν2 − 4γ(2d + 1) > 0, we find that
Dεnh (ρ
n‖σn) ≤ nχ(S◦) +
√
nvε(S◦)Φ−1(ε) for sufficiently large n ≥ N ′, appropriately chosen.
We conclude by observing that the statement of the proposition holds for n ≥ max{N,N ′}.
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4. Putting Everything Together: Proof of Converse Part of Theorem 4
The upper bound in Theorem 4 is now a corollary of Proposition 5 and the following result.
Proposition 21. Let ε ∈ (0, 1) and S◦ ⊆ S. Let {εn}∞n=1 be any sequence satisfying |εn−ε| ≤ 1/
√
n
for all n. Then,
χεnh (S
⊗n
◦ ) ≤ nχ(S◦) +
√
n vε(S◦) Φ−1(ε) + o(
√
n). (92)
Proof. For any ν ∈ (0, 1), we first invoke Proposition 19 to verify that
sup
ρn /∈Ων1∩Ων2
Dεnh (ρ
n‖σn) ≤ nχ(S◦) +
√
n vε(S◦) Φ−1(ε) (93)
for n ≥ N0(ε, ν, S◦) sufficiently large. It remains to consider sequences ρn ∈ Ων1 ∩ Ων2 . Define the set
of sequences ρn with empirical distribution Pρn resulting in a ξ-positive relative entropy variance as
Ωξ3 :=
{
ρn ∈ S⊗n◦ : V (Pρn |σ) ≥ ξ
}
, (94)
where ξ > 0 is a constant to be chosen later.
For ρn /∈ Ωξ3, we again pick out σ⊗n from (78) to find Dεnh (ρn‖σn) ≤ Dεnh (ρn‖σ⊗n) + log 2. Then,
we employ (71) in Proposition 16 to obtain
Dεnh (ρ
n‖σ⊗n) ≤ nI(Pρn |σ) +
√
nV (Pρn |σ)
ε∗
+ L1 log n < nχ(S◦) +
√
nξ
ε∗
+ L1 log n. (95)
For sequences ρn ∈ Ωξ3, by the Berry-Esseen-type bound (72) in Proposition 16, we have
Dεnh (ρ
n‖σ⊗n) ≤ nI(Pρn |σ) +
√
nV (Pρn |σ)Φ−1(ε) + L2 log n
≤ nχ(S◦) +
√
n vνε (S◦) Φ
−1(ε) + L2 log n, (96)
where we define vνε (S◦) similarly to vε(S◦) = v0ε(S◦) as
vνε (S◦) :=
{
infP∈Πν V (P|σ) if 0 < ε ≤ 12
supP∈Πν V (P|σ) if 12 < ε < 1
(97)
where we employed the set Πν ⊆ P(S◦) of probability measures close to Π(S◦), given as
Πν :=
{
P ∈ P(S◦)
∣∣∣∣ ∫ dP(ρ) ∆(ρ,Γ) ≤ ν ∧ 12∥∥∥ρ(P) − σ∗(S◦)∥∥∥1 ≤ ν
}
. (98)
Clearly, the empirical distribution of a sequence ρn is in Πν if and only if ρn ∈ Ων1 ∪ Ων2 . The sets
Πν are compact. Moreover, we may write Π(S◦) =
⋂
ν>0 Π
ν to recover the definition in (19).
Now, we will choose the parameters ξ and ν differently depending on some properties of S◦. Let
us first consider two cases for which vε(S◦) > 0.
1. vmin(S◦) > 0. In this case, the constant ξ > 0 is chosen to be ξ =
vmin(S◦)
2 > 0. Now, for all ν
sufficiently small we have infP∈Πν V (P|σ) > ξ so that Ων1 ∩Ων2 \Ωξ3 is empty. Thus, combining
(93) and (96), we find
χεnh (S
⊗n
◦ ) ≤ sup
ρn∈S⊗n◦
Dεnh (ρ
n‖σn) ≤ nχ(S◦) +
√
n vνε (S◦) Φ
−1(ε) +O(log n) (99)
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2. ε > 12 and vmax(S◦) > vmin(S◦) = 0. Here we note that Φ
−1(ε) > 0 and vε(S◦) > 0. Thus, we
may choose ξ > 0 sufficiently small so that√
ξ
ε∗
≤
√
vε(S◦)Φ−1(ε) ≤
√
vνε (S◦)Φ
−1(ε)
for any ν > 0. The bounds (93), (95) and (96) can then be summarized and (99) holds.
The bounds for cases 1 and 2 can be restated as follows. For all ν > 0 sufficiently small, we have
lim sup
n→∞
χεnh (S
⊗n◦ )− nχ(S◦)√
n
≤√vνε Φ−1(ε) (100)
Since ν > 0 is arbitrary small we take ν ↘ 0. Then, it remains to show that limν→0 vνε (S◦) = vε(S◦).
This is a consequence of the following lemma (proved in Appendix D).
Lemma 22. Let Θ1 ⊇ Θ2 ⊇ . . . be a sequence of compact sets in a metric space and let f : Θ1 → R
be continuous and bounded. Then,
lim
n→∞ infx∈Θn
f(x) = inf
x∈Θ∞
f(x) whenever Θ∞ :=
⋂
n∈N
Θn 6= ∅. (101)
This establishes that χεnh (S
⊗n◦ ) ≤ nχ(S◦) +
√
n vε(S◦) Φ−1(ε) + o(
√
n), as desired.
Let us now turn our attention to the cases for which vε(S◦) = 0.
3. vmax(S◦) = vmin(S◦) = 0. Here, we note that for any ξ > 0 there exists a ν > 0 such that
supP∈Πν V (P|σ) < ξ and, thus, the set Ων1 ∩Ων2 ∩Ωξ3 is empty. Hence, the bounds (93) and (95)
can be combined to yield
χεnh (S
⊗n
◦ ) ≤ sup
ρn∈S⊗n◦
Dεnh (ρ
n‖σn) ≤ nχ(S◦) +
√
nξ
ε∗
+O(log n). (102)
4. ε ≤ 12 and vmax(S◦) > vmin(S◦) = 0. Here, any choice of ξ > 0 enforces that√
ξ
ε∗
≥ 0 =
√
vνε (S◦) Φ
−1(ε). (103)
Thus, the bounds (93), (95) and (96) together establish that (102) holds.
Again, let us restate the bounds for cases 3 and 4 as follows. For all ξ > 0, we have
lim sup
n→∞
χεnh (S
⊗n◦ )− nχ(S◦)√
n
≤
√
ξ
ε∗
.
Since ξ > 0 is arbitrary, we may take ξ ↘ 0 and deduce that
χεnh (S
⊗n
◦ ) ≤ nχ(S◦) + o
(√
n
)
.
This concurs with the second-order approximation since vε(S◦) is zero and concludes the proof.
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F. Asymptotics of the ε-Hypothesis-Testing Divergence Radius: Beyond Second-Order
In this section we want to improve the upper bound of o(
√
n) in Theorem 4 to O(log n) for the
important special case where S◦ is a discrete set. To simplify the exposition here, we further assume
that vmin(S◦) > 0. Comparing with the proof of Proposition 21, it is however easy to see that this
condition can be relaxed to vε(S◦) > 0.
Proposition 23. Let ε ∈ (0, 1) and S◦ ⊆ S be discrete and vmin(S◦) > 0. Let {εn}∞n=1 be any
sequence satisfying |εn − ε| ≤ 1/
√
n for all n. Then,
χεnh (S
⊗n
◦ ) ≤ nχ(S◦) +
√
n vε(S◦) Φ−1(ε) +O(log n). (104)
Proof. For any n, consider all sequences ρn =
⊗n
i=1 ρi with ρi ∈ S◦. The method of types [4] reveals
that Pρn is in a set Pn(S◦) ⊆ P(S◦) with cardinality satisfying log |Pn(S◦)| = O(log n).
We use this for a further refinement of our state σn (see also [17, Sec. X.A]) as follows:
σn :=
1
3
σ⊗n +
1
3|Gγ |
∑
τ∈Gγ
τ⊗n +
1
3|Pn(S◦)|
∑
P∈Pn(S◦)
(
ρ(P )
)⊗n
. (105)
Clearly, Proposition 19 still applies with this definition, and for any ν ∈ (0, 1) we find that
sup
ρn /∈Ων1∩Ων2
Dεnh (ρ
n‖σn) ≤ nχ(S◦) +
√
n vε(S◦) Φ−1(ε) (106)
Now, observe that due to our condition on the channel, we have vmin(S◦) > 0. Thus, V (P ) =∑
P (ρ)V
(
ρ
∥∥ρ(P )) evaluated for P ∈ Π is lower bounded by vmin(S◦). Moreover, by continuity,
infP∈Πν V (P ) > vmin(S◦)/2 if ν is chosen sufficiently small. Thus, we in particular have that
V (Pρn) > vmin/2 for all ρn ∈ Ων1 ∩ Ων2 . For such a sequence ρn, we apply Proposition 16 to find
Dεnh (ρ
n‖σn) ≤ Dεh
(
ρn
∥∥∥(ρ(P ))⊗n)+ log |Pn(S◦)| (107)
≤ nI(Pρn) +
√
nV (Pρn) Φ
−1(ε) + log |Pn(S◦)|+ L3 log n (108)
for n ≥ N3. Thus, we immediately find
χεnh (S
⊗n
◦ ) ≤ sup
P∈Πν
(
nI(P ) +
√
nV (P ) Φ−1(ε)
)
+O(log n) (109)
and it only remains to show that the supremum is achieved in Π, without too much loss. As
Polyanskiy, Poor and Verdú discuss in [32, App. J], we indeed have
sup
P∈Πν
(
nI(P ) +
√
nV (P ) Φ−1(ε)
)
= sup
P∈Π
(
nI(P ) +
√
nV (P ) Φ−1(ε)
)
+O(1) (110)
if I(P ) drops fast enough when we move away from Π (but stay in Πν) in the following sense. We
require that d
2
dα2 I(P + αv)
∣∣
α=0
is strictly negative for all P ∈ Π and for all vectors v satisfying∑
ρ∈S◦ v(ρ) = 0 such that P + v /∈ Π.12 This is equivalent to the condition
d2
dα2
H
(
ρ(P ) + α∆(v)
)∣∣∣∣
α=0
< 0, where ∆(v) :=
∑
ρ∈S◦
v(ρ)ρ, (111)
12 Note that ddαI(P + αv)
∣∣
α=0
= 0 on Π by definition as I(P ) is maximized on Π.
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which is satisfied due to Lemma 24 below.
Thus, combining (109) and (110), we conclude that
χεnh (S
⊗n
◦ ) ≤ sup
P∈Π
(
nI(P ) +
√
nV (P ) Φ−1(ε)
)
+O(log n) (112)
= nχ(S◦) +
√
n vε(S◦) Φ−1(ε) +O(log n) . (113)
Lemma 24. Let ρ ∈ S and let ∆ ∈ H with tr(∆) = 0, ∆ 6= 0 and ∆  ρ. Then, we have
d2
dλ2H(ρ+ λ∆)
∣∣
λ=0
< 0. In particular, ρ 7→ H(ρ) is strictly concave.
Note that strict negativity of the second derivative is a stronger property than strict concavity,
which it implies.13
We are grateful to David Reeb for allowing us to present a proof based on his ideas here [33].
Proof. We define ρλ := ρ + λ∆. First, we note that ddλρ
−1
λ = −ρ−1λ
( d
dλρλ
)
ρ−1λ = −ρ−1λ ∆ρ−1λ by
applying the product rule to ddλ
(
ρ−1λ ρλ
)
. Since ∆  ρ, we can restrict to the subspace {ρ > 0}
without loss of generality. There, for λ small enough such that ρλ > 0, we use the integral
representation
log ρλ =
∫ ∞
0
ds (1− s)−1id− (ρλ + s id)−1 (114)
which directly follows from its scalar analogue. As such, it is easy to compute
d
dλ
log ρλ =
∫ ∞
0
ds− d
dλ
(ρλ + s id)
−1 =
∫ ∞
0
ds (ρλ + s id)−1∆(ρλ + s id)−1. (115)
Recalling that ddλ tr
(
f(ρλ)
)
= tr
(
f ′(λ) ddλρλ
)
for f : t 7→ −t log t, we find that
d
dλ
H(ρλ) = − tr(∆ log ρλ) and (116)
d2
dλ2
H(ρλ) = −
∫ ∞
0
ds tr
(
∆(ρλ + s id)
−1∆(ρλ + s id)−1
)
(117)
= −
∫ ∞
0
ds
∥∥∥(ρλ + s id)− 12∆(ρλ + s id)− 12∥∥∥2
2
. (118)
For all s > 0 we thus find that the integrand is positive whenever (ρλ + s id)−
1
2∆(ρλ + s id)
− 1
2 6= 0,
which is evident since ∆ 6= 0 and ρλ + s id has full support. Hence, the desired inequality holds.
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Appendix A: Proof of Lemma 11
Proof. The inclusion ⊇ is obvious because by the monotonicity of the convex hull operator and the
fact that Θn ⊇ Θ∞ for any n ∈ N, we have conv(Θn) ⊇ conv(Θ∞).
It remains to prove the inclusion ⊆. Let
ρ ∈
⋂
n∈N
conv(Θn). (A1)
This means that for every n ∈ N, ρ can be written as ρ = ∑lj=1 αjnρjn where ρjn ∈ Θn for each
j = 1, . . . , ` and (α1n, . . . , α`n) is a probability distribution. Note that ` is finite and does not depend
on n due to Caratheodory’s theorem since Θn for each n are subsets of the same finite-dimensional
vector space.
Consider the sequence {ρ1n}n∈N ⊂ Θ1, i.e., j = 1. Since Θ1 is compact, there must exists a
convergent subsequence, say indexed by nk[1], i.e., the sequence {ρ1nk[1]}k∈N is convergent and
lim
k→∞
ρ1nk[1] = ρ1 (A2)
where ρ1 ∈ Θ∞ since Θn decrease to Θ∞. Now, consider the sequence {ρ2nk[1]}k∈N. By the same
argument, we may extract a subsequence of nk[1] indexed by nk[2] for which
lim
k→∞
ρ2nk[2] = ρ2, and ρ2 ∈ Θ∞.
Continue extracting subsequences until we reach `. Now consider the subsequence indexed by
mk := nk[`]. Clearly, ρ can be written also as
ρ =
∑`
j=1
αjmkρjmk . (A3)
By construction, each ρjmk converges to ρj ∈ Θ∞ when we take k →∞. So by representation of ρ
in (A3), and the arbitrariness of k, we have that ρ is a convex combination of elements from Θ∞,
i.e., ρ ∈ conv(Θ∞) as desired.
Appendix B: Background and Proof of Proposition 16
1. Nussbaum-Skoła Distributions
For the proof we leverage on a hierarchy of information measures in quantum information
that was introduced in [40]. To apply these results, let us first review the following concept.
For any two quantum states ρ, σ ∈ S, we define their (classical) Nussbaum-Skoła distributions
P ρ,σ, Qρ,σ ∈ P([d]× [d]) via the relations [26]
P ρ,σ(a, b) = ra
∣∣〈φa|ψb〉∣∣2 and Qρ,σ(a, b) = sb∣∣〈φa|ψb〉∣∣2 , (B1)
where ρ =
∑
a ra|φa〉〈φa| and σ =
∑
b sb|ψb〉〈ψb|. We summarize some properties of the Nussbaum-
Skoła distributions that will turn out to be of great use in the sequel (these were already pointed
out in [40]). First, it is easy to verify by substitution that
D(ρ‖σ) = D(P ρ,σ‖Qρ,σ) and V (ρ‖σ) = V (P ρ,σ‖Qρ,σ) . (B2)
26
Second, for product states ρ1 ⊗ ρ2 and σ1 ⊗ σ2, we have
P ρ1⊗ρ2,σ1⊗σ2 = P ρ1,σ1 ⊗ P ρ2,σ2 , and Qρ1⊗ρ2,σ1⊗σ2 = Qρ1,σ1 ⊗Qρ2,σ2 . (B3)
Third, the condition σ  ρ holds if and only if Qρ,σ  P ρ,σ. Now, let
Ξ(σ) := 2
⌈
log
λmax(σ)
λ˜min(σ)
⌉
, (B4)
where λmax(σ) and λ˜min(σ) denote the largest and smallest nonzero eigenvalues of σ, respectively.
Lemma 25. [40, Thm. 14] Let ρ, σ ∈ S and σ  ρ. Then, for 0 < δ < min{ε, 1−ε4 },
Dεh(ρ‖σ) ≤ Dε+4δs (P ρ,σ‖Qρ,σ) + log Ξ(σ) + 4 log
1
δ
+ F1(ε, δ) , and (B5)
Dεh(ρ‖σ) ≥ Dε−δs (P ρ,σ‖Qρ,σ)− log Ξ(σ)− log
1
δ
− F2(ε) , (B6)
where F1(ε, δ) := log
(1−ε)(ε+3δ)
1−(ε+3δ) and F2(ε) := log
1
1−ε .
Here, the (classical) information spectrum divergence (in the spirit of Verdú and Han [14, 15])
for two probability distributions P,Q ∈ P(X ) (where X is a discrete set) is given by
Dεs(P‖Q) := sup
{
R ∈ R
∣∣∣∣ PrX←P
[
log
P (X)
Q(X)
≤ R
]
≤ ε
}
. (B7)
In the following, we also need the third absolute moment of the log-likelihood ratio between P
and Q, given as14
T (P‖Q) :=
∑
x∈X
P (x)
∣∣∣∣ log P (x)Q(x) −D(P‖Q)
∣∣∣∣3 and T (ρ‖σ) := T (P ρ,σ∥∥Qρ,σ) . (B8)
2. Non-Asymptotic Bounds on the ε-Hypothesis Testing Divergence
It is immediate that the probability appearing in the definition of the information spectrum
divergence evaluated for product distributions is subject to the central limit theorem if the variance
of log PQ is bounded away from zero.
Lemma 26. Let n ≥ 1, {ρi}ni=1, for ρi ∈ S a set of states and let σ ∈ S such that σ  ρi for all
i ∈ [n]. Moreover, let ε ∈ (0, 1) and δ < min{ε, 1−ε4 }. Define
Dn :=
1
n
n∑
i=1
D(ρi‖σ), Vn := 1
n
n∑
i=1
V (ρi‖σ), Tn := 1
n
n∑
i=1
T (ρi‖σ). (B9)
Then, the following Chebyshev-type inequalities hold:
Dεh
( n⊗
i=1
ρi
∥∥∥σ⊗n) ≤ nDn +√ nVn
1− ε− 4δ + log
(
nΞ(σ)
)
+ 4 log
1
δ
+ F1(ε, δ) ,
Dεh
( n⊗
i=1
ρi
∥∥∥σ⊗n) ≥ nDn −√ nVn
ε− δ − log
(
nΞ(σ)
)− log 1
δ
− F2(ε) . (B10)
14 It is not evident how a non-commutative version of this quantity should be defined directly; however, the commutative
case is sufficient for our work.
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Moreover, if Vn > 0, then the following Berry-Esseen type bounds holds:
Dεh
( n⊗
i=1
ρi
∥∥∥σ⊗n) ≤ nDn +√nVnΦ−1(ε+ 4δ + 6Tn√
nV 3n
)
+ log
(
nΞ(σ)
)
+ 4 log
1
δ
+ F1(ε, δ) ,
Dεh
( n⊗
i=1
ρi
∥∥∥σ⊗n) ≥ nDn +√nVnΦ−1(ε− δ − 6Tn√
nV 3n
)
− log (nΞ(σ))− log 1
δ
− F2(ε) , (B11)
where F1, F2 are given in Lemma 25.
Proof (Sketch). We first apply Lemma 25 to replace Dεh with D
ε+4δ
s (for the upper bounds) and
Dε−δs (for the lower bound). For this purpose, we note that Ξ(σ⊗n) ≤ nΞ(σ). For the upper bound,
this yields
Dεh
( n⊗
i=1
ρi
∥∥∥σ⊗n) ≤ Dε+4δs ( n⊗
i=1
P ρi,σ
∥∥∥ n⊗
i=1
Qρi,σ
)
+ log
(
nΞ(σ)
)
+ 4 log
1
δ
+ F1(ε, δ) (B12)
Note that the information spectrum divergence on the right-hand side of (B12) is evaluated for
classical product distributions
⊗n
i=1 P
ρi,σ and
⊗n
i=1Q
ρi,σ. Consider the independent random
variables
Zi := log
P ρi,σ(Ai, Bi)
Qρi,σ(Ai, Bi)
, (Ai, Bi)← P ρi,σ (B13)
for each i ∈ [n]. Then, the definition of the information spectrum divergence in (B7) yields
Dε+4δs
( n⊗
i=1
P ρi,σ
∥∥∥ n⊗
i=1
Qρi,σ
)
= sup
{
R ∈ R
∣∣∣∣ Pr [ n∑
i=1
Zi ≤ R
]
≤ ε+ 4δ
}
. (B14)
Further, observe that the average mean and variance of Zi are respectively given by
1
n
n∑
i=1
E[Zi] =
1
n
n∑
i=1
D(P ρi,σ‖Qρi,σ) = 1
n
n∑
i=1
D(ρi‖σ) = Dn , and (B15)
1
n
n∑
i=1
Var[Zi] =
1
n
n∑
i=1
V (P ρi,σ‖Qρi,σ) = 1
n
n∑
i=1
V (ρi‖σ) = Vn . (B16)
Thus, we apply standard Chebyshev or Berry-Esseen [9, Sec. XVI.5] bounds on the probability
in (B14). (See, e.g. [41, Lem. 5], for details.) The proof of the lower bounds proceeds analogously.
3. Uniform Upper Bounds
The following two lemmas give uniform upper bounds on V (ρ‖σ) and T (ρ‖σ).
Lemma 27. Let S◦ ⊂ S and λ0 > 0. Then, there exists a constant V +(S◦, λ0) such that V (ρ‖σ) ≤ V +
for all ρ ∈ S◦ and σ ∈ S such that λmin(σ) ≥ λ0.
Proof. First, note that (ρ, σ) 7→ V (ρ‖σ) is continuous on the compact set S◦×{σ ∈ S |λmin(σ) ≥ λ0}
since σ  ρ everywhere. Thus, we may simply choose
V + := max
{
V (ρ‖σ) ∣∣ ρ ∈ S◦, σ ∈ S, λmin(σ) ≥ λ0}.
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Lemma 28. Let S◦ ⊂ S and σ ∈ S such that λmin(σ) > 0. Then, there exists a constant T+(S◦, σ)
such that T (ρ‖σ) ≤ T+ for all ρ ∈ S◦.
Proof. We have σ  ρ and thus Qρ,σ  P ρ,σ for all ρ ∈ S◦ since σ is strictly positive. Hence,
ρ 7→ T (ρ‖σ) = T (P ρ,σ‖Qρ,σ) is continuous and it suffices to define T+ := maxρ∈S◦ T (ρ‖σ).
For the following, let us define V (P ) := V
(
P
∣∣ρ(P )) and T (P ) := ∑ρ∈S◦ P (ρ)T (ρ∥∥ρ(P )) for all
P ∈ P(S◦) in a discrete set S◦. These quantitates have the following uniform upper bounds:
Lemma 29. Let S◦ ⊂ S be discrete. Then, there exist constants V ∗(S◦) and T ∗(S◦) such that
V (P ) ≤ V ∗ and T (P ) ≤ T ∗ for all P ∈ P(S◦).
Proof. To convince ourselves that the functions P 7→ V (P ) and P 7→ T (P ) are continuous, we note
that, for all P ∈ P(S◦) and all ρ ∈ S◦ at least one of the following conditions holds 1) P (ρ) = 0 or
2) ρ(P )  ρ. The lemma then follows from the fact that P(S◦) is compact.
4. Proof of Proposition 16
Proof of Proposition 16. The first statement relies on the Chebyshev-type inequalities in (B10) in
Lemma 26, which for any δ = 1√
n
and for n sufficiently large such that 2√
n
< min{ε, 1−ε4 } yield∣∣∣∣Dεnh ( n⊗
i=1
ρi
∥∥∥σ⊗n)− nDn∣∣∣∣ ≤
√
nVn
min
{
1− εn − 4√n , εn − 1√n
} + 3 log n+ log Ξ(σ) (B17)
+ max
{
F1
(
εn,
1√
n
)
, F2(εn)
}
. (B18)
Now, we note that Ξ(σ) ≤ 2 log 1λ0 + 1 = O(1) and note that√
nVn
min
{
1− εn − 4√n , εn − 1√n
} ≤√ nVn
min
{
1− ε− 5√
n
, ε− 2√
n
} = √nVn
ε∗
+O(1) and (B19)
max
{
F1
(
εn,
1√
n
)
, F2(εn)
}
≤ max
{
F1
(
ε+
1√
n
,
1√
n
)
, F2(ε− 1√
n
)
}
= O(1). (B20)
Thus, any choice of L1 > 3 will yield the desired result.
Finally, we have Vn ≤ V + by Lemma 27 due to the assumption on λmin(σ). We can thus pick
the constant
K1(ε, S◦, λ0) >
√
V +
ε∗
(B21)
uniformly in {ρi}ni=1. Finally, for any such choices of L1 and K1, we find a number N1(ε, S◦, λ0)
such that the statement holds.
The second statement is based on the Berry-Esseen-type inequalities in (B11) in Lemma 26. We
prove the upper bound and note that the lower bound follows by an analogous argument. First, we
use (B11) and set δ = 1√
n
to establish that
Dεnh
( n⊗
i=1
ρi
∥∥∥σ⊗n) ≤ nDn +√nVnΦ−1(εn + 4√
n
+
6Tn√
nV 3n
)
+ 3 log n+ log Ξ(σ) + F1
(
εn,
1√
n
)
(B22)
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Now, note that Vn ≥ ξ by assumption of the theorem and Tn ≤ T+(S◦, σ) by Lemma 28. Since
ε 7→ Φ−1(ε) is monotonically increasing, we find
Φ−1
(
εn +
4√
n
+
6Tn√
nV 3n
)
≤ Φ−1
(
ε+
B√
n
)
, where B = 5 + 6
T+(S◦, σ)
ξ
3
2
. (B23)
Moreover, since Vn ≤ V + and ε 7→ Φ−1(ε) is continuously differentiable we find that√
nVnΦ
−1
(
ε+
B√
n
)
≤
√
nVnΦ
−1(ε) +O(1). (B24)
by Taylor’s theorem. Collecting the remaining terms as 3 log n+O(1) and choosing L2 > 3 reveals
that there exists a constant N2(ε, S◦, σ, ξ) such that the statement holds.
To confirm the final statement, we need to be a bit more careful because λmin(Pρn) can be
arbitrarily close to zero and thus Lemmas 27 and 28 do not apply. However, the proof goes through
analogously if we instead of these lemmas employ Lemma 29.
Appendix C: Proof of Lemma 18
The following construction is likely not optimal in the parameters γ and |Gγ |, but it suffices for
our purpose and allows us to use previously established results.
Proof. First, we employ a construction in [19, Lem. II.4] to establish that, for every 0 < γ < 1,
there exists a set of pure states {ψi}i∈[K] ⊆ S◦ with cardinality K ≤ (5/γ)2d such that the following
holds: for every φ ∈ S◦, we have mini∈[K] ‖φ− ψi‖1 ≤ γ.
Second, consider the set P>0m of m-types [4] with full support, defined as
P>0m :=
{
P ∈ P([d]) ∣∣mP (i) ∈ [m] for all i ∈ [d]}. (C1)
Setting m = d2d 1γ e, we will now show that, for every P ∈ P([d]), we have minQ∈P\0m ‖P −Q‖1 ≤ γ.
To see this, we construct a Q ∈ P>0m for every P as follows. Start by setting Q(i) = 1m for all
i ∈ [d]. (Note that m > d so that the total weight is smaller than one.) Then, pick any index i for
which Q(i) < P (i) and increase Q(i) by 1m . Repeat this until Q is normalized. We observe that
‖P −Q‖1 = 2
∑
i:Q(i)>P (i)Q(i)− P (i) ≤ 2dm ≤ γ since Q(i)− P (i) never exceeds 1m by construction.
Note that this choice also ensures that miniQ(i) ≥ 1m . Furthermore, the number of types is bounded
as [4],
|P>0m | ≤ (m+ 1)d−1 ≤ (2d/γ + 2)d−1. (C2)
Now, we are ready to define an γ-net for mixed states as follows:
Gγ :=
{
τ ∈ S
∣∣∣ τ = d∑
i=1
Q(i)ψ`(i), Q ∈ P>0m , ` : [d]→ [K]
}
. (C3)
We have |Gγ | = Kd · |P>0m | ≤ (5/γ)2d
2
(2d/γ + 2)d−1. Moreover, let ρ ∈ S(B) be an arbitrary state
with ρ =
∑
i P (i)φi its eigenvalue decomposition, where φi ∈ S◦(B) are (mutually orthogonal) pure
states and P ∈ P(B). Now, choose Q ∈ P>0m and ` : [d]→ [K] such that
‖P −Q‖1 ≤ γ and ∀i ∈ [d] : ‖ψ`(i) − φi‖1 ≤ ε. (C4)
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For τ =
∑d
i=1Q(i)ψ`(i) ∈ Gγ , we then have
‖ρ− τ‖1 ≤
d∑
i=1
∥∥∥P (i)φi −Q(i)ψ`(i)∥∥∥
1
≤
d∑
i=1
P (i)
∥∥∥φi − ψ`(i)∥∥∥
1
+
∣∣P (i)−Q(i)∣∣ ≤ 2γ, (C5)
where we used the triangle inequality multiple times.
To get the second statement, we employ a continuity result by Audenaert and Eisert [2, Thm. 2],
which ensures that D(ρ‖τ) ≤ 4κ2/β, where β is the minimum eigenvalue of τ , and κ := 12‖ρ− τ‖1.
By our construction of τ—in particular, recall the construction of Q ∈ P>0m —we enforce that
β ≥ 1m . Hence, the above can be further bounded as
D(ρ‖τ) ≤ 4κ · κ
β
≤ 4γ(2d+ 1), (C6)
where we used that κ ≤ γ and κ/β ≤ γm = γd2d 1γ e ≤ 2d+ 1.
Finally, we note that every τ ∈ Gγ has minimum eigenvalue bounded from below by 1m ≥
1/(2d/γ + 1) = γ/(2d+ γ).
Appendix D: Auxiliary Lemmas for Sections VA and VE
1. Proof of Lemma 15
This is a straightforward generalization of the argument in [32, Lem. 62].
Proof. By a simple calculation (or employing the law of total variance), it is easy to verify that
V
(⊕
ρ∈S◦
P (ρ)ρ
∥∥∥∥∥ ⊕
ρ∈X◦
P (ρ)ρ(P )
)
(D1)
=
∑
ρ∈S◦
P (ρ)V
(
ρ
∥∥ρ(P ))+ ∑
ρ∈X◦
P (ρ)
(
D
(
ρ
∥∥ρ(P ))−∑
ρ∈S◦
P (ρ)D
(
ρ
∥∥ρ(P )))2. (D2)
Thus, if we choose P ∈ Π(S◦) we clearly have ρ(P ) = σ∗(S◦) and the second term vanishes due to
Property 2 of Theorem 2.
2. Proof of Lemma 20
Proof. Let Ξν be the set of indices for which ∆(ρi,Γ) > ν2 holds. Then, we have
ν <
1
n
n∑
i=1
∆(ρi,Γ) ≤ 1
n
∑
i∈Ξν
1 +
1
n
∑
i/∈Ξν
ν
2
≤ |Ξ
ν |
n
+
ν
2
(D3)
from which the condition on the cardinality of Ξν follows.
3. Proof of Lemma 22
Proof. First note that all infima can be replaced with minima since the optimization is over compact
sets. Denote minx∈Θ∞ f(x) by f∗. Clearly, lim supn→∞minx∈Θn f(x) ≤ f∗ since the inequality
holds for every n ∈ N as Θn ⊇ Θ∞.
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Suppose, for the sake of contradiction that lim infn→∞minx∈Θn f(x) < f∗. Then, there exists
a subsequence indexed by {nk}k∈N with the property that minx∈Θnk f(x) < f∗. For every k ∈
N, let xk ∈ arg minx∈Θnk f(x) be any minimizer. Since the sets Θnk are compact, there must
exist a converging subsequence indexed by {kl}l∈N such that liml→∞ xkl = x∗. Clearly, x∗ must
be in Θ∞. However, this leads to a contradiction with f(x∗) < f∗ = minx∈Θ∞ f(x). Hence,
lim infn→∞minx∈Θn f(x) ≥ f∗.
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