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1. INTR~OUCTI~N 
In this paper, we consider the multivalued differential system 
x’ E F(t, x) (*I 
where F is a multivalued function from J x R”, J = [0, co), into the set of 
nonempty, compact, convex subsets of R” satisfying measurability condition 
in t and upper-semicontinuity condition in x. 
We prove existence of solution of (*) on an infinite interval of J under 
various boundedness conditions on F. These boundedness conditions on F 
are more general than those considered in previous results. Under these 
various boundedness conditions on F, we prove also the boundedness and 
convergence of solutions of (*). The problem of assigning initial value at 
infinity for solutions of system (*) is also considered under these various 
boundedness conditions on F. The results obtained together with the results 
on the convergence of solutions of (*) establish the asymptotic equilibrium 
of system (*). 
2. PRELIMINARY RESULTS 
We shall present our notations and some of the basic results which will be 
needed in the subsequent sections. 
R = set of real numbers, 
J= [O, co), 
Rn = the n-dimensional Euclidean space, 
1 . I= any convenient vector or matrix norm in R”, 
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]A]=sup{(a]:aEA},whereAisasubsetofR”, 
S’(X) = the set of all nonempty subsets of X, 
Q( I’) = the set of all nonempty compact subsets of the 
topological space Y, 
2 = the closure of A with respect o the underlying 
topological space, and 
cf( Y) = the set of all nonempty closed convex subsets of the 
topological space Y. 
If X is a metric space with metric d, E is a positive number and x E X, 
then we denote the s-neighbourhood of x by 
N,(x) = ( y E x: d(x, y) < E}. 
If A is a subset of the metric space X, then A’ is defined as 
A” = UXE.4 N,(x). 
Let F: X-+&(Y) and A is a subset of X, then F(A) is defined to be 
J’(A) = Uxa F(x). 
Let X and Y be topological spaces and F: X -+ l2( Y). 
DEFINITION (Berge [ 1 I). F is upper semicontinuous at x0 E X if for any 
open set U in Y containing F(x,) there is a neighbourhood W of x0 such that 
F(W) E U. F is upper semicontinuous (on X) if it is upper semicontinuous at 
every point (of X). 
A subset K of a normed linear space X is said to be convex if given 
x,, x2 E K, all points of the form Ix, + (1 - J)x,, with 0 < 1< 1, are in K. 
If A is a subset of X, the convex hull of A, denoted by co A, is the smallest 
convex set containing A. The closed convex hull of A, denoted by =A, is 
defined by GTA = (co A). The closed convex hull co A is equal to the inter- 
section of all closed convex sets containing A (see [6, p. 4151). 
The Lemma 2.2 was proved in [5] (the proof given there contains a slight 
error). 
LEMMA 2.2. For any E > 0, co(A”) = (co A)‘. 
Davy stated, without proof, in [5, Corollary 2.71, that if A is a subset of a 
norm-linear space X, then ECA = co@). This implies, in particular, that 
co(x) is closed. This is not true, however, even in R* (see, e.g., [ 17, p. 141). 
Davy’s corollary holds if X is finite dimensional and A is bounded: 
COROLLARY 2.3. Let A be a bounded subset of a finite-dimensional 
normed linear space, then co A = co(x). 
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Proof co A c co(x) follows from the fact that co(x) is compact (see, 
e.g., [ 17, p. 401). By using Lemma 2.2, we obtain co(x) c E6A. 
Theorem 2.8 of [5] should be stated as follows: 
THEOREM 2.4. Let X be a metric space and Y a finite-dimensional 
normed space. Let F: X + Q(Y) be upper semicontinuous at x,, E X. If xk 
tends to x0, then n E, Co UT! i F(x& E co F(x,). 
LEMMA 2.5. Let {xk} be a sequence of absolutely continuous functions 
from J to R”. If 
(a) xk(t) + x(t) as k -+ co for all t E J, where x: J+ R”, 
(b) Ix;(t>l G s(t) a.e. on Jfor all k, where g: J+ J is locally integrable 
on J, 
then x is absolutely continuous on J and 
x’(t) E 6 co ij {x;(t)} a.e. on J. 
i=l k=i 
Proof: In particular, conditions (a) and (b) are satisfied on the interval 
[0, j] for each positive integer j. Hence, by [5, Theorem 4.11, for each 
positive integer j, x is absolutely continuous on [0, j] and 
x’(t) E fi co (j {x;(t)} a.e. on [O, j]. 
i=l k=i 
It follows that x is absolutely continuous on J. Now, let 
and 
mj = t E [0, j]: x’(t) & fi Co c (xi(t)} 
i=l k-i I 
M= t E J: x’(t) G? fi = fi (x;(t)} . 
i i&l k-i I 
Then mj is of measure zero and M= lJ,E, mj being the union of 
denumerable collection of sets of measure zero is of measure zero. Therefore, 
x’(t) E ; co rj {xi(t)} a.e.on J. 
i=l k=i 
Making use of the above result, we obtain 
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THEOREM 2.6. Let F: J x R” --f B(R”) satisfy the following conditions: 
(H,) for each (t, x) E J x R”, F(t, x) is convex, 
(H2) for each t E J, F(t, x) is upper semicontinuous on R”. 
If {xk} is a sequence of absolutely continuous functions on J satisfying 
conditions (a) and (b) of Lemma 2.5 and 
(c) x;(t) E F(t, xk(t)) a.e. on Jfor each k = 1, 2,..., then x is absolutely 
continuous on J and x’(t) E F(t, x(t)) a.e. on J. 
The Lemma 2.7 follows immediately from the monotonicity property A of 
Reid (15, p. 131. 
LEMMA 2.7. (Gronwall’s inequality). Let K be a nonnegative constant 
and u and v be nonnegative functions on J, and t, E J. If 
u(t) <K + u(s) v(s) ds for all t E J, 
then .t 
u(t) <K exp IJ I v(s) ds for all t E J. to 
Fixed-point theorems for single-valued functions have been used exten- 
sively in the study of ordinary differential systems. Recent results in fixed- 
point theorems for multivalued functions can be used analogously in the 
study of multivalued differential systems. In particular, we shall use 
Corollary 2.8, which is a consequence of a result of Fan [7]. 
COROLLARY 2.8. Let A be a nonempty, closed, bounded, convex subset 
of a locally convex topological-linear space B. If T: A + cf(A) is upper 
semicontinuous and T(A) is compact, then there exists x E A such that 
x E T(x). 
The proof of Corollary 2.8 may be found in [ 161. 
3. EXISTENCE OF SOLUTIONS 
A solution of the multivalued differential system 
x’ E F(t, x) (*I 
is an absolutely continuous function x on some nondegenerate subinterval s 
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of R that satisfies (*) almost everywhere on s. Many papers have been 
devoted to the existence of solutions of the system (*) under various 
conditions on F (see, e.g. [2, 3, 5, g-121). Most of them, however, are 
concerned with the existence of solutions on a finite interval of R and under 
the condition that F is integrably bounded. In this section we shall consider 
the existence of solutions of (*) on an infinite interval of R with more 
general bounds on F. 
We shall assume for the remainder of this paper that F: J x Rn -P R(R”) 
satisfy hypotheses (H,), (H,) of Theorem 2.6 and 
(HJ for each x E R”, F(t, x) is measurable on J. 
Remark. A multivalued function D: J+ Q(R”) is said to be measurable 
(on J) if the set D-‘(C) = {t E J: D(t) f7 C # 0} is measurable for every 
closed subset C of R”. It is well known that if D: J-r f2(R”) is measurable, 
then there exists a measurable functionf: J+ R” such thatf(t) E D(t) for all 
t E J (see, e.g., [ 181). Thus condition (H3) implies that for each fixed x E R”, 
there exists a measurable function f,: J -+ R” such that f,(t) E F(t, x) for all 
t E J. We note also that if K c J and D 1 K denote the restriction of D on K, 
then since (D 1 K)-‘(C)= Kn D-‘(C) for all KcJ and Cc R”, D is 
measurable if and only if D 1 K is measurable for each compact K. It follows 
from [ 13, Proposition 61 that if x: J+ R” is measurable, then conditions 
(H,) and (H,) imply that F(t, x(t)) is measurable. 
For each (t,, x,,) E J x R”, we shall let x(t, t,, x,,) denote solutions of (*) 
through (to, x,,). 
We shall single out the cases where F(t, x) is majorized by functions of the 
forms fi(t) (xl + f*(t) and n(t) yl(]x(), respectively, in the following 
subsections, even though they are special cases of the more general majorant 
to be considered next. The reason for doing so is partly because we can 
conclude more on these two special cases than the more general case, and 
partly because at times they serve as a tool as well as a guide to the more 
general case. 
3.1. Majorant ofthefirmf,(t) /xl +fi(t) 
In this subsection, we shall consider the system (*) such that for each 
xER”, 
I m XI G SI 0) Ix I + .62(f) a.e. on J, 
where f, and fi are nonnegative functions on J. 
The following result may be found in [5]: 
THEOREM 3.1. Let F: K x R” -+ R(R”), where K = [a, b] is a compact 
interval of R, satisfy hypotheses (H,) and (HZ) on K and 
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Hi) for each x E R”, there exists a measurable function f,: K + R” 
such that f,(t) E F(t, x) for all t E K. 
If there exists an integrable function g: K -+ J such that for each x E R”, 
]F(t, x)] < g(t) a.e. on K, then for each (to, x0) E K x R”, the system (*) has 
a solution x(t) = x(t, t,, x0) on K. 
We shall extend and generalize this result to an infinite interval of R. 
Before we do so, we shall prove Lemma 3.2. Throughout the remainder of 
this subsection, we shall assume that f, and fi : J + J are locally integrable 
on J. 
LEMMA 3.2. Let t,E [0, b], O< b < 03, x: [0, b] + R” be absolutely 
continuous and Ix’(t)1 < fi(t) Ix(t)1 t f2(t) a.e. on [0, b]. Then Ix(t)1 < 
d(b, x(Q) for all t E [0, b], where 
4 x(t,N = (I-W* + 1) exp 2 1’ (f,(s) +f&)) ds] - 11 
I L 
112 
. 
-0 
Proof. We have 
Ix(s>l lx’(s)l <f,(s) IM>l’ +.A@) Ix@)l 
G (f,(s) +f*wm(~>l* -I- 1) a.e. on 10, b]. 
Thus 
ww(lwl* + 1) G W,(s) +f*W>M~)l* + 1) a.e. on [0, b]. 
Integrating from to to t, we obtain the desired result. 
We now give an extension and generalization of Theorem 3.1. The 
technique of our proof is adapted from Bulgakov [4]. 
THEOREM 3.3. Suppose that for each x E R”, IF(t, x)1 < fi(t) 1x1 t f*(t) 
a.e. on J. Then, to each (to, x0) E J x R” the system (*) has a solution x(t) = 
x(t, t,, x0) on J. 
Proof Let bi = to + i, i = 1,2,... We first consider the problem; 
Z’EF(f,Z) a.e. on [0, b,], Z(4)) = x0 2 (A,) 
F(f, z) = F(f, z), if Izl <W,,x,), 
= WY Wb, 9 ~J/lzl)>~ if Izl > W,,x,), 
in which d(b,, x0) is defined as in Lemma 3.2. Clearly E satisfies (Hi)-(H3). 
409/89/2-20 
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It is easy to verify that ]&(t, z)] <f,(t)d(b,, x,,) +f2(t) a.e. on [O, b,]. The 
function g(t) E fi(t) d(b , , x,,) + f2(f) is integrable on [0, b,]. Hence, problem 
(A,) ha: a solution zi on [0, b,], i.e., zi is absolutely continuous on [0, b, ]. 
z:(t) E F(t, zl(t)) a.e. on [0, b,] ad zi(t,) =x,,. 
If Iz,(t)l <d(b,, x0), then 
If ]z,(t)] > d(b,, x0), however, then 
I% z,(t))l = IW, (Z,(t)4&9 %>llzIwl)I 
~flW4b,~XLl) +m a.e. on [0, b,] 
<f,(f) Iz,Wl +.a4 a.e. on [0,6,]. 
Thus, in all cases, 
Izl(Ql G.fl(O Iz,Wl +fiw a.e. on [0, b,]. 
Therefore, by Lemma 3.2, Iz,(t)l <d(b,,x,) for all t E [O, b,] and hence, 
z;(t) E F(t, zl(t)) a.e. on [0, b,]. 
Now, consider problem (AZ) obtained from problem (A,) by replacing b, 
by b,, t, by b, and x0 by zi(b,). As in the foregoing, we obtain an absolutely 
continuous function z2 on [0, b2] satisfying (*) a.e. on [0, b2] and z#,) = 
z,(h). 
Continuing this process, we obtain functions zi absolutely continuous on 
[0, bi], i = 1, 2 ,..., satisfying (*) a.e. on [0, bi] with z,(t,) =x0, zi(bi-l) = 
zi- ,(bi- i), i = 2, 3 ,... Clearly, the function 
x(t) = z&)9 if t E [0, b,], 
= zi(f>> if fE [bi-lpbi], i = 2, 3,... 
is a solution of (*) on J with x(tO) = x0. 
The following is an immediate consequence of Theorem 3.3: 
COROLLARY 3.4. If there exists a nonnegative function g on J, locally 
integrable on J, such that for each x E R”, I F(t, x)1 < g(t) a.e. on J, then to 
each (t,, x0) E J x R”, the system (*) has a solution x(t, t,, x,,) on J. 
It turns out that Corollary 3.4 is a useful tool in establishing existence of 
solutions for more general majorants as we shall see in the following two 
subsections. 
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3.2. Majorant of the form A(t) ~(1x1) 
We shall obtain existence of solutions on J for the case where F(t, x) is 
majorized by a function of the form A(r) &lx]). 
THEOREM 3.5. If there exist a nonnegative-integrable function 1 on J 
and a nonnegative-continuous function cp on J such that 
(i) for each x E R”, lF(t, x)1 <A(t) cp(jx() a.e. on J, 
(ii) r”$dr= co, 
then for each (to, x0) E J x R”, the system (*) has a solution x(t, t,, x,,) on J. 
ProoJ Let (to, x0) E J x R”. There exists a number U = U(x,) > (x0] + 1 
such that 
I 
.u 1 
-dr > 
. lx01 t I 4#> J 
.O” A(t) dt. 
0 
Now consider the problem 
x’ E F(;(t, x), x(to) = x0 
where 
(3.1) 
(3.2) 
F(t, x) = F(l, x), if Ixl< U, 
= m, (xU/Ixl>>, if Ixl>U. 
Let K= supo,,Gucp(r). From (i) and the definition of F, it can be easily 
verified for each x E R”, 
I k XI G W) a.e. on J. 
Clearly, P satisfies (HI)-(H3). Hence, by Corollary 3.4, problem (3.2) has a 
solution x(t) = x(t, to, x0) existing on J. 
It remains to show that Ix(t)] < U for all c E J. To prove this, we suppose 
the contrary, that there exists a T E J such that Ix(T)/ > U. Then, since 
Ix(t,)l = 1x0] < U and x is continuous on J, there exist t,, t, between to and T 
such that ]x(t,)] = lx01 + 1, Ix(t,)] = U, 1x0] + 1 Q Ix(t)] < U for all 
t E [tl, t,]. Thus x(t) satisfies (*) a.e. on [t,, t2] and hence 
Now, 
a.e. on [tl, t,]. 
d IxOWd~ < Ix’ WI Q W rp(l WI) a.e. on [t,, t,], 
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from which is follows that 
I 
C’ dr 
-+(t)dt+(t)dt 
lx01 t1 v(r) (, 0 
which contradicts (3.1). Hence, Ix(t)1 < U for all t E J. 
3.3. Majorant of the form g(t, 1x1) 
For the more general majorant, we have 
THEOREM 3.6. Suppose that there exists g: J x J-t J such that 
(i) for each x E R”, JF(t, x)1 < g(t, 1x1) a.e. on J, 
(ii) g(t, u) is monotone nondecreasing in u for each t E J, and 
integrable on J for each u E J, 
(iii) there exist Q 2 0 and u, > 0 such that the scalar-differential 
equation 
u’ = g(t, u) (S) 
has a bounded solution u(t) = u(t, ro, u,) on [zo, co). 
Then there exists T, 2 0 such that for any to 2 To and x0 E R” with 
1x014 uo, there exists a solution x(t) = x(t, to, x0) of (*) on [To, 00). 
ProojI Let u, = lim,,, u(t), then g(t, 224,) is integrable on J and hence, 
there exists To > 0 such that 
“cc 
J s(t, kx,) dt 4 u,. TO 
We now consider the problem 
x’ E F(t, x), 
where 
(3.3) 
F(t, x) = F(t, x), if Ix/ < 2u,, 
= w, P4,xllxl))~ if (x( > 2u,. 
Clearly, f satisfies (HI)--(HJ and for each x E R”, 
IVY4 xl < g(4 %) a.e. on J. 
Hence, for each to E J, x0 E R” there exists a solution x(t) = x(t, to, x0) of 
(3.3) on J. 
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Let t, > T,,, x,, E R” with Ix,, I< u0 and x(t) = x(t, t,, x,,) be a solution of 
(3.3) on [TO, co). 
For ta to, 
Ix(tl < 1x01 +jt; W(s>l ds 
I 
00 
<u,+ g(s, 224,) ds < 2u,. 
*II 
For T,<t<t,, 
I 
to 
x(t) = x0 - x’(s) ds 
t 
and hence 
I49 < 1x01 + jtt” Ix’@)l ds, 
J’ 
to 
< uo + g(s, W,J ds t 
I 
to 
<u,+ g(s, Wx,) ds, 
TO 
1 
cc 
<u,+ g(s, 224,) ds < 2u,. 
TO 
It follows that Ix(t)1 < 224, for all t E [To, co), and hence 
x’(t) E w, x(t)> a.e. on [To, CO). 
Thus x(t) is a solution of (*) on [To, CO). 
As an immediate consequence to Theorem 3.6, we have 
COROLLARY 3.1. Suppose that all the hypotheses of Theorem 3.6 are 
satisfied except that the existence of a bounded solution u(t) is replaced by 
the existence of a bounded maximal solution r(t) = r(t, to, uo) on [to, CD). 
Then the conclusion of Theorem 3.6 holds. 
Remark. From the proof of Theorem 3.6, we can also conclude that 
under the stated hypotheses, there exists To > 0 such that for each to > To, 
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x0 ER” with (x,,j < u,,, there exists a solution x(t) = x(t, t,, x,,) of (*) on 
[T,, co) satisfying Ix(t)] < 2u, on [T,, co) and Ix’(t)\ Q g(t, 2u,) a.e. on 
[T,, , co). These additional properties will be used in Section 4. 
Finally, we shall use Corollary 2.8 to prove another existence theorem. 
Let B(t,) denote the space of continuous functions from [to, co) to R”. 
The topology on B(t,) will be that induced by the family of seminorms (p,}, 
where for each x E B(t,), 
p,(t) = , 
0 
s;p,+, Ix(t)l. 
For 6 > 0, we denote B&J = {z E B&J: SUP~>~, (z(t)] < 6). Given x E B(t,), 
we denote by M(x) the space of all equivalence classes of measurable 
functions f: [to, co) --t R” such that f(t) E F(t, x(t)) a.e. on [to, co). 
THEOREM 3.8. Under the hypotheses of Theorem 3.6, for each x0 E R” 
with Ix0 I < u,,, there exists a solution x(t) = x(t, 7,,, x0) of (*) on [70, co) 
such that (x(t)/ < u(t) for all t > 7,,. 
Proof: Let x0 E R” with lx,,/ < u0 and 6 > 0 be such that u(t) < 6 for all 
t>7,. We let 
Q,,(7,,) = {z E B(7,): ]z(t)] < u(t) for all t > to}. 
Then Q,(7,) is a closed-bounded convex subset of B(r,) and Q,(r,) E B,(s,). 
For each x E Q,(r,), let M(x) be equipped with the norm 1) . I) defined by 
Ilfxll = ix If&I ds 70 
and define Ton Q,(7,) by 
T(x) = 
I 
z E B(7,): z(t) = x,, + j’ f,(s) ds, f, E M(x) I. 
=I3 
It can be easily verified that T(Q,,(t,,)) E. Qu(7,) and hence T(Qu(rO)) is 
uniformly bounded on [70, co). Moreover, from [ 16, Remark 2.61, for each 
x E Qu(7,,), T(x) E cf(Q,,(q,)) and T is upper semicontinuous on Q,(7,). 
For t, , f, > to, x E Q,(7,) and z E T(x), we have 
Iz(t,) -4fdl G Ijt; If,(sIds / < ijt; ds, 4 ds 1. 
Since g(s, 6) is integrable on compact subsets of [70, co), the above 
inequality simplies that T(QJr,,)) is equicontinuous on [r,,, co). 
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Hence T(Q&,N is a compact subset of B(r,) and by Corollary 2.8 we 
obtain the desired conclusion. 
4. ASYMPTOTIC EQUILIBRIUM 
In this final section, we shall establish the asymptotic equilibrium of the 
system (*) under the various majorants on F considered in Section 3. 
System (*) is said to be in asymptotic equilibrium on a set A c J x Rn if 
given (to, x0) E A and a solution x(t) = x(t, t,, x,,) of (*) there exists a 
constant vector c such that lim I+m x(t) = c and, conversely, given (to, c) E A, 
there exists a solution x(t) of (*) on [to, co) such that lim,,, x(t) = c. If 
A = J x R”, we shall simply say that (*) is in asymptotic equilibrium. 
LEMMA 4.1. Suppose that there exist nonnegative-integrable functions f, 
and f2 on J such that for each x E R”, lF(t, x)1 <f,(t) 1x1 +fi(t) a.e. on J, 
then for each (to, x,) E J x R”, each solution x(t) = x(t, t,, x,) of (*) satisfies 
Ix(t)] <X(x,) for all t E J, where 
x(x0) = lx01 + jm f2(f) dt exp O” fi(t) dt. 
0 1 j 0 
Proof: Let (to, x0) E J x R” and x(t) = x(t, to, x0) be a solution of (*) on 
J. Then for t E J, 
lx(t)1 Qlxol + 1 jt; Ix’@> IdsI 
<1x01+ ljt;f&.fs / + /j)-h)ix(s)ldSI 
<Ix,l+jmf~(s)ds+ ~j’f,(s)b(W~. 
0 ‘0 
Using Gronwall’s inequality, we obtain the desired result. 
Remark. If x0 is fixed, then X(x0) is a constant independent of to. We 
note also that X(x0) is an increasing of Ix0 I as Ix0 I increases. 
LEMMA 4.2. Under the hypotheses of Theorem 3.5, for each (to, x0) E 
J x R” there exists tY(x,) > 0 such that any solution x(t) = x(t, to, x0) of (*) 
on J satisfies Ix(t)1 < tY(x,) for all t E J. 
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ProoJ: Let U = V(x,) > Ix,, 1 + 1 be such that 
,c 
J 
dr -00 
-> 
kd+l v(r) ! 
A(s) ds. 
0 
Then using the same argument as in the last part of the proof of 
Theorem 3.5, we obtain the desired result. 
THEOREM 4.3. Suppose that the hypotheses of Theorem 3.3 are satisfied. 
Then, for each (to, x0) E J x R,, for any solution x(t) = x(t, to, x0) of (*) on 
J, lim,,, x(t) exists. 
ProoJ: By Lemma 4.1, for each (to, x0) E J x R”, any solution x(t) = 
x(t, t,, x0) of (*) satisfies 
Now, 
I-w Gcn(xo) for al t E J. 
x(t) = x(0) + if x’(s) ds 
0 
(4.1) 
and since 
I x’(t)1 G fiG> I -+>I + f*(t) a.e. on J, 
G f,(t) J?xo) + f*(t) = m a.e. on J. 
Since g(t) is integrable on J, J”” x’(s) ds converges. It follows from (4.1) that 
lim f4m x(t) exists. 
Using Lemma 4.2, the proof of the following result is the same as the one 
given above. 
THEOREM 4.4. Suppose that the hypotheses of Theorem 3.5 are satisfied, 
and, in addition, rp is monotone nondecreasing on J. Then, for each (to, x0) E 
J x R”, for any solution x(t) = x(t, to, x0) of (*) on J, lim,,, x(t) exists. 
THEOREM 4.5. Under the hypotheses of Theorem 3.3, given any constant 
vector x, E R”, there exists a solution x(t) of (*) on J such that 
lim f-rco x(t) = x,. 
ProoJ: Let x, E R” be given. For k = 0, 1, 2 ,... let xk(t) = xk(tr k, x,) be 
a fixed solution of (*) on J such that xk(k) = x,. Such a solution exists on J 
by virtue of Theorem 3.3. By Lemma 4.1, for each k = 0, 1, 2 ,..., 
I XkWl G ~~c%J for all t E J. (4.2) 
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Now, xk(t) satisfies (*) a.e. on J implies that 
I x.xt)l G fi@) I Xk(fl +m a.e. on J 
< fi (4 ~(xm> + fzw = g(t) a.e. on J, (4.3) 
and g(f) is integrable on J. By virtue of (4.2) and (4.3), the sequence {x,Jt)} 
is uniformly bounded and equicontinuous on J. Therefore, there exists a 
subsequence, also denoted by {x,Jt)}, that converges to some x(t). By 
Theorem 2.6, x(t) is a solution of (*) on J. 
For 0 < t < k, we have 
k 
xk(t) = X, - I X;(S) ds t 
which gives, using (4.3), 
1 Xk(t) - X, 1 < jtk g(S) ds. 
Thus, taking the limit on k and keeping t fixed, we obtain 
from which, and the integrability of g, we conclude that lim,,, x(t) = x, . 
From Theorems 4.3 and 4.5, we obtain: 
THEOREM 4.6. Under the hypotheses of Theorem 3.3, the system (*) is in 
asymptotic equilibrium. 
Essentially the same proof of Theorem 4.5 gives: 
THEOREM 4.7. Under the hypotheses of Theorem 4.4, given any constant 
vector x, E R”, there exists a solution x(t) of (*) on J such that 
lim t+m 44 = x,. 
Hence, combining Theorems 4.4 and 4.7, we get 
THEOREM 4.8. Under the hypotheses of Theorem 4.4, the system (*) is in 
asymptotic equilibrium. 
We now consider the case where F(t, x) is majorized by a function of the 
form s(t, Ix I>. 
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THEOREM 4.9. Under the hypotheses of Corollary 3.1, for each to > r0 
and x,ER” with /x0/ <u,,, each solution x(t) =x(t, t,, x,,) of (*) is 
convergent on [to, ~0). 
ProoJ: Let t, > r0 and x0 E R” with lx,, < uO. Let x(t) = x(t, to, x,,) be a 
solution of (*) on [to, co). Then (x(&J = 1x0( < u0 < r(t,) implies, by a well- 
known result (see, e.g., [ 14, p. 43]), 
WI < r(t) forall t>to. 
Since r(t) is nondecreasing for t > to, we have 
l-G>l G r, forall t>t,, 
where rm = lim,,, r(t). Thus 
lx’ WI < gk IxOI> < dt. r,> a.e. on [to, a). 
It follows that l,qP x’(s) ds converges and hence x(t) converges on [to, co). 
THEOREM 4.10. Under the hypotheses of Corollary 3.1, there exists 
T, > 0 such that given any constant vector x, E R” with /x, I < u,, there 
exists a solution x(t) of (*) on [T,, 00) such that lim,,, x(t) = x,. 
Proof: Let T,, > 0 such that (g g(s, 2r,) ds < roa, where rm = 
lim,, r(t). Let x, E R” with (x, I < u, be given. For each k = 0, 1, 2 ,..., let 
x,Jt) = x,(t, T, + k, x,) be a fixed solution of (*) on [T,,, co) through 
(T, + k, xm) such that 
I-Q)l < 2r, for all t > T,, (4.4) 
L-W < &, 2r,) a.e. on [T,, , co). (4.5) 
Such solution exists by virtue of Corollary 3.7. Thus the sequence {xJt)} is 
uniformly bounded and equicontinuous on [T,, co) and hence there exists a 
subsequence, also denoted by (xJt)}, that converges to some x(t). By 
Theorem 2.6, x(t) is a solution of (*) on [T,, co). The remainder of the proof 
is similar to that of Theorem 4.5. 
Combining Theorems 4.9 and 4.10, we obtain 
THEOREM 4.11. Under the hypotheses of Corollary 3.1, there exists 
T, > 0 such that the system (*) is in symptotic equilibrium on the set A = 
((t,x)EJxR”: t>T,,,andIxl<u,}. 
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