Abstract. In the literature on computer vision, very few contour detection algorithms are designed to deal with color images. In this paper, we present the multispectral contour detection algorithm (MSCDA) which is designed to process multispectral digital images as well as monochromatic ones. The MSCDA employs a bidimensional matrix of processing modules. The structure of a processing module is biologically plausible in that it consists of a bank of oriented filters. Each filter is a multispectral processing element (MSPE). A MSPE computes a contrast strength value locally from a receptive field characterized by specific orientation, shape, and size. The contrast strength value is a combination of an intensity contrast value with a chromatic contrast value, which are computed separately. Intensity contrast assesses the contrast due to local change in light energy, while chromatic contrast measures the contrast generated by local change in chromatic components. Even-and oddsymmetric MSPE pairs cooperate to extract a combined contrast strength value locally. Each processing module extracts one maximum combined contrast strength response from its bank of MSPEs. The maximum values of the combined contrast strength, provided by the grid of processing modules, form the contrast image. The contour candidate and the contour pixels can be extracted from the contrast image according to a strategy which is developed through simulations on 1-D and 2-D data sets. The MSCDA is compared with existing contour detection algorithms theoretically, and experimental results are shown. The MSCDA accounts for several psychophysical effects which are related to the mammalian visual system and may provide new insights into the understanding of the operational schemes employed by the visual cortex in combining energy, color and texture information for shape detection.
Introduction
The goal of this work is the development of the multispectral contour detection algorithm ͑MSCDA͒, which is one of the first image processing algorithms designed to detect contours in multiwavelength images. [1] [2] [3] [4] [5] [6] In this paper, a new model of the visual cortical neuron is proposed. This model exploits a new metric to compute the normalized intervector difference between a pair of multiwavelength vectors. Second, the MSCDA design is presented. Then, several MSCDA implementations are proposed. These implementations, which are intended to be biologically plausible, exploit a combination of even-and oddsymmetric filter pairs. Finally, results and conclusions are presented.
Definitions
In this paper, the following definitions will be discussed and employed: ͑i͒ contrast is the directional difference, ratio, or first derivative of the image intensity, and its local computation involves two weighted values provided by the convolution of the image intensity with the sensibility profiles of an adjacent pair of localized and oriented regions; ͑ii͒ contour-candidate pixels are the pixels in which a change of contrast is localized, i.e., they are the pixels in which a nonzero value of the directional second derivative of the image intensity is detected; ͑iii͒ contour pixels are those contour-candidate pixels in which a significant change of contrast occurs; and ͑iv͒ contour pixels belong to: edges ͑step or ramp edges͒, ridges ͑e.g., a line represents a narrow ridge͒, roofs, or a combination of these structures. 7 These definitions imply that an image profile consisting of a constant gray-level gradient corresponds to noncontour pixels because, regardless of the steepness of the gradient, the second derivative of the image intensity is equal to zero. This conclusion, which is consistent with the psychophysical phenomenon of the Mach bands ͑see Sec. 6.2.2͒, is not obvious insofar as, in the literature, many contour detection algorithms detect edges by measuring locally the magnitude of the gray-level gradient with no regard to the values of the second derivative. 1, 8, 9 With regard to color, the concepts of chromatic and achromatic contrast are defined as follows: ͑i͒ an achromatic contrast ͑difference͒ occurs if two resolution cells feature different radiances ͑luminance͒, regardless of their reflectivity signatures; and ͑ii͒ a chromatic contrast occurs if two resolution cells feature different reflectivity signatures in the frequency range of interest, regardless of their radiances. While chromatic contrast is specified in several ways in the literature, [10] [11] [12] the presented achromatic contrast definition is generally accepted. Achromatic contrast is equivalent in meaning to change in luminance, light energy or intensity, where intensity refers to the intensity-huesaturation color coding. Intensity-hue-saturation components are the canonical dimensions of perceived color space, although doubts exist as to their independence. 13 Brightness is defined as a subjective aspect of vision, i.e., it is the perceived luminance of a surface. 10 
Neurological Framework
In order to develop an image processing algorithm which is biologically plausible, let us introduce some observations concerning the main modules of the mammalian visual system. These modules are ͑in sequence͒: ͑i͒ the neural retinal layers ͑NRL͒; ͑ii͒ the lateral geniculate nucleus ͑LGN͒; and ͑iii͒ the primary visual cortex ͑PVC, or area 17 of the visual cortex, or V1͒. The NRL may be considered as an image enhancement module performing contrast enhancement and noise removal. 14 The LGN may be thought of as a transmission module which projects the NRL signals to the PVC. 15 In the NRL and LGN modules, most cells fall into two main categories 15, 16 : ͑i͒ single-opponent cells, which are sensitive to both luminance and color; and ͑ii͒ concentric broad-band cells, which respond only to achromatic color. Two different streams emerge from NRL to terminate in LGN: the axons of some ganglion cells terminate in the LGN parvocellular ͑P͒ layers, while other axons are connected with the LGN magnocellular ͑M͒ layers. The broad-band ganglion cells can be either M-type or P-type, while single-opponent ganglion cells belong only to the P-pathway. 17 , 18 The great majority of P-cells are singleopponent cells. 17 , 18 Thus, P-cells are substantially affected by both chromatic and intensity variations, while M-cells are sensitive to luminance. 18 Anatomically, the M-and P-pathways are separated up to their terminations in the PVC; thereafter, their segregation becomes blurred. 18 This brief description points out that, throughout the LGN level and with special regard to the P-pathway, neural responses are ambiguous with respect to chromatic and achromatic information. Therefore, levels in the visual system which are higher than LGN must be able to discriminate luminance from color information.
Several types of resident neurons make up PVC, which consists of six distinct anatomical layers, numbered 1 to 6 ͑therefore, PVC is also termed striate cortex, see Fig. 1͒ . The M-pathway projects to layer 4C␣ of PVC, which in turn terminates in layer 4B ͑see Figs. 1 and 2͒. In parallel, the P-pathway projects to layer 4C␤ of PVC, which in turn terminates in layer 2 and 3 ͑see Figs. 1 and 2͒. Layers 4C␣ and 4C␤ are made of spiny stellate and smooth stellate cells, while every other layer of PVC consists of pyramidal cells. Spiny stellate and pyramidal cells are excitatory while smooth stellate cells are inhibitory. Moreover, pyramidal cells project out of the cortex ͑see Fig. 1͒ while stellate cells are local neurons ͑i.e., they project within PVC͒ and feature circular receptive fields. 15 Cells in layer 4B, which receive terminations from 4C␣, are sensitive to achromatic contrast, show orientation selectivity, and project to specific stripes in V2 ͑see Figs. 2 and 3͒. Also, layers 2 and 3, which receive terminations from 4C␤, project to specific stripes in V2 ͑see Figs. 2 and 3͒. With the exception of layers 4C␣ and 4B, which are heavily involved with the processing of the M-pathway, all layers of PVC are vertically organized into blobs and interblob areas ͑see Fig.  4͒ . Blobs employ color-sensitive cells, while most cells in the large interblob areas are selective for orientation but are not chromatic. Thus, the same single-opponent P-cells are thought to provide, in parallel, color contrast information to cells in the blobs, and achromatic contrast information to cells in the interblob regions. 16 The visual cells employed in cortical blobs are termed double-opponent cells. 15, 10 These cells are heavily concentrated in cortical blobs, employ nonoriented receptive fields, and feature sensitivity to 1 PVC has six distinct anatomical layers, numbered 1 to 6; I, interlaminar zone of LGN, whose cells project directly to layers 2 and 3; P, P-pathway; M, M-pathway. 15 chromatic color and insensitivity to brightness. Cortical cells that belong to the interblob areas are selective for orientation, sensitive to brightness, insensitive to chromatic color, and belong to the hierarchy composed of simple-and complex-cell categories. Orientation-sensitive simple cells are thought to combine the responses of the circular fields of stellate cells, whereas orientation-sensitive complex cells are thought to receive convergent excitatory connections from several simple cells. 15 A major difference between simple-and complex-cells is that the former are quasilinear while the latter exhibit a clear second-order ͑squaring͒ nonlinearity. 19 In Fig. 4 , columnar units, or orientation columns, are shown. Each column is about 30 to 100 m wide, 2 mm deep, and contains stellate cells in layer 4C␣, whereas above and below it contains simple cells and complex cells with almost identical retinal position and identical axis of orientation. 15 Adjacent columnar units receive impulses from the same point on the retina and feature similar receptive field shapes, but their axis of orientation is shifted by about 10 deg. 15 An ocular-dominance column consists of a set of adjacent columnar units, responsive to lines of all orientations, and of several blob areas that receive impulses from the same point on the retina in one eye. The sequence of two ipsilateral and contralateral ocular-dominance columns is termed hypercolumn. A single hypercolumn represents the neural device necessary to analyze a discrete region of the visual field. In fact, a regular sequence of hypercolumns is repeated over the surface of PVC, each hypercolumn occupying an area of about 1 mm 2 . 15 This repeating organization constitutes the modular structure of PVC such that every axis of orientation is represented for every retinal position. Double-opponent cells featuring orientation selectivity have been found in higher processing blocks. Also, area 18 of the visual cortex, which receives projections from the PVC color cylinders, features color analysis property.
1. The visual system is based on somewhat independent sensibilities to chromatic and achromatic information, e.g., the visual system is able to detect shapes while its chromatic functions are inhibited. 2. Despite the fact that most so-called color-coded cells in the PVC do not feature elongated receptive fields, the human visual system detects changes in orientation of achromatic color as easily as it detects changes in chromatic color, i.e., chromatic channels are also sensitive to orientation. 11, 18 3. While the main properties of the receptive fields involved in the hierarchy of visual cells are known, much less is known about the functional organization of the visual subsystems, because a specific visual sensation may be due to the functional combination of several different visual cells onto a common response rather than to the combined responses of one single type of cell. 4. The PVC description presented above can be considered rather schematic. In the scientific community there is still controversy on how many key pathways, two or three, there are in the PVC. Some authors detect three PVC pathways ͑see Figs. 2 and 3͒ [15] [16] [17] : a͒ the P-pathway, in combination with the PVC interblob system, appears to process information for the perception of form and depth; b͒ the P-pathway, in combination with the PVC blob system, seems to deal with information for the perception of color; and c͒ the M-pathway, in combination with specific layers of the PVC ͑4C␣, 4B͒, appears to deal with stereopsis and the perception of movement. Other authors state there is a general agreement on the existence of two PVC pathways 18 : the M-pathway, which is responsive to motion, and the P-pathway, which is responsible for color and object recognition.
In conclusion, the entire dispute deals with the specific functions which are thought to be performed by the P-pathway and by its possible subsets, the P-interblob and the P-blob systems. The P-interblob system, although specialized on depth and form, is also thought to be responsive, to some unspecified degree, to color. 17 This general statement is compatible with claims made by other authors about the P-pathway: the majority of PVC cells, oriented as well as nonoriented, respond both to chromatic patterns and to achromatic stimuli. 18 The present work wishes to address these controversies.
The Model of a Visual Cortical Neuron
According to the structure of the visual system described in Sec. 3, the development of MSCDA starts from the definition of the model of a visual cortical neuron. This model, called the multispectral processing element ͑MSPE͒ model, must be able to deal with both luminance and chromatic information, i.e., it must be able to extract structures from multispectral ͑MS͒ images ͑e.g., trichromatic data͒. The MSPE employs the normalized vector distance ͑NVD͒ met- Fig. 4 Blobs and interblob regions in PVC; I, ipsilateral; C, contralateral ocular dominance columns. 16 ric to measure the intervector distance of an input pattern pair. In this section, first, NVD is presented and, second, the MSPE is proposed.
NVD Metric
The NVD metric, providing a normalized distance ͑con-trast͒ measure between a pair of multivalued vectors, has been successfully employed in different application fields. 20, 21 The relevant aspect of NVD is that it supports the independent detection of chromatic and achromatic contrast, which are further combined into one contrast value. The NVD computation of the intervector difference between two MS vectors, T and X, which are multidimensional and multivalued, is:
NVD͑T,X͒ϭ1ϪVDM͑T,X͒, where VDM is the vector degree of match, which is defined in the next paragraphs. It will be shown that VDM measures the normalized degree of match between T and X. If NVDϭ0 ͑VDMϭ1͒, then the two vectors have the same modulus, direction and orientation. Vice versa, if NVDϭ1 ͑VDMϭ0͒, then T and X are 100% different. It can be demonstrated 20 that NVD is a metric for a generic multidimensional feature space F, which is mapped into the domain ͓0,1͔, i.e., NVD : F ϫ F→͓0,1͔. This also means that NVD(T,X) ϭ NVD(X,T), i.e., the NVD measure satisfies the commutative law.
VDM equations
Given two vectors, T and X, in a multidimensional feature space, they are said to be equal if they have ͑i͒ the same modulus, and ͑ii͒ the same direction and orientation. VDM is intended to employ the combination of these two conditions in order to provide a normalized measure of similarity between T and X.
Let us denote by ␣ the angle between these two vectors. MDM, which is the value of the modulus degree of match, is defined as:
MDM͑T,X͒ϭmin͕͉T͉/͉X͉,͉X͉/͉T͉͖, ͑1͒
where ͉T͉ and ͉X͉ are the moduli of T and X, respectively. MDM ranges from 0 to 1. In particular, MDMϭ1 if the two vectors have the same modulus. Let us also define:
where (T ᭺ X) is the scalar product between T and X, with ␥ ranging from Ϫ1 to ϩ1. Thus, ␣ϭarccos ␥, where ␣ belongs to the range from 0 to . In order to obtain a normalized assessment of ␣, let us define ADM, the angle degree of match, as:
ADM ranges from 0 to 1. We have ADMϭ1 if T and X have the same direction and orientation.
Equation ͑3͒ does not rely on any hypothesis about the vectors T and X. However, a very common situation is the one in which vectors defined in the positive domain are examined, i.e., the vector elements are all positive. In this particular case, ␣ ranges from 0 to /2, and then ADM varies from 0.5 to 1. As the normalized range of ADM is not fully exploited when positive domain inputs are examined, Eq. ͑3͒ may be replaced by:
MDM and ADM must be combined to compute the VDM value, which is interpreted as a normalized measure of the degree of match between T and X. A possible expression for VDM is:
VDM͑T,X͒ϭMDM͑T,X͒•ADM͑T,X͒. ͑5͒
VDM ranges from 0 to 1. In particular, VDM is smaller than the smallest term between MDM and ADM. Equation ͑5͒ was considered more effective than the linear combination of ADM and MDM in the definition of VDM. 
VDM assessment
MDM is a normalized measure of the achromatic ͑inten-sity͒ contrast between the vector pair. In this context, intensity is used as a synonym for amplitude or modulus. MDM is a dimensionless percentage value and not an absolute distance measure. This means that MDM͑T,X͒ is a pure number ranging in ͓0,1͔, while the Euclidean distance between T and X ranges in ͓0, ϩϱ͔ and has the same physical dimension of the two vectors being compared.
ADM is a normalized measure of the angular difference between two vectors. Thus, ADM is a measure of the chromatic contrast between T and X, i.e., ADM is a function of the chromatic components of the vector pair. For example, the chromatic components of a generic vector X belong to a chromatic vector x, which is a unitary vector that can be defined as: xϭX/͉X͉.
Let us suppose that VDM is employed to compare pixels belonging to a given multispectral image whose number of bands is N. Thus, each pixel is an N-dimensional input pattern. The exploitation of the VDM expression implicitly transforms this N-band input image into an achromatic color plane plus N chromatic color planes, i.e., the original image is transformed into Nϩ1 image planes. MDM is extracted from the intensity image plane, whereas ADM is computed from the chromatic color planes. We can conclude that: ͑i͒ the VDM measurement is compatible with the behavior of PVC, where chromatic and achromatic color information form two streams of responses which are physically separate 17 ; and ͑ii͒ the VDM measurement supports the thesis that the intensity-hue-saturation color components should be reduced to two independent variables, 13 which can be considered the chromatic and achromatic color pair, because hue and saturation data are both related to ADM.
In order to understand the functional meaning of the VDM expression, let us define two thresholds, the module degree of match threshold ͑MDMT͒, referring to the MDM measurement, and the angle degree of match threshold ͑ADMT͒, which refers to the ADM measurement. As a consequence, the vector degree of match threshold ͑VDMT͒ is implicitly defined by the following equation:
It is important to stress that MDMT ͑and, as a consequence, also VDMT͒ features adaptivity to local statistics, i.e., it adapts the width of its range of acceptance to the template ͑exemplar͒ vector T employed in the vector pair comparison. In order to describe this feature geometrically, let us compare a vector X with a given template vector T. The vector X is similar ͑close͒ to T if they satisfy the following conditions:
MDM͑T,X͒уMDMT , ͑7͒
ADM͑T,X͒уAMDMT . ͑8͒
These two conditions define a hypervolume or domain of acceptance of X with respect to the given template T. In a bidimensional feature space described by polar coordinates, this domain looks like the shaded segment shown in Fig. 5 . In Fig. 5 , the domain of acceptance of X is defined by the following polar coordinates: ͑i͒ the angle 2␣, where ␣ is defined by Eq. ͑3͒ or ͑4͒ whose left side, ADM͑T,X͒, is set equal to ADMT; and ͑ii͒ the lower and upper bounds of the radius, represented by the moduli of vectors X 1 and X 2 , respectively, which are related to T through the following equations:
When MDMT is fixed, ͑9͒ and ͑10͒ adjust ͉X 1 ͉ and ͉X 2 ͉, i.e., the radial size of the shaded segment shown in Fig. 5 , depending on the value of the vector T being employed as template. In Fig. 5 , it can be noted that D 1 ϽD 2 , i.e., T is not precisely located at the center of the hypervolume of acceptance of X.
In order to constrain the size of the hyperbox of X around T, the following expression can be employed in place of ͑7͒ and ͑8͒:
where VDM is given by ͑5͒ and VDMT is either userdefined or computed by ͑6͒. The geometrical meaning of ͑11͒ is not straightforward as that of ͑7͒ and ͑8͒.
In computer vision, where X and T are local statistics extracted from image areas ͑e.g., receptive fields͒, the VDM's ability to adjust the size of the hyperbox of X around T means that VDM features ͑spatial͒ local adaptivity. This property, which is of fundamental importance in the modelling of the mammalian visual system, increases the biological plausibility of the VDM measurement.
MSPE Design
The contrast strength value, termed C, computed by one MSPE can be defined as follows:
In ͑12͒, T and X are MS vectors provided by the excitatory and inhibitory subsets of the MSPE receptive field; and VDM͑T,X͒ is computed by ͑5͒, so that MDM͑T,X͒ represents the achromatic similarity between T and X, while ADM͑T,X͒ represents the chromatic similarity between T and X.
We list below the major differences between the MSPE model, represented by ͑12͒, which is able to process monochromatic and multispectral images, and the traditional model of visual cells ͑whether located in NRL, LGN or PVC͒, termed the processing element ͑PE͒ model, which is able to process only monochromatic images. 7, 14, 19, [22] [23] [24] [25] 1. The traditional PE model employs a nonlinear activation function of the net input to the node and of the bias of the node. Except for the input layer nodes, the net input to each node is the sum of the weighted outputs of the nodes in the prior layer, i.e., the net input is a scalar value defined as the algebraic sum of excitatory and inhibitory afferent ͑weighted signals͒. The computation of the net input value is not considered to be biologically realistic and represents one critical point in the development of artificial neural networks. 22 The MSPE transfer function is a scalar product type operation because it processes a pair of input vectors to produce a scalar output; therefore MSPE does not compute the net input value, as it does not employ a transfer function that requires a scalar input. 2. The traditional PE model presents positive and negative weight connections located, respectively, in the excitatory and inhibitory subsets of the receptive field. The MSPE receptive field can be considered as being divided into two subsets, which correspond to the inhibitory and excitatory subsets of the PE model, but the MSPE connection weights are positive in both subsets, i.e., the sign of the afferent signals remains unchanged by the connection weights. This is due to the fact that it is the transfer function of MSPE, rather than the traditional net input value computation, that performs the differential operation between the two afferent weighted signals ͑see below͒. 3. MSPE employs the topology-preserving neural projections found in different parts of the brain. One MSPE, centered on a given pixel, collects the signals that are computed by the same spatial filter applied in parallel to each spectral band of the MS image. Thus, the MSPE receptive field is made of two MS subsets. Each MS subset provides MSPE with one MS vector, whose scalar components are the output value of weighted sums. These weighted sums are equal to the convolution between the image intensity and the sensibility profiles characterizing the MSPE receptive field subsets. The difference between the two MS vectors is computed by the MSPE transfer function.
This means that MSPE employs the same receptive field size to collect both energy and chromatic information. We do not know of any physiological evidence which renders this assumption inappropriate. 4. MSPE features two separate modules which perform independent processing of the chromatic and achromatic contrast by computing one ADM and one MDM similarity value, respectively. The MSPE output value, termed contrast strength, depends on both the chromatic and achromatic contrast values computed locally.
Relationships Between MSPE and the Visual System
The properties of the MSPE model can be compared with those of the mammalian visual system:
1. Each MSPE exploits one input stream which carries both chromatic and achromatic information. The characteristics of this information stream are similar to those of the P-pathway which links the retinal photoreceptors to PVC ͑see Sec. 3͒. 2. The MSPE model exploits two modules which extract the chromatic and achromatic information separately from the same input stream of information. Thus, MSPE features independent processing of the chromatic and achromatic information, as required by PVC ͑see Sec. 3͒. Moreover, the presence of two logically separate modules in the MSPE block diagram is compatible with either one of the two current understandings of the PVC functional organization which assume that there is one P-pathway or two physically separate systems ͑i.e., the P-blob and P-interblob systems; see Sec. 3͒. 3. The achromatic contrast ͑or the MDM similarity value͒ is a nonlinear function of two MS vectors, T and X. This value may be computed by simple cells, whose response is said to be quasilinear ͑see Sec. 3͒. 4. The chromatic contrast ͑or the ADM similarity value͒ is a nonlinear function of two MS vectors, T and X. This value may be computed by cells concerned with color which are also orientation-sensitive. Because color-selective cells in the PVC columnar blobs are nonoriented, the chromatic contrast computation may be performed by processing blocks of the mammalian visual system which are higher than PVC ͑see Sec. 3͒. 5. MSPE combines its chromatic and achromatic contrast values into one nonlinear contrast strength response C ͑or one VDM similarity value͒. According to the hypothesis that PVC features independent processing of chromatic and achromatic information, 17 the contrast strength value computation performed by MSPE can be related to the activities of processing blocks of the mammalian visual system which are higher than PVC ͑see Sec. 3͒.
MSCDA Design
The MSCDA block diagram is rather simple. The MSCDA architecture consists of a bidimensional matrix of processing modules ͑PMs͒. This matrix performs an image processing task which is topologically ordered, while each PM is intended to model a hypercolumn ͑see Sec. 3͒. Thus, the PM design employs a biologically plausible structure, consisting of a bank of filtering elements, MSPEs. Each MSPE computes its contrast strength value from a receptive field characterized by a specific shape, orientation and scale of analysis. Each PM applies a competitive strategy to its MSPEs in order to detect the winning MSPE, which provides one maximum contrast strength ͑MCS͒ value.
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The competition among MSPEs featuring different orientations is consistent with the neurophysiological effect termed cross-orientation inhibition. 19 The orientation of the winning MSPE identifies the orientation of the local contrast. The MCS value can be spatially associated with the center of the image resolution cells employed by the current PM. For example, if one PM is implemented per image pixel, then one MCS value is computed for each pixel and an MCS image can be generated. The contour pixels can be extracted from the MCS image according to a strategy which is developed through simulations on 1-D and 2-D data sets.
MSCDA Implementation
In order to implement the MSCDA block diagram, we must define:
1. The MSPE categories. Each MSPE type is characterized by the three following features: ͑a͒ The shape of the receptive fields. ͑b͒ The sensibility profile of the receptive field. ͑c͒ The ͑incremental͒ size of the receptive field.
The functional combination of different types of
MSPEs ͑see Sec. 3͒. 3. The functional combination of MSPEs working at different spatial scales.
The MSCDA solution to these implementation issues is described in the following subsections.
Multiscale Analysis
At least four spatial scales are required to model human vision, 26 and several techniques can be adopted to combine the functional properties of operators of different widths. For example: ͑i͒ a feature synthesis technique can be developed 7 ; ͑ii͒ independent feature maps, each one extracted with a specific operator width, can be combined using a weighted sum whose coefficients are proportional to the scale size, in order to favor the higher scales, which are expected to be more precise ͑featuring a higher signalto-noise ratio͒ 19 ; or ͑iii͒ the output of each PE can be weighted by a normalizing factor which depends on the size of the receptive field. 27 Despite the four spatial scales which are theoretically required by a contour detection algorithm, the functional combination of operators featuring different widths is not an essential feature of the MSCDA model, as it is not for other visual models, 19 i.e, the MSCDA implementation can exploit receptive fields of only one size. Small operators feature high resolution, i.e., a reduced tendency to interfere with neighboring contours, and should be employed when they present a good signal-to-noise ratio. 7 In line with earlier experience, 28 the sizes of the MSCDA operator were set equal to 3ϫ3 or 5ϫ5 pixels.
The decision to use small operators has two major consequences: ͑i͒ in order to guarantee a high signal-to-noise ratio for the MSCDA detectors, an artificial noise-free image was prepared; and ͑ii͒ the choice of specific sensibility profiles for the MSPEs becomes less relevant because the effect of the sensibility function increases with the operator sizes.
In the last version of MSCDA, a combination of Gabor filters working at two different spatial scales is employed ͑see Sec. 11͒.
MSPE Filter Categories
The integration of the outputs of different detectors, e.g., edge and ridge operators, into one contrast measure has been a major issue in low-level computer vision. 7 A first solution came from the observation that while a linear filter cannot detect both edge and ridge features ͑e.g., an edge filter applied to a line produces two extrema which are displaced to the sides of the line͒, a nonlinear local energy measure derived from quadrature pairs gives local peak responses in correspondence to the points where human observers localize contours. 29 This approach requires two sets of operators, one even-symmetric and the other oddsymmetric, related by the Hilbert transform. Thus, the even-and odd-symmetric operators, which make a filter pair, are in quadrature and have the same frequency response. The image is convolved separately by the two sets of operators, and the outputs are combined by a nonlinear Pythagorean sum. 19, 29 Energy measurements are optimal with respect to a variety of edge types. 19, 24 The computation of a nonlinear local energy measure from quadrature filters is supported by physiological analogies with the interblob parts of PVC, where: ͑i͒ several features of the simple cells ͑e.g., the shape of the receptive fields, the quasilinear transfer function, etc.͒ match those of the quadrature operators, and ͑ii͒ features of the complex cells ͑e.g., the squaring nonlinearity of their transfer function͒ make them ideal candidates for extracting local energy. 19 According to the results derived from studies of the striate cortex of the cat, the sensibility profile of even-and odd-symmetric filter categories can be modeled as a Gabor function 30 ͓see Fig. 6͑a͒ and 6͑b͔͒. These sensibility profiles are compatible with the shape of the receptive fields of PVC simple cells shown in Fig. 7 . 15 Gabor filter pairs work in a joint space/spatial-frequency domain, i.e., the spatialfrequency content is measured in localized regions of the spatial domain. Gabor filters working at high spatial resolution are, or could be, employed by biologically plausible contour detection algorithms, 19, 24 whereas at lower spatial resolution texture segmentation is performed. [31] [32] [33] [34] [35] [36] In order to combine odd-and even-symmetric operators, let us present and discuss the functional properties which characterize these two categories of local filters.
Functional meaning of even-and odd-symmetric filters
Let us think in terms of inhibitory and excitatory connections which are employed by the traditional PE model ͑see Sec. 4.2͒. Given two PEs, one even-and the other oddsymmetric, both centered on the current pixel, ␤ is defined as the axis of orientation of the two filters, while is the axis orthogonal to ␤. The following observations can be easily extended to the MSPE model. Then: 1. At pixel scale, let us examine a three-pixel wide, 1-D, odd-symmetric operator featuring the sensibility profile shown in Fig. 6͑c͒ , such that the central pixel is not involved directly in the filter processing. Two receptive field subsets, termed Area1 and Area2, provide two mean values X 1 and X 2 , respectively. The output value of the oddsymmetric filter, C 1,2 , is assumed to be proportional to the difference ͑or ratio, or first derivative͒ between X 1 and X 2 :
where aϾ0 is a constant. C 1,2 is shown in Fig. 8 2. At pixel scale, let us examine a three-pixel wide, center-on, even-symmetric operator featuring the sensibility profile shown in Fig. 6͑d͒ . The three receptive field subsets featured by this operator provide two mean values, X 1 and X 2 , for the two lateral subsets, and a weighted value, X 3 , for the central excitatory subset. X 4 is defined as the weighted value provided by Area4, which is the area generated by the union of Area1 and Area2. In particular, X 4 is defined as: X 4 ϭ(X 1 ϩX 2 )/2. The output value of the evensymmetric filter, C 3, 4 , is assumed to be proportional to the algebraic sum ͑or to the ratio͒ of inhibitory and excitatory afferent signals as follows:
where aϾ0 is a constant. The center-on filter is such that if X 3 ϽX 4 , then C 3,4 Ͻ0, and if X 3 ϾX 4 , then C 3,4 Ͼ0. C 3,4 is shown in Fig. 8 for several combinations of X 1 , X 2 , and X 3 . Figure 8 shows that the even-symmetric filter measures the change of contrast detected along the direction which links Area1 through Area3 to Area2, i.e., whenever X 1 ,X 2 , and X 3 are not aligned, the filter output value is 0. Our conclusions are that:
͑a͒ The even-symmetric filter featuring the sensibility profile of the kind shown in Fig. 6(d : two pictures ͑e.g., textures͒ with identical third-order statistics must be physically identical, i.e., they cannot be discriminated, because identical third-order statistics imply identical second-and first-order statistics. Thus, discrimination between textures becomes increasingly difficult as their third-order statistics become more similar.
Contrast measured by an odd-symmetric MSPE
The odd-symmetric MSPE is termed the Mask1 MSPE. The two subsets of the Mask1 receptive field, termed Area1 and Area2, respectively ͑see Sec. 6.2.1͒, provide two weighted MS vectors, X 1 and X 2 . The contrast value provided by Mask1 is identified as C 1,2 and is computed as follows:
Here C 1,2 ranges over ͓0,1͔. If C 1,2 ϭ0, then X 1 and X 2 are the same vector. If C 1,2 ϭ1, then X 1 and X 2 are 100% different. A three-pixel wide, 1-D, Mask1 implementation, exploiting the sensibility profile shown in Fig. 6͑c͒ , processes some typical 1-D profiles, extracted from a monochromatic image, as shown in Figs. 9 to 13. Figures 10 and 13 are extremely important because they are related to one of the best-known brightness ͑see Sec. 2͒ illusions, the psychophysical phenomenon of the Mach bands: where a luminance ͑radiance, intensity͒ ramp meets a plateau, there are spikes of brightness, whereas there are none in the luminance profile. 19 The behavior of the odd-symmetric filter in Figs. 10 and 13 does not match the Mach band phenomenon, because the C 1,2 local maxima break the constant intensity gradients into two parts.
Our conclusion is that an odd-symmetric MSPE is unable to detect the structures shown in Figs. 9 to 13 correctly. This property is also possessed by traditional oddsymmetric PEs. 7 Therefore, contour detection algorithms should not: ͑i͒ employ only odd-symmetric filters, i.e., should not measure only the magnitude of the gray-level gradient; 3, 7, 8 or ͑ii͒ employ even-symmetric filters, computing the directional second derivative ͑see Sec. 6.2.1͒, to extract the extrema of the gradient magnitude. 
Contrast measured by an even-symmetric MSPE
The even-symmetric MSPE is termed the Mask2 MSPE. The center-on and the surround-off subsets of the Mask2 receptive field, termed Area3 and Area4, respectively ͑see Sec. 6.2.1͒, provide two weighted MS vectors, X 3 and X 4 . The contrast value provided by Mask2 is identified as C 3, 4 . Because the Mask2 central pixel belongs to a receptive field subset which is directly involved in the filter contrast computation, it is reasonable to assign an algebraic sign to C 3,4 . This algebraic sign differentiates the behavior of the Mask2 MSPE instance when either its excitatory or its inhibitory subset is dominant, in agreement with its neurological analogue. 15 If Nϭ1, where N is the number of elements of the input patterns ͑monochromatic case͒, then X 3 ϭ͉X 3 ͉ and X 4 ϭ͉X 4 ͉. In this situation, C 3,4 is given by the following relationships:
where the normalized C 3,4 value, NC 3, 4 , belongs to the range ͓0,1͔, and C 3,4 belongs to ͓Ϫ1,1͔ provided that S 3,4 is defined as:
Ϫ1 otherwise. ͑16͒ (4) whose left side, ADM(T,X), is set equal to ADMT; and (2) the lower and upper bounds of the radius, represented by the moduli of vectors X 1 and X 2 , respectively, which are related to T through Eqs. (9) and (10) . It can be observed that D 1 ϽD 2 , i.e., T is not located at the center of the hypervolume of acceptance of X.
This S 3,4 simulates the behavior of an even-symmetric filter with a center-on receptive field. On the contrary, a center-off Mask2 instance would invert the conditions which define S 3,4 . According to the analysis of Figs. 9 to 13, and in line with Sec. 2, contour-candidate pixels are defined as the pixels in which C 3, 4 0. On the other hand, it can be observed that the condition C 3, 4 0 localizes image features with redundancy ͓e.g., in Fig. 10͑b͒ a sequence of contourcandidate pixels, facing each other, would be selected͔. The smallest set of contour-candidate pixels which is able to localize features of interest with no redundancy is termed the sufficient contour-candidate pixel set ͑SCPS͒. From the value is Ͼ0 and all its neighboring pixels feature C 3,4 ϭ0. Only pixels belonging to SCPS are eligible to become countour pixels.
1-D simulations.
The PM competitive ͑cross-orientation͒ strategy ͑see Sec. 5͒ is implemented as follows: the winning neuron is that providing the highest C 3,4 absolute value.
2-D simulations. Additional properties of the center-on Mask2 operators are stressed by some experimental processing of 2-D monochromatic and multispectral images. In these tests, four Mask2 instances such as those shown in Fig. 14͑b͒ ͑featuring orientation equal to 0 and 45°, respectively͒ are employed.
With regard to the 2-D monochromatic test ͑i.e., Nϭ1), the PM competitive strategy applied to the image described in Fig. 15͑a1͒ produces an MCS situation such as that shown in Fig. 15͑a2͒ . This figure features three adjacent pixels presenting the condition C 3,4 Ͻ0. The position of these pixels is indicated by the black bar placed under the row showing the orientation of the MCS values; see Fig. 15͑a3͒ .
If the original image is rotated, as shown in Fig. 15͑b1͒ , we expected to obtain a rotated MCS image. This is not the case for feature localization by means of the MCS pixels whose value is below zero ͓see the position of the black bars in Fig. 15͑b3͔͒ . The orientation of the MCS pixels in Fig. 15͑b3͒ is also unsatisfactory.
With regard to the 2-D multispectral tests ͑i.e., NϾ1), an S 3,4 definition for multispectral images is proposed in Sec. 9, where the definition of the special pixel set, SPS, is also presented. If pixels belonging to SPS are not considered in the composition of SCPS, contours in color images can be missed. On the other hand, if these pixels are considered in the composition of SCPS, large edges can be produced ͑see Sec. 7͒. Therefore, an additional MSCDA module is developed to thin the large edges made of pixels belonging to SPS. The following strategy is applied: if the current pixel belongs to SPS and is not a local minimum in the direction orthogonal to the local edge direction, then the sign of the C 3,4 value, which is temporarily negative ͑see Sec. 9͒, is set to positive ͑i.e., the pixel will be excluded from SCPS, according to the definition of SCPS provided in this subsection͒. This strategy is consistent with the physiological existence of contextual effects due to horizontal connections which link cells within each PVC layer.
14 Experimental evidences related to the effectiveness of the S 3,4 definition and of the SPS edge thinning strategy are provided in Sec. 7.
Comparisons with existing contour detectors. The assessment of several contour detection algorithms ͑zero-crossing methods͒ found in the literature allows a deeper understanding of the functional meaning of the evensymmetric MSPE. Nonetheless, it should be remembered that the peculiar feature of MSPE consists of its ability to deal with color images, while the contour detection techniques examined in this subsection only deal with monochromatic images.
1. In the Marr technique, 38,39 the local filter is defined as a differential operator taking either a first or a second spatial derivative of the image. This local filter is chosen as the Laplacian of a Gaussian, which is a circular evensymmetric operator featuring a Mexican hat profile similar, in 1-D, to that shown in Fig. 5͑d͒ . Contours are located where the filtered image presents its zero crossings, defined as the points where the values of the filtered image pass from positive to negative. Thus, because the evensymmetric MSPE and the Laplacian of a Gaussian feature Figs. 10͑a͒, 13͑a͒ , and 13͑b͔͒. Thus, according to the analysis of some typical image profiles, our conclusion is that we have proposed a new definition of contour-candidate pixels which: ͑i͒ is an extension of that employed by Marr, and ͑ii͒ differs substantially from the detection of the locus of points where the second derivative is equal to zero ͑so that the first derivative is at its extrema͒. This second observation is not trivial, because many contour detection algorithms found in the literature locate contours at the local maxima of the intensity change. This topic is addressed in further detail in the next paragraphs.
2. In Canny, 7 edge points are located where the following zero-crossing definition is verified: Zero crossing is the locus of points at which the directional first derivative of the filtered image is equal to zero. The filtered image is equal to the convolution (*) of the original image (I) with an operator defined as the directional first derivative ‫)‪n‬ץ/ץ(‬ of a 2-D symmetric Gaussian function (G). This operator is odd-symmetric. Because of the associativity of convolution, this sequence of operations is equivalent to the second sequence described hereafter. In cascade, we can first convolve the original image with a symmetric Gaussian function, then compute the directional second derivative and finally extract the zero points. 7 Mathematically, the equivalence between these two sequences of operations is:
3. In Torre and Poggio, 40 the ultimate goal of edge detection is to produce a representation of the intensity changes in terms of zeros or extrema ͑local minima or maxima͒ of appropriate derivatives. In some cases, contour pixels can be identified as extrema of some derivative, and in other cases they may correspond to zeros of a higher derivative. First, the image is preprocessed by ͑low-pass͒ Gaussian filtering, in order to regularize differentiation, which is an ill-posed problem ͑i.e., differentiation of a sampled image is not robust against noise͒. Second, a second-order differential operator ͑e.g., the directional second derivative, which is a nonlinear operator, or the Laplacian, which is linear͒ is applied to the Gaussian filtered image. Third, the locus of points where the second-order differential operator is equal to zero ͑zero crossings͒ is extracted. Finally, the map of zero crossings is employed in a hierarchical symbolic description of contours. When the directional second derivative is employed, the operations described up to the extraction of zero crossings are ‫ץ(‬ 2 /‫ץ‬n 2 ) (G*I)ϭ0, i.e., these operations are equivalent to those performed by Canny.
Let us compare an even-symmetric filtered image made of C 3,4 -values with the filtered images proposed by Canny and by Torre and Poggio. We can assume that the evensymmetric filter providing the C 3,4 -values is obtained as the directional second derivative of a 2-D symmetric Gaussian. By this assumption, the even-symmetric filtered image made of C 3,4 -values becomes: ‫ץ(‬ 2 G/‫ץ‬n 2 )*I. Because ‫ץ‬ 2 /‫ץ‬n 2 is a nonlinear operator, it neither commutes nor associates with the convolution. 40 Therefore, this filtered image is different from that employed by Canny and by Torre and Poggio:
Summarizing, both the filtered image and the zerocrossing definitions employed in this paper are: ͑i͒ different from those presented by Canny and by Torre and Poggio, and ͑ii͒ similar to those presented by Marr. Moreover, we have found that contour detection mechanisms employing even-symmetric MSPEs are sufficient to detect correctly every image structure involved in the 1-D tests shown in Figs. 9 to 13, whereas we have not found any 1-D image structure for which the exploitation of odd-symmetric MSPEs is necessary ͑see Sec. 6.2.2͒. This conclusion, referring to the problem of contour detection, is very similar to that found by Malik and Perona, 41 who stated, with reference to texture detection, that they had not found any texture for which odd-symmetric mechanisms are necessary. This analogy reinforces the hypothesis that filters and functional mechanisms involved in contour and texture detection could be similar ͑see Sec. 6.2͒. However, in the 2-D tests we have performed, even-symmetric MSPEs seem to be inadequate to detect contours effectively.
Combination of odd-and even-symmetric MSPE pairs
The Mask1ϩ2 MSPE category combines the functionalities of the Mask1 and Mask2 MSPE pairs. Mask1ϩ2 involves, in its contrast computation, four receptive field subsets ͑Area1, Area2, Area3 and Area4͒, which provide the following weighted MS vectors: X 1 , X 2 , X 3 and X 4 ͑see Secs. 6.2.2 and 6.2.3͒. The Mask1ϩ2 MSPE category computes its MDM, ADM, and VDM similarity values in a specific manner, which is not strictly adherent to the NVD metric, but is rather inspired by the local energy measurement computed from quadrature pairs. 29 The contrast measurement computed by Mask1ϩ2, C 1,2,3,4 , is defined as: The definition of C 1,2,3,4 is based on the following physiological considerations. Equations ͑21͒ and ͑22͒ satisfy the PVC physical constraint requiring separate processing of chromatic and achromatic information. Equation ͑21͒ can be associated with the behavior of a PVC complex cell which combines, by means of a second-order nonlinearity, the achromatic measurements provided by two spatially related Mask1 and Mask2 filters. This combination is extended, by analogy, to ͑22͒, which deals with the chromatic measurements performed by some neurons which are sensitive to both color and orientation ͑i.e., these neurons are likely to belong to levels of the visual system which are higher than PVC; see Sec. 4.3͒. Equation ͑20͒ combines the chromatic and achromatic degree of match according to a nonlinear function derived from the NVD metric, which can be related to the activities of processing blocks which are higher than PVC ͑see Sec. 4.3͒. The algebraic sign of C 1,2,3,4 , expressed by ͑18͒, models the combined contrast strength value as the response of a center-on mask.
Let us assume that a three-pixel wide, 1-D Mask1ϩ2 instance combines the Mask1 and Mask2 operators shown in Fig. 6͑c͒ and 6͑d͒ . This Mask1ϩ2 combination processes some typical 1-D profiles, extracted from a monochromatic image, as shown in Figs. 9 to 13. The considerations regarding the behavior of this Mask1ϩ2 instance can be similar to those derived from Mask2. In particular, Fig.  12͑a͒ reveals that local maxima of the C 1,2,3,4 absolute value are not able to localize image features correctly. At the same time, Fig. 12͑a͒ reveals that C 1,2,3,4 cannot be replaced by a Pythagorean sum of C 1,2 and C 3,4 , as would be suggested by the analogy with the local energy function. 29 It can be observed that the selection of pixels featuring C 1,2,3,4 Ͼ0 is not correct for the composition of SCPS ͓see Figs. 10͑a͒, 13͑a͒ and 13͑b͔͒ . On the other hand, the set of negative Mask1ϩ2 output values, like those provided by Mask2, is unable to detect every image structure successfully. From the assessment of Figs. 9 to 13 we conclude that when Mask1ϩ2 is employed, SCPS must be the same as that detected by Mask2 ͑see Sec. 6.2.3͒. Because S 1,2,3,4 ϭS 3,4 , it is also reasonable to consider that SPS detected by Mask1ϩ2 is the same as that detected by Mask2 ͑see Sec. 9͒.
Each PM which employs Mask1ϩ2 combined filters applies the following competitive ͑cross-orientation͒ strategy. The winning MSPE is that in which: ͑i͒ C 3, 4 0, and ͑ii͒ the absolute value of C 1,2,3,4 is maximum.
In 2-D simulations, when the Mask1 and Mask2 instances such as those shown in Figs. 14͑a͒ and 14͑b͒ ͑fea-turing orientations equal to 0 and 45°, respectively͒ are exploited, then the behavior of Mask1ϩ2 differs greatly from that of Mask2 ͓see Fig. 15͑b4͒ and 15͑b5͒ in comparison with Fig. 15͑b2͒ and 15͑b3͔͒. Figure 15͑b5͒ points out one additional functional aspect of MSCDA when Mask1ϩ2 operators are employed: in order to detect contour-candidate as well as contour pixels independently of image rotation, MSCDA cannot select from SCPS ͑de-fined above͒ those pixels whose MCS value is negative and which are local minima in the direction orthogonal to their local orientation. Our conclusions, derived from the results of the tests performed in 1-D and 2-D simulations, are that:
1. The exploitation of the Mask1ϩ2 mechanisms described above in place of the Mask2 mechanisms described in Sec. 6.2.3 improves the MSCDA's ability to detect contours in 2-D images. In particular: ͑i͒ in 2-D tests, the cross-orientation strategy employed by Mask1ϩ2 is able to detect the local edge directions correctly, e.g., independently of image rotation; and ͑ii͒ in both 1-D and 2-D tests, the SCPS definition employed by Mask1ϩ2 is effective in detecting contour-candidate pixels. 2. When MSCDA employs Mask1ϩ2 mechanisms, the strategy of detecting contour pixels as the locus of points in which the MCS value is the local minimum ͑maximum͒ in the direction orthogonal to its local orientation can be applied only to the pixels which belong to SPS ͑see Sec. 6.2.3͒. On the contrary, this contour pixel detection strategy is applied to the entire MCS image in several contour detection algorithms found in the literature. 19, 24 An alternative definition of C 1,2,3,4 is:
where S 3,4 is defined in Sec. 9, C 1,2 is defined by ͑13͒, and NC 3,4 is given by ͑15͒. Equation ͑23͒ has a lower degree of biological plausibility than Eqs. ͑17͒ to ͑22͒.
Receptive field of even-and odd-symmetric MSPE pairs
Let us briefly discuss the features which characterize the sensibility profile and the shape of the receptive field of the Mask1 and Mask2 MSPE pairs. Because small operators must be employed ͑see Sec. 6.1͒, four sets of oriented operators, whose axes of orientation are at 0, 90, and Ϯ45°, are implemented. Several receptive fields, featuring different shape and sensibility profile combinations, have been developed: 
Box-shaped filters (BFs):
From the literature, it is known that an odd-symmetric BF instance, which is a difference-of-boxes operator, is characterized by a very high bandwidth and it guarantees the best detection and localization when step edges are encountered in noise-free images. 7 Even-and oddsymmetric BFs were also employed to detect edges in synthetic aperture radar images. 28 Figures 14͑a͒ and 14͑b͒ show the weight coefficients and the shape of the receptive field of two pairs of odd-and evensymmetric BFs featuring axis of orientation at 0 and 45°, respectively. In these receptive fields, the inhibitory connections have been conventionally repre- sented as negative values, but this algebraic sign is not employed by the MSPE model ͑see Sec. 4.2͒. The weight coefficients of Figs. 14͑a͒ and 14͑b͒ are such that the vector pair X 1 and X 2 , generated by the localized odd-symmetric filter convolution of the image intensity, and X 3 and X 4 , generated by the evensymmetric filter, are equal to the MS mean vectors computed over Area1, Area2, Area3 and Area4, respectively ͑see Sec. 6.2.1͒. Therefore, the scalar components of these MS mean vectors are real numbers belonging to the range ͓0,GL͔, where GL is the maximum gray-level input value in the input image.
Gabor filters (GFs):
The strategy adopted to design a Gabor operator is described in Sec. 10. The weight coefficients and the shape of the receptive field which characterize two odd-symmetric GF instances, having x ϭ0.5 ͑so that 6 • x ϭ3 pixel units͒ and ϭ0,45°, are shown in Figs. 16͑a͒ and 16͑b͒ , respectively. In these receptive fields, the inhibitory connections have been conventionally represented as negative values, but this algebraic sign is not employed by the MSPE model ͑see Sec. 4.2͒. Two corresponding evensymmetric center-on GF instances are shown in Figs. 17͑a͒ and 17͑b͒, respectively. It is important to stress that: ͑i͒ these GFs produce convolution vectors X 1 , X 2 , X 3 , and X 4 whose components feature a maximum intensity value which is lower than that of the gray-level input pixels because the two absolute sums of the inhibitory and excitatory connections are both lower than 1; and ͑ii͒ the even-symmetric GFs are not equivalent to the change of contrast detector presented in Sec. 6.2.1, because the absolute sum of their inhibitory weight coefficients is not equal to the absolute sum of their excitatory connections.
Scaled Gabor filters (SGFs):
The weight coefficients of SGFs are equal to those employed in the excitatory and inhibitory parts of the corresponding GFs divided by their partial sum, i.e., the SGF excitatory and inhibitory subsets are normalized separately. As a consequence: ͑i͒ the SGF convolution produces output values which belong to the same range of the graylevel input pixels, and ͑ii͒ the even-symmetric SGFs are functionally equivalent to the change of contrast detector presented in Sec. 6.2.1. Two odd-symmetric SGF instances, with ϭ0,45°, are shown in Figs. 18͑a͒ and 18͑b͒. In these receptive fields, the inhibitory connections have been conventionally represented as negative values, but this algebraic sign is not employed by the MSPE model ͑see Sec. 4.2͒. Two corresponding even-symmetric SGF instances are shown in Figs. 19͑a͒ and 19͑b͒ , respectively. SGF sensibility profiles, with x ϭ3 and ϭ0, are shown in Figs. 20͑a͒ and 20͑b͒.
MSCDA Testing
The effectiveness of the MSCDA scheme which employs Mask1ϩ2 operators is verified through its application to the synthetic image shown in Fig. 21 . This image presents a representative set of features: textured areas, low contrast areas, lines, circles, corners, etc. The VDM angle condition is expressed by means of Eq. ͑4͒, as we are dealing with image data belonging to the positive domain. The MSCDA module which performs contour pixel detection does not extract SCPS pixels which correspond to MCS local minima or maxima ͑as pointed out in Sec. 6.2.4͒, but checks whether the MCS absolute value of each SCPS pixel is above a given user-defined contrast threshold. A thresholding with hysteresis procedure could be employed by the MSCDA contour detection module as well. 7 The following steps are applied in sequence:
1. BF processing: The MCS image extracted from Fig.  21 is shown in Fig. 22 . Figure 23 shows the SCPS pixels extracted from Fig. 22 , while Fig. 24 shows the contour pixels extracted from Fig. 23 according to a user-defined contrast threshold. 2. GF processing: The detected contour-candidate and contour pixels are not satisfactory. This experimental result reveals that MSCDA requires the exploitation of even-symmetric MSPEs whose functional meaning is that presented in Sec. 6.2.1. 3. SGF processing: The MCS image extracted from Fig.  21 is shown in Fig. 25 . Figure 26 shows the SCPS These experimental results reveal that MSCDA is sensitive to the sensibility profiles and to the shape of the receptive fields being adopted for the bank of MSPEs. As expected, the contour detection performed by SGFs, which feature a limited bandwidth for a given spatial width, is more accurate than that performed by BFs, whose bandwidth is very high because their sensibility profile is abruptly truncated ͑box shaped͒.
MSCDA, employing ͑23͒, produced an SCPS image which was not so sharp as that in Fig. 27 in the areas affected by the presence of pixels belonging to SPS, which are shown in Fig. 28 . Figure 29 is obtained by superposition of the three SCPS images produced by MSCDA, which applies its array of PMs to the three bands of the input image separately. It is interesting to verify that SPS, shown in Fig. 28 , almost perfectly overlaps the contour-candidate pixels which form large boundaries in Fig. 29 . This result: ͑i͒ gives a physical meaning to SPS, whose pixels are those affected by contextual effects ͑see Sec. 6.2.3͒; ͑ii͒ validates the application of an edge-thinning procedure to the SPS pixels ͑see Sec. 6.2.3͒ because the large SPS boundaries found in Fig. 29 are absent from Figs. 23 and 26 ; ͑iii͒ validates the strategy adopted in the generalization of S 3,4 to the MS case ͑see Sec. 9͒, because Figs. 23 and 26 present every significant structure found in Fig. 29 ; and ͑iv͒ validates the definition of SCPS ͑provided in Sec. 6.2.3͒ and its exploitation by the Mask1ϩ2 filters ͑according to Sec. 6.2.4͒, because Figs. 23 and 26 seem to present every significant structure found in Fig. 21 .
Finally, MSCDA was also applied to the red-green-blue natural image whose blue band is shown in Fig. 30 . The produced contour image is shown in Fig. 31 . The detected contours are satisfactory, but this output result is greatly affected by the choice of the contrast threshold, whose value should be optimized by an automatic procedure. 42 A second strategy, alternative to that described in Sec. 6.2.4, was tested in the production of the MCS image. The PM competitive strategy employs Mask1ϩ2 operators. However, the output MCS value provided by a PM is not set equal to the C 1,2,3,4 -value computed by the Mask1ϩ2 winning pair. This MCS value is rather set equal to the C 3,4 -value provided by the Mask2 operator which belongs to the winning filter pair. This strategy gave good results with the synthetic image, but was unsatisfactory with the natural image.
In the last version of MSCDA, a combination of Gabor filters working at two different spatial scales is employed. This combination strategy is presented in Sec. 11 and provides output results which are slightly better than those shown in Figs. 26, 27 and 31.
Conclusions
MSCDA provides new insights into the understanding of the operational mechanisms which may be employed by the visual cortex in the detection of chromatic and achromatic contours. In particular:
1. In agreement with the experimental observations on the visual system of humans affected by complete loss of color vision, MSCDA is able to detect shapes while its chromatic functions are inhibited, because MSCDA computes locally a chromatic and an achromatic contrast value ͑see Sec. 4.3͒. Thus, MSCDA is able to process monochromatic as well as MS images. 2. The MSCDA scheme accounts for the psychophysical effect of color constancy, because MSCDA is sensitive to the reflectivity signature of a scene ͑which is detected by the ADM term; see Sec. 4.1.1͒, while it is quite insensitive to a change in intensity which is homogeneous in the scene ͑see the computation of the MDM coefficient in Sec. 4.1.1͒. 3. The MSCDA's behavior is consistent with the psychophysical effect of color dependency from an object's background. The MSCDA contrast measure- MSCDA is a general purpose procedure independent of the scene under analysis ͑up to the extraction of contour pixels from the contour-candidate pixels͒; thus, it can be employed in simulations of low-level vision activities. With regard to image segmentation, which is a major task in the low-level vision system, MSCDA-detected contours can be exploited by some techniques which combine contour detection with region growing algorithms. 28 MSCDAdetected segments feature low values of their local second derivative ͑low change of contrast͒.
In terms of computation time, MSCDA should be more efficient than traditional MS contour detectors based on the superposition of monochromatic contours; while MSCDA requires one run to process an MS image, superposition of monochromatic contours requires a separate run for every image band. 3 The presented MSCDA implementation detects contourcandidate pixels easily, while contour pixels are selected as a subset of SCPS according to an operational definition which seems to give satisfactory results in both real and synthetic images. The user-defined contrast threshold which is required by the MSCDA contour pixel detection stage should be replaced with a data-driven parameter which is automatically determined.
Operators featuring at least four different widths should be employed in further MSCDA developments. The combination of Gabor filters working at different spatial scales raises two important issues:
1. The combination of preattentive visual perception with an attentive visual mechanism. A preattentive visual process acts in parallel on the entire image as a rapid (Ͻ50 ms͒ scanning system to detect variations in simple visual properties. 17 The successive attentive process operates as a careful scanning system. Scene subsets, corresponding to narrow aperture of attention, are stared in sequence, 14, 17 and each step is examined quickly ͑20 to 80 ms͒. 36 Attentive vision mechanisms can acquire and/or enhance minute details by means of: ͑a͒ An increased spatial resolution due to the reduction of the size of the excitatory center for the bipolar cells in NRL. When the same visual stimulus exists on the retina, many indirect links through horizontal cells, which arrive at the bipolar cells with some neurotransmitter de- lay, provide opponent activity to reduce the initial size of the bipolar cell excitatory center. 14 This change in the sensibility profile of the bipolar cell increases the spatial resolution of every visual cell located in higher levels of the visual system. ͑b͒ Reduction of the threshold required to fire the ganglion cells.
14 This reduction increases the spectral sensibility of the visual system. ͑c͒ Complex differences in combinations of visual properties are examined, i.e., complex associations between information about color, motion, depth and form, which is carried by separate visual pathways, are searched. 17 2. The combination of boundary detection with texture segmentation. Contour and texture detection can be performed in parallel by the same Gabor filters working at higher and lower resolution scale respectively. Boundary detectors, working at higher spatial resolution, can localize texels. 33 Texture filters do not exploit texels explicitly, but rather work at low spatial scale in preattentive mode. This means that, in a preattentive process, while humans see contours ͑texels͒ detected by high-resolution Gabor filters, they psychophysically perceive textures detected by Gabor operators working in parallel at lower spatial scales. This visual model is supported by the following psychophysical evidence: part of a scene is intuitively ͑preattentively͒ perceived as being semantically homogeneous if it is texturally uniform, regardless of the number and type of texels being concurrently ͑preattentively͒ detected. During the further attentional analysis, texel properties can be explicitly employed by the attentive vision mechanisms, in order to detect variations in complex textural properties.
Concerning the MSCDA scheme, an attentive process, which forces an overall increase in the visual system spectral resolution, can reduce the absolute value of the threshold employed by the MSCDA contour pixel detection stage which extracts contour pixels as a subset of SCPS ͑see Sec. 7͒.
In recent experiments, an MSCDA scheme which employs the combination of SGF pairs working at two different low-resolution scales ͑e.g., x ϭ2 and x ϭ4; see Secs. 10 and 11͒ has shown interesting abilities in segregating textures ͑see Figs. 32 and 33͒ . Because the importance of the spatial properties of the PVC complex cells for texture detection is well known, 43, 44 and because these cells provide the dominant input to higher cortical areas which perform shape from texture detection, 44 the texture discrimination ability shown by MSCDA confirms that this model is related to the activities of: ͑i͒ simple and complex cells in PVC, and ͑ii͒ cortical areas, higher than PVC, which perform shape detection from a combination of intensity, color and texture information. Furthermore, the fact that the same MSCDA scheme performs either contour or texture detection, depending on the size of the filters being employed, seems to confirm the hypothesis that these tasks can be performed in parallel by the same type of visual modules ͑see Secs. 6.2 and 6.2.3͒.
The subject of future work will be the development of an enhanced MSCDA model grounded on the layering of PVC and the separate reprojection areas in the visual cortex. This issue will be pursued through a multidisciplinary approach to combine expertise in neurophysiology, psychophysics and computer vision.
Appendix A: Definition of S 3,4 for Multispectral Images
The generic form of S 3, 4 , to be applied for any value of N, generalizes the expression ͑16͒ which holds true for Nϭ1: where:
xЈϭ͑xϪx 0 ͒cos ϩ͑ yϪy 0 ͒sin, ͑26͒ yЈϭϪ͑xϪx 0 ͒sin ϩ͑ yϪy 0 ͒cos. ͑27͒
Here g(x,y) is the Gaussian probability function, whose values belong to ͓0,1͓. The Gaussian is such that 99% of the input occurrences fall within the domain spatial interval ͓(x 0 Ϯ3 x ),(y 0 Ϯ3 y )͔. If the aspect ratio of the Gaussian, ϭ( x / y ), is 1, then the Gaussian is asymmetric. The quantities xЈ,yЈ are spatial coordinates shifted by (x 0 ,y 0 ), which is the center of the Gaussian, and rotated by an angle , which is the angular orientation of the Gaussian. In Eq. ͑24͒ (U,V) locates a point in the spatial frequency domain. In polar coordinates, the radius and the angle corresponding to (U,V) are: ͑ uϪU ͒Јϭ͑ uϪU ͒cosϩ͑ vϪV ͒sin, ͑36͒
͑ vϪV ͒ЈϭϪ͑uϪU͒sinϩ͑ vϪV ͒cos. ͑37͒
The function H(u,v) is a Gaussian centered on the point (U,V) of the spatial frequency domain (u,v) and rotated by an angle with respect to the u-axis. Therefore, H(u,v) is a bandpass filter, with a center frequency (U,V) and a bandwidth proportional to 1/ x along the u-axis and to 1/ y along the v-axis ͑analogously, an impulse whose width is in the spatial domain has an amplitude spectrum whose main lobe is zero at a spatial frequency equal to 1/͒. Thus, H(u,v)ϭH (u,v,, x , y , U,V͒ ϭH(u,v,, x , y ,F,͒, where every variable has a precise physical meaning in the spatial frequency domain.
Let us: ͑i͒ set ϭ, i.e., the orientation of the Gaussian is equal to that of the complex sinusoid; ͑ii͒ set x ϭ y , in order to generate a square Gabor filter; ͑iii͒ set x ϭ0.5, so that in the interval 6 • x ϭ3 pixel units fall 99% of the Gabor input occurrences, in order to work at high spatial resolution; and ͑iv͒ take the Gabor filter profiles in the spatial domain to be of the kinds shown in Fig. 6͑a͒ and 6͑b͒ , in order to feature the functional meaning discussed in Sec. 6.2.1. Adopting a trial-and-error procedure, we found that the desired profiles are obtained when F • x ϭ0.22. According to these constraints, h(x,y,, x , y ,F,) becomes h(x,y,).
Appendix C: Combination of Scales
In the last version of MSCDA, a combination of SGFs ͑see Sec. 6.2.5͒ working at two different spatial scales is employed. This combination strategy was developed according to the following considerations. The MSCDA basic implementation employs SGFs having the smallest possible size in digital image processing, i.e., working at the highest spatial resolution. These filters have the best localization properties, but their detection ability is strongly affected by the presence of noise. Their parameter x is set equal to 0.5, so that their spatial profile involves a domain width approximately equal to 6 • x ϭ3 pixel units ͑see Sec. 10͒.
Results from vision research indicate that the central frequencies of visual filters working at different spatial scales have octave relationships. 16 Because we impose the constraint F • x ϭ0.22 ͑see Sec. 10͒, if we divide F by 2, then x doubles. This implies that one SGF characterized by x ϭ0.5, termed SGF1, features a central frequency, F, one octave above that presented by an SGF characterized by x ϭ1, which is termed SGF2. Let us identify the contrast values computed by SGF1 as C 1,2 (1),C 3, 4 (1) and C 1,2,3,4 (1). These symbols are extended to SGF2 as C 1,2 (2),C 3,4 (2) and C 1,2,3,4 (2), respectively. In order to model the problem of multiscale filtering along a given direction, a semicompetitive algorithm was implemented to combine the performance of SGF1 and SGF2. This algorithm provided better results in the MSCDA processing of the synthetic and natural test images.
The cooperation/competition strategy employed to combine SGF1 with SGF2 is the following. If SGF1 and SGF2 present the same algebraic sign, i.e., if they agree in considering the current pixel either as a contour-candidate or as a noncontour pixel, then the filter which provides the highest contrast absolute value wins. Otherwise, when SGF1 and SGF2 do not present the same algebraic sign, then SGF1 wins, so that no spatial resolution is lost. This semicompetitive strategy works side by side with the crossorientation inhibition strategy. While the former strategy involves MSPEs presenting receptive fields of different sizes, the same orientation and the same center, the latter is employed among MSPEs of the same size and center, but different orientations ͑see Sec. 5͒.
The semicompetitive algorithm is implemented as follows:
Cϭ0;
for͑ϭ0;р135°;ϭϩ45°͒ 
