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ABSTRACT
Among the many different kinds of program repair tech-
niques, one widely studied family of techniques is called test
suite based repair. Test-suites are in essence input-output
specifications and are therefore typically inadequate for com-
pletely specifying the expected behavior of the program un-
der repair. Consequently, the patches generated by test suite
based program repair techniques pass the test suite, yet may
be incorrect. Patches that are overly specific to the used
test suite and fail to generalize to other test cases are called
overfitting patches. In this paper, we investigate the feasi-
bility and effectiveness of test case generation in alleviating
the overfitting issue. We propose two approaches for using
test case generation to improve test suite based repair, and
perform an extensive evaluation of the effectiveness of the
proposed approaches in enabling better test suite based re-
pair on 224 bugs of the Defects4J repository. The results
indicate that test case generation can change the resulting
patch, but is not effective at turning incorrect patches into
correct ones. We identify the problems related with the inef-
fectiveness, and anticipate that our results and findings will
lead to future research to build test-case generation tech-
niques that are tailored to automatic repair systems.
1. INTRODUCTION
Automated program repair holds out the promise of saving
debugging cost and patching buggy programs more quickly
than humans. Given the great potential, there has been
a surge of research on automated program repair in recent
years and several different techniques have been proposed
[12, 27, 43, 31]. These techniques differ in various ways,
such as the kinds of used oracles and targeted fault1 classes
[26].
Among the many different techniques proposed, one widely
studied family of techniques is called test suite based repair.
Test suite based repair starts with some passing tests as the
specification of the expected behavior of the program and
at least one failing test as a specification of the bug to be
repaired, and aims at generating patches that make all the
test cases pass. Based on the used patch generation strat-
egy, test suite based repair can further be informally divided
into two general categories, including generate-and-validate
techniques and synthesis-based techniques. Generate-and-
validate techniques first use certain methods such as genetic
programming to generate a set of patches, and then validate
the generated patches against the test suite. Representa-
1In this paper, we use “fault” and ‘bug” interchangeably
tive examples in this category include GenProg [12], PAR
[16] and ASTOR [23]. Synthesis-based techniques first use
test information to build repair constraint, and then uses a
constraint solver such as Z3 to synthesize a patch. Typical
examples in this category include SemFix [27], Nopol [43],
and Angelix [25]. Empirical studies have shown the promise
of test suite based repair techniques in tackling the real-life
bugs in real-life systems. For instance, GenProg [12] and
Angelix [25] both can generate repairs for large-scale real-
world C programs such as wireshark and PHP, while ASTOR
[23] and Nopol [43] have shown encouraging results [22] on a
set of real-life Java programs from the Defects4j benchmark
[14].
However, test-suites are in essence input-output specifica-
tions and are therefore typically inadequate for completely
specifying the expected behavior. Consequently, the patches
generated by test suite based program repair techniques pass
the test suite, yet may be incorrect. The patches that are
overly specific to the used test suite and fail to generalize to
other test cases are called overfitting patches. Overfitting
is, indeed, a serious issue associated with test suite based
repair techniques and some recent studies have shown that
a significant portion of the patches generated by test suite
based repair techniques are just overfitting patches [39, 35,
22]. Can test-case generation help in avoiding overfitting?
In this paper, we investigate the feasibility and effective-
ness of test case generation in alleviating the overfitting is-
sue. By generating tests using the version-to-be-repaired as
an oracle, we obtain tests that would detect errors when the
generated patches break some existing functionality. The
question then arises is how to make best use of the auto-
matically generated test cases. As we have said, the two
categories of tests-suite based repair techniques make use
of the tests very differently. By leveraging the specificity of
each technique, we design and present two approaches for ap-
propriately using generated tests in the context of program
repair: approach MinImpact is appropriate for generate-
and-validate techniques that can enumerate patches and ap-
proach UnsatGuided is tailored for synthesis-based techniques
based on satisfiability.
We evaluate the proposed approaches using 224 bugs of
the Defects4J repository [14], which is a database of real-life
Java bugs. As jGenProg [23] and Nopol [43] are the major
open-source test suite based automated repair systems that
target Java code, we select them as experimental platforms
for generate-and-validate and synthesis-based techniques re-
spectively. With regard to automatic test case generation,
we use the state-of-the-art Java unit test generation tool
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EvoSuite [9].
By applying program repair augmented with test case gen-
eration, our experimental results suggest that: 1) indeed,
test case generation influences the output of program re-
pair, it results in different patches; 2) however, it has little
impact on the correctness of the final patch, little effect on
discarding overfitting patches; 3) one cannot naively feed
a repair system with generated tests and thus the careful
design of MinImpact and UnsatGuided is required; 4) the
overhead can be considered acceptable.
To sum up, the contributions of this paper are:
• An analysis of the use of generated test cases in the
context of automated program repair, and a charac-
terization of the overfitting problem.
• Two approaches for using test case generation in test
suite based repair. The first one works with generate-
and-validate techniques (MinImpact) and the second
one for synthesis-based techniques (UnsatGuided).
• An extensive evaluation of the effectiveness of the pro-
posed approaches in enabling better test suite based
repair on 224 bugs of the Defects4J repository. To the
best of our knowledge, this paper is the first system-
atic and large-scale investigation of the feasibility and
effectiveness of test generation for repair.
The remainder of this paper is structured as follows. We
first present related work in Section 2. Section 3 describes
the proposed approaches. Section 4 presents and discusses
experimental results, followed by Section 5 which concludes
this paper.
2. RELATEDWORK
2.1 Test Suite Based Program Repair
Generate-and-validate repair techniques first search within
a search space to generate a set of patches, and then validate
the generated patches against the test suite. GenProg [12],
one of the earliest generate-and-validate techniques, uses ge-
netic programming to search the repair space and generates
patches that consist of code snippets copied from elsewhere
in the same program. PAR [16] shares the same search strat-
egy with GenProg but uses 10 specialized patch templates
derived from human-written patches to construct the search
space. RSRepair [34] has the same search space as GenProg
but uses random search instead, and the empirical evalua-
tion shows that random search can be as effective as genetic
programming. AE [41] employs a novel deterministic search
strategy and uses program equivalence relation to reduce
the patch search space. SPR [19] uses a set of predefined
transformation schemas to construct the search space, and
patches are generated by instantiating the schemas with con-
dition synthesis techniques. Prophet [21] applies probabilis-
tic models of correct code learned from successful human
patches to prioritize candidate patches so that the correct
patches could have higher rankings. Given that most of the
proposed repair systems target only C code, jGenProg and
jKali, as implemented in ASTOR [23], are implementations
of GenProg and Kali for Java code.
Synthesis-based techniques first use the input test suite to
extract repair constraints, and then leverage program syn-
thesis to solve the constraint ant get a patch. The patches
generated by synthesis-based techniques are generally by de-
sign correct with respect to the input test suite. SemFix [27],
the pioneer work in this category of repair techniques, per-
forms controlled symbolic execution on the input test cases
to get symbolic constraints, and uses code synthesis to iden-
tify a code change that makes all test cases pass. The target
repair locations of SemFix are assignments and boolean con-
ditions. To make the generated patches more readable and
comprehensible for human beings, DirectFix [24] encodes the
repair problem into a partial Maximum Satisfiability prob-
lem (MaxSAT) and uses a suitably modified Satisfiability
Modulo Theory (SMT) solver to get the solution, which is
finally converted into the concise patch. Angelix [25] uses
a lightweight repair constraint representation called “angelic
forest” to increase the scalability of DirectFix. Nopol [43]
uses multiple instrumented test suite executions to synthe-
size a repair constraint, which is then transformed into a
SMT problem and a feasible solution to the problem is fi-
nally returned as a patch. Nopol addresses the repair of
buggy if conditions and missing preconditions in Java code.
While test suite based techniques are promising, an in-
herent limitation of them is that the correctness specifica-
tions used by them are the test suites, which are generally
available but rarely exhaustive in practice. As a result, the
generated patches may just overfit the available test cases,
meaning that they will break untested but desired function-
ality. Several recent studies have shown that overfitting is
a serious issue associated with test suite based repair tech-
niques. Qi et al. [36] find that the vast majority of patches
produced by GenProg, RSRepair, and AE avoid bugs sim-
ply by functionality deletion. A subsequent study by Smith
et al. [39] further confirms that the patches generated by
of GenProg and RSRepair fail to generalize. The empirical
study conducted by Martinez et al. [22] reveals that among
the 47 bugs fixed by jGenProg, jKali, and Nopol, only 9
bugs are correctly fixed, the rest being overfitting.
To improve test suite based repair techniques, we inves-
tigate whether the overfitting problem can be alleviated by
adding new test cases generated by an automatic test case
generation tool. We expect that the additional tests would
make the correctness specification more complete and thus
help generate patches that are less likely to be oferfitting
and more likely to be correct.
2.2 Automatic Test Case Generation Tool
A great deal of research has been targeted on automated
test case generation techniques. In the C realm, DART [11],
CUTE [37], and KLEE [7] are the three most stable and pop-
ular representatives of automatic test case generation tools
for C. For Java, Randoop [28] is the well-known random
unit test generation tool. Randoop uses feedback-directed
random testing to generate unit tests, and it works by iter-
atively extending method call sequences with randomly se-
lected method calls and randomly selected arguments from
previously constructed sequences. As Randoop test genera-
tion process uses a bottom-up approach, it cannot generate
tests for a specific class. Other random unit test genera-
tion tools for Java include JCrasher [8], CarFast [29], T3
[32]. TestFul [5] and eToc [40]. There are also techniques
using various kinds of symbolic execution, such as symbolic
PathFinder [33] and DSC [13]. EvoSuite [10] is the state-
of-art search-based unit test generation tool for Java and
can target a specific class. It uses an evolutionary approach
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to derive test suites that maximize code coverage, and gen-
erates assertions that encode the current behavior of the
program. To our knowledge, no significant work has been
published on the use of test case generation for program
repair.
3. APPROACH
In this section, we present two approaches for improving
test suite based repair with test case generation. Given a test
suite based repair technique and the initial manually written
test suite, our aim is to use additional automatically gener-
ated tests to guide the patch generation process towards
generating patches that are less likely to be overfitting. The
proposed two approaches target generate-and-validate and
synthesis-based techniques respectively.
3.1 Analysis of the Problem
3.1.1 Input domain
Let us reason about the input space I of a program P .
We consider modern and object-oriented programs, where
an input point is composed of one or more objects, interact-
ing through a sequence of methods calls. In a typical repair
scenario, the program is almost correct and thus a bug only
affects the behaviors of a portion of the input domain, which
we call the buggy input domain Ibug. We call the rest of
the input domain, for which the program behaviors are con-
sidered as correct Icorrect. A patch also affects the behaviors
of a portion of the input domain, which we call Ipatch. For
a given bug, a perfect patch impacts behaviors of all input
points within Ibug and does not change the behaviors for
input points within Icorrect, i.e., Ibug = Ipatch.
3.1.2 The bug-exposing test problem
In regression testing mode, the goal of test case generation
is to generate as many new inputs as possible to catch regres-
sions over all the input space. For a certain buggy version, it
may generate both input points in Ibug and Icorrect. Let us
call such a technique Treg. In regression testing, the behav-
ior of the current program version is used as the oracle. For
instance, suppose we have a calculator which incorrectly im-
plements the add function for addition. The code is buggy
on the input domain (10, ) (where means any integer) and
is implemented as follows:
add(x,y) {
if (x == 10) return x-y;
else return x+y; }
First, assume that Treg generates a test in the correct
input domain Icorrect, for instance on (5, 5). The result-
ing test, using the existing behavior as oracle would be
assertEquals(10, add(5,5)).
Now, consider what happens when the the generated input
lies in Ibug, say for input pair (10, 8). In this case, Treg
would generate test assertEquals(2, add(10,8)). If
the generated inputs lie in Ibug, the synthesized assertions
assert the presence of the actually buggy behavior of the
function under test. Put it in another way, the generated
assertion encodes the buggy behavior. When the input of a
generated test lies in Ibug, it is called a bug-exposing test
in this paper.
In the context of program repair, it means that some of the
generated tests can possibly enforce bad behaviors related
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Figure 1: A-overfitting is a partial patch on the
portion of the input domain that is buggy. B-
Overfitting breaks behaviors outside the buggy in-
put domain. In both cases, a generated test case en-
ables to reason about the difference between patch1
and patch2, and patch1 is better than patch2 in both
cases.
with the bug to be repaired. Consequently, in case the addi-
tional automatically generated tests contain one or several
bug-exposing tests and we naively force all generated tests
to pass, the patch will necessarily be incorrect. On the con-
trary, there will necessarily have failure(s) on bug-exposing
tests for a correctly patched program.
3.1.3 Overfitting
Those concepts enable us to define two kinds of overfitting,
which are informally presented in Figure 1.
A-Overfitting: The overfitting patch only changes the
behaviors of some but not all input points within Ibug, which
means that Ipatch ⊂ Ibug. This kind of overfitting patch
can be considered as a ”partial patch”, and encompasses the
classical case where there is one single failing test case and
the overfitting patch involves specific values related with the
failing test case to make it pass.
B-Overfitting: The overfitting patch changes the be-
haviors of some or even all input points within Ibug, but it
also incorrectly breaks the behaviors of some input points
within Icorrect. It means that 1) the intersection between
Icorrect and Ipatch is not empty: Icorrect ∩ Ipatch 6= ∅ and 2)
the intersection between Ibug and Ipatch is also not empty:
Ibug ∩ Ipatch 6= ∅
In Figure 1, patch1 is better than patch2 because its im-
pact on the input domain is closer to that of the perfect
patch. At the left-hand side, patch1 is less A-overfitting than
patch2. At the right-hand side, patch1 is less B-overfitting
than patch2. In both cases, a generated test case, if ex-
ists, enables one to reason about the behavioral difference
between patch1 and patch2.
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Algorithm 1 MinImpact: Minimizing the Behavioral Im-
pact for Generate-and-Validate Techniques
Input: A buggy program P and its manually written test
suite TS
Input: A generate-and-validate repair technique RG&V and
the time budget TB
Input: A test case generation tool Treg
Output: A patch pt to the buggy program P
1: {pti}(i = 1, 2, ..., n)← RG&V (P, TS, TB)
2: if {pti}(i = 1, 2, ..., n) is an empty set then
3: pt← null
4: else if n == 1 then
5: pt← pt1
6: else if n > 1 then
7: for i = 1 to n do
8: {fileij}(j = 1, 2, ...,m)← getInvolvedF iles(pti)
9: AGTSi ← ∅
10: for j = 1 to m do
11: AGTSi ← AGTSi ∪ Treg(P, fileij)
12: end for
13: nbFTi ← getNbOfFailingTests(AGTSi, P, pti)
14: end for
15: pt← pt1
16: nbFT ← nbFT1
17: for i = 1 to n do
18: if nbFTi < nbFT then
19: pt← pti
20: nbFT ← nbFTi
21: end if
22: end for
23: end if
24: return pt
3.2 MinImpact: Minimizing the Behavioral Im-
pact for Generate-and-Validate Techniques
Generate-and-validate techniques typically stop search-
ing for other patches when they find the first test-adequate
patch (we define test-adequate patch as a patch that passes
all of the test cases in the validation test suite). Given that
the number of test-adequate patches is generally large [20]
and it is not realistic to return all of them for further check,
returning a single patch is a reasonable design choice. How-
ever, the first patch is not necessarily the best patch among
all of the patches in the search space. It may suffer from
overfitting, while other patches discovered later would suf-
fer less from overfitting. Besides note that even though re-
turning all test-adequate patches for further check is typi-
cally unrealistic, generate-and-validate techniques can triv-
ially be configured to search for and list all test-suite ade-
quate patches in the search space.
Given this situation, we propose MinImpact, which seeks
to use additional automatically generated test cases to fur-
ther check the correctness of a list of test-adequate patches
and returns the one with the highest probability of being cor-
rect. The core idea of MinImpact it to select the test-suite
adequate patch that has the smallest behavioral impact. It
works as follows.
For each test-adequate patch established using the initial
manually written test suite, we first generate some addi-
tional test cases that target the behaviors related with the
files involved in the patch. Then, we use these test cases to
further validate the correctness of the patch. The intuition
is that the more additional test cases fail on a tentatively
patched program, the more likely the corresponding patch is
an overfitting patch. By comparing the number of test fail-
ures on additional test cases for each test-adequate patch, we
wish to filter overfitting patches and increase the probability
that the returned patch is a correct patch. Note that due
to the possible existence of bug-exposing test(s), we cannot
simply deem a test-adequate patch as an overfitting patch if
the corresponding tentatively patched program fails one or
several additional tests.
Algorithm 1 describes the proposed approach MinImpact
in detail. The algorithm takes as input a buggy program
P to be repaired, a manually written test suite TS which
contains some passing tests and at least one failing test, a
generate-and-validate technique RG&V , a time budget TB
allocated for the execution of RG&V , and finally an auto-
matic test case generation tool Treg. The output of the algo-
rithm is a patch pt to the buggy program P. To begin with,
the algorithm runs generate-and-validate technique RG&V
against program P with the test suite TS, and generates a
set of test-adequate patches {pti} (i=1, 2,..., n) within the
given time budget (line 1). Note that the subscript indi-
cates the order of the patch generated, i.e., pti is the ith
patch generated by RG&V . The algorithm directly returns
an empty patch if RG&V generates no patches within the
time budget (lines 2-3), and directly returns the generated
single patch if RG&V generates only one patch within the
time budget (lines 4-5).
In case RG&V generates more than one patch within the
time budget, the algorithm then generates additional test
cases to further validate the correctness of each patch. For
each patch pti, the algorithm first identifies the set of files
{filei,j}(j = 1, 2, . . . ,m) involved in it, i.e., patch pti makes
changes to these files (line 8). Then, for each file filei,j
involved in patch pti, the automatic test case generation
tool Treg takes it as input and generates some test cases
that target behaviors related with it (line 11, Treg(P, filei,j)
). The test cases generated for each file of the file set
{filei,j}(j = 1, 2, . . . ,m) are added up to get a test suite
AGTSi which will be used to validate patch pti (lines 10-
12). Next, the algorithm runs the test suite AGTSi against
the tentatively patched program obtained with patch pti
to see the patch impact, and records the number of fail-
ing tests to nbFTi (line 13). When the above process has
been completed for each patch, the algorithm selects the
patch with the minimum number of failing tests, i.e., nbFTi
(i = 1, 2, . . . , n) as the desirable patch (lines 15-22) and re-
turns it (line 24). Note if multiple patches have the same
number of failing tests and this number is minimum among
all of the numbers generated for all of the patches, the algo-
rithm will return the patch generated earliest by RG&V as
the final patch.
3.3 UnsatGuided: Incremental Test Suite Aug-
mentation for Synthesis-based Repair
Synthesis-based repair techniques such as SemFix and Nopol
also suffer from the overfitting issue. The overfitting prob-
lem for synthesis-based techniques arises because the repair
constraints established using an incomplete test suite may
not be strong enough to fully express the intended seman-
tics of a program. Given a certain patch generated by a
certain synthesis-based technique, our idea is to generate
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Algorithm 2 UnsatGuided: Incremental Test Suite Aug-
mentation for Synthesis-based Repair
Input: A buggy program P and its manually written test
suite TS
Input: A synthesis-based technique Tsynthesis and the time
budget TB
Input: A test case generation tool Treg
Output: A patch pt to the buggy program P
1: ptinitial ← Tsynthesis(P, TS, TB)
2: if ptinitial = null then
3: pt← null
4: else
5: AGTS ← ∅
6: pt← ptinitial
7: TSaug ← TS
8: tinitial ← getPatchGenTime(Tsynthesis(P, TS, TB))
9: {filei}(i = 1, 2, ..., n)← getInvolvedF iles(ptinitial)
10: for i = 1 to n do
11: AGTS ← AGTS ∪ Treg(P, filei)
12: end for
13: for j = 1 to |AGTS| do
14: tj ← AGTS(j)
15: TSaug ← TSaug ∪ {tj}
16: ptintern ← Tsynthesis(P, TSaug, tinitial × 2)
17: if ptintern 6= null then
18: pt← ptintern
19: else
20: TSaug ← TSaug − {tj}
21: end if
22: end for
23: end if
24: return pt
some additional test cases to strengthen the initial repair
constraint. We wish that a stronger repair constraint will
guide synthesis-based techniques towards generating patches
that suffer less from overfitting.
The core problem to handle is the possible existence of
bug-exposing test(s) among all of the tests generated. Be-
cause of this, we cannot directly supply all of the generated
tests to a synthesis-based technique. The reason is that the
additional repair constraint enforced by a bug-exposing test
can mislead the synthesis process of synthesis-based tech-
niques. Thus, we should make use of the additional con-
straints enforced by the generated test cases carefully.
We now present an approach for using test case genera-
tion to improve synthesis-based repair techniques. We call
it UnsatGuided. UnsatGuided gradually makes use of the
new repair constraints enforced by each generated test case
to build a possibly stronger final repair constraint. The key
underlying idea is that if the additional repair constraint
enforced by a generated test case have contradictions with
the repair constraint established using the manually writ-
ten test suite, then the generated test case is likely to be a
bug-exposing test. In this case, the identified bug-exposing
test(s) are discarded.
Algorithm 2 describes the approach in detail. The input
and output of Algorithm 2 are the same as that of Algo-
rithm 1 except that the test suite based repair technique
used is a synthesis-based technique Tsynthesis. The algo-
rithm directly returns an empty patch if Tsynthesis gener-
ates no patches within the time budget (lines 2-3). In case
Tsynthesis generates an initial patch ptinitial within the time
budget, the algorithm first conducts a set of initialization
steps. It sets the automatically generated test suite AGTS
to be an empty set temporally (line 5), sets the returned
patch pt to be the initial patch ptinitial temporally (line
6), sets the augmented test suite TSaug to be the manually
written test suite TS temporally (line 7), and gets the time
used by Tsynthesis to generate the initial patch ptinitial and
sets tinitial to be the value (line 8). Similar to Algorithm 1,
Algorithm 2 then identifies the set of files {filei}(i=1, 2,...,
n) involved in the initial patch ptinitial (line 9) and uses the
automatic test case generation tool Treg to generate a set of
test cases that target behaviors related with the identified
file set {filei}(i=1, 2,..., n) and add them to the test suite
AGTS (lines 10-12).
Next, the algorithm will try to use the test suite AGTS
to refine the initial patch ptinitial. For each test case tj in
the test suite AGTS (line 14), the algorithm first adds it
to the augmented test suite TSaug (line 15) and runs tech-
nique Tsynthesis with test suite TSaug and new time budget
2*tinitial against program P (line 16). The new time bud-
get is used to quickly identify test cases that can potentially
contribute to strengthening the repair constraint, and thus
improve the scalability of the approach. Then, if the gen-
erated patch ptintern is not an empty patch, the algorithm
updates the returned patch pt with ptintern (lines 17-18). In
other words, the algorithm deems test case tj as a good test
case that can help improve the repair constraint. Otherwise,
test case tj is removed from the augmented test suite TSaug
(lines 19-20), which implies that the algorithm regards tj as
a bug-exposing test or the kind of tests that will obviously
slow down the repair process. After the above process has
been completed for each test case in the test suite AGTS,
the algorithm finally returns patch pt as the desirable patch
(line 24).
Note that the order of trying each test case in the test suite
AGTS matters. Once a test case is deemed as helpful and
added to the augmented test suite TSaug permanently, it
may impact the result of subsequent try of other tests. The
algorithm currently first uses the size of the identified files
involved in the patch to determine the test case generation
order. The smaller the size of an identified file, the earlier
the test case generation tool Treg will generate test cases for
it. Then, the algorithm uses the creation time of generated
test files and the order of test cases in a generated test file
to prioritize test cases. The earlier a test file is created, the
earlier its test(s) will be tried by the algorithm. And if a
test file contains multiple tests, the earlier a test appears in
the file, the earlier the algorithm will try it. Future work
will prioritize generated tests according to their potential to
improve the repair constraint.
3.4 Analysis of Algorithms
MinImpact MinImpact tries to minimize the behavioral
impact of the test-adequate patches. For the generated
tests that are in Icorrect, MinImpact minimizes the undesir-
able impacts of B-Overfitting on input points within Icorrect
(good property). For the generated tests that are in Ibug,
MinImpact tries to select the patch that fixes least buggy
input points for the generated tests (possibly bad prop-
erty). With MinImpact, there can possibly exist a trade-off
between defeating undesirable impacts on Icorrect and en-
couraging maximal overfitting to some specific input points
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within Ibug. The empirical evaluation presented in Section 4
will study the prevalence of these phenomena in practice.
UnsatGuided UnsatGuided tries to make use of informa-
tion from additional tests to build a stronger repair con-
straint and thus improves the synthesis process. If the ini-
tial patch is B-Overfitting and the generated tests are in
Icorrect∩Ipatch, the synthesis is driven towards a new better
solution. If the initial patch is B-Overfitting and the gener-
ated tests are in Icorrect outside Ipatch or if the initial patch
is A-Overfitting and the generated tests are in Icorrect, the
patch can either remain the same or be improved. Unsat-
Guided tries to identify and discard bug-exposing tests. If
the repair constraint established using the manually writ-
ten test suite is strong, the additional repair constraint en-
forced by a bug-exposing test is likely to have contradictions
with it and UnsatGuided will successfully identify the bug-
exposing test and discard it. Then, in case a synthesis-based
technique already finds a correct patch with the manually
written test suite, UnsatGuided is not likely to change the
correct patch into an incorrect patch. However, if the re-
pair constraint established using the manually written test
suite is weak, the additional repair constraint enforced by a
bug-exposing test does not necessarily have contradictions
with it. In this case, UnsatGuided cannot identify the bug-
exposing test and will keep it. Once a bug-exposing test is
kept, the synthesis will be driven towards keeping the buggy
behavior for it. Thus, UnsatGuided may also suffer from the
existence of bug-exposing tests.
3.5 Technical Insights
Since a real-world program typically contains many files
and a patch to a bug typically just involves changes to one
or several files, it is important to generate test cases that
focus on the behaviors related with the highly suspicious
files,i.e., files with high probability of being buggy. Test
cases that focus on behaviors involved in other less sus-
picious files are less likely to contribute to the process of
guiding better patch generation, and instead will at least in-
crease the cost of test case generation and execution. For the
proposed two approaches in this paper, we deem the file(s)
involved in the initial patch established using the manually
written test suite as highly suspicious file(s), and generate
tests accordingly.
We note that a test generation technique sometimes gener-
ates tests that are unstable due to the use of non-deterministic
APIs such as date and time of day, and these tests are called
flaky tests. Since our approaches assume determinism, these
tests should be removed. Similar to the work in [15, 38], we
use the following process to remove the flaky tests if they
exist: First, we remove all non-compiling test cases. Then,
we execute each compliable test suite on the program to be
repaired five times consecutively. If any of these executions
revealed unstable tests, we then removed these tests and
re-compile and re-execute the test suite. This process was
repeated until all remaining tests in the test suite passed
five times consecutively.
4. EXPERIMENTAL EVALUATION
In this section, we present an empirical evaluation of the
effectiveness of our proposed approaches in improving test
suite based repair. In particular, we aim at empirically an-
swering the following research questions:
Table 1: Descriptive Statistics of the 224 Subject
Faults
Subjects #Bugs
Source
KLoC
Test
KLoC
#Tests Dev years
JFreechart 26 96 50 2,205 10
Commons Math 106 85 19 3,602 14
Joda-Time 27 28 53 4,130 14
Common Lang 65 22 6 2,245 15
• RQ1: Do our approaches impact test suite based re-
pair? Do they yield changes in the generated patches?
• RQ2: What impacts do our approaches have on the
correctness of the generated patches?
• RQ3: What is the importance of bug-exposing tests?
• RQ4: What is the time overhead of our approaches?
4.1 Subjects of Investigation
4.1.1 Programs
We selected Defects4J [14], a known database of real faults
from real-world Java programs, as the experimental bench-
mark. Defects4J has different versions and the latest version
of the benchmark contains 395 faults from 6 open source
projects. Each fault in Defects4J is accompanied with a test
suite which contains at least one test case that exposes the
fault (manually written). In addition, Defects4J also pro-
vides commands to easily access faulty and fixed program
versions for each fault, making it relatively easy to analyze
them. Among the 6 projects, Mockito has been configured
and added to the Defects4J framework very recently (after
we start the study presented in this paper) and artifacts re-
lated with Mockito are still not in a very stable phase. Thus
we do not include the 38 faults for Mockito in our study.
Besides, we also discard the 133 faults for Closure compiler
as the test cases are organized using scripts rather than the
standard JUnit tests, which prevents these tests from run-
ning within our repair infrastructure. Consequently, we use
the 224 faults of the remaining 4 projects in our experimen-
tal evaluation. Table 1 gives basic information about these
4 subjects. Note that the numbers of lines of source and
test code are extracted from the most recent version of each
project.
4.1.2 Test Suite Based Repair Systems
For our approaches to be realized, we need stable auto-
matic repair implementations. In this study, jGenProg [23]
and Nopol [43] are used as the representatives for generate-
and-validate and synthesis-based techniques respectively. We
note that jGenProg and Nopol are open-source test suite
based repair systems that target modern Java code, while
PAR [16] is not available and Jaff [3] does not support mod-
ern Java versions, as required by the bugs of the Defects4J
dataset. In addition, it has been shown that Nopol and
jGenProg are effective automated repair systems that can
tackle real-life faults in real-world programs [22].
4.1.3 Automatic Test Case Generation Tool
The automatic test case generation tool used in this study
is EvoSuite [9]. To our knowledge, EvoSuite is the state-of-
art Java unit test generation tool. It has been demonstrated
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as effective in finding potential bugs in open-source and in-
dustrial systems and is open-source. Besides, as shown in
algorithms 1 and 2, our approaches require that the auto-
matic test case generation tool is able to target a specific file
of the program under repair. EvoSuite is indeed capable of
generating test cases for a specific class.
Table 2: Experimental Results with jGenProg +
MinImpact on the Defects4j Repository. Only the
bugs with test-suite adequate patches with plain
jGenProg are shown.
Bug ID
jGenProg jGenProg + MinImpact
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Chart1 NO 00:09 97.6 0.2 02:00 4.2 18/30 0/30
Chart3 NO 00:01 129.2 0.1 02:00 4.1 30/30 0/30
Chart5 NO 00:02 84.4 1.7 02:00 1.9 15/30 0/30
Chart7 NO 00:01 67 0.1 02:00 1.9 18/30 0/30
Chart13 NO 00:01 25.5 0.1 02:00 22.2 30/30 0/30
Chart15 NO 00:02 64.7 1.9 02:00 1.4 30/30 0/30
Chart25 NO 00:01 136.8 3.9 02:00 6.6 30/30 0/30
Math2 NO 00:11 36 0.5 02:00 0.2 30/30 0/30
Math5 YES 00:21 158 2.5 02:00 0.7 8/30 22/30
Math8 NO 00:19 19.8 0.9 02:00 2 19/30 0/30
Math28 NO 00:13 7.2 0.0 02:00 8.2 26/30 0/30
Math40 NO 00:18 27.7 2.4 02:00 1.1 29/30 0/30
Math49 NO 00:08 109.2 5.2 02:00 2.1 22/30 0/30
Math50 YES 00:05 36.6 0.5 02:00 11.2 13/30 17/30
Math53 YES 00:05 124.5 1.1 02:00 2.8 30/30 30/30
Math70 YES 00:01 21.3 1.9 02:00 1.9 13/30 17/30
Math71 NO 00:20 22 0.0 02:00 0.7 30/30 0/30
Math73 YES 00:01 34.1 5.1 02:00 15.9 25/30 05/30
Math78 NO 00:02 22 0.0 02:00 1.7 29/30 0/30
Math80 NO 00:01 45.9 2.1 02:00 3.9 28/30 0/30
Math81 NO 00:01 45.4 2.8 02:00 5.8 30/30 0/30
Math82 NO 00:06 17.2 0.0 02:00 1.0 0/30 0/30
Math84 NO 00:17 5.6 0.0 02:00 0.6 22/30 0/30
Math85 NO 00:05 25.8 3.2 02:00 4.3 8/30 0/30
Math95 NO 00:00 19.3 1.8 02:00 8.8 28/30 0/30
Time4 NO 00:01 56.6 1 02:00 8.7 28/30 0/30
Time11 NO 00:01 47.6 0.2 02:00 13.9 26/30 0/30
4.2 Experimental Setup
For each of the 224 studied faults in the Defects4J dataset,
we run both of our proposed approaches against it. When-
ever the test case generation process is invoked, we run
EvoSuite 30 times with different seeds to account for the
randomness of EvoSuite following the guideline given in [2].
Since jGenProg is also randomized, we use the same seed for
jGenProg. The 30 seeds are 30 integer numbers randomly
selected between 1 and 200.
To determine the correctness of the generated patches, we
manually analyze them and compare them with the human
patches. A generated patch is deemed as correct only if it
is exactly the same or semantically equivalent to the human
patch. The equivalence is established based on the authors’
understanding of the patch. To reduce the possible bias in-
troduced as much as possible, two of the authors analyze
the correctness of the patches separately and the results re-
ported in this paper are based on the agreement between
them. The time used to analyze each patch differs accord-
ing to the complexity of it, ranging from several minutes to
several hours of work.
Our experiment is extremely time-consuming. To make
the time cost manageable, we set the timeout value, i.e., the
input time budget in algorithms 1 and 2, for the approaches
MinImpact and UnsatGuided to be 120 and 40 minutes
respectively in our experimental evaluation. For combin-
ing jGenProg with MinImpact, the experiment was run on
Grid’5000, which is a grid for high performance computing
[6]. The experiment on combing Nopol with UnsatGuided
was run on a cluster consisting of 200 virtual nodes running
Ubuntu 16.04 on a single Intel 2.68 GHz Xeon core with 1GB
of RAM. As UnsatGuided will try a synthesis-based repair
for each test case generated, so the repair process may still
cost a lot of time. If so, we reduce the number of considered
seeds. This happens for 2 faults (Chart 26 and Math 24),
for which combining Nopol with UnsatGuided will generally
cost more than 13 hours for each EvoSuite seed. Conse-
quently, we run EvoSuite 10 times for these two bugs only
for sake of time.
To facilitate future work and better understanding of our
work, the experimental materials and results related to this
work are available at [1], including our programs used to run
the experiment, test cases generated by EvoSuite, patches
generated, and our analysis of the correctness of the patches.
4.3 Result Presentation
Table 2 displays our experimental results on combining
jGenProg with MinImpact (hereafter referred as jGenProg+-
MinImpact). The Bug ID column identifies the buggy ver-
sion that can be originally repaired by jGenProg. The Cor-
rectness column and Time column under the jGenProg col-
umn shows the correctness of the original patch generated by
jGenProg and the time used to find the patch respectively.
The columns under the column jGenProg+MinImpact show
the related statistics obtained by running jGenProg+Min-
Impact. The #Avg #EvoTests column shows the number of
tests generated by EvoSuite. The Avg # Fails column shows
the number of failing EvoSuite tests for the patch returned
by jGenProg+MinImpact. The Time column shows the
time budget used to run approach jGenProg+MinImpact,
which is 2 hours in our experimental evaluation. The Avg #
test-suite ad. patches column shows the number of test suite
adequate patches found by jGenProg+MinImpact within the
time budget. Note that besides column Time, the results
displayed in the other 3 columns are the average results for
the 30 runs using different seeds. Each entry of the column
Change Ratio is of the form X/Y. Here Y is the number of
different seeds used during the experimental process and X is
the number of generated patches by jGenProg+MinImpact
that are different from the original patch generated by jGen-
Prog among the Y runs. Similarly, each entry of the column
Correct Ratio is also of the form X/Y. Here Y is also the
number of different seeds used during the experimental pro-
cess and X is the number of generated patches by jGen-
Prog+MinImpact that are correct among the Y runs.
Table 3 displays our experimental results on combining
Nopol with UnsatGuided (hereafter referred as Nopol+Unsat-
Guided). Most columns in this table have similar meanings
with Table 2 but the repair technique used here is Nopol.
Buggy versions that can be originally repaired by Nopol are
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Table 3: Experimental Results with Nopol+UnsatGuided on the Defects4j Repository. Only the bugs with
test-suite adequate patches found with plain Nopol are shown.
Bug ID
Nopol Nopol+UnsatGuided
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Nopol Nopol+UnsatGuided
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Chart1 NO 00:02 100.4 0.0 0.0 03:00 0/30 0/30 Math42 NO 00:04 59.0 0.0 0.1 03:54 24/30 0/30
Chart5 NO 00:01 97.7 3.0 3.5 01:18 27/30 0/30 Math50 NO 00:11 36.9 0.0 0.8 04:36 28/30 0/30
Chart9 NO 00:01 105.5 0.0 0.0 01:00 0/30 0/30 Math57 NO 00:03 21.7 0.0 0.0 00:48 15/30 0/30
Chart13 NO 00:02 28.4 0.0 0.0 00:24 30/30 0/30 Math58 NO 00:06 7.6 0.1 0.2 00:20 2/30 0/30
Chart15 NO 00:04 123.7 0.2 0.2 06:48 27/30 0/30 Math69 NO 00:01 29.9 1.0 1.0 00:12 30/30 0/30
Chart17 NO 00:01 108.2 0.7 0.9 00:48 0/30 0/30 Math71 NO 00:01 31.7 0.2 0.6 00:24 25/30 0/30
Chart21 NO 00:01 52.8 0.0 0.0 00:48 30/30 0/30 Math73 NO 00:01 34.5 0.1 0.3 00:18 25/30 0/30
Chart25 NO 00:01 14.7 0.0 0.0 00:12 8/30 0/30 Math78 NO 00:01 33.8 1.6 1.6 00:24 28/30 0/30
Chart26 NO 00:03 243.2 0.4 0.6 13:36 10/10 0/10 Math80 NO 00:01 45.2 0.7 1.0 00:54 29/30 0/30
Lang44 YES 00:01 101.3 0.4 0.4 00:48 3/30 30/30 Math81 NO 00:01 44.0 1.0 1.0 00:24 23/30 0/30
Lang51 NO 00:01 124.0 0.5 0.5 01:00 29/30 0/30 Math82 NO 00:01 17.0 0.0 0.0 00:08 0/30 0/30
Lang53 NO 00:01 97.7 0.3 0.5 00:06 26/30 0/30 Math84 NO 00:01 5.5 0.0 0.0 00:06 0/30 0/30
Lang55 YES 00:01 20.2 0.0 0.0 00:12 30/30 30/30 Math85 NO 00:01 26.6 1.1 1.1 00:12 28/30 21/30
Lang58 YES 00:01 215.7 0.2 0.2 01:42 0/30 30/30 Math87 NO 00:01 62.2 0.0 0.0 00:54 29/30 0/30
Lang63 NO 00:01 46.1 1.0 1.1 00:36 27/30 0/30 Math88 NO 00:01 63.0 0.0 0.0 00:30 06/30 0/30
Math7 NO 00:16 29.2 0.0 0.0 05:00 2/30 0/30 Math105 NO 00:09 45.1 0.2 0.2 04:20 29/30 0/30
Math24 NO 00:15 132.7 0.0 2.5 24:06 10/10 0/10 Time4 NO 00:01 92.6 0.0 0.0 00:54 23/30 0/30
Math28 NO 00:17 7.3 0.0 0.0 00:30 0/30 0/30 Time7 NO 00:01 49.7 0.4 0.4 00:54 12/30 0/30
Math33 NO 00:13 58.3 0.0 0.6 10:30 28/30 0/30 Time11 NO 00:04 49.9 0.0 0.0 01:36 0/30 0/30
Math40 NO 00:16 27.7 13.0 13.0 07:00 7/30 0/30 Time14 NO 00:01 22.9 0.0 0.0 00:18 24/30 0/30
Math41 NO 00:06 40.8 1.0 1.2 02:00 27/30 0/30 Time16 NO 00:01 49.2 0.2 0.2 00:24 1/30 0/30
listed in column Bug ID. The Correctness and Time columns
under the column Nopol show the correctness of the origi-
nal patch generated by Nopol and the time used to generate
the patch respectively. Related statistics obtained by run-
ning Nopol+UnsatGuided are shown in the columns under
the column Nopol+UnsatGuided. The #EvoTests column
shows the number of tests generated by EvoSuite. The Time
column shows the time used by Nopol+UnsatGuided to cal-
culate the patch. Different from Table 2, Table 3 have two
columns related with removed tests. Note that approach
UnsatGuided will remove a generated test if patches cannot
be found within the time budget 2*tinitial, where tinitial
is the initial time used by Nopol to find a patch, i.e., the
items in column Time under the column Nopol. The num-
ber of removed tests are shown in column Avg #Remove.
A removed test can be either a test that obviously slows
down the repair process or a bug-exposing test. If a test
is removed not because of timeout of Nopol, we deem it
as a bug-exposing test and the column Avg #Contradiction
shows the number of this kind of tests. Similarly, the results
displayed in these columns are the average results for the
30 (or 10) runs using different seeds. The last two columns
are of the form X/Y and have similar meanings with the
last two culumns of Table 2. Y is the number of differ-
ent seeds used during the experimental process for both of
these two columns, while X refers to the number of gener-
ated patches by Nopol+UnsatGuided that are different from
the original patch generated by Nopol and the number of
generated patches by Nopol+UnsatGuided that are correct
resepctively. Note that for the buggy version Chart 5 and
Math 50, the authors of paper [22] claim that Nopol can gen-
erate correct patches for them. However, we carefully study
the patches generated by Nopol and the human patches,
and think the generated patches are not really correct and
they just overfit to the manually written test suite, see our
companion website for an explanation [1]. Our project site
provides a more deep analysis of this problem.
Note that even though sometimes the patches generated
by running jGenProg+MinImpact or Nopol+UnsatGuided
are different from the initial correct patches generated by
jGenProg or Nopol, they can also be correct as they are
semantically equivalent to the human patches.
4.4 RQ1: Changed Patches
We now see whether our approaches can enable test suite
based repair techniques to generate different patches.
For generate-and-validate technique jGenProg, we can see
from column Change Ratio of Table 2 that the proposed
approach MinImpact affects the jGenProg process a lot.
For the 27 buggy versions that can be initially repaired
by jGenProg, the patches generated for 26 buggy versions
are changed at least for one seed of EvoSuite after jGen-
Prog+MinImpact is used. If we consider all the different
executions (one per seed) over all the buggy versions, this
results in 810 patches obtained with jGenProg+MinImpact.
Over these 810 patches, 615 patches are different from the
original patches generated by using jGenProg only. We
can make similar observations for synthesis-based technique
Nopol from the column Change ratio of Table 3. For the
42 buggy versions that can be initially repaired by Nopol,
the patches generated for 34 buggy versions are changed at
least for one seed of EvoSuite. Likewise, we will get 1220
patches obtained with Nopol+UnsatGuided if we consider
all the different executions (one per seed) over all the buggy
versions. Over these 1220 patches, 702 patches are different
from the original patch generated by running Nopol only.
Answer for RQ1: The proposed approaches MinImpact
and UnsatGuided significantly impact the output of the re-
pair process (615/810 executions for MinImpact, 636/1220
executions for UnsatGuided). It is possible to influence the
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patches generated by test suite based repair techniques with
generated test cases.
4.5 RQ2: Impact on Patch Correctness
Now, we see whether our proposed approaches impact the
correct and incorrect patches established by a basic test suite
based technique with only the manually written test suite.
In particular, we want to know whether our approaches can
change an incorrect overfitting patch into a correct patch.
Besides, we also want to observe whether an already correct
patch can be unfortunately changed into an overfitting patch
instead.
4.5.1 jGenProg+MinImpact
For generate-and-validate technique jGenProg, we com-
pare the Correctness column under the column jGenProg
and the Correct Ratio column under the column jGenProg+-
MinImpact of Table 2 to see the impact of MinImpact on cor-
rectness. Even though jGenProg+MinImpact has changed
21 incorrect patches generated by jGenProg at least for some
EvoSuite seeds, these newly generated patches are also in-
correct.
It also happens that running jGenProg+MinImpact ad-
versely changes an initial correct patch into an incorrect
patch. Take Math 50 as an example, for which jGenProg
successfully repairs the bug as shown in Table 2. While
running jGenProg+MinImpact finds the same correct patch
in 17 executions, it finds an incorrect overfitting patch in
the other 13 executions and the corresponding tentatively
patched program for this patch does not fail any of the gen-
erated test cases (note the value in the #Avg #EvoTests col-
umn of Table 2 is the average value over all 30 runs). This
incorrect patch indeed has a smaller behavioral impact, and
is an example of encouraging maximal overfitting to some
points in Ibug as discussed in Section 3.4.
Consider another example Math 70, for which there are
on average 1.9 test-adequate patches found, implying that
there are commonly 2 test-adequate patches. One is cor-
rect, the other is incorrect.2 The first patch fails on average
1.1 generated test cases, while the other does on 2.8. The
second one has a bigger behavioral impact as measured by
the generated test cases, because it is B-Overfitting. This
validates our analysis that MinImpact is good at avoiding
B-overfitting.
4.5.2 Nopol+UnsatGuided
For synthesis-based technique Nopol, we compare the col-
umn Correctness under the column Nopol against the col-
umn Correctness ratio under the column Nopol+UnsatGuided
of Table 3 to see the impact of UnsatGuided on correctness.
We see that UnsatGuided has successfully helped Nopol to
generate one new correct patch. The newly generated cor-
rect patch is for the buggy version Math 85, which contains
a bug related with condition. Below is the human patch for
it, which has changed the binary relational operator from
”>=” into ”>”.
1 + if (fa * fb > 0.0 ) {
2 - if (fa * fb >= 0.0 ) {
Now consider the patch initially generated by Nopol (with-
out UnsatGuided), it adds a precondition before the buggy
statement.
2The list of test-adequate patches is available on [1].
1 + if (fa * fb < 0.0 ) {
2 if (fa * fb >= 0.0 ) {
This patch results in a self-contradictory condition, and is
thus incorrect. After combining Nopol with UnsatGuided,
below is the patch generated.
1 + if (fa * fb != 0.0 ) {
2 if (fa * fb >= 0.0 ) {
This patch is correct as it equates to the human patch
semantically, and is found for 21 different seeds of Evo-
Suite. For the other 30 incorrect patches intially generated
by Nopol, running Nopol+UnsatGuided changes the patch
but the resulting new patch is still incorrect.
For the 3 correct patches generated by Nopol, the gener-
ated patches by running Nopol+UnsatGuided are still cor-
rect for all seeds of EvoSuite. This justifies the analysis in
Section 3.4 and is a good attribute of UnsatGuided.
Answer for RQ2: In our experiment, UnsatGuided suc-
cessfully helps Nopol find a new correct patch. MinImp
does not produce any improvement. Overall, the generated
test cases have a little positive impact on patch correctness.
This will be further discussed in Section 4.8.
4.6 RQ3: Impact of Bug-exposing Tests
Is our handling of bug-exposing tests, which is the essence
of our approaches, necessary? We now discuss what will hap-
pen if one does not take into account the possible existence
of bug-exposing tests.
For generate-and-validate techniques, the basic usage of
generated tests would be to simply deem a patch as an over-
fitting patch if the tentatively patched program correspond-
ing to the patch fails on some of the generated tests. As
shown in Table 2, all the 30 runs of jGenProg+MinImpact
on Math 53 correctly fix the bug. However, we can see from
column #Avg #EvoTests that the average number of fail-
ing EvoSuite tests is 1.1, which means we are very likely
to discard the correct patch if we ignore the existence of
bug-exposing tests.
Similarly, one can directly supply generated tests to a
synthesis-based technique in case bug-exposing tests are ig-
nored. As shown in #Avg #EvoTests column of Table 3,
the average number of contradiction tests for the 2 bugs
(Lang 44 and Lang 58) that can always be correctly re-
paired by running Nopol+UnsatGuided are not zero. In
other words, if we simply supply all of the tests generated
by EvoSuite to Nopol, we may get no patches at all for these
2 buggy versions.
Answer for RQ3: Bug-exposing tests have an significant
impact on the repair process. Without special considera-
tion for bug-exposing tests, a test suite based repair tech-
nique would likely discard correct patches when additional
automatically generated tests are used.
4.7 RQ4: Time Overhead
The time cost of an automated repair technique should be
manageable for its use in industry. We now discuss the time
overhead incurred by our approaches.
The time cost incurred by approach MinImpact is dom-
inated by the time budget used to calculate a set of test-
adequate patches. The budget can vary depending on the
computing resources available. For our experiment on comb-
ing jGenProg with MinImpact, we set the time budget to be
120 minutes.
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We will mainly see the time overhead incurred by Unsat-
Guided. For our evaluation, we compare the Time column
under the column Nopol and column Nopol+UnsatGuided of
Table 3 to see the time overhead incurred by UnsatGuided.
First, we see that the approach UnsatGuided incurs some
time overhead. Compared with the original repair time
used by Nopol to find a patch, the average time used by
Nopol+UnsatGuided to get the patch is much longer. Sec-
ond, the time overhead incurred is acceptable in many cases.
For 28 out of 42 buggy versions that can initially be repaired
by Nopol, the average repair time used by Nopol+UnsatGuided
to get the patch is less than or equal to 1 hour, which is
arguably acceptable. Finally, we observe the time over-
head incurred by the approach UnsatGuided can be some-
times extremely large. For 3 buggy versions (Chart 26,
Math 24, and Math 33), Nopol+UnsatGuided will averagely
cost more than 10 hours to get the patch. In particular, the
average time used by Nopol+UnsatGuided to get the patch
for Math 24 is 24.1 hours. In those cases, the synthesis pro-
cess of Nopol is slow and since synthesis is performed for each
test case generated, the large amount of time cost is imag-
inable. To reduce time overhead, future work will explore
advanced patch analysis to quickly discard useless tests and
thus identify the generated test cases that have the greatest
potential to improve the patch.
Answer for RQ4: The time overhead of MinImpact de-
pends on the time budget allocated. The time overhead of
UnsatGuided lies under one hour for the majority of the con-
sidered faults in our evaluation. However, there is a clear
time overhead of using generated test cases on repairing real
programs for UnsatGuided.
4.8 Discussion
This paper is the first to report empirical facts of the use
of generated test cases for automatically repairing real faults
in large programs. On the one hand, we have shown that
it is feasible to influence program repair with automatically
generated tests. On the other hand, our results on the De-
fects4j repository are disappointing: only one new correct
patch can be found, which is not particularly effective.
To our understanding, the main explanation is that re-
gression test case generation techniques may generate input
points in Ibug, which are called bug-exposing tests in this
paper. In that case, there is no automated oracle to de-
termine whether a generated test lies in Ibug or in Icorrect.
This is a fundamental conceptual problem, and as we have
explained in Section 3, neither MinImpact nor UnsatGuided
can cope with bug-exposing tests well to avoid overfitting to
some specific points in Ibug.
We envision two solutions that can possibly be used to
alleviate this problem. First, one can approximate the pres-
ence of bug-exposing tests by measuring some kind of dis-
tance between the manually written failing test cases and
the generated tests. If a generated test is behaviorally close
to a failing test case, it is likely to also be in Ibug. On the
contrary, if the distance is far, it is probably in Icorrect. This
calls for future research on behavioral profiling, which is a
scarcely researched area.
Second, the other way to combat overfitting lies not in the
tests themselves, but in analyzing the patch itself and rea-
soning Ipatch directly. For instance, if Ipatch is very small,
i.e. the patch only operates on a couple of input points,
then it is likely to be A-overfitting. Similarly, if Ipatch is
larger than typical behavioral impacts of bug fixes (e.g, be-
cause of functionality removal), the patch is likely to be
B-overfitting. Reasoning on Ipatch directly is the idea be-
hind recent research [21, 18] which tries to make generated
patches resemble human patches.
4.9 Threats to Validity
In this study, we have used 224 faults of 4 real Java pro-
grams from the Defects4J benchmark. One threat to ex-
ternal validity is that our results would not hold for other
benchmarks. However, Defects4J is the most recent and
comprehensive dataset of Java programs currently available,
and is developed with the aim of providing real bugs and re-
producible studies in software testing research. Besides, De-
fects4J is extensively used as the evaluation subjects by re-
cent research work in software testing [4, 30, 17], and in par-
ticular work in automated program repair [22, 42]. Another
threat to validity is that we evaluate our approaches by con-
sidering jGenProg and Nopol as representatives for generate-
and-validate and synthesis-based techniques respectively. How-
ever, it is not guaranteed that our results would generalize to
other test suite based repair systems. jGenProg and Nopol,
however, are open-source test suite based repair systems that
target modern Java code and can effectively repair real-life
faults in real-world programs [22]. A final threat to validity
is that we have used just one automatic regression test gen-
eration tool, EvoSuite, in the study. However, EvoSuite is
arguably the state-of-art Java unit test generation tools, and
can target a specific java class as required by our proposed
approaches.
A potential threat to internal validity is that we manually
check the patches generated using our proposed approaches
and decide whether the generated patches are better com-
pared to the initial patches. We used the human patch as
the correctness baseline and the human patch is also used
to help us understand the root cause of the bug. This pro-
cess may introduce errors. To reduce this threat as much
as possible, the results reported in this paper are checked
and confirmed by two authors of the paper. In addition, the
complete results are made available online [1] to let readers
gain a more deep understanding of our study and analysis.
5. CONCLUSION
The recent advances in test suite based program repair
have made the once-futuristic idea of repairing programs
automatically a achievable reality. However, as tests suites
are incomplete in nature, using test suites as correctness
specification makes test suite based repair techniques suf-
fer from the overfitting issue. In this paper, we investigate
the feasibility and effectiveness of test case generation in
alleviating the overfitting issue. We have proposed two ap-
proaches for using test case generation to improve test suite
based repair techniques, and have conducted a large scale ex-
periment to evaluate the proposed approaches. The results
indicate that test case generation can change the resulting
patch, but is quite ineffective at turning incorrect patches
into correct ones. We anticipate that our results and find-
ings will lead to future research to build test-case generation
techniques that are tailored to automatic repair systems.
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