Abstract-In this paper we consider the optimization of transceivers which use the nonlinear vector perturbation technique at the transmitter. Since the perturbation vector can be almost totally removed at the receiver, the transmitter can use this extra freedom to reduce the transmitted power while maintaining the performance. The two cases considered in this paper are linear transceivers and transceivers with decision feedback (DFE). For both cases, efficient iterative power loading algorithms are developed to reduce the average bit error rate under the total transmitted power constraint. We present simulation results showing that the proposed technique performs better than the existing state-of-the-art uniform channel decomposition (UCD) system and the vector perturbation (VP) precoder. 
I. INTRODUCTION
In this paper we revisit the optimization of multiple-input multiple-output (MIMO) communication systems. The focus of this paper will be on combining the vector perturbation technique [5] at the transmitter with the existing optimal linear [10] and DFE transceiver designs [11] . Since the perturbation vector can be almost totally removed at the receiver, the transmitter can use this extra freedom to reduce the transmitted power while the performance is maintained [5] . The MMSE transceiver with vector perturbation is discussed in [4] . The vector perturbation technique requires heavy computational complexity for solving the integer least square problem. The sphere decoding algorithm, which is originally a receiver technique, can be used here [5] to speed up the computation. In [2] , Windpassinger et al. adopted the lattice-reduction based approximation for finding the perturbation vector, resulting in a polynomial time algorithm.
However, usually the goal of the communication system is to minimize the average bit error rate (BER). This was not addressed in the literature known to the authors so far, and is the goal of this paper. Therefore, instead of MMSE, we propose the designs which aim at minimizing the average BER under the total transmitted power constraint.
First we modify the linear and DFE transceiver design problems, by incorporating the vector perturbation technique under the total power constraint. Since the optimization problems are intractable, we propose iterative designs, based on existing optimal solutions for linear transceivers and DFE transceivers. We first compute the designs given in [10] and [11] . Based on these existing designs, we compute the perturbation vectors to reduce the transmitted power. Then, we update the power loading matrix in the precoder, which is guaranteed to give lower average bit error rate while satisfying the power constraint. The procedure can be iterated until no significant improvement can be made. The iterative algorithms suggested in this paper will result in better performance and guarantee convergence. The resulting system is shown to perform better than the state-ofthe-art systems [10] and [7] . This paper is structured as follows. In Section II, we will present the communication models used in the paper, and also give explicit problem formulations. In Section III, we will talk about how to iteratively design the transceivers. Section IV presents the numerical simulation results related to the topics discussed in the paper. The final conclusions of the paper are summarized in section V.
II. SYSTEM MODEL AND PROBLEM FORMULATIONS
We begin by introducing the transceivers for frequency flat MIMO channels. Fig. 1 shows the system with linear receiver and the vector perturbation in front of the linear precoder. Fig.  2 shows the system with DFE, and the vector perturbation in front of the linear precoder. These are the two systems we focus on. Before the precoder matrix F, the signal s is modified by the perturbation vector τ u, where u is a complex integer vector, and τ ≥ 0. The constant τ is chosen to be large enough for the receiver to determine u without ambiguity [5] . One example of choices is [5] 
where |c| max is the absolute value of the constellation symbols with largest magnitude, and δ is the spacing between constellation points. The received signal for both cases can be written as
For the system in Fig. 1 , before the decision device, we use the operation of detecting and removing the perturbation vector τ u. The detection of u can be done first by identifying the Voronoi region of the (complex M -D) integer lattice to which Gy belongs. Since the perturbation vector τ u is large compared to the signal vector s, and the total transfer function GHF is approximately identity in high SNR regime, the detection of τ u is almost perfect. After detecting u, we form s = Gy−τ GHFu, which is to be sent to the decision device. The reason for doing this is that, if the transfer function is not unity, τ will not be totally removed and acts like interference to the transmitted symbols. Since τ u is large compared to the transmitted symbols, this interference will hurt the system performance. In order to apply our analysis under the assumption that the detection of τ u is correct, we adopt this perturbationvector-remover strategy. The assumption of perfect detection of u is true when the SNR is high since τ is chosen large enough.
The perturbation vector remover in Fig. 2 operates similar to what is described in the above paragraph, but it operates successively on one component at a time. Recall here that B is strictly upper triangular [11] . The detectedũ is fed back with the decision ofs to cancel the interference. The analysis in this paper assumes perfect detection ofũ ands.
The optimization problem we want to solve, is to minimize the average BER for the systems in Fig. 1 and Fig. 2 , under the average transmitted power constraint. The mathematical formulation of the problem is as follows:
where for the system in It can be seen that the problem (2) is very difficult since the selection of u is an integer optimization problem. It is also not clear how to optimize {F, G, B} and u jointly. In the later sections, we will develop an iterative algorithm to find the suboptimal solution to this problem. The proposed design technique is guaranteed to converge.
III. ITERATION FOR POWER LOADING MATRICES
In this section we will develop an iterative approach to solve the problem (2). We will start from the optimal solution for linear transceivers [10] and DFE systems [9] with no perturbation vectors u. Then we will run the integer programming problem for deciding u, and develop an iterative procedure for updating the power loading matrix of the precoder and the perturbation vector. This iterative procedure will guarantee that the average BER decreases in each iteration. The convergence is also guaranteed.
A. Linear Transceiver
By the assumption that in the receiver τ u is removed completely before the decision device, the average BER does not depend on the perturbation vector u. The vector u serves only to reduce the transmitted power while maintaining the original symbol detection performance. For the linear transceivers without vector perturbation technique, [10] gives the optimal solution for the design of transmitter and receiver. We will start from the solution given in [10] , then by iteratively updating the power loading matrix, reduce the average BER.
The optimal solution in [10] is as follows: the optimal precoder is F =Ũ h Φ f V f , whereŨ h is the top-left P × M matrix of U h . Here U h is a unitary matrix such that
) is a diagonal matrix, and the entries are the eigenvalues of
n H with non-increasing order. The diagonal power loading matrix is computed as in [10] to minimize the total AM-MSE. Here R n represents the noise covariance matrix. The goal of V f is to force the diagonal entries of the MSE matrix to be equal. Examples of such V f are the M × M Hadamard matrix or the DFT matrix. The optimal receiver is the corresponding LMMSE solution.
Now suppose we are given the initial value F =Ũ h Φ f V f , we can compute the perturbation vectors τ u for each of the transmitted s, to minimize the transmitted power. This is done by solving the following problem
This problem is an integer least square problem, which is known to be NP-hard. However, there exists efficient algorithms to compute u. The interested reader can refer to [3] and [1] for more details about the integer least square problem.
After computing (3), the transmitted covariance matrix will be
Now we restrict our updated precoder F to be in the form:
where Φ new is a M × M diagonal matrix. This means that we only update the power loading matrix in precoder F. The goal is to perform this update to reduce the average BER.Ũ h serves to diagonalize the channel, and V f to distribute the MSE to each substream equally. To minimize average BER, the power loading matrix Φ new should minimize the sum of MSEs. This follows from the logic developed in [10] , which uses the fact that the average BER is a Schur-convex function of MSEs. Therefore, the problem of finding the power loading matrix in F, which minimizes the sum of MSE while satisfying the total power constraint can be formulated as follows:
where c i is the ith diagonal term of V f C f V † f , and φ new,i is the ith diagonal term of the new power loading matrix Φ new . The inequality constraint comes from (21) in [10] . By the KKT condition [6] , the problem can be solved efficiently and has a nice water-filling interpretation:
where D is the water-filling level to satisfy the power constraint with equality. Note that every time the updating of the power loading matrix will reduce the sum of MSE, thus reducing the average BER. The next iteration starts from computing the perturbation vectors according to the new precoder F.
To summarize, the algorithm for updating the linear transceiver with the vector perturbation technique is as follows:
(1) Compute initial F according to [10] .
Compute u opt by (3). Replace C f by (4). Replace φ 2 new,i by (6).
If MSE is reduced significantly, go to (2) .
Otherwise, go to (3). 
B. DFE with Linear Precoder
Based on the assumption of no error propagation, [7] gives the optimal solution for minimizing the average BER in a DFE transceiver under the total power constraint. The solution is
whereŨ h is as in Section III-A, Φ is a diagonal matrix as in [11] , and V now is the unitary matrix such that the GTD (generalized triangular decomposition) [8] 
Here Q is a unitary matrix, and R is an upper triangular matrix with equal diagonal terms. The optimal G and B are given as in [11] . By this design, the average BER actually depends on the minimization of geometric mean of MSEs only, since the existence of V will make the MSE in each substream equal to the geometric mean of MSEs. With this given precoder F, we compute the perturbation vector to reduce the transmitted power. Again, this is done by solving the problem (3), and the result we will get is the covariance matrix of the transmitted signal C f as in (4) . The transmitted power is reduced to Tr(FC f F † ). Suppose now we restrict our precoder F to be in the form
where Φ new is a diagonal matrix, and V is the same unitary matrix as discussed above. Now let us discuss how to update the power loading matrix in F to minimize the average BER. Here we introduce an artificial restriction on Φ new , i.e., Φ new is a diagonal matrix such that
By this set up, the following formula holds:
Therefore, the resulting MSE matrix will still have equal diagonal terms if we use the corresponding G and B as discussed in [11] . By adopting Φ new , the average transmitted power becomes
From (7) we have
The problem of deciding α while maintaining the total power constraint can be written as min α (9) s.t.
Note that α is also restricted to be less than or equal to 1. The problem of computing α is just a line search to satisfy the equality in (10) . The MSE will be α times the original one, and the average BER will decrease correspondingly [11] . This iterative algorithm is guaranteed to converge, and gives lower average BER performance. To summarize, the algorithm is as follows:
(1) Compute initial F according to [11] .
Compute u opt by (3). Replace C f by (4). Replace α by solving (9) .
Otherwise, go to (3). In a linear transceiver, a fixed Hadamard or DFT matrix V f can be used to equalize the MSEs in the substreams. But in the equal-diagonal QR decomposition [7] V is not fixed and changes with iteration. This is why we introduce the artificial constant α in (7) to facilitate the update procedure.
In both of the cases in this section, the iterating process can be illustrated as in the sketch of Fig. 3 . The figure shows the case where total power constraint is 10 dB. The initial value starts at the transmitted power 10 dB (with additive Gaussian noise with power normalized to 0 dB) with average BER performance about 10 −5 . After computing the perturbation vector, the transmitted power will decrease while the average BER performance is kept fixed. The updating of the power loading matrix will again increase the transmitted power back to 10 dB, at the same time reducing the average BER. This process will converge eventually. The power loading updating procedure introduced in this paper is not restricted to be used with the vector perturbation scheme, but may be combined with other possible transmitted power reduction schemes as well.
IV. NUMERICAL SIMULATIONS In this section, we simulate the uncoded BER performance of the proposed MIMO transceiver schemes. Since the overall system is diagonal, which acts like independent scalar Gaussian channels, channel coding may be further added to reduce the BER. We use QPSK gray encoded signaling, and the scalar τ for vector perturbation is calculated by Eq. (1). The channel is chosen randomly. For the error rate performance comparison, we plot the average BER against the average total transmitted power. The noise is assumed to be additive complex white Gaussian noise, with power normalized to 0 dB. To compute Eq. (3), we use Fincke and Pohst approach [3] to optimally solve the integer least square problem. where H is the pseudo inverse of H, and δ is a constant to satisfy the average transmitted power constraint; (2) the optimal linear transceiver proposed in [10] (PalLin); (3) the MMSE linear transceiver without Hadamard or DFT matrix in the precoder [10] (MSELin); (4) the proposed iterative scheme in Section III-A (IteLin); (5) the UCD scheme proposed in [7] or [11] (UCDDFE); and (6) the proposed iterative scheme in Section III-B (IteDFE). For Fig. 4 , it can be seen that with the vector perturbation technique and the precoder updating procedures mentioned in Section III, the performance is improved further for linear transceiver schemes. For Fig.  5 , about extra 0.6 dB gain can be achieved at the BER of 10 −5 for the IteDFE scheme compared to the UCD scheme [7] or [11] (UCDDFE); and the proposed iterative scheme in Section III-B (IteDFE). [7] . Since in [7] the author showed that the UCD scheme is a mutual information maximization scheme, the gain comes from the vector perturbation technique, which acts to modify the constellation to be more suitable for the UCD.
V. CONCLUDING REMARKS
We presented an iterative transceiver design method by incorporating the existing transceiver scheme and the vector perturbation technique. It was shown that the average BER can be further improved under the total power constraint, compared to the state-of-the-art UCD design. Our simulation studies verified our analysis.
