By using the methods of linear algebra and matrix inequality theory, we obtain the characterization of admissible estimators in the general multivariate linear model with respect to inequality restricted parameter set. In the classes of homogeneous and general linear estimators, the necessary and suffcient conditions that the estimators of regression coeffcient function are admissible are established.
Introduction
Throughout this paper, R m×n , R 0. In their case, whether an estimator is better than another or not does not depend on the regression parameters. It is easy to generalize the conclusions from univariate linear model to multivariate linear model. However under the matrix loss 1.2 , it is more complicated. In this case, whether an estimator is better than another depends on the regression parameters.
In this paper, using the methods of linear algebra and matrix theory, we discuss the admissibility of linear estimators in model 1.1 under the matrix loss 1.2 . We prove that the admissibility of the estimators of estimable function under univariate linear model and multivariate linear model are equivalent in the class of homogeneous linear estimators, and some sufficient and necessary conditions that the estimators in the general multivariate 
Main Results

Let HL
{DY : D ∈ R k×n } denote the class of homogeneous linear estimators, and let L {DY C : D ∈ R k×n , C ∈ R k×q } denote the class of general linear estimators. where
It is easy to verify that 2.1 holds, and the equality holds if and only if
Expanding it, we have 
and the two equalities above cannot hold simultaneously.
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Proof. Since B 0 0, B X NXB ≤ Σ, tr B X NXB ≤ tr Σ , 2.3 implies the sufficiency is true. Suppose D 1 Y is better than DY , then for any B, Σ ∈ H N, 0 , we have
2.8
and there exists some B * , Σ * such that the equality in 2.8 cannot hold. Taking B 0 in 2.8 , 2.6 follows. Let Σ B X NXB mI q , m > 0, I is the identity matrix, then for any B ∈ R p×q , B, Σ ∈ H N, 0 , by 2.8 , we have
2.9
Therefore, 2.7 holds. It is obvious that the two equalities in 2.6 and 2.7 cannot hold simultaneously. Consider univariate linear model with respect to restricted parameter set:
y Xβ e,
2.10
and the loss function
where X, V , N and K are as defined in 1.1 and 1.2 , β ∈ R p×1 and σ 2 are unknown parameters. Set 
and the two equalities above cannot hold simultaneously. 
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The claim follows. 
Proof. The proof follows from the following equalities:
2.17
Lemma 2.8. Assume A, B ∈ R s n , one has 1 if A ≥ 0 and μ B ⊂ μ A , then there exists t ≥ 0, for every |r| ≤ t, A − rB ≥ 0 and rank A − rB rank A .
μ B ⊂ μ A if and only if for any vector α ∈ R n×1
, α A 0 implies α B 0. 
Proof. 1 If
Necessity
Assume DY C L ∼ KB H N, 0 , by Lemma 2.7, 1 is true. Now we will prove 2 . Denote F K X E X − X E , FX K. Since DV DP X V , rewrite 2.18 as the following
2.19
If there exists λ > 0 such that 2.19 holds, for sufficient small η > 0, take
2.20
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2.24
In the above, η is sufficiently small, 2 − 2η 2 / 2 − η < 2, thus 2.23 follows. B X NXB ≤ Σ, 
From Lemma 2.8, we have 
2.29
Note that for any r > 0, if B, Σ ∈ H N, 0 , then rB, r 2 Σ ∈ H N, 0 . Replace B and Σ in 2.29 with rB and r 2 Σ, respectively, divide by r 2 on both sides, and let r → ∞, we get
2.30
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Thus 
2.32
Since 
2
.34
Proof.
2.35
where Q A A A A − A refers to the orthogonal projection onto μ A . It is a contradiction. Therefore D 1 X DX. Since DV DP X V , by Lemma 2.12, we obtain
2.44
Take B 0 in 2.38 , we have
2.45
Thus
There is no estimator that is better than DY in HL.
Similarly to Theorem 2.14, we have the following theorem. 
