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Abstract—Identification of abnormal source hidden in dis-
tributed parameter systems (DPSs) belongs to the category of
inverse source problems. It is important in industrial applications
but seldom studied. In this paper, we make the first attempt to
investigate the abnormal spatio-temporal (S-T) source identifi-
cation for a class of DPSs. An inverse S-T model for abnormal
source identification is developed for the first time. It consists
of an adaptive state observer for source identification and an
adaptive source estimation algorithm. One major advantage of
the proposed inverse S-T model is that only the system output
is utilized, without any state measurement. Theoretic analysis is
conducted to guarantee the convergence of the estimation error.
Finally, the performance of the proposed method is evaluated on
a heat transfer rod with an abnormal S-T source.
Index Terms—Distributed parameter systems, Inverse source
problems, Adaptive observer
I. INTRODUCTION
Industrial processes such as thermal processes and transport-
reaction processes can all be modeled by DPSs, whose system
input, output, and parameters can change in both time and
space domain, which can be concluded as the S-T dynam-
ics [1], [2], [3], [4], [5], [6], [7], [8]. Abnormal behaviors or
events in DPSs may cause the failure of controller or undesired
system response, both are harmful to the safe and reliable
operation of the system. Without loss of generality, these
abnormal behaviors or events can be considered as the result
of an unknown abnormal S-T source f(z, t) in the system
dynamics, which can also be treated equivalently as S-T fault
in the process. The abnormal source term f(z, t) is a set of
unknown terms which may cause undesirable system behav-
iors, including faults (actuator fault or sensor fault) occurring
to the system, disturbance or noise coupling in the system
dynamics, etc. Identification of the abnormal source term has
potential applications in chemical processes monitoring [9],
[10], fault diagnosis of lithium-ion batteries [11], control of
vibrating single-link flexible manipulator system [12]. On one
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hand, detection and identification of the abnormal source of
DPSs are important for industrial applications but have not
been fully investigated; On the other hand, the disturbance
observer-based control (DOBC) of nonlinear parabolic PDE
systems was studied in [13], [14], [15], where the distur-
bance was governed by a known ordinary differential equation
(ODE) [13], [14] or partial differential equation (PDE) [15]
exosystem with unknown initial conditions.
The abnormal S-T source is similar to the source term in
the inverse source estimating problems for the wave equation,
where the authors introduced the modulating functions-based
method [16] to address it. However, this approach requires
full state measurement, as well as the computation of the
measurement’s derivative with respect to time, which are
difficult to realize for industrial applications [17].
Over the past few decades, the actuator/sensor fault detec-
tion and diagnosis of DPSs have attracted more and more
attention and some research efforts have been made, see [18],
[9], [10], [19], [20], [21]. However, the fault detection and
diagnosis of DPSs are inherently less complex than the ab-
normal S-T source detection and identification, due to the fact
that the spatial distribution characteristic of the actuator/sensor
fault was not considered:
• In the actuator fault case, the spatial distribution function
of the fault was assumed to be the same as that of the
actuator and was known a prior;
• In the sensor fault case, the spatial distribution char-
acteristic of the fault was not considered for the most
commonly used point-wise measurement sensors.
Hence the actuator/sensor fault detection and diagnosis of
DPSs are conducted only on the time domain, while the ab-
normal S-T source detection and identification are conducted
on both the time and space domain. Existing approaches for
fault detection and diagnosis of DPSs can be roughly classi-
fied into two categories: one was using a finite-dimensional
ODE representation of DPSs; the other was based on the
original PDE system. For example, the authors proposed a
finite-dimensional residual generators for the purpose of fault
detection of linear DPSs in [22]. A novel model-based fault
detection approach is developed in [23], where the state
observer was based on the original PDE system. By using
the modulating functions-based approach [24] on the original
PDE system, the actuator or sensor fault identification was
derived by an algebraic expression in [25], [26], [27]. Despite
these innovative results, the studies on abnormal S-T source
detection and identification of DPSs are relatively insufficient,
which are of great significance from the application viewpoint.
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2Recently, the abnormal S-T source detection of DPSs was
investigated using data-driven approaches for engineering ap-
plications [28], [29]. However, the abnormal S-T source iden-
tification problem, i.e. estimating the unknown source term
f(z, t), was not considered, which is significant in abnormal
source removing and process restoring. Moreover, compared
to abnormal S-T source detection, the abnormal S-T source
identification is more involved since it requires the dynamic
tracking of the abnormal S-T source rather than determining
detection thresholds for the generated residuals [28], [29].
Adaptive observers [30], [31], [32], [33] are efficient tools
for the identification of unknown terms in dynamical sys-
tems modeled using ODEs. However, owing to the infinite-
dimensional characteristic of DPSs, the adaptive observers’
design methodologies for ODE systems cannot be applied
to DPSs directly whose dynamical behaviors are modeled
using PDEs. As one of the most representative classes of
DPSs, a parabolic DPS’s spatial differential operator can
be divided into a finite-dimensional slow subsystem and an
infinite-dimensional fast subsystem [34]. This characteristic
of parabolic DPSs provides a potential path of applying the
adaptive observers for the abnormal S-T source identification
problem.
The advantage of using adaptive observers for the abnormal
S-T source identification problem over modulating-functions
approaches [16] include:
• First, no state measurement is needed, so fewer sensors
are required in industrial applications;
• Second, neither the time or space derivative of the mea-
surement is required, which will improve the identifica-
tion performance.
Motivated by the above-mentioned considerations, we make
the first attempt to investigate the abnormal S-T source iden-
tification problem for a class of linear parabolic DPSs in this
paper. An inverse S-T model for abnormal source identification
is developed based on the theorem of separation of variables.
The inverse S-T model consists of an adaptive state observer
for source identification and an adaptive source estimation
algorithm. Both theoretical analysis and numerical simulations
are provided to validate the feasibility and effectiveness of the
proposed method.
The rest of this paper can be summarized as follows: The
problem descriptions are provided in Section II. In Section III,
the inverse S-T model design for abnormal S-T source identi-
fication is presented. Theoretic analysis and numerical simu-
lations are provided in Section IV and Section V, respectively.
Finally, this paper is concluded in Section VI.
II. PRELIMINARIES AND PROBLEM STATEMENT
A. System description
Consider a class of linear DPSs modeled by the following
parabolic PDE:
∂x(z, t)
∂t
= a1
∂x(z, t)
∂z
+ a2
∂2x(z, t)
∂z2
+ a3x(z, t)
+ kub
T
u (z)u(t) + f(z, t),
y(t) =
∫ α2
α1
c(z)kyx(z, t)dz,
(1)
DPS
y t( )u t( )
f z ,t( )
Abnormal
S-T source
Fig. 1. System description.
subject to the following boundary conditions:
c1x(α1, t) + d1
∂x
∂z
(α1, t) = r1,
c2x(α2, t) + d2
∂x
∂z
(α2, t) = r2,
(2)
and with the following initial condition:
x(z, 0) = x0(z), (3)
where x(z, t) denotes the state variable; [α1, α2] ⊂ R is the
spatial domain of the system; z ∈ [α1, α2] is the spatial coor-
dinate; t ∈ [0,∞) denotes the time; u(t) ∈ Rnu denotes the
vector of manipulated input; f(z, t) ∈ R denotes the unknown
abnormal S-T source in the DPS, which is the root of abnormal
behaviors or events. The definition “abnormal source” is pro-
posed to distinguish from the manipulated input u(t), which
can be considered as a “normal source”. The abnormal S-T
source f(z, t) is irrelevant to the state variable x(z, t) and can’t
be measured; y(t) ∈ Rny denotes the system output; ∂x/∂z
and ∂2x/∂z2 denote the first and second-order spatial deriva-
tives of x, respectively; a1, a2, a3, ku, ky, c1, c2, d1, d2, r1, and
r2 are constant coefficients; The ith element of known smooth
function bu(z) ∈ Rnu describes how the ith element of control
action u(t) is distributed in [α1, α2]; The ith element of known
smooth function c(z) ∈ Rny is determined by the shape (point
or distributed) of the ith measurement sensor; And x0(z) is the
initial condition. A schematic graph of the system description
is shown in Fig. 1.
The following Hilbert Space is defined throughout this
paper:
H ∆=L2([α1, α2];R).
Also, in this Hilbert Space, we have the following inner
product and norm:
< x1(·), x2(·) > ∆=
∫ α2
α1
x1(z)x2(z)dz,
‖x1(·)‖2
∆
= < x1(·), x1(·) >1/2,
where x1(·) and x2(·) are two elements of H.
B. Problem statement
The problem investigated in this paper can be summarized
as follows:
Utilize the system output y(t) to design an inverse S-
T model to identify the abnormal S-T source f(z, t)
of systems,
which subject to the system model in (1) with the boundary
conditions in (2) and the initial condition in (3).
3III. INVERSE S-T MODEL DESIGN FOR ABNORMAL S-T
SOURCE IDENTIFICATION
In this section, an inverse S-T model is developed to infer
the unknown source term f(z, t) from the system output y(t),
without any state measurement.
DPS
y t( )u t( )
f z ,t( )
Abnormal
S-T source
Inverse
S-T model
ˆ ( , )f z t
S-T source
estimation
Fig. 2. Framework of the inverse S-T model.
Motivated by the adaptive observer theory [30], [31], [32],
[33], the inverse S-T model in Fig. 2 is developed based on
an adaptive state observer for source identification.
Considering the infinite-dimensional characteristic of the
linear DPSs described in (1)-(3), an approximate finite-
dimensional system model which exhibits the dominant dy-
namics of the original system is first derived for the adaptive
state observer design as follows:
x˙s(t) = Asxs(t) +Bu,su(t) + fs(t),
ys(t) = Csxs(t),
(4)
The advantages include:
• Finite-dimensional observers can then be applied to the
abnormal S-T source identification rather than infinite-
dimensional ones, by avoiding extra design efforts.
In industrial applications, dominant models are sufficient for
satisfactory performance without extra design efforts. Details
of model reduction can be referred to the Appendix.
Remark 1: Time/space decoupled form of the abnormal
S-T source
From the definition of fs(t) and ff (t) in (30), it is easy to
obtain that:
f(z, t) = φT (z)f(t) = φTs (z)fs(t) + φ
T
f (z)ff (t).
In this manner, the unknown abnormal S-T source can be
described by the products of the basis functions φ(z) and the
temporal coefficients f(t). Hence the abnormal S-T source
identification is transformed into the identification of the
temporal coefficients f(t).
Motivated by the adaptive fault diagnosis observer intro-
duced in [30], [31], [32], [33], an adaptive state observer for
(4) is constructed as follows:
˙ˆxs(t) = Asxˆs(t) +Bu,su(t) + fˆs(t)−L(yˆs(t)− y(t)),
yˆs(t) = Csxˆs(t),
(5)
where xˆs(t) ∈ Rm, yˆs(t) ∈ Rny , and fˆs(t) ∈ Rm are the
estimates of xs(t), ys(t), and fs(t), respectively. L ∈ Rm×ny
is the observer gain matrix.
Define ex(t) = xˆs(t) − xs(t), ey(t) = yˆs(t) − y(t), and
ef (t) = fˆs(t) − fs(t), then the error dynamics are obtained
by combing (4) and (5):
e˙x(t) = (As −LCs)ex(t) + ef (t) +Lyf (t),
ey(t) = Csex(t)− yf (t).
(6)
Remark 2: To be noticed, the output error ey(t) which can
be used for the adaptive state observer design is defined as:
ey(t) = yˆs(t)− y(t)
rather than the error between the slow-system output estima-
tion yˆs(t) and the slow system output ys(t). The reason is
that the slow-system output ys(t) in (4) can not be directly
obtained while the original PDE system output y(t) in (1)
can be obtained by the measurement sensors. The problem
that comes with it is that ey(t) 6= Csex(t), which is equal in
[30], [31], [32], [33]. Therefore, as shown in (6), the output
of fast subsystem yf (t) should be considered in the adaptive
state observer design, which will introduce extra errors for the
source identification. One make-up solution in practice is to
select a sufficient high order m for the slow subsystem.
Then the following adaptive source estimation algorithm is
proposed:
˙ˆ
fs(t) = −ΓF (e˙y(t) + σey(t)), (7)
where F ∈ Rm×ny and the symmetric positive definite matrix
Γ ∈ Rm×m is the learning rate.
Remark 3: It can be found that the adaptive source
estimation algorithm (7) consists of a proportional term and
an integral one of ey(t), it can be rewritten as:
fˆs(t) = −ΓF (ey(t) + σ
∫ t
0
ey(τ)dτ).
The proportional term is introduced to improve the rapidity of
abnormal source estimation.
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for source identification.
Finally, the abnormal S-T source estimation can be done by
the time/space synthesis:
fˆ(z, t) = φTs (z)fˆs(t). (8)
4Remark 4: To be noticed, a general assumption of the
abnormal S-T source f(z, t) is that it can be formulated in
the following basis expansion form:
f(z, t) =
n∑
i=1
fi(t)υi(z), 1 6 n <∞
with an finite number of the basis functions {υi(z)}ni=1, where
n is unknown for the abnormal S-T source identification.
Unlike the polynomial-type basis functions used in [16], the
eigenfunctions {φi(z)}ni=1 are used as the basis functions
instead, i.e. υi(z) = φi(z), i = 1, · · · , n. When the order of
the slow subsystem m ≥ n, one can obtain that ff (t) = 0.
Since the inverse S-T model is based on an approximate
finite-dimension model, ff (t) is neglected in the abnormal
S-T source identification. However, to further enhance the
abnormal source identification performance, one can select
a sufficient large m under this assumption, which can also
reduce the influence caused by the neglecting of the fast
subsystem.
A schematic graph of the proposed inverse S-T model-based
method for abnormal S-T source identification is summarized
in Fig. 3, it can be found that the inverse S-T model consists of
the adaptive state observer for source identification in (5) and
the adaptive source estimation algorithm in (7). To be noticed,
in the proposed inverse S-T model, no state measurement is
used.
IV. THEORETICAL ANALYSIS
The following assumptions and lemma are needed for the
proposed inverse S-T model design.
Assumption 1: The output of the xf -subsystem yf (t) and
its derivative with respect to time y˙f (t) satisfy that:
‖yf (t)‖peak , sup
t
||yf (t)|| <∞,
‖y˙f (t)‖peak , sup
t
||y˙f (t)|| <∞, ∀t > 0
where ‖·‖peak and ‖·‖ denote the so-called peak-norm [35]
and Euclidean norm, respectively.
Assumption 2: The derivative of fs(t) with respect to time
is norm bounded, i.e.∥∥∥f˙s(t)∥∥∥2 6 f1, ∀t ≥ 0
where f1 ∈ [0,∞) is a constant.
Assumption 3: The abnormal S-T source f(z, t) satisfies
that:
‖f(z, t)‖22 = ‖fs(t)‖2 + ‖ff (t)‖2 6 f2, ∀t ≥ 0
where f2 ∈ [0,∞) is a constant.
Assumption 4: (As,Cs) is observable and Cs is of full
column rank.
Remark 5: In Assumption 4, the requirement of Cs being
full column rank is common set in fault isolation, it is also
known as the output separability condition [36], [37]. This
can be done by selecting appropriate measurement sensors
and dominant modes.
Lemma 1: [31] For a given positive scalar µ > 0 and a
symmetric positive definite matrix P , the following inequality
holds:
2xTy 6 1
µ
xTPx+ µyTP−1y, x,y ∈ Rn.
Lemma 2: [38] Let V (t) and g(t) be real functions. Then
V˙ (t) ≤ −αV (t) + g(t),∀t ≥ 0
implies that
V (t) ≤ e−αtV (0) +
∫ t
0
e−α(t−τ)g(τ)dτ, ∀t ≥ 0
for any finite constant α.
Theorem 1: Under Assumptions 1, 2, 4, and 5, given
scalars µ1, µ2, σ > 0, if there exist symmetric positive definite
matrices P ∈ Rm×m, G1 ∈ Rm×m, G2 ∈ Rm×m, matrices
X ∈ Rm×ny , F ∈ Rm×ny , and a positive constant ε1 such
that the following linear matrix inequality (LMI) is satisfied:
Ξ
∆
=
 Ξ11 ∗ ∗1
σ (XCs − PAs) Ξ22 ∗
XT F T − 1σXT −ε1I
 < 0,
(9)
where
Ξ11
∆
=PAs +A
T
s P −XCs −CTs XT ,
Ξ22
∆
=− 2
σ
P +
1
σµ1
G1 +
1
σµ2
G2,
X = PL, (10)
and the following condition holds:
P = FCs, (11)
then the adaptive source estimation algorithm in (7) can
realize ex(t) and ef (t) uniformly ultimately bounded (UUB)
where the symmetric positive definite matrix Γ ∈ Rm×m
denotes the learning rate.
Proof. Choose the Lyapunov candidate as follows:
V (t) = eTx (t)Pex(t) +
1
σ
eTf (t)Γ
−1ef (t). (12)
Combing (6), (7), (10), and (11), its derivative with respect to
time is:
V˙ (t) = eTx (t)(PAs +A
T
s P −XCs −CTs XT )ex(t)
+
2
σ
eTf (t)(XCs − PAs)ex(t) + 2yf (t)TXTex(t)
+ 2yTf (t)(F
T − 1
σ
XT )ef (t)− 2
σ
eTf (t)Γ
−1f˙s(t)
− 2
σ
eTf (t)Pef (t) +
2
σ
eTf (t)F y˙f (t).
(13)
Combing Lemma 1, Assumption 1, and Assumption 2, it can
be obtained that:
− 2
σ
eTf (t)Γ
−1f˙s(t) 6
1
σµ1
eTf (t)G1ef (t)
+
µ1
σ
f˙Ts (t)Γ
−1G−11 Γ
−1f˙s(t)
6 1
σµ1
eTf (t)G1ef (t)
+
µ1
σ
f1λmax(Γ
−1G−11 Γ
−1).
(14)
52
σ
eTf (t)F y˙f (t) 6
1
σµ2
eTf (t)G2ef (t)
+
µ2
σ
y˙Tf (t)F
TG−12 F y˙f (t)
6 1
σµ2
eTf (t)G2ef (t)
+
µ2
σ
λmax(F
TG−12 F )‖y˙f (t)‖2peak.
(15)
Substituting (14) and (15) into (13) and considering Assump-
tion 1 yields:
V˙ (t) 6 ξT (t)Ξξ(t) + β + ε1‖yf (t)‖2peak + ε2‖y˙f (t)‖2peak,
(16)
where
ξ(t)
∆
=
 ex(t)ef (t)
yf (t)
 ,
Ξ
∆
=
 Ξ11 ∗ ∗1
σ (XCs − PAs) Ξ22 ∗
XT F T − 1σXT −ε1I
 ,
Ξ11
∆
=PAs +A
T
s P −XCs −CTs XT ,
Ξ22
∆
=− 2
σ
P +
1
σµ1
G1 +
1
σµ2
G2,
β
∆
=
µ1
σ
f1λmax(Γ
−1G−11 Γ
−1), ε2
∆
=
µ2
σ
λmax(F
TG−12 F ).
Hence, when Ξ < 0, one can obtain that:
V˙ (t) 6 −λmin(−Ξ)‖ξ(t)‖2 + β + ε1‖yf (t)‖2peak
+ ε2‖y˙f (t)‖2peak
= −λmin(−Ξ)(‖ex(t)‖2 + ‖ef (t)‖2 + ‖yf (t)‖2)
+ β + ε1‖yf (t)‖2peak + ε2‖y˙f (t)‖2peak
6 −λmin(−Ξ)(‖ex(t)‖2 + ‖ef (t)‖2)
+ β + ε1‖yf (t)‖2peak + ε2‖y˙f (t)‖2peak.
(17)
According to the definition of V (t) in (12), it can be derived
that:
V (t) 6 λmax(P )‖ex(t)‖2 + 1
σ
λmax(Γ
−1)‖ef (t)‖2
6 max{λmax(P ), 1
σ
λmax(Γ
−1)}(‖ex(t)‖2 + ‖ef (t)‖2).
(18)
Combing (17) and (18), it can be obtained that:
V˙ (t) 6 −αV (t) +β+ ε1‖yf (t)‖2peak + ε2‖y˙f (t)‖2peak, (19)
where
α =
λmin(−Ξ)
max{λmax(P ), 1σλmax(Γ−1)}
.
By Lemma 2, it can be obtained that:
V (t) 6 e−αtV (0) + (β + ε1‖yf (t)‖2peak + ε2‖y˙f (t)‖2peak)∫ t
0
e−α(t−τ)dτ
= e−αtV (0) + (β + ε1‖yf (t)‖2peak + ε2‖y˙f (t)‖2peak)
1
α
(
1− e−αt)
6 e−αtV (0) + (β
α
+
ε1
α
‖yf (t)‖2peak +
ε2
α
‖y˙f (t)‖2peak)
sup
t∈[0,∞)
{
1− e−αt}
6 e−αtV (0) + (β
α
+
ε1
α
‖yf (t)‖2peak +
ε2
α
‖y˙f (t)‖2peak)
6 e−αtV (0) + (
√
β
α
+
√
ε1
α
‖yf (t)‖peak
+
√
ε2
α
‖y˙f (t)‖peak)2
(20)
Meanwhile, considering (12), it can be derived that:
V (t) ≥ λmin(P )‖ex(t)‖2 + 1
σ
λmin(Γ
−1)‖ef (t)‖2
≥ min{λmin(P ), 1
σ
λmin(Γ
−1)}(‖ex(t)‖2 + ‖ef (t)‖2).
(21)
Combining (20) with (21), it can be derived that:
‖ex(t)‖2 + ‖ef (t)‖2 6 e
−αtV (0)
min{λmin(P ), 1σλmin(Γ−1)}
+ ρ2
6 (
√
e−αtV (0)
min{λmin(P ), 1σλmin(Γ−1)}
+ ρ)2
(22)
where
ρ =
√
1
min{λmin(P ), 1σλmin(Γ−1)}
(
√
β
α
+
√
ε1
α
‖yf (t)‖peak
+
√
ε2
α
‖y˙f (t)‖peak).
(23)
Hence it can be further derived that
‖ex(t)‖ 6
√
e−αtV (0)
min{λmin(P ), 1σλmin(Γ−1)}
+ ρ,
‖ef (t)‖ 6
√
e−αtV (0)
min{λmin(P ), 1σλmin(Γ−1)}
+ ρ.
(24)
Recall Assumption 1, it can be obtained that 0 6 ρ < ∞.
Hence (24) implies that there exists a T → ∞ such that
‖ex(t)‖ 6 ρ, ‖ef (t)‖ 6 ρ, for all t > T . That is to say, ex(t)
and ef (t) are UUB with ultimate bound ρ. This completes the
proof. 
Corollary 1: The abnormal S-T source estimation error of
the original PDE system in (1)-(3) can be obtained as
ef (z, t) = fˆ(z, t)− f(z, t),
6where fˆ(z, t) = φTs (z)fˆs(t), as shown in (8). Hence the
square of the norm for the abnormal S-T source estimation
error in H can be obtained as
‖ef (z, t)‖22 =
∥∥∥fˆ(z, t)− f(z, t)∥∥∥2
2
=
∥∥∥φTs (z)fˆs(t)− φTs (z)fs(t)− φTf (z)ff (t)∥∥∥2
2
=
∥∥φTs (z)ef (t)− φTf (z)ff (t)∥∥22
= ‖ef (t)‖2 + ‖ff (t)‖2.
Combing with Theorem 1 and Assumption 3, it can be con-
cluded that the abnormal S-T source estimation error ef (z, t)
is UUB if the conditions in Theorem 1 are satisfied, with
ultimate bound ρ+
√
f2.
Remark 6: The inequality (9) can be solved by the MATLAB
LMI toolbox. However, the equality condition in (11) makes
the problem difficult to solve. Therefore, this condition is
transformed into the following problem: Minimize η subject
to (9), (10) and [
ηI ∗
(P − FCs)T ηI
]
> 0. (25)
V. NUMERICAL SIMULATION
Consider a thin rod whose temperature distribution can be
modeled by the following parabolic PDE:
∂x(z, t)
∂t
=
∂2x(z, t)
∂z2
+ βU (bu(z)u(t)− x(z, t)) + f(z, t),
(26)
y(t) =

∫ pi
0
δ(z − pi
4
)x(z, t)dz∫ pi
0
δ(z − 3pi
4
)x(z, t)dz
 =
x(
pi
4
, t)
x(
3pi
4
, t)
 , (27)
subject to the Dirichlet boundary conditions:
x(0, t) = 0, x(pi, t) = 0, (28)
where x(z, t) denotes the dimensionless temperature of the
rod; βU denotes a dimensionless heat transfer coefficient; u(t)
is the manipulated input (temperature of the cooling medium);
y(t) are the thermocouple measurements at point z = pi/4 and
z = 3pi/4. The typical value of βU is given as 2. The actuator
distribution function is set as:
bu(z) =
√
2
pi
sin(z).
And the control input is selected as:
u(t) = 1.
The eigenvalue problem for the spatial differential operator:
Ax = ∂
2x
∂z2
− βUx,
x ∈ S(A) = {x ∈ L2([0, pi];R);x(0, t) = 0, x(pi, t) = 0}
can be directly solved as:
λj = −j2 − 2, φj(z) =
√
2
pi
sin(jz), j = 1, · · · ,∞.
Details of solving procedures for this kind of eigenvalue
problem can be referred to Cheaper 4 of [39]. The first
two eigenvalues are considered as the dominant ones, thus
ε = |λ1| / |λ3| ≈ 0.273. Using the procedures discussed in
Section III, the following 2-dimensional slow subsystem is
derived:
x˙s(t) = Asxs(t) +Bu,su(t) + fs(t),
ys(t) = Csxs(t),
(29)
where
xs(t) =
[
x1(t)
x2(t)
]
,As =
[ −3 0
0 −6
]
,Bu,s =
[
2
0
]
,
and
Cs =
∫ pi
0
 δ(z −
pi
4
)
δ(z − 3pi
4
)
 [φ1(z) φ2(z)] dz =
 √ 1pi √ 2pi√
1
pi −
√
2
pi
 .
It can be found that Assumption 4 is satisfied. In this numer-
ical simulation, consider the following abnormal S-T source
according to Remark 4:
f(z, t) = [φ1(z) φ2(z)]
[
f1(t)
f2(t)
]
.
Abnormal source f1(t) can be considered as the actuator fault
due to the fact that bu(z) = φ1(z) is set.
To evaluate the performance of the proposed abnormal S-T
source identification method, the following kinds of abnormal
sources are considered:
f1(t) =
{
0, 0 6 t < 10(sec)
2, 10 6 t 6 80(sec)
f2(t) =
{
0, 0 6 t < 40(sec)
3, 40 6 t 6 80(sec)
and
f1(t) =
{
0, 0 6 t < 10(sec)
2− e−0.01(t−10), 10 6 t 6 80(sec)
f2(t) =
{
0, 0 6 t < 40(sec)
3− e−0.02(t−40), 40 6 t 6 80(sec)
The first kind of abnormal source can be considered as an
abrupt source while the second is an incipient one. Based on
the definition of fs(t) in (30), it can be obtained that:
fs(t) =
[
fs1(t)
fs2(t)
]
=
[
f1(t)
f2(t)
]
.
According to Theorem 1, choosing µ1 = 1, µ2 = 1, and
σ = 1 and solving (9), (10), and (25), one can obtain that:
η = 9.4277× 10−12,
P =
[
0.1774 0
0 0.0609
]
,G1 =
[
0.0193 0
0 0.0102
]
,
G2 =
[
0.0193 0
0 0.0102
]
,X =
[ −0.1106 −0.1106
−0.1588 0.1588
]
,
F =
[
0.1572 0.1572
0.0382 −0.0382
]
,L =
[ −0.6231 −0.6231
−2.6069 2.6069
]
,
7by the MATLAB LMI toolbox.
Moreover, the learning rate is chosen as Γ =
diag(100, 100). The original PDE system in (26) is solved
numerically by the finite difference method (FDM) [40] with
the sampling time ∆t = 0.01 sec. By using the adaptive state
observer (5) and the adaptive source estimation algorithm
(7), the source estimation of the slow subsystem fˆs(t) =
[fˆs1(t) fˆs2(t)]
T can be gained and the abnormal S-T source
estimation for the original PDE system in (26) can be obtained
by:
fˆ(z, t) = [φ1(z) φ2(z)]
[
fˆs1(t)
fˆs2(t)
]
,
as shown in (8).
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Fig. 4. Estimation results of abnormal source 1. (Abrupt source)
Fig. 5. ef (z, t) of abnormal source 1. (Abrupt source).
The simulation results for both abnormal sources are pre-
sented in Fig. 4(a)-Fig. 5 and Fig. 6(a)-Fig. 7, respectively.
From Fig. 4(a), Fig. 4(b), Fig. 6(a), and Fig. 6(b), it can be
found that some minor errors exist between the slow subsystem
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Fig. 6. Estimation results of abnormal source 2. (Incipient source)
Fig. 7. ef (z, t) of abnormal source 2. (Incipient source).
output ys(t) in (29) and the output of the original PDE
system y(t) in (27), which are caused by the neglecting of
the fast subsystem. Meanwhile, the output estimation yˆs(t) in
(5) tracks the original PDE system output y(t) rapidly under
both abnormal sources. In addition, there exist minor errors
between fs(t) and its estimation fˆs(t), which are also caused
by the truncation error introduced by the neglecting of the
fast subsystem. Moreover, the abnormal S-T source estimation
fˆ(z, t) can track f(z, t) with minor errors, as shown in Fig. 5,
and Fig. 7, the abnormal source occurring time (t = 10 (sec)
and 40 (sec)) can be detected for both kinds of sources. To
better illustrate the performance of the proposed abnormal S-T
source identification approach, the performance index “RMSE
(root of mean squared error)” is defined as:
RMSE = (
∫ ∑
ef (z, t)
2
dz/
∫
dz
∑
∆t)1/2.
The calculated value of RMSE for abrupt and incipient ab-
normal source estimation in Fig. 5 and Fig. 7 are 0.2007
8and 0.1919, respectively. The main reason for the existing
of the estimation error ef (z, t) is the neglecting of the fast
subsystem, as discussed in Remark 2.
For simple illustration, the above S-T source is generated
using the eigenfunctions of the spatial operator A as the basis
functions. To further study the effectiveness of the proposed
method, consider a general S-T source f(z, t) as follows:
f(z, t) = f(t)bf (z),
where
bf (z) = H(z)−H(z − pi/4),
f(t) =
{
0, 0 6 t < 10(sec)
2, 10 6 t 6 80(sec)
H(·) denotes the standard Heaviside function.
To study the effectiveness of the proposed method, ny point-
wise measurements are uniformly distributed in the spatial
domain [0, pi]. Moreover, the first m eigenvalues were selected
as the dominant modes. The abnormal source estimation re-
sults are provided below using the performance index RMSE.
TABLE I
IDENTIFICATION RESULTS OF A GENERAL S-T SOURCE
(m,ny) Γ RMSE Ideal RMSE
(2, 2) 100 ∗ I2 0.7709 0.7497
(2, 3) 100 ∗ I2 0.7517 0.7497
(3, 3) 100 ∗ I3 0.6377 0.5901
(2, 4) 100 ∗ I2 0.7518 0.7497
(3, 4) 100 ∗ I3 0.6454 0.5901
(4, 4) 100 ∗ I4 0.5102 0.4286
As shown in Table I, the performance of the proposed
method on this S-T source is not as well as that on S-T source
generated by the same basis functions. The reason is evident
since for this kind of source, the truncation error is relatively
large and it requires a larger number of basis functions for
accurate approximation. It can also be found in this table that
RMSE decreases with the increasing of the number of the
dominant modes m, which is reasonable. To better illustrate
the performance of the proposed method, another performance
index named “Ideal RMSE” is introduced as:
eidealf (z, t) = φ
T
s (z)fs(t)− f(z, t),
fs(t) =< φ
T
s (z), bf (z) > f(t),
Ideal RMSE =
(∫ ∑
eidealf (z, t)
2dz/
∫
dz
∑
∆t
)1/2
,
which determines a lower bound of RMSE. Comparing RMSE
with Ideal RMSE, it can be found that the proposed method
attains acceptable results on this S-T source. For those S-
T sources generated by the same basis functions, the Ideal
RMSE=0 apparently.
In fact, for a given number of sensors, how to place them as
well as choosing the learning rate Γ to obtain better estimation
performance is one interesting multi-objective optimization
problem. In this manuscript, the focus is on providing a general
framework for solving such an inverse source estimation
problem rather than achieving the best estimation performance,
which is very challenging itself. We will discuss such problems
in subsequent researches.
Remark 7: As the requirements of the modulating functions-
based method are too restrictive, it is not fair nor meaningful
to compare these two methods’ performance on the same
problem. To be more specific, on one hand, if these require-
ments of the modulating functions-based method cannot be
met, it will not work definitely; On the other hand, since we
aim to release these restrictions for industrial applications in
this paper, the significance of the proposed method would be
largely decreased if these requirements can be met, regardless
of the comparison results.
VI. CONCLUSION
In this paper, the abnormal S-T source identification for
a class of linear parabolic DPSs is first investigated. An
inverse S-T model for abnormal source identification is devel-
oped, which consists of an adaptive state observer for source
identification and an adaptive source estimation algorithm.
Theoretic analysis is provided to guarantee the convergence of
the abnormal S-T source estimation error. Finally, numerical
simulations on a heat rod with an abnormal S-T source are
presented to evaluate the performance of the proposed method.
Future researches will be expanded to the abnormal S-T source
identification for non-linear DPSs.
APPENDIX
First, define the operator A in H as:
Ax = a1 ∂x
∂z
+ a2
∂2x
∂z2
+ a3x, x ∈ S(A) ∆={x ∈ H
, and the conditions in (2) hold}.
For the above spatial operator A, we have the following
eigenvalue problem:
Aφj(z) = λjφj(z), j = 1, · · · ,∞,
where φj denotes the eigenfunction and λj denotes the corre-
sponding eigenvalue. Define σ(A) as the set of all eigenvalues
of A, that is σ(A) = {λ1, · · · , }. The following assumptions
state that σ(A) can be partitioned into a finite-dimensional
part which consists of m slow eigenvalues and a stable
infinite-dimensional complement consists of the remaining
fast eigenvalues and that the gap between the slow and fast
eigenvalues is large.
Assumption 5:
1. Re{λ1} > Re{λ2} > · · · > Re{λj} > · · · , where Re{λj}
denotes the real part of λj .
2. σ(A) can be partitioned as σ(A) = σ1(A)+σ2(A), where
σ1(A) consists of the first m (with m finite) eigenvalues, that
is σ1(A) = {λ1, · · · , λm}, and |Re{λ1}|/|Re{λm}| = O(1).
3. Re{λm+1} < 0 and |Re{λm}|/|Re{λm+1}| = O(ε),
where ε < 1 is a small positive number.
Based on the theorem of separation of variables [41]
and applying Galerkin’s method [34], the following infinite-
dimensional system modeled by ODE is obtained:
x˙s(t) = Asxs(t) +Bu,su(t) + fs(t),
x˙f (t) = Afxf (t) +Bu,fu(t) + ff (t),
y(t) = Csxs(t) +Cfxf (t) = ys(t) + yf (t),
(30)
9with the initial conditions:
xs(0) = Psx0(z),xf (0) = Pfx0(z),
where
As = PsAφT (z) = diag{λ1, · · · , λm},
Af = PfAφT (z) = diag{λm+1, · · · , λ∞},
Bu,s = PskubTu (z), Bu,f = PfkubTu (z),
fs(t) = Psf(z, t), ff (t) = Pff(z, t),
Cs =
∫ α2
α1
c(z)kyφ
T
s (z)dz,Cf =
∫ α2
α1
c(z)kyφ
T
f (z)dz.
The derivations of this infinite-dimensional ODE systems
are neglected since they are trivial, interesting readers may
seek for more details in [34], [42].
Using ε = |Re{λ1}||Re{λm+1}| and multiplying the xf -subsystem
by ε yields the singular perturbation model:
x˙s(t) = Asxs(t) +Bu,su(t) + fs(t),
εx˙f (t) = Afεxf (t) + εBu,fu(t) + εff (t),
(31)
where Afε = εAf .
Then the singular perturbation theory [43] can be applied.
Using the fast time-scale τ = t/ε and set ε = 0, we can derive
the following infinite-dimensional fast subsystem directly from
model (31):
dxf (τ)
dτ
= Afεxf (τ). (32)
Since Re{λm+1} < 0 and referring to the definition of ε, it
can be concluded that (32) is globally exponentially stable.
Maintaining ε = 0 in (31) and considering the non-singularity
of Afε, it can be obtained that xf (t) = 0. Substituting
xf (t) = 0 into (31), it can be obtained that:
x˙s(t) = Asxs(t) +Bu,su(t) + fs(t),
ys(t) = Csxs(t).
ACKNOWLEDGMENT
The authors would like to thank the Editor-in-Chief, As-
sociate Editor and anonymous reviewers for their valuable
comments based on which the presentation of this paper has
been improved.
REFERENCES
[1] H.-X. Li and C. Qi, “Modeling of distributed parameter systems for
applications-a synthesized review from time-space separation,” Journal
of Process Control, vol. 20, no. 8, pp. 891–901, 2010.
[2] Z. Wang and H.-X. Li, “Incremental spatio-temporal learning for online
modeling of distributed parameter systems,” IEEE Transactions on
Systems, Man, and Cybernetics: Systems, vol. 49, no. 12, pp. 2612–
2622, 2019.
[3] Z. Wang, H.-X. Li, and C. Chen, “Reinforcement learning-based optimal
sensor placement for spatiotemporal modeling,” IEEE transactions on
cybernetics, 2019.
[4] Z. Wang and H.-X. Li, “Dissimilarity analysis-based multimode model-
ing for complex distributed parameter systems,” IEEE Transactions on
Systems, Man, and Cybernetics: Systems, 2019.
[5] K.-K. Xu, H.-X. Li, and H.-D. Yang, “Kernel-based random vector
functional-link network for fast learning of spatiotemporal dynamic
processes,” IEEE Transactions on Systems, Man, and Cybernetics:
Systems, vol. 49, no. 5, pp. 1016–1026, May 2019.
[6] B. Wang and H.-X. Li, “A sliding window based dynamic spatiotemporal
modeling for distributed parameter systems with time-dependent bound-
ary conditions,” IEEE Transactions on Industrial Informatics, vol. 15,
no. 4, pp. 2044–2053, 2019.
[7] ——, “Spatial correlation based incremental learning for spatiotemporal
modeling of battery thermal process,” IEEE Transactions on Industrial
Electronics, 2019.
[8] X.-B. Meng, H.-X. Li, and H.-D. Yang, “Evolutionary design of
spatiotemporal learning model for thermal distribution in lithium-ion
batteries,” IEEE Transactions on Industrial Informatics, 2018.
[9] N. H. El-Farra, “Integrated fault detection and fault-tolerant control ar-
chitectures for distributed processes,” Industrial & engineering chemistry
research, vol. 45, no. 25, pp. 8338–8351, 2006.
[10] N. H. El-Farra and S. Ghantasala, “Actuator fault isolation and reconfig-
uration in transport-reaction processes,” AIChE Journal, vol. 53, no. 6,
pp. 1518–1537, 2007.
[11] J. Wei, G. Dong, and Z. Chen, “Lyapunov-based thermal fault diagnosis
of cylindrical lithium-ion batteries,” IEEE Transactions on Industrial
Electronics, 2019.
[12] Z. Zhao, X. He, and C. K. Ahn, “Boundary disturbance observer-
based control of a vibrating single-link flexible manipulator,” IEEE
Transactions on Systems, Man, and Cybernetics: Systems, 2019.
[13] H.-N. Wu, H.-D. Wang, and L. Guo, “Disturbance rejection fuzzy
control for nonlinear parabolic pde systems via multiple observers,”
IEEE Transactions on Fuzzy Systems, vol. 24, no. 6, pp. 1334–1348,
2016.
[14] ——, “Finite dimensional disturbance observer based control for non-
linear parabolic pde systems via output feedback,” Journal of Process
Control, vol. 48, pp. 25–40, 2016.
[15] H.-D. Wang, H.-N. Wu, and L. Guo, “Low dimensional disturbance
observer-based control for nonlinear parabolic pde systems with spatio-
temporal disturbances,” International Journal of Robust and Nonlinear
Control, vol. 26, no. 12, pp. 2686–2707, 2016.
[16] S. Asiri and T.-M. Laleg-Kirati, “Modulating functions-based method for
parameters and source estimation in one-dimensional partial differential
equations,” Inverse Problems in Science and Engineering, vol. 25, no. 8,
pp. 1191–1215, 2017.
[17] F. Fischer, J. Deutscher, and T.-M. Laleg-Kirati, “Source estimation
for first order time-varying hyperbolic systems,” in 23rd International
Symposium on Mathematical Theory of Networks and Systems, 07 2018.
[18] M. A. Demetriou, “A model-based fault detection and diagnosis scheme
for distributed parameter systems: A learning systems approach,”
ESAIM: Control, Optimisation and Calculus of Variations, vol. 7, pp.
43–67, 2002.
[19] M. A. Demetriou, K. Ito, and R. C. Smith, “Adaptive monitoring and
accommodation of nonlinear actuator faults in positive real infinite
dimensional systems,” IEEE Transactions on Automatic Control, vol. 52,
no. 12, pp. 2332–2338, 2007.
[20] A. Armaou and M. A. Demetriou, “Robust detection and accommodation
of incipient component and actuator faults in nonlinear distributed
processes,” AIChE journal, vol. 54, no. 10, pp. 2651–2662, 2008.
[21] S. Ghantasala and N. H. El-Farra, “Robust actuator fault isolation and
management in constrained uncertain parabolic pde systems,” Automat-
ica, vol. 45, no. 10, pp. 2368–2373, 2009.
[22] J. Deutscher, “Fault detection for linear distributed-parameter systems
using finite-dimensional functional observers,” International Journal of
Control, vol. 89, no. 3, pp. 550–563, 2016.
[23] J. Cai, H. Ferdowsi, and J. Sarangapani, “Model-based fault detection,
estimation, and prediction for a class of linear distributed parameter
systems,” Automatica, vol. 66, pp. 122–131, 2016.
[24] M. Shinbrot, “On the analysis of linear and nonlinear dynamical systems
from transient-response data,” 1954.
[25] F. Fischer and J. Deutscher, “Algebraic fault detection and isolation
for parabolic distributed-parameter systems using modulation functions,”
IFAC-PapersOnLine, vol. 49, no. 8, pp. 162–167, 2016.
[26] ——, “Fault detection for parabolic systems with distributed inputs and
outputs using the modulation function approach,” IFAC-PapersOnLine,
vol. 50, no. 1, pp. 6774–6779, 2017.
[27] ——, “Modulating function based fault detection for parabolic systems
with polynomial faults,” IFAC-PapersOnLine, vol. 51, no. 24, pp. 359–
366, 2018.
[28] Y. Feng and H.-X. Li, “Detection and spatial identification of fault
for parabolic distributed parameter systems,” IEEE Transactions on
Industrial Electronics, vol. 66, no. 9, pp. 7300–7309, Sep. 2019.
[29] ——, “Dynamic spatial independent component analysis based abnor-
mality localization for distributed parameter systems,” IEEE Transac-
tions on Industrial Informatics, 2019.
10
[30] H. Wang and S. Daley, “Actuator fault diagnosis: an adaptive observer-
based technique,” IEEE transactions on Automatic Control, vol. 41,
no. 7, pp. 1073–1078, 1996.
[31] B. Jiang, J. L. Wang, and Y. C. Soh, “An adaptive technique for
robust diagnosis of faults with independent effects on system outputs,”
International Journal of Control, vol. 75, no. 11, pp. 792–802, 2002.
[32] B. Jiang, M. Staroswiecki, and V. Cocquempot, “Fault accommodation
for nonlinear dynamic systems,” IEEE Transactions on Automatic Con-
trol, vol. 51, no. 9, pp. 1578–1583, 2006.
[33] K. Zhang, B. Jiang, and V. Cocquempot, “Adaptive observer-based fast
fault estimation,” International Journal of Control, Automation, and
Systems, vol. 6, no. 3, pp. 320–326, 2008.
[34] P. D. Christofides, Nonlinear and robust control of PDE systems:
Methods and applications to transport-reaction processes. Springer
Science & Business Media, 2012.
[35] S. X. Ding, Model-based fault diagnosis techniques: design schemes,
algorithms, and tools. Springer Science & Business Media, 2008.
[36] J. White and J. Speyer, “Detection filter design: Spectral theory and
algorithms,” IEEE Transactions on Automatic Control, vol. 32, no. 7,
Yun Feng received his B.E. degree in automation
and M.S. degree in control theory and control
engineering both from the Department of
Automation, Wuhan University, Wuhan, China,
in 2014 and 2017, respectively. He is currently
pursuing the Ph.D. degree with the Department of
Systems Engineering and Engineering Management,
City University of Hong Kong, Hong Kong. From
July to November 2019, he was a visiting student
at the Institute for Automatic Control and Complex
Systems (AKS), University of Duisburg-Essen,
Germany.
His current research interests include fault diagnosis of distributed
parameter systems and computational intelligence.
pp. 593–603, 1987.
[37] B. Liu and J. Si, “Fault isolation filter design for linear time-invariant
systems,” IEEE Transactions on Automatic Control, vol. 42, no. 5, pp.
704–707, 1997.
[38] P. A. Ioannou and J. Sun, Robust adaptive control. Courier Corporation,
2012.
[39] W. H. Ray, Advanced process control. McGraw-Hill, 1981.
[40] J. C. Strikwerda, Finite difference schemes and partial differential
equations. Siam, 2004, vol. 88.
[41] C. R. MacCluer, Boundary value problems and orthogonal expansions:
physical problems from a Sobolev viewpoint. IEEE press, 1994.
[42] H.-N. Wu and H.-X. Li, “Robust adaptive neural observer design for a
class of nonlinear parabolic pde systems,” Journal of Process Control,
vol. 21, no. 8, pp. 1172–1182, 2011.
[43] H. K. Khalil and J. Grizzle, Nonlinear systems. Prentice hall Upper
Saddle River, NJ, 2002, vol. 3.
Han-Xiong Li (S’94-M’97-SM’00-F’11) received
his B.E. degree in aerospace engineering from the
National University of Defense Technology, China
in 1982, M.E. degree in electrical engineering from
Delft University of Technology, The Netherlands
in 1991, and Ph.D. degree in electrical engineering
from the University of Auckland, New Zealand in
1997.
He is a professor in the Department of SEEM,
City University of Hong Kong. He has a broad
experience in both academia and industry. He
has authored 2 books and about 20 patents, and published more than
200 SCI journal papers with h-index 45 (web of science). His current
research interests include process modeling and control, system intelligence,
distributed parameter systems, and battery management system.
Dr. Li serves as Associate Editor for IEEE Transactions on SMC: System,
and was associate editor for IEEE Transactions on Cybernetics (2002-2016)
and IEEE Transactions on Industrial Electronics (2009-2015). He was
awarded the Distinguished Young Scholar (overseas) by the China National
Science Foundation in 2004, a Chang Jiang professorship by the Ministry of
Education, China in 2006, and a national professorship in China Thousand
Talents Program in 2010. He serves as a distinguished expert for Hunan
Government and China Federation of Returned Overseas Chinese. He is a
Fellow of the IEEE.
