An infinite horizon H state-feedback control problem for singularly perturbed ϱ linear systems with a small state delay is considered. An asymptotic solution of the hybrid system of Riccati-type algebraic, ordinary differential, and partial differential equations with deviating arguments, associated with this problem, is constructed. Based on this asymptotic solution, conditions for the existence of a solution of the original H problem, independent of the singular perturbation ϱ parameter, are derived. A simplified controller with parameter-independent gain matrices, solving the original problem for all sufficiently small values of this parameter, is obtained. An illustrative example is presented. ᮊ
INTRODUCTION
Ž . For many years, controlled systems with disturbances uncertainties in Ž w x dynamics have been extensively studied see e.g. 20 and the list of . references therein . One of the main problems in this topic which has been solved is constructing a feedback controller independent of the disturbance, which provides a required property of the closed-loop system for all realizations of the disturbance from a given set. Two classes of distur-Ž . bances are usually distinguished: 1 disturbances belonging to a known Ž . bounded set of Euclidean space; and 2 quadratically integrable disturbances. In this paper, we deal with the second class of disturbances. For controlled systems with quadratically integrable disturbance, the H prob-ϱ Ž w x. lem is frequently considered see e.g. 1, 4 .
The H control problem has been considered for systems without and ϱ Ž w x . with delay in the state variables see e.g. 1, 3, 4, 9, 15 . For both types of systems, the solution of the H control problem can be reduced to a ϱ solution of a game-theoretic Riccati equation. In the case of undelayed systems, the Riccati equation is finite dimensional, while in the case of delayed systems it is infinite dimensional. The infinite dimensional Riccati equation can be reduced to a hybrid system of three matrix equations of Riccati type. Solving this system is a very complicated problem.
In various fields of science and engineering, systems with two-time-scale dynamics are often investigated. Mathematically, such systems are mod-Ž w x. elled by singularly perturbed equations see e.g. 13, 29 . Control problems for singularly perturbed equations have been extensively investigated for Ž w x . many years see 2, 18, 19, 21, 26, 28 and the references therein . However, Ž . most of these and more recent publications are devoted to problems with undelayed dynamics. Singularly perturbed control problems for systems with delays are less investigated. As far as is known to the authors, there w x are only few publications in this area 7, 8, 10᎐12, 24, 25 . In the present paper, we consider an infinite horizon H state-feedback ϱ control problem for singularly perturbed linear systems with a small state delay. The H control problem for singularly perturbed systems without ϱ w x delays has been studied in a number of papers 5, 17, 22, 23, 27, 30 . However, as far as is known to the authors, the H control problem for Ž . c the design of a simplified controller with -independent gain matrices, which solves the H problem for all sufficiently small ) 0. The approach proposed in this paper is valid for both standard and nonstandard forms of singularly perturbed delayed dynamics of the H ϱ control problem. These forms are an extension of the ones considered for w x singularly perturbed dynamics without delay in 16 .
The paper is organized as follows. In Section 2, the H control problem ϱ for a singularly perturbed linear system with a small state delay is formulated. The hybrid system of Riccati equations, associated with this problem, is written out. In Section 3, the formal zero-order asymptotic solution Ž . of this system of equations is constructed. Reduced-order slow and Ž . boundary-layer fast H control problems, associated with the original ϱ one, are obtained, and their connection with the zero-order asymptotic solution is established. In Section 4, it is verified that the zero-order Ž . asymptotic solution is O -close to an exact solution. In Section 5, two controllers, solving the original H problem, are obtained. In Section 6, an ϱ example illustrating the results of the previous sections is presented. In Appendix, the auxiliary lemma, applied in the verification of the zero-order asymptotic solution, is proved.
Ž . n The following main notations are applied in this paper: 1 E is the Ž . w n x n-dimensional real Euclidean space; 2 L b, c; E is the space of n-di- Ž . Ž . Ž . real part of a complex number ; 10 x t J dx t rdt; 11 x J x t q , t n w xŽ . where x g E , t G 0, g yb, 0 b ) 0 .
PROBLEM FORMULATION
Consider the system
where x g E n and y g E m are state variables, u g E r is a control,
. j s 1, 2 are constant matrices of the corresponding dimensions, ) 0 is a Ž . small parameter < 1 and h ) 0 is some constant.
Ž .
w q x Assuming that w t g L 0, qϱ; E , we consider the performance
where ␥ ) 0 is a given constant. The H control problem for a performance level ␥ is to find a controller ϱ w Ž . Ž .x Ž . Ž . u* x и , y и that internally stabilizes the system 2.1 , 2.2 and ensures the Ž . Ž . w q x Ž . inequality J u*, w F 0 for all w t g L 0, qϱ; E and for x t s 0, 2 Ž . y t s 0, t F 0. Consider the matrices
2.5a
Ž .
where the prime denotes the transposition.
Consider the following hybrid system of matrix Riccati equations for Ž . Ž . Ž . w x w x P, Q and R , in the domain , g y h, 0 = y h, 0 , Ž . Ž . Let us transform the problem 2.6 ᎐ 2.8 to an explicit singular perturbaw x tion form. Following 10 , we shall seek the solution of this problem in the form Ž .
Ž . Ž . Substituting 2.5 , 3.1 , and 3.2 into the problem 2.6 ᎐ 2.8 , we obtain Ž . w x w x Ž the following system in the domain , g y h, 0 = y h, 0 in this system, for simplicity we omit the designation of the dependence of the . unknown matrices on . Ž . Ž .
where Proof. The statement of the lemma is a direct consequence of results w x Ž . of 9 see Lemma 1 and its proof .
The First Problem is the hybrid system of matrix Riccati equations associated with the H control problem
3.33
where y, u, w, and¨are state, control, disturbance, and observatioñ˜˜˜Ž . Ž . respectively. In the following we shall call the problem 3.32 , 3.33 the Ž . boundary-layer fast problem associated with the original H control
Under the assumptions A1᎐A3, the controller u* y и sX
The statement of the lemma directly follows from 9, Lemma 1 . 
The Second and the Third Problems
where
30 kq2
Ž . and Q is a unique solution to the linear integral-differential equation
Ž . 
H i i i
From the assumption A2 we directly obtain that the matrix M is invertible.
In the following, we assume that:
Ž . A4. The equation 3.37 has a symmetric positive semidefinite solution P . w Ž inside the left-hand half-plane, where
From the assumption A3 we directly obtain that the matrix M is invertible.
Ž . Now, let us present an interpretation of Eq. 3.37 and the assumptions Ž . Ž . A4᎐A6. Setting s 0 in 2.1 ᎐ 2.4 , one obtains the H control problem ϱ Ž . for the descriptor algebraic᎐differential systeṁ
where z, u, w, and¨are state, control, disturbance, and observation, respectively, and
Ž . In the following, we shall call this problem the reduced-order slow one Ž . Ž . associated with the original H control problem 2.1 ᎐ 2.4 . 
H H
where S s ␥ y2 FFЈ y BBЈ.
Under the assumptions A1, A2, A4, and A5, the matrix . Ž w x. applying the block expansion of 3.48 see 27 , and taking into account that G satisfies the Riccati equation
Ž . Ž . Note that 3.37 can be obtained from 3.48 by eliminating the lower left-and right-hand blocks of the matrix K of the dimensions m = n and m = m respectively. LEMMA 3.5. Under the assumptions A1, A2, and A4, the systeṁ
is asymptotically stable iff the assumption A5 is satisfied.
Proof. Let x and y be the upper and lower blocks of the vector z of the dimensions n and m respectively. Since the matrix M is invertible Ž . Ž . due to A2 , one can rewrite 3.49 in the equivalent block form 
Auxiliary Results
In this subsection, we shall present some auxiliary results which will be applied in the verification of the zero-order asymptotic solution to the Ž . Ž . problem 3.3 ᎐ 3.15 .
. Ž . Ž . the blocks A , H , G , are of dimension n = n, and the blocks 
Ž .
A8. The reduced-order subsystem associated with 4.1 ,
yh is asymptotically stable.
Ž . A9. The boundary-layer subsystem associated with 4.1 ,d
Ž . Ž . Let ⌽ t, be the fundamental matrix of the system 4.1 , i.e., it satisfies this system and the initial conditions 
where a ) 0, ␣ ) 0, and ␤ ) 0 are some constants independent of .
For a proof of the lemma, see Appendix. Ž . Consider the particular case of the system 4.1 with the coefficientsÃ right-hand, lower left-hand, and lower right-hand blocks of the matrix Ž . ⌿ t, of the dimensions n = n, n = m, m = n, and m = m respectively. LEMMA 4.2. Under the assumptions A1, A2, A4, and A5, the inequalities Ž . 
4.14 Ž .
Ž . The block representation of the matrix H is given in 2.5a .
Ž
. Ž . Ž . Substituting 4.11 ᎐ 4.14 into 4.5 , one obtains the matrix ⍀ of coeffi-Ž . cients of the reduced-order subsystem 4.4 associated with the system Ž . Ž . 4.1 , 4.8 ,
Under the assumption A2, the matrix M in the expression for N is 
2
The assumption A2 directly implies the asymptotic stability of the bound-Ž . ary-layer subsystem 4.16 . Now, the statement of the lemma is an immediate consequence of Lemma 4.1.
Estimation of the Remainder Term Corresponding to the Zero-Order
Asymptotic Solution 
in Section 3; and a ) 0 is some constant independent of . Ž . Ž . Proof. Let us transform the variables in the problem 3.3 ᎐ 3.15 as 
Ž .
Ž . Ž . w x w x matrices are continuous in , g y h, 0 = y h, 0 , and for all sufficiently small ) 0 they satisfy the inequalities 
where a ) 0 is some constant independent of . Denote
H H
H R Q
It is obvious that Under the assumptions A1᎐A6, the controller u x и , y и 
Ž . Ž . Ž . Note that, according to Lemma 5.1, the system 5.6 , 5.7 is internally asymptotically stable for all sufficiently small ) 0.
Thus, in order to prove the theorem, we have to show that for all sufficiently small ) 0 and for x t s 0, y t s 0, t F 0. 5.13
Ž . Ž . Ž .
Consider the block matriceŝˆÂ
Ž .

R1ˆˆŽ
. Ž . and the hybrid system of matrix Riccati equations for P, Q , and R , Ž . w x w x in the domain , g y h, 0 = y h, 0 ,ˆˆXˆˆˆˆˆˆP
Consider also the systemˆẑ
H y h w x Similarly to 9 , one can obtain the following: if for some ) 0, such that Ž . Ž . Ž . Ž . 5.6 , 5.7 is internally asymptotically stable, the problem 5.16 ᎐ 5.19 haŝˆˆˆŽ . Ž . Ž . Ž . Ž . a solution P , Q , , R , , , and the system 5.20 with P s P ,Ž . Ž . Ž . Q s Q , is asymptotically stable, then the inequality 5.13 is satisfied for this . Ž . Ž . We shall seek the solution of the problem 5.16 ᎐ 5.19 in the formˆˆP
. Ž . Ž . where the matrices P , Q , , and R , , are of the dimension 1 1 1ˆŽ
. Ž . Ž . n = n; the matrices P , Q , , and R , , are of the dimension
Similarly to Theorem 4.1, it can be verified that, for all sufficiently small Ž . Ž . Ž . Ž . ) 0, the problem 5.16 ᎐ 5.19 has the solution in the form 5.21 , 5.22 satisfying the inequalitieŝP
Ž . where , g y h, 0 = y h, 0 i s 1, 2, 3; j s 1, . . . , 4 ; P , Q i0 j0 Ž . and R , are defined in Section 3; and a ) 0 is some constant i0 independent of . Ž . Now, similarly to Corollary 4.1, we have that the system 5.20 witĥˆˆŽ . Ž . Ž . P s P , Q s Q , is asymptotically stable for all sufficiently small ) 0 which completes the proof of theorem. A s 3, A s 1, A s 1, A s y2, H s 2, H s 1, H s y1 , H s 1, Ž . Ž .
30
ѨrѨ q ѨrѨ R , s 0,
40
Ž . Solving 6.5 , one directly has
Ž . Ž . Ž .
30
This equation has a unique solution
Ž . where f h s 3 y 2 q exp 3 h , f h s 3 q 2 y exp y 3 h , and 
Ž . Some easy analysis shows that f h -0 ᭙h G 0 and, therefore,
Moreover, it can be shown that
Ž . Ž .
Ž . Ž . Ž . Ž . Ž . Taking into account 6.8 , 6.10 , 6.12 , and 6.14 , we have from 6.16
Re ⌳ s 2 q P q Re y Re exp yh Ž .
Consider the inequality with respect to h G 0, 
' '
f h s f h exp y 3 h r 2 y 3 .
Ž . Ž . Ž . 
30
Ž . Now, let us proceed to the Fourth Problem see Remark 3.1 . In Section Ž . Ž . 3, this problem has been reduced to the equations 3.37 ᎐ 3.39 . In order to solve these equations, we have to calculate the matrices defined in Ž . Ž . Ž . Ž . 3.40 ᎐ 3.44 . Under the data 6.1 , 6.2 , these matrices become N s y2, F s 3 y G, B s 2 4 Ž . Ž .
For h s 0.6, we find w n x w n x For each ) 0 denote by T t : C y h, 0; E ª C y h, 0; E and Ž . 
Ž . Ž . Ž . Then the asymptotic stability of 4.6 implies the following inequality for all t G 0 and sufficiently small ) 0:
A.5
Ž . Ž .Ž . Since T t z s 0 and T t X y I s 0 for t G h, and z g Q Q, we have 0 0 n 0 for all t G 0 and sufficiently small ) 0
A.6
Ž By a standard argument for the existence of invariant manifolds see e.g. w x. Ž . 14, 6 , the system A.4 has the center manifold for all sufficiently small
Ž . Ž . Ž . Ž . Ž .
n w m x where L L : E ª Q Q, L L : E ª C y h, 0; E are linear bounded 1 2 operators. The flow on the center manifold is governed by the equatioṅ 
Ž . b
The latter operators are extensions of infinitesimal generators of the Ž . Ž . semigroups T t and S t, to the space of continuously differentiable w x w x functions 14 . Similarly to 6 , the following proposition can be proved: PROPOSITION A.1. Under the assumptions A7 and A9, for all sufficiently small ) 0: w x Ž . 1. the continuously differentiable in g y h, 0 n = n -and 
Ž . w Ž .x and using results of 14, Eq. 4.8 , we obtain the system
Ž . A.14 Ž .
w x Ž . Ž . Similarly to 6 , one can show that the system A.11 ᎐ A.13 has the stable manifold for all sufficiently small ) 0,
T T s , A.16
Ž . Ž . 
Ž . Ž .
The latter inequality immediately implies the exponential bound for the Ž . fundamental matrix ⌽ t, for all t G 0 and sufficiently small ) 0, ⌽ t , F a exp y␣ t , a ) 0, ␣ ) 0. A.18
Thus the inequalities for ⌽ and ⌽ of Lemma 4.1 are satisfied. Now, let 1 3 us prove the inequalities for ⌽ and ⌽ . Denoting 
