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Abstract
The trade spectrum of a graph G is essentially the set of all integers t for which there is a
graph H whose edges can be partitioned into t copies of G in two entirely di)erent ways. In
this paper we determine the trade spectrum of complete partite graphs, in all but a few cases.
c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Complete partite graph; Trade; Trade spectrum
1. Introduction and preliminaries
Trades, in various guises, have been the subject of much investigation. They are
central, for example, to intersection problems; see [1] for a survey. They also play a
roˆle in the theory of de:ning sets for combinatorial structures; for example see [8].
Most of these investigations are restricted to the following cases. The objects being
traded are complete graphs, and the emphasis is on the search for various trades in
given combinatorial structures.
One break from this tradition is in [5] and [4]. Here the objects being traded are still
complete graphs, but the emphasis is now on just the trades themselves, regardless of
whether or not they are part of some given design. (Although in fact they can always
be embedded in some design; see [6].)
In [2], we investigated trades of graphs G which were not complete. The contrast
we found between complete graphs and non-complete graphs was surprising. Even
for graphs G which were nearly complete, most of the results (and the techniques
for obtaining them) had no analogue for the case when G was a complete graph.
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Complete partite graphs thus seem a natural direction in which to proceed; our paper
here presents the (almost) complete results that we have for these graphs.
We begin with some de:nitions.
All graphs here are simple; that is, they have neither loops nor multiple edges. See
[3] for all graph theoretic terminology that we use.
If G and H are graphs, we say D= {Gi | 16 i6 t} is a G-design on H of volume
t if each Gi is a subgraph of H isomorphic to G, and the edge sets E(Gi), 16 i6 t,
partition the edge set E(H). This is also known as a G-decomposition of H . If, more-
over, D′ is a G-design on H of volume t, and D∩D′= ∅, we say D′ is a mate for D.
We say D is a G-trade (of volume t) if it has at least one mate. Finally, we de:ne the
trade spectrum of G; TS(G), to be the set of those non-negative integers t for which
there exists a G-trade of volume t. And we de:ne X (G) to be the set of non-negative
integers not in TS(G).
We recall some simple observations from [2]. Obviously TS(G) contains 0, and
TS(G) is closed under addition. Also X (G)= ∅ if and only if G has isolated ver-
tices (see Lemma 2.1 in [2]). Furthermore, Lemma 2.2 in [2] shows that if I is an
independent subset of V (G), with G\I disconnected, then X (G) ⊆ {1}.
Our concern here is with G being a complete partite graph. If n; a1; a2; : : : ; an are
positive integers, we de:ne the complete n-partite graph G=K(a1; a2; : : : ; an) as fol-
lows. The vertices of G are partitioned into sets Ai; 16 i6 n, called the parts of G,
with |Ai|= ai for 16 i6 n. Two vertices of G are adjacent if and only if they are
in di)erent parts. If ai = a for 16 i6 n, we write Kn(a) rather than K(a; a; : : : ; a). If
n=2 we shall generally use the more common notation Ka1 ;a2 .
Our main results, for a complete partite graph G, are as follows:
(i) If all parts have size two, then
X (G)= ∅ if n=1; X (G)= {1} if n=2;
{1; 2; 3} ⊆ X (G) ⊆ {1; 2; 3; 5} if n=3;
{1; 2; 3; 4} ⊆ X (G) ⊆ {1; 2; 3; 4; 5} if n=4;
and for n¿ 5; X (G)= {1; 2; 3; 4; 5}:
(ii) If all parts have the same size p¿ 3, then
X (G)= ∅ if n=1; X (G)= {1} if n=2;
{1; 2} ⊆ X (G) ⊆ {1; 2; 3; 4; 5} if n¿ 3;
but 4∈TS(G) if n=3:
(iii) If not all parts have the same size, then X (G)= {1; 2}, except 2∈TS(G) in the
following cases:
(a) n=2;
(b) n¿ 3, and for some 16 i; j6 n; 2aj = ai +
∑n
k=1 ak .
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If all parts have size one, then G is the complete graph Kn. The last few cases for
Kn have just been completed; see [7]. We restate the result for completeness:
Theorem 1.1. X (Kn)= {t | 16 t6 2n − 3} ∪ {t | 2n − 16 t6 3n − 4; t odd}; with
precisely these exceptions: TS(K2)= {0} and 15∈TS(K7).
The next lemma deals with a special case which we shall need later. It also illustrates
a technique of “blowing up” points which is often used subsequently.
Lemma 1.2. For each positive integer p; there is a K3(p) trade of volume 4.
Proof. There is an obvious K3(1) =K3 trade of volume 4 on the octahedron H =K3(2).
Now we “blow up” the points: Replace each vertex a of H by a set Va of size p, and
each edge ab of H by the p2 edges of a copy of Kp;p on the two parts Va; Vb. (Of
course, ensure the Vx are pairwise disjoint.) Then each copy of K3(1) in H becomes a
copy of K3(p).
We have one :nal de:nition to give in this section; its seeming innocence
belies its importance. We say the trade D= {Gi | 16 i6 t} is linked if it has a mate
D′= {G′i | 16 i6 t} so that V (Gi)=V (G′i) for each i with 16 i6 t.
2. When there are parts of dierent sizes
We start with a very simple result for the bipartite graph K1;2. Of course, since this
graph is bipartite, we know that X (K1;2)= {1}, but the following lemma leads on to
Lemma 2.2 which we use for Theorem 2.3, the main result of this section.
Lemma 2.1. There is a linked K1;2 trade of volume t for all t¿ 3.
Proof. Let H be the wheel Wt with vertex set {1; 2; : : : ; t;∞} and edge set {(∞; i) |
16 i6 t} ∪ {(i; i+ 1) | 16 i6 t} (mod t). Then a K1;2 trade of volume t is given by
{G1; G2; : : : ; Gt} with mate {G′1; G′2; : : : ; G′t}; where
Gi = {(∞; i); (i; i + 1)}; 16 i6 t (mod t); and
G′i = {(∞; i + 1); (i; i + 1)}; 16 i6 t (mod t):
The above result generalises from K1;2 to the graph Ka;b where a¡b. Essentially
in the graph H of Lemma 2.1 we “blow up” the vertex ∞ to b− a vertices, and each
vertex i; 16 i6 t, to a vertices.
Lemma 2.2. There is a linked Ka;b trade; a¡b; of volume t for all t¿ 3.
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Proof. Let H be the graph with vertex set V∞ ∪ Vi, 16 i6 t, where |V∞|=
b − a, |Vi|= a, and with edge set all edges between V∞ and Vi; 16 i6 t, together
with all edges between Vi and Vi+1; 16 i6 t (mod t, so when i= t; i+ 1=1). Then
a Ka;b trade of volume t is given by {G1; : : : ; Gt} with mate {G′1; : : : ; G′t}, where
V (Gi)=V∞ ∪ Vi ∪ Vi+1 =V (G′i), E(Gi) consists of all edges from V∞ to Vi, and
from Vi to Vi+1, while E(G′i) consists of all edges from V∞ to Vi+1, and from Vi to
Vi+1.
This lemma now yields our main result of this section.
Theorem 2.3. The complete partite graph K(a1; a2; : : : ; an) with a1¡a2 possesses a
linked trade of volume t for all t¿ 3.
Proof. We apply Lemma 2.2, for Ka1 ;a2 , by extending H appropriately, and taking
Gi to have vertex set V∞ ∪ Vi ∪ Vi+1 ∪ Xi where |V∞|= a2 − a1, |Vi|= |Vi+1|= a1,
|Xi|=
∑n
j=3 aj, and of course G
′
i has the same vertex set. The edges of Gi are then
as in Lemma 2.2, together with appropriate edges between vertices in Xi and from Xi
to V∞; Vi and Vi+1. Moreover, edges of G′i are as in Lemma 2.2, together with these
same extra edges just described in Gi.
3. When all the parts have size two
We consider here the graph Kn(2). From [2] we know that X (K1(2))= ∅ and
X (K2(2))= {1}, so we may assume that n¿ 3.
We begin by excluding some trade volumes. So suppose that T = {G1; G2; : : : ; Gt}
is a K2n\F trade of volume t, with mate {G′1; G′2; : : : ; G′t}, on the graph H .
Lemma 3.1. For 16 i¡ j6 t; |V (Gi) ∩ V (Gj)|6 2.
Proof. If V (Gi)∩V (Gj)=K , then K induces a subgraph of Gi with at least ( |K|2 )− |K|2 
edges. Thus 2(( |K|2 )−  |K|2 )6 ( |K|2 ), so |K |6 2.
Lemma 3.2. Let T be a trade of volume t on Kn(2). If t6 n; then T is linked.
Proof. By Lemma 3.1, there are at least two vertices x; y∈V (G1) which are not
contained in any Gi; 26 i6 t. (For |V (Gi)|=2n¿ 2t=2(t − 1) + 2.) So x and y
have degree 2n − 2 in H , because degH (x)= degG1 (x), and similarly for y. Thus the
2n− 2 edges of G1 incident with x must all be in the same G′i , say G′1, and so must
their other ends. Similarly, the 2n− 2 edges of G1 incident with y must all be in the
same G′i , and so must their other ends. Thus |V (G′1) ∩ V (G′i)|¿ 2n − 2¿ 2, and so
G′i =G
′
1, again by Lemma 3.1, applied to the mate. Thus V (G1)=V (G
′
1). Similarly,
for each i there must be some f(i) with V (Gi)=V (G′f(i)). But by Lemma 3.1, f must
be 1–1.
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If the trade T is linked, we de:ne a digraph D on the vertex set {1; 2; : : : ; t} as
follows. For each i = j; D has exactly |E(Gi) ∩ E(G′j)| arcs oriented from i to j.
Lemma 3.3. (i) For 16 i; j6 t; D has at most one arc with ends i; j.
(ii) Each vertex of D has the same indegree as outdegree; and this is at least 2.
Proof. (i) If there is an arc from i to j, then V (Gi) and V (Gj) must have exactly two
vertices, say x and y, in common; also xy is an edge of Gi and G′j, and xy is not an
edge of G′i or of Gj. Thus there can be no additional arcs from i to j, and no arcs
from j to i.
(ii) For each vertex i, the outdegree of i is |E(Gi)\E(G′i)|, and the indegree of i
is |E(G′i)\E(Gi)|. Since |E(Gi)|= |E(G′i)|, these degrees are equal. They cannot be
0, since Gi =G′i . They cannot be 1 either: if only the edge e is removed from Gi,
the only way to add an edge back to make an isomorphic graph is to put e back
in again.
Theorem 3.4. If n¿ 3; 16 t6 5 and n¿ t; then there is no Kn(2) trade of volume t.
Proof. By Lemma 2.2, since n¿ t a Kn(2) trade of volume t would have to be linked;
let D be its digraph. By Lemma 3.3, D must have at least 5 vertices, so in fact with the
restriction 16 t6 5, we see that t=5 is the only possibility. Moreover, every vertex
of D must have indegree and outdegree exactly 2.
In particular, four of the vertices of G1, say a; b; c and d, must satisfy
ab; cd∈E(G1)\E(G′1), and ac; bd∈E(G′1)\E(G1).
Let M1 be the subgraph of G1 induced by a; b; c and d. Similarly de:ne Mi and
M ′i . We claim that {M1; M2; M3; M4; M5} is a linked C4 trade (that is, a linked K2(2)
trade), on some graph N with 20 edges. Certainly the Mi are edge-disjoint, since the
Gi are. We shall show that {M ′1; M ′2; : : : ; M ′5} is a mate for {M1; M2; : : : ; M5}. We need
only show that every edge of Mi is in some M ′j . Taking i=1, certainly ad and bc are
in M ′1. We shall show that ab and cd are in some M
′
j . Since ab is in G1, it must be
in some G′j, j =1. So say ab∈E(G′2). But then ab ∈ E(G2), since ab∈E(G1). So ab
is one of the two edges of G′2 which must be removed to arrive at the graph G2. This
means that ab∈E(M ′2).
It is now easy to show that each vertex of N must have degree at least 6, so N
must have at least 7 vertices, with degree sum at least 42, and hence at least 21 edges!
This contradiction proves the theorem.
We now turn to constructing trades.
Lemma 3.5. Suppose there is a linked Km(2) trade of volume t. Then for every n¿m;
there is a linked Kn(2) trade of volume t.
Proof. Let {G1; G2; : : : ; Gt} be a linked Km(2) trade on the graph H , with mate
{G′1; G′2; : : : ; G′t}. For each 16 i6 t, let Wi be a set of 2n − 2m new vertices,
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Fig. 1.
Fig. 2.
disjoint from each other, and from V (H). Let Mi be the following graph on the vertex
set Wi ∪V (Gi): on Wi, place a copy of K(n−m)(2), and join every vertex of Wi to every
vertex of V (Gi) by an edge. Let Ni (respectively N ′i ) be the graph obtained from Mi
by adjoining the edges of Gi (respectively G′i). Then {N1; N2; : : : ; Nt} is a Kn(2) linked
trade of volume t with mate {N ′1; N ′2; : : : ; N ′t }.
We now proceed to construct linked C4 (i.e. K2(2)) trades of all volumes t¿ 6 except
7, and a K3(2) linked trade of volume 7.
Lemma 3.6. Let P be a simple planar graph with exactly t faces; each with 4 edges.
Form a graph H by adjoining 2t edges to P as follows: for each face F of P; if the
edges ab; bc; cd; da bound F; adjoin the edges ac and bd. If H is simple; then there
is a linked C4 trade on H of volume t.
Proof. Two things make this argument work. The :rst is that the plane is an orientable
surface, and so the seemingly vague phrase “looking down from above” actually makes
sense. The second is that P is bipartite—this is because the edge set of every cycle of
P is a symmetric di)erence of edge sets of size 4 which bound faces, and so every
cycle of P must be of even length.
Let (A; B) be a bipartition of V (P). For each face of P, suppose that “looking down
from above”, it looks as shown in Fig. 1, where a1; a2 ∈A and b1; b2 ∈B.
Let GF and G′F be as given in Fig. 2.
Then {GF |F a face} is the required trade, and {G′F |F a face} is its mate.
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Lemma 3.7. There is a linked C4 trade of volume t for every t¿ 6 except possibly
t=7.
Proof. We shall just construct the required graphs, and use Lemma 3.6.
Let s¿ 3. Begin with a planar embedding of the 2s-cycle C on the vertex set Z2s,
and edges (i)(i + 1), i∈Z2s. Add a vertex ( on the interior of C, adjacent to 2i, for
06 i¡ s. Add a vertex ) on the exterior of C, adjacent to 2i+1, for 06 i¡ s. This
proves the lemma for all even t=2s¿ 6.
If s¿ 4, adjust the graph above as follows: Remove the edge (2. Inside the re-
sulting face with six edges, bounded by the cycle ((; 0; 1; 2; 3; 4), place a new vertex
(′, adjacent to 0; 2 and 4. The lemma then follows for all odd t=2s + 1¿ 9. (It is
straightforward to check that this construction fails if t=7.)
Lemma 3.8. There is a linked K3(2) trade of volume 7.
Proof. The underlying graph is K7(2), constructed as follows: Begin with the complete
graph on the vertex set Z7 × Z2, and remove the edges (i; 0)(i; 1); i∈Z7.
Let K be the complete graph with vertex set {(0; 0); (2; 1); (1; 0); (5; 1); (3; 0); (4; 1)}.
For G1, remove the edges (0; 0)(2; 1); (1; 0)(5; 1) and (3; 0)(4; 1) from K . For G′1,
remove the edges (2; 1)(1; 0); (5; 1)(3; 0) and (4; 1)(0; 0) from K . Develop these two
blocks (mod (7;−)) for the rest of the trade.
Note that the above construction is actually analogous to the others in this section.
Instead of beginning with a planar graph all of whose faces are bounded by four edges,
we began with a well-known graph embedded on the torus. It has 14 vertices, and 7
faces each bounded by 6 edges. It is also bipartite, and since the torus is an orientable
surface like the plane, we could assign each edge to one of its two bounding faces in
the proper way.
To summarise:
Theorem 3.9.
X (K1(2))= ∅; X (K2(2))= {1}; {1; 2; 3} ⊆ X (K3(2))⊆{1; 2; 3; 5}; {1; 2; 3; 4}⊆X (K4(2)) ⊆
{1; 2; 3; 4; 5}; and for n¿ 5; X (Kn(2))= {1; 2; 3; 4; 5}.
In [2] we determined TS(Kn\Cm), in all cases except n¿m=6, where at least we
showed that 2∈TS(Kn\C6). We can now do better:
Theorem 3.10. Let n¿ 6. Then {1} ⊆ X (Kn\C6) ⊆ {1; 3; 5}.
Proof. We only need to show that 7∈TS(Kn\C6), because 2 and 7 in the trade spec-
trum will imply that TS(Kn\C6) ⊆ N\{1; 3; 5}.
Returning to the proof of Lemma 3.8, adjust it by removing the edges (0; 0)(5; 1),
(2; 1)(3; 0), (1; 0)(4; 1) from both G1 and G′1. The result is now a linked K6\C6 trade
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of volume 7. This can be extended to a linked Kn\C6 trade, using the techniques of
Lemma 3.5.
4. When all the parts have size p¿ 3
We can readily generalise the constructions in the previous section to the case where
G is the complete partite graph with n¿ 3 parts, each of size p¿ 3, which we denote
by Kn(p).
The extension of Lemma 3.5 is completely straightforward:
Lemma 4.1. Suppose there is a linked Km(p) trade of volume t. Then; for every n¿m;
there is a linked Kn(p) trade of volume t.
For the rest, we just “blow up” vertices, as we did in Lemma 1:5.
Lemma 4.2. There is a linked K2(p) =Kp;p trade of volume t for every t¿ 6 except
possibly t=7.
Proof. The graph H underlying the trade constructed in Lemmas 3.6 and 3.7 de:ned
a partition (A; B) of the vertices of H . Form H+ as follows: Replace each vertex a∈A
by a set Va of p − 1 vertices. Replace each edge ab of H , where a∈A and b∈B,
by p − 1 edges, each joining a vertex of Va to b. And replace each edge ac of H ,
where a; c∈A, by (p− 1)2 edges, each one joining a vertex of Va to a vertex of Vc.
(Vertices of B remain vertices of H+, and edges of H with both ends in B remain
edges of H+.) Then each copy of C4 in the trade on H (or its mate) becomes a copy
of K2(p) =Kp;p in H+.
Lemma 4.3. There is a linked K3(p) trade of volume 7.
Proof. Just blow up each point a∈A= {(i; 0) | i∈Z7} in the construction in
Lemma 3.8 to a set of p− 1 points Va, and proceed as above.
To summarise:
Theorem 4.4. For p¿ 3:
X (K1(p)) = ∅; X (K2(p)) = {1}; {1; 2}⊆X (Kn(p))⊆{1; 2; 3; 4; 5} if n¿ 3; but
4∈TS(K3(p)).
5. Trades of volume 2
This section is devoted to proving the following theorem, which classi:es those
complete partite graphs admitting trades of volume two.
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Fig. 3.
Theorem 5.1. Let G be a complete partite graph. Then 2∈TS(G) if and only if G
is one of the following:
(1) G has one or two parts; and G =K2.
(2) G=K(a1; a2; : : : ; ap; ap+1); where p¿ 2 and ap+1 = a1 + (a1 + a2 + · · ·+ ap).
Certainly the graphs in (1) above admit such trades, by [2].
For the graph G in (2); we :rst construct the underlying graph H .
Let U; V ′1 ; V1; : : : ; Vp; W1; : : : ; Wp be pairwise disjoint sets with cardinalities
|U |= a1 + a2 + · · ·+ ap; |V ′1|= a1; |V ′i |= |Wi|= ai for 16 i6p:
Let H be the complete partite graph with these 2p+2 sets as parts, with the edges
between W and V ′1 ∪ (V1 ∪ V2 ∪ · · · ∪ Vp) removed.
For our G-design {G1; G2} on H , let G1 be the complete partite graph with parts
V1; V2; : : : ; Vp, V ′1∪ (W1∪W2∪· · ·∪Wp), and let G2 be the complete partite graph with
parts U ∪V ′1, W1; W2; : : : ; Wp. This G-design has a mate; just swap the sets V ′1 and V1
in the above description.
We now address the greater task, of showing that the list given in Theorem 5.1 is
complete. We begin with two lemmas which we use in the proof of Theorem 5.1.
Lemma 5.2. A graph G is a complete partite graph if and only if G has no induced
subgraph of the form given in Fig. 3.
Proof. This is immediate from the well-known fact that the complements of complete
partite graphs are precisely the (disjoint) union of complete graphs.
Lemma 5.3. If two edge-disjoint complete partite graphs have the same vertices; then
at least one of the two is null.
Proof. Vertices adjacent in one graph, say G1, are non-adjacent in the other graph,
say G2, and hence must lie in the same part of G2. Thus each component of G1 must
lie entirely in a single part of G2. The result follows.
Now let G be a complete partite graph with p+ 1¿ 3 parts, let D= {G1; G2} be a
G-trade of volume 2 on the graph H , with mate D′= {G′1; G′2}. We think of G1 as the
red graph, with red edges, and G2 as the blue graph, with blue edges. Accordingly,
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Fig. 4. Fig. 5. The graph PF .
vertices in W =V (G1)∩ V (G2) are purple, vertices in V (G1)\W are red, and vertices
in V (G2)\W are blue.
Our game is this. We shall attempt to recover D purely from the structure of H .
If we can win our game, and D can be so determined, then we must have D=D′, a
contradiction.
(1) By Lemma 5.3 applied to the subgraphs of G1 and G2 induced by W1, W cannot
contain both red and blue edges. Without loss of generality, we may assume that W
has no red edges, i.e. W is entirely contained in a single part of G1, say Ap+1, where
A1; : : : ; Ap are the other parts of G1, with |Ai|= ai.
(2) But we claim that no one part of G2 contains W . For if so, then we observe
that the subgraph of H induced by V (G1) is precisely G1, and we get a contradiction
as follows. Let x∈A1, y∈A2. Then xy is an edge of (say) G′1. By our observation,
we cannot have V (G1)=V (G′1), so let z be a vertex of G
′
1 not in V (G1). Then neither
xz nor yz are edges of H , so we have found in G′1 the con:guration forbidden by
Lemma 5.2, hence our contradiction.
(3) In our game to determine D from H , we claim we need only determine the
red–purple–blue vertex colouring of H given by D. Indeed, suppose e= uv is an edge
of H . If at least one of u, v is red, then the other must be red or purple, and e is
red. Similarly, if at least one of u, v is blue, then the other must be blue or purple,
and e is blue. In particular, we cannot have one of u, v being red and the other blue.
Finally, if both u and v are purple, then by (1), e must be blue.
(4) We shall try to red–purple–blue colour the vertices of H . (If there is only one
way, we have won our game!) From (3) and Lemma 5.2, we get the following rules:
Rule 1: No edge of H can have one red vertex and one blue vertex.
Rule 2: In any induced subgraph F of H , (see Fig. 4), at least one vertex is red,
and, unless x and y are both purple, at least one is blue.
Rule 3: If the graph PF (Fig. 5) is an induced subgraph of H , if either of x or y is
red, then the other two vertices cannot both be purple.
We leave to the reader the simple veri:cation, using (3) and Lemma 5.2, that the
edges of H can be partitioned into two (not necessarily isomorphic!) complete partite
graphs if and only if the vertices of H can be red–purple–blue coloured subject to the
three rules above.
(5) We now claim that H itself cannot be a complete partite graph. For if so, let
x be a red vertex, and y a blue one. By Rule 1, x and y are in the same part P of
H . Also by Rule 1, all the vertices in the other parts of H must be purple, and by
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Fig. 6. The graph H .
Rule 3, no vertex of P is purple. Now we have coloured the vertices of H , so D is
determined, and we :nd that G1 is bipartite, a contradiction.
(6) Let B=Ap+1\W , with |B|= b. Suppose q parts of G2 are entirely contained in
Ap+1; let them be Ci, 16 i6 q, with |Ci|= ci. Suppose s parts of B2 are disjoint from
V (G1); let them be Fi, 16 i6 s, with |Fi|=fi. Now G2 has r=p+1− q− s further
parts; let them be Di∪Ei, 16 i6 r, where Di ⊆ W , Ei∩V (G1)= ∅, |Di|=di, |Ei|= ei.
Fig. 6 gives a picture of H , in terms of all these de:ned sets.
(7) We now de:ne the following subsets of V (H) to be blobs:
(i) For 16 i6p, Ai is a blob. (Ap+1 is not a blob.)
(ii) B is a blob.
(iii) For 16 i6 q, Ci is a blob.
(iv) For 16 i6 r, Di and Ei are blobs.
(v) For 16 i6 s, Fi is a blob.
We note the following:
(a) Every vertex of H is in exactly one blob.
(b) No blob, except possibly B, is empty.
(c) p+ 1= q+ r + s, p¿ 2 and q+ r¿ 2 (from (2)). Note also 16 r + s.
(d) No edge of H joins vertices in the same blob.
(e) If uv∈E(H), then every vertex in the blob containing u is adjacent in H to every
vertex in the blob containing v.
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Table 1
Vertices v in H and non-neighbours I(v)
v I(v)
v∈Ai; 16 i6p Ai ∪ (
⋃r
j=1 Ej) ∪ (
⋃s
j=1 Fj)
v∈B B ∪ (⋃qj=1 Cj) ∪ (
⋃r
j=1 (Dj ∪ Ej)) ∪ (
⋃s
j=1 Fj)
v∈Ci; 16 i6 q B ∪ Ci
v∈Di; 16 i6 v B ∪ Di ∪ Ei
v∈Ei; 16 i6 r (
⋃p
j=1 Aj) ∪ B ∪ Di ∪ Ei
v∈Fi; 16 i6 s (
⋃p
j=1 Aj) ∪ B ∪ Fi
Fig. 7. The graph K .
(8) These blobs do not seem to be part of our game. We are cheating since they
are de:ned in terms of D= {G1; G2}, rather than purely from the graph H .
But in fact the blobs can be determined from H . We claim that two vertices of H
are in the same blob if and only if they have the same set of neighbours in H . This
can be readily veri:ed from Table 1, where for each kind of vertex v of H we have
given (for convenience) the set of non-neighbours I(v) of v in H .
A careful examination of pairs of table entries shows that v and w are in the same
blob if and only if I(v)= I(w).
(9) We now de:ne a much smaller graph K from H ; this graph K still contains all
the information that H does, but more compactly. The vertices of K are the non-empty
blobs of H , so K has 1 + p + q + 2r + s vertices, where 1=0 if B= ∅, and 1=1 if
B = ∅. Vertices in K are adjacent just as the corresponding blobs are adjacent in H ,
according to (7)(e). A diagram of K appears in Fig. 7.
Here M is the matching of the r edges joining the blobs Di, Ei, 16 i6 r. These
are not adjacent in K , and are denoted by dotted edges in Fig. 7.
If 1=1 (B = ∅), we denote by ) the vertex of K corresponding to B. We denote
by P, Q, R1, R2 and S the sets of vertices of K corresponding to {Ai | 16 i6p},
{Ci | 16 i6 q}, {Di | 16 i6 r}, {Ei | 16 i6 q}, {Fi | 16 i6 s} respectively.
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Fig. 8. The graph J (the complement of K).
Table 2
Vertices in J and their degrees
Vertices Number of vertices Degree
P q + r + s− 1 r + s
) 1 q + 2r + s
Q q 1
R1 r 1 + 1
R2 r q + r + s + 1
S s q + r + s + 1− 1
The unknown colouring of H we are trying to determine is of course passed on to
K : P ∪{)} is red, Q ∪R1 is purple, R2 ∪ S is blue. Recall that |P|=p= q+ r+ s− 1,
|Q|= q, |R1|= |R2|= r and |S|= s.
It is more convenient to deal with J , the complement of K . A diagram of J is given
in Fig. 8, with the vertex degrees indicated; see also Table 2, giving the degrees.
Note that J has exactly the following edges: all edges between P and S ∪ R2,
the matching M between R1 and R2, and if 1=1, all edges from ) to vertices of
Q ∪ R1 ∪ R2 ∪ S.
Recall from (7)(c) that 36 q+ r+ s, q+ r¿ 2 and r+ s¿ 1. (In particular, J has
at least :ve edges.)
We restate our game in terms of the given graph J . It is to identify the sets P, Q,
R1, R2, S just from the structure of J . If we win, then there can be no trade.
Note that if 1=0 (so no )), then J is bipartite, while if 1=1, then every odd cycle
of J uses exactly one edge from ) to R1, one edge from ) to R2, and one edge of M .
In particular, J has exactly 1r triangles.
Case 1: J has at least two triangles. We can :nd ), which is the only vertex of J
with at least two triangles. Then we can identify P, since it consists of those vertices
not adjacent to ). The remaining vertices can be sorted out into the sets Q, R1, R2, S,
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Fig. 9. J , when s=0.
according to these two criteria: are they contained in a triangle, and are they adjacent
to vertices of P.
Case 2: J has just one triangle. Here 1= r=1. Of the three vertices in the triangle,
one has degree 2 and the other two have degree q + s + 2¿ 4. So the single vertex
in R1 is determined. And if s¿ 0, then the vertices in the non-empty set Q are the
only ones in J of degree 1, and their common neighbour is ). Now P, R2 and S are
determined by their degrees.
If s=0, then J is given in Fig. 9.
This is ambiguous, so a trade might exist. Examining such a trade, we see that G1
has part sizes a1; : : : ; aq; b+c1+· · ·+cq+d1, while G2 has part sizes c1; : : : ; cq; d1+e1.
Since ci ¡b+ c1 + · · ·+ cq + d1, we must have
d1 + e1 = b+ c1 + · · ·+ cq + d1;
so e1 = b+ c1 + · · ·+ cq ¿b. But our trade involves switching the set B of size b with
the set E1 of size e1, a contradiction.
Having resolved cases (1) and (2), we may now assume that J is bipartite, so 1r=0.
Case 3: J has no isolated vertices. Every vertex in Q has degree 1∈{0; 1}, every
vertex in R1 has degree 1 + 1∈{1; 2}, and |Q ∪ R1|= q + r¿ 2, so J must have
vertices of degree 1 or 2. If J had no vertices of degree 1, then q=0, 1=1, and
r¿ 2, contradicting 1r=0. So J has minimum degree exactly 1, and either q=0,
so r¿ 2 and 1=0, or 1=1, so r=0 and q¿ 2. (Note that the only candidates for
vertices of degree 1 are in P ∪ R1 ∪ Q.) But, referring to the diagram of J , we can
distinguish between these two cases!
Case 3.1: The neighbours of the vertices of degree 1 in J are distinct. Here we
must have q=0, r¿ 2, 1=0. (In the other cases, the q¿ 2 vertices of degree 1 are
all adjacent to ).)
This determines R1 (the vertices of degree 1), R2 (the neighbours of R1), P (the
other neighbours of R2) and S (the rest of the vertices).
Case 3.2: At least two of the vertices of degree 1 have a common neighbour. Here
we must have 1=1, r=0, q¿ 2. (In the other case, the vertices in P have degree at
least 2.)
E.J. Billington, D.G. Ho2man /Discrete Mathematics 250 (2002) 23–39 37
Fig. 10. J , when s=1.
If the vertices of degree 1 all have the same neighbour, they must constitute Q, their
common neighbour must be ), the other neighbours of ) must be S, the rest must be
P (since R1 =R2 = ∅), and we are done.
Otherwise, P ∪ Q must be the vertices of degree 1, so s=1, and J is as given in
Fig. 10.
This is certainly ambiguous, so there might be a trade. We see that G1 has part
sizes a1; : : : ; aq; b + c1 + c2 + · · · + cq, while G2 has part sizes c1; : : : ; cq; f1. Since
ci ¡b+ c1 + · · ·+ cq, we must have f1 = b+ c1 + · · ·+ cq ¿b, a contradiction, since
in the trade, the sets B and F1 must be switched.
Case 3 is done, so we may now assume that J has isolated vertices. These isolated
vertices must be the set Q, so 1=0 and q¿ 1.
Our table now looks like the following.
Vertices # of vertices Degrees
P q+ r + s− 1 r and s
Q q 0
R1 r 1
R2 r q+ r + s+ 1
S s q+ r + s
These :ve degrees satisfy
0¡ 16 r + s¡q+ r + s¡q+ r + s+ 1:
In particular, if J has :ve di)erent degrees, we are done; the degrees determine the
:ve sets.
Also, J cannot have exactly four degrees. For if so, we must have r¿ 1 (or else
R1 =R2 = ∅), and so r + s=1 (or else we’d have :ve degrees), so r=1 and s=0.
But now S = ∅, and we are back to three. So J has exactly three degrees, 0, either 1
or r + s, and either q+ r + s or q+ r + s+1. Thus either r=0, s=1, or r=1, s=0.
In the :rst case, G1 has part sizes a1; : : : ; aq; c1 + · · · + cq, and G2 has part sizes
c1; : : : ; cq; f1, so f1 = c1 + · · · + cq. In the second case, G1 has part sizes a1; : : : ; aq;
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c1 + · · ·+ cq + d1, while G2 has part sizes c1; : : : ; cq; d1 + e1, so
d1 + e1 = c1 + · · ·+ cq + d1:
So in the :rst case, the largest part of G consists of exactly half the vertices, while
in the second case, it consists of more than half the vertices. Hence these two cases
cannot trade with each other. Moreover, in the :rst case, S must be the vertex of
degree q, so all is determined.
In the case r=1, s=0, we must have the a’s and c’s equal, and the trade is obtained
by switching D1 with some Ai. Thus d1 = ai, and it is the trade described in [2] in
Theorem 2:11 (where we took i=1).
This completes the proof of Theorem 5.1.
6. Conclusion
We summarise our results, together with results for complete graphs from [5,4] and
[7], as follows.
Theorem 6.1. Let G be a complete partite graph.
(i) If there are n parts of size one (so G is in fact a complete graph) then:
X (Kn)= {t | 16 t6 2n− 3} ∪ {t | 2n− 16 t6 3n− 4; t odd};
with precisely these exceptions: TS(K2)= {0} and 15∈TS(K7).
(ii) If there are n parts of size two; then:
Number of parts; n Forbidden trade volumes
1 X (G)= ∅
2 X (G)= {1}
3 {1; 2; 3} ⊆ X (G) ⊆ {1; 2; 3; 5}
4 {1; 2; 3; 4} ⊆ X (G) ⊆ {1; 2; 3; 4; 5}
n¿ 5 X (G)= {1; 2; 3; 4; 5}.
(iii) If all n parts have the same size p¿ 3; then
Number of parts; n Forbidden trade volumes
1 X (G)= ∅
2 X (G)= {1}
n¿ 3; n =4 {1; 2} ⊆ X (G) ⊆ {1; 2; 3; 4; 5}
4 {1; 2; 4} ⊆ X (G) ⊆ {1; 2; 3; 4; 5}
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(iv) If not all the part sizes ai; 16 i6 n; are the same; then X (G)= {1; 2}, except
2∈TS(G) in the following cases:
(a) n=2; (b) n¿ 3; and for some 16 i; j6 n; 2aj = ai +
n∑
k=1
ak :
The only remaining few cases as yet unresolved are when all the parts have the same
size, and the volume is 3, 4 or 5. So we leave the reader with this open problem!
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