The oral acute in vivo toxicity of 32 amine and amide drugs was related to their structural-dependent properties. Genetic algorithm-partial least-squares and stepwise variable selection was applied to select of meaningful descriptors. Multiple linear regression (MLR), artificial neural network (ANN) and partial least square (PLS) models were created with selected descriptors. The predictive ability of all three models was evaluated and compared on a set of five drugs, which were not used in modeling steps. Average errors of 0.168, 0.169 and 0.259 were obtained for MLR, ANN and PLS, respectively.
Introduction
One of the current interests in medicinal chemistry and toxicology is the classification of chemical substances with respect to their toxicity toward living systems. 1 A large number of time-consuming and costly in vivo animal tests are still required to assess the toxicity of a drug substance. Computers and statistical software now make it possible to move conventional animal evaluation programs away from unavoidable experimental and biological variables onto a more objective plane where physicochemical properties and chemical reactivity can be evaluated individually as factors determining events. 2 Several methods have emerged for the evaluation and prediction of the biological effects of chemicals. One of the methods that have shown greatest promise is the use of quantitative structural-activity relationships (QSAR). [3] [4] [5] [6] [7] QSAR have provided a valuable tool in research on the toxicity of organic chemicals, which is based on the premise that the toxicity of a chemical is related to the physico-chemical structure; thus, toxicity can be related to the ability of a compound to reach the site of action, and its ability to react covalently there. 8 Such phenomena can be modeled adequately using physico-chemical parameters, such as hydrophobicity and electrophilicity. 9, 10 Juranic et al. 1 have developed multiple linear regression (MLR) and partial least squares regression (PLS) models for predicting the oral acute toxicity of some Nsubstituted fluoroacetamides toward rats. These QSAR models have the advantage that they can predict toxicity, but only normally for very a restricted series of compounds.
In this study, a molecular modeling study was performed for the optimization of the 3-D molecular structures of a group of 32 amine and amide drugs. Also, the oral acute in vivo toxicity of these drugs towards rats was correlated with their structure related properties. The aim of this work is to create, optimize and evaluate MLR, artificial neural network (ANN) and PLS models for predicting the toxicity of drugs as an alternative to animal experimentation.
Experimental

Software and methods
Stepwise variable selection, MLR and PLS algorithms were written in MATLAB Ver. 6.5 (MathWorks, Inc., Natick, MA, USA). GA-PLS variable selection algorithms were used from PLS-Toolbox for MATLAB Ver. 2.0 (Eigenvector Research Group, Inc., Manson, WA, USA) with some corrections. Hyperchem for windows Ver. 7.0 (Hypercube, Inc., Alberta, Canada) and Dragon Ver. 3.0 (Milano Chemometrics and QSAR Research Group, Milano, Italy) were used for optimizing the molecular structures and calculating the molecular descriptors, respectively. All programs were run on a PC Pentium IV with the Windows XP operating system.
Data set and descriptors
The median lethal dose (LD50) was used for evaluating the acute toxicity. LD50 is the amount of a chemical that is lethal to one-half of the experimental animals exposed to it. LD50 values are usually expressed as the amount of the chemical (mole or milligram) per unit of body weight (mol/kg or mg/kg), and may be oral (fed), dermal (applied to the skin), or inhalation (administered in the form of vapors). The oral LD50 to rat of 32 amine and amide drugs was used to estimate acute in vivo toxicity ( Table 1) . The data set used in this research was selected from the Registry of Cytotoxicity (RC) database. HyperChem entered the structures of molecules to a computer. Before calculating the molecular descriptors, optimization of the 3D molecular structures was performed by a semi-empirical AM1 method. Dragon calculated 1242 none-zero descriptors (constitutional, topological, properties etc.). Thirteen descriptors were calculated by HyperChem. The selection of principal descriptors that relate acute in vivo toxicity to physicochemical properties or molecular structures is a main procedure in any modeling method.
Variable selection
It is well known that collinearity of the descriptors can seriously affect the stability and quality of the models. The variance inflation factor (VIF) was used for determining and evaluating the collinearity in the data set. The VIF for variable i is defined as
where R 2 (i) is the coefficient of multiple determination for the regression between descriptor i and remaining descriptors. The values of VIF of 5 (correspond to values of R 2 of 0.8) was assumed to be large. 12 Descriptors with large values of VIF were removed. After this step, 820 descriptors were rejected and 435 descriptors remained. Because this large number of descriptors leads to time-consuming calculations and invalid models, variable selection methods were applied to the dataset. Two procedures that included genetic algorithm (GA) and stepwise procedures were used.
The genetic algorithm [13] [14] [15] [16] [17] is inspired by biological evolution. When GA applies to a subset selection problem, we need a regression method for extracting a relationship between selected descriptors and dependent variables.
Many multiple or multivariate regression methods, such as MLR, principle component regression (PCR) and PLS, can be used for this purpose. In this research, GA-PLS was used for variable selection. At the beginning, a population of 128 chromosomes, with each chromosome containing 435 zero or one element, is randomly created. Ten-percent of each chromosome elements was set to 1 at the beginning in a random selection compliant
with a uniform distribution across the descriptor range. If the ith element of chromosome is one, then the ith descriptor is selected; if zero, then the ith descriptor is rejected. With each chromosome, a model is created by PLS, and the predicted error sum of squares (PRESS) is calculated by leave one out cross validation. At the next step, two different chromosomes are selected from the population as parents. From the crossover between these chromosomes (mating), two children are created, which are evaluated by a regression method. If the children with the minimum PRESS are better than the worst member of the population, then it is substituted. During mating between the population members, mutation takes place at a 0.005 rate. This procedure repeats 150 times; at the end, descriptors that are applied by the chromosome with the minimum PRESS were selected. After GA variable selection, 10 descriptors are selected. We carried out this procedure. The descriptors with a short description are given in Table 2 .
Stepwise variable selection 18 is a combination of forward and backward variable selection. At the beginning in a forward selection procedure, an MLR model was constructed with a descriptor that had highest correlation with LD50, and then the partial F was calculated for all other descriptors according to the following equation:
Here, SSreg(new) and SSreg(old) are the regression sum of squares for the model with and without a new descriptor, and MSres(new) is the residual mean squares for the model with a new descriptor. The descriptor with the highest partial F was entered into the model. After this step in a backward elimination procedure, the partial F was calculated for each variable in the model, as though it was added last to the model. The descriptor that did not significantly contribute to the regression equation was rejected. These procedures were repeated until no descriptor was entered to or removed from the model at a defined probability. Stepwise selection is a simple and fast procedure, but usually it is not used to make a selection among more than 20 descriptors. For this purpose, the stepwise variable selection was applied to selected descriptors by GA. Three descriptors were selected, and are shown in Table 2 . 
Modeling methods
weights associated with each input, transfer function and output. Weights are considered to be distributed knowledge content of the network. ANNs "learn" from examples, and exhibit some capability to generalize beyond the training data. Such a model bears great similarity to a nervous system. Many different types of ANNs have been developed according to learning algorithms for adjusting weigths. Back propagation (BP), or multilayer feed forward (MLF) networks, 22 were used in this research. ANNs can be applied for linear and non-linear calibration and modeling. The ANN model is defined by the number of neurons (nodes) in the input, hidden and output layers and weights associated with each interconnection and input. The number of descriptor or independent variables and predicted or dependent variables determines the number of nodes in the input and output layers, respectively. 23 A large number of input variables in ANN modeling cause increased training time, memory storage, and reduced generalization ability and robustness of the model. To overcome these problems, different methods, such as increasing the number of samples, decreasing the number of descriptors by different variable selection procedures and compressing the input data by such techniques as principle-component analysis are proposed. In this work, decreasing the number of descriptors by variable selection was used to surmount the problems. Partial least squares. The PLS 19 method takes into account information of dependent variables during the decomposition of the independent variables data matrix. A non-linear iterative partial least squares (NIPALS) algorithm 20 was used in the present work. With this algorithm, the data matrix of the descriptors is compressed to a smaller data matrix, called "scores", in a new coordinate system. The new coordinate axes are called latent variables (LVs), or factors, and are linear combinations of the original variables. A LV represents a systematic variation found in the data set. The regression coefficients from each original variable to each LV are called "loadings". PLS assumes the dependent variable to be a linear combination of scores. 21 The number of LVs to be used within the PLS algorithm is an important parameter to achieve better performance in prediction. This allows modeling of the system with the optimum amount of information and the avoidance of overfitting or under-fitting. The leave-one-out and segmented crossvalidation procedures consist of systematically removing one or a group of the training samples in turn, and using only the remaining ones for constructing the model. In our study, the predicted values were then compared with the actual ones for a calibration set, and PRESS was calculated. PRESS was computed in the same manner, and each time a new factor was added to the PLS model.
Here Ai is the actual value and Pi is the predicted value for sample i, and n is the number of samples.
Results and Discussion
The oral LD50 to rat of selected drugs are given in Table 1 . The data set, consisting of 32 drugs, was divided into two data sets (calibration and prediction) by ranking based on the LD50 values. In this splitting method, the diversity in dependent variable is taken into account, but the structural similarity is not
considered. Our calibration and prediction sets contained 27 and 5 samples, respectively.
MLR and ANN models
The MLR analysis technique was employed for relating the oral acute toxicity of drugs to selected descriptors. Selected variables by a stepwise procedure (3 variables) were subjected to MLR analysis. The regression coefficients of the MLR model are given in Table 3 . A cross-validated correlation coefficient (Q 2 ) of 0.85 was obtained for this model. The influence of each descriptor is described by the regression coefficient. In this model, the 3D Morse descriptor that is weighted by atomic polarizability (Mor27p) is a principal descriptor, and is related to the molecular bulk or the molecular volume. 24 The negative sign of this descriptor indicates that increasing it leads to a lower drug toxicity (high values of LD50). Two other descriptors, containing a number of double bonds to an oxygen atom (O-058), a functional group parameter and the polar surface area (PSA) as an electronic parameter are needed for a full description of acute toxicity. As expected from the positive sign of these two descriptors, the toxicity was increased by increasing these parameters.
In order to compare the predictive ability of MLR with ANN, the dataset was modeled by ANN. An artificial neural network with sigmoid and linear transfer functions after hidden and output layers, respectively was trained by a back-propagation algorithm. The network weights initially assigned random values between +1 and -1. The best performance of the network was obtained with 1 neuron in a hidden layer. Because there are three descriptors and one independent variable in the data set, the input and output layers consisted of 3 and 1 neuron, respectively. Thus, a 3-1-1 network was used. In Table 3 , the weights associated with each descriptor in the hidden layer's neuron are given. In this model, Mor27p has the highest weight, and is principal descriptor and the weights of O-058 and PSA reduce, respectively, as in MLR model. This correlation between two models supports same mechanism as the MLR model.
From Table 4 , it is clearly observed that the correlations between the descriptors that were used in the MLR and ANN models are low. MLR and ANN were applied to a prediction set, which contained samples that were not use in any previous calibrations. Table 5 descriptors, the absolute errors of two methods are comparable, and MLR was preferred due to simplicity.
Thus, the constructed models are applicable for predicting drug toxicity with good precision.
PLS model
For the calibration step in PLS, all 10 descriptors in Table 2 were selected (the results of PLS with 3 descriptors were not acceptable, and are not shown). After applying the PLS-NIPALS algorithm to the calibration set, press was calculated, and is shown in Fig. 1 . One latent variable was selected for PLS modeling due to the minimum PRESS. The loading of each descriptor on the latent variable and the regression coefficient of the PLS model are given in Table 3 . The regression coefficients describe the influence of each descriptor in the model. In this model, as in the MLR model Mor27p is a principal descriptor with a negative effect on the acute toxicity. In addition, both O-058 and PSA have a positive effect on the acute toxicity. Another important parameter in the PLS model is the refractivity, when the weight is nearly the same as O-058. The negative sign of the coefficient of the enthalpy of formation (ΔHf) and the hydrophilic factor (Hy) indicates that toxic drugs have low values of the hydrophilic factor and the enthalpy of formation. The hydration energy and the logarithm of the partition coefficient between octanol-water, which describe the hydrophobicity of the structure, 9 have opposite effects. These results are supported by Ragno et al. 25 and Hemmateenejad et al. 26 in the modeling of anti-tubercular activity, Cronin et al. 10 in the modeling of toxicity for 63 aliphatic compounds and Juranic et al. 1 in the modeling of acute toxicity for nineteen N-substituted fluoroacetamides.
The lowest unoccupied molecular orbital (LUMO) energy describes the electrophilicity of drugs. 9,10 A higher LUMO energy, which results from the occupation of a higher energy orbital, might lower the electronelectron repulsion, which results in a lower molecular energy. The important role of the molecular energy in describing the mechanism of the interaction at the molecular level in a biological system has also been previously reported. 27 The negative sign of this descriptor in the PLS model indicates that toxic drugs have low values of the LUMO energy, and is according to the work of Cronin et al. 10 Presumably, with increasing molecular weight (Mw) the volume and polarizability of the molecule increase, and this descriptor is needed for a full description of acute toxicity.
The correlations between all of these parameters are given in Table 4 . It is clearly observed that the correlation between the descriptors is low. Table 5 gives the result of applying this PLS model to the prediction set. The results of the constructed PLS model are comparable with MLR and ANN, and this model is applicable for predicting of drug toxicity.
Conclusions
In this research, three models for the oral acute toxicity of 27 1094 ANALYTICAL SCIENCES SEPTEMBER 2007, VOL. 23 amine and amide drugs were constructed by the MLR, ANN and PLS methods. The performances of the models were evaluated by a new set of drugs containing 5 sample. The results of these models were acceptable, but the MLR model was better, due to simplicity in the modeling step. By developing these models, it is possible to predict the oral acute toxicity as a replacement of time-consuming experiments on animals.
