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AN ANALOGUE OF HINC˘IN’S CHARACTERIZATION OF
INFINITE DIVISIBILITY FOR OPERATOR-VALUED FREE
PROBABILITY.
JOHN D. WILLIAMS
Abstract. Let B be a finite, separable von Neumann algebra. We
prove that a B-valued distribution µ that is the weak limit of an infini-
tesimal array is infinitely divisible. The proof of this theorem utilizes the
Steinitz lemma and may be adapted to provide a nonstandard proof of
this type of theorem for various other probabilistic categories. We also
develop weak topologies for this theory and prove the corresponding
compactness and convergence results.
1. Introduction.
As a starting point, we recall a theorem, due to Hinc˘in in classical proba-
bility theory. Let M denote the collection of all probability measures on R.
Given µ, ν ∈ M, we denote by µ ∗ ν the distribution of X +Y where X and
Y are independent random variables with distribution µ and ν respectively.
For r ∈ R we denote by δr ∈ M the Dirac mass at r.
Theorem 1.1. Let {µij}i∈N,j=1,...,ni and µ be probility measures on R. As-
sume that the following properties hold:
(1) For every ǫ > 0, we have that limi↑∞ µij([−ǫ, ǫ])→ 1.
(2) There exists a sequence {ri}i∈N ⊂ R such that δri ∗µi1 ∗· · ·∗µin1 → µ
weakly.
Then, for every N ∈ N, there exists a probability measure µ1/N such that
µ = µ1/N ∗· · · ∗µ1/N , where the convolution on the right hand side is N -fold.
The conclusion of the above Theorem is the assertion that µ is infinitely
divisible with respect to the convolution operation.
Free probability was developed in the 80’s by Voiculescu as a method for
encoding free product phenomenon in operator algebras in a probabalistic
setting. In [13], Voiculescu introduced free indepence which is a noncommu-
tative analogue of classical independence. The corresponding convolution
operation, free additive convolution (in symbols, ⊞) was also introduced. In
particular, if X and Y are freely independent random variables with respec-
tive distributions µ and ν, then we denote by µ ⊞ ν the distribution of the
random variable X + Y .
In this noncommutative setting, analogues of Theorems 1.1 have been
developed. Indeed, it was shown by Bercovici and Pata in [4] that the same
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result is true if classical independence is replaced by free independence and
classical infinite divisibility is replace by ⊞-infinite divisibility. Belinschi and
Bercovici proved in [3] that this characterization of infinite divisibility held
for multiplicative free convolution, which arises when taking the product of
free random variables. The primary focus of this paper will be an operator
valued generalization of this theorem for additive convolution.
In order to address amalgamated free product phenomenon in operator
algebras with probabilistic methods, operator valued versions of free proba-
bility theory were developed in [14], [16] and [17].The purpose of this paper
is to prove Theorem 6.1, which is a version of Theorem 1.1 for operator
valued free probability. A weaker version of this type of theorem was proven
in [2] as a necessary intermediate lemma in their proof of an operator valued
generalization of the Bercovici-Pata bijection.
This paper is organized as follows. Section (2) contains preliminaries
for B-valued distributions. Section (3) is devoted to the preliminaries of
operator valued free probability. Section (4) contains preliminary results
related to those distributions that arise from tracial von Neumann algebras.
Section (5) is devoted to the Steinitz lemma which is the underlying tool
in our approach to this theorem. Section (6) contains the main result and
section (7) includes concluding remarks and acknowledgements.
2. B-Valued Distributions.
Let B denote a unital C∗-algebra and B〈X〉 the space of noncommutative
polynomials over B. We say that a map µ : B〈X〉 → B is completely positive
if for any finite set of elements P1(X), . . . , Pn(X) ∈ B〈X〉 we have that the
matrix
|µ(P ∗i (X)Pj(X))|
n
i,j=1
is a positive element of Mn(B). A map µ : B〈X〉 → B is B-bimodular if
µ(bP (X)b′) = bµ(P (X))b′ for all b, b′ ∈ B and P (X) ∈ B〈X〉. We denote
by Σ the space of all B-bimodular, completely positive, B valued maps.
Let µ ∈ Σ. We say that µ is exponentially bounded byM if for all elements
b1, . . . , bn ∈ B, we have that ‖µ(Xb1X · · ·XbnX)‖ ≤ M
n+1‖b1‖ · · · ‖bn‖.
We denote by Σ0 the set of all exponentially bounded elements in Σ and by
Σ0,M the set of all such elements with a bound of M . The elements µ ∈ Σ
which arise as the distribution of elements of in a C∗-probability space are
of primary interest in this paper. We defer the development of the theory
of these distributions to the next section.
We endow Σ with the topology of pointwise weak convergence (that is
µλ → µ if an only if µλ(P (X)) → µ(P (X)) in the weak topology on B for
all P (X) ∈ B〈X〉). See [9] for a study of norm topologies on Σ.
Lemma 2.1. If we further assume that B is a W ∗-algebra, then the space
Σ0,M is compact in the topology of pointwise weak convergence for all M > 0.
Proof. We follow the proof of Alaoglu’s theorem. We assume without loss
of generality that M = 1
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Let {Pi}i∈I ⊂ B〈X〉 be a family of monomials with B-bilinear span equal
to B〈X〉 that possess the property that each Pi may be written as a product
Pi = Xb1Xb2 · · ·XbnX with ‖bi‖ ≤ 1 for i = 1, . . . , n. Let K =
∏
i∈I B1,
where B1 denotes the unit ball in B, and endow this space K with the
product of the weak toplogies on B. By Alaoglu and Tychonoff’s theorems,
K is compact.
Let Φ : Σ0,1 → K by letting Φ(µ) = (µ(Pi))i∈I . Our exponential bound
condition implies that the image is indeed in K. Since these elements Pi
have dense linear span, this map is injective. Observe that if µλ → µ in Σ0,1
then for any σ ⊂ I finite, we have that µλ(Pi)→ µ(Pi) uniformly over i ∈ σ.
Thus, Φ is continuous. Similarly, if Φ(µλ) → Φ(µ), we have that µλ(Pi) →
µ(Pi) weakly so that Φ
−1 is continuous. Thus, Φ is a homeomorphism of
Σ0,1 onto its image.
Our lemma will follow when we show that Φ(Σ0,1) is a closed subset of
K. Assume that Φ(µλ) → (bi)i∈I . We define a map µ : B〈X〉 → B by
letting µ(Pi) = bi and then extending this map by linearity. Clearly, µ is
well defined. We claim that µ ∈ Σ0,1. To show this we must show that µ is
B-bimodular, completely positive and has exponential bound equal to 1.
First, observe that for φ ∈ B∗ and b, b′ ∈ B, we have
φ(bµ(P (X))b′)− φ(µ(bP (X)b′))
= lim
λ
(φ(bµ(P (X))b′)−φ(bµλ(P (X))b
′)+ (φ(µλ(bP (X)b
′))−φ(µ(bP (X)b′))
The right hand side of the equation is 0 so that µ is B-bimodular.
Next, note that for a finite collection {fj}
k
j=1 ⊂ B〈X〉, the matrix [µ(f
∗
i fj)]
k
i,j=1
is the weak limit of [µλ(f
∗
i fj)]
k
i,j=1 with Mk(B) endowed with the weak
toplogy. As the positive cone is weakly closed, the fact that [µλ(f
∗
i fj)]
k
i,j=1
is positive implies the same for [µ(f∗i fj)]
k
i,j=1. Thus, µ is completely positive.
Lastly, for any monomial P (X) = b1Xb2X · · · bnX in B〈X〉, we have that
µλ(P (X)) ≤ ‖b1‖ · · · ‖bn‖. Alaoglu’s theorem implies that µ(P (X)) has the
same bound. Thus, our lemma holds. 
3. Operator Valued Free Probability.
Let (A,φ,B) be a triple with B ⊂ A an inclusion of C∗-algebras and
φ : A→ B a B-bimodular, completely positive map. We shall refer to such
a triple as a B-valued probabliity space. Given an element a ∈ A we denote
by µa : B〈X〉 → B the B-valued distribution of a, defined by the equation
µa(P (X)) = φ(P (a)) for all P (X) ∈ B〈X〉.
We say that a family of subalgebras {Ai}i∈I are B-freely independent if
φ(a1 · · · an) = 0 whenever aj ∈ Aij satisfies ij 6= ij+1 for all j = 1, . . . , n− 1
and φ(aℓ) = 0 for all ℓ = 1, . . . , n. Given elements ρ, ν ∈ Σ0 that arise as the
B-valued distributions of elements x ∈ A and y ∈ A′, there exists a larger
C∗-algebra A ∗B A
′ the contains copies of A and A′ as B-freely independent
subalgebras (see [16] for an example of this construction). We shall denote
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by ρ ⊞ ν := µx+y as the additive B-free convolution of ρ and ν (here x+ y
denotes the sum of these elements in this larger algebra). We say that an
element µ ∈ Σ is infinitely divisible with respect to B-valued additive free
convolution if for every n ∈ N there exists an elements µ1/n ∈ Σ such that
µ = µ1/n⊞ · · ·⊞µ1/n, where the convolution on the right hand side is n-fold
(this may be defined more generally using free cumulants but this level of
generality is enough for our present consideratinos, see [11]).
Let M+n (B) = {x ∈ Mn(B) : ∃ǫ > 0 s.t. ℑx > ǫIn} where In denotes
the indentity element in Mn(B). Let H
+(B) =
⊔∞
n=1M
+
n (B). We shall
refer to this sets as the noncommutative upper half-plane ( M−n (B) and the
noncommutative lower half-plane are defined analagously).
We shall define a transform the encodes a distribution as a function on
H
+(B). Indeed, given a self-adjoint a ∈ A with distribution µ, we define
the function Gµ : H
+(B) → H−(B) by defining, for each n, a function
G
(n)
µ :Mn(B)
+ →Mn(B)
− where
G(n)µ (b) = µ((X ⊗ In − b)
−1)
Since a is self adjoint, a ⊗ In − b is indeed invertible. Consider the series
expansion
G(n)µ (b) = b
∞∑
n=0
µ((b−1X ⊗ In)
n)
and observe that for µ with an exponential bound of M , we have that this
series is convergent for all b such that ‖b−1‖ < M . We shall refer to the
function Gµas the Cauchy transfrom. As is well known, the distribution
µ may be recovered from its Cauchy transform. We refer to [16] for the
noncommutative function theory associated to B-valued free probability.
We next define a map Fµ : H
+(B)→ H+(B) by letting F
(n)
µ = (G
(n)
µ )〈−1〉
where the superscript denotes the multiplicative inverse of this element.
For each distribution µ ∈ Σ0, there exists a set Γn, which is a neigh-
borhood of ∞ in Mn(B) intersected with M
+
n (B), where F
(n)
µ is invert-
ible. For each n we define the function ϕ
(n)
µ : Mn(B)
+ → Mn(B)
− by
letting ϕ
(n)
µ (b) = (F
(n)
µ )−1(b) − b (the superscript without the brackets
refers to the inverse with respect to composition). We refer to the col-
lection of all such maps over n as the Voiculescu transform of µ (in symbols,
ϕµ : H
+(B) → H−(B)). The fact that the image of this map lies in the
lower half plane is a consequence of the fact that ℑF
(n)
µ (b) ≥ ℑb for all
b ∈ M+n (B) (see [2] for proof of this fact). Given distributions µ and ν we
have that
ϕ
(n)
µ⊞ν(b) = ϕ
(n)
µ (b) + ϕ
(n)
ν (b)
for all b ∈Mn(B)
+ in the common domain of the two right hand functions.
Let κµ,n,k :
⊗n
1 Mk(B) → Mk(B) denote the cumulant functions. These
functions are studied extensively in [11] and satisfy the following properties:
(1) κµ⊞ν,n,k(b1, . . . , bn) = κµ,n,k(b1, . . . , bn) + κν,n,k(b1, . . . , bn)
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(2) ϕ
(k)
µ (b) =
∑∞
n=1 κµ,n,k(b
−1, . . . , b−1)
(3) κµ,n,k(b1, . . . , bn) ≤M(4M)
n‖b1‖ · · · ‖bn‖ for µ ∈ Σ0,M
Remark 3.1. Property (3) above implies that for µ ∈ Σ0,M , the power series
in equation (2) is convergent for all b ∈ Mk(B)
+ such that ‖b−1‖ < 1/4M .
This, as well as the fact that G
(k)
µ (b) may be written as a convergent series
for all b ∈Mk(B)
+ satisfying ‖b−1‖ < 1/M , will be exploited in the following
lemma.
Lemma 3.2. Let {µλ}λ∈Λ ∈ Σ0,M . The following are equivalent.
(1) µλ → µ in the pointwise weak topology.
(2) G
(k)
µλ (b) → G
(k)
µ (b) weakly for every b ∈ Mk(B)
+ such that ‖b−1‖ <
1/M .
(3) F
(k)
µλ (b) → F
(k)
µ (b) weakly for every b ∈ Mk(B)
+ such that ‖b−1‖ <
1/M .
(4) ϕ
(k)
µ and ϕ
(k)
µλ have analytic extension to the set of all b ∈ Mk(B)
+
such that ‖b−1‖ < 1/4M . Furthermore, ϕ
(k)
µλ (b)→ ϕ
(k)
µ (b) weakly for
all b in this set.
Proof. The equivalence of (2) and (3) is obvious since the map sending an
operator to its multiplicative inverse is continuous in this topology.
If we assume (1), then parts (2) and (4) follow immediately. Indeed, if we
consider
G(k)µλ (b) = b
N∑
n=0
µλ((b
−1X ⊗ Ik)
n) + b
∞∑
n=N+1
µλ((b
−1X ⊗ Ik)
n)
for N large enough, the second term on the right hand side of equation
has norm less than ǫ (this may be done uniformly over λ since all of the
µλ are elements of Σ0,M ). Since the moments µλ((b
−1X ⊗ Ik)
n) converge
weakly to µ((b−1X ⊗ Ik)
n) uniformly for 0 ≤ n ≤ N , this implies that
G
(k)
µλ (b) → G
(k)
µ (b) weakly. As the above proof only relies on the fact that
the transform may be written as a convergent series in the moments of our
distributions, (4) follows in a similar manner.
Regarding (2)⇒ (1), recall that we may recover a distribution from either
its Voiculescu or Cauchy transform when considered as a fully matricial
function (that is, consider G
(n)
µ for all n ∈ N, see [16]). Compactness of
Σ0,M implies that {µλ}λ∈Λ has cluster points in this set. Assuming (2), if
ν is any cluster point, by the argument in the previous paragraph, Gν is
equal to Gµ for those b for which ‖b
−1‖ < 1/M . Our claim follows from
analytic continuation and the fact that we may recover a distribution from
its Cauchy transform. The proof for (4) ⇒ (1) is similar. 
4. W ∗-Algebras.
Let (A, τ) be a tracial W ∗-algebra and B ⊂ A a W ∗-subalgebra. There
is a natural B-valued probability space (A,EB , B) where EB : A → B
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is the canonical conditional expectation (we shall refer to this triple as a
tracial W ∗-probability space). We refer to [10] for an introduction to these
constructions. We isolate the following facts for easy reference.
Lemma 4.1. Let (A,EB , B) be as above. The expectation EB has the fol-
lowing properties:
(1) EB is a contraction with EB(1) = 1
(2) EB(bac) = bEB(a)c for all a ∈ A and b, c ∈ A.
(3) τ(EB(x)y) = τ(xEB(y)) = τ(EB(x)EB(y)) for all x, y ∈ A
(4) EB is a normal, completely positive map.
Moreover, EB is the unique trace preserving map that satisfies property (2)
Let Στ0 ⊂ Σ0 denote those elements µ so that µ(P (X)) = τ(EB(P (a)))
where (A,EB , B) form a tracial W
∗-probability space. These distributions
were studied extensively in [16] and [17]. Note that this space is closed
under the ⊞ operation through amalgamated free product constructions.
The primary purpose of this section is to show that Στ0 ∩ Σ0,M is compact
in the pointwise weak toplogy (Corollary 4.6). We begin our study of these
distributions with the following lemma.
Lemma 4.2. Let (A,EB , B) be a tracial W
∗-probability space. Assume that
X,Y ∈ A are B-free and EB(Y ) = 0. Then ‖X‖ ≤ ‖X + Y ‖.
Proof. Let EB〈X〉 : A → B〈X〉 denote the canonical condition expectation.
Observe that
τ(EB〈X〉(Y )P (X)) = τ(Y P (X)) = τ(Y P (X)1) = τ(Y P (X)EB(1))
= τ(EB(Y P (X))) = τ(EB(Y )EB(P (X))) = 0
for all P (X) ∈ B〈X〉. The first two equalities follow from the properties of
the expectation and the next to last equality follows from B-freeness. This
implies that EB〈X〉(Y ) = 0 so that EB〈X〉(X + Y ) = X. As this map is a
contraction, we have that ‖X‖ ≤ ‖X + Y ‖ 
The following subordination result was originally proven in [6]. A simple
approach to this theorem utilizing the structure of bialgebras was developed
by Voiculescu [15]. We also refer to [7] for an extension of this theorem to
free compression semigroups.
Theorem 4.3. Let X,Y ∈ A be B-free random variables. Then, there exists
a holomorphic map Φ(n) :M+n (B)→M
+
n (B) such that
EMn(B)〈X〉([(X + Y )⊗ In − b]
−1) = (X ⊗ In − Φ
(n)(b))−1
This theorem implies that, for distributions µ and ν, the above holomor-
phic map satisfies
F
(n)
µ⊞ν(b) = F
(n)
µ (Φ
(n)(b))
for b ∈ Mn(B)
+. The following lemma is a simple consequence of subor-
dination and is a slightly more general version of remark 3.1 for this class
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of distributions. We follow [18] which addresses the scalar-valued case. For
µ, ν, ρ ∈ Στ0 satisfying µ = ν ⊞ ρ, we shall refer to the distributions ν and ρ
as factors of µ.
Lemma 4.4. Given a B-valued distribution µ there exists an open set Γ ⊂
M+n (B) such that (F
(n)
ν )−1 has analytic continuation to Γ for all factors ν
or µ. Moreover, ℑ(ϕ
(n)
ν )(b) ≤ 0 for all b ∈ Γ.
Proof. Fix n ∈ N. In what follows, we will drop the n and refer to the
functions of the form F
(n)
ρ as Fρ. As is well know (see [16]), there exists
subsets Γ1 and Γ2 of the form {b ∈ Mn(B)
+ : ℑb > α, ℑb > βℜb} so that
F−1µ and F
−1
ν are respectively defined and have positive imaginary part.
Utilizing Theorem 4.3, we have that Φ(n) ◦F−1µ (b) = F
−1
ν (b) for b ∈ Γ1 ∩Γ2.
Since the left hand side may be continued to Γ1, the same must be true of
F−1ν .
With respect to the negativity claim, observe that b = Fν(F
−1
ν (b)) =
Fν(Φ
(n) ◦F−1µ (b)) for b ∈ Γ1∩Γ2 and that, through continuation, this is true
for b ∈ Γ1. Recall that Fν satisfies ℑFν(b) ≥ ℑb. Thus, abusing notation by
letting ϕ
(n)
ν denote the extension of the Voiculescu transfrom to Γ1, we have
the following:
ϕ(n)ν (b) = Φ
(n) ◦ F−1µ (b)− b = Φ
(n) ◦ F−1µ (b)− Fν(Φ
(n) ◦ F−1µ (b))
and our claim follows. 
We close the section with a theorem providing necessary and sufficient
conditions that a distribution arises from a conditional expectation of tracial
von Neumann algebras.
Theorem 4.5. Let µ ∈ Σ0 where B is assumed to be a tracial von Neumann
algebra. Then, µ ∈ Στ0 if and only if the following conditions hold for all
P (X), Q(X) ∈ B〈X〉:
(1) τ(µ(P ∗(X)XP (X))) ≤Mτ(µ(P ∗(X)P (X))) .
(2) τ(µ(P ∗(X)Q(X)))2 ≤ τ(µ(P ∗(X)P (X)))τ(µ(Q∗(X)Q(X)))
(3) τ(µ(P (X)Q(X))) = τ(µ(Q(X)P (X)))
Proof. Assume that µ(P (X)) = EB(P (a)). Condition (1) follows from pos-
itivity of EB . Condition (2) follows from the fact that EB preserves τ and
the Cauchy-Schwarz inequality. Condition (3) follows from the fact that EB
preserves τ and that τ is a trace.
We next assume conditions (1), (2) and (3) above. Let N = {N(X) ∈
B〈X〉 : τ(µ(N(X)∗N(X))) = 0}. Condition (3) implies that N is closed un-
der the adjoint operation. Conditions (2) and (3) implies that τ(N(X)P (X)) =
τ(P (X)N(X)) = 0 for all P (X) ∈ B〈X〉. Thus, N is a 2-sided ideal in
B〈X〉.
We considerB〈X〉/N . Observe that τ(µ((Q∗(X)+N(X))(P (X)+N ′(X)))) =
τ(µ(Q∗(X)P (X))) for all P (X), Q(X) ∈ B〈X〉 and N(X), N ′(X) ∈ N .
Thus, we have a well defined inner product 〈P (X) + N , Q(X) + N〉 =
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τ(µ(Q∗(X)P (X))) so that B〈X〉/N is a pre-Hilbert space. We denote by
H its completion with respect to the norm defined by this inner product (in
symbols, ‖ · ‖H is the inner product norm and ‖ · ‖ is the norm on B).
We define an action of B〈X〉/N on H through left multiplication. Ob-
serve that, for b ∈ B, we have that ‖b‖2 − b∗b is a positive element in
B. Thus, ‖b‖2 − b∗b = c∗c for some c ∈ B. As our notion of positiv-
ity of µ is purely algebraic, we have that µ(P ∗(X)c∗cP (X)) ≥ 0 so that
‖b‖2µ(P ∗(X)P (X)) ≥ µ(P ∗(X)b∗bP (X)) for all b ∈ B and P (X) ∈ B〈X〉.
Therefore, given a monomial Xb1X · · ·XbnX ∈ B〈X〉, we have the follow-
ing:
‖((Xb1X · · ·XbnX +N ) · (P (X) +N )‖
2
H
= τ(µ(P ∗(X)Xb∗nX · · ·Xb
∗
1XXb1X · · ·XbnXP (X))
≤M2τ(µ(P ∗(X)Xb∗nX · · ·Xb
∗
1b1X · · ·XbnXP (X))
≤M2‖b1‖
2τ(µ(P ∗(X)Xb∗nX · · · b
∗
2XXb2 · · ·XbnXP (X))
By induction, we have that
‖((Xb1X · · ·XbnX+N ) ·(P (X)+N )‖H ≤M
n+1‖b1‖ · · · ‖bn‖‖P (X)+N‖H
As this holds for all P (X) + N ∈ B〈X〉/N which is dense in H, we have
that the monomials are bounded operators on this Hilbert space. Extending
through linearity, we may imbedB〈X〉/N into B(H). Let A denote the weak
closure of its image.
The map µ : B〈X〉/N → B is well defined since, for N(X) ∈ N and
b ∈ B, we have that τ(µ(N(X))b) = τ(µ(N(X)b)) = 0 by (2). This implies
that µ(N(X)) = 0. To complete our proof, we must extend µ to all of A
and show that this extension is positive, faithful, B-bimodular and satisfies
condition (3).
First, for each b ∈ B define ξb = b+N ∈ H. Let {Pλ(X) +N}λ∈Λ form
a weakly Cauchy net in A. This implies that 〈(Pλ(X) + N )ξ1, ξ(b′b)∗〉 =
τ(µ(Pλ(X))bb
′) is Cauchy in C for all b, b′ ∈ B. Since functionals of this
type induce the weak operator toplogy on B (with respect to the standard
represenation), we have that the set {µ(Pλ(X) + N )}λ∈Λ is Cauchy in the
weak operator topology so that we have a well defined extension with µ(a) =
limλ(µ(Pλ(X) +N )) in this topology.
In order to prove positivity, we may further assume that the net {Pλ(X)+
N}λ∈Λ converges to a ∈ A in the strong operator topology. Since products
are continuous in this topology and the positive cone is weakly closed, we
have that µ(a∗a) = limλ µ((P
∗
λ (X)Pλ(X)) ≥ 0. To prove that our extension
is faithful, we again assume that Pλ(X) + N → a in the strong operator
toplogy on A. Assuming that µ(a∗a) = limλ µ(P
∗
λ (X)Pλ(X)) = 0 where the
limit is in the weak operator topology on B, we have that, for Q(X), R(X) ∈
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B〈X〉,
〈(Pλ(X) +N ) · (Q(X) +N ), (R(X) +N )〉 = τ(µ(Pλ(X)Q(X)R
∗(X)))
and the right hand side goes to 0 by condition (2) and weak continuity
of τ . As elements of this type are dense in H, this implies that a = 0.
Bimodularity and condition (3) follow through similar methods.
To finish the proof, we define a trace on A by letting τ ′(a) = τ(µ(a)).
Note that τ ′(µ(a)) = τ(µ(µ(a))) = τ(µ(1)µ(a)) = τ ′(a) so that µ is trace
preserving. B-bimodularity of µ implies, by Theorem 4.1, that µ is the
canonical conditional expectation. Lastly observe that µ(P (X) + N ) =
µ(P (X)) so that our distribution arises from this expectation.

Corollary 4.6. The set µτ0 is closed in the topology of pointwise weak con-
vergence. In particular, Στ0 ∩ Σ0,M is compact for all M ∈ R
+.
Proof. Observe that, since τ is weakly continuous, conditions (1), (2), and
(3) are closed under pointwise weak limits. Thus, Στ0 ∩ Σ0,M is a closed
subset of a compact set. 
5. The Steinitz Lemma.
The following theorem was originally proven by Steinitz in [12].
Lemma 5.1. Let {vi}
k
i=1 ⊂ R
N be a set of elements in the unit ball, where
R
N is equipped with the Euclidean metric. Then, there exists a permutation
σ of {1, . . . , k} such that for all 1 ≤ j ≤ k we have that |
∑j
i=1 vσ(i)| ≤ N .
We refer to [8] for a modern proof of this lemma. We refer to [1] for a
survey of its history and applications to convex geometry. The following
simple corollary of this fact is singled out for easy reference.
Corollary 5.2. Consider vectors {vi}
n
i=1 ⊂ R
N such that |vi| ≤ ǫ and∑n
j=1 vi = v. Then, for each t ∈ (0, 1), there exists a subset σ ⊂ {1, . . . , n}
such that |
∑
i∈σ vi − tv| ≤ Nǫ.
Proof. We assume that v = (|v|, 0, . . . , 0), vi = (ti1, ti2, . . . , tiN ) and wi =
(ti2, ti3, . . . , tiN ) ∈ R
N−1. Observe that
∑n
i=1wi = 0 and |wi| ≤ ǫ. By
the Steinitz lemma, we may assume that |
∑ℓ
i=1wi| ≤ (N − 1)ǫ for all ℓ =
1, . . . , n. This implies that
∑ℓ
i=1 vi is contained in a tube about the line
passing through v and the origin of radius (N−1)ǫ for all ℓ = 1, . . . , n. Since
each of the |vi| has magnitude bounded by ǫ, the intermediate value property
implies that there exists an m ∈ {1, . . . , n} such that |
∑m
i=1 ti1− t|v|| ≤ ǫ/2.
For this m, we have that |
∑m
i=1 vi − tv| ≤ Nǫ, proving our result. 
The following is easily derived from Corollary 5.2. The details are left to
the reader.
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Corollary 5.3. Let t ∈ (0, 1) and {vij}i∈N,j=1,...,ni ⊂ R
N satisfy ‖vij‖ → 0
uniformly over j as i ↑ ∞ and ‖(vi1 + · · · + vini) − v‖ → 0 for some v ∈
R
N . Then, there exists a sequence of subsets σi ⊂ {1, 2, . . . , ni} such that
‖
∑
j∈σi
vij − tv‖ → 0 as i ↑ ∞.
Remark 5.4. Note that, through a trivial approximation argument, we may
replace Euclidean space in the preceding corollary with Hilbert space.
6. Main Results
We now formulate and prove our main result. We assume throughout that
B ⊂ B(H) with H separable. For an elements b ∈ B we denote by δb the
distribution defined by the equation δb(P (X)) = P (b) for all P (X) ∈ B〈X〉.
Theorem 6.1. Consider µ, {µij}i∈N,j=1,...,ni ⊂ Σ
τ
0 and self adjoint elements
{bi}i∈N ⊂ B satisfying the following properties:
(1) µi = µi1 ⊞ µi2 ⊞ · · ·µini ⊞ δbi ∈ Σ0,M for all i ∈ N.
(2) µi → µ in the pointwise weak topology.
(3) µij → δ0 in the pointwise weak topology, uniformly over j = 1, . . . , ni.
Then, for each n ∈ N, there is a µ1/n ∈ Σ
τ
0 such that µ = µ1/n ⊞ · · · ⊞ µ1/n
where the convolution on the right hand side is n-fold.
Proof. Fix t = 1/p for p ∈ N. Let {ξk}k∈N ⊂ H denote a separable basis. We
assume without loss of generality that each of the µij satisfies µij(X) = 0.
Observe that lemma 4.2 implies that {bi}
∞
i=1 are bounded in norm so that, by
4.6, we may assume that {δbi}i∈N converges in the pointwise weak topology
(note that the limit point is an element of Στ0 but need not be of the form
δb for b ∈ B). Also observe that, by lemma 4.2, ⊞j∈σµij ⊞ δbi ∈ Σ0,M for
any subset σ ⊂ {1, 2, . . . , ni}, so that ⊞j∈σµij ∈ Σ0,2M .
Now, for a Voiculescu transfrom ϕν = (ϕ
(ℓ)
ν )ℓ∈N, we restrict our attention
to ϕ
(1)
ν . Let {dn}n∈N ⊂ B be a family of self adjoint elements with dense
linear span. Consider cn = dn+iλI where I is the unit in B and λ > 16M so
that ‖c−1n ‖ < 1/16M . Note that ϕ
(1)
µ and ϕ
(1)
⊞j∈σµij
are defined on {cn}n∈N
for all i ∈ N and σ ⊂ {1, . . . , ni}, and that this function is completely
determined by its values on this countable set.
The idea of the proof is to use the Steinitz lemma to construct a sequence
of decompositions µi = νi⊞ρi so that νi subconverges to µt. Since this lemma
is for finite dimensional spaces, we must truncate the Voiculescu transform.
Towards this end, let PM : H → R
2M be defined by PM (
∑∞
k=1 αkξk) =
(ℑα1,ℜα1, . . . ,ℑαM ,ℜαM ). We then define a map ΦK,M,N : Σ0,M →
R
2KMN as follows:
ΦKMN(µ) :=
K∏
k=1
N∏
n=1
PM (ϕ
(1)
µ (cn) · ξk)
The purpose of this construction is that the relevant transforms are com-
pletely determined by their values on {cn}n∈N. Since φ
(1)
µ (cn) ∈ B, these
OPERATOR-VALUED INFINITE DIVISIBILITY. 11
elements are completely determined by their action on this basis for H.
Thus, ϕ
(1)
µ may be recovered from {ΦKMN(µ)}K,M,N∈N.
Observe that
ni∑
j=1
ΦKMN(µij) = ΦKMN(µi1 ⊞ · · ·⊞ µini)→ ΦKMN(µ)− ΦKMN(δbi)
Further note that the assumption that µij → δ0 in the pointwise weak
topology, as well as lemma 3.2, implies that ΦKMN(µij) → (0, . . . , 0) uni-
formly over i. If v is the limit point of ΦKMN(µ) − ΦKMN(δbi), by corol-
lary 5.3, there exists a sequence of subsets σi ⊂ {1, 2, . . . , ni} such that∑
j∈σi
ΦKMN(µij) → tv. Thus, up to truncation, any cluster point of the
sequence of measures {⊞j∈σiµij ⊞ δtbi}i∈N will have Voiculescu transform
equal to ϕµ1/p .
Observe that the above proof also works for ϕ
(ℓ)
µ for all ℓ ∈ N. Thus,
if we diagnolize over ℓ,K,M and N , we obtain a sequence of subsets σi ⊂
{1, . . . , ni} such that ϕ⊞j∈σiµij⊞δtbi → tϕ
ℓ
µ in the pointwise weak topology
on an open set Γ ⊂ H+. As we saw in the opening comments, the sequence
⊞j∈σiµij ⊞ δtbi is contained in Σ0,2M ∩ Σ
τ
0 . By Corollary 4.6, this set is
compact in the pointwise weak topology. By lemma 3.2, any cluster point of
this sequence will have the required distribution, so our theorem holds. 
7. Conculusion and Acknowledgements.
We begin by noting that, while the above proof may seem quite com-
plex due to the correspondingly complex machinery, the underlying idea
is quite simple. Indeed, if a measure µ is the limit of an infinitesimal
array {µij}i∈N,j=1,...,ni , then, after taking the appropriate transforms and
utilizing the Steinitz lemma, we we may construct a sequence of subsets
σi ⊂ {1, 2, . . . , ni} so that ⊞j∈σiµij converges to µ1/n. In R
N , this is pre-
cisely the Steinitz lemma, so that the whole approach is to come up with a
family of maps into Rn that allow us to exploit this lemma.
Observe that the proof of our main result may be adapted to other prob-
abilistic settings. Indeed, if we are to consider the classical theorem due to
Hinc˘in, the above proof may be adapted with the logarithm of the Fourier
transform replacing the Voiculescu transform. Furthermore, utilizing re-
mark 5.4, one would expect this proof to work for vector valued probability
distributions. This is a somewhat more intuitive construction than the trad-
tional function theoretic approach to these theorems since the more classical
approach does not include the observation that a subset of the infinitesimal
array actually converges to the distribution µ1/n.
Lastly, this project has raised questions about the suitability of various
weak topologies to the theory. In this paper, we develop a theory of pointwise
weak convergence which, although slightly unnatural in an operator algebra,
has the desirable properties that the unit ball is compact and that conver-
gence in this topology corresponds to convergence of our various transforms.
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However, it is unclear whether weak topologies that are more intrinsic to
these operator algebras behave well with respect to the transformations. In
particular, the question arises as to whether weak convergence of elements
in an operator algebra A corresponds to some type of convergence for their
Voiculescu transforms. In the scalar valued case, weak convergence is equiva-
lent to uniform convergence of the Voiculescu transforms on certain compact
subsets in the complex upper half space (see [5]). Is there a corresponding
theorem in the more general operator valued case?
Acknowledgements: I would like to thank Hari Bercovici, Michael An-
shelevitch, Michael Hartglass and Ken Dykema for their helpful advice. I
would also like to thank Imre Ba´ra´ny for referring me to the relevant liter-
ature on the Steinitz lemma.
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