This paper presents a case study in system identification for limit cycling systems. The focus of the paper is on (a) the use of a model structure derived from physical considerations and (b) the use of algorithms for the identification of component subsystems of this model structure. The physical process used in this case study is that of a reduced order model for combustion instabilities for lean premixed systems. The identification techniques applied in this paper are the use of linear system identification tools, time delay estimation and qualitative validation of model properties using harmonic balance and describing function methods. The novelty of the paper, apart from its practical application, is that closed loop limit cycle data is used together with a priori process structural knowledge to identify both linear dynamic forward and nonlinear feedback paths.
Introduction
The objective of this effort is to obtain a system identification methodology for dynamical systems that exhibit limit cycle behavior. Nonlinear dynamical systems that exhibit self excited oscillations are common both in terms of constraints imposed by control mechanisms, such as saturation, but also in physical processes themselves. The system identification problem considered in this paper is to consider the limit cycle behavior as a qualitative constraint on the identification methodology. That is, the system identification procedure must yield a match to the data so that the identified model exhibits a stable self excited oscillation.
Note: This paper is a short version of the technical report which can be found at ftp://ftp.cds.caltech.edu/pub/cds/techreports/cds97-012.ps. In particular all references can be found in this report.
The organization of the paper is as follows. The combustion dynamics model used as an example is presented in Section 2 and brief comments regarding the qualitative dynamics are given in section . Section 4 presents the identification methodology for this case study. Section 5 gives conclusions and comments on future directions for this kind of investigation.
Model Description
This paper uses a reduced order model for the combustion system. The purpose of this section is to describe briefly the reduced order model that includes a nonlinear heat release model under development [4] for lean premixed combustion systems.
A set of ordinary differential equations that the describe the evolution of the system is as follows. The left hand side of of the second order ODE represents the acoustics in the combustion chamber. The right hand side represents the heat release mechanism which can drive or damp oscillations. The mechanism underlying the instability is essentially that of a fluctuating mixture strength or equivalence ratio or, in other terms, a velocity sensitive heat release. The second equation represents the flame area dynamics. 
Stability criteria
Linearizing (2),(3) about the origin (7, $, A ) = (O,O, 0) yields
[
where is the normalized flame area perturbation, q is the temporal coefficient governing the evolution of one acoustic mode and 4 is the temporal coeficient governing the evolution of velocity. This model structure is shown in Figure 1 .
into (3.1), yields two constraints which define the parameters for the onset of Hopf bifurcation:
Analytical Stability Analysis of
where B = RT. Because the last term in ( 6 ) and (7) are small compared to the remaining term it is possible to solve approximately for N and T :
The purpose of this section is to carry out the stabilthe previous section. Note that this model falls into a category of neutral differential equations [3]. We rewrite the model -for one mode and with obvious changes in notation -in the following form ity and bifurcation analysis of the model derived in
We assume 
-w2
Recall that hl < 0 so that, for positive N, 6' should be taken in the interval 7r < 6' < 27r (mod27r). The graph of N(R) has a parabolic shape with minimum at R = w. Note that if a << w , then at the minimum 6' x 3 r / 2 and N M 12a/(h1f2)l. The same form of the graph holds also for system ( 6 ) , ( 7 ) . Increasing N and crossing the stability boundary changes the equilibrium point from stable to unstable. Returning to the original delay parameter T, T = 0/R, a more complicated structure of the stability boundary as shown in Figure 2 
Nonlinear stability analysis
choice for R would be the frequency of the linear system for the corresponding values of parameters. By checking that this (linear based) frequency does not change much as we change model parameters, say N , it is possible to simplify things even further by assuming that R is the Hopf frequency corresponding to crossing the stability boundary. That is it is the resonant frequency computed from (8).
In figure 3 limit cycle amplitudes as a function of delay is shown. This is computed using (9). The left and the right panels show diagrams for sub-and super-critical cases respectively which occur for different choices of the nonlinearity.
The conclusions that are possible to derive from combustion model analysis to date are the following:
The purpose of this section is to present techniques for computing criticality conditions on the stability boundary.
0 The model shows limit cycling for a wide range of parameters.
0
The stability boundary has a complicated struc-
Globalization
The globalization of the averaging procedure described above is an attempt to obtain and use the equation for the dynamics of the limit cycle amplitude to predict the amplitude and the stability of limit cycles not only for parameters close to the stability boundary but for also for parameters "far away" from that boundary. The amplitude equation may be given (after averaging) as:
The hope is that (9) will approximate the actual dynamics of the amplitude of oscillations and particularly give a good approximation for the limit cycle amplitude. Note that, if the assumption of parameters being close to the stability boundary is violated then the frequency R in its averaged version (9) is formally unknown and should be chosen. The natural
ture, including interaction of different instabilities (for long delay T ) .
0 The third derivative of heat release nonlinearity is important for determining the type of criticality (supercritical vs. subcritical) for parameters on the stability boundary. It particularly affects our ability to generate cycling behavior with reasonably small amplitudes tracking only the nonsaturated part of the nonlinearity.
0 The amplitude of oscillations is most sensitive to the delay parameter T .
System Identification Methodology: A Case Study
The purpose of this section is to present the system identification methodology that has been applied to the combustion dynamics model. The methodology that is presented consists of identifying component subsystems using the available measurements and then checking that these component subsystems .51 (204,746) (7.5,1.6) . 49 (197,739) (6.9,.98) have the correct qualitative properties of a stable limit cycle and quantitative properties of amplitude and frequency of oscillation. The data used in this paper were obtained in an experimental program conducted by UTRC having the objectiveof demonstrating the applications of active control to lean premixed combustion systems [l] . The data consists of time records of pressure and heat release rate (global CH radiation intensity) for various power settings and equivalence ratios. The radiation intensity is assumed to be a measure of the rate of the heat release. A typical segment of the pressure and heat release data is shown in Figure 4. 
Linear System Identification
The purpose of this section is to discuss the identification of linear acoustics as shown in the model structure in Figure 1 . The problem is to utilize experimental measurements of heat release rate ( q ) and pressure ( p ) measurements to identify the acoustics labeled G in Figure 1 .
The essential issue in this identification problem is that the measurements are taken in closed loop. That is, p , q are indeed measurements across the linear system G but there is feedback in the data. Moreover, in the model structure the feedback is nonlinear due to the nonlinear heat release function.
The data have been analyzed in the following manner. The heat release rate data has been differentiated to avoid identifying a known structural element. This new signal has been used as the input and the pressure data as the output. The results of using a Box-Jenkins parameterization is given in Figure 5 and Table 1 lists the results of applying the identification across of range of fuel-air ratios.
Time Delay Identification
The purpose of this section is to discuss the identification of the time delay in the model as shown in Figure 1 . The time delay has been estimated in two This limits the resolution of the estimated time delay, moreover, any more subtle effects such as a time variation will not be captured by this method. The second method is based on a harmonic estimator and is able to overcome these two probllems.
By finding an accurate estimate of time delay it may be possible to obtain a good nonparametric fit to the static nonlinearity H given by the model as shown in Figure 1 . The model describes heat release rate as a function of delayed velocity
q ( t ) = H ( u ( t -7 ) ) .
Thus if it were possible to plot u ( t -7) versus 4 ( t ) for various times t and a wide range of U ' S , it would be possible to "trace out" the nonlinearity H (given that the model is accurate). Table 2 lists the estimated bulk delays for each data point obtained as a function of fuel-air ratio, 4, for the UTRC experiment.
Validation by Harmonic 13alance
The purpose of this section is to describe the validation of the qualitative behavior of the entire dynamical system obtained from the component subsystems identified in the previous sections and shown in Figure  1 . The problem is specifically to (a) take the identified linear system (G), time delay The application of harmonic balance methods is illustrated in this paper for a single harmonic (usually called describing function analysis). Figure 7 shows the describing function for the parameterized nonlinearity in Figure 6 . The harmonic balance equation for a single harmonic is and the intersection of the Nyquist plot of G and the describing function is shown in Figure 8 . The selection of gains t o match amplitudes may be carried out on such a plot. This paper has presented a study in system identification for limit cycling systems. An application that is of technological relevance has been presented to motivate the overall problem and application of standard estimation algorithms has been carried out on representative data.
Concluding Remarks

