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1. Introduction
Fractional differential equations have recently been addressed by several researchers for a variety of problems. The
interest in the study of differential equations of fractional order lies in the fact that fractional derivatives provide an excellent
tool for the description of memory and hereditary properties of various materials and processes. With this advantage,
the fractional-order models become more realistic and practical than the classical integer-order models, in which such
effects are not taken into account. As a matter of fact, fractional differential equations arise in many engineering and
scientific disciplines such as physics, chemistry, biology, economics, control theory, signal and image processing, biophysics,
blood flow phenomena, aerodynamics, fitting of experimental data, etc. [1–4]. For some recent development on the topic,
see [5–13] and the references therein.
Anti-periodic problems constitute an important class of boundary value problems and have recently received
considerable attention. Anti-periodic boundary conditions occur in the mathematical modeling of a variety of physical
processes; for instance, see [14–20] and the references therein.
Of late, most authors pay close attention to existence of solutions of fractional differential equations with antiperiodic
boundary conditions. (See [21–25].)
In [21], Ahmed Alsaedi investigated the following problem:
cDq0+x(t) = f (t, x(t), (χx)(t)), t ∈ [0, T ], T > 0, 1 < q ≤ 2,
x(0) = −x(T ), x′(0) = −x′(T ),
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where cDq0+ denotes the Caputo fractional derivative of order q, f : [0, T ] × X × X → X , and γ : [0, T ] × [0, T ] → [0,∞],
(χx)(t) =
 t
0
γ (t, s)x(s)ds,
with γ0 = max{
 t
0 γ (t, s)ds : (t, s) ∈ [0, T ] × [0, T ]}.
In addition, many authors also research the existence of solutions of the coupled systems of fractional differential
equations. (See [26,27].)
In [26], Su studied the existence of solutions for a coupled system of fractional differential equations:
Dα0+u(t) = f (t, v(t),Dµ0+v(t)), 0 < t < 1,
Dβ0+v(t) = g(t, u(t),Dν0+u(t)), 0 < t < 1,
u(0) = u(1) = v(0) = v(1),
where 1 < α, β < 2, µ, ν > 0, α−ν ≥ 1, β−µ ≥ 1, f , g : [0, 1]×R×R → R are given functions and D0+ is the standard
Riemann–Liouville fractional derivative.
However, the research on the systems of fractional differential equations has not received remarkable attention. The
paper will consider the following systems of fractional differential equations with antiperiodic boundary conditions.
cDα0+u(t) = f1(t, u(t), v(t), cDp0+u(t), cDq0+v(t)), t ∈ J = [0, T ],
cDβ0+v(t) = f2(t, u(t), v(t), cDp0+u(t), cDq0+v(t)), t ∈ J = [0, T ],
u(0) = −u(T ), u′(0) = −u′(T ),
v(0) = −v(T ), v′(0) = −v′(T ),
(1.1)
where cDα0+ denotes the Caputo fractional derivative, 1 < α, β ≤ 2, 0 < p, q < 1, f1, f2 ∈ C(J × R4, R).
This paper is organized as follows: In Section 2, we present some materials to prove our main results. In Section 3, by
applying some standard fixed point principles, we prove the existence and uniqueness of solutions for systems of fractional
differential equations with antiperiodic boundary conditions.
2. Preliminaries
Let us introduce a space: X = {u(t)|u(t) ∈ C1(J)} endowedwith the norm ∥u∥X = maxt∈J |u(t)|+maxt∈J |u′(t)|. Indeed,
(X, ∥ · ∥X ) is a Banach space. Obviously, the product space (X × X, ∥ · ∥X×X ) is also a Banach space with ∥(u, v)∥X×X =
∥u∥X + ∥v∥X .
For the convenience of the readers, we first present some useful definitions and fundamental facts of fractional calculus,
which can be found in [1,2].
Definition 2.1. the Caputo derivative for a function f ∈ Cn([0,∞), R) can be written as
cDs0+f (x) =
1
Γ (n− s)
 x
0
f (n)(t)dt
(x− t)s+1−n , n = [s] + 1 (2.1)
where [s] denotes the integer part of a real number, s > 0.
Definition 2.2. For s > 0, the integral
Is0+f (x) =
1
Γ (s)
 x
0
f (t)
(x− t)1−s dt, (2.2)
is called Riemann–Liouville fractional integral of order s for f .
Definition 2.3. For a function f (x) given in the interval [0,∞), the expression
Ds0+f (x) =
1
Γ (n− s)

d
dx
n  x
0
f (t)
(x− t)s−n+1 dt, n = [s] + 1 (2.3)
is called the Riemann–Liouville fractional derivative of order s > 0.
Lemma 2.1 ([1,2]). Let u ∈ Cm[0, T ] and q ∈ (m− 1,m], m ∈ N. Then for t ∈ [0, T ],
Iq cDq0+u(t) = u(t)−
m−1
k=0
tk
k!u
(k)(0). (2.4)
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Lemma 2.2. Let ϕ(t) ∈ C[0, T ] if u(t) ∈ C2[0, T ] is a solution of the following anti-periodic fractional differential equations:cDα0+u(t) = ϕ(t), t ∈ [0, T ], 1 < α ≤ 2,
u(0) = −u(T ), u′(0) = −u′(T ), (2.5)
then u(t) can be represented by u(t) =  T0 Gα(t, s)ϕ(s)ds, where
Gα(t, s) =

(t − s)α−1 − 12 (T − s)α−1
Γ (α)
+ (T − 2t)(T − s)
α−2
4Γ (α − 1) , s ≤ t,
− (T − s)
α−1
2Γ (α)
+ (T − 2t)(T − s)
α−2
4Γ (α − 1) , t ≤ s.
(2.6)
Proof. By (2.4), for some constants c1, c2 ∈ R, we have
u(t) =
 t
0
(t − s)α−1
Γ (α)
ϕ(s)ds− c1 − c2t.
Hence,
u′(t) =
 t
0
(t − s)α−2
Γ (α − 1) ϕ(s)ds− c2.
Applying the boundary conditions u(0) = −u(T ), u′(0) = −u′(T ), we obtain that
c1 = 12Γ (α)
 T
0
(T − s)α−1ϕ(s)ds− T
4Γ (α − 1)
 T
0
(T − s)α−2ϕ(s)ds,
c2 = 12Γ (α − 1)
 T
0
(T − s)α−2ϕ(s)ds.
Consequently,
u(t) =
 t
0
(t − s)α−1
Γ (α)
ϕ(s)ds− 1
2
 T
0
(T − s)α−1
Γ (α)
ϕ(s)ds+ 1
4
(T − 2t)
 T
0
(T − s)α−2
Γ (α − 1) ϕ(s)ds
=
 T
0
Gα(t, s)ϕ(s)ds.  (2.7)
Definition 2.4. We say that u(t) ∈ C1(J, R) is a generalized solution of the anti-periodic boundary value problem (2.5) if
u(t) can be represented by (2.7).
Remark. In fact, if u(t) ∈ C2(J, R) is a solution of (2.5), we easily get u(t) ∈ C1(J, R) as a generalized solution of (2.5).
However, by the following simple example, a generalized solution of (2.5) is not a solution of (2.5) in general.
Example. In (2.5), let ϕ(t) = 1, α = 32 , T = 1. According to (2.7), we get
u(t) = 1
Γ
 3
2
  t
0
(t − s) 12 ds− 1
2Γ
 3
2
  1
0
(1− s) 12 ds+ (1− 2t)
4Γ
 1
2
  1
0
1√
(1− s)ds
= 2t
3
2
3Γ
 3
2
 − t
Γ
 1
2
 − 1
3Γ
 3
2
 + 1
2Γ
 1
2
 .
Hence
u′(t) = t
1
2
Γ
 3
2
 − 1
Γ
 1
2
 ,
which implies that u(t) ∉ C2([0, 1]). According to the definition of the Caputo derivative, we could not define the Caputo
derivative cDα0+u(t).
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From the above discussion, we know that (u, v) ∈ X × X is a generalized solution of (1.1), where
u(t) =
 T
0
Gα(t, s)f1(s, u(s), v(s), cD
p
0+u(s),
cDq0+v(s))ds
v(t) =
 T
0
Gβ(t, s)f2(s, u(s), v(s), cD
p
0+u(s),
cDq0+v(s))ds.
Now we state a well-known fixed point theorem which is needed to prove the existence of solutions for (1.1).
Lemma 2.3 ([28]). Let E be a Banach space. Assume that T : E → E be a completely continuous operator and the set
V = {u ∈ E|u = µTu, 0 ≤ µ ≤ 1} is bounded. Then T has a fixed point in E.
3. Main result
For the sake of convenience, we set
M1 = T
α−1(6T + αT + 6α)
4Γ (α + 1) , M2 =
Tβ−1(6T + βT + 6β)
4Γ (β + 1) . (3.1)
M3 = min

1−M1c1 −M2d1 − (M1c3 +M2d3) T
1−p
Γ (2− p)

,
1−M1c2 −M2d2 − (M1c4 +M2d4) T
1−q
Γ (2− q)

. (3.2)
Define the operator T : X × X → X × X as
T (u, v)(t) =

T1(u, v)(t)
T2(u, v)(t)

=

 T
0
Gα(t, s)f1(s, u(s), v(s), cD
p
0+u(s),
cDq0+v(s))ds T
0
Gβ(t, s)f2(s, u(s), v(s), cD
p
0+u(s),
cDq0+v(s))ds
 , (3.3)
which implies

(T1(u, v))′(t)
(T2(u, v))′(t)

=

1
Γ (α − 1)
 t
0
(t − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
− 1
2Γ (α − 1)
 T
0
(T − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
1
Γ (β − 1)
 t
0
(t − s)β−2f2(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
− 1
2Γ (β − 1)
 T
0
(T − s)β−2f2(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds

. (3.4)
Theorem 3.1. The operator T : X × X → X × X is completely continuous.
Proof. First, we show that the operator T : X × X → X × X is continuous.
For 0 < p < 1, {un, vn} ⊆ X × X such that (un, vn) −→ (u0, v0) in X × X , then
max
t∈J
|cDp0+un(t)− cDp0+u0(t)| = maxt∈J
 1Γ (1− p)
 t
0
(t − s)−pu′n(s)ds−
1
Γ (1− p)
 t
0
(t − s)−pu′0(s)ds

= max
t∈J
 1Γ (1− p)
 t
0
(t − s)−p[u′n(s)− u′0(s)]ds

≤ T
1−p
Γ (2− p) maxt∈J |u
′
n(t)− u′0(t)|
≤ T
1−p
Γ (2− p)∥un − u0∥.
By ∥un − u0∥X → 0, we get the sequence cDp0+un(t), which converges uniformly on [0, T ] with limn→∞ cDp0+un(t) =
cDp0+u0(t) uniformly on [0, T ].
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Similarly, by ∥vn − v0∥X → 0, we get the sequence cDq0+vn(t), which converges uniformly on [0, T ] with limn→∞
cDq0+vn(t) = cDq0+v0(t) uniformly on [0, T ].
Since
∥T (un, vn)− T (u0, v0)∥ = max
t∈J
|T1(un, vn)(t)− T1(u0, v0)(t)| +max
t∈J
|T2(un, vn)(t)− T2(u0, v0)(t)|
+ max
t∈J
|(T1(un, vn))′(t)− (T1(u0, v0))′(t)| +max
t∈J
|(T2(un, vn))′(t)− (T2(u0, v0))′(t)|.
Combining (3.3), (3.4) with the continuity of f1, f2, we can get
∥T (un, vn)− T (u0, v0)∥ → 0.
Thus T is continuous in X × X .
Let Ω ⊂ X × X be bounded. Then there exist positive constants Li > 0 (i = 1, 2) such that
|fi(t, u(t), v(t), cDp0+u(t), cDq0+v(t))| ≤ Li, ∀(u, v) ∈ Ω .
Thus, for any (u, v) ∈ Ω , we have
|T1(u, v)(t)| ≤ 1
Γ (α)
 t
0
(t − s)α−1|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
+ 1
2Γ (α)
 T
0
(T − s)α−1|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
+ |T − 2t|
4Γ (α − 1)
 T
0
(T − s)α−2|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
≤ L1T
α
Γ (α + 1) +
L1Tα
2Γ (α + 1) +
L1Tα
4Γ (α)
= 3L1T
α
2Γ (α + 1) +
TαL1
4Γ (α)
,
|(T1(u, v))′(t)| ≤ 1
Γ (α − 1)
 t
0
(t − s)α−2|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
+ 1
2Γ (α − 1)
 T
0
(T − s)α−2|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
≤ T
αL1
Γ (α)
+ T
αL1
2Γ (α)
= 3T
α−1L1
2Γ (α)
.
Hence
∥T1(u, v)∥ ≤ 3L1T
α
2Γ (α + 1) +
TαL1
4Γ (α)
+ 3T
α−1L1
2Γ (α)
= M1L1 (3.5)
whereM1 is given by (3.1).
In the same way, we can verify that
∥T2(u, v)∥ ≤ 3L2T
β
2Γ (β + 1) +
TβL2
4Γ (β)
+ 3T
β−1L2
2Γ (β)
= M2L2 (3.6)
whereM2 is given by (3.1).
Thus, ∥T (u, v)∥ ≤ M1L1 +M2L2 = M which implies that the operator T is uniformly bounded.
Next we show that T is equicontinuous.
For any 0 ≤ t1 ≤ t2 ≤ T ,
|T1(u(t2), v(t2))− T1(u(t1), v(t1))| =
 1Γ (α)
 t2
0
(t2 − s)α−1f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
− 1
Γ (α)
 t1
0
(t1 − s)α−1f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
− t2 − t1
2Γ (α − 1)
 T
0
(T − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds

≤ L1
Γ (α)
 t1
0
[(t2 − s)α−1 − (t1 − s)α−1]ds+
 t2
t1
(t2 − s)α−1ds

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+ T
α−1L1
2Γ (α)
(t2 − t1)
≤ L1
Γ (α + 1) (t
α
2 − tα1 )+
Tα−1L1
2Γ (α)
(t2 − t1),
|(T1(u, v))′(t2)− (T1(u, v))′(t1)| = 1
Γ (α − 1)
 t2
0
(t2 − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
−
 t1
0
(t1 − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds

≤ L1
Γ (α − 1)
 t1
0
[(t2 − s)α−2 − (t1 − s)α−2]ds+
 t2
t1
(t2 − s)α−2ds

≤ L1
Γ (α)
(tα−12 − tα−11 ).
Analogously, we can obtain the following inequalities:
|T2(u(t2), v(t2))− T2(u(t1), v(t1))| ≤ L2
Γ (β + 1) (t
β
2 − tβ1 )+
L2Tβ−1
2Γ (β)
(t2 − t1),
|(T2(u, v))′(t2)− (T2(u, v))′(t1)| ≤ L2
Γ (β)
(tβ−12 − tβ−11 ).
Since the functions tα, tβ , tα−1, tβ−1 are uniformly continuous on the interval [0, T ], we can conclude that T (u, v) is
equicontinuous on J . Thus, the operator T : X × X → X × X is completely continuous. The proof is complete. 
Theorem 3.2. Assume that there exist positive constants ci, di (i = 0, 1, 2, 3, 4), c0 > 0, d0 > 0, ci, di ≥ 0 (i = 1, 2, 3, 4)
such that ∀xi ∈ R, t ∈ J, i = 1, 2, 3, 4
|f1(t, x1, x2, x3, x4)| ≤ c0 + c1|x1| + c2|x2| + c3|x3| + c4|x4|,
|f2(t, x1, x2, x3, x4)| ≤ d0 + d1|x1| + d2|x2| + d3|x3| + d4|x4|. (3.7)
In addition, assume that M1c1+M2d1+ (M1c3+M2d3) T1−pΓ (2−p) < 1,M1c2+M2d2+ (M1c4+M2d4) T
1−q
Γ (2−q) < 1, where M1 and
M2 are defined by (3.1). Then the problem (1.1) has at least one generalized solution.
Proof. Let us verify that the set V = {(u, v) ∈ X × X |(u, v) = µT (u, v), 0 ≤ µ ≤ 1} is bounded. Let (u, v) ∈ V , then
(u, v) = µT (u, v).
For any t ∈ J , we have
u(t) = 1
Γ (α)
 t
0
µ(t − s)α−1f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
− 1
2Γ (α)
 T
0
µ(T − s)α−1f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
+ T − 2t
4Γ (α − 1)
 T
0
µ(T − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds, (3.8)
u′(t) = 1
Γ (α − 1)
 t
0
µ(t − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds
− 1
2Γ (α − 1)
 T
0
µ(T − s)α−2f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))ds. (3.9)
In view of (3.8)–(3.9), we can obtain
|u(t)| = µ|T1(u, v)(t)|
≤ [c0 + c1|u(t)| + c2|v(t)| + c3|cDp0+u(t)| + c4|cDq0+v(t)|]

3Tα
2Γ (α + 1) +
Tα
4Γ (α)

≤

c0 + c1∥u∥ + c2∥v∥ + c3 T
1−p
Γ (2− p)∥u∥ + c4
T 1−q
Γ (2− q)∥v∥

3Tα
2Γ (α + 1) +
Tα
4Γ (α)

,
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|u′(t)| = µ|(T1(u, v))′(t)|
≤ [c0 + c1|u(t)| + c2|v(t)| + c3|cDp0+u(t)| + c4|cDq0+v(t)|]
3Tα−1
2Γ (α)
≤

c0 + c1∥u∥ + c2∥v∥ + c3 T
1−p
Γ (2− p)∥u∥ + c4
T 1−q
Γ (2− q)∥v∥

3Tα−1
2Γ (α)
.
Hence,
∥u∥ ≤ M1

c0 + c1∥u∥ + c2∥v∥ + c3 T
1−p
Γ (2− p)∥u∥ + c4
T 1−q
Γ (2− q)∥v∥

, (3.10)
whereM1 is defined by (3.1). Similarly, we can get
∥v∥ ≤ M2

d0 + d1∥u∥ + d2∥v∥ + d3 T
1−p
Γ (2− p)∥u∥ + d4
T 1−q
Γ (2− q)∥v∥

, (3.11)
whereM2 is defined by (3.1).
Combining (3.10) with (3.11), we obtain
∥u∥ + ∥v∥ ≤

M1c1 +M2d1 + (M1c3 +M2d3) T
1−p
Γ (2− p)

∥u∥
+

M1c2 +M2d2 + (M1c4 +M2d4) T
1−q
Γ (2− q)

∥v∥ +M1c0 +M2d0.
As a result,
∥(u, v)∥ ≤ M1c0 +M2d0
M3
,
for any t ∈ J , whereM3 is given by (3.2).
So the set V is bounded.
Thus, by Lemma 2.3, the operator T has at least one fixed point. Hence the problem (1.1) has at least one generalized
solution.
The proof is complete. 
Theorem 3.3. Assume that both f1 and f2 : [0, T ] × R4 → R are continuous functions and there are constants ni, n′i ≥ 0 such
that ∀t ∈ J, ui, vi ∈ R, i = 1, 2, 3, 4
|f1(t, u1, u2, u3, u4)− f1(t, v1, v2, v3, v4)| ≤ n1|u1 − v1| + n2|u2 − v2| + n3|u3 − v3|
+ n4|u4 − v4||f2(t, u1, u2, u3, u4)− f2(t, v1, v2, v3, v4)|
≤ n′1|u1 − v1| + n′2|u2 − v2| + n′3|u3 − v3| + n′4|u4 − v4|.
In addition, assume that
n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q) ≤
1
4M1
,
n′1 + n′2 + n′3
T 1−p
Γ (2− p) + n
′
4
T 1−q
Γ (2− q) ≤
1
4M2
where M1,M2 are defined by (3.1). Then the problem (1.1) has a unique generalized solution.
Proof. Define supt∈[0,T ]|f1(t, 0, 0, 0, 0)| = N1 < ∞, supt∈[0,T ]|f2(t, 0, 0, 0, 0)| = N2 < ∞, such that r ≥ 4
max{M1N1,M2N2}.
We show that TBr ⊂ Br , where Br = {(u, v) ∈ X × X : ∥(u, v)∥ ≤ r}.
1564 J. Sun et al. / Computers and Mathematics with Applications 64 (2012) 1557–1566
For (u, v) ∈ Br , we have
|T1(u, v)(t)| ≤ 1
Γ (α)
 t
0
(t − s)α−1|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
+ 1
2Γ (α)
 T
0
(T − s)α−1|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
+ |T − 2t|
4Γ (α − 1)
 T
0
(T − s)α−2|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
≤ 1
Γ (α)
 t
0
(t − s)α−1[|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))− f1(s, 0, 0, 0, 0)|
+ |f1(s, 0, 0, 0, 0)|]ds+ 12Γ (α)
 T
0
(T − s)α−1[|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))
− f1(s, 0, 0, 0, 0)| + |f1(s, 0, 0, 0, 0)|]ds
+ |T − 2t|
4Γ (α − 1)
 T
0
(T − s)α−2[|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))
− f1(s, 0, 0, 0, 0)| + |f1(s, 0, 0, 0, 0)|ds]
=

n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q)

r + N1

3Tα
2Γ (α + 1) +
Tα
4Γ (α)

,
|(T1(u, v))′(t)| ≤ 1
Γ (α − 1)
 t
0
(t − s)α−2|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
+ 1
2Γ (α − 1)
 T
0
(T − s)α−2|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))|ds
≤ 1
Γ (α − 1)
 t
0
(t − s)α−2[|f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))
− f1(s, 0, 0, 0, 0)| + |f1(s, 0, 0, 0, 0)|]ds
+ 1
2Γ (α − 1)
 T
0
(T − s)α−2|[f1(s, u(s), v(s), cDp0+u(s), cDq0+v(s))
− f1(s, 0, 0, 0, 0)| + |f1(s, 0, 0, 0, 0)|]ds
≤

n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q)

r + N1

3Tα−1
2Γ (α)
.
Hence
∥T1(u, v)(t)∥ ≤

n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q)

r + N1

M1 ≤ r2 .
In the same way, we can obtain that
∥T2(u, v)(t)∥ ≤

n′1 + n′2 + n′3
T 1−p
Γ (2− p) + n
′
4
T 1−q
Γ (2− q)

r + N2

M2 ≤ r2 .
Consequently, ∥T (u, v)(t)∥ ≤ r . Now for (u2, v2), (u1, v1) ∈ X × X , and for any t ∈ J , we get
|T1(u2, v2)(t)− T1(u1, v1)(t)| ≤ 1
Γ (α)
 t
0
(t − s)α−1|f1(s, u2(s), v2(s), cDp0+u2(s), cDq0+v2(s))
− f1(s, u1(s), v1(s), cDp0+u1(s), cDq0+v1(s))|ds
+ 1
2Γ (α)
 T
0
(T − s)α−1|f1(s, u2(s), v2(s), cDp0+u2(s), cDq0+v2(s))
− f1(s, u1(s), v1(s), cDp0+u1(s), cDq0+v1(s))|ds
+ |T − 2t|
4Γ (α − 1)
 T
0
(T − s)α−2|f1(s, u2(s), v2(s), cDp0+u2(s), cDq0+v2(s))
− f1(s, u1(s), v1(s), cDp0+u1(s), cDq0+v1(s))|ds
≤

3Tα
2Γ (α + 1) +
Tα
4Γ (α)

n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q)

× (∥u2 − u1∥ + ∥v2 − v1∥),
J. Sun et al. / Computers and Mathematics with Applications 64 (2012) 1557–1566 1565
|(T1(u2, v2))′(t)− (T1(u1, v1))′(t)| ≤ 1
Γ (α − 1)
 t
0
(t − s)α−2|f1(s, u2(s), v2(s), cDp0+u2(s), cDq0+v2(s))
− f1(s, u1(s), v1(s), cDp0+u1(s), cDq0+v1(s))|ds
+ 1
2Γ (α − 1)
 T
0
(T − s)α−2|f1(s, u2(s), v2(s), cDp0+u2(s), cDq0+v2(s))
− f1(s, u1(s), v1(s), cDp0+u1(s), cDq0+v1(s))|ds
≤ 3T
α
2Γ (α)

n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q)

× (∥u2 − u1∥ + ∥v2 − v1∥).
Hence
∥T1(u2, v2)(t)− T1(u1, v1)(t)∥ ≤ M1

n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q)

(∥u2 − u1∥ + ∥v2 − v1∥).
Similar to the above discussion, we can obtain
∥T2(u2, v2)(t)− T2(u1, v1)(t)∥ ≤ M2

n′1 + n′2 + n′3
T 1−p
Γ (2− p) + n
′
4
T 1−q
Γ (2− q)

(∥u2 − u1∥ + ∥v2 − v1∥).
As a result
∥T (u2, v2)(t)− T (u1, v1)(t)∥ ≤

M1

n1 + n2 + n3 T
1−p
Γ (2− p) + n4
T 1−q
Γ (2− q)

+ M2

n′1 + n′2 + n′3
T 1−p
Γ (2− p) + n
′
4
T 1−q
Γ (2− q)

(∥u2 − u1∥ + ∥v2 − v1∥).
Since [M1(n1+ n2+ n3 T1−pΓ (2−p) + n4 T
1−q
Γ (2−q) )+M2(n′1+ n′2+ n′3 T
1−p
Γ (2−p) + n′4 T
1−q
Γ (2−q) )] < 1, therefore T is a contraction operator.
Thus the conclusion of the theorem holds by using the fixed point theorem of contraction mapping principle. The proof
is complete. 
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