The problem of missing mass has been extensively studied under memoryless sources. In this note we discuss how to relax this limitation and obtain exponential concentration bounds for the missing mass in markovian sources.
Introduction

Problem Statement
Let {X i } i be a sequence of samples from the source X (iid or a Markov chain). We are interested in the quantity called missing mass
(1) which captures the probability mass of unseen elements and is a random variable dependent on the realizations X i .
IID Case
For the IID case ([MO03,BK + 13] and followed-up works improving bounds) one proves tail bounds that by showing that the collection of S i,j = I(X i = j) is negatively associated (NA); this follows in two parts -first one observes that S i,j are NA under fixed i, then uses the fact that NA and mutually independent vectors can be augmented [DR98] -block sums B j = i S i,j form a NA collection too a threshold transform I(B j = 0) also preserves NA as a result, we get a weighted sum of B j which are NA; the tail is smaller than if they were independent 2 Our Results
Bounds for Markov Chains
The approach above clearly fails for Markov Chains. The collection S i,j may not be NA. Instead, in our approach we try to give an estimate of the form
with some numbers δ j for each subset J and then apply extensions of Hoeffding Bounds such as [IK10] . Note that under the IID case it holds that E j∈J I(B j = 0) = 1 = (1 − j∈J p j ) n so that the technique works with δ i = (1 − p j ) n . For Markov Chains this essentially means that we need to estimate tails of hitting times; indeed the event that the walk doesn't hit a set J within first n steps is exactly j∈J I(B j = 0) = 1. Lett J be the mean hitting time for the set J. Consider the first hitting time for the set J τ J = min{n : X n ∈ J, n 1}
(3)
Then one can show (a standard argument, see for example [LP17] ) that
If the chain is actually a fully random walk thent J = 1/p J so that we can have δ j = exp(−Ω(np j )). In a general case we can use the inequality obtained in
where T (1/2) is the worse-case hitting time to any set of a measure at least 1/2. Having established the bound Pr[τ J > n] exp (−Ω(n/p J )) (
we can proceed as for the IID case.
