Parallelization of genetic algorithms (GAs) has received considerable attention in recent years. The reason for this is the availability of suitable computational resources and the need for solving harder problems in reasonable time. We describe a new parallel self-adaptive GA for solving the data clustering problem. The algorithm utilizes island parallelization implemented using genebank model, in which GA processes communicate with each other only through the genebank process. This model allows one to easily implement different migration topologies. Experiments show that significant speedup can be reached by parallelization. The effect of migration parameters is also studied and the development of diversity is examined by several measures, some of which are new.
Introduction
Clustering is a classical, hard combinatorial optimization problem. In clustering, one has to divide a given set of data objects into a number of groups called clusters in such a way that similar data objects belong to the same cluster whereas dissimilar objects are in different ones [13, 22] . The problem appears as many variations in numerous fields of science such as data compression, image analysis, medical data analysis, data mining, social sciences, bioinformatics, etc. The problem instances are commonly large in several respects: the dimensionality of data objects may be high, the number of data objects may be thousands or millions, and the number of clusters may be several hundreds (c.f. vector quantization [18] ). Thus the amount of computation needed for finding satisfactory solutions is often high, even if we abandon the hope of finding a true global optimum.
There are many variants of the clustering problem [21] . In the present study we consider the case of metric clustering. In particular, we assume that the data objects can be considered as points in a Euclidean space and calculation of an artificial cluster center is meaningful. The dissimilarity of data is measured as the average of squared Euclidean distances between the points and the corresponding cluster centers. This method favors spherical clusters, but in some applications clusters may have other shapes. In these cases, one often applies a non-metric dissimilarity (c.f. protein clustering in bioinformatics [1] or character recognition). We also assume that the number of clusters has been decided a priori. Vector quantization serves as an example of this kind of a situation whereas classification of bacterial data [16] includes the determination of the number of clusters.
There exists a great number of algorithms for the clustering problem. Most of these can be identified as either iterative or hierarchical. An iterative algorithm starts with an initial solution and iteratively improves the quality of the solution. Hierarchical methods can be divided into divisive and agglomerative methods. They apply split and merge operations, respectively, until a clustering with the desired number of clusters has been reached, see [23] for a discussion of hierarchical methods in the context of vector quantization.
Genetic algorithms (GAs) [19] have received considerable attention due to their conceptual simplicity and ability to find high-quality solutions for hard optimization problems. GAs resemble iterative methods but they aim to search the solution space more broadly. The idea of GAs is to maintain a population of individuals, each giving a solution to the problem in hand. The quality of an individual is determined by calculating the value of a suitable fitness function. A new generation of individuals is created by applying crossover and mutation operations to the individuals. There are a large number of design alternatives to choose from, and the final efficiency of the resulting GA depends on the problem instance, details of the design and the parameter values.
To overcome the difficulty of finding good parameter values, adaptive GAs have been developed [20] . A self-adaptive genetic algorithm for clustering (SAGA) is described in [25] . In this algorithm, each individual contains several parameter values in addition to the actual solution. The algorithm still has a few parameters, but their values are not critical to the result. SAGA was demonstrated to be very robust and to achieve excellent results. The main drawback of the method is the long running time.
Fortunately, genetic algorithms are known to be well parallelizable. Thus, using several interconnected processors one may be able to reduce the actual running time considerably. In this paper we review some prior work on the subject and present an efficient way to implement SAGA in a parallel environment.
The plan of the work is the following. In Section 2 we discuss the ways of parallelizing GAs in different applications. The clustering problem is stated in Section 3. The self-adaptive genetic algorithm for clustering is briefly described in Section 4. Our parallel self-adaptive GA is then introduced in Section 5. In Section 6 we give some measures which can be used for analyzing the progress of a parallel GA. Computational results are given in Section 7. Concluding remarks close the work in Section 8.
Parallel GAs
Genetic algorithms [19] perform stochastic optimization by applying stochastic evolution inspired operators to a set of candidate solutions. These operations include mutation, crossover and selection. There are several properties which have increased the popularity of GAs as a general framework for solving hard optimization problems. First of all the quality of solutions found by GAs is in many cases excellent. The method is easy to understand; it suffices to determine a suitable representation for the individuals and a pertinent crossover operator. Furthermore, an exact mathematical formulation of problem can often be avoided. Instead, one can easily add extra constraints to the objectives, including multiobjective rules and fuzzy constraints. (Naturally, one should not underestimate the value of a mathematical formulation since it helps to understand the problem situation better and often gives a proper general context to the problem.)
All the above benefits, however, are not earned for free: GAs often suffer from long running times so that a common complaint on their usefulness deals with the practicality of the approach. On the other hand GAs usually maintain the best solution found and thus the optimization process can be terminated at wish. A well-designed GA avoids convergence to a local minimum and keeps on searching for better solutions from different areas of the search space.
The performance of a sequential GA can often be somewhat improved by re-considering the representation of the individuals, redesigning the reproduction operators, balancing between the population size and the number of generations, introducing suitable local search operators, etc. However, more substantial increase of performance can often be achieved by utilizing multiple processors with a communication network to run a parallel GA. In addition to the benefit of increased computational power, it has been noted that parallel evolutionary algorithms seem to be more in line with their natural counterparts and thus might yield also algorithmic benefits [31] . Parallel GAs are typically classified into three classes according to their approach on parallelization: fitness level, population level and individual level parallelization. Hierarchical or hybrid parallelization models are often considered as the fourth class. In the next four subsections we will discuss these approaches on the basis of recent literature. For an instructive survey on parallel GAs up to year 1997 see [3] .
Fitness level parallelization: master-slave model
In the fitness level parallelization a master process distributes the evaluation of the individuals to slave processes, see Figure 1 . The master process performs all the other tasks of the GA. This kind of parallelization is useful when the fitness value calculation is time-consuming so that the data transfer between the master and the slaves will not become a bottleneck of the system. Since a master-slave GA is algorithmically equal to a sequential GA, algorithmic benefits cannot be expected.
Population level parallelization: island model
In the population level parallelization a complete GA including an entire population is placed at each process and an interconnection network between the processes is constructed, see Figure 2 . The GA processes send individuals (migrants) to each other at certain intervals. This concept is called the island model due to correspondence to the real world. Since each process works relatively independently and operates on several individuals, this kind of parallelization is also called coarse-grained. The island model can be implemented in many different ways. The variants differ in the selection of the parameters for the migration process: migration policy determines which individuals migrate and which individuals are replaced in the destination process.
E. Cantú-Paz has studied parallel GAs, especially coarse-grained, extensively with D. E. Goldberg [2, 6, 4] , and by himself [7, 9, 8, 5] . In [2] the selection process was modeled as a biased one-dimensional random walk (the gambler's ruin model). The aim was to predict speedups in two bounding cases of connectivity. The authors derived formulas for theoretical speedups and tested them with concatenations of trap functions. The formulas indicated that when the islands are completely isolated, increasing their number does not bring significant speedup. In the case of maximal connectivity (all the islands communicate with each other), there exists an optimal combination of number of islands and deme (population on island) size.
The next paper [6] extended the derivations to arbitrary degrees of connectivity (number of neighbors of each island). In addition to the deme size, also the optimal degree of connectivity was found.
In [4] the above calculations were refined and it was pointed out that when the population size is fixed, the optimal number of processes is Ç´Õ of processors. After this they considered arbitrary topologies assuming that migration occurs only after demes have converged. They found out that the same formula for the optimal number of processes still applies.
In [7] E. Cantú-Paz applied Markov chains with the gambler's ruin model in order to predict the solution quality of a parallel GA after several epochs. This allowed him to take arbitrary migration rates and topologies into consideration. The results suggested that in the long run parallel GAs reach solutions of the same quality as a simple GA with a population equivalent to the aggregate of the demes. It was also observed that higher migration rates result to improved quality regardless of topology. Higher network connectivity also seems to improve the results, although with increased communication costs.
Migration policies and their effect on the selection pressure were analyzed in [9] . It was observed that selection pressure and thus the convergation speed can be increased or decreased by applying an appropriate migration policy. The strongest selection pressure is reached when the best migrate and replace the worst. Since the decision of replacement has a considerably smaller effect, replacing random individuals creates almost as much pressure. Selection pressure was found out to increase monotonically with higher migration rates. Since the most commonly used migration policy is the one creating most selection pressure, there may follow faster convergence and thus reduction of the total computational work compared to the corresponding sequential GA. This is suggested as an explanation to some claims of superlinear speedups obtained by parallelization.
Finally, in [8] the effect of migration policies on the fitness distribution was analyzed. By describing the distributions using cumulants Cantú-Paz shows that the migration rate and the number of neighbors affect the distribution of fitnesses. Thus, even though selection intensity of two parallel GAs is the same, the populations may be modified differently. The variance of the fitness distribution turned out to increase when low migration rates were used with topologies of more than one neighbor.
The island model has been used to solve the set partitioning problem, see the thesis of D. Levine [26] . The algorithm uses penalty functions and local search to improve the fitness of the individuals. It was observed that random initialization was to be preferred to heuristic methods, and duplicates should be avoided in order to avoid premature convergence. According to the author, in the migration process the deletion of worst-ranked individual may increase the selective pressure and lead to premature convergence.
S.-C. Lin et al. [27] have categorized parallel island GAs in several respects. By the migration method, parallel island GAs can be classified as isolated (no migration between islands), synchronous (migrations are synchronized) and asynchronous (migration can happen any time). Connection schemes can be static or dynamic depending on whether the topology is allowed to change during runtime. Furthermore, parallel island GAs can be homogeneous (each island applies the same parameters) or heterogeneous (islands may have different parameters). When several different parallel GA architectures were compared experimentally, a large number of islands and asynchronous exchange of individuals were found to be very effective. Also, it turned out to be advantageous to exchange solutions based on population similarity instead of using a fixed connection topology.
F. J. Marin et al. [29] gave an island model GA with a master processor. Each server processor runs an independent GA. After a specified interval, each GA sends its best results to the master processor, which in turn sends the best received results back to each server processor. Randomly selected individuals are replaced. It seems that the emigration needs to be synchronized in their model. Good scalability is given as a major advantage of this method. The algorithm was tested with a shortest path problem.
S. Tongchim and P. Chongstitvatana [32] used a cluster of workstations for constructing a finite-state machine that produces the correct output sequences according to the given input/output sequences. The authors report linear or even superlinear reduction in execution time when the quality of the final solution is fixed. The workstations were arranged as a ring and the migration (5 best individuals from each subpopulation) took place between the neighbors in the ring.
B. de Andres et al. [11] demonstrated that parallel GAs are useful means even in real-time control of physical processes. The authors gave an island model based GA for determining parameters needed in the real-time control of a high speed ship. With ring topology they achieved a speedup ratio of 16 using 8 processors. The speedup was calculated from the number of generations instead of the actual running time.
S. Tongchim and P. Chongstitvatana [33] gave a self-adaptive parallel GA using island model with ring topology. The individual islands had different GA parameters including crossover operator, crossover rate, mutation operator and mutation rate. Each process received a new parameter set from a neighbor if it had performed worse than the neighbor. The parameters were then modified by crossover and mutation operators. Experimental results with standard test functions were promising.
Individual level parallelization: cellular model
Parallelization can also be realized at individual level. Commonly, the individuals are placed in a grid. Each grid node contains a single individual, see Figure 3 . The grid is usually one or two-dimensional and wrapped around (so that e.g. node 1 is also connected to nodes 3 and 7 in Figure 3 ). Crossover is performed on neighboring individuals and the neighbor for crossover is selected by a suitable rule, such as tournament selection. This kind of parallel algorithms are often called cellular parallel GAs due to their resemblance of cellular automata. The model is also called fine-grained due to the distribution of memory and genetic information among processors. In order to increase the robustness of the cellular model, M. Kirley and D. G. Green [24] have introduced the concept of disasters. A disaster wipes out grid nodes and thus leads to abrupt changes in connectivity. According to the authors, this approach allows one to retain the diversity of solutions while simultaneously refining the optimal ones. They demonstrated their algorithm being able to adapt effectively to dynamic environments.
Hierarchical models
There is a rapidly growing set of parallel GA models which contain features from more than one of the above types. These are often called hierarchical or hybrid models.
S.-C. Lin et al. [27] have presented a parallel GA architecture called injection island GAs, which are a class of asynchronous heterogeneous GAs. They use the island model and a hierarchy of GAs with different resolutions of the same problem. A higher level GA utilizes a coarser abstraction of the problem and sends its solution to lower level GAs. These in turn use progressively finer abstractions and perform further optimization. The information traffic is thus one-way, from top to bottom. The results of a simple injection island GA were promising. The approach has later been successfully applied to the optimization of flywheels by D. Eby et al. [12] .
In another work, S.-C. Lin et al. [28] discussed two hybrid models for job shop scheduling problems. They found out that a hybrid model consisting of coarsegrained GAs connected in a fine-grained GA style topology performed better than a plain coarse-grained or fine-grained GA. On the other hand, a coarse-grained GA with a fine-grained GA on each island performed rather badly.
G. Wang et al. [34] have presented a multi-level GA model called nGA. A two-level GA called DAGA2 has been given as an instance of their formalism. In DAGA2, level 1 consists of autonomous GAs with parameters of their own. The GAs of level 1 form the population of the level 2 GA. The level 2 GA optimizes the level 1 GAs and sends favorable control parameters back to level 1. In this way, the system may adapt to different phases of the search process. The algorithm was tested on several well-known test functions.
Clustering problem
The clustering problem is defined as follows. Given a set of AE data objects Ü , partition the data set into Å clusters in such a way that similar objects are grouped together and dissimilar objects belong to different groups. Each object Ü has Ã features Ü´ µ . The features are assumed to be numerical and of the same scale.
Mapping È defines a clustering by giving for each data object Ü the index Ô of the cluster it is assigned to. Furthermore, each cluster has a cluster representative Given a mapping È , the optimal cluster representatives are the cluster centroids
The optimality of centroids leads to a simple and widely used clustering method, the k-means algorithm [30] . It improves an initial solution by repeatedly recalculating the cluster representatives using formula (3) and refining the mapping by assigning each object with the cluster which has the nearest representative. Even though the results of the k-means are usually modest, it is highly useful as a hillclimbing method in more complicated algorithms.
Self-adaptive genetic algorithm for clustering
The self-adaptive genetic algorithm (SAGA) applied here [25] uses individual level self-adaptation [20] , where each individual consists of a candidate solution to the problem and a set of strategy parameters. An individual is of the form ´ µ, where ´È µ is a solution. The inclusion of both mapping and representatives allows us to make several speed optimizations. The strategy parameters included in are crossover method , mutation probability and noise range . The general structure of SAGA is show in Algorithm 1. A more detailed description and discussion of the algorithm can be found in [25] .
Parallel self-adaptive GA for clustering
Our parallel GA (ParSAGA) uses the island parallelization model, where É GAs run independently and communicate with each other, see Section 2.2. The processes are seen as islands which occasionally send individuals ("emigrants") to other islands. We have implemented island parallelization using a genebank model. In the genebank model, instead of sending emigrants directly to other islands, islands communicate only with the genebank process. The genebank process maintains a genebank, a population of the best individuals received from islands. For the communication purposes, three steps need to be added to SAGA, see Algorithm 2. The genebank process, see Algorithm 3, requires very little processor time and thus if e.g. É processors are available, it could be run in side of one of the island processes.
Each island process is assigned a two-dimensional coordinate ´Ü Ý µ, where ¼ Ü Ý ½, corresponding to the "location of the island ". The cost of traveling from location to is defined as:
2. (e) Send an individual to the genebank.
(f) Receive an individual from the genebank and add it to the current population.
(g) Remove an individual from the current population.
Algorithm 2:
Steps added to SAGA for island processes.
1. Select coordinates Õ for each island Õ.
2. Repeat the following steps until a stopping condition is fulfilled. Our model somewhat resembles the model used by F. J. Marin et al. [29] . However, it differs from their model in three important aspects. First, our model allows emulating several different topologies by adjusting the activities of the control process. It also applies asynchronous emigration, which simplifies the management of the island processes and adds to efficiency. Finally, the GAs on the islands are self-adaptive. The adaptive parallel GA by S. Tongchim and P. Chongstitvatana [33] is also quite different. Their algorithm utilizes population level adaptation whereas ParSAGA adapts on individual level. Furthermore, ParSAGA applies a very flexible neighborhood topology which is easily scalable.
Statistical measures for the island model
The operation of a parallel GA can be evaluated by genotypic measures or phenotypic measures. Genotypic measures consider the data representations of genes whereas phenotypic measures consider properties of solutions, in practice usually the fitnesses. M. Capcarrère et al. [10] have considered the case of cellular parallel GAs and defined several measures for describing the advancement of an evolutionary algorithm. The genotypic measures, including frequency of transitions, entropy of population and diversity indices, are related to the number of duplicate solutions. The phenotypic measures include performance (i.e. average error of solutions), diversity and ruggedness, which measures the dependency of individual's fitness from its neighbor's fitness.
The genotypic measures seem not to be applicable to an island model with very few duplicates, and we therefore give some new measures for the island model. On the other hand, the phenotypic measures are applicable also for the coarse-grained case and we recall them shortly.
We assume that there are É islands, and island Õ has a population of size × Õ . The individuals on island Õ are Á Õ Õ ½ × Õ .
Genotypic measures
Genotypic measures deal with the representation of individuals. They are therefore specific to the particular problem in question and to the coding of individuals. In order to define our genotypic measures we first need to define the dissimilarity of two individuals ½ and ¾ . We ignore the strategy parameter values and concentrate on calculating the difference between solutions ½ and ¾ . By defining a bijective assignment ½°¾´ ½ ¾ µ « ½°¾´ µ ´ ½ Åµ for the clusters in the solutions, we can calculate the dissimilarity of individuals ½ and ¾ simply by summing up the distances between the representatives of the associated clusters:
where ½ is the representative of the th cluster in the solution of ½ . The problem in using formula (5) is the proper selection of the assignment. The natural choice would be the assignment resulting to the smallest dissimilarity. Unfortunately, the problem of finding the optimal assignment is difficult. One could settle for a heuristically selected suboptimal assignment, but this would make the dissimilarity measure depend on the selection of the heuristic. This problem can be solved by abandoning the demand for bijectivity. We define assignment ½ ¾ so that each cluster of ½ is assigned with the nearest cluster in ¾ measured by the distance between cluster representatives. Assignment ¾ ½ is defined correspondingly. Now we can define the dissimilarity between ½ and ¾ as the average of the distances calculated using these two assignments:
This is a computationally feasible definition since the two assignments can be determined in Ç´Å ¾ Ãµ time.
A completely different approach to defining dissimilarity is to concentrate on mappings instead of cluster representatives. A straightforward way to define dissimilarity using mappings is to define an AE ¢ AE binary matrix 
Here any suitable dissimilarity measure AE can be applied resulting to e.g. average assignment dissimilarity ´AE µ and average mapping dissimilarity ´AEÑµ . The average dissimilarity measures the diversity of the individuals. Obviously, it tends to zero as the population converges to several copies of a single individual. By observing the development of ´AEµ we can get an understanding on the speed of convergence.
Phenotypic measures
Since formula (2) 
Furthermore, we can define the average distortion of the island model
and the standard deviation of distortion of the island model
The average distortion gives information on the progress of the algorithm and it can be compared to the distortion of the best solution for a rough view on diversity. The standard deviation of diversity measures phenotypic diversity more accurately.
Results

Test setting
We have used four different test problems. Three of them originate from the field of vector quantization and one from a biological application of clustering. Bridge consists of ¢ spatial pixel blocks sampled from a gray-scale image with image depth of 8 bits per pixel. Bridge2 has the blocks of Bridge after a BTC-like quantization into two values according to the average pixel value of a block. The cluster representatives for Bridge2 are rounded to binary vectors. Lates mariae contains 215 data records from pelagic fishes of Lake Tanganyika. The data originates from a research, in which the occurrence of 52 different DNA fragments was tested for each fish sample using RAPD analysis and a binary decision was obtained whether the fragment was present or absent. The cluster representatives are real vectors. Miss America has been obtained by subtracting two subsequent image frames of a video image sequence and constructing ¢ spatial pixel blocks from the residuals. Table 1 shows the dimensions of these test problems. The parameters for SAGA are the default parameters from [25] : parameter mutation probability © ±, number of k-means iterations ¾, population size Ë and the roulette wheel selection method.
The tests were run on a single two-processor computer using 10 island processes thus emulating the situation of 10 interconnected computers. The communication costs are very low compared to the computational costs, so the results should be well comparable to the situation with an actual computer network. The statistical significance of differences has been verified by Student's t-test, Ô ¼ ¼ . Table 2 compares the results obtained by different clustering methods. ParSAGA of this paper was compared to seven other clustering algorithms. The results of k-means [30] and Stochastic relaxation (SR) [36] are averages of 100 runs with different random initializations. Divisive and agglomerative hierarchical methods are respectively represented by Splitting method with local repartitioning (SLR) [15] and Ward's method [35] . These results were not repeated since the methods are deterministic. The results of Randomised local search (RLS-2) [17] , Genetic algorithm (GA) [14] , Self-adaptive genetic algorithm (SAGA) [25] and ParSAGA are averages of 20 runs. GA and SAGA were run 1000 generations with a population of 45 individuals. ParSAGA was run 100 generations with 10 islands of 45 individuals.
Test results
We observe that ParSAGA achieves results similar to SAGA, i.e. results of excellent quality whereas simpler methods give considerably weaker results. Lates mariae is the easiest of the test problems. All the genetic algorithms and the local search algorithm arrived each time at the same result, which is the best result found.
The rest of the results are for Bridge only and they are averages of 20 runs of 100 generations and 10 islands of 45 individuals. See Section 5 for the default migration topology parameters. Table 3 compares different migration policies. Best results are achieved by sending the best individuals and replacing the worst, as one would expect. Sending the best gives constantly better results than sending random individuals. Also, replacing the sent individual seems to be a bad policy when the best is sent. Table 4 compares three different migration topologies. The topology doesn't seem to have a great effect on results, at least with this small a number of islands.
The effect of the direction control parameter can be seen in Table 5 . It turns out that restricting the direction of emigration is disadvantageous.
Increasing the genebank size from the default 20 to 100 gave a slight improvement (161.117 with standard deviation of 0.098 vs. 161.153 and 0.100), but the difference is not statistically significant. However, the difference between this result and the result of SAGA (161.183 and 0.102) is significant. Figure 4 shows the speedup of ParSAGA in comparison to SAGA at various moments of time in two cases: 1000 generations of SAGA with a population of 45 individuals and 100 generations of SAGA with a population of 450 individuals. Speedup is calculated as the ratio of time spent by SAGA and the time required by ParSAGA to find a solution of the same quality as SAGA. Since ParSAGA is run with 10 islands, speedup of 10 would be linear. We observe that ParSAGA is very fast in comparison to SAGA with a large population even though this SAGA setting resembles more closely the setting of ParSAGA. This is because SAGA would need many more generations to successfully handle this large a population with the roulette-wheel selection. After 100 generations the average result is only 161.963 with standard deviation of 0.188. In ParSAGA, the large population is essentially divided into smaller intercommunicating populations thus resulting to excellent speedup. On the other hand, since ParSAGA in practice applies a considerably larger population than SAGA with a population of 45 individuals, it can preserve genetic variation longer and thus is still able to achieve regular progress when SAGA can only find better solutions occasionally. This is illustrated by the almost linear final portion of the 1000*45 curve. Figures 5 and 6 show the development of several measures in two separate cases. In Figure 5 the default parameters are used. In Figure 6 migration is performed only once every 10 generations (instead of every generation). The diversity measures clearly show that reducing the migration frequency slows down the decline of diversity. This is probably the most apparent in the graph of average assignment dissimilarity ( ´AE µ ), but also the difference between average distortion ( ´ µ ) and best distortion as well as the standard deviation of distortion ( ´ µ ) portray the same behavior.
The development of the average mapping dissimilarity ( ´AEÑ µ ) is shown in Figure 7 . Here, both the previous cases have been plotted in a single figure. A clear difference between the cases can be observed also here.
One further thing to notice about the measures is the fact that even though the phenotypic diversity declines steadily, genotypic diversity can still occasionally increase noticeably. This might suggest that the search has found new promising areas of problem space to study closer. 
Conclusions
Parallelization of a self-adaptive genetic algorithm for clustering was studied. Our parallel algorithm applied the genebank model for organizing the emigration. In the model, all the communication between SAGA processes is directed through the genebank process, which maintains a collection of the best individuals received. This model allows one to implement different topologies flexibly by simple parameter adjustments.
The parallel SAGA achieved results similar to the sequential SAGA in a considerably shorter time. Even superlinear speedup could be claimed in some cases, although this is obviously due to different functioning of the algorithms.
Comparison of migration parameters showed that sending the best and replacing the worst individuals is the most effective migration policy. Restrictions on migration turned out to be disadvantageous.
We also gave some new diversity measures for the parallel GA. Two genotypic measures specific for the clustering problem were introduced and two well-known phenotypic measures were tested as well. It turned out that even though phenotypic diversity declines steadily with time, genotypic diversity can still occasionally raise noticeably. 
