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The complex singlet-doublet model is a popular theory to account for dark matter and electroweak
baryogenesis, wherein the Standard Model particle content is supplemented by a complex scalar
gauge singlet, with certain discrete symmetries imposed. The scalar potential which results thereof
can have seven different types of minima at tree-level, which may coexist for specific choices of
parameters. There is therefore the possibility that a given minimum is not global but rather a local
one, and may tunnel to a deeper extremum, thus causing vacuum instability. This rich vacuum
structure is explained and discussed in detail.
1. INTRODUCTION
The recent discovery of the Higgs boson at the LHC [1, 2] and subsequent detailed studies of its properties [3]
have shown that the Standard Model (SM) is a remarkably successful description of particle physics, even in the
scalar sector. The 125 GeV Higgs boson has properties which, up until now, show no significant deviations from
its SM-expected behaviour. Theoretical extensions of the SM, including new physics – in particular new particles –
must take that into account, even if there are numerous questions left unexplained by the SM, such as the matter-
antimatter asymmetry, the existence of dark matter or the observed fermion mass hierarchy. With LHC’s Run II
about to reveal data on hitherto unexplored energy regions, generalizations of the SM will finally have a chance to
be experimentally tested. One of the simplest extensions of the SM is the two-Higgs doublet model (2HDM) ([4]; for
a recent review, [5]), which has richer scalar spectrum, potential additional sources of CP violation via spontaneous
symmetry breaking and can also include dark matter candidates. The 2HDM corresponds to doubling the number of
scalar SU(2)W doublets of the SM, and the gauge symmetries imposed upon the model simplify considerably the form
of the scalar potential. Still, the potential is a function of eight real scalar component fields (five after electroweak
symmetry breaking), and includes a scalar spectrum composed of five particles (in the most common versions of the
2HDM, two CP-even scalars, a pseudoscalar and a charged state).
Arguably, the simplest SM extension is that which includes a single extra scalar particle. That can be achieved by
adding a real gauge singlet (i.e., a real scalar field with no SU(2)W × U(1)Y quantum numbers) [6–17]. The singlet
does not have gauge or fermionic interactions, and interacts solely with the SM Higgs boson through terms in the
scalar potential. This extra singlet is either a good dark matter candidate or provides a good mechanism for a strong
first order transition explaining baryogenesis, but cannot accomplish both tasks. The complex singlet-doublet model
(cxSM) adds a complex scalar singlet to the SM particle content, thus the theory has two extra scalars, and helps
explain both the dark matter relic abundance and baryogenesis electroweak phase transition [18]. This model has
been the subject of many studies [19–27] and has a rich phenomenology.
The stability of the vacuum of the singlet-doublet model has been the subject of some studies [24, 26, 28, 29], focussed
on the possible development of instabilities in the scalar potential once quantum corrections are taken into account –
namely, the one-loop evolution of the potential’s quartic couplings might violate bounded-from-below conditions on
those same couplings, much in the same manner as what may be happening with the SM [30, 31]. However, there is
another source of potential vacuum instability, deriving from the fact that, with the addition of extra scalar content,
the model’s vacuum structure becomes more complex than the SM’s: whereas in the SM, at tree-level, there is only
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2the possibility of a single minimum, with extra scalars that is no longer the case, since the additional scalars may,
themselves, acquire a vacuum expectation value (vev). There is thus the possibility of the potential having more than
one minimum for specific combinations of its parameters, and hence a given minimum is not guaranteed to be the
global one. As such, it is possible that a local minimum tunnels, given enough time, to a deeper minimum. This
situation is to be avoided at all costs – meaning, the regions of parameter space for which it may happen should
not be considered – since the consequences of a universal transition from one minimum to a deeper one would be
catastrophic.
In this paper the vacuum structure of the complex singlet-doublet model is analysed in detail, and it is shown
that the model may have a total of seven different types of stationary points. A thorough study of these possible
vacua will show that there can indeed be simultaneous minima in the potential already at tree-level, and formulae
for the scalar masses, minimization equations and comparison of the values of the potential at different extrema will
be presented. In section 2 the model is reviewed, with the potential specified and its symmetries discussed. The list
of possible vacua, and which symmetries are spontaneously broken are presented, as well as the bounded-from-below
conditions that the quartic couplings of the scalar potential must obey. In section 3 the minimization conditions, as
well as the scalar mass matrices, at each of the seven possible extrema are presented. In section 4 the stability, or lack
thereof, of each of the extrema is discussed, and analytical formulae for the difference in depths of the potential at
each extremum are deduced and presented. It will be shown that only one of the seven possible minima is guaranteed
to, if it exists, be the global one. The remainder, as will be shown, may be local minima and tunnel to lower minima
of different types. A numerical scan over the model’s parameter space will be presented in section 5, to illustrate that
the vacuum instability does not occur for non-interesting corners of parameter space alone, although it will also be
made clear that it is a rare phenomenon. A general discussion is then held in section 6.
2. THE MODEL: SYMMETRIES AND POSSIBLE VACUA
The particle content of the model is identical to the SM’s in the fermionic and gauge sectors, but includes an
extended scalar sector. Other than the normal SU(2) doublet Φ, with hypercharge Y = 1, the model also includes
a complex gauge singlet (Y = 0), χ. To reduce the large number of parameters of the scalar potential, two discrete
symmetries will be imposed: the potential must be invariant under a Z2 transformation on the singlet, χ→ −χ, and
under a CP symmetry, χ→ χ∗. With these requirements, the most general potential is written as
V = µ2Φ|Φ|2 + µ2χ,1|χ|2 + µ2χ,2
(
χ2 + h.c.
)
+
1
2
λΦ|Φ|4 + 1
2
λχ,1|χ|4 + λχ,2
(
χ4 + h.c.
)
+
λχ,3|χ|2
(
χ2 + h.c.
)
+ λΦχ,1|Φ|2|χ|2 + λΦχ,2|Φ|2
(
χ2 + h.c.
)
, (2.1)
where all parameters (a total of 9) in the potential are real.
It is of course entirely doable to work with this potential, written in terms of the complex singlet χ. The works
of refs. [18, 23–27, 32], for instance, deal with similar models and follow that procedure. However, it is perhaps
clearer (and with a simpler formalism) to use instead the real components of that field, χ = (χ1 + iχ2)/
√
2. The
main argument for this choice is as follows: the model contains a complex singlet, and the potential of eq. (2.1) is
invariant under a CP symmetry; it can therefore, in principle, have minima in which the vacuum expectation value
of χ contains a complex phase. However, as has been shown in chapter 23.7 of ref. [33], there is no CP violation in
the scalar sector of this model with any of its vacua 1. In fact, to obtain spontaneous CP violation in this model, one
has to change its fermionic sector via the introduction of vector-like quarks (see [34] and chapter 24.7 of [33]).
Thus the possible occurrence of complex phases is a needless complication, since no interesting CP phenomena occur
in the potential due to it. As such, from this point forward, this model will be discussed in an equivalent manner: a
1 The ultimate reason for this non-existence of spontaneous CP violation in this model is the fact that the transformation χ → χ is, for
uncharged singlets, as valid a CP transformation as χ → χ∗. And this alternate definition of CP is preserved by any vacuum, thus no
CP violation occurs in this sector. I thank Lu´ıs Lavoura for clarifying this point.
3scalar potential containing a doublet Φ and two real singlets, χ1 and χ2. Two discrete symmetries are imposed upon
the model: (i) symmetry Sa, in which χ1 → −χ1 and χ2 → χ2; (ii), symmetry Sb, in which χ1 → χ1 and χ2 → −χ2.
These symmetries are equivalent to those mentioned above, expressed in terms of the complex singlet χ. Another
argument for dealing with the potential in terms of two real singlets instead of a complex one is provided by ref. [35],
wherein discovering the bounded-from-below conditions for this model required the real singlet component formalism.
The lagrangian of the model is thus
L = (∂µΦ†) (∂µΦ) + 1
2
∂µχ1∂
µχ1 +
1
2
∂µχ2∂
µχ2 − V , (2.2)
and the most general scalar potential invariant under the chosen symmetries can be written as
V = µ21|Φ|2 +
1
2
µ22χ
2
1 +
1
2
µ23χ
2
2 +
λ1
2
|Φ|4 + λ2
8
χ41 +
λ3
8
χ42 +
1
2
λ4|Φ|2χ21 +
1
2
λ5|Φ|2χ22 +
1
4
λ6χ
2
1χ
2
2 , (2.3)
with all µi, λj real, and a total of 9 independent parameters
2. We define the real components of the doublet Φ by
Φ =
1√
2
(
ϕ1 + iϕ2
ϕ3 + iϕ4
)
. (2.4)
To emphasize, eq. (2.3) is simply a different way of writing the potential of eq. (2.1) – the physics described by both
potentials is exactly the same. The potential of ref. [23], for instance, included a global U(1) symmetry instead of the
two discrete Z2 symmetries considered here. That potential corresponded to further restrictions on the parameters of
the model, to wit µ22 = µ
2
3, λ2 = λ3 = λ6 and λ4 = λ5. Many other applications of the model consider soft breaking
terms as well [18, 25–27].
There are several constraints that must be imposed on the quartic couplings of the potential for it to be bounded
from below – thus ensuring the existence of at least one stable minimum for the potential. In particular, it is easy to
see that the coefficients λ1,2,3 are necessarily positive
3:
λ1 > 0 , λ2 > 0 , λ3 > 0 . (2.5)
An analysis similar to that made for the 2HDM (see, for instance, section 5.7 of [5]) leads to the conclusion that
further conditions are necessary, namely
λ12 = λ4 +
√
λ1λ2 > 0 , λ13 = λ5 +
√
λ1λ3 > 0 , λ23 = λ6 +
√
λ2λ3 > 0 . (2.6)
These conditions are not yet sufficient, though. A set of necessary and sufficient conditions is given by (2.5), (2.6)
and finally [35–37] √
λ1λ2λ3 + λ4
√
λ3 + λ5
√
λ2 + λ6
√
λ1 +
√
2λ12λ13λ23 > 0. (2.7)
The potential of eq. (2.3) can have different extrema, depending on which fields acquire vevs. On the onset, due to
the gauge freedom of the model, it is always possible, without loss of generality, to align the vev of the doublet with
its real and neutral component. Thus charge breaking is impossible in this model. Depending on which fields acquire
vevs, though, the physics described by each possible vacuum may be markedly different. In table I the seven possible
extrema are listed, with the symmetries each one of them breaks.
Electroweak symmetry breaking only occurs for extrema of types A to D - only in those situations can the Higgs
mechanism give mass to elementary particles. As such, eventual minima E, F and G are completely unphysical and
2 The factors multiplying each coupling were chosen for later convenience, and reflect the fact that Φ is a complex field, and χ1, χ2 are
real ones.
3 Throughout this paper strong stability conditions will always be considered, in the sense that all inequalities are taken as strict. Marginal
stability could also have been considered – and one would obtain conditions such as λ1 ≥ 0, etc. These would require extra conditions
being put upon the quadratic terms for a very small region of parameter space.
4TABLE I: Possible extrema in the doublet-singlet model. All vevs are real.
Extremum Vevs Symmetries Broken
A 〈Φ〉 6= 0 , 〈χ1〉 = 0 , 〈χ2〉 = 0 SU(2)W × U(1)Y
B 〈Φ〉 6= 0 , 〈χ1〉 6= 0 , 〈χ2〉 = 0 SU(2)W × U(1)Y and Sa
C 〈Φ〉 6= 0 , 〈χ1〉 = 0 , 〈χ2〉 6= 0 SU(2)W × U(1)Y and Sb
D 〈Φ〉 6= 0 , 〈χ1〉 6= 0 , 〈χ2〉 6= 0 SU(2)W × U(1)Y , Sa and Sb
E 〈Φ〉 = 0 , 〈χ1〉 6= 0 , 〈χ2〉 = 0 Sa
F 〈Φ〉 = 0 , 〈χ1〉 = 0 , 〈χ2〉 6= 0 Sb
G 〈Φ〉 = 0 , 〈χ1〉 6= 0 , 〈χ2〉 6= 0 Sa and Sb
should be avoided at all costs. On the other hand, eventual vacua of types A to D would have different phenomenolo-
gies, due to the broken/unbroken symmetries Sa, Sb: such unbroken symmetries mean that some of the scalar fields
do not mix with each other, do not couple at all to fermions or gauge bosons and as such the model has spin-0 dark
matter candidates. In short:
• A vacuum of type A has a scalar identical to the SM Higgs; the extra scalars, χ1 and χ2, do not mix with the
SM-like Higgs and are thus dark matter candidates. The “dark sector” only couples to the SM-like scalar via
quartic couplings in the potential.
• In a vacuum of type B, the real, neutral component of Φ, ϕ3, mixes with the real singlet χ1, thus originating
two neutral scalars which couple to fermions and gauge bosons. The remaining singlet χ2 would behave as dark
matter.
• A vacuum of type C is very similar to vacuum B: now ϕ3 mixes with χ2, and it would be χ1 who would behave
as dark matter.
• In a vacuum of type D, the fields ϕ3, χ1 and χ2 all mix with each other, originating three neutral scalars with
couplings to fermions and gauge bosons. No dark matter candidate exists.
It could be argued that some of these extrema are related to others – for instance, extrema B and C differ only on
which singlet, χ1 or χ2, acquire a vev. A basis change of these two fields
4 could be performed to transform extrema
B into a new extrema of type C, in the new basis. However, as will be seen in section 4, that is not the case – on a
given, fixed basis of fields, there is actually the possibility of extrema B and C having physical impact on the stability
of the model. Also, if on a given basis of fields there exist extrema B and C, it will certainly be possible to “rotate”
the χ1 vev from extremum B to the field χ2 via a suitable basis transformation – thus, in the new basis, the old
extremum B would become an extremum of type C. However, bear in mind that that selfsame basis transformation
would change the form of the old extremum C – in all likelyhood, the basis-transformed extremum C would have vevs
in both χ1 or χ2, and thus be of type D.
4 For this model, a basis change consists of a generic rotation between the fields χ1 and χ2, since they are, for all intents and purposes,
physically indistinguishable a priori. The basis changes, of course, cannot mix fields with different quantum numbers, and as such do
not involve the doublet components. In passing, it should be noted that the arguments made here at this point would also apply to
simultaneous extrema E and F .
5All of the extrema of table I are therefore possible minima of the potential of eq. (2.3), depending on the values of
its nine parameters. That then begs the question, does this model have only global minima, or can it have local ones?
Is it possible for a physically interesting minimum (say, type A) to coexist with a deeper unphysical global minimum
(say, type F )? If so, the model’s stability would not be guaranteed. As will be shown in section 4, this situation may
well happen, which will allow to constrain the model’s parameter space. First, though, each possible vacuum should
be thoroughly analysed.
3. MINIMIZATION CONDITIONS AND MASS MATRICES
In this section the implications for the (real) vevs of the minimization conditions in each of the possible extrema of
table I will be analysed. Also, the scalar mass matrices will be computed for each of those extrema.
It will be useful to introduce a bilinear notation similar to that used for the study of the two-Higgs doublet model
vacuum structure [38–51]. The bilinear formalism simplifies considerably the search for relations between different
extrema, and one defines
x1 = |Φ|2 , x2 = 1
2
χ21 , x3 =
1
2
χ22 (3.1)
as well as the matrices
X =
 x1x2
x3
 , A =
 µ21µ22
µ23
 , B =
 λ1 λ4 λ5λ4 λ2 λ6
λ5 λ6 λ3
 . (3.2)
With these definitions, the scalar potential of eq. (2.3) is written simply as
V = ATX +
1
2
XTBX . (3.3)
It is simple to verify that, at a given stationary point for which the fields acquires vacuum expectation values such
that 〈X〉 = (〈|Φ|〉2 , 〈χ1〉2/2 , 〈χ2〉2/2)T , the value of the potential at that stationary points, VSP , can be expressed
as
VSP =
1
2
AT 〈X〉 = − 1
2
〈X〉TB〈X〉 . (3.4)
A word on the scalar mass matrices obtained at the several extrema: since the vev of the doublet, if it is non zero,
is aligned with the ϕ3 component, the ϕ1, ϕ2 and ϕ4 components of Φ do not mix with the others – rather, they
constitute the model’s Goldstone bosons when the electroweak symmetry is broken. For extrema of types E to G,
electroweak symmetry breaking does not occur and all four components of the doublet have the same mass. As such,
the masses of neutral scalars of interest in each extremum are the eigenvalues of a 3× 3 matrix, representing eventual
mixings between ϕ3, χ1 and χ2. With the conventions of eqs. (2.2) and (2.4), the squared mass matrix of the neutral
scalars will be given by
[
M2
]
ij
=
∂2V
∂fi∂fj
(3.5)
with f1,2,3 = {ϕ3, χ1, χ2}.
3.1. Vacuum of type A
In an extremum of type A, according to table I, only the doublet Φ acquires a vev:
〈Φ〉A = vA√
2
, 〈χ1〉A = 0 , 〈χ2〉A = 0 , (3.6)
6and the only non-trivial stationarity condition of the potential is
∂V
∂ϕ3
= 0 ⇔ vA
(
µ21 +
1
2
λ1 v
2
A
)
= 0. (3.7)
Simple calculations show that the neutral scalar squared mass matrix (3.5) is given, for this vacuum, by
[
M2
]
A
=
 µ21 + 32 λ1 v2A 0 00 µ22 + 12 λ4 v2A 0
0 0 µ23 +
1
2 λ5 v
2
A
 (3.8)
With the minimization condition (3.7), the three squared neutral masses at this stationary point are therefore given
by
m2A1 = λ1 v
2
A , m
2
A2 = µ
2
2 +
1
2
λ4 v
2
A , m
2
A3 = µ
2
3 +
1
2
λ5 v
2
A . (3.9)
Since electroweak symmetry is broken, the fields ϕ1, ϕ2 and ϕ4 are the Goldstone bosons of the theory. An extremum
of type A is therefore a minimum if and only if eq. (3.7) admits a solution and all squared masses in eq. (3.9) are
positive.
For later convenience, one defines the following two vectors:
XA = 〈X〉A = 1
2
 v2A0
0
 , V ′A = A + BXA =
 0m2A2
m2A3
 . (3.10)
The components of V ′A are dictated by the minimization condition (3.7) and the mass definitions of (3.9).
3.2. Vacuum of type B
In an extremum of type B, according to table I, the doublet Φ and the singlet χ1 acquire a vev:
〈Φ〉B = vB√
2
, 〈χ1〉B = wB , 〈χ2〉B = 0 , (3.11)
and the only non-trivial stationarity conditions of the potential are given by
∂V
∂ϕ3
= 0⇔ vB
(
µ21 +
1
2
λ1 v
2
B +
1
2
λ4 w
2
B
)
= 0.
∂V
∂χ1
= 0⇔ wB
(
µ22 +
1
2
λ4 v
2
B +
1
2
λ2 w
2
B
)
= 0. (3.12)
The neutral scalar squared mass matrix is therefore given by
[
M2
]
B
=
 λ1 v2B λ4 vB wB 0λ4 vB wB λ2 w2B 0
0 0 µ23 +
1
2 λ5 v
2
B +
1
2 λ6 w
2
B
 (3.13)
The three squared neutral masses at this stationary point are therefore given by
m2B1,2 =
1
2
[
λ1 v
2
B + λ2 w
2
B ±
√
(λ1 v2B − λ2 w2B)2 + 4λ24 v2B w2B
]
, m2B3 = µ
2
3 +
1
2
λ5 v
2
B +
1
2
λ6 w
2
B . (3.14)
Again, the fields ϕ1, ϕ2 and ϕ4 will be massless and are the Goldstone bosons of the theory. An extremum of type B
is therefore a minimum if and only if eqs. (3.12) admits a solution and all squared masses in eq. (3.14) are positive.
For later convenience, one defines the following two vectors:
XB = 〈X〉B = 1
2
 v2Bw2B
0
 , V ′B = A + BXB =
 00
m2B3
 . (3.15)
The components of V ′B are dictated by the minimization conditions (3.12) and the mass definitions of (3.14).
73.3. Vacuum of type C
In an extremum of type C, according to table I, the doublet Φ and the singlet χ2 acquire a vev. We obtain results
analogous to those of extremum B,
〈Φ〉C = vC√
2
, 〈χ1〉C = 0 , 〈χ2〉C = zC , (3.16)
and the only non-trivial stationarity conditions of the potential are given by
∂V
∂ϕ3
= 0⇔ vC
(
µ21 +
1
2
λ1 v
2
C +
1
2
λ5 z
2
C
)
= 0.
∂V
∂χ2
= 0⇔ zC
(
µ23 +
1
2
λ5 v
2
C +
1
2
λ3 z
2
C
)
= 0. (3.17)
The neutral scalar squared mass matrix is therefore given by
[
M2
]
C
=
 λ1 v2C 0 λ5 vC zC0 µ22 + 12 λ4 v2C + 12 λ6 z2C 0
λ5 vC zC 0 λ3 z
2
C
 (3.18)
The three squared neutral masses at this stationary point are therefore given by
m2C1,3 =
1
2
[
λ1 v
2
C + λ3 z
2
C ±
√
(λ1 v2C − λ3 z2C)2 + 4λ25 v2C z2C
]
, m2C2 = µ
2
2 +
1
2
λ4 v
2
C +
1
2
λ6 z
2
C . (3.19)
Again, the fields ϕ1, ϕ2 and ϕ4 will be massless and are the Goldstone bosons of the theory. An extremum of type B
is therefore a minimum if and only if eqs. (3.17) admits a solution and all squared masses in eq. (3.19) are positive.
For later convenience, one defines the following two vectors:
XC = 〈X〉C = 1
2
 v2C0
z2C
 , V ′C = A + BXC =
 0m2C2
0
 . (3.20)
The components of V ′C are dictated by the minimization conditions (3.17) and the mass definitions of (3.19).
3.4. Vacuum of type D
In an extremum of type D, according to table I, all three fields acquire a vev,
〈Φ〉D = vD√
2
, 〈χ1〉D = wD , 〈χ2〉C = zD . (3.21)
The stationarity conditions of the potential are
∂V
∂ϕ3
= 0⇔ vD
(
µ21 +
1
2
λ1 v
2
D +
1
2
λ4 w
2
D +
1
2
λ5 z
2
D
)
= 0.
∂V
∂χ1
= 0⇔ wD
(
µ22 +
1
2
λ4 v
2
D +
1
2
λ2 w
2
D +
1
2
λ6 z
2
D
)
= 0.
∂V
∂χ2
= 0⇔ zD
(
µ23 +
1
2
λ5 v
2
D +
1
2
λ6 w
2
D +
1
2
λ3 z
2
D
)
= 0. (3.22)
The neutral scalar squared mass matrix is
[
M2
]
D
=
 λ1 v2D λ4 vD wD λ5 vD zDλ4 vD wD λ2 w2D λ6 wD zD
λ5 vD zD λ6 wD zD λ3 z
2
D
 =
 vD 0 00 wD 0
0 0 zD
 B
 vD 0 00 wD 0
0 0 zD
 . (3.23)
8The three squared neutral masses at this stationary point (m2D1, m
2
D2, m
2
D3) are the eigenvalues of this simple matrix.
When D is a minimum, clearly, eq. (3.23) implies that the matrix B is positive definite. And again, the fields ϕ1, ϕ2
and ϕ4 will be massless and are the Goldstone bosons of the theory.
For later convenience, one defines the following two vectors:
XD = 〈X〉D = 1
2
 v2Dw2D
z2D
 , V ′D = A + BXD =
 00
0
 . (3.24)
The components of V ′D are dictated by the minimization conditions (3.22) and the mass definitions of (3.23).
3.5. Vacuum of type E
In an extremum of type E, according to table I, only the singlet χ1 acquires a vev:
〈Φ〉E = 0 , 〈χ1〉E = wE , 〈χ2〉E = 0 . (3.25)
The stationarity condition of the potential is
∂V
∂χ1
= 0⇔ wE
(
µ22 +
1
2
λ2 w
2
E
)
= 0 , (3.26)
and the neutral scalar squared mass matrix is given by
[
M2
]
E
=
 µ21 + 12 λ4 w2E 0 00 λ2 w2E 0
0 0 µ23 +
1
2 λ6 w
2
E
 (3.27)
The three squared neutral masses at this stationary point are therefore given by
m2E1 = µ
2
1 +
1
2
λ4 w
2
E , m
2
E2 = λ2 w
2
E , m
2
E3 = µ
2
3 +
1
2
λ6 w
2
E . (3.28)
Electroweak symmetry is not broken, and therefore the fields ϕ1, ϕ2 and ϕ4 all have squared masses equal to that of
ϕ3, meaning m
2
E1. An extremum of type E is therefore a minimum if and only if eq. (3.26) admits a solution and all
squared masses in eq. (3.28) are positive.
For later convenience, one defines the following two vectors:
XE = 〈X〉E = 1
2
 0w2E
0
 , V ′E = A + BXE =
 m2E10
m2E3
 . (3.29)
The components of V ′E are dictated by the minimization condition (3.26) and the mass definitions of (3.28).
3.6. Vacuum of type F
In an extremum of type F , according to table I, only the singlet χ2 acquires a vev, and the results are very similar
to those obtained for the previous case:
〈Φ〉F = 0 , 〈χ1〉F = 0 , 〈χ2〉F = zF . (3.30)
The stationarity condition of the potential is
∂V
∂χ2
= 0⇔ zF
(
µ23 +
1
2
λ3 z
2
F
)
= 0 . (3.31)
9The neutral scalar squared mass matrix is written as
[
M2
]
F
=
 µ21 + 12 λ5 z2F 0 00 µ22 + 12 λ6 z2F 0
0 0 λ3 z
2
F
 (3.32)
and the squared neutral masses are then
m2F1 = µ
2
1 +
1
2
λ5 z
2
F , m
2
F2 = µ
2
2 +
1
2
λ6 z
2
F , m
2
F3 = λ3 z
2
F . (3.33)
Electroweak symmetry is not broken, and thus the fields ϕ1, ϕ2 and ϕ4 have squared masses equal to m
2
F1. An
extremum of type F is therefore a minimum if and only if eq. (3.31) admits a solution and all squared masses in eq.
(3.33) are positive.
For later convenience, one defines the following two vectors:
XF = 〈X〉F = 1
2
 00
z2F
 , V ′F = A + BXF =
 m2F1m2F2
0
 . (3.34)
The components of V ′F are dictated by the minimization condition (3.31) and the mass definitions of (3.33).
3.7. Vacuum of type G
In an extremum of type G, according to table I, both singlets acquires a vev:
〈Φ〉G = 0 , 〈χ1〉G = wG , 〈χ2〉G = zG . (3.35)
The stationarity condition of the potential are
∂V
∂χ1
= 0⇔ wG
(
µ22 +
1
2
λ2 w
2
G +
1
2
λ6 z
2
G
)
= 0 .
∂V
∂χ2
= 0⇔ zG
(
µ23 +
1
2
λ6 w
2
G +
1
2
λ3 z
2
G
)
= 0 . (3.36)
The neutral scalar squared mass matrix is then
[
M2
]
G
=
 µ21 + 12 λ4 w2G + 12 λ5 z2G 0 00 λ2 w2G λ6 wG zG
0 λ6 wG zG λ3 z
2
G
 (3.37)
and the squared neutral masses are then
m2G1 = µ
2
1 +
1
2
λ4 w
2
G +
1
2
λ5 z
2
G , m
2
G2,3 =
1
2
[
λ2 w
2
G + λ3 z
2
G ±
√
(λ2 w2G − λ3 z2G)2 + 4λ26 w2G z2G
]
(3.38)
The fields ϕ1, ϕ2 and ϕ4 have squared masses equal to m
2
G1. An extremum of type G is therefore a minimum if and
only if eqs. (3.36) admits a solution and all squared masses in eq. (3.38) are positive.
For later convenience, one defines the following two vectors:
XG = 〈X〉G = 1
2
 0w2G
z2G
 , V ′G = A + BXG =
 m2G10
0
 . (3.39)
The components of V ′G are dictated by the minimization conditions (3.36) and the mass definitions of (3.38).
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4. STABILITY OF MINIMA
Having established the conditions under which all types of minima can exist, a quick numeric scan was performed,
to verify that indeed all seven types of stationary points could be minima. Indeed, for suitable choices of parameters,
any of the seven types of stationary points can be minima. In this section the possibility of more than one stationary
point occurring in the potential will be analysed. As will be shown, that can indeed happen for many choices of
parameters of the model. And it is not guaranteed that, if one finds a minimum of a given type, it is the global
minimum – there are cases in which a deeper stationary point, of a different type, exists. In some cases, the stability
of a given minimum – i.e. if that minimum exists, it is the global minimum of the potential – can be demonstrated
analytically. If a minimum is found to be potentially unstable – i.e. a deeper stationary point, to which the system
can eventually transit via quantum tunneling – a numerical study is necessary to determine the regions of parameter
space for which that may occur.
Since there are seven types of possible minima (check table I), there are twenty–one pairs of minima to compare.
Only a few (typical) examples will be worked out in detail below, illustrating the techniques that are used to compare
the relative depths of the potential at different extrema. The complete results will be shown in appendix A. In
appendix B we briefly discuss the vacuum structure of the version of the model which includes a global U(1) symmetry.
4.1. Extrema A vs. B
The starting point in the analysis in this section is the assumption that the potential has two stationary points,
one of type A – meaning that eq. (3.7) has a solution – and another of type B – eqs. (3.12) have a solution. These
extrema are not required, a priori, to be minima. Recall now the vectors defined in eqs. (3.10) and (3.15), containing
the vevs of each extrema and information about the respective stationarity conditions:
XA =
1
2
 v2A0
0
 , V ′A = A+BXA =
 0m2A2
m2A3
 , XB = 1
2
 v2Bw2B
0
 , V ′B = A+BXB =
 00
m2B3
 . (4.1)
The internal product of vectors XB and V
′
A yields
XTB V
′
A =
1
2
w2Bm
2
A2 (4.2)
but can also be expressed as
XTB V
′
A = X
T
B (A + BXA) = X
T
B A + X
T
B BXA . (4.3)
At this stage one sees, from eq. (3.4), that the quantity XTB A is none other than twice the value of the potential at
the extremum B,
XTB A = 2VB , (4.4)
and as such, joining the results of eqs. (4.2) and (4.3), one obtains
XTB BXA =
1
2
w2Bm
2
A2 − 2VB . (4.5)
Performing similar operations upon the vectors XA and V
′
B , one obtains
XTA V
′
B = 0 ⇔ XTA A + XTA BXB = 0 . (4.6)
The quantity XTA A is twice the value of the potential at the extremum A, and as such
XTA BXB = − 2VA . (4.7)
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Recalling that the matrix B (defined in eq. (3.2)) is symmetric, the left-hand sides of eqs. (4.5) and (4.7) are therefore
equal and one finally obtains an expression comparing the depth of the potential at the two extrema,
VB − VA = 1
4
w2Bm
2
A2 . (4.8)
The significance of this equation is simple to understand: if A is a minimum of the potential all of its squared
masses will be positive, and therefore VB − VA > 0 — the extremum B lies necessarily above the minimum A.
Moreover, the difference in the depths of the potential can also be expressed in terms of the masses of the B
extremum. Recall that v2A = − 2µ21/λ1 (eq. (3.7)) and therefore, from eq. (3.9), one has
m2A2 = µ
2
2 +
1
2
λ4 v
2
A = µ
2
2 −
λ4
λ1
µ21 . (4.9)
Using the minimization conditions for the extremum B, eqs. (3.12), it can be found that
µ21 = −
1
2
(
λ1 v
2
B + λ4 w
2
B
)
, µ22 = −
1
2
(
λ4 v
2
B + λ2 w
2
B
)
. (4.10)
Therefore eq. (4.9) may be rewritten as
m2A2 = −
λ1 λ2 − λ24
2λ1
w2B = −
m2B1m
2
B2
2λ1 v2B
, (4.11)
the last step in this deduction stemming from the definition of the squared masses in the B extremum, eq. (3.14).
Introducing this result in eq. (4.8), one obtains
VB − VA = 1
4
w2Bm
2
A2 = −
w2B
8λ1 v2B
m2B1m
2
B2. (4.12)
Recall that one of the conditions that ensures the scalar potential is bounded from below is λ1 > 0 (eq. (2.5)).
This equation then implies that:
• If A is a minimum, then VB − VA > 0 which means that m2B1m2B2 < 0 — therefore, A is deeper than B,
and B cannot be a minimum itself. In fact, it is necessarily a saddle point, since one of its squared masses is
positive and the other negative.
• If B is a minimum, then VB − VA < 0, which means that m2A2 < 0 — therefore B is deeper than A, and A
cannot be a minimum itself. In fact, since m2A1 = λ1 v
2
A and λ1 > 0, the conclusion is that A is necessarily a
saddle point.
Hence, if A and B extrema exist, and one of them is a minimum, the other is necessarily a saddle point lying above
it. Therefore, a minimum A cannot ever tunnel to a deeper B extremum, and vice-versa.
4.2. Extrema B vs. D
Suppose now that the potential has two extrema, of types of types B and D. This means that eqs. (3.12) and (3.22)
have solutions, which may correspond, or not, to minima. Using the definitions of eqs. (3.15) and (3.24), it is possible
to perform a set of calculations similar to those of the last subsection:
XTD V
′
B =
1
2
z2Dm
2
B3 (4.13)
which may also be written as
XTD V
′
B = X
T
D (A + BXB) = X
T
D A + X
T
D BXB . (4.14)
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Using eq. (3.4) again, the quantity XTD A is twice the value of the potential at the extremum D,
XTD A = 2VD , (4.15)
and hence
XTD BXB =
1
2
z2Dm
2
B3 − 2VD . (4.16)
Similar operations are performed using XB and V
′
D, which are simplified since V
′
D = 0 (eq. (3.24)), giving
XTB V
′
D = 0 ⇔ XTB A + XTB BXD = 0 ⇔ XTB BXD = − 2VB . (4.17)
Comparing this expression with that of eq. (4.14), one then obtains
VD − VB = 1
4
z2Bm
2
B3 , (4.18)
which tells us that if B is a minimum, then it necessarily lies deeper than the stationary point D.
Another useful expression for the depth difference in the potential is obtained observing that
V ′D = A + BXD = 0 ⇔ A = −BXD . (4.19)
Then it is possible to obtain
V ′B = A + BXB ⇔ V ′B = −BXD + BXB , (4.20)
and therefore
B−1V ′B = −XD + XB ⇔
⇔ V ′BTB−1V ′B = −V ′BT XD , (4.21)
since, from eq. (3.15), V ′B
T
XB = 0. Comparing this equation with (4.17) and (4.18), it is easy to obtain
VD − VB = 1
4
z2Bm
2
B3 = −
1
2
V ′B
T
B−1V ′B . (4.22)
Recall now eq. (3.23), which shows the mass matrix for the extremum D: it shows that for D to be a minimum,
the matrix B – and therefore also its inverse, B−1 – needs to have all of its eigenvalues be positive. Equation (4.22)
then implies that:
• If B is a minimum, then VD − VB > 0 which means that V ′BTB−1V ′B < 0 – this implies that the matrix B−1
cannot be positive-definite, and therefore neither can the matrix B. Accordingly, from eq. (3.23) one concludes
that at least one squared scalar mass is negative at the extremum D. However, at least one of those masses is
positive, since all diagonal elements of B are positive. Therefore, B is deeper than D, and D is necessarily a
saddle point.
• If D is a minimum, all of its squared masses are positive and the matrix B is positive definite. Then VD − VB < 0,
which means that m2B3 < 0 — therefore D is deeper than B, and B cannot be a minimum itself. The bounded-
from-below conditions from eqs. (2.5) and (2.6) imply that (cf. eq. (3.14)) m2B1 > 0 and m
2
B2 > 0, so the
conclusion is that B is necessarily a saddle point.
This conclusion is valid for comparison of any type of extrema with extrema of type D – one obtains always
expressions similar to eq. (4.22), which imply that when D is a minimum, it is always the deepest one, and the other
extremum is a saddle point (see appendix A). This already permits a conclusion – if the potential has a minimum of
type D, that is the global minimum of the model, and there are no other minima, only eventually saddle points (or a
maximum at the origin).
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4.3. Extrema B vs. G
In the previous subsections, comparison between certain pairs of extrema showed that when one of them was a
minimum, the other was necessarily a saddle point and lay above the minimum. The minimum could not therefore
tunnel to the other extremum, and its stability was assured. As will now be shown, that is not the case for other
possible pairs of extrema.
The procedure is the same that was outlined in previous subsections: one starts with the vectors defined in eqs. (3.15)
and (3.39), and performs internal products between some of them:
XTB V
′
G = X
T
B A + X
T
B BXG ⇔
1
2
v2Bm
2
G1 = 2VB + X
T
B BXG ,
XTG V
′
B = X
T
G A + X
T
G BXB ⇔
1
2
z2Gm
2
B3 = 2VG + X
T
G BXB . (4.23)
Subtracting both equations, one then obtains
VG − VB = 1
4
(
z2Gm
2
B3 − v2Bm2G1
)
. (4.24)
The right-hand side of this equation has no definite sign – a numerical scan shows that, depending on the parameters
of the potential, either B or G can be deeper than the other, and inclusively, they can both be minima, simultaneously.
This is therefore a qualitatively different situation from that found on the previous subsections. In fact, eq. (4.24)
implies that a minimum of type, say, B, if it exists, is not safe against tunneling to a deeper G minimum. To avoid
this situation, one may impose cuts on the parameters of the model to ensure that any extremum G, if they exist, lie
above B. This point will be addressed in section 5.
In some cases the expressions for the depth difference can be further simplified, putting the dependence on the
parameters in sharp evidence. For instance, following the steps outlined in this subsection for the case of two extrema
B and C, one can obtain
VC − VB = 1
4
(
z2C m
2
B3 − w2Bm2C2
)
=
1
2
(
µ42
λ2
− µ
4
3
λ3
)
. (4.25)
This last expression makes it all the more obvious that specific choices of the parameters of the potential may yield
either of the extrema as the deepest. Again for this case, a numerical scan of the potential shows that both extrema
can be simultaneouly minima.
4.4. Extrema C vs. E
As a final example, consider two simultaneous extrema of the potential, C and E. Using the definitions of eqs.
(3.20) and (3.29), and repeating the procedure of the previous subsection, one finds
XTE V
′
C = X
T
E A + X
T
E BXC ⇔
1
2
w2Em
2
C2 = 2VE + X
T
E BXC ,
XTC V
′
E = X
T
C A + X
T
C BXE ⇔
1
2
(
v2C m
2
E1 + z
2
C m
2
E3
)
= 2VC + X
T
C BXE . (4.26)
And thus, the difference in depths of the potential is given by
VE − VC = 1
4
(
w2Em
2
C2 − v2C m2E1 − z2C m2E3
)
. (4.27)
Again, this expression has no definite sign – each of the extrema may be a minimum, one is not privileged relative to
the other, and either can be deeper than the other, depending on specific values for the parameters in the potential.
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4.5. Global results
The four examples shown in previous subsections are typical of the expressions obtained for all 21 possible com-
parisons between pairs of extrema, and the deductions made to find those expressions. The full expressions for all
differences in depth of the potential for pairs of extrema are shown in appendix A. What overall conclusions may one
deduce from those results?
The two first examples (sections 4.1 and 4.2) were of pairs of minima where Stability was achieved: if one of the
extrema was a minimum, the other was a saddle point, guaranteed to be lying above the minimum.
On the other hand, the two following examples (sections 4.3 and 4.4) were of pairs of minima where an Undefined
situation occurred: both extrema could simultaneously be minima (as verified in numerical scans of the model), and
neither was privileged compared to the other – depending on the particular choice of parameters made, either extrema
could be the deepest minimum.
These results are summarized in table II. Some conclusions can immediately be drawn:
TABLE II: Stability of pairs of extrema in the potential. For a given pair of extrema, “Stability” means that if one of them is a
minimum, the other is necessarily a saddle point lying above the minimum. A pair of “Undefined” extrema (marked below with
“×”) means that both of them can be simultaneously minima, and neither is guaranteed to be the deepest one, depending on the
choice of parameters.
Extrema A B C D E F G
A — Stability Stability Stability × × ×
B Stability — × Stability Stability × ×
C Stability × — Stability × Stability ×
D Stability Stability Stability — Stability Stability Stability
E × Stability × Stability — × Stability
F × × Stability Stability × — Stability
G × × × Stability Stability Stability —
• The extremum D – where all fields acquire vevs – is qualitatively different from the remaining ones. If D is a
minimum, it is the global minimum of the model, and all other extrema are saddle points. A perfectly stable
vacuum, then, is the one that breaks all symmetries of the model.
• All extrema other than D are stable against three other extrema, and have undefined behaviour against three
others. Their stability is therefore not guaranteed, and the possibility arises to impose constraints on the
parameter space of the model to ensure that a given minimum is the global one.
• A minimum of type A is stable against tunneling for extrema B and C, which could be interpreted as extra
evidence those two extrema are altogether physically equivalent, and perhaps merely related via basis changes.
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However, notice that an extremum of type B is not stable with respect to an extremum C. Therefore, it is
indeed necessary to consider all possible types of extrema of the potential.
• A numerical study of the several possibilities has shown that it is possible to find values of the parameters of
the potential such that, when “stability” is not ensured in table II, those pairs of extrema are simultaneously
minima.
5. CONSTRAINTS ON THE PARAMETER SPACE
The fact that (other than D) no minimum of the potential is guaranteed to be stable raises the possibility of imposing
constraints on the parameter space, to ensure that that minimum is the global one. As was already explained, the
only physically acceptable minima are of types A to D – in the remaining ones no electroweak breaking occurs and
the bosons W and Z, as well as all fermions, would be massless. Minimum A is SM-like, with two neutral scalars that
do not couple to fermions or gauge bosons, thus the model’s scalar spectrum includes a SM-like scalar and two dark
matter candidates. Minima B and C present deviations from SM behaviour - two neutral scalars mix, the third one
remaining unmixed. Finally, in minimum D all three neutral scalars mix, and there are no “inert” scalars that could
naturally play the role of a dark matter candidate.
In what follows the phenomenology of a minimum of type B will be analysed 5, since that model seems the
most interesting: the mixing of two scalars means that we can have a SM-like scalar, but with deviations from SM
expectations which might be testable at LHC; and the model also includes a dark matter candidate. By contrast, a
minimum of type A would have a neutral scalar virtually identical to the SM’s, and the model becomes less interesting
from a LHC point of view. The D minimum has interesting LHC phenomenology but no dark matter candidates,
which are a good motivation to expanding the scalar sector of the SM.
In studying the phenomenology of model B, there are some basic demands that must be met:
• The potential should be bounded from below, i.e. its quartic couplings must obey the constraints of eqs.
(2.5)–(2.6).
• So that unitarity and perturbativity are satisfied, all quartic couplings should be suitably small. An upper
bound, |λi| < 10, was imposed.
• The model should include a SM-like neutral scalar with mass mh = 125 GeV.
• Another neutral state H, which couples to fermions and gauge bosons, is present and heavier than h: mh <
mH < 1000 GeV. The upper limit is somewhat arbitrary, but larger values of mH endanger the perturbativity
of the model 6.
• The model’s third neutral scalar is an inert scalar – without interactions to gauge bosons or fermions – and thus
a perfect dark matter candidate, h3. We take 20 < mh3 < 1000 GeV.
For a minimum of type B, the neutral fields ϕ3 and χ1 mix among themselves, as one sees from the mass ma-
trix (3.14). The mass eigenstates h and H are therefore obtained from the diagonalization of (3.14), with a mixing
angle α defined by
h = sinαϕ3 + cosαχ1 , H = − cosαϕ3 + sinαχ1 . (5.1)
5 A minimum of type C has the same phenomenology as type B’s, so it would be an equally acceptable choice.
6 The possibility that another scalar, lighter than 125 GeV, could have escaped detection thus far, has been considered [52], but it
corresponds to such a small region of parameter space that it is tantamount to fine-tuning. Unless, of course, that state is an inert
scalar and thus a dark matter candidate, which is the case of the third neutral scalar of the current model.
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FIG. 1: Scatter plots of µ22/λ2 versus µ
2
3/λ3 (left) and λ5 versus µ
2
2/λ2 (right). In red (grey), are points for which VB > VC,F,G,
with VX the value of the potential at extremum X. In blue (dark) points for which VB < VC,F,G – and therefore points in
which B is the global minimum.
Recall from section 3.2 that the doublet Φ acquires a vev vB/
√
2 and the singlet χ1 a vev wB . Since only the doublet
gives mass to fermions and the electroweak gauge bosons, it is mandatory that vB = 246 GeV. As for the singlet’s vev,
we choose −1000 < wB < 1000 GeV. In terms of physical masses, vevs and the diagonalization angle α, expressions
for three of the quartic couplings may be obtained,
λ1 =
sin2 αm2h + cos
2 αm2H
v2B
, λ2 =
cos2 αm2h + sin
2 αm2H
w2B
, λ4 =
(m2h − m2H) sinα cosα
vBwB
. (5.2)
Inverting eq. (5.1) we obtain ϕ3 = sinαh − cosαH. Since only ϕ3 couples to the fermions and electroweak gauge
bosons, this model has a very simple set of rules concerning the scalars’ interactions:
• The couplings of the lightest scalar h to fermions and gauge bosons are identical to those of the SM Higgs boson,
multiplied by a factor of sinα.
• The couplings of the heavier scalar H to fermions and gauge bosons are identical to those of the SM Higgs
boson, multiplied by a factor of − cosα.
The current status of the LHC experiments points to a scalar of mass 125 GeV having interactions almost identical
to those expected for the SM Higgs boson, with experimental uncertainties of at most ∼ 10% being measured in its
couplings to gauge bosons and fermions [3]. Therefore, taking 0.9 ≤ sinα ≤ 1, the current experimental results will
be adequately complied.
With the restrictions detailed above, a scan over the model’s parameter space was performed, generating over 107
different combinations of free parameters – having fixed mh and vB , the model is left with seven free parameters,
which were taken to be wB , sinα (cosα was allowed to have both signs), mH , mh3 , and λ3,5,6. Through eq. (5.2) the
remaining quartic couplings are determined; and the quadratic parameters of the potential (2.3) are determined from
the minimisation conditions (3.12) (µ21 and µ
2
2) and from the definition of the third scalar mass from eq. (3.14) (µ
2
3).
With all the parameters of the potential specified, and generated in such a way as to ensure that it possesses a
minimum of type B 7 is a simple matter to verify whether other, deeper, extrema are also present. From table II,
recall that a minimum of type B can only have deeper extrema of types C, F and G. Thus, for each set of parameters,
it is verified whether eqs. (3.17), (3.31) and (3.36) have non-trivial solutions – if they do, the vevs corresponding to
7 This is achieved by simultaneously satisfying the extremum conditions of eqs. (3.12) and using scalar masses as input parameters.
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each of those extrema are obtained and the value of the potential therein is computed, and compared with VB – the
value of the potential at the minimum B.
The results of this procedure are shown in fig. 1: in the left plot, the variable µ22/λ2 is plotted against µ
2
3/λ3;
in the right plot, the λ5 quartic coupling is plotted against µ
2
2/λ2. The red (grey) region corresponds to points of
the parameter space (9-parameter combinations) for which B is not the global minimum of the potential – a deeper
extremum, of types C, F or G exists, and the possibility of tunneling to it exists. In blue (dark) are the points for
which B is indeed the global minimum of the potential, its stability therefore ensured. The reader should exercise
caution in interpreting these figures: though the red (grey) regions seem dense, they in fact are not. There are plenty
of acceptable points in the middle of those regions, a consequence of the high dimensionality of the parameter space.
So for instance, though the region with µ22/λ2 ' 105 GeV2 and µ23/λ3 ' 105 GeV2 seems excluded in the first plot
of fig. 1, this is not so: there are many points for which B is the acceptable minimum and which fill that region of
parameter space.
Fig. 1 shows that the regions of parameter space for which B is not the global minimum are not negligible – in
quantitative terms, the numerical simulation herein performed involved a total of 107 points, and of those about 11%
were found for which B is not the global minimum 8. It would be interesting if imposing a bound of absolute stability
on the B minimum would translate into constraints on physical parameters with easy-to-grasp meaning – for instance,
a bound on the mass of H, on sinα or the mass of the dark matter candidate. Unfortunately, the absolute stability
bound has no direct, visible, bearing on such variables 9.
Finally, notice that the results shown in this section are obviously entirely analogous to those one would find for
a minimum of type C – because vacua B and C are physically equivalent, since they break the same symmetries
(although, it should be re-emphasised, they can coexist with one another, albeit with different values, for instance, of
masses and vevs).
6. DISCUSSION AND CONCLUSIONS
The work presented in this paper has demonstrated that in a model with a scalar doublet and a complex singlet
there are seven different types of possible vacua. And also that, with a single exception – a minimum of type D,
where all neutral fields acquire vevs – the occurrence of a minimum in the potential does not guarantee that it be
the global minimum. In fact, with the exception of D, all possible minima can have one or more of three different
types of minima lower than them, so that their stability is not guaranteed. The detailed numerical study presented
in section 5 has shown that the region of parameter space where deeper minima coexist with a minimum of type B
– which is arguably the most physically interesting type of minimum, since it breaks electroweak symmetry, has a
richer scalar sector than the SM’s that can potentially be probed at the LHC and boasts a dark matter candidate
– is small, and has no substantial phenomenological implications for the model. But nevertheless, the possibility of
unstable minima is present in the model, and ought at least to be considered – it is a very simple matter to apply
the formulae supplied in this work to verify whether, for a given choice of parameters of the potential, the minimum
under consideration is global, or rather a metastable one. That comparison is made even simpler by the fact that the
minimisation conditions which determine the vevs at each extremum are analytically solvable.
All the discussion so far has only considered the possibility of different extrema coexisting, and a given minimum
not being global – so that it could, in principle, tunnel to a lower one. This could mean that the minimum the
Universe is currently occupying – with electroweak symmetry broken, v = 246 GeV, all particles with their known
masses – could be unstable and tunnel to the global minimum of the model, where electroweak symmetry could even
8 The generation of points for the parameter space was as random and dense as possible, but still, these 11% do not have any physical
meaning. The number is merely an indication of the size of the excluded region.
9 The same is true for other bounds imposed on the parameters of the potential – the bounded-from-below conditions of eqs. (2.5)–(2.7),
for instance, do not lead to direct bounds on parameters such as mH , sinα or mh3 .
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be unbroken, or the value of the doublet’s vev be different, which would change the masses of all elementary particles.
Both situations would be catastrophic and should be avoided at all costs. Of course, this situation is only problematic
if the tunneling time between minima is inferior to the age of the Universe. The calculation of the tunneling time
between two minima was first presented in the classic works by Coleman et al [53, 54], for the case of a single real
scalar field. The cases discussed here involve three scalars, so the problem becomes considerably more complex, since
it is not obvious what is the best bounce trajectory in the multi-dimensional Higgs space of the potential. In simple
terms [55–57], if δ is the height of the “potential barrier” between two minima and  their relative depth, the value of
the quantity |δ/| provides a quick estimate of the dangers of tunneling: if |δ/| < 1, the lifetime of the local minimum
tends to be quite small, and such minima would in principle become unstable during the time elapsed since the Big
Bang; on the other hand, if |δ/| & 1, the false vacuum tends to have a lifetime larger than the age of the Universe,
and as such it may be regarded as safe. Looking at the numerical scan presented in section 5, while comparing two
extrema, B and X (with X = C, F , G), δ was taken as δ = |max(VB , VX)| (assuming thus that the maximum at
the origin corresponds to the barrier between both extrema) and ,  = |VB − VX |. It is then found that for about
half of the points for which B is a local minimum, i.e VB > VX , for some X, one has |δ/| < 1, and thus tunneling
could have occurred within the Universe’s lifespan.
There are however shortcomings in this lifetime estimate. To begin with, these calculations use the so-called “thin-
wall” approximation, in which the border between the regions of the universe lying in different vacua is considered to
have no thickness. This approximation breaks down if |δ/| ≤ 0.1 – and for most of the local B minima found, δ/
is much smaller than this upper bound, which makes this estimate problematic. Maybe more serious, however, the
estimates that were shown, while used often in the literature, concern a potential with a single scalar field, whereas
the model under discussion has three. The “bounce trajectory” between two minima is therefore not obvious, the
possibility of trajectories which avoid intermediate extrema a possibility which needs to be considered [56] – which
means that there may be “easier” paths between minima than the ones that were considered above, and which would
greatly reduce the tunneling time. Thus, for plenty of local minima that seem to be safe against tunneling, a more
exhaustive calculation might indeed turn out to reveal a tunneling time inferior to the age of the Universe. This was
also the case for similar concerns within the 2HDM, wherein the electroweak vacuum turns out, for some choices of
parameters, to be a local minimum [58].
The occurrence of metastable minima is also a feature of the SM, of course – in fact, the observed Higgs mass
of 125 GeV suggests that the SM electroweak breaking vacuum is metastable, once loop corrections are taken into
account [31]. But within the SM metastability is a consequence of quantum corrections to the potential [30, 59–64]
– in the singlet-doublet model herein discussed, metastability arises at tree-level already. The same was verified for
the 2HDM potential [58, 65]. It is to be expected that the results found here could be substantially altered once
loop corrections are taken into account – indeed, in the SM one can pass from a single minimum at tree-level to
a metastable one at one-loop. Therefore, it is certainly possible that quantum corrections enlarge significantly the
region of parameter space for which a local B minimum, for instance, is unstable. It should be noted that, within the
context of inert minima in the 2HDM, it was found in [66] that the tree-level constraints for the coexistence of two
minima were considerably relaxed once one-loop corrections were taken into account. Of course, another possibility
is that the one-loop analysis - involving the running of all couplings of the model and the one-loop potential – reveals
that tree-level instability is cured at the one-loop level. In fact, in [66], a small number of local minima at tree-level
were promoted to global ones at one-loop.
On a more fundamental note, the results presented in this work reveal a rich vacuum structure of the singlet-doublet
model, one in which minima which break different symmetries are allowed to coexist with one another. This is in
stark contrast with the 2HDM situation: in [43, 47] it was proven that minima of different natures – in which different
symmetries were broken – could not coexist. For the 2HDM only electroweak breaking minima can (and do, for certain
regions of the model’s parameter space) exist simultaneously, a fact that was then exploited in refs. [58, 65, 66]. The
results of the analysis herein presented show that the “theorem” which was valid for the 2HDM – minima of different
natures cannot coexist – is not valid in other models.
Finally, a word on soft breaking terms: it is very common to consider potentials for the complex singlet-doublet
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model where the global symmetries imposed (discrete Z2’s or global U(1)) are broken by means of soft breaking terms
in the potential. Meaning, terms involving powers of the singlets smaller than four – these terms do not spoil the
renormalizability of the model, and enlarge the allowed parameter space. Since the singlets carry no gauge numbers,
even linear soft breaking terms are allowed. Those terms linear in the singlet fields, though unusual, play an interesting
role, preventing the occurrence of cosmological domain walls [18]. Other soft breaking terms can also, for instance,
provide a mass for massless scalars originated from the breaking of the global U(1) symmetry. In terms of the real
component formalism used in this work, soft breaking terms would introduce terms in the potential with odd powers
of χ1 and χ2– terms such as χ
3
1, χ1χ
2
2, χ
3
1χ2, etc. The number of possible vacua would remain unchanged, but the
analysis would become much more complex. In particular, the bilinear formalism used in section 3 would no longer be
viable, and the analytical formulae obtained for the comparison of the values of the potential at each extremum would
be substantially changed – in fact, most of the minimization conditions would cease to have analytical solutions, and
only numerical comparisons between extrema would be possible. It is certain that the picture exposed in this paper
– of stability of some vacua regarding others – would be completely altered, and one can expect that no minimum
would be guaranteed to be safe against tunneling against another one.
In summary, the vacuum structure of the complex singlet-doublet model is rich and complex – possible minima of
seven different types are possible. The version of the model chosen here includes two discrete symmetries imposed
upon its singlet fields, simplifying considerably the form of the potential, but still leaving it with a nine-dimensional
parameter space. It was shown that, for specific values of the parameters of the model, different minima can coexist
in the potential, and, with a single exception, the stability of a given minimum is not guaranteed. The one minimum
which, if it exists, is guaranteed to be global, is the one dubbed here as type D – a vacuum in which all fields acquire
a vev and thus all symmetries (electroweak and discrete) are broken. For a minimum of the remaining six types, they
are guaranteed to be deeper than three other stationary points (which, if they exist as solutions of the minimisation
equations of the potential, are forced to be saddle points). But they may, or may not, lie above one or more three
other extrema, which may, or may not, also be minima. A thorough numerical scan of one of the models was then
undertaken. The model corresponds to a minimum of type B, where electroweak symmetry, and one of the discrete
ones, is broken by vevs acquired by two of the fields (the doublet and one of the singlets). The parameters were
chosen such that the model boasted a SM-like Higgs scalar of mass 125 GeV, to conform with LHC observations. It
was found that a small percentage of points in the parameter space produced local B minima, which could tunnel to
deeper, global minima.
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Appendix A: Full results on minima depth comparison
In this appendix the formulae for the comparison of the value of the potential at all possible pairs of extrema
are presented. The demonstration of these results is not shown – it follows entirely the type of calculations shown
in section 4, which can be trivially adapted for the cases shown below. For completion, we repeat the results from
subsections 4.1–4.4. Some, but not all, of the formulae can be simplified and provide expressions in terms of the
potential’s parameters instead of in terms of vevs or masses.
• For a pair of extrema A and B,
VB − VA = 1
4
w2Bm
2
A2 = −
w2B
8λ1 v2B
m2B1m
2
B2. (A.1)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
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• For a pair of extrema A and C,
VC − VA = 1
4
z2C m
2
A3 = −
z2C
8λ1 v2C
m2C1m
2
C3. (A.2)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema A and D,
VD − VA = 1
4
(
w2Dm
2
A2 + z
2
Dm
2
A3
)
= − 1
2
V ′A
T
B−1V ′A. (A.3)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema A and E,
VE − VA = 1
4
(
w2Em
2
A2 − v2Am2E1
)
=
1
2
(
µ41
λ1
− µ
4
2
λ2
)
. (A.4)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema A and F ,
VF − VA = 1
4
(
z2F m
2
A3 − v2Am2F1
)
=
1
2
(
µ41
λ1
− µ
4
3
λ3
)
. (A.5)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema A and G,
VG − VA = 1
4
(
w2Gm
2
A2 + z
2
Gm
2
A3 − v2Am2G1
)
. (A.6)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema B and C,
VC − VB = 1
4
(
z2C m
2
B3 − w2Bm2C2
)
=
1
2
(
µ42
λ2
− µ
4
3
λ3
)
. (A.7)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema B and D,
VD − VB = = 1
4
z2Dm
2
B3 = −
1
2
V ′B
T
B−1V ′B . (A.8)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema B and E,
VE − VB = − 1
4
v2Bm
2
E1 =
v2B
8λ2 w2B
m2B1m
2
B2. (A.9)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
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• For a pair of extrema B and F ,
VF − VB = 1
4
(
z2F m
2
B3 − v2Bm2F1 − w2Bm2F2
)
. (A.10)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema B and G,
VG − VB = 1
4
(
z2Gm
2
B3 − v2Bm2G1
)
. (A.11)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema C and D,
VD − VC = = 1
4
w2Dm
2
C2 = −
1
2
V ′C
T
B−1V ′C . (A.12)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema C and E,
VE − VC = 1
4
(
w2Em
2
C2 − v2C m2E1 − z2C m2E3
)
. (A.13)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema C and F ,
VF − VC = − 1
4
v2C m
2
F1 =
v2C
8λ3 w2C
m2C1m
2
C3. (A.14)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema C and G,
VG − VC = 1
4
(
w2Gm
2
C2 − v2C m2G1
)
. (A.15)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema D and E,
VE − VD = − 1
4
(
v2Dm
2
E1 + z
2
Dm
2
E3
)
=
1
2
V ′E
T
B−1V ′E . (A.16)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema D and F ,
VF − VD = − 1
4
(
v2Dm
2
F1 + w
2
Dm
2
F2
)
=
1
2
V ′F
T
B−1V ′F . (A.17)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
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• For a pair of extrema D and G,
VG − VD = − 1
4
v2Dm
2
G1 =
1
2
V ′G
T
B−1V ′G . (A.18)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema E and F ,
VF − VE = 1
4
(
z2F m
2
E3 − w2Em2F2
)
. (A.19)
Both extrema can be simultaneously minima, and none of them is necessarily deeper than the other. Stability
of either extrema is thus not ensured.
• For a pair of extrema E and G,
VG − VE = 1
4
z2Gm
2
E3 = −
z2G
8λ2 w2G
m2G2m
2
G3. (A.20)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
• For a pair of extrema F and G,
VG − VF = 1
4
w2Gm
2
F2 = −
w2G
8λ3 z2G
m2G2m
2
G3. (A.21)
Thus if one of them is a minimum it is the deeper extremum, and the other a saddle point. Hence the minimum
is stable.
Appendix B: Potential with a global U(1) symmetry
A very commonly used version of the complex singlet-doublet model includes a global U(1) symmetry [18], instead
of the discrete ones we have been using. That model’s potential has far less parameters, namely only five of them. In
terms of the doublet Φ and the complex singlet χ, the potential can be read off eq. (2.1) and is given by
VU(1) = µ
2
Φ|Φ|2 + µ2χ|χ|2 +
1
2
λΦ|Φ|4 + 1
2
λχ|χ|4 + λΦχ|Φ|2|χ|2 (B.1)
with obvious renamings of some of the couplings for convenience. This model can now have three types of extrema:
• Type A, where 〈Φ〉 = vA/
√
2, 〈χ〉 = 0. The global U(1) symmetry is unbroken. Apart from the Goldstone
bosons, there are two non-zero masses (the singlet’s components are mass degenerate), given by
m2A1 = λΦv
2
A , m
2
A2 = µ
2
χ +
1
2
λΦχv
2
A . (B.2)
• Type B, where 〈Φ〉 = vB/
√
2, 〈χ〉 = wB/
√
2. The global U(1) symmetry is broken and a zero-mass scalar is
generated (on top of the three Goldstone bosons). One of the singlet’s components mixes with ϕ3 and there are
two scalars with masses
m2B1,2 =
1
2
[
λΦ v
2
B + λχ w
2
B ±
√
(λΦ v2B − λχ w2B)2 + 4λ2Φχ v2B w2B
]
. (B.3)
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• Type C, where only the singlet acquires a vev: 〈Φ〉 = 0, 〈χ〉 = wC/
√
2. Electroweak symmetry is unbroken, but
the singlet’s vev breaks the global U(1) symmetry, generating a massless scalar. All of the doublets components
are degenerate in mass (with mass given by mC1 below), and there is a second non-zero mass. The mass
expressions are
m2C1 = µ
1
χ +
1
2
λΦχw
2
C , m
2
C2 = λχw
2
C . (B.4)
Due to the form of the potential (B.1), we can always, without loss of generality, assume that all of the vevs above
are real. Applying the same methods which led to the results of section 3, it is simple to arrive at the following
expressions for the relative depths of each extrema:
• For simultaneous extrema A and B,
VB − VA = 1
4
w2Bm
2
A2 = −
w2B
8λΦv2B
m2B1m
2
B2 . (B.5)
Thus if A (B) is a minimum, then it is deeper than B (A), which is necessarily a saddle point.
• For simultaneous extrema A and C,
VC − VA = 1
2
(
µ4Φ
λΦ
− µ
4
χ
λχ
)
. (B.6)
A and C can be simultaneously minima, and stability of a minimum of type A is not guaranteed. The expression
above shows that when an extremum of type C exists, to ensure A is the global minimum it is necessary to
require that λχµ
4
Φ > λΦµ
4
χ.
• For simultaneous extrema B and C,
VC − VB = −1
4
v2Bm
2
C1 = −
v2B
8λχw2B
m2B1m
2
B2 . (B.7)
Thus if B (C) is a minimum, then it is deeper than C (B), which is necessarily a saddle point.
The vacuum structure is therefore much simpler than the model with discrete Z2 symmetries, although the stability
of a vacuum of type A (the only acceptable one, seeing as how electroweak symmetry is broken and there are no
physical massless scalars) is not guaranteed.
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