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Resumo
Este trabalho objetiva implementar em um FPGA as quatro modulações lineares do proto-
colo DVB-RCS2: 𝜋/2-BPSK, QPSK, 8PSK e 16QAM, em banda base e usando o filtro for-
matador de pulsos exigido pela norma, um cosseno levantado com raiz quadrada (SRRC)
com fator de roll-off de 0,2. Foram construídos scripts interpretados pelo GNU/Octave
para produção de valores de referência, geração de símbolos de teste e comparação dos
dados experimentais com os modelos de referência. A quantização dos coeficientes do filtro
e dos símbolos usados nas constelações foi feita em ponto fixo, sendo a quantidade de bits
determinada através de uma análise de precisão numérica usando o GNU/Octave para
comparar o erro quadrático médio entre os valores em ponto flutuante e os quantizados.
Um script também foi desenvolvido para automatizar a descrição em VHDL do filtro
SRRC a partir dos coeficientes do filtro, dos bits de quantização e do fator de oversam-
ple. O funcionamento do sistema descrito em VHDL foi verificado através de simulações
comportamentais e da implementação com uma arquitetura com memórias que possuem
vetores de teste em um kit de desenvolvimento. As simulações comportamentais do sis-
tema com a arquitetura de testes a uma frequência de operação de 125 MHz informam que
o sistema possui latência de 376 ns e taxa de transmissão de símbolos de 17,5 MHz. O mo-
dulador e uma arquitetura de testes descritos em VHDL e o hardware de instrumentação,
usado para captura de dados, foram implementados em um FPGA XC7Z010-1CLG400C,
presente no kit de desenvolvimento Zybo Revisão B a uma frequência de operação de 125
MHz. Verificou-se que o sistema sem o hardware de instrumentação inserido pelo Integra-
ted Logic Analyser (ILA) pode ser implementado a uma frequência de 166,67 MHz, sendo
que, na frequência padrão, são consumidos 3921 Look-Up Tables (LUTs), 4547 registrado-
res, 2 memórias em bloco, 38 entradas e saídas, uma linha global de clock e 121 mW de
potência. Os dados obtidos pelo ILA foram comparados com os modelos de referência e
encontrou-se um erro quadrático médio da ordem de 10−6 para as partes real e imaginária
das modulações implementadas.
Palavras-chaves: modulação digital. FPGA. VHDL. DVB-RCS2.

Abstract
This work intends to implement the four linear modulations employed in the DVB-RCS2
protocol: 𝜋/2-BPSK, QPSK, 8PSK e 16QAM. The modulations will be implemented in
baseband using a Square Root Raised Cosine Filter for pulse formatting with a roll-off
factor of 0,2. GNU/Octave scripts were developed for reference values and test vectors
generation, and to compare experimentally obtained data with the reference models. The
filter coefficients and the constellation symbols were quantised using fixed point. The bit
depth used in the quantisation process was determined by a numerical precision analy-
sis that used GNU/Octave to compare the mean square error between the floating-point
values and the quantised ones. A script was developed in order to automatise the gener-
ation of the VHDL description of the SRRC filter based on its coefficients, the number
of bits used for quantisation and the oversample factor. The system was validated using
behavioural simulations and one hardware implementation in a development kit. This
implementation contains one architecture with memories containing test vectors. The be-
havioural simulations were performed at a 125 MHz frequency and revealed the system’s
latency and symbol transmission rate: 376 ns and 17,5 MHz. The modulator and a test
architecture, both described using VHDL, were implemented in a XC7Z010-1CLG400C
FPGA contained in the Zybo Rev. B development kit at the operating frequency of 125
MHz. Verifications showed that the system without the instrumentation hardware inserted
by the Integrated Logic Analyser (ILA) can be implemented at a 166,67 MHz operating
frequency. Running at the standard 125 MHz frequency the system uses 3921 Look-Up
Tables (LUTs), 4547 registers, 2 block memories, 38 input and output pins, one global
clock buffer and 121 mW of power. The data obtained using the ILA was compared with
the reference models and the average quadratic error found was close to 10−6 for the real
and imaginary terms of the implemented modulations.
Key-words: digital modulation. FPGA. VHDL. DVB-RCS2.
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1 Introdução
Para garantir maior eficiência nas operações e maior segurança de veículos é co-
mum que empresas e indivíduos contratem serviços de rastreamento veicular e gestão de
veículos os quais, devido à integração cada vez maior dos mercados. Esses serviços pos-
suem perspectivas de crescimento, o que por sua vez, deve levar a uma competição cada
vez maior entre as provedoras de tais serviços.
Uma das maneiras de uma provedora de serviços de rastreamento e gestão de
frotas se diferenciar em um mercado cada vez mais dinâmico é o fornecimento de serviços
que possam ser integrados às redes existentes de comunicação satelital, que garantem
maior cobertura se comparadas às redes GPRS, que dependem da disponibilidade das
operadoras. Um desses serviços extras que se integram facilmente às redes já usadas para
rastreamento satelital é o serviço de Mobile IP (MIP), que permite o fornecimento de
conexão à internet para os dispositivos de rastreamento e pode ser implementado usando
diversos padrões já consolidados no mercado, como o IP sobre DVB.
É importante ressaltar que o fornecimento do serviço de MIP deve ser feito de
maneira que não afete a confiabilidade do serviço. Deste modo, é interessante que a im-
plementação de um serviço que forneça MIP integrado ao rastreamento e gestão garanta o
desempenho do sistema com uma taxa de transmissão esperada; seja robusto, garantindo
a integridade das informações enviadas e recebidas; e permita fácil atualização remota,
sem necessidade de trocas de hardware constantes.
1.1 Justificativa
O número de dispositivos móveis habilitados para conexão à Internet cresce cons-
tantemente. É interessante para o usuário uma alta disponibilidade da conexão a rede
mundial de computadores, e isso pode ser possível com a capacidade de roteamento trans-
parente presente no Mobile IP (MIP) (PERKINS, 1997). Essa característica garante que
havendo um meio de conexão disponível, os dispositivos móveis continuem online mesmo
ao deslocarem, estabelecendo novos enlaces e se desligando dos antigos (PERKINS, 1997).
O protocolo DVB-RCS2 consegue fornecer conexão Mobile IP de forma trans-
parente ao equipamento do usuário através do Proxy Mobile IP (ETSI; EBU, 2014b).
Isso garante o acesso à rede mundial com os benefícios de uma conexão MIP na área de
cobertura da constelação de satélites.
A comunicação satelital usa IP sobre DVB, um padrão já estabelecido pelo mer-
cado, e, conforme regem as normas (ETSI; EBU, 2014a) (ETSI; EBU, 2014c), o enlace
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direto será recebido codificado no protocolo DVB-S2 e o retorno para o satélite é realizado
através do DVB-RCS2.
Além do que já foi apresentado, é possível agregar os benefícios de um Software De-
fined Radio (SDR) implementando o DVB-RCS2 usando SoC (System on Chip) contendo
um FPGA. Essa abordagem permitirá que o sistema possa ser reutilizado e atualizado
com facilidade (WYGLINSKI et al., 2016).
Diante do exposto, sugere-se o desenvolvimento de um produto que forneça o ser-
viço de MIP em conjunto de um hardware já existente que faça o rastreamento e realize as
medidas de telemetria exigidas pelo sistema de gestão de frotas. Tal produto será baseado
em lógica programável, mais especificamente em FPGA, permitindo o cumprimento dos
requisitos citados anteriormente com a adição de permitir uma futura implementação em
circuito integrado (ASIC). Além disso, oferecerá a possibilidade de atualização do sistema
por métodos remotos, permitindo a expansão das funcionalidades da solução através da
implementação de novos protocolos, codificações e modulações.
1.2 Objetivos
1.2.1 Objetivo geral
Este trabalho objetiva demonstrar a implementação de um sistema embarcado
baseado em FPGA que implemente as modulações lineares em banda base do protocolo
DVB-RCS2 para atuar como link de retorno de um produto que forneça o serviço de MIP
usando IP sobre DVB.
1.2.2 Objetivos específicos
∙ Detalhar a organização geral da solução proposta;
– Uma arquitetura para os moduladores;
– Uma arquitetura para o filtro cosseno levantado com raiz quadrada (SRRC);
∙ Implementar em um FPGA as seguintes modulações com pulsos cosseno levantado
com raiz quadrada, de acordo com as normas do DVB-RCS2 (ETSI; EBU, 2014a)
(ETSI; EBU, 2014c):
– Modulação binária em fase (𝜋/2-BPSK);
– Modulação em quadratura em fase (QPSK);
– Modulação 8-ária em fase (8-PSK);
– Modulação 16-ária em fase e amplitude (16QAM).
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1.3 Organização do documento
O documento é composto por seis capítulos, sendo o primeiro o que contém a
introdução, a justificativa, o objeto e os objetivos deste trabalho. No segundo capítulo,
há fundamentação teórica, onde são discutidos trabalhos anteriores sobre o assunto e os
conceitos gerais abordados na pesquisa. O terceiro apresenta a metodologia proposta, onde
são apresentados os passos utilizados na elaboração do objeto do trabalho, simulações,
fluxo de projeto e detalhes da implementação. Já o quarto capítulo trata dos resultados
obtidos. Ao final, a discussão dos resultados comparando os dados obtidos nas simulações
de alto nível feitas no GNU/Octave e a implementação em FPGA do modulador descrito





A modulação digital objetiva a transmissão, por meio de um canal analógico, de
dados digitais. Os sistemas de comunicação digitais podem ser separados em um diagrama
de blocos simples, presente na figura 1. Observa-se na mesma que uma sequência de dígitos
binários é a entrada do sistema, que será modulada em banda base digital por meio da
codificação de linha. Os pulsos formatados são então modulados digitalmente por uma
portadora, multiplexados, transmitidos pelo canal e recuperados pelo demodulador.
Figura 1 – Diagrama de blocos dos componentes de um sistema de modulação digital
(LATHI; DING, 2010)
O processo de codificação de linha transforma a sequência de dados binária em
formas de onda predeterminadas de modo a maximizar a facilidade em manter a infor-
mação íntegra e minimizar a banda de transmissão ocupada. Essa forma de onda então
passa por um filtro formatador de pulsos que objetiva minimizar a interferência de um
pulso com os seus vizinhos, chamada de Interferência entre Símbolos (IES).
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑝(𝑡) =1 para 𝑡 = 0





A IES nula é garantida matematicamente por pulsos formatados que obedeçam
ao Primeiro Critério de Nyquist para IES nula, disponível no conjunto de equações 2.1
(LATHI; DING, 2010), no qual 𝑇𝑏 é o tempo de cada bit em segundos e 𝑅𝑏 a taxa de
transmissão por segundo. Esta equação permite deduzir que a mínima banda ocupada
(𝐵𝑇 ) para uma transmissão digital em banda base (baixa frequência) a uma taxa de 𝑅𝑏
bits é fornecida por pulsos definidos no domínio do tempo pela função seno cardinal, e é
28 Capítulo 2. Fundamentação Teórica




Entretanto, é difícil produzir filtros seno cardinal devido à grande janela necessária
que decai com razão de 1/𝑡, o que o torna suscetível a problemas de sincronismo e gera
maior consumo de recursos. Essa limitação é contornada por outros formatadores de pulso,
que usam a simetria vestigial no domínio da frequência dos filtros propostos por 2.1. Estes
outros filtros negociam maior consumo de banda de transmissão por maior facilidade de
implementação.
A banda necessária para a transmissão da informação pode ser reduzida negociando-
se um desempenho menor em ambientes com interferências usando-se sistemas m-ários,
que transmitem 𝑀 símbolos, que consistem em mais de um bit. A equação que determina
a banda consumida para sinais modulados em banda passante é atualizada para levar em
conta o excesso da banda ocupado 𝑟 ∈ [0, 1] e a taxa de símbolos 𝑅𝑠.
𝐵𝑇 =
1





(1 + 𝑟) (2.3)
O sinal modulado em banda base é então passado por moduladores digitais que
operam em uma frequência normalmente acima da exigida pelo teorema de Nyquist-
Shannon, que afirma que o sinal é reconstruído sem erros se for amostrada a uma taxa
que seja pelo menos o dobro do seu maior componente de frequência (LATHI; DING,
2010). Esses são semelhantes aos moduladores analógicos, mas mapeiam cada símbolo ou
bit transmitido em valores finitos de amplitudes, no caso das modulações lineares, e/ou
deslocamento de fase ou frequências, para as modulações exponenciais (LATHI; DING,
2010).
2.2 Descrição do protocolo DVB-RCS2
O DVB-RCS2 foi criado para padronizar conexões interativas de banda larga como
uma extensão de sistemas que usam o DVB. São definidos os detalhes das camadas de alto
e baixo nível usadas na comunicação entre o hub do operador de satélite e os terminais
móveis, bem como a camada de rede e as funções de controle básicas do sistema. De modo
a manter a economia de escala, tornando a extensão do sistema mais vantajosa, o protocolo
se aproveita dos padrões já implementados comercialmente DVB-S2 e GSE (ETSI; EBU,
2014c) e implementa técnicas que otimizam o desempenho em altas frequências como o
uso da banda Ka e da codificação e modulação adaptativas (SKINNEMOEN et al., 2013).
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2.2.1 Camadas inferiores do DVB-RCS2 - Link de retorno
As camadas inferiores do DVB-RCS2 podem ser separadas em um diagrama de blo-
cos, o qual se apresenta na figura 2. O diagrama separa o sistema nos blocos responsáveis
pelo encapsulamento das informações (GEN.ALPDU, GEN.PPDU e GEN.FPDU ); por
embaralhar a sequência transmitida (E.DISPERSAL); pelo cálculo do CRC (GEN.CRC );
pela codificação para correção de erros (FEC.CODING); pela geração de símbolos pré-
definidos (GEN.SYMBOLS) e pela modulação MODULATOR.
Figura 2 – Diagrama de blocos das camadas inferiores do DVB-RCS2
Os três primeiros blocos são responsáveis por encapsular os dados enviados no
formato Service Data Unit (SDU) para o Return Link Encapsulation (RLE) de acordo com
os dados enviados pelas tabelas de configuração recebidas a partir do enlace direto pelo
DVB-S2. Então, os dados são enviados serialmente para serem embaralhados de maneira
a reduzir a possibilidade de existirem sequências monotônicas (ETSI; EBU, 2014a) que
possam afetar a qualidade da transmissão.
Em seguida, as sequências recebem o valor do CRC16, caso sejam sequências de
controle, ou CRC32, caso sejam de controle, (ETSI; EBU, 2014a) para posterior verificação
de integridade das mesmas no receptor. Esse novo conjunto de informações passa, então,
por codificadores definidos pelo tipo de modulação utilizada e por outros parâmetros
também provenientes das tabelas de configuração fornecidas pelo DVB-S2. É utilizado
um codificador do tipo Turbo Code (TC) para as modulações lineares 𝜋/2-BPSK, QPSK,
8PSK, 16QAM, e um Convolucional para a modulação CPM (ETSI; EBU, 2014a), que
não será implementada neste trabalho.
As informações são convertidas nos símbolos usados pelas modulações seleciona-
das nas configurações por meio de permutações com regras pré-definidas. Os símbolos são
passados aos moduladores selecionados nas tabelas de configuração e geram o sinal modu-
lado, o qual será transmitido ao satélite de acordo com as divisões de tempo e frequência
acordadas por meio das configurações do MF-TDMA.
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O enlace de retorno é acessado através do MF-TDMA. Isso permite o acesso de
múltiplos terminais através do compartilhamento de um número de frequências de porta-
doras em períodos de tempo determinados.
2.3 Hardware reconfigurável
A lógica digital reconfigurável consiste em circuitos com matrizes que podem ser
configuradas para realizar funções lógicas específicas (HARRIS; HARRIS, 2013). Ela é
implementada através de tecnologias de circuitos integrados programáveis, sendo o seu
principal uso acelerar o desenvolvimento de um circuito integrado, permitindo a rápida
prototipagem de circuitos customizados ou semicustomizados, ou até servindo como so-
luções finais para projetos em que o time to market é crítico (VAHID, 2008).
Figura 3 – Diagrama de blocos de um FPGA básico (VAHID, 2008)
Atualmente, a tecnologia de lógica programável mais utilizada é baseada em ma-
trizes de portas programáveis em campo (FPGAs) (VAHID, 2008). Esses circuitos in-
tegrados possuem, em sua configuração atual, diversos elementos lógicos configuráveis
organizados em blocos com tabelas de pesquisa (lookup tables) e registradores (flip-flops),
bem como alguns blocos especializados, que vão desde blocos de processamento digital
de sinal (DSPs) a microprocessadores (HARRIS; HARRIS, 2013). Isso pode ser visto na
figura 4, um diagrama de blocos dos SoCs da série Zynq-7000 da Xilinx, que possuem um
FPGA interconectado a processadores ARM.
Todos os elementos de um chip FPGA estão ligados por fios e multiplexadores que
também podem ser programáveis. A figura 3 mostra o diagrama de blocos de um FPGA
básico composto pelos blocos lógicos programáveis, identificados como CLB, e pelos fios
e multiplexadores das matrizes de chaveamento, identificadas por MC.
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Figura 4 – Diagrama de blocos dos SoCs Zynq-7000 (XILINX, 2018)
A programação de um circuito integrado FPGA é feita por meio da descrição do
sistema em uma linguagem de descrição de hardware. Essa especificação é convertida
em um arquivo que especifica a configuração de todos os blocos do chip de maneira a
implementar a descrição em HDL (HARRIS; HARRIS, 2013). Tal programação pode ser
feita em campo, seja em casa ou no local de trabalho, sem necessidade de ser feito em
uma planta de fabricação – por isso o nome deste tipo de tecnologia (VAHID, 2008).
2.4 Implementação de moduladores digitais e filtros cosseno levan-
tado em FPGAs
A partir da observação dos trabalhos previamente realizados com o objetivo de
implementar filtros cosseno levantado ou cosseno levantado com raiz quadrada (SRRC) e
modulações digitais em tecnologia de lógica programável baseada em FPGAs, presentes na
tabela 1, é possível depreender que tais implementações costumam consumir quantidade
considerável de recursos do chip, principalmente em implementações que tentam alcançar
maior desempenho explorando o paralelismo dos algoritmos ou usando grandes tabelas
para acelerar os cálculos.
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Tabela 1 – Estado da arte sobre implementação de geradores de símbolos, moduladores e
filtros cosseno levantado em FPGAs
















































(𝑘 = 7, 𝑟𝑎𝑡𝑒 = 1/2)





























Quatro ROMs e MUXs
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A implementação de mais de uma modulação, bem como a presença de filtros for-
matadores de pulso tendem a aumentar o consumo de recursos. Isso ocorre devido à lógica
extra necessária para multiplexar os diferentes sinais de saída presentes nos moduladores
a serem implementados e aos blocos sobreamostradores necessários para a filtragem dos
símbolos antes da geração de sinal em banda passante.




Saída Amostras em banda base ajustadas em ganho
Modulações 𝜋/2-BPSK, QPSK, 8PSK, 16QAM
Interfaces AXI-4 Stream para entrada e saída de dadosAXI-4 Lite para ajuste de ganho e verificação do estado do sistema







Filtro SRRC com roll-off de 20 %
Ajuste de ganho
Disponibilidade ASICsFPGAs Xilinx e Altera
As soluções apresentadas até agora implementam parcialmente o modulador re-
querido pelo DVB-RCS2. Entretanto, há uma solução comercial desenvolvida pela Creonic
que não só implementa todas as modulações lineares, mas também as etapas anteriores
de recebimento do PDU, embaralhamento, geração de CRC, codificação e construção do
frame a ser mapeado em símbolos e modulado segundo as exigências das normas. As




3.1 Simulação em alto nível
O filtro formatador de pulsos e o mapeador de símbolos para constelações foram
simulados em alto nível através de scripts interpretados pelo programa GNU Octave
versão 4.4.1 (EATON et al., 2018) com os pacotes de processamento de sinais, controle
e comunicação digital. Tanto o programa principal quanto as extensões foram obtidas
através do repositório do sistema operacional Debian GNU/Linux versão Buster e foram
executados em um computador com arquitetura amd64.
Os scripts executados também geram os vetores de teste e de resposta esperada
para serem usados na etapa de testes da implementação em linguagem de descrição de
hardware, permitindo a comparação de resultados e a validação da implementação. Isso
permite a comparação dos sinais intermediários com sinais de referência, evitando im-
plementações errôneas que demandariam tempo para serem corrigidas uma vez na lin-
guagem de descrição de hardware. Também é possível obter características teóricas do
sistema como espectro utilizado e erro de quantização, que podem ser usados para validar
o sistema implementado em linguagem de descrição de hardware.
3.2 Fluxo de projeto em Hardware
O sistema será implementado em um kit de desenvolvimento Zybo Revisão B,
fabricado pela empresa Digilent. Ele contém, entre outros circuitos integrados, um System-
on-Chip Xilinx Zynq-7000 XC7Z010-1CLG400C, composto por um FPGA e dois núcleos
ARM. As ferramentas de desenvolvimento utilizadas para codificação, simulação, síntese
e implementação foram as presentes no software Vivado IDE 2018.3.1, produzido pela
empresa Xilinx.
Essas ferramentas permitem que se siga o fluxo usual de projeto de sistemas digitais
baseados em FPGAs, disponível na figura 5. Ele consiste na elaboração de um projeto
inicial, muitas vezes em diagrama de blocos ou em uma linguagem de alto nível. Esse
projeto inicial é mapeado em uma linguagem de descrição de hardware, dividido em blocos
lógicos, mapeado nos recursos presentes no chip e implementado fisicamente. Entre todas
esses passos há etapas destinadas a verificar se o comportamento do projeto continua
conforme o estabelecido nos modelos de alto nível.
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Figura 5 – Fluxo de projeto de um sistema digital implementado em FPGA (HARRIS;
HARRIS, 2013)
3.2.1 Procedimentos gerais de projeto
Após a verificação a nível de diagrama de blocos gerada pelo ambiente de desenvol-
vimento integrado, o projeto descrito em VHDL passou pela simulação comportamental
simples para verificação do funcionamento lógico. Observando-se que os resultados es-
perados foram produzidos, a etapa de síntese mapeou os recursos exigidos pelo sistema
descrito em funções booleanas e elaborou um modelo intermediário do projeto no FPGA.
Ao fim desse processo foi possível verificar o funcionamento do circuito sintetizado
através de uma simulação comportamental pós síntese e obteve-se uma estimativa dos
recursos utilizados. Finalizado o processo de síntese, foram especificados os sinais do
sistema a serem expostos para debug usando o analisador lógico integrado disponibilizado
pelo Vivado, inserindo hardware de instrumentação no sistema.
Em seguida, executou-se no software as etapas de mapeamento, responsável por
converter as equações geradas na síntese para recursos presentes no chip; posicionamento
e roteamento, sendo essas últimas necessárias para a interconexão entre os blocos e outros
elementos especializados disponíveis.
Terminado o mapeamento e roteamento, foi feita uma análise lógica do sistema já
implementado com os blocos disponíveis e verificou-se a análise temporal detalhada do
netlist implementado no chip. Em seguida foi gerado o arquivo de bitstream, que contém
a programação das interconexões e os dados presentes entre todos os elementos lógicos,
dados suficientes e necessários para implementar o sistema descrito. Finalmente, o sistema
a ser analisado era programado no FPGA e os sinais marcados para debug na etapa de
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síntese tinham os seus valores gravados e transmitidos para o computador, permitindo a
comparação com os padrões gerados com a descrição em alto nível.
3.3 Projeto do filtro SRRC
O filtro cosseno levantado com raiz quadrada exigido pela norma do DVB-RCS2
possui fator de roll-off 𝑟 = 0, 2 (ETSI; EBU, 2014a) e deve obedecer ao conjunto de
equações 3.1. Para facilitar o projeto e a implementação em lógica programável de modo a
obedecer aos requisitos exigidos pela norma, decidiu-se, assim como nos trabalhos expostos
anteriormente, projetar um filtro de resposta finita ao impulso (FIR) que implementasse
a resposta em frequência exigida por (ETSI; EBU, 2014a). No conjunto de equações 3.1,
𝑓𝑁 representa a frequência de Nyquist, e 𝑟, o fator de roll-off utilizado no filtro.
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩







𝜋(𝑓𝑁 − |𝑓 |)
2𝑟𝑓𝑁
)︃
para 𝑓𝑁(1 − 𝑟) 6 |𝑓 | 6 𝑓𝑁(1 + 𝑟)
𝐻(𝑓) = 0 para |𝑓 | > 𝑓𝑁(1 + 𝑟)
(3.1)
Segundo JOOST (2010), as equações que definem a resposta em frequência do filtro
podem ser implementadas em um filtro FIR com janela retangular usando-se a equação
3.2, que é o resultado da transformada de Fourier inversa da equação 3.1 descartando
as constantes que multiplicam o resultado final. Tal equação possui duas singularidades
removíveis em 𝑡 = 0 e 𝑡 = ±1/4𝑟 cujos valores são constantes disponíveis nas equações 3.3
e 3.4, também obtidos em (JOOST, 2010).
ℎ(𝑡𝑇𝑐) =
sin(𝜋𝑡(1 − 𝑟)) + 4𝑟𝑡 cos(𝜋𝑡(1 + 𝑟))
𝜋𝑡(1 − (4𝑟𝑡)2) (3.2)





























O script responsável por gerar os coeficientes do filtro tem como entradas a frequên-
cia de amostragem; o fator de oversample; um fator de ganho a ser aplicado nas equações
3.2, 3.3 e 3.4, que é mantido normalmente unitário; o número de elementos a ser usado
na computação da transformada rápida de Fourier, usada para verificar a resposta no
domínio da frequência, e a resolução dos gráficos produzidos em pontos por polegada.
Após a passagem dos parâmetros supracitados, o script gera os coeficientes em
ponto flutuante e calcula a resposta no domínio da frequência do mesmo, fundamental
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para se definir a atenuação na banda de rejeição. Em seguida, os coeficientes são normali-
zados no intervalo entre -1 e 1 e quantizados como inteiros com sinal e também é calculada
a atenuação para o filtro quantizado, que ainda não garante a interferência entre símbo-
los nula. Para verificar a anulação da interferência intersimbólica, também é calculado o
quantizado com o seu complementar através da convolução entre os coeficientes quanti-
zados.
3.3.1 Conversão de ponto flutuante em ponto fixo
A implementação do filtro cosseno levantado com raiz quadrada descrito pela equa-
ção 3.2 através de um FIR exige a escolha somente do número de coeficientes, do fator
de sobreamostragem e do número de bits usado para a quantização do mesmo, pois o
parâmetro que define a banda de transição, o fator de roll-off já é fixado pela norma.
Para se evitar o grande consumo de recursos em chip causado pela implementação
de operações em ponto flutuante, os coeficientes do filtro foram convertidos em ponto
fixo. Essa conversão mapeou os números em ponto flutuante para ponto fixo sem parte
inteira, permitindo o processamento dos mesmos como se fossem inteiros com sinal em
complemento de dois.
O número de bits necessários para representação dos coeficientes foi definido expe-
rimentalmente através da execução de um script que calcula o erro quadrático médio entre
o filtro original em ponto flutuante e o quantizado. Os parâmetros foram escolhidos após
a realização de uma simulação por um outro script que testa a resposta em frequência e o
erro médio quadrático para fatores de sobreamostragem com os valores de 4, 6, 8, 16, 32 e
64; ordens de filtro nos valores de 32, 64, 128, 256, 512, 1024 e 2048; bits para quantização
nos no intervalo [8, 12]; frequência de amostragem com os valores de 500 kHz, 12,5 MHz,
25 MHz, 50 MHz, 100 MHz e 125 MHz.
Após a escolha dos valores dos parâmetros, a variação do erro quadrático médio
foi plotada em um gráfico. A figura 6 demonstra que o valor de 8 bits é suficiente para
representar o filtro com um erro pequeno e com relativa distância entre o erro quadrático
máximo e o mínimo valor representável com essa quantização.
Os parâmetros e as características do filtro a ser implementado em linguagem de
descrição de hardware estão dispostos na tabela 3. Os seus coeficientes foram calculados
usando as equações 3.2, 3.3 e 3.4 (JOOST, 2010).
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Figura 6 – Erro quadrático médio e máximo entre amostras do SRRC normalizado e o
quantizado e valor mínimo representável
Tabela 3 – Parâmetros e resultados do filtro FIR a ser implementado em hardware
Parâmetro Valor
Tipo de filtro Cosseno levantado comraiz quadrada (SRRC)
Janelamento Retangular (sinc)





Frequência de símbolo 𝑓𝑠𝑦𝑚𝑏 20,833 MHz
Tempo de símbolo 𝑇𝑠 48 ns
Fator de roll-off 𝑟 0,2
Atraso em amostras 32
Atraso em segundos 256 ns
Largura de banda 12,5 MHz
Resolução da quantização 8 bits
Erro quadrático médio






-62,55837 dB (quantizado após
aplicar o complementar)
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3.3.2 Resposta do filtro projetado
Os resultados da execução do script de geração dos coeficientes do filtro SRRC
estão dispostos nas figuras: 7 e 8, que indicam respectivamente os coeficientes do filtro
em ponto flutuante e os quantizados. Já as figuras 9, 10, 11 representam a resposta no
domínio da frequência dos filtros em ponto flutuante, quantizado e quantizado com o
complementar. A partir dos resultados do script de geração supracitado também foram
produzidas as figuras 12, 13 e 14. Essas figuras demonstram a resposta em frequência
normalizada para 0 dB e registram a atenuação na banda de rejeição.
Nota-se nas imagens 9, 10, 11, 12, 13 e 14, referentes à resposta em frequência
do filtro em ponto flutuante, quantizado e quantizado com complementar, uma pequena
oscilação no centro da banda passante do filtro. Ela é decorrente do fenômeno de Gibbs
causado pelo janelamento retangular da resposta do filtro.































Figura 7 – Coeficientes do filtro FIR SRRC normalizado
O erro quadrático médio entre o filtro quantizado, que é novamente normalizado
entre o intervalo entre -1 e 1, e a solução original em ponto flutuante normalizada para
essa mesma faixa está presente na figura 15, que também detalha o erro para cada amostra
do filtro.
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 bits = 8
Figura 8 – Coeficientes do filtro FIR SRRC quantizado com 8 bits













Resposta impulsional em modulo no dominio da frequencia
cutoff = 1.25e+07 Hz
Figura 9 – Resposta em frequência em módulo do filtro FIR SRRC normalizado
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Resposta impulsional quantizada em modulo no dominio da frequencia
cutoff = 1.25e+07 Hz
Figura 10 – Resposta em frequência em módulo do filtro FIR SRRC quantizado












Resposta impulsional apos o complementar quantizado
 em modulo no dominio da frequencia
cutoff = 1.25e+07 Hz
Figura 11 – Resposta em frequência em módulo do filtro FIR SRRC quantizado com o
complementar
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Resposta impulsional em modulo (dB) normalizada
 a 0 dB no dominio da frequencia
att = -32.570688 dB
Figura 12 – Resposta em frequência em módulo do filtro FIR SRRC normalizado (dB)

















Resposta impulsional quantizada em modulo (dB) normalizada
 a 0 dB no dominio da frequencia
att = -31.279188 dB
Figura 13 – Resposta em frequência em módulo do filtro FIR SRRC quantizado (dB)
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Resposta impulsional normalizada em 0 dB apos o complementar quantizado
 em modulo (dB) no dominio da frequencia
att = -62.558377 dB
Figura 14 – Resposta em frequência em módulo do filtro FIR SRRC quantizado com o
complementar (dB)






























Erro quadratico entre amostras do original e do quantizado com 8 bits
erro quadratico medio = 7.68782e-06
Figura 15 – Erro quadrático médio entre amostras do SRRC normalizado e o quantizado
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3.3.3 Descrição em VHDL do filtro SRRC
O filtro FIR foi descrito com sua forma direta, disponível na figura 16. As amostras
entram a cada ciclo de relógio do sistema e são deslocadas em uma fila implementada por
um registrador de deslocamento. Os valores presentes nos registradores são multiplica-
dos pelos 65 coeficientes do filtro e então somados através de uma árvore de somas de
sete estágios, entregando o resultado da filtragem ao final. Todas as operações de soma e
multiplicação são registradas formando uma pipeline, evitando assim problemas de tem-
porização que possam vir a ser causados por somadores e multiplicadores implementados
combinacionalmente.
A descrição do filtro em VHDL foi automatizada através de um script também
interpretado pelo GNU/Octave. A partir dos coeficientes já quantizados, da largura em
bits das amostras recebidas pelo filtro e do fator de sobreamostragem são produzidos um
pacote de configurações e uma entidade com a arquitetura do filtro. O comprimento da
palavra de saída é calculado automaticamente para se evitar overflow nas operações de
soma e multiplicação realizadas.
Conforme supracitado, o filtro foi implementado com coeficientes de 8 bits e tam-
bém recebe as amostras em 8 bits. Para que as multiplicações e somas em ponto fixo
quantizado em complemento de 2 ocorressem sem risco de overflow, o armazenamento do
resultado dessas operações com uma palavra de maior comprimento tornou-se necessária.
Portanto, foi escolhido o comprimento de 23 bits para a saída do filtro: 16 bits são rela-
tivos às multiplicações entre as amostras da fila e os coeficientes, e os bits restantes são
devido às 64 adições que acontecem no resto da pipeline. As somas são executadas em
etapas dentro de uma árvore de somas de 7 estágios registrados.
Figura 16 – Diagrama de blocos da arquitetura do filtro SRRC descrito em VHDL
Embora o bloco tenha sido descrito de modo que o mesmo receba as amostras
46 Capítulo 3. Metodologia proposta
já sobreamostradas e com os zeros necessários para deslocar a última amostra relevante
pela pipeline até o resultado final, ainda é necessário não passar para os próximos blocos
as amostras inválidas, que saem do filtro até que ele tenha recebido uma quantidade de
amostras igual ao seu atraso em amostras (verificar tabela 3).
Essa funcionalidade foi implementada através de um contador síncrono, que é
incrementado sempre que o bloco precedente sinaliza que a amostra enviada ao filtro é
válida. O contador está ligado a um comparador e quando o número de amostras lidas
iguala-se ao atraso do filtro, no próximo ciclo de relógio a saída é sinalizada como válida
sempre que o dado também o for. Em seguida, o contador é parado, sendo necessário que
o sinal de reset de entidade seja levado a nível lógico alto para reiniciar a pipeline do filtro
e o contador.
3.4 Projeto do sobreamostrador
O sobreamostrador não foi descrito em alto nível em um script do GNU/Octave
pois já existe uma função no pacote control responsável pela sobreamostragem: upsample.
Assim, este bloco do sistema foi descrito diretamente em VHDL, sendo o seu compor-
tamento verificado através das simulações e da execução do mesmo no hardware com











Figura 17 – Diagrama da FSM de controle do bloco sobreamostrador
Esse bloco foi descrito para ser o responsável por controlar a entrada de amostras
no filtro FIR SRRC, passando o dado a partir da entrada, sobreamostrando-o e enviando
um vetor de zeros quando solicitado o fim dos dados, retirando dos registradores de pipeline
a última amostra válida. Esse controle é feito por meio de uma máquina de estados finitos,
cujo diagrama encontra-se na figura 17.
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3.5 Projeto dos mapeadores de símbolo para constelações
Os mapeadores de símbolo para constelação são responsáveis por mapear os sím-
bolos entregues por blocos anteriores nos valores complexos exigidos pela norma (ETSI;
EBU, 2014a) para cada uma das modulações: 𝜋/2-BPSK, QPSK, 8-PSK e 16-QAM.
3.5.1 Projeto em alto nível
Os mapeadores de símbolos para constelações foram descritos nos scripts Octave
responsáveis por produzir os valores de referência para cada uma das modulações em
banda base. O mapeamento das constelações 𝜋/2-BPSK, QPSK, 8-PSK e 16-QAM foi
feito de acordo com a norma (ETSI; EBU, 2014a) e está descrito nas tabelas 4, 5, 6,
sendo que a modulação 𝜋/2-BPSK utiliza a mesma constelação definida para a QPSK.
Tabela 4 – Constelação QPSK e 𝜋/2-BPSK segundo (ETSI; EBU, 2014a)
Índice Símbolo Valor real Valor imaginário
0 0 0
1 𝑆0 cos(𝜋4 ) sen(
𝜋
4 )
2 𝑆1 cos(7𝜋4 ) sen(
7𝜋
4 )
3 𝑆2 cos(3𝜋4 ) sen(
3𝜋
4 )
4 𝑆3 cos(5𝜋4 ) sen(
5𝜋
4 )
Tabela 5 – Constelação 8-PSK segundo (ETSI; EBU, 2014a)
Índice Símbolo Valor real Valor imaginário
0 0 0
1 𝑆0 cos(𝜋8 ) sen(
𝜋
8 )
2 𝑆1 cos(3𝜋8 ) sen(
3𝜋
8 )
3 𝑆2 cos(15𝜋8 ) sen(
15𝜋
8 )
4 𝑆3 cos(13𝜋8 ) sen(
13𝜋
8 )
5 𝑆4 cos(7𝜋8 ) sen(
7𝜋
8 )
6 𝑆5 cos(5𝜋8 ) sen(
5𝜋
8 )
7 𝑆6 cos(9𝜋8 ) sen(
9𝜋
8 )
8 𝑆7 cos(11𝜋8 ) sen(
11𝜋
8 )
Os bits recebidos pelo mapeador 𝜋/2-BPSK são mapeados na constelação QPSK
de acordo com a equação 3.5 (ETSI; EBU, 2014a), na qual 𝑢(𝑛) é a polaridade, definida
como positiva se o bit recebido é 0 e negativo caso seja 1, e 𝑛 é o índice do bit recebido
dentro da sequência. A equação foi implementada em alto nível através de um contador
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Tabela 6 – Constelação 16-QAM segundo (ETSI; EBU, 2014a)
Índice Símbolo Valor
0 0
1 𝑆0 − 1√10 −
1√
10𝑗
2 𝑆1 − 1√10 −
3√
10𝑗
3 𝑆2 − 1√10 +
1√
10𝑗
4 𝑆3 − 1√10 +
3√
10𝑗
5 𝑆4 − 3√10 −
1√
10𝑗
6 𝑆5 − 3√10 −
3√
10𝑗
7 𝑆6 − 3√10 +
1√
10𝑗
8 𝑆7 − 3√10 +
3√
10𝑗
9 𝑆8 + 1√10 −
1√
10𝑗
10 𝑆9 + 1√10 −
3√
10𝑗
11 𝑆10 + 1√10 +
1√
10𝑗
12 𝑆11 + 1√10 +
3√
10𝑗
13 𝑆12 + 3√10 −
1√
10𝑗
14 𝑆13 + 3√10 −
3√
10𝑗
15 𝑆14 + 3√10 +
1√
10𝑗
16 𝑆15 + 3√10 +
3√
10𝑗
de módulo 4 e estruturas condicionais simples para seleção do símbolo QPSK equivalente
conforme a entrada dos bits.
𝑆(𝑛) = 𝑢(𝑛) 𝑒𝑗𝜋(
2𝑛+1
4 ) (3.5)
Em todas as tabelas que descrevem a relação entre os símbolos e os números
imaginários pertencentes às constelações implementadas foi adicionada uma linha para
zeros, deslocando o índice de símbolos em um. Isso é necessário para que os zeros emitidos
pelo sobreamostrador e necessários ao correto funcionamento do filtro SRRC não sejam
confundidos com símbolos zero pelos mapeadores.
3.5.2 Conversão de ponto flutuante para ponto fixo
As constelações utilizadas pelo sistema: QPSK, 8PSK e 16QAM precisam ser quan-
tizadas para que os símbolos sejam processados pelo filtro SRRC descrito em VHDL. Como
a arquitetura do filtro já havia sido definida para usar coeficientes em ponto fixo com oito
bits para a parte fracionária, utilizou-se também uma quantização semelhante como ponto
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inicial, facilitando a codificação do filtro e reduzindo a complexidade combinacional para
implementação das tabelas no hardware.
Tabela 7 – Erro quadrático médio dos valores reais e imaginários da constelação QPSK
quantizada
Parte Imaginária Parte Real
Erro quadrático médio 31 × 10−6 31 × 10−6
Erro quadrático máximo 62 × 10−6 62 × 10−6
Tabela 8 – Erro quadrático médio dos valores reais e imaginários da constelação 8PSK
quantizada
Parte Imaginária Parte Real
Erro quadrático médio 20, 334 × 10−6 20, 334 × 10−6
Erro quadrático máximo 62 × 10−6 62 × 10−6
Tabela 9 – Erro quadrático médio dos valores reais e imaginários da constelação 16QAM
quantizada
Parte Imaginária Parte Real
Erro quadrático médio 24, 11 × 10−6 24, 11 × 10−6
Erro quadrático máximo 62 × 10−6 62 × 10−6
Para confirmar que o valor escolhido para quantização apresentava bom custo
benefício para a implementação, executou-se um script para medir o erro quadrático médio
e máximo entre o valor quantizado da parte real e da imaginária em relação aos originais
em ponto flutuante. Os valores estão apresentados nas tabelas 7, 8 e 9 e demonstram que
o valor de oito bits escolhido resulta em um erro em torno de 10−6 em relação ao original.
3.5.3 Projeto em VHDL
A implementação em linguagem de descrição de hardware também utilizou a abor-
dagem em tabelas adotada na descrição em alto nível das modulações QPSK, 8PSK e
16QAM, definindo-as como vetores constantes de inteiros. Do mesmo modo, a implemen-
tação do mapeador da modulação 𝜋/2-BPSK também ficou muito parecida com a feita
em scripts: um contador de módulo quatro que avança de maneira síncrona a cada sím-
bolo recebido foi implementado, bem como a lógica síncrona de mapeamento do símbolo
equivalente da constelação QPSK dependendo do valor do contador e do símbolo BPSK
recebido.
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3.6 Projeto do sistema completo
3.6.1 Simulação em alto nível
O sistema foi simulado em alto nível através de um script executado no GNU
Octave que registra e plota os sinais de saída dos quatro moduladores: 𝜋/2-BPSK, QPSK,
8PSK e 16QAM. Estes valores, juntamente com as entradas, estão dispostos nas figuras
18, 19, 20 e 21. O script gera 256 símbolos pseudoaleatórios inteiros para cada uma das
modulações: valores de 0 a 1 para a BPSK, valores de 0 a 2 para a QPSK, de 0 a 3 para a
8PSK e no intervalo de 0 a 4 para a 16QAM. Para garantir a repetibilidade dos testes, o
gerador de sequências pseudoaleatórias do programa é inicializado com uma semente fixa
em todas as execuções do script.




































Figura 18 – Valores de referência e de entrada para o modulador 𝜋/2-BPSK
A próxima operação realizada é o mapeamento dos símbolos para os valores reais
e imaginários já quantizados com oito bits de acordo com as regras mencionadas anteri-
ormente de cada uma das constelações relativas às modulações utilizadas. As partes real
e imaginária produzidas a partir do mapeamento são separadas em dois vetores e são
sobreamostradas de acordo com o fator de 6, presente na tabela 3.
Os vetores relativos aos valores de fase e quadratura do sinal em banda base são
filtrados pelo formatador de pulsos, o filtro SRRC com os coeficientes já quantizados.
O atraso do filtro causado pela fase linear é compensado inserindo-se amostras zeradas
ao final dos vetores e retirando-se as primeiras amostras relativas ao transiente após a
filtragem. As amostras resultantes são então plotadas em conjunto com os sinais de entrada
e são gravadas em arquivos para consultas posteriores.
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Figura 19 – Valores de referência e de entrada para o modulador QPSK




































Figura 20 – Valores de referência e de entrada para o modulador 8PSK
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Figura 21 – Valores de referência e de entrada para o modulador 16QAM
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3.6.1.1 Simulação do sistema em conjunto com um receptor
Com o objetivo de verificar o desempenho do filtro SRRC quantizado, também
foi realizada uma simulação com a descrição em alto nível do modulador em banda base,
um canal com ruído branco gaussiano aditivo e um receptor simples. A simulação produz
as constelações dos símbolos recuperados na entrada do receptor para cada uma das
modulações: 𝜋/2-BPSK, QPSK, 8PSK e 16QAM. Esses resultados estão nas figuras 22,
23, 24 e 25 respectivamente. Também foram produzidas as figuras 26, 27, 28 e 29, que
indicam os símbolos recuperados no receptor para as modulações 𝜋/2-BPSK, QPSK, 8PSK
e 16QAM.
















pi/2-BPSK quantizado na entrada do receptor
SNR = 20 dB (1024 simbolos)
Figura 22 – 𝜋/2-BPSK recebido na entrada do receptor
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QPSK  quantizado na entrada do receptor
SNR = 20 dB (1024 simbolos)
Figura 23 – QPSK recebido na entrada do receptor















8PSK  quantizado na entrada do receptor
SNR = 20 dB (1024 simbolos)
Figura 24 – 8PSK recebido na entrada do receptor
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16QAM  quantizado na entrada do receptor
SNR = 20 dB (1024 simbolos)
Figura 25 – 16QAM recebido na entrada do receptor
A simulação produz 1024 símbolos pseudoaleatórios para cada uma das modula-
ções. Esses símbolos são sobreamostrados pelo fator requerido pelo filtro, mapeados nas
constelações e filtrados pelos dois filtros SRRC quantizados, sendo um utilizado para os
dados em fase e outro para os que estão em quadratura. Em seguida, o sinal produzido é
normalizado para o intervalo [−1, 1] e é degradado pelo ruído branco gaussiano aditivo,
resultando em uma relação sinal ruído de 20 dB.

















pi/2-BPSK filtrado e amostrado no receptor
SNR = 20 dB (1024 simbolos)
Figura 26 – 𝜋/2-BPSK recuperado no receptor
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QPSK filtrado e amostrado no receptor
SNR = 20 dB (1024 simbolos)
Figura 27 – QPSK recuperado no receptor
















8PSK filtrado e amostrado no receptor
SNR = 20 dB (1024 simbolos)
Figura 28 – 8PSK recuperado no receptor
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16QAM filtrado e amostrado no receptor
SNR = 20 dB (1024 simbolos)
Figura 29 – 16QAM recuperado no receptor
O sinal complexo em ponto flutuante é então dividido em suas partes real e ima-
ginária e, em seguida, quantizado para ponto fixo com 8 bits de parte fracionária. Os
sinais resultantes são então filtrados novamente por dois filtros SRRC com coeficientes
quantizados e são subamostrados para recuperação dos símbolos. O script supõe que o
conversor analógico digital é ideal e que o tempo dos símbolos é conhecido pelo receptor,
eliminando, assim, a necessidade de aplicação de filtros de sincronização e reamostragem.
3.6.2 Descrição em VHDL
O conjunto com as quatro modulações lineares do protocolo DVB-RCS2 foi sub-
dividido em blocos, implementados como diferentes entidades integradas a uma entidade
principal como componentes. A subdivisão do sistema em uma entidade principal, na qual
residem as interfaces para outros blocos e uma máquina de estados finitos para controle
do sistema; um sobreamostrador, responsável por entregar as amostras no formato espe-
rado pelo filtro; um demultiplexador e um multiplexador para seleção da constelação e
modulação desejada; e dois filtros SRRC, um para a parte real em fase e outro para a fase
final em quadratura, está disponível na figura 30.
A máquina de estados finitos que controla o comportamento do sistema está dis-
ponível na figura 31. Após um sinal de reconfiguração assíncrono o sistema aguarda no
estado INITIAL até que seja solicitada uma configuração do sistema. O pedido de confi-
guração muda o estado para GETCFG, em que a máquina permanece até que seja enviado
um sinal de configuração pronta, o que manda a máquina para o estado de aplicação das
configurações recebidas SETCFG e em seguida, para um estado de espera IDLE. Essa
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Figura 30 – Diagrama de blocos da arquitetura do modulador em banda base descrito em
VHDL
abordagem garante que a máquina precisa obrigatoriamente de uma configuração inicial
antes de transmitir a modulação escolhida e também permite que o componente que con-
trolará o modulador em banda base tenha tempo de processar quais configurações devem
ser aplicadas e possa defini-las somente quando estiverem prontas.







Figura 31 – Diagrama da FSM de controle do sistema
Quando no estado ocioso IDLE, a máquina pode mudar para o estado de confi-
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guração GETCFG, caso seja sinalizado um pedido de configuração ou para o estado de
modulação MOD se receber um pedido para modulação. No estado MOD, a operação
do modulador é controlada diretamente pela máquina de controle do sobreamostrador e
pelo contador interno dos dois filtros FIR. Esse estado sinalizará ao sistema responsável
por enviar os símbolos ao modulador quando o filtro estiver pronto para receber um novo
símbolo, e ao sistema responsável por receber os dados modulados em banda base quando
o sinal de saída estiver válido.
Também no estado de modulação, são liberados para contagem dois contadores
responsáveis pela contagem das amostras válidas enviadas para o bloco posterior e o
número de amostras lidas do bloco anterior. Quando o número de amostras aceitas é igual
ao número de amostras configuradas, o controlador entra no estado UPSWAIT, no qual o
contador de amostras recebidas para e aguarda o estado ocioso do sobreamostrador para
que possa solicitar a operação de esvaziamento dos registradores de pipeline do sistema
no estado seguinte, FLUSH.
Ao término da operação de propagação da última amostra útil até a saída regis-
trada do sistema, a máquina de controle do modulador entra no estado DONE. Nesse
estado o contador de amostras produzidas é parado e o seu valor é registrado por um ciclo
de relógio na saída do sistema. Em seguida o controlador retorna para o estado ocioso e
espera que seja solicitada uma reconfiguração ou um comando de modulação.
3.6.2.1 Arquitetura para testes
Visto que o sistema completo apresenta grande número de entradas e saídas e de
modo a possibilitar o teste do sistema descrito já implementado em hardware, foi criada
uma arquitetura de testes. Essa arquitetura, disponível na figura 32, instancia o sistema,
blocos de controle, memórias com os vetores de entrada do sistema e um somador para
os sinais modulados em fase e quadratura. O somador foi instanciado para facilitar a
obtenção dos dados de saída através do analisador lógico integrado que pode ser usado
nos FPGAs da empresa Xilinx.
Para facilitar a codificação, a arquitetura de testes usa memórias em bloco instan-
ciadas a partir do IP Core Block Memory Generator 8.4 disponível no Vivado. As quatro
memórias, uma para cada modulação, foram carregadas com os 256 símbolos de teste
de cada modulação e instanciadas em blocos de controle responsáveis por atualizarem os
endereços e as saídas enviadas para o bloco principal.
As máquinas de estados finitos que controlam o avanço do endereço das memórias
e os sinais de saída válida funcionam de modo semelhante à máquina que controla o
sobreamostrador, pois ambas estão diretamente relacionadas (ver figura 17). O sistema
sempre retorna para o estado inicial IDLE quando um reset assíncrono é recebido. Nesse
estado são zerados os sinais de endereço da memória e de dado de saída válido.
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Figura 33 – Diagrama da FSM de controle das memórias de teste
Caso o controlador receba do sobreamostrador que este está pronto para receber
uma amostra, o estado muda para SEND_DATA. O dado disponibilizado na saída da
memória é então entregue ao sobreamostrador com a linha de dado válido em nível lógico
alto. O próximo estado passa a ser NEXT_ADDR, no qual o endereço atual é incremen-
tado e a máquina volta para IDLE.
Se o endereço enviado em SEND_DATA for o último disponível na memória, o
controlador entra no estado de TEST_DONE. Nesse estado a saída é declarada inválida e
em seguida o controlador zera o endereço da memória pois chega ao estado INITIAL. Não
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há reinício do ciclo de leitura da memória já que o número de posições lidas é configurado
anteriormente ao início da requisição de dados pelo sobreamostrador (ver diagrama 31
referente à máquina de estados principal).
O bloco de testes também mapeia não só as entradas e saídas do módulo principal
para pinos de entrada e saída do chip, mas também adiciona entradas de controle manual
para configuração da modulação desejada e configuração da máquina de estados finitos
do bloco modulador em banda base.
Os valores obtidos após a configuração da máquina para as quatro modulações
são então registrados no computador através de um ILA com 4096 amostras para cada
sinal de interesse: sinais modulados em banda base e sinais de controle do modulador. O
esquemático gerado após a síntese desse projeto está disponível no Apêndice A. Após a
captura, os dados obtidos são exportados em CSV para que possam ser comparados com




O modulador em banda base das modulações lineares do DVB-RCS2 instanciado
com a arquitetura de testes com e sem o hardware de instrumentação foram implementados
no kit de desenvolvimento Zybo Revisão B da empresa Digilent usando as estratégias
padrões de síntese e implementação do Vivado 2018.3.1. Todas as implementações usam
a frequência de relógio padrão de 125 MHz, a não ser quando especificado o contrário.
Além disso, os dados de consumo de recursos do FPGA e da temporização do
circuito implementado foram retirados dos relatórios pós implementação do Vivado e
os gráficos de sinais modulados e erros quadráticos médios foram produzidos através de
um script interpretado pelo GNU/Octave. Esse script compara os dados de referência
produzidos anteriormente com os obtidos pelo ILA.
4.1 Modulador em banda base e arquitetura de testes
Os resultados de consumo de recursos da implementação no FPGA nas condições
descritas anteriormente estão disponíveis na tabela 10 e os parâmetros de temporização
do circuito,Worst Negative Slack (WNS), Worst Hold Slack (WHS) e Worst Pulse Width
Slack (WPWS), na tabela 11. Já a figura 34 apresenta o leiaute do circuito implementado,
sendo que as informações de roteamento foram ocultadas para melhor visualização dos
componentes.
Tabela 10 – Consumo de recursos pós-implementação do modulador e da arquitetura de
testes






As simulações comportamentais feitas no Vivado 2018.3.1 estão presentes na figura
36 e caracterizaram o sistema na sua frequência de operação padrão de 125 MHz, cujo
período é de 8 ns. Após a síntese e a implementação, também foi obtido o consumo
estimado de potência do circuito, presente na figura 35.
A latência foi medida tomando-se o intervalo entre a primeira borda de subida
do relógio com o sinal de requisição de modulação mod_req_in em nível alto. A taxa de
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Figura 34 – Leiaute do circuito com o modulador e a arquitetura de testes. O filtro SRRC
em fase está destacado em vermelho, o filtro em quadratura em verde, e o
sobreamostrador em amarelo
transmissão foi calculada de modo semelhante: mediu-se o intervalo entre a requisição de
modulação e a sinalização de modulação modulation_done_out, sendo que os 256 símbolos
foram transmitidos em um intervalo de 14624 ns. Esses dados são iguais para as quatro
modulações e estão disponíveis na tabela 12. Eles consideram o atraso de um ciclo de
relógio para atualização de cada uma das 256 amostras que entram no modulador.
A figura 34 também destaca os blocos do sistema que mais consumiram os recursos:
o filtro SRRC para os dados reais (em fase) está destacado na cor vermelha, o filtro para
os dados em quadratura está na cor verde, e o sobreamostrador na cor amarela. Os blocos
na cor azul claro representam outros componentes do sistema que não ocupam muitos
recursos do sistema ou foram otimizados na implementação, como as máquinas de estados,
as memórias de teste e os mapeadores.
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Figura 35 – Consumo de potência do modulador e da arquitetura de testes a 125 MHz
Figura 36 – Simulação comportamental do modulador e da arquitetura de testes




Taxa de transmissão 17,50547 MHz
Através de modificações no arquivo de restrições foi possível implementar o con-
junto modulador e arquitetura de testes com uma frequência de operação 33% maior que
a utilizada por padrão no kit de desenvolvimento. Os dados de temporização do circuito
implementado com uma frequência de relógio de 166,67 MHz, ou seja, com um período
de relógio de 6 ns, estão disponíveis na tabela 13.
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4.2 Modulador em banda base, arquitetura de testes e hardware
de instrumentação
O conjunto modulador, arquitetura de testes e hardware de instrumentação foi
implementado somente na frequência padrão de 125 MHz devido ao alto consumo de
recursos do chip gerado pela instanciação do ILA. Os dados de consumo de recursos e de
temporização pós implementação estão disponíveis, respectivamente, nas tabelas 14 e 15.
Tabela 14 – Consumo de recursos pós-implementação do modulador, da arquitetura de
testes e do hardware de instrumentação







Tabela 15 – Temporização pós-implementação do modulador, da arquitetura de testes e





Na figura 37 estão destacados os componentes que mais consomem recursos do
chip. Em marrom estão os componentes do hardware de instrumentação inseridos pelo
ILA, em amarelo, o bloco sobreamostrador, em vermelho o filtro SRRC dos dados reais e
em verde o filtro dedicado aos dados imaginários. Os demais componentes em azul claro
não ocupam muitos recursos individualmente.
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Figura 37 – Leiaute do circuito com o modulador, a arquitetura de testes e o hardware de
instrumentação. O filtro SRRC em fase está destacado em vermelho, o filtro
em quadratura em verde, o ILA em marrom, e o sobreamostrador em amarelo
4.2.1 Comparação com os modelos de referência
Com os dados obtidos e processados por um script de comparação, foram gerados
gráficos que comparam as saídas obtidas através dos CSVs exportados do ILA e os valores
de referência gerados pelos outros scripts para cada uma das modulações. As figuras 38,
39, 40 e 41 são gráficos nos quais foram plotadas as respostas experimentais e teóricas das
modulações 𝜋/2-BPSK, QPSK, 8PSK e 16QAM respectivamente.






pi2-BPSK Parte Real (zoom)






pi2-BPSK Parte Imaginaria (zoom)


















Figura 38 – Comparação entre os sinais de referência e experimental para a modulação
𝜋/2-BPSK
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QPSK Parte Real (zoom)






QPSK Parte Imaginaria (zoom)


















Figura 39 – Comparação entre os sinais de referência e experimental para a modulação
QPSK






8PSK Parte Real (zoom)






8PSK Parte Imaginaria (zoom)


















Figura 40 – Comparação entre os sinais de referência e experimental para a modulação
8PSK
Calculou-se o erro quadrático de cada uma das amostras e o erro quadrático médio
para as partes real e imaginária dos sinais em banda base. Os gráficos com os erros
amostral e médio estão disponíveis nas figuras 42, 43, 44 e 45 para as modulações 𝜋/2-
BPSK, QPSK, 8PSK e 16QAM respectivamente. A tabela 16 contém os erros quadráticos
médios entre o que foi aferido experimentalmente e o que foi simulado para todas as
modulações testadas.
Tabela 16 – Erro quadrático médio e amostral entre os sinais de referência e experimentais
Modulação Parte real Parte imaginária
𝜋/2-BPSK 6, 91 × 10−6 1, 1 × 10−5
QPSK 6, 31 × 10−6 6, 1 × 10−6
8PSK 4, 06 × 10−6 3, 78 × 10−6
16QAM 3, 66 × 10−6 4, 83 × 10−6
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16QAM Parte Real (zoom)






16QAM Parte Imaginaria (zoom)


















Figura 41 – Comparação entre os sinais de referência e experimental para a modulação
16QAM






Erro quadratico medio e por amostra do pi2-BPSK Parte Real









Erro quadratico medio e por amostra do pi2-BPSK Parte Imaginaria
pi2bpsk_sq_error_imag
pi2bpsk_avg_sq_error_imag
Err. quad. med. = 1.1e-05
pi2bpsk_sq_error_real
pi2bpsk_avg_sq_error_real
Err. quad. med. = 6.91e-06
Figura 42 – Erro quadrático médio e amostral entre os sinais de referência e experimental
para a modulação 𝜋/2-BPSK
Além disso, foram produzidos gráficos para verificação visual do funcionamento
dos dois filtros SRRC. As figuras 46, 47, 48, e 49 representam os símbolos recuperados
das quatro modulações usando os dados obtidos pelo ILA. Os dados obtidos foram apenas
subamostrados para a obtenção dos 256 símbolos, supondo que o ILA sempre produz o
mesmo número de amostras por símbolo e que a temporização das amostras permanece
inalterada.
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Erro quadratico medio e por amostra do QPSK Parte Real






Erro quadratico medio e por amostra do QPSK Parte Imaginaria
qpsk_sq_error_imag
qpsk_avg_sq_error_imag
Err. quad. med. = 6.1e-06
qpsk_sq_error_real
qpsk_avg_sq_error_real
Err. quad. med. = 6.31e-06
Figura 43 – Erro quadrático médio e amostral entre os sinais de referência e experimental
para a modulação QPSK







Erro quadratico medio e por amostra do 8PSK Parte Real







Erro quadratico medio e por amostra do 8PSK Parte Imaginaria
psk8_sq_error_imag
psk8_avg_sq_error_imag
Err. quad. med. = 3.78e-06
qpsk_sq_error_real
psk8_avg_sq_error_real
Err. quad. med. = 4.06e-06
Figura 44 – Erro quadrático médio e amostral entre os sinais de referência e experimental
para a modulação 8PSK
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Erro quadratico medio e por amostra do 16QAM Parte Real








Erro quadratico medio e por amostra do 16QAM Parte Imaginaria
psk8_sq_error_imag
qam16_avg_sq_error_imag
Err. quad. med. = 4.83e-06
qam16_sq_error_real
qam16_avg_sq_error_real
Err. quad. med. = 3.66e-06
Figura 45 – Erro quadrático médio e amostral entre os sinais de referência e experimental
para a modulação 16QAM














Simbolos obtidos do pi/2-BPSK normalizado
256 simbolos
Figura 46 – Símbolos 𝜋/2-BPSK obtidos dos sinais experimentais
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Simbolos obtidos do QPSK normalizado
256 simbolos
Figura 47 – Símbolos QPSK obtidos dos sinais experimentais














Simbolos obtidos do 8PSK normalizado
256 simbolos
Figura 48 – Símbolos 8PSK obtidos dos sinais experimentais
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Simbolos obtidos do 16QAM normalizado
256 simbolos




É possível depreender dos resultados de implementação do conjunto modulador
em banda base com a arquitetura de testes (figura 34, tabelas 10 e 11) que o maior
consumo de recursos no chip é devido a instanciação paralela dos dois filtros SRRC.
A arquitetura destes filtros possui uma grande pipeline formada pela fila de amostras,
pelos multiplicadores e pela árvore de somas. Como todas as operações estão registradas
há um alto consumo de registradores com o benefício da diminuição de problemas de
temporização, e isso é preferível pois o bloco implementado será integrado nos estágios
finais de um sistema maior.
O possível aumento em 33% da frequência de operação do bloco sem hardware de
instrumentação, de 125 MHz para 166,67 MHz, pode ser atribuído às causas citadas no
parágrafo anterior. Apesar das folgas apertadas, disponíveis na tabela 13, ao ser imple-
mentado para operar em uma frequência maior, o desempenho do circuito nessa frequência
ainda pode ser satisfatório devido à arquitetura possuir registradores nas saídas dos blocos
mais complexos.
Comparando os relatórios de temporização do circuito antes e após a adição do
hardware de instrumentação adicionado pelo ILA (tabelas 13 e 15), é possível observar
uma piora na temporização do sistema, com folgas muito mais apertadas. Isso se deve ao
grande aumento nos recursos do FPGA usados, o que dificultou um roteamento otimizado
entre os blocos espalhados por todo o sistema (figura 37).
Os resultados das quatro modulações em banda base coletados pelo ILA estão
razoavelmente próximos dos modelos de referência quantizados conforme pode ser visto
nas figuras 42, 43, 44 e 45. Nas figuras 46, 47, 48 e 49 é possível verificar que, conforme
esperado, o filtro SRRC não garante interferência entre símbolos nula.
O pequeno erro quadrático médio das partes real e imaginária dos sinais modula-
dos pode ser atribuído a erros de quantização, pois pioram nas modulações com menor
distância intersimbólica, como a 16QAM. Esses erros podem ser reduzidos com um au-





As quatro modulações lineares usadas pelo protocolo DVB-RCS2 foram imple-
mentadas em um kit de desenvolvimento Zybo Rev. B, que contém o SoC XC7Z010-
1CLG400C. A implementação foi descrita em VHDL e divide o sistema em blocos: so-
breamostrador, mapeadores de símbolos para constelações, filtros formatadores de pulso
(SRRC) para as partes real e imaginária, uma máquina de estados finitos para gerencia-
mento das configurações e uma arquitetura de testes para facilitar a obtenção dos sinais
de saída. A síntese, implementação e gravação do netlist gerado foram feitas com o Vivado
2018.3.1.
Além da FSM de controle do sistema principal, responsável pelo controle da confi-
guração e da modulação, há uma máquina de controle do sobreamostrador. Ela é respon-
sável por controlar a entrada de dados no sistema e inserir as amostras zeradas necessárias
para a correta operação do filtro, que opera com sobreamostragem, e para limpar os re-
gistradores presentes na pipeline do sistema.
Os modelos descritos em alto nível em scripts interpretados pelo GNU/Octave
foram usados para gerar a os coeficientes do filtro formatador de pulso, arquitetura em
VHDL do filtro SRRC, as entradas, os padrões de referência para o sistema e para compa-
rar os dados obtidos com os modelos teóricos. As amostras experimentais foram retiradas
do sistema com o uso do ILA, um hardware de instrumentação disponibilizado pelo Vi-
vado.
Foram testadas duas versões do modulador instanciado com a máquina de testes:
a primeira não possui o hardware de instrumentação, e a segunda o possui. Foi possível
implementar a primeira solução com uma frequência de operação de até 166,67 MHz. Já
a segunda usa a frequência de operação padrão da placa de desenvolvimento, 125 MHz, e
foi usada para obtenção das amostras experimentais das quatro modulações.
A análise do erro quadrático médio entre as amostras geradas pelos modelos
GNU/Octave e as obtidas experimentalmente revelou que os sistemas estão razoavelmente
próximos, e a análise do relatório de temporização do circuito sem o ILA mostrou razoáveis
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APÊNDICE A – Diagrama de blocos
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