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Abstract
We prove the nonlinear Schrödinger equation has a local solution for any energy – subcritical nonlinearity
when u0 is the characteristic function of a ball in Rn. Additionally, we establish the existence of a global
solution for n 3 when 2
n−1 < α <
4
n−2 and α  2. Finally, we establish the existence of a global solution
when the initial function is radial, the nonlinear Schrödinger equation has an energy subcritical nonlinearity,
and the initial function lies in Hρ+(Rn)∩H 1/2+(Rn)∩H 1/2+,1(Rn).
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
The nonlinear Schrödinger equation with power-type nonlinearity,
iut +u= ±|u|αu,
u(0) = u0, (1.1)
is called defocusing if the sign is + and focusing if the sign is −. One solution to (1.1) gives,
in fact, an entire class of solutions due to scaling. If u(t, x) is a solution on some interval
[T−, T+] ⊂ R then
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(
λ2t, λx
)
is also a solution on the interval [λ−2T−, λ−2T+]. When α = 4n−2ρ , 0 ρ < n2 , the H˙ ρ norm is
invariant under the scaling ∥∥λn/2−ρu(λx)∥∥
H˙ ρ(Rn) =
∥∥u(x)∥∥
H˙ ρ(Rn). (1.2)
Therefore (1.1) is called an H˙ ρ(Rn)-critical nonlinear Schrödinger equation.
Remark. Throughout this paper, the spaces H˙ σ (Rn), Hσ (Rn) refer to the L2-based Sobolev
spaces H˙ σ,2(Rn) and Hσ,2(Rn). For Lp Sobolev spaces, p = 2, we will write Hσ,p(Rn).
Lemma 1.1. If u0 ∈ H˙ ρ(Rn) for some 0  ρ  1, n  3, then (1.1) has a solution for some
interval [0, T ], where T (u0) > 0.
Remark. This was first proved in [3].
Remark. (1.1) is H˙ ρ -critical, then (1.1) fails to be locally well-posed for u0 ∈ Hs(Rn), s < ρ.
See [5,4].
Nevertheless, if u0 ∈ Hs(Rn) for s < ρ but u0 also satisfies certain other conditions, then
a local solution will exist. Let Ω be a smoothly bounded, compact region in Rn, χΩ is the
characteristic function of the region.
Theorem 1.2. If u0 = χΩ , when n= 1,2, there exists a T∗ > 0 such that
iut +u= F(u),
u(0, x) = u0(x) = χB(0;1), (1.3)
has a solution in the function space
‖u‖X = sup
0tT∗
{∥∥u(t, ·)∥∥
Hσ (Rn) +
∥∥u(t, ·)∥∥
L∞(Rn)
}
, (1.4)
when the nonlinearity F : C → C obeys F(0) = 0, DF(0) = 0, and F ∈ C∞.
Proof. See [22]. 
In particular, for any nonlinearity of the form F(u) = |u|2ku there will be a local solution.
This is despite the fact that when n= 2,
iut +u = |u|2ku
is H˙ 1−1/k(R2)-critical, while χΩ ∈ H 1/2−(R2) only.
In Section 3 we will partially extend this result to higher dimensions. Let u0 = χB(0;1), B(0;1)
is a ball of radius 1 centered at the origin in Rn.
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iut +u= |u|αu,
u0 = χB(0;1), (1.5)
has a local solution in
L∞t L
p
x
([0, T∗] × Rn) (1.6)
when p = 2 + α, 0 α < 4
n−2 .
In fact we can say a bit more about the local solutions to (1.5). In Section 4 we will prove
Theorem 1.4. The solution u : R3 → C to the nonlinear Schrödinger equation
iut +u= |u|2u,
u0 = χB(0;1) (1.7)
has a local solution of the form
eitu0 +w(t, x), (1.8)
where w(t, x) ∈ L∞t H 1x ([0, T∗] × R3).
Such a result will be helpful in the study of the existence of global solutions.
We pick up the study of global solutions to (1.1) in Section 5 and continue the study of
global solutions for the remainder of the paper. It was proved in [2] that the solution to (1.1) has
conserved mass and energy
M
(
u(t)
)= ∫ ∣∣u(t, x)∣∣2 dx =M(u(0)), (1.9)
E
(
u(t)
)= 1
2
∫ ∣∣∇u(t, x)∣∣2 ± 1
α + 2
∫ ∣∣u(t, x)∣∣α dx =E(u(0)). (1.10)
The sign ± corresponds to the sign in (1.1). In the defocusing case, if α  4
n−2 , then the Sobolev
embedding theorem proves that E(u(0)) is bounded by some function of ‖u(0)‖H 1(Rn). Since
E(u(t)) is positive definite in the defocusing case, this proves ‖u(t)‖H 1 <∞ for all time, which
combined with Lemma 2.1 proves global existence of a solution for all time when α < 4
n−2 . This
is not true for the focusing case, and in fact there are known counterexamples.
Many have sought to lower the required regularity in order to obtain global solutions for
u0 ∈Hs(Rn), ρ < s < 1. The first progress was made for an L2-critical equation in R2. In [1] the
initial data was split into a low frequency piece and a high frequency piece. Let φ(ξ) ∈ C∞(R2),0
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{
1, |ξ | 1;
0, |ξ | > 2,
ul(x) =
∫
uˆ0(ξ)φ
(
ξ
N
)
eix·ξ dξ,
uh(x) = u0(x)− ul(x).
Then let v(t, x) be the solution to the equation
ivt +v = |v|2v,
v(0, x)= ul(x). (1.11)
The energy E(v(t))N2(1−s)‖u0‖Hs(Rn) is conserved,
E
(
v(t)
)
N2(1−s)‖u0‖2Hs .
Then, treating the remainder as a perturbation of the original equation,
iwt +w = 2|v|2w + v2w¯ + 2|w|2v +w2v¯ + |w|2w,
w(0, x)= uh(x). (1.12)
The solution of (1.12) on [0,T ], T ∼ N−2(1−s), is of the form eituh + z(t, x), where
‖z(t, x)‖H 1 is small due to the fact that
‖uh‖L2(R3) N−s‖u0‖Hs(R2).
Adding z(T ,x) to v(T,x) and repeating the process, [1] was able to control the H 1(R2)
norm of z(t, x) for s > 3/5.
This inspired the introduction of the I-method in [8]. If u(t) solves (1.1), then Iu(t) solves
the equation
iIut + Iu= I
(|u|αu). (1.13)
Where I is a smooth Fourier multiplier,
Î u(ξ)=mN
(|ξ |)uˆ(ξ), (1.14)
mN
(|ξ |)= {1, |ξ |N ;|ξ |s−1, |ξ | 2N , (1.15)
‖Iu0‖H 1(Rn)  CN1−s‖u0‖Hs(Rn),
so E(Iu0) < ∞. However, the new difficulty is that since I (|u|αu) = |Iu|α(Iu),
d
dt
E(Iu(t)) = 0. Therefore, to prove global existence one must endeavor to control the mod-
ified energy
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(
Iu(t)
)= 1
2
∫ ∣∣∇Iu(t, x)∣∣2 dx + 1
2 + α
∫ ∣∣Iu(t, x)∣∣2+α dx. (1.16)
At this point, the best that can be hoped for is some sort of bound of the form E(Iu(t, x)) 
CT β(s). Currently the best results are global well-posedness for s > 1/3 for
iut +u = |u|2u (1.17)
in R2 (see [7]) and s > 4/5 in R3 (see [9]). The I-method was also modified in [11], making a res-
onant decomposition, but we will not discuss that here. For the L2-critical nonlinear Schrödinger
equation
iut +u= |u|4/nu, (1.18)
there is global well-posedness for s >
√
7−1
3 when n = 3, and s > −(n−2)+
√
(n−2)2+8(n−2)
4 for
n 4 (see [12]).
In this paper, a method similar to Fourier truncation is used. For certain initial data, the
Duhamel term smooths the local solution, and it is of the form
u(t, x)+ v(t, x), (1.19)
where v(t, x) ∈ L∞t ([0, T ],H 1(Rn)). By [2] (1.1) has a global solution when u0 = v(T , x).
If ei(t−T )u(T , x) has nice asymptotic behavior then (1.1) with u0 = u(T , x) + v(T , x) can
be treated as a perturbation of (1.1) with u0 = v(T , x). There are two main advantages to this
method. First, for certain initial data it is possible to obtain global existence of a solution for
supercritical data. In Section 6 we will prove
Theorem 1.5. (1.1) has a global solution for u0 = χB(0;1) and 4n < α < 4n−2 .
Remark. The case when α = 4
n
is covered by [14] when n= 2 and [15] when n 3.
Finally in Section 7 we will prove that
Theorem 1.6. (1.1) has a global solution for n 6, u0 radial,
u0 ∈Hρ+
(
Rn
)∩H 1/2+(Rn)∩H 1/2+,1(Rn). (1.20)
The advantages of this method are
1. It allows for supercritical nonlinearities when the initial data obeys certain other conditions.
For example, we prove global solutions to (1.1) exist for u0 = χB(0;1) when (1.1) is H˙ ρ -
critical, ρ < 1.
2. For u0 ∈Hσ (Rn), ∥∥u(t, x)− eitu0∥∥Hσ+δ(Rn) <∞.
The chief disadvantage of this method is that it requires certain additional restrictions on the
initial data, other than merely requiring that it must lie in some Sobolev space.
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We will prove local well-posedness via the usual perturbation of a free solution arguments.
Recall the endpoint Strichartz estimates. Suppose n 3.
Lemma 2.1. A pair (p, q) is an admissible pair if
2
p
= n
(
1
2
− 1
q
)
(2.1)
and p  2. If u(t, x) solves
iut +u= F(t),
u(0, x) = u0, (2.2)
then
‖u‖Lpt Lqx ([0,T ]×Rn)  ‖u0‖L2(Rn) + ‖F‖Lp˜′t Lq˜′x ([0,T ]×Rn), (2.3)
with (p, q), (p˜, q˜) are admissible pairs, p˜′ is the Lebesgue dual of p˜.
Proof. See [13]. 
This motivates the definition of the Strichartz space.∥∥u(t, x)∥∥
S˙k(I×Rn) = sup
(p,q) admissible
∥∥|∇|ku(t, x)∥∥
L
p
t L
q
x (I×Rn), (2.4)
along with its dual∥∥u(t, x)∥∥
N˙k(I×Rn) = inf(p,q) admissible
∥∥|∇|ku(t, x)∥∥
L
p′
t L
q′
x (I×Rn). (2.5)
See [19] for more details on these spaces.
Remark. k need not be an integer. For a nonlinearity of the form |u|αu, we will use the fractional
chain rule. See [6] and [20] for more information about this.
Lemma 2.2. If u0 ∈ H˙ ρ(Rn) for some 0 ρ  1, n 3, then when α = 4n−2ρ , (1.1) has a solu-
tion on some interval [0, T ], with T (u0) > 0. If ‖u0‖H˙ ρ(Rn) is small, then the solution is global.
Remark. T (u0) depends on the profile of the initial data, not just its size.
Proof of Lemma 2.2.∥∥|∇|ρ |u|αu∥∥
L
2(n+2)
n+4
t,x ([0,T ]×Rn)
 C
∥∥|∇|ρu∥∥
L
2(n+2)
n
t,x ([0,T ]×Rn)
∥∥|u|α∥∥
L
n+2
2
t,x ([0,T ]×Rn)
,∥∥|u|α∥∥
L
(n+2)
2 ([0,T ]×Rn)
 C(α)‖u‖α (n+2)α
2 n
.
t,x Lt,x ([0,T ]×R )
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‖u‖
L
(n+2)α
2
t,x ([0,T ]×Rn)
 C(α)
∥∥|∇|ρu∥∥
L
(n+2)α
2
t L
p
x ([0,T ]×Rn)
, (2.6)
where 1
p
= 2
(n+2)α + ρn . The pair ( (n+2)α2 ,p) is an admissible pair. The solution to (1.1) satisfies
Duhamel’s formula,
u(t, x) = eitu0 +
t∫
0
ei(t−τ)
∣∣u(τ)∣∣αu(τ) dτ. (2.7)
By Lemma 2.1,
∥∥|∇|ρu∥∥
L
2(n+2)
n
t,x ([0,T ]×Rn)
+ ∥∥|∇|ρu∥∥
L
(n+2)α
2
t L
p
x ([0,T ]×Rn)

∥∥eitu0∥∥
L
2(n+2)
n
t,x ([0,T ]×Rn)
+ ∥∥eitu0∥∥
L
(n+2)α
2
t L
p
x ([0,T ]×Rn)
+ ∥∥|∇|ρu∥∥
L
2(n+2)
n
t,x ([0,T ]×Rn)
∥∥|∇|ρu∥∥α
L
(n+2)α
2
t L
p
x ([0,T ]×Rn)
. (2.8)
By the dominated convergence theorem, there exists T (u0) sufficiently small so that for any
 > 0,
∥∥|∇|ρeitu0∥∥
L
2(n+2)
n
t,x ([0,T ]×Rn)
+ ∥∥|∇|ρeitu0∥∥
L
α(n+2)
2
t L
p
x ([0,T ]×Rn)
 . (2.9)
Then, by applying the continuity method to (2.8), we have
∥∥|∇|ρu∥∥
L
2(n+2)
n
t,x ([0,T ]×Rn)
+ ∥∥|∇|ρu∥∥
L
α(n+2)
2
t L
p
x ([0,T ]×Rn)
 . (2.10)
If ‖u0‖H˙ ρ(Rn) is small, then (2.9) is true for (−∞,∞). 
Lemma 2.3. There exists a T (‖u0‖Hρ+(Rn)) > 0 such that (1.1) has a local solution for [0, T ].
Proof. By the Sobolev embedding theorem,
∥∥|∇|ρeitu0∥∥L2t L2n/(n−2)x ([0,T ]×Rn)  T δ(,n)∥∥|∇|ρ+eitu0∥∥Lpt Lqx ([0,T ]×Rn), (2.11)
for some admissible pair (p, q) with 1
q
= n−22n + n . Then Hölder’s inequality and the Sobolev
embedding theorem imply (2.11). 
The radial Sobolev embedding will also be needed later in the paper. This lemma is not new.
We prove it here because we will make arguments similar to this proof elsewhere in the paper.
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L∞(Rn)  ‖u‖H 1/2+,2(Rn). (2.12)
Proof. This is the standard Sobolev estimate when n= 1. Take n 2. By a change of variables,
∫
|ξ |1/|x|
eix·ξ fˆ
(|ξ |)dξ = ∞∫
1/|x|
fˆ (r)rn−1
π/2∫
−π/2
e−2ir|x| sin(θ)
(
cos(θ)
)n−2
dθ dr
(letting u = sin(θ))
=
∞∫
1/|x|
fˆ (r)rn−1
1∫
−1
e−2ir|x|u
(
1 − u2)(n−3)/2 dudr. (2.13)
If n−32 is an integer, then we integrate by parts
n−3
2 times. Suppose k  1 is an integer and
f (u) ∈ C∞([−1,1]).
1∫
−1
e−2ir|x|u
(
1 − u2)kf (u)du= 1−2ir|x|
1∫
−1
d
du
(
e−2ir|x|u
)(
1 − u2)kf (u)du
= −1−2ir|x|
1∫
−1
(
e−2ir|x|u
) d
du
((
1 − u2)kf (u))du.
The boundary term disappears when k  1 since (1 − u2)= 0 at ±1. Furthermore,
d
du
((
1 − u2)kf (u))= (1 − u2)k−1g(u),
where g(u) ∈ C∞([−1,1]). Therefore, by induction, if n is odd, n 3,
1∫
−1
e−2i|x|ru
(
1 − u2) n−32 du= C(n−32 )
(|x|r) n−32
1∫
−1
e−2i|x|ru
(
d
du
) n−3
2 ((
1 − u2) n−32 )du.
Integrating
∫ 1
−1 e
−2ir|x|uf (u)du by parts one more time,
∞∫
1/|x|
fˆ (r)rn−1
1∫
−1
e−2ir|x|u
(
1 − u2)(n−3)/2 dudr  C ∞∫
1/|x|
fˆ (r)
r(n−1)/2
|x|(n−1)/2 dr.
Similarly when n is even, integrate by parts n−2 times, reducing to an integral of the form2
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|x| n−22
r
n−2
2
1∫
−1
e−2ir|x|u
(
1 − u2)−1/2g(u)du.
To control this term, we use the stationary phase-type estimate
∫ 1
0 x
−1/2eiAx dx =O(A−1/2). So
once again we have
(2.13) C
∞∫
1/|x|
fˆ (r)
r(n−1)/2
|x|(n−1)/2 dr

( ∞∫
1/|x|
∣∣fˆ (r)r(n−1)/2(1 + r1/2+)∣∣2 dr)1/2( ∫
1/|x|
(
1 + r1/2+)−2 dr)1/2
 C()
|x| n−12
‖f ‖H 1/2+ (Rn).
By simple integration,
‖f ‖L2(Rn) = C(n)
∥∥f (r)r n−12 ∥∥
L2(R).
To estimate the |ξ | 1|x| term,
∫
|ξ | 1|x|
fˆ (r)rn−1 dr 
( 1/|x|∫
0
∣∣fˆ (r)∣∣2rn−1)1/2( ∫
1/|x|
rn−1 dr
)1/2
 1|x|(n−1)/2 ‖f ‖H 1/2(Rn). 
Remark. Lemmas 2.2 and 2.4 are not new. See [3,15] respectively.
Lemma 2.5. For any fixed K > 0, A> 1,
K∫
0
eiAxx−1/2 dx =O(A−1/2). (2.14)
Proof. Make a change of variables. Let x1/2 = u, x−1/2 dx = 2du.
K∫
0
eiAxx−1/2 dx = 1
2
K2∫
0
eiAu
2
du.
Integrate via a contour integral.
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2
K2∫
0
eiA((1+i)u)2 du=
K2∫
0
eiAu
2
du+
K2∫
0
eiA(K
2+iu) du
= √2
K2∫
0
e−2Au2 du=
K2∫
0
eiAu
2
du+ eiAK2
K2∫
0
e−Au du.
Therefore, by algebra,
K2∫
0
eiAu
2
du=O(A−1)+O(A−1/2).
See [18] for more details on the stationary phase method. 
3. Proof of Theorem 1.3
In this paper, Ω will always refer to a compact region in Rn bounded by a smooth manifold.
Proof of local existence in [22] for n= 1,2 relied heavily on the bound
∥∥eitχΩ∥∥L∞t,x ([0,∞))  C. (3.1)
Indeed, the only restriction placed on the nonlinearity F(u) was that F ∈ C∞(C), F(0) =
F ′(0) = 0.
When n  3, this bound is not available due the Pinsky phenomenon or perfect focus caus-
tic [22]. Take u0 = χB(0;1).
eitχB(0;1)(0) = Ct−n/2
1∫
0
rn−1eir2/4t dr = Ct−n/2
1∫
0
u(n−2)/2eiu/t du,
after letting u = r2 and du= 2r dr .
Ct−n/2
1∫
0
u(n−2)/2eiu/t du
= Ct1−n/2eiu/tu(n−2)/2∣∣10 −C1t1−n/2
1∫
0
eiu/tu(n−4)/2 du. (3.2)
If n 4, then integrating by parts,
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1∫
0
eiu/tu(n−4)/2 du= t
2−n/2
i
eiu/tu(n−4)/2
∣∣∣∣1
0
− t
2−n/2
i
1∫
0
eiu/t
d
du
(
u(n−4)/2
)
du
=O(t2−n/2).
If n= 3, then by Lemma 2.5,
t−1/2
1∫
0
u−1/2eiu/t du=O(1).
Therefore,
(3.2) = Ct1−n/2ei/t +
{
O(1), if n= 3;
O(t2−n/2), if n 4.
(3.3)
So for n > 2, (3.3) is not bounded as t ↘ 0.
Remark. The Pinsky phenomenon can also be observed in pointwise Fourier inversion. See [17],
for example.
Instead we rely on the bound∥∥eitχΩ∥∥L∞t Lpx ([0,∞)×Rn)  C,
for some other p(n). Because p(n) < ∞ for n 3, it will be necessary to be more restrictive of
the types of nonlinearities used, namely H˙ 1-subcritical power-type nonlinearities.
Lemma 3.1.
eitχB(0;1) ∈ L∞t Lpx
([0,∞)× Rn) (3.4)
for 2 p < 2n
n−2 .
Proof. The operator eit is a Fourier multiplier.
F(eitu0)(ξ) = e−it |ξ |2 uˆ0(ξ), (3.5)
so ∥∥eitu0∥∥L2(Rd ) = ‖u0‖L2(Rd ). (3.6)
Next,
eitu0(x) = C(n)n/2
∫
ei|x−y|2/4t u0(y) dy, (3.7)
t
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∥∥eitu0∥∥L∞(Rd )  C(n)tn/2 ‖u0‖L1(Rd ). (3.8)
Interpolating (3.6) and (3.8),
∥∥eitu0∥∥Lp(Rn)  C(p,n)‖u0‖Lp′ (Rn), (3.9)
where p′ is the Lebesgue dual of p, and 2  p ∞. By (3.6) and interpolation, it suffices to
prove Lemma 3.1 for p = 2n
n−2 .
|x − y|2 = |x|2 + |y|2 − 2x · y, so in polar coordinates,
eitχB(0;1)(x) = Ct−n/2ei|x|2/4t
1∫
0
eir
2/4t rn−1
π/2∫
−π/2
cos(θ)n−2e−2i|x|r sin θ/4t dθ dr.
Making an argument similar to the argument made in Lemma 2.4, if n is odd,
t−n/2
1∫
0
eir
2/4t rn−1
1∫
−1
(
1 − u2)(n−3)/2e−2i|x|ru/4t du (3.10)
= C
1∫
0
eir
2/4t t
−1/2r(n−1)/2
|x|(n−1)/2
(
d
du
)(n−3)/2((
1 − u2)(n−3)/2)e−2i|x|ru/4t ∣∣∣∣1−1 dr (3.11)
−C
1∫
0
eir
2/4t t
−1/2r(n−1)/2
|x|(n−1)/2
1∫
−1
e−2i|x|ru/4t
(
d
du
)(n−1)/2((
1 − u2)(n−3)/2)dudr,
(3.12)
r(n−1)/2 = [r(n−1)/2 − |x|(n−1)/2u(n−1)/2]+ |x|(n−1)/2u(n−1)/2.
Integrating by parts,
Ct−1/2e−i|x|2u2/4t
1∫
0
ei(r−|x|u)2/4t r
(n−1)/2 − |x|(n−1)/2u(n−1)/2
|x|(n−1)/2 dr
= Ct1/2e−i|x|2u2/4t r
(n−1)/2 − |x|(n−1)/2u(n−1)/2
(n−1)/2 e
i(r−|x|u)2/4t
∣∣∣∣1(r − |x|u)|x| 0
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1∫
0
ei(r−|x|u)2/4t d
dr
(
r(n−1)/2 − |x|(n−1)/2u(n−1)/2
(r − |x|u)|x|(n−1)/2
)
dr
=O
(
t1/2
|x|(n−1)/2 + t
1/2
)
.
Since g(u) = ( d
du
)(n−1)/2((1 − u2)(n−3)/2) is smooth and bounded on [−1,1],
Ct−1/2
1∫
−1
g(u)e−i|x|2u2/4t
1∫
0
ei(r−|x|u)2/4t r
(n−1)/2 − |x|(n−1)/2u(n−1)/2
|x|(n−1)/2 dr du
=O
(
t1/2
|x|(n−1)/2 + t
1/2
)
.
( d
du
)(n−3)/2((1 − u2)(n−3)/2) is also bounded on [−1,1], so (3.11) is also bounded by
=O
(
t1/2
|x|(n−1)/2 + t
1/2
)
.
On the other hand, by Lemma 2.5,
Ct−1/2e−i|x|2u2/4t
1∫
0
ei(r−|x|u)2/4t u(n−1)/2 dr =O(1).
This proves
∣∣(3.11)∣∣+ ∣∣(3.12)∣∣O( t1/2|x|(n−1)/2 + t1/2
)
+O(1).
This proves that when n is odd,
∣∣eitχB(0;1)(x)∣∣ C(1 + t1/2|x|(n−1)/2
)
. (3.13)
Now, when n is even, again follow the arguments in Lemma 2.5 and integrate by parts ( n−22 )
times.
t−n/2
1∫
−1
e−2i|x|ru/4t
(
1 − u2)(n−3)/2 du
= C t
−1
r(n−2)/2|x|(n−2)/2
1∫
e−2i|x|ru/4t
[(
d
du
)(n−2)/2((
1 − u2)(n−3)/2)]du.−1
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(
d
du
)(n−2)/2((
1 − u2)(n−3)/2)du
=
(
1
cos θ
d
dθ
)[(
1
cos θ
d
dθ
)(n−4)/2(
cos(θ)(n−3)
)]
cos θ dθ
= d
dθ
[(
1
cos θ
d
dθ
)(n−4)/2(
cos(θ)(n−3)
)]
dθ
=
(n−2)/2∑
j=0
aj cos(θ)
j sin(θ)
n−2
2 −j dθ,
aj are integers.
t−n/2ei|x|2/4t
1∫
0
rn−1eir2/4t
1∫
−1
e−2i|x|ru/4t
(
1 − u2)(n−3)/2 dudr
= Ct−1ei|x|2/4t
1∫
0
eir
2/4t r
(n−2)/2
|x|(n−2)/2 r
π/2∫
−π/2
e−2i|x|r sin θ/4t
×
(n−2)/2∑
j=0
aj cos(θ)
j sin(θ)
n−2
2 −j dθ dr (3.14)
= C t
−1
|x|(n−2)/2
∫
B(0;1)
ei|x−y|2/4t
(n−2)/2∑
j=0
ajx
j y
n−2
2 −j dx dy. (3.15)
From [22], ∣∣∣∣1t
∫
B(0;1)
ei|x−y|2/4t xj y
n−2
2 −j dx dy
∣∣∣∣ C(j) <∞. (3.16)
Therefore,
(3.15) C|x|(n−2)/2 .
When n is odd, combining (3.13) with (3.3),∫ ∣∣eitχB(0;1)(x)∣∣ 2nn−2 dx  tn/2(t −(n−2)2 ) 2nn−2  C
|x|t
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∫
|x|t
∣∣eitχB(0;1)(x)∣∣ 2nn−2 dx  Ct1/2 1∫
t
rn−1
(
1
r(n−1)/2
) 2n
n−2
 C′.
For |x| > 1, eitχB(0;1) is bounded, so the bound for p = 2nn−2 on |x| > 1 follows from interpo-
lating between L∞x and L2x on |x| > 1.
Interpolating between eitχB(0;1) ∈ L∞t L2x and eitχB(0;1) ∈ L∞t L
2n
n−2
x proves the lemma
when n is odd.
When n is even, ∫
B(0;1)
∣∣eitχB(0;1)(x)∣∣p dx  C ∫
B(0;1)
(
1
|x|(n−2)/2
)p
dx,
which is bounded for p < 2n
n−2 . Meanwhile, on |x|> 1, eitχB(0;1) is uniformly bounded in t , so
interpolating with the L∞t L2x bound proves the lemma in the even case also. 
Armed with this lemma, it is possible to prove a local existence theorem.
Theorem 3.2. If α < 4
n−2 , there exists T∗ > 0 such that
iut +u= |u|αu,
u0 = χB(0;1), (3.17)
has a local solution in
L∞t L2+αx
([0, T∗] × Rn).
Proof. Set p = 2 + α.
p < 2 + 4
n− 2 =
2n− 4
n− 2 +
4
n− 2 =
2n
n− 2 .
Define the Duhamel operator
Φ
(
u(t)
)= eitu0 + t∫
0
ei(t−s)
(|u|αu)(s) ds. (3.18)
By (3.9),
∥∥ei(t−s)(|u|αu)(s)∥∥
Lp(Rn) 
C(n,p) ∥∥|u|αu(s)∥∥
Lp
′
(Rn), (3.19)tn(1/2−1/p)
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∥∥Φu(t)∥∥
p

∥∥eitu0∥∥p +
t∫
0
1
(t − s)n(1/2−1/p)
∥∥u(s)∥∥1+α
p
ds, (3.20)
1
2 + α = 1 −
1 + α
2 + α ,
so ∥∥∣∣u(s)∣∣αu(s)∥∥
Lp
′
(Rn) = ‖u‖1+αLp(Rn). (3.21)
The Duhamel term is integrable because
1
2
− 1
p
<
1
2
− n− 2
2n
= 1
n
,
Φ : L∞t Lpx → L∞t Lpx , (3.22)∥∥Φu(t)∥∥
L∞t L
p
x ([0,T ]×Rn) 
∥∥eitu0∥∥L∞t Lpx (R×Rn) + T ‖u‖1+αL∞t Lpx , (3.23)
with  = 4+2α−αn2(2+α) . Take a sequence of solutions, u0 = eitχΩ and
un ∈
{
u(t, x):
∥∥u(t, x)∥∥
L∞t L
p
x ([0,T ]×Rn)
}
.
Suppose ‖eitu0‖L∞t Lpx (R×Rn)  C. Let
X = {u(t): ∥∥u(t)∥∥
L∞t L
p
x ([0,T ]×Rn)  2C
}
. (3.24)
For T sufficiently small,∥∥Φ(u(t))∥∥
L∞t L
p
x ([0,T ]×Rn)  C + T
(2C)1+α  2C, (3.25)
and thus Φ : X → X. The sequence of solutions is also Cauchy.∥∥Φ(u(t))−Φ(v(t))∥∥
L∞t L
p
x ([0,T ]×Rn)
=
∥∥∥∥∥
t∫
0
ei(t−s)
[∣∣u(s)∣∣αu(s)− ∣∣v(s)∣∣αv(s)]ds∥∥∥∥∥
L∞t L
p
x ([0,T ]×Rn)
 ‖u− v‖L∞t Lpx ([0,T ]×Rn)
[‖u‖α
L∞t L
p
x ([0,T∗]×Rn) + ‖v‖
α
L∞t L
p
x ([0,T∗]×Rn)
]
×
T∫
0
1
(t − s)n(1/2−1/p) dt
 ‖u− v‖L∞t Lpx ([0,T ]×Rn)(2C)αT .
When T is sufficiently small there is a contraction. 
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In Section 3 the local existence of an H˙ 1-subcritical nonlinear Schrödinger equation was
proved when u0 = χB(0;1). In this section we discuss the Gibbs phenomenon for
|u(t, x)− u(0, x)|.
By (3.7) and the dominated convergence theorem, if u0 ∈ L1(Rd) then eitu0 is continuous
for t > 0. So if u0 is not continuous, then it is impossible for eitu0 to converge to u0 uniformly.
This convergence must in fact fail in a neighborhood of a point x ∈ Rn, if u0 is discontinuous
at x. The Gibbs phenomenon is the failure of this uniform convergence.
Remark. Uniform convergence can also fail in a neighborhood of a point when u0 is C∞ in a
neighborhood of that point. See the Pinsky phenomenon (3.3) in the previous section.
Theorem 4.1. The solution u : R3 → C to the nonlinear Schrödinger equation
iut +u= |u|2u,
u0 = χB(0;1), (4.1)
has a solution on some time interval [0, T ], T > 0 of the form
eitu0 +w(t, x), (4.2)
where w(t, x) ∈ L∞t H 1x ([0, T ] × R3).
Proof. If u(t, x) solves (4.1) then
u(t, x) = eitχB(0;1) − i
t∫
0
ei(t−s)F
(
u(s)
)
ds, (4.3)
where F(u) = |u|2u. Let
w(t, x) = u(t, x)− eitχB(0;1),
w(t, x)=
t∫
0
ei(t−s)F
(
eisχB(0;1) +w(s)
)
ds. (4.4)
w is a fixed point of the map
Φw(t, x)=
t∫
0
ei(t−s)F
(
eisχB(0;1) +w(s)
)
ds. (4.5)
We aim to show that for some T > 0, Φ : XT → XT is a contraction on a suitable space of
2390 B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421functions
XT ⊂ L∞t H 1
([0, T ] × R3). (4.6)
We will take XT ⊂ S1([0, T ] × R3), the inhomogeneous Strichartz space.
‖u‖S1(I×Rn) = ‖u‖S0(I×R3) + ‖∇u‖S0(I×R3). (4.7)
By the dual Strichartz estimates,∥∥∥∥∥
t∫
0
ei(t−τ)F
(
u(τ)
)
dτ
∥∥∥∥∥
S1([0,T ]×R3)
 C
∥∥F(u)∥∥
N0([0,T ]×R3) +C
∥∥∇F(u)∥∥
N0([0,T ]×R3). (4.8)
Let An be the set of admissible pairs,
(p, q) ∈ An ⇔ p  2, 2
p
= n
(
1
2
− 1
q
)
, (4.9)
and A′n the set of Lebesgue duals to admissible pairs.
Define a sequence of functions, w0(t, x) = 0 and wm(t, x) =Φwm−1(t, x).∥∥wm(t, x)∥∥S1([0,T ]×R3)
=
∥∥∥∥∥
t∫
0
ei(t−s)
∣∣eisu0 +wm−1(s, x)∣∣2(eisu0 +wm−1(s, x))ds
∥∥∥∥∥
S1([0,T ]×R3)
=
∥∥∥∥∥
t∫
0
ei(t−s)∇(eisu0 +wm−1(s, x))∣∣eisu0 +wm−1(s, x)∣∣2 ds
∥∥∥∥∥
S0([0,T ]×R3)
+
∥∥∥∥∥
t∫
0
ei(t−s)
(
eisu0 +wm−1(s, x)
)∣∣eisu0 +wm−1(s, x)∣∣2 ds
∥∥∥∥∥
S0([0,T ]×R3)
.
(4.10)
The term with a gradient is more difficult, so that is the term that will be computed explicitly
here. Split (4.10) into six terms.∣∣∣∣∇(eisχΩ +wm−1(s, x))∣∣∣∣eisχΩ +wm−1(s, x)∣∣2∣∣

∣∣∣∣∇eisχΩ ∣∣∣∣eisχΩ ∣∣2∣∣+ ∣∣∣∣∇eisχΩ ∣∣∣∣eisχΩ ∣∣∣∣wm−1(s, x)∣∣∣∣
+ ∣∣∣∣∇eisχΩ ∣∣∣∣wm−1(s, x)∣∣2∣∣+ ∣∣∣∣eisχΩ ∣∣2∣∣∇wm−1(s, x)∣∣∣∣
+ ∣∣∣∣eisχΩ ∣∣∣∣wm−1(s, x)∣∣∣∣∇wm−1(s, x)∣∣∣∣+ ∣∣∣∣wn−1(s, x)∣∣2∣∣∇wm−1(s, x)∣∣∣∣, (4.11)
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6∑
j=1
vj (s), (4.12)
where v1(s) is the first term, v2(s) is the second, and so forth. Additionally, let η be a C∞ cutoff,
η =
{
1, |x| 2;
0, |x|> 3, (4.13)
vj (s) = vj1(s)+ vj2(s) = ηvj (s)+ (1 − η)vj (s). (4.14)
Define the set
XT =
{
w ∈ S1([0, T ] × Rn): ‖w‖S1([0,T ]×Rn)  C}, (4.15)
for some C > 0 to be determined later. To prove Φ : XT → XT it suffices to prove that for some
(p′jk, q ′jk) ∈ A′n,
‖vjk‖S1([0,T ]×Rn)  CjkT a, (4.16)
for some a > 0.
From the previous section we know that in three dimensions
eitχB(0;1) ∈ L∞t Lpx
(
Rn
)
, (4.17)
for 2 p  6. We also know that by (3.13),
∣∣eitχB(0;1)(x)∣∣ C(1 + t1/2|x|
)
,
so in fact (
1 − η(x))eitχB(0;1) ∈ L∞t Lpx (Rn), (4.18)
for 2 p ∞. The derivative of χB(0;1) is a finite measure supported on {|x| = 1}.
d
dr
eitχB(0;1) = Ct−3/2ei|x|2/4t ei/4t
π/2∫
−π/2
e−2i|x|r sin(θ)/4t cos(θ) dθ,
after a change of variables u= sin θ ,
= Ct−3/2ei|x|2/4t ei/4t
1∫
−1
e−2i|x|u/4t du
= Ct−1/2|x|−1ei|x|2/4t[e−2i|x|/4t − e2i|x|/4t ] 1|x|t1/2 .
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L
p′
s L
q′
x ([0,T ]×R3)
 C()
∥∥t−1/2∥∥
L
(12−8)/(9−11)
t ([0,T ])
∥∥η|x|−1∥∥
L3−(R3)
∥∥eisχB(0;1)∥∥2L6(R3)
 C′()T
3−7
12−8 .
Meanwhile (1 − η(x))|x|−1 ∈ Lp(R3) for 3 <p ∞, so∥∥v12(s, x)∥∥L1t L2x  ∥∥eisu0∥∥2L∞t L6x∥∥(1 − η)(∇eisu0)∥∥L1s L6x([0,T ]×R3)
 C
( T∫
0
t−1/2 dt
)
= CT 1/2.
Term 2. In this term use the Sobolev embedding H 1(R3) ⊂ L6(Rn), and perform the same
estimates as in term one, only replace one of the eisχB(0;1) with wn−1(s, x). Again take q ′ =
3/2 − , p′ = 12−89−11 .∥∥v21(s, x)∥∥
L
p′
s L
q′
x ([0,T ]×R3)  C()
∥∥s−1/2∥∥
L
(12−8)/(9−11)
s ([0,T ])
∥∥η|x|−1∥∥
L3−(R3)
× ∥∥eisχB(0;1)∥∥L6(R3)∥∥wm−1(s, x)∥∥L∞t H 1(R3)
 C′()T
3−7
12−8
∥∥wm−1(s, x)∥∥S1([0,T ]×R3),∥∥v22(s, x)∥∥L1t L2x  ∥∥eisu0∥∥L∞t L6x∥∥wm−1(s, x)∥∥L∞t H 1,2(R3)∥∥(∇eisu0)∥∥L1s L6x([0,T ]×R3)
 C
( T∫
0
t−1/2 dt
)
= CT 1/2∥∥wm−1(s, x)∥∥S1([0,T ]×R3).
Term 3. Once again take q ′ = 3/2 − , p′ = 12−89−11 .∥∥v31(s, x)∥∥
L
p′
s L
q′
x ([0,T ]×R3)
 C()
∥∥s−1/2∥∥
L
(12−8)/(9−11)
s ([0,T ])
∥∥η|x|−1∥∥
L3−(R3)
∥∥wm−1(s, x)∥∥2L∞t H 1x ([0,T ]×R3)
 C′()T
3−7
12−8
∥∥wm−1(s, x)∥∥2S1([0,T ]×R3),∥∥v32(s, x)∥∥L1t L2x  ∥∥wm−1(s, x)∥∥2L∞t H 1x ([0,T ]×R3)∥∥(∇eisu0)∥∥L1s L6x([0,T ]×R3)
 C
( T∫
0
t−1/2 dt
)∥∥wm−1(s, x)∥∥2L∞t H 1x ([0,T ]×R3)
 CT 1/2
∥∥wm−1(s, x)∥∥21 3 .S ([0,T ]×R )
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∥∥v4(s, x)∥∥
L
p′
s L
q′
x ([0,T ]×R3)  CT
1/2‖∇wm−1‖L2s L6x([0,T ]×R3)
∥∥eis∥∥2
L∞s L6x
 CT 1/2‖wm−1‖S1([0,T ]×R3).
Term 5. Take q ′ = 2 and p′ = 1.
∥∥v5(s, x)∥∥
L
p′
s L
q′
x ([0,T ]×R3)
 CT 1/2‖∇wm−1‖L2s L6x([0,T ]×R3)
∥∥eis∥∥
L∞s L6x
‖wm−1‖L∞s H 1x ([0,T ]×R3)
 CT 1/2‖wm−1‖2S1([0,T ]×R3).
Term 6. Take q ′ = 2 and p′ = 1.
∥∥v6(s, x)∥∥L1s L2x([0,T ]×R3) = ∥∥∣∣∇wm−1(s, x)∣∣∣∣wm−1(s, x)∣∣2∥∥L1s L2x([0,T ]×R3)
 CT 1/2‖wm−1‖3S1([0,T ]×R3).
Adding all this together gives the estimate,
∥∥wm(t, x)∥∥S1([0,T ]×R3)
 CT
3−7
9−11
(
1 + ‖wm−1‖S1([0,T ]×R3) + ‖wm−1‖2S1([0,T ]×R3)
)
+CT 1/2(‖wm−1‖S1([0,T ]×R3) + ‖wm−1‖2S1([0,T ]×R3) + ‖wm−1‖3S1([0,T ]×R3)). (4.19)
Let
X = {w: ‖w‖S1([0,T ]×R3)  2CT 3−79−11 }. (4.20)
For T sufficiently small, Φ : X → X.
Contraction. Using the same calculations suppose there are two sequences starting with w0
and w˜0, ∥∥wm(t, x)− w˜m(t, x)∥∥S1([0,T ]×R3)
 CT
3−7
9−11
(
1 + ∥∥wm−1(t, x)+ w˜m−1(t, x)∥∥2S1([0,T ]×R3))
× ∥∥wm−1(t, x)− w˜m−1(t, x)∥∥S1([0,T ]×R3), (4.21)
which gives a contraction for T sufficiently small. This proves the existence of a solution of the
form (4.2). 
2394 B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421The Gibbs phenomenon. Now we examine the Gibbs phenomenon for the solution to the non-
linear Schrödinger equation (4.1), that is, what is the behavior of the solution to (4.1), u(t, x)
as t ↘ 0? The Gibbs phenomenon arising at the edges of B(0;1) in the free solution eitu0 as
t ↘ 0 is well-understood (see for example [21,23]). Now, take the cutoff
χ =
{
0, |x| 12 ;
1, |x| > 3/4.
(4.22)
By Lemma 2.4, if u is a radial function,
∥∥χ(x)u(x)∥∥
L∞x
 C‖u‖H 1, (4.23)
because u is a radial function. Combining (2.12), and (4.19) gives a uniform estimate for the
Gibbs phenomenon near the boundary.
∣∣χ(x)u(t, x)− χ(x)χB(0;1)∣∣= ∣∣χ(x)eitχB(0;1) − χ(x)χB(0;1)∣∣+O(t 3−79−11 ). (4.24)
Similarly,
Lemma 4.2.
iut +u= |u|αu,
u(0, x) = χB(0;1), (4.25)
has a local solution of the form eitχB(0;1) +w(t, x) on some time interval [0, T ], T > 0, where
∥∥w(t, x)∥∥
S1([0,T ]×R3)  C(δ)T
(1− 25−α −δ)( 5−α−4 ), (4.26)
C(δ) ↗ ∞ as δ → 0 for 2 α < 3.
Proof. When n = 3, α < 4
n−2 , so by Theorem 3.2, there is an interval [0, T ] such that u(t, x) ∈
L∞t L
p
x ([0, T ] × R3) for 2 p < 6.
∥∥∇|u|αu∥∥
N0([0,T ]×R3)  C
∥∥|∇u||u|α∥∥
N0([0,T ]×R3).
Let 1
p′ = α6− + 13− .
∥∥η(x)∣∣∇eitu0∣∣∣∣u(t, x)∣∣α∥∥
L
p′
x (R3)
 Ct−1/2‖u‖α
L∞t L
p
x ([0,T ]×R3).
Let 2 = 3( 1′ − 1 ), 2 − 2′ = 3( 1′ − 1 ).q p 2 q p 2
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0
(
t−1/2
)q ′ = C(δ,α)T 1− 25−α −δ,
( T∫
0
(
t−1/2
)q ′)1/q ′ = C(δ,α)T (1− 25−α −δ)( 5−α−4 ).
As in the case of α = 2, the terms∥∥(1 − η(x))∣∣∇eitu0∣∣∣∣u(t, x)∣∣α∥∥
L
p′
x (R3)
and ∥∥∣∣∇w(t, x)∣∣∣∣u(t, x)∣∣α∥∥
L
p′
x (R3)
are better behaved. 
Thus, for t ∈ [0, T ], |x| > 3/4,
∣∣u(t, x)− u0(x)∣∣= ∣∣eitu0(x)− u0(x)∣∣+O(t1− 25−α −δ). (4.27)
Higher dimensions. Now consider u0 = χB(0;1) for higher dimensions. As the dimensions in-
crease the blowup at the origin becomes worse and worse.
d
dr
eitu0 = t−n/2ei|x|2/4t
1∫
−1
e−2i|x|u/4t
(
1 − u2)(n−3)/2 du,
∣∣∇eitu0∣∣ t−1/2|x|−(n−1)/2. (4.28)
By the Strichartz estimates, to place the remainder term in L∞t H 1x ([0, T∗] × Rn), it suffices to
have
eitχB(0;1) ∈ L∞t L
2nα
3 +
x
([0, T∗] × Rn)∩L∞t L2x([0,∞] × Rn). (4.29)
To do this, we need 2nα3 <
2n
n−2 , or α <
3
n−2 . Following the proof of Theorem 4.1,
Lemma 4.3. If 2
n
< α < 3
n−2 , then there exists T∗ > 0 such that the initial value problem
iut += |u|αu,
u(0, x) = χB(0;1), (4.30)
has a solution on [0, T∗] of the form
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w(t, x) ∈ L∞t H 1x
([0, T∗] × Rn). (4.32)
Remark. The restriction on α is fairly strong, especially for high dimensions. Once n 8, α will
in fact be L2-subcritical.
The failure for high dimensions is exclusively due to the poor bound for ∇eitχB(0;1) as
t ↘ 0. Indeed,
Lemma 4.4. Fix τ > 0. There exists T∗(‖w‖H 1(Rn), τ ) > 0 such that the initial value problem
iut +u= |u|αu,
u(0, x) = eiτχB(0;1) +w(τ, x),∥∥w(τ, x)∥∥
H 1,2(Rn)  C, (4.33)
has a local solution on [0, T∗] of the form
ei(t+τ)χB(0;1) + eitw(τ, x)+ v(t, x), (4.34)
where v(t, x) ∈ L∞t H 1x ([0, T∗] × Rn),
‖v‖L∞t H 1x ([0,T∗]×Rn)  C
(
α, τ,
∥∥w(τ)∥∥
H 1(Rn)
)
. (4.35)
Proof. By (4.28), combined with the fact that ∇χB(0;1) is a finite measure, and the dispersive
estimate, for p > 2n
n−1 ,∥∥∇ei(t+τ)χB(0;1)∥∥Lp(Rn)  C(p,n)(t + τ)n( 1p− 12 ). (4.36)
Then, as in Theorem 4.1,
∥∥∇v(t, x)∥∥
S0([0,T∗]×Rn) 
2∑
i=1
∥∥vi(s, x)∥∥
L
p′
i
t L
q′
i
x ([0,T∗]×Rn)
, (4.37)
v1(s, x) =
∣∣∇ei(t+τ)χB(0;1)∣∣∣∣ei(t+τ)χB(0;1) + eitw(τ, x)+ v(s)∣∣α,
v2(s, x) =
(∣∣∇eitw(τ, x)∣∣+ ∣∣∇v(s, x)∣∣)∣∣ei(t+τ)χB(0;1) + eitw(τ, x)+ v(s)∣∣α. (4.38)
From (1.9), (4.33) conserves the L2 norm of a solution. If 1
n
< α  1, take p = 21−α ,∥∥v1(s, x)∥∥L1t L2x([0,T∗]×Rn)  T∗∥∥∇ei(t+τ)χB(0;1)∥∥L∞t Lpx ‖χB(0;1)‖αL2(Rn)
 C(τ,α,n)T∗.
If 1 < α < n , then by the Sobolev embedding theorem, and 2α < 8  2n when n 4,
n−2 n−2 n−2
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 T∗
∥∥∇ei(t+τ)χB(0;1)∥∥L∞t,x ([0,T∗]×Rn)
× ∥∥ei(t+τ)χB(0;1) + eitw(τ, x)+ v(s)∥∥αL∞t L2αx ([0,T∗]×Rn)
 CT∗
(∥∥ei(t+τ)χB(0;1)∥∥L2αx + ∥∥w(τ, x)∥∥H 1(Rn) + ∥∥v(s, x)∥∥S1([0,T∗]×Rn))α.
Remark. These estimates are finite since ei(t+τ)χB(0;1) ∈ L∞t Lpx ([0, T∗] × Rn) uniformly in τ
for 2 p < 2n
n−2 and H
1(Rn)⊂ L2(Rn)∩L 2nn−2 (Rn).
Finally, take n= 3, and consider 3 α < 4. By Section 3,∥∥eitχB(0;1)∥∥L6x(Rn)  C(n).
Therefore, ∥∥v1(s, x)∥∥L2t L6/5x ([0,T∗]×Rn)
 T δ(α)∗
∥∥∇ei(t+τ)χB(0;1)∥∥L∞t,x ([0,T∗]×Rn)
× ∥∥ei(t+τ)χB(0;1) + eitw(τ, x)+ v(t, x)∥∥4−αL2t L6x([0,T∗]×Rn)
× ∥∥ei(t+τ)χB(0;1) + eitw(τ, x)+ v(t, x)∥∥3L∞t Lqx ([0,T∗]×Rn),
with 3
q
+ 4−α6 = 56 . In this case,∥∥v1(s, x)∥∥L2t L6/5x ([0,T∗]×Rn)  T δ(α)∗ [C(n, τ,α)+ ∥∥w(τ)∥∥H 1(Rn)]α+1.
For v2(s, x) let 1p′ = n−22n + n−22n α + (α), and take the corresponding q ′ such that (p, q) is
admissible. ∥∥∣∣ei(t+τ)χB(0;1) + eitw(τ, x)+ v(s, x)∣∣α∥∥
L∞t ([0,T∗],L
2n−
(n−2)α
x )
 Cα + ∥∥w(τ, x)∥∥α
H 1(Rn) + ‖v‖αS1([0,T∗]×Rn), (4.39)∥∥∣∣∇eitw(τ, x)∣∣+ ∣∣∇v(s, x)∣∣∥∥
L2t L
2n
n−2
x ([0,T∗]×Rn)

∥∥w(τ, x)∥∥
H 1,2 + ‖v‖S1([0,T∗]).
Therefore,∥∥(∣∣∇eitw(τ, x)∣∣+ ∣∣∇v(s, x)∣∣)∣∣ei(t+τ)χB(0;1) + eitw(τ, x)+ v(τ, x)∣∣∥∥
L
p′
t L
q′
x ([0,T∗]×Rn)
 T δ(α)∗
(∥∥w(τ)∥∥
H 1(Rn) + ‖v‖S1([0,T∗]×Rn)
)
× (C(α,n, τ )+ ∥∥w(τ, x)∥∥ 1 n + ‖v‖S1([0,T ]×Rn))α.H (R ) ∗
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S1([0,T∗]×Rn)
 CT δ(α)∗
(
C(n,α, τ )+ ‖v‖S1([0,T∗]×Rn)
)
+CT δ(α)∗
(
C(n,α, τ )+ ∥∥w(τ)∥∥1+α
H 1(Rn) + ‖v‖1+αS1([0,T∗])
)
. (4.40)
So for T∗ sufficiently small, by the continuity method ‖v(t, x)‖S1([0,T∗]) remains bounded. This
proves the lemma. 
5. Global continuation
We will now begin to extend the local solutions in Section 3 to global solutions for certain α.
By Lemmas 4.2 and 4.4, if α < 3
n−2 , if the solution to
iut +u= |u|αu,
u(0, x) = χB(0;1), (5.1)
has the form
eitχB(0;1) +w(t, x),
w(t, x) ∈ L∞t H 1x
([−T ,T ] × Rn), (5.2)
then the solution to (5.3) is global. Furthermore, the only way for global well-posedness to fail
and the solution to only exist on an interval [0, T0) is for
lim
t↘T0
∥∥w(t, x)∥∥
H 1(Rn) = ∞. (5.3)
Theorem 5.1. Assume 2
n
< α < 3
n−2 and α  2. Then the equation
iut +u= |u|αu,
u(0, x) = χB(0;1), (5.4)
has a global solution of the form
eitχB(0;1) +w(t, x),
w(t, x) ∈ L∞t H 1x
([0,∞)× Rn). (5.5)
Proof. Lemma 4.3 established (5.5) on some time interval [0, T ], T > 0. To prove∥∥u(t, x)− eitχB(0;1)∥∥L∞t H 1x ([−T ,T ]×Rn)  C(T ) <∞, (5.6)
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E(t) =
∫ ∣∣∇w(t, x)∣∣2 dx + 2
α + 2
∫ ∣∣u(t, x)∣∣α+2 dx. (5.7)
On [0, T ], ∫ ∣∣∇w(t, x)∣∣2 dx <∞.
Additionally, by Theorem 3.2, ∥∥u(t, x)∥∥
L∞t L2+αx ([0,T ]×Rn) <∞.
Therefore, E(t) is bounded on [0, T ].
By the triangle inequality and (1.9),∥∥w(t, x)∥∥
L2(Rn)  2‖χB(0;1)‖L2(Rn). (5.8)
Also, ‖eitχB(0;1)‖L2(Rn) = ‖χB(0;1)‖L2(Rn). Combining this with the fact that E(t) is positive
definite, ∥∥w(t, x)∥∥2
H 1(Rn)  C‖χB(0;1)‖2L2(Rn) +CE(t). (5.9)
Therefore, it suffices to bound E(t) on [T ,∞). Unlike the energy in [2], this energy is not
conserved. However, we can control the growth of this energy via a Gronwall-type inequality.
Note that by (5.4) and (5.5),
w = −i∂tw + |u|αu, (5.10)
d
dt
Re〈∇w,∇w〉 = −2 Re〈wt,w〉
= −2 Re〈wt, |u|αu〉− Re〈wt, iwt 〉
= −2 Re〈ut , |u|αu〉+ 2 Re〈 ∂
∂t
eitχB(0;1), |u|αu
〉
, (5.11)
d
dt
∫
|u|α+2 = (α + 2)Re
∫
ut |u|αu¯ dx. (5.12)
Therefore,
2
2 + α
d
dt
∫
|u|2+α dx = 2 Re〈ut , |u|αu〉. (5.13)
To simplify notation let v(t, x) = eitχB(0;1). Combining (5.11) and (5.13),
2 Re
∫
vt |u|αu¯ dx = 2 Re
∫
iv|u|αu¯ dx = −2i Im
∫
∇v∇(|u|αu¯)dx.
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d
dt
E
(
u(t)
)
 C
∫
|∇v||∇u||u|α dx. (5.14)
Consider two cases separately. Since u= v +w, split ∇u= ∇v + ∇w.
Term 1. Case 1: Assume 1 α  2.∫
|∇v||∇w||u|α dx  ‖∇v‖L∞(Rn)‖∇w‖L2(Rn)
∥∥|u|α∥∥
L2(Rn),∥∥|u|α∥∥
L2(Rn)  ‖u‖αL2α(Rn).
Let θ = 2−α
α2
. By interpolation,
∫
|u|2α dx  ‖u‖2θα2 ‖u‖2α(1−θ)2+α ,
when α  2, 2α(1 − θ) 2 + α. Therefore,
∥∥u(t, x)∥∥α
L2αx

∥∥u(t, x)∥∥2θα
L2x(Rd )
( ∫ ∣∣u(t, x)∣∣2+α dx) α(1−θ)2+α E(t)ρ(α), (5.15)
where ρ(α)= α(1−θ)
(2+α) 
1
2 . The last inequality follows from conservation of mass and the defini-
tion of E(t).
Case 2: Assume 2
n
< α  1. From previous calculations
‖∇v‖L2n/(n−2)+(Rn)  C3()t−1−δ().
Interpolate this with
‖∇v‖L∞(Rn)  C2t−n/2,
∫ ∣∣∇v(t, x)∣∣∣∣∇w(t, x)∣∣∣∣u(t, x)∣∣α dx

∥∥u(t, x)∥∥α
L2x(Rn)
∥∥∇w(t)∥∥
L2x(Rn)
∥∥∇v(t, x)∥∥
L
2
1−α
x (Rn)
, (5.16)
∥∥∣∣u(t, x)∣∣α∥∥
L2/α(Rn) 
∥∥u(t, x)∥∥1/α2 .
As α → 2
n
, we are required to take  → 0, and C1() → ∞.
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|∇v|2|u|α dx  ‖u‖α
L2(Rn)‖∇v‖2Lp(Rn). (5.17)
In this case we need 1
p
= 12 − α4 . When α > 2n , p > 2nn−1 . We have the estimate
‖∇v‖L2n/(n−1−)(Rn)  C1()t−1/2− .
Combining this with the mass conservation
‖u‖α
L2(Rn)‖∇v‖2Lp(Rn)  C(α)t−1−δ(α), (5.18)
where δ → 0 and C(α) → ∞ as α → 2
n
.
Now apply Gronwall’s inequality on [T ,∞).
d
dt
E
(
w(t)
)
 C1t−1−δ +C2t−1−E
(
w(t)
)γ (α)
, (5.19)
γ (α)=
{
α−1
α
, if 1 α  2;
0, if α < 1.
(5.20)
Since γ (α) 1 and E(w(T )) <∞, E(w(t)) is bounded on [T ,∞). 
This takes care of global well-posedness when α < 3
n−2 .
6. Proof of Theorem 1.5
Sketch of method. In Section 4, we showed that if 2
n−1 < α <
3
n−2 , the local solution to
iut += |u|αu,
u(0, x) = χB(0;1), (6.1)
is of the form eitχB(0;1) +w(t, x) with
w(t, x) ∈ L∞t H 1x
([0, T∗] × Rn).
Then, in Section 5, by a Gronwall-type argument, this solution was continued for all time. If
3
n−2  α <
4
n−2 , all we know from Section 3 is that (6.1) has a solution in L
∞
t L
2+α
x ([0, T ]×Rn)
for some T > 0. In order to use the quantity E(t), we will instead prove that the solution to (6.1)
on [T∗(α), T ] for some T∗(α) > 0 is of the form
ei(t−T∗(α))u
(
T∗(α), x
)+w(t, x) (6.2)
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similar to the asymptotics of eitχB(0;1), then we can obtain an energy E(t) and a Gronwall-type
estimate on this energy.
Now to prove the details.
Lemma 6.1. Suppose for 2
n−1 < α <
4
n−2 , (6.1) has a solution on some interval [0, T ], u(t, x) ∈
L∞t L2+αx ([0, T ] × Rn). Then, possibly making T smaller, there exists T∗(α) > 0 such that the
solution on [T∗(α), T ] is of the form
eitu
(
T∗(α)
)+w(t, x), (6.3)
w(t, x) ∈ L∞t H 1x
([
T∗(α), T
]× Rn). (6.4)
Proof. Combining (4.28) with ∣∣∇eitχB(0;1)∣∣ t−n/2, (6.5)
if α < 4
n−2 , there exists (δ) > 0 with∥∥∇eitχB(0;1)∥∥L2+α(Rn)  Ct−1+(δ). (6.6)
Define a norm ∥∥u(t)∥∥
X([0,T ]×Rn) = sup[0,T ]
∥∥t1−∇u(t)∥∥
L2+αx (Rn). (6.7)
Now define a sequence of functions with
u1 = eitχB(0;1),
un(t) = eitχB(0;1) +
t∫
0
ei(t−s)
∣∣un−1(s)∣∣αun−1(s) ds,
∣∣∇un(t)∣∣ ∣∣∇eitu0∣∣+
∣∣∣∣∣∇
t∫
0
ei(t−s)
∣∣un−1(s)∣∣αun−1(s) ds
∣∣∣∣∣.
Let r = nα2(2+α) .
∥∥∇un(t)∥∥X  ∥∥∇eitu0∥∥X +
t∫
0
t1−
(t − s)r
∥∥u(s)∥∥α2+α∥∥∇un−1(s)∥∥X 1s1− ds

∥∥eitu0∥∥X + 2C′T δ∥∥un−1(s)∥∥X .
If ‖eitu0‖X  C, then for T sufficiently small,
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Make this T the new T .
Next, choose p so that (p,2 + α) is an admissible pair.
‖u‖S1/2− ([0,T∗(α)]×Rn)
 C‖u0‖H 1/2−(Rn) +CT δ(α)
∥∥〈∇〉1/2−u∥∥
L
p
t L
2+α
x ([0,T∗(α)]×Rn)‖u‖
α
L∞t L2+αx ([0,T∗(α)]×Rn)
 C‖u0‖H 1/2−(Rn) +CT δ(α)‖u‖S1/2− ([0,T∗(α)]×Rn), (6.9)
δ(α) > 0 if α < 4
n−2 . By continuity, this proves
‖u‖
L∞t H
1/2−
x ([0,T∗(α)]×Rn)  C, (6.10)
for some T∗(α) > 0.
∥∥∥∥∥
T∫
T∗(α)
ei(T−s)
∣∣u(s)∣∣αu(s)∥∥∥∥∥
H 1(Rn)
 C‖∇u‖
L
p′
t L
2+α
x ([T∗(α),T ]×Rn)‖u‖L∞t L2+αx ([T∗(α),T ]×Rn)
 C
(
T∗(α), T
)‖u‖X1−([0,T ]×Rn)  C(T∗(α), T ). (6.11)
Define the cutoff function χ ∈ C∞0 (Rn) with
χ =
{
1, |x| 1;
0, |x| > 2. (6.12)
We now prove a local well-posedness result.
Lemma 6.2. Suppose τ  T∗(α) and
u0 = eiτχB(0;1) +
T∗(α)∫
0
ei(τ−s)χ
∣∣u(s)∣∣αu(s) ds + v0, (6.13)
u is the solution on [0, T ] found in Lemma 6.1, and v0 ∈ H 1(Rn). There exists T0(‖v0‖H 1(Rn),
T∗(α)) such that
iut +u= |u|αu,
u(0, x) = u0, (6.14)
has a solution on [0, T0] of the form
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L∞t H 1x ([0,T0]×Rn)  C
(‖v0‖H 1(Rn), T∗(α)). (6.16)
Proof. We follow the by now familiar procedure.
v(t, x) =
t∫
0
ei(t−s)
∣∣eisu0 + v(s, x)∣∣α(eisu0 + v(s, x))ds.
Using Strichartz estimates,∥∥v(t, x)∥∥
S1([0,T0]×Rn)
 T δ(α)0
∥∥〈∇〉v∥∥
L
p
t L
2+α
x ([0,T0]×Rn)
∥∥eisu0 + v(s, x)∥∥αL∞t L2+αx ([0,T0]×Rn)
+ T δ(α)0
∥∥〈∇〉eitu0∥∥Lpt L2+αx ([0,T0]×Rn)∥∥eisu0 + v(s, x)∥∥αL∞t L2+αx ([0,T0]×Rn).
This is implied by the following estimates:∥∥eiteiτχB(0;1)∥∥L∞t L2+αx ([0,T0]×Rn)  C,∥∥∥∥∥eit
T∗(α)∫
0
ei(τ−s)χ
∣∣u(s)∣∣αu(s) ds∥∥∥∥∥
L∞t L2+αx ([0,T0]×Rn)

T∗(α)∫
0
C
(t + τ − s)r ds  C
′,
since r < 1. ∥∥v(t, x)+ eitv0∥∥L∞t L2+αx ([0,T0]×Rn)  ‖v‖S1([0,T ]×Rn) + ‖v0‖H 1(Rn),
by the Sobolev embedding theorem. Furthermore,∥∥〈∇〉v(t, x)+ 〈∇〉eitv0∥∥Lpt L2+αx ([0,T0]×Rn)  C‖v‖S1([0,T ]×Rn) +C‖v0‖H 1(Rn),∥∥∥∥∥∇
T∗(α)∫
0
ei(t+τ−s)
∣∣u(s)∣∣αu(s)∥∥∥∥∥
L2+αx (Rn)

T∗(α)∫
0
C
(t + τ − s)r ‖u‖X([0,T ]×Rn) ds  C
′,
again since r < 1. Finally, ∥∥∇eiteiτχB(0;1)∥∥L2+αx (Rn)  C(τ).
This completes the proof of the lemma. 
B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421 2405Set up a system of equations
ivt +v = 0,
iwt +w = |v +w|α(v +w),
v(0) = eiTχB(0;1) +
T∗(α)∫
0
ei(T−s)χ
∣∣u(s)∣∣αu(s) ds,
w(0)
T∫
T∗
ei(T−s)
∣∣u(s)∣∣αu(s) ds + T∗(α)∫
0
ei(T−s)(1 − χ)∣∣u(s)∣∣αu(s) ds. (6.17)
Define the energy E(t)
E(t)= ∥∥∇w(t, ·)∥∥2
L2x(Rn)
+ 2
2 + α
∥∥v(t, ·)+w(t, ·)∥∥2+α
L2+αx (Rn)
,
d
dt
E(t) C
∫ (|∇v||v +w|α(|∇v| + |∇w|))dx. (6.18)
Estimate the terms separately.
Term 1. ∫ ∣∣∇v(x, t)∣∣2∣∣v(x, t)+w(x, t)∣∣α dx

∥∥∇v(x, ·)∥∥2
L2+α(Rn)
∥∥v(x, t)+w(x, t)∥∥α
L2+α(Rn), (6.19)∥∥∇ei(t+T )χB(0;1)∥∥L2+αx (Rn)  C(t + T )1/2+(α) , (6.20)∥∥∥∥∥∇
T∗(α)∫
0
ei(t−s)χ
∣∣u(s)∣∣αu(s) ds∥∥∥∥∥
L2+αx (Rn)
 C
( T∗∫
0
1
(t + τ − s)r ds
)
‖∇u‖X([0,T∗(α)]×Rn)‖u‖L∞t L2+αx ([0,T∗]×Rn)
 C
(1 + t)r . (6.21)
Term 2. ∫ ∣∣∇v(x, t)∣∣∣∣∇w(x, t)∣∣∣∣v(x, t)+w(x, t)∣∣α dx

∥∥∇v(·, t)∥∥ p n ∥∥∇w(·, t)∥∥ 2 n ∥∥v(·, t)+w(·, t)∥∥α2+α n , (6.22)L (R ) L (R ) L (R )
2406 B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421where p = 2−α2(2+α) . Using the dispersive estimates, combined with the fact that ∇χB(0;1) is a finite
measure,
∥∥∇eiteiτχB(0;1)∥∥L∞x (Rn)  C(t + T )n/2 . (6.23)
Also,
∥∥∥∥∥∇
T∗(α)∫
0
ei(t+τ−s)
∣∣u(s)∣∣αu(s) ds∥∥∥∥∥
L∞x (Rn)
 C
(t + τ − T∗(α))n/2
∥∥∣∣∇u(s)∣∣χ ∣∣u(s)∣∣α∥∥
L1t,x ([0,T∗(α)]×Rn)
 C
(t + τ − T∗(α))n/2 ‖∇u‖X([0,T∗(α)]×R
n)‖u‖L∞t L2+αx ([0,T∗(α)]×Rn), (6.24)
by Hölder’s inequality.
Lemma 6.3.
w(0) ∈H 1(Rn).
Proof. We have already proved
T∫
T∗(α)
ei(T−s)
∣∣u(s)∣∣αu(s) ds ∈ H 1(Rn).
Now, we combine u(t) ∈ L∞t H 1/2−x ([0, T∗(α)] × Rn) with the radial Sobolev embedding∥∥|x|(n−1)/2u∥∥
L∞x (Rn)
 C‖u‖H 1/2+(Rn) (6.25)
to prove ∥∥(1 − χ)u∥∥
L∞t L
p
x ([0,T∗(α)]×Rn)  C(p)‖u‖L∞t H 1/2+x ([0,T∗(α)]×Rn) (6.26)
for any p <∞, if  > 0 is sufficiently small.∥∥∇(1 − χ)∣∣u(s)∣∣αu(s)∥∥
L1t L
2
x([0,T∗(α)]×Rn)
 CT∗(α)δ(α)
∥∥(1 − χ)u∥∥α
L∞t L
p
x ([0,T∗(α)]×Rn)‖∇u‖X([0,T∗(α)]×Rn). 
Thus we have proved
d
E(t) CE(t)
α/2+1/2
s1
+ E(t)
α/2
s2
(6.27)dt (T + t) (T + t)
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[T∗,∞). This proves a global solution to (6.1) exists. 
A digression to the heat equation. This method can be applied to a Schrödinger equation that
has a damping term with ease.
(a + ib)ut =u, (6.28)
where a  0 and |a + ib| = 1. The solution is the Fourier multiplier
et/(a+ib)u0 = F −1
(
e−t |ξ |2/(a+ib)uˆ0(ξ)
)
. (6.29)
In other words
u(x, t) =K(x,y, t) ∗ u0(y), (6.30)
K(x,y, t) = (−a − ib)
n/2
(4πt)n/2
e(a+ib)
|x−y|2
4t . (6.31)
This operator obeys the operator bounds
et(a−ib) : tn/2L1 → L∞,
et(a−ib) : L2 → L2. (6.32)
This equation obeys the same Strichartz estimates as the Schrödinger equation.
Theorem 6.4. Suppose (p, q) are admissible pairs.∥∥∥∥∫
R
e−isLF (s, ·) ds
∥∥∥∥
2
 C(n,q,p)‖F‖
L
q′
t L
p′
x (R×Rn). (6.33)
Definition 6.1. (p, q) is an admissible pair for n if p > 2, q > 2, and
2
q
= n
(
1
2
− 1
p
)
. (6.34)
Now consider the nonlinear equation with power-type nonlinearity.
(a + ib)ut +u= |u|αu, (6.35)
with |a + ib| = 1 is H˙ ρ(Rn)-critical for α = 4
n−2ρ . When u0 ∈ Hρ+(Rn) for α = 4n−2ρ there
exists T (‖u0‖Hρ+(Rn) > 0 such that a solution to (6.35) exists on [0, T ).
Theorem 6.5. When a < 0, (6.35) has a global solution u(t).∥∥u(t)∥∥
Hρ+(Rn)  F
(
t,‖u0‖Hρ+(Rn), a
)
. (6.36)
2408 B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421Proof. Apply the same expansion method as was used for the Schrödinger equation (a = 0). For
some uniform constant C,
aσ/2tσ/2|ξ |σ e−at |ξ |2  C(σ). (6.37)
Thus the Strichartz estimates hold∥∥∇ρ+e−t/(a+ib)u0∥∥L2t L2n/(n−2)x  C‖u0‖H˙ ρ+ ,∥∥∇ρ++δe−t/(a+ib)u0∥∥2  |a|−δ/2t−δ/2‖u0‖H˙ ρ+ . (6.38)
Meanwhile by the Sobolev embedding
∥∥∣∣e−t/(a+ib)u0∣∣4/(n−2ρ)∥∥L∞t Lqx  ‖u0‖Hρ+ , (6.39)
where 1
q
= 42n − 4n(n−2ρ) . Let 1p = 2nn−2 + 4n(n−2ρ) . If∥∥∇σ e−t/(a+ib)u0∥∥Lqt Lpx  ‖u0‖H˙ ρ+ , (6.40)
for 1
q
= 12 − 2n−2ρ , then the Duhamel term lies in Hσ (Rn). By interpolation,∥∥∇ρ++δe−t/(a+ib)u0∥∥Lqt Lpx  ‖u0‖H˙ ρ+ , (6.41)
for some δ() > 0, δ  c for some c > 0. Thus expressing the solution in Duhamel’s equation
u(t)= e−t/(a+ib)u0 +
t∫
0
e−(t−s)/(a+ib)
∣∣u(s)∣∣αu(s) ds, (6.42)
the second term will be smoothed, belonging to Hρ++δ(Rn) for some δ > c. But the first
term also belongs to Hρ++δ(Rn) by (6.38) on [T/2, T ). Thus u(T /2) ∈ Hρ++δ(Rn). We can
iterate this procedure, obtaining a smoother and smoother solution after each step. Eventually,
the solution will lie in H 1(Rn), at which point we can use the conservation of H 1 norm. 
Theorem 6.6. The energy
E
(
u(t)
)= 〈∇u,∇u〉 + 2
2 + α
∫
|u|α+2 dx (6.43)
is decreasing.
Proof.
d
∫
|∇u|2 dx = −〈ut ,u〉 = −
∫
ut |u|αu¯ dx −
∫
a|ut |2 dx.
dt
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d
dt
[
E
(
u(t)
)]
 0. (6.44)
So once the solution u(T ′) ∈ H 1(Rn), the solution can be continued to a global solution.
7. Proof of Theorem 1.6
In the final section we prove
Theorem 7.1. The initial value problem
iut +u= |u|αu,
u(0, x) = u0(x),
α = 4
n− 2ρ , 0 < ρ < 1, (7.1)
with initial data radial and lying in the space
Hρ+
(
Rn
)∩H 1/2+(Rn)∩H 1/2+,1(Rn)
has a global solution.
(7.1) is H˙ ρ -critical, and so Lemma 2.1 guarantees local well-posedness. Moreover, because
u0 is radial and u0 ∈ H 1/2+,1(Rn), eitu0 and ∇eitu0 have long time asymptotics similar to
eitχB(0;1) and ∇eitχB(0;1) respectively. Therefore, it is possible to apply the methods used in
Sections 5 and 6.
Remark. The cases with ρ = 0 and ρ = 1 have already been considered. See [14] for n = 2 and
[15] for (n 3) when ρ = 0. See [10] for n= 3, [16] for n= 4, and [24] for n 5 when ρ = 1.
The first order of business is to obtain some asymptotic estimates for eitu0 and ∇eitu0.
Lemma 7.2. Let u0 be a radial function.∣∣∇eitu0(x)∣∣ Ct−3/2(|x|−(n−1)/2 + |x|−(n−3)/2)(‖u0‖L2(Rn) + ‖u0‖L1(Rn)), (7.2)∣∣∇eitu0(x)∣∣ C(t−n/2 + t−n/2+1)|x|−1(‖u0‖L2(Rn) + ‖u0‖L1(Rn)), (7.3)∣∣eitu0(x)∣∣ Ct−n/2(‖u0‖L1(Rn)), (7.4)∣∣eitu0(x)∣∣ Ct−1/2|x|−(n−1)/2(‖u0‖L1(Rn) + ‖u0‖L2(Rn)). (7.5)
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∂
∂xi
1
tn/2
∫
Rn
ei|x−y|2/4t f (y) = 1
2itn/2+1
∫
Rn
(xi − yi)ei|x−y|2/4t f (y) dy.
It suffices to bound the two terms with stationary phase calculations.
First term.
t−n/2−1|x|
∞∫
0
f (r)rn−1eir2/4t
∫
Sn−1r
e−2ix·ξ/4t dσr(ξ) dr
= t−n/2−1|x|
∞∫
0
f (r)rn−1eir2/4t
π/2∫
−π/2
e−2i|x|r sin(θ)/4t
(
cos(θ)
)n−2
dθ dr.
Let u= sin θ
= t−n/2−1|x|
∞∫
0
f (r)rn−1eir2/4t
1∫
−1
e−2i|x|ru/4t
(
1 − u2)(n−3)/2 dudr. (7.6)
If n is odd, we apply the analysis used in the proof of Lemma 2.4 and integrate by parts in u n−12
times, yielding
∣∣(7.6)∣∣ t−3/2|x|(n−3)/2
∞∫
0
∣∣f (r)∣∣r(n−1)/2 dr
= t
−3/2
|x|(n−3)/2
1∫
0
∣∣f (r)∣∣r(n−1)/2 dr + 1|x|(n−3)/2
∞∫
1
∣∣f (r)∣∣r(n−1)/2 dr.
Recall, ∥∥∣∣f (r)∣∣r(n−1)/2∥∥
L2(R) = ‖f ‖L2(Rn),∥∥∣∣f (r)∣∣rn−1∥∥
L1(R) = ‖f ‖L1(Rn), (7.7)∣∣(7.6)∣∣ t−3/2|x|(n−3)/2 {‖f ‖L1(Rn) + ‖f ‖L2(Rn)}.
Using the same arguments used in the proof of Lemma 2.4, when n is even,
(7.6) Ct
−3/2
|x|(n−3)/2
∞∫ ∣∣f (r)∣∣r(n−1)/2 dr  t−3/2|x|(n−3)/2 {‖f ‖L1(Rn) + ‖f ‖L2(Rn)}.0
B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421 2411To prove (7.3) in this case, we integrate by parts twice in u (we can do this since n 6),∣∣∣∣∣t−n/2−1|x|
∞∫
0
f (r)rn−1eir2/4t
∫
Sn−1r
e−2ix·ξ/4t dσr(ξ) dr
∣∣∣∣∣
 t−n/2+1|x|−1{‖f ‖L2(Rn) + ‖f ‖L1(Rn)}.
Second term. The second term is
t−n/2−1ei|x|2/4t
∞∫
0
f (r)rneir
2/4t
∫
Sn−1r
e−2ix·ξ/4t dσr(ξ) dr. (7.8)
As in the case of the first term, after considering n even and n odd separately,
(7.8) Ct
−3/2
|x|(n−1)/2
∞∫
0
∣∣f (r)∣∣r(n+1)/2 dr,
1∫
0
∣∣f (r)∣∣r(n+1)/2 dr  1∫
0
∣∣f (r)∣∣r(n−1)/2 dr  ‖f ‖L2(Rn),
∞∫
1
∣∣f (r)∣∣r(n+1)/2 dr  ∞∫
1
∣∣f (r)∣∣r(n−1) dr  ‖f ‖L1(Rn).
This takes care of the second term for (7.10).
When proving (7.3) for the second term integrate by parts once.
t−n/2−1
∞∫
0
f (r)rneir
2/4t
∫
Sn−1r
e−2ix·ξ/4t dσr(ξ) dr
 Ct−n/2|x|−1
∞∫
0
f (r)rn−1 = Ct−n/2|x|−1‖f ‖L1(Rn).
This proves (7.2) and (7.3).
(7.4) is just the dispersive estimate.
Since we have already proved∣∣∣∣ |x|t eitu0
∣∣∣∣ C|x|(n−3)/2t3/2 (‖u0‖L2(Rn) + ‖u0‖L1(Rn))
(the first term of (7.2)), (7.5) also follows. 
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eitu0 +
t∫
0
ei(t−s)
∣∣u(s)∣∣αu(s) ds = eitu0 +w(t). (7.9)
In Section 6, recall that for the local solution on [0, T ], we split the Duhamel term into a term
in H 1x (Rn) and a term with “nice” asymptotics. We will do something similar here via the in-out
decomposition.
Remark. In general, when n > 4, the in-out decomposition will not split an L2 function into a
sum of two L2 functions. Because of this, it will be necessary to exercise care in splitting the
data. See [15] for more details on the in-out decomposition.
Lemma 7.3. Suppose u0 ∈ L2(Rd) is supported on |y| ∼ 2k , k  10. Then,
eitu0 = u1(t)+ u2(t), (7.10)∥∥∇u2(t)∥∥L2(Rd )  C(t)sn/2 2k‖u0‖L2(Rn), (7.11)∥∥u2(t)∥∥L2(Rd )  C‖u0‖L2(Rn), (7.12)
and for s > t ,
∣∣∇eisu1(t)(x)∣∣ C(t)2ksn/2 ‖u0‖L2(Rn) (7.13)
on |x| 1. The constant C(t) is independent of k.
Proof. Define a cutoff χ ∈ C∞0 (Rn),
χ(x) =
{
1, |x| 10 · 2k;
0, |x| > 20 · 2k ,
(7.14)
χ(x)Dxi e
itu0(y) = Cχ(x)
tn/2+1
∫
e
i|x−y|2
4t (x − y)iu0(y) dy.
Therefore, ∥∥χ(x)Dxi eitu0(y)∥∥L2x(Rn)  C2k‖u0‖L2(Rd ). (7.15)
Remark. ‖[Dxi ,χ(s)]eitu0‖L2(Rn) 
C‖u0‖L2(Rn)
2k , so swapping the order of Dxi and χ(x) will
also obey (7.15). Let u2(t) = χ(x)eitu0 and u1(t) = (1 − χ(x))eitu0. Now compute
Dzj e
is
[(
1 − χ(x))eitu0(x)](z),
for |z| 1.
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sn/2tn/2
∫
(z− x)j ei |z−x|
2
4s
(
1 − χ(x)) ∫ ei |y−x|24t u0(y) dy dx,
|z− x|2
4s
+ |y − x|
2
4t
= |z− y|
2
4(t + s) +
|x − ( zt
s+t + yss+t )|2(s + t)
4st
,
(t + s)n/2
sn/2tn/2
∫
(xj − zj )ei
(t+s)|x−( ztt+s + yss+t )|2
4st
(
1 − χ(x))dx
= (t + s)
n/2
sn/2tn/2
∫ 8st (1 − χ(x))(x − ( zt
t+s + yst+s ))
|x − ( zt
t+s + yst+s )|2(t + s)
· ∇ei
(t+s)|x−( ztt+s + yss+t )|2
4st dx
= − (t + s)
n/2
sn/2tn/2
∫ [
∇ · 8st (1 − χ(x))(x − (
zt
t+s + yst+s ))
|x − ( zt
t+s + yst+s )|2(t + s)
]
ei
(t+s)|x−( ztt+s + yss+t )|2
4st dx, (7.16)
when |z| 1, |y| ∼ 2k , |x − ( zt
t+s + yst+s )| > |x|2 on the support of 1 − χ(x). Integrating by parts
N times,
∣∣(7.16)∣∣ CN(t) ∫
|x|>10·2k
1
|x|N dx  2
k(n−N). (7.17)
Now, ‖u0‖L1(Rn)  C2kn/2‖u0‖L2(Rn), so taking N independent of k, (7.13) is also satisfied. 
Now we prove a global result.
Theorem 7.4. Suppose the initial value problem
iut +u= |u|αu,
u(0, x) = u0 ∈ Hρ+
(
Rn
)∩H 1/2+(Rn),
α = 4
n− 2ρ , (7.18)
has a local solution on some interval [0, T ],
‖u‖Sρ+ ([0,T ]×Rn) + ‖u‖S1/2+ ([0,T ]×Rn) <∞. (7.19)
Suppose also that u0 is radial and satisfies (7.2)–(7.5). Also suppose that there is an interval
[T∗, T ] such that the solution on [T∗, T ] has the form
ei(t−T∗)u(T∗)+w(t, x), (7.20)
w(t, x) ∈ L∞t H 1x
([T∗, T ] × Rn). (7.21)
Then the solution to (7.18) can be extended to a global solution of the form
2414 B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421ei(t−T∗)u(T∗)+w(t, x), (7.22)
w(t, x) ∈ L∞t H 1x
([0, T0] × Rn), (7.23)
for any T0 > T∗.
Proof. Let τ = T+T∗2 .
u(T∗)= eiT∗u0 +
T∗∫
0
ei(T∗−t)
∣∣u(t)∣∣αu(t) dt.
Define the cutoffs, χ ∈ C∞0 , η ∈ C∞0 ,
χ(x) =
{
1, 12  |x| 2;
0, |x| < 14 or |x| > 4,
(7.24)
η(x) =
{
1, |x| 40;
0, |x| > 80. (7.25)
Let χj (x) = χ( x2j ) and ηj (x) = η( x2j ). Let
u2(τ ) =
∞∑
j=10
ηj (x)
T∗∫
0
ei(τ−t)
[
χj (y)
∣∣u(t)∣∣αu(t)]dt. (7.26)
By Lemma 7.3,
∥∥∇u2(τ )∥∥L2x(Rd )  C ∞∑
j=10
∥∥χj (y)∣∣u(t)∣∣αu(t)∥∥L2x(Rd )
 C‖u‖α
L∞t H
1/2+
x ([0,T ]×Rn)
∞∑
j=10
2j
2jα(
n−1
2 )
∥∥χj (y)u∥∥L∞t L2x([0,T ]×Rn)
 C‖u‖α
L∞t H
1/2+
x ([0,T ]×Rn)
‖u‖L∞t L2x([0,T ]×Rn).
This is because α(n−12 ) >
2(n−1)
n
> 1 when n 6. Also by Lemma 7.3,
∣∣∇ei(s−τ)u1(τ )∣∣=
∣∣∣∣∣∇ei(s−τ)[1 − ηj (z)]
T∗∫
0
ei(τ−t)χj (y)
∣∣u(t)∣∣αu(t) dt∣∣∣∣∣
 C(τ)
sn/22j
‖u‖1+α
L∞t H
1/2+
x ([0,T ]×Rn)
, (7.27)
on |x| 1. Finally,
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∑
j−10
χj (y)
is compactly supported, so by Hölder’s inequality
∣∣∣∣∣∇
T∗∫
0
ei(s−t)χ10
∣∣u(t)∣∣αu(t) dt∣∣∣∣∣ Csn/2+1 ‖u‖1+αL∞t L2x([0,T ]×Rn). (7.28)
On |x| 1.
Interpolating
∥∥∥∥∥∇
T∗∫
0
ei(s−t)
[
F(t)
]
dt
∥∥∥∥∥
L2x(Rd )
 C
∥∥∇F(t)∥∥
N0([0,T∗]×Rd )
with
∥∥∥∥∥ 11 + |x|∇
T∗∫
0
(s − t)ei(s−t)F (t) dt
∥∥∥∥∥
L2x(Rd )
 C
∥∥(1 + |y|)F(t, y)∥∥
N0([0,T∗]×Rd ),
for |x| > 1, s > τ > T ,
∥∥∥∥∥ s1/2−|x|1/2− ∇
T∗∫
0
ei(s−t)
[∣∣u(s)∣∣αu(s)]ds∥∥∥∥∥
L2x(|x|>1)
 ‖u‖1+α
S1/2+ ([0,T ]×Rn), (7.29)
∣∣∣∣∣∇
T∗∫
0
ei(s−t)
[∣∣u(s)∣∣αu(s)]ds∣∣∣∣∣

∣∣∣∣∣|x|1/2−
T∗∫
0
ei(s−t)
(s − t)1/2−
[∣∣u(s)∣∣α(∇1/2+u(s))]ds∣∣∣∣∣
+
∣∣∣∣∣
T∗∫
0
ei(s−t)
(s − t)1/2−
[|y|1/2−∣∣u(s)∣∣α(∇1/2+u(s))]ds∣∣∣∣∣.
Following the same arguments as in the proof of Lemma 2.1,
∣∣u(s)∣∣α∇1/2+u(s) ∈ N0([0, T∗] × Rn), (7.30)
|y|1/2−∣∣u(s)∣∣α∇1/2+u(s) ∈N0([0, T∗] × Rn). (7.31)
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L∞x (Rn)
 C‖u‖H 1/2+ (Rn).
This gives (7.29).
To simplify notation, shift time so that T = 0. Set up a system of equations
ivt +v = 0,
v(0, x) = ei(T−τ)u1(τ )+
T∗∫
0
ei(T−s)χ10(y)
∣∣u(s)∣∣αu(s) ds + eiTu0, (7.32)
iwt +w = |v +w|α(v +w),
w(0, x)= ei(T−τ)u2(τ )+ w˜(T , x). (7.33)
w˜(t, x) is the w(t, x) for ei(t−T∗)u(T∗)+ w˜(t, x) in (7.22). Let
E(t)= 1
2
∫ ∣∣∇w(t, x)∣∣2 dx + 2
2 + α
∫ ∣∣v(t, x)+w(t, x)∣∣2+α dx. (7.34)
Combining the Sobolev embedding theorem with the dispersive estimates, E(0) is finite.
d
dt
E(t)
∫ (|∇v| + |∇w|)|∇v||v +w|α dx.
By Hölder’s inequality, (7.27), (7.28), and (7.3),∫
|x|1
∣∣∇v(t, x)∣∣2|v +w|α dx  ∥∥∇v(t, x)∥∥2
Ln−x (|x|1)
∥∥v(t, x)+w(t, x)∥∥α
L2x(Rn)
 C.
Similarly, ∫
|x|1
∣∣∇v(t, x)∣∣∣∣∇w(t, x)∣∣|v +w|α dx

∥∥∇v(t, x)∥∥
L∞x (|x|1)
∥∥∇w(t, x)∥∥
L2x(Rn)
∥∥v(t, x)+w(t, x)∥∥α
L2x(Rn)
 C.
This is because α < 1 and n 6, so α2+α <
1
2 − 1n .∫
|x|>1
∣∣∇v(t, x)∣∣2|v +w|α dx

∥∥∥∥∥ 1|x|1/2− ∇
[
ei(t−τ)u1(τ )+
T∗∫
ei(T−s)χ10
∣∣u(s)∣∣αu(s)]∥∥∥∥∥
2
L2(|x|>1)0 x
B. Dodson / Journal of Functional Analysis 258 (2010) 2373–2421 2417× ∥∥|x| n−12 (v +w)∥∥α
L∞x (|x|>1)
+ ∥∥∇ei(t+T )u0∥∥2
L
2n
n−2 −
x (|x|>1)
‖v +w‖α
L2x(Rn)
 CE(t)α/4+ .
This is by interpolating (7.2) and (7.5) in Lemma 7.2, and the radial Sobolev embedding. Finally,∫
|x|>1
∣∣∇v(t, x)∣∣∣∣∇w(t, x)∣∣|v +w|α dx

∥∥∥∥∥ 1|x|1/2− ∇
[
ei(t−τ)u1(τ )+
T∗∫
0
ei(T−s)χ10
∣∣u(s)∣∣αu(s)]∥∥∥∥∥
L2x(|x|>1)
× ∥∥∇w(t, x)∥∥
L2x(Rn)
∥∥|x| n−12 (v +w)∥∥α
L∞x (|x|>1)
+ ∥∥∇ei(t+T )u0∥∥
L
2
1−α
x (|x|>1)
∥∥∇w(t, x)∥∥
L2x(Rn)
‖v +w‖α
L2x(Rn)
 CE(t)1/2+α/4+ .
This also follows from Lemma 7.2 and the radial Sobolev embedding.
‖v +w‖H 1/2+(Rn)  C
(‖v‖H 1/2+(Rn) + ‖w‖H 1/2+(Rn))
 C
∥∥v(0)∥∥
H 1/2+ (Rn) +C‖w‖1/2+H 1(Rn)‖w‖
1/2−
L2(Rn)
 C
∥∥v(0)∥∥
H 1/2+ (Rn) +CE(t)1/4+‖w‖1/2−L2(Rn).
Now, ∥∥v(0)∥∥
H 1/2+(Rn)  ‖u0‖H 1/2+ (Rn) +
∥∥u1(τ )∥∥H 1/2+ (Rn)
+
∥∥∥∥∥
T∗∫
0
ei(T−s)χ10
∣∣u(s)∣∣αu(s) ds∥∥∥∥∥
H 1/2+(Rn)
.
u0 ∈ H 1/2+(Rn) and 〈∇〉1/2+ |u(s)|αu(s) ∈ N0([0, T∗] × Rn). Therefore, it remains to settle
whether u1(τ ) ∈ H 1/2+(Rn).
∥∥u1(τ )∥∥H 1/2+(Rn)  ∞∑
j=10
∥∥χj (y)∣∣u(s)∣∣αu(s)∥∥L1sH 1/2+x ([0,T∗]×Rn)
 T∗
∞∑
j=10
2−j (
(n−1)α
2 )‖u‖
L∞t H
1/2+
x ([0,T∗]×Rn) <∞.
Now if v(0) ∈ L2(Rn), then because ‖v(t)‖L2(Rn) = ‖v(0)‖L2(Rn), then ‖w(t)‖L2(Rn) is uni-
formly bounded by conservation of mass and the triangle inequality. We also have∥∥v(t)∥∥ 1/2+ n = ∥∥v(0)∥∥ 1/2+ n .H (R ) H (R )
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d
dt
E(t) C +CE(t)1/2+α/4+ .
Because E(0) is finite and α < 1, E(t) is bounded on any finite interval [0, T0]. This proves the
existence of a global solution. 
So it suffices to prove that the initial value problem (7.1) satisfies the conditions of Theo-
rem 7.4. By Lemma 2.1, the initial value problem
iut +u= |u|αu,
u(0, x) = u0, u0 ∈Hρ+
(
Rn
)∩H 1/2+(Rn), (7.35)
is locally well-posed on some interval [0, T ]. Also,
‖u‖Sρ+ ([0,T ]×Rn) + ‖u‖S1/2+ ([0,T ]×Rn) <∞. (7.36)
Therefore, all that remains is to show
Lemma 7.5. There exists T∗ < T such that (7.35) has a solution on [T∗, T ] of the form
ei(t−T∗)u(T∗)+w(t, x),
w(t, x) ∈ L∞t H 1x
([T∗, T ] × Rn),
possibly after shrinking T .
Proof. We prove this by an iteration argument. Suppose that the solution on [ak, bk] has the form
ei(t−ak)u(ak)+wk(t, x),
wk(t, x) ∈ L∞t Hσx
([0, T ] × Rn).
Then there exists bk+1 > bk , σ > 0 such that the solution on [ak+1, bk+1] has the form
ei(t−bk)u(bk)+wk+1(t, x),
wk+1(t, x) ∈ L∞t Hσ+δx
([ak+1, bk+1] × Rn).
To prove this, estimate the Duhamel term∥∥|∇|σ+δ∣∣u(t)∣∣αu(t)∥∥
N0([ak+1,bk+1]×Rn)
 C
∥∥(|∇|σ+δwk+1(t))∣∣u(t)∣∣α∥∥N0([ak+1,bk+1]×Rn)
+C∥∥(|∇|σ+δei(t−bk)wk(bk))∣∣u(t)∣∣α∥∥N0([ak+1,bk+1]×Rn)
+C∥∥(|∇|σ+δei(t−ak)u(ak))∣∣u(t)∣∣α∥∥ 0 n , (7.37)N ([ak+1,bk+1]×R )
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 C|bk+1 − ak+1|η
∥∥(|∇|σ+δwk+1(t))∥∥S0([ak,bk]×Rn)‖u‖αSρ+ ([ak,bk]×Rn),
for some η() > 0.
∣∣∣∣∣∇
ak∫
0
ei(t−ak)
∣∣u(t)∣∣αu(t) dt∣∣∣∣∣

∣∣∣∣∣|x|
ak∫
0
ei(t−ak)
t − ak
∣∣u(t)∣∣αu(t) dt∣∣∣∣∣+
∣∣∣∣∣
ak∫
0
ei(t−ak)
t − ak
[|y|∣∣u(t)∣∣αu(t)]dt∣∣∣∣∣.
Using the radial Sobolev embedding theorem,
∣∣|y|∣∣u(t, y)∣∣α∣∣ C‖u‖ 2n−1
H 1/2+(Rn)
∣∣u(t, y)∣∣α− 2n−1 .
Therefore by interpolation,
∥∥∥∥∥
[
|∇|σ+δ
ak∫
0
ei(t−ak)
∣∣u(s)∣∣αu(s) ds]∣∣u(t)∣∣α∥∥∥∥∥
N0([ak+1,bk+1]×Rn)
 C|bk+1 − ak+1|η
[‖u‖S1/2+ ([ak+1,bk+1]×Rn) + ‖u‖Sρ+ ([ak+1,bk+1]×Rn)]1+α.
Also, for ak > 0,
∥∥∣∣∇eitu0∣∣∣∣u(t)∣∣α∥∥N0([ak+1,bk+1]×Rn)
 C|bk+1 − ak+1|η
[‖u‖S1/2+ ([ak+1,bk+1]×Rn) + ‖u‖Sρ+ ([ak+1,bk+1]×Rn)]α.
Finally, for σ > ρ, we can use the bilinear estimate
Lemma 7.6. Take an interval I = [0, T0].
∥∥(P>Nu)(P<Mv)∥∥L2t,x (I×Rn)  M(n−1)/2N1/2 ‖u>N‖S0∗(I×Rn)‖v<M‖S0∗(I×Rn), (7.38)
‖u‖S0∗(I×Rn) = ‖u0‖L2(Rn) +
∥∥(iut +u)∥∥
L
2(d+2)
d+4
t,x (I×Rn)
. (7.39)
Proof. See [15]. 
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p
= 12 − ρ+n .∥∥(|∇|σ+ρei(t−bk)wk(bk))∣∣u(t)∣∣α∥∥
L2t L
2n
n+2
x ([ak+1,bk+1]×Rn)

∞∑
N=1
Nσ+ρ
∥∥(ei(t−bk)PNwk(bk))∥∥1−η1
L2t L
2n
n−2
x ([ak+1,bk+1]×Rn)
× ∥∥(ei(t−bk)PNwk(bk))(PN 12(n−1) u(t))∥∥η1L2t,x ([ak+1,bk+1]×Rn)
× ‖u‖α−η1
L∞t L
p
x ([ak+1,bk+1]×Rn)
+ |bk+1 − ak+1|η
∞∑
N=1
Nσ+ρ
∥∥(ei(t−bk)PNwk(bk))∥∥1−η2
L2t L
2n
n−2
x ([ak+1,bk+1]×Rn)
× ∥∥(ei(t−bk)PNwk(bk))∥∥η2
L2t L
2n
n−2
x ([ak+1,bk+1]×Rn)
× ∥∥(P
>N
1
2(n−1)
u(t)
)∥∥η2
L∞t L
2n
n−2ρ
x ([ak+1,bk+1]×Rn)
× ‖u‖α−η1
L∞t L
p
x ([ak+1,bk+1]×Rn),
for some η1, η2, η depending on . Then take δ(η1, η2, η, n) > 0. Iterating over a finite number
of intervals, we can find an interval [aK,bK ], for some finite K such that the Duhamel term lies
in H 1x (Rn). Take aK = T∗ and bK = T . 
Combining Lemma 7.5 with Theorem 7.4 proves Theorem 7.1.
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