Brains are spatially embedded networks whose architecture has been shaped by physical and biochemical constraints throughout evolution. While these networks provide global connectivity and sustain the broad spectrum of the functions of the brain, the underlying routing strategies for communication between the different areas and their control remain to be elucidated. Here, we investigate the flow of information in connectomes of several species using greedy routing as a distributed navigation protocol. In Euclidean space, in which brains have evolved, our results unveil that the navigability of brains vary highly across species. On the one hand, this result may suggest that the more evolved an organism is, the more the structure of the connectome is encoded in the spatial organization of the brain. On the other hand, conclusions obtained using coarse-grained connectomes, where nodes correspond to areas instead of individual neurones, may not apply to connectomes obtained at the microscopic, neuronal level. Moreover, we prove that the effective geometry of the brain is better described as hyperbolic rather than Euclidean. This indicates that other factors besides degrees and Euclidean distance play a significant role in the existence of connections. On a more practical perspective, hyperbolic embeddings offer a universal and meaningful representations to compare brain networks across species on an equal footing.
INTRODUCTION
The human brain is arguably one of the most complex system known to humankind and understanding its inner workings is one of the great scientific challenges of the 21 st century [1] . Since the seminal contribution of Santiago Ramón y Cajal in the late 19 th century revealing that brains are at their core networks of discrete individual cells [2] , many efforts have been devoted to uncover the role of the structure and the dynamics of these neural networks in the emergence of cognitive functions [3] [4] [5] [6] . While a substantial body of work has been produced over the past century [7] [8] [9] , the full conceptual grasp of the brain's networked architecture has only become within reach since the development of Network Science, leading to the creation of the so-called Connectomics sub-discipline [10, 11] .
Current neuroimaging technologies combined with new analysis techniques now allow for the systematic extraction of high-resolution neuronal connectivity data in a realistic time [12, 13] . This implies that an increasing number of structural brain networks, or connectomes, are available to the scientific community. It has been observed that connectomes share universal topological properties with other networked complex systems. For instance, brains are small-world [14] and modular [15] , their distribution of connections is heavy-tailed [16] , and their most connected nodes form a rich-club [17] . Interestingly, some available connectivity data also provide spatial information about the location of the somas and/or of the synapses. This opens the possibility to investigate the tripartite relationship between the topology of the brain, its dynamics (i.e., cognition) and the physical space in which it is embedded. While it has been shown that Euclidean distances have a role in the organization of connectomes [18, 19] , a central aspect of this relationship, the routing strategies associated with the control of paths of information, has yet to be elucidated [20] [21] [22] .
In this paper, we study the extent to which the topology of connectomes is congruent with the spatial positions of the nodes in an embedding space. To do so, we consider connectomes from various species and quantify the aforementioned congruency using the efficiency of greedy routing (GR) as a distributed navigation protocol [23, 24] . Despite the small number of species for which datasets with spatial information are available, our results unveil a high variability between the connectomes in Euclidean space. We also explore the idea of effective distance, which assumes that factors other than physical distance influence the existence of connections. On the one hand, we show that topologically-corrected Euclidean distances proposed for human functional brain networks do not apply to structural brain networks. On the other hand, we show that the navigability of connectomes is drastically increased when using maps in hyperbolic space [24] , where distances encode unknown factors affecting the likelihood of connections by capturing their effect in the network topology. Our results therefore support the proposition that hyperbolic embeddings offer a natural and meaningful representation to visualize and compare connectomes within and across species on an equal foot.
FIG. 1.
Illustration of a successful greedy path on a network embedded in the 2D-plane. The corresponding topological and geometrical stretches are respectively 4/3 and approximatively 0.91, thus illustrating how geometrical stretch can be lower than 1. Notice that the shortest and the greedy paths would coincide if the role of the source and of the target were exchanged.
RESULTS
Greedy routing is a conceptually simple navigation protocol in which a source node of a network in an embedding space passes a message along to its neighbor that is the closest in terms of geometric distance to a target node [23] . The neighbor holding the packet repeats the process until the message either reaches the target (success) or gets stuck in a loop (failure). Most importantly, GR is more likely to succeed if the shortest path between two nodes is congruent with the path of minimal geometric distance in the underlying space (i.e. the geodesic path, which generalizes the notion of "straight line" to curved space), thus motivating the use of the success rate to quantify the congruency between a network topology and its embedding space [25] . Note that greedy paths do not necessarily follow the shortest path between two nodes.
The success rate of GR is computed as the fraction of successful greedy paths when considering every ordered source/target pair of nodes belonging to the connected components of a network. Additionally, greedy paths can be further characterized by their stretch, defined as the length of the greedy path divided by the length of the corresponding shortest path. The length of a path can be measured in terms of the number of links, or hops (i.e., topological distance), or in terms of the sum of the geodesic distance between consecutive nodes on the path (i.e., geometrical distance). Note that, contrary to its topological counterpart, the geometrical stretch can take values lower than 1. Figure 1 illustrates the various concepts related to GR used in this paper.
Navigation in Euclidean space
We quantified the efficiency of greedy routing in Euclidean space (GRE) for 9 real structural connectomes for which the physical positions of the nodes were available. The datasets cover several species and correspond to structural connectomes at the microscopic or synaptic level (C. Elegans [26, 27] , Drosophila [28] , Zebra Finch [13] and Mouse [29] ), and at the meso-/macroscopic level (Mouse [30] , Macaque [31] and Human [32, 33] ). See Table I and Methods for details about the datasets. Figure 2 ) show the success and stretch of GRE. The networks have been ordered according to the volume occupied by the connectome (some datasets, like ZebraFinch1, only correspond to a part of the whole brain). Besides the absolute value of the success rate, Fig. 2(d) also shows the value of the "excess" success rate which discards the probability to succeed by sheer luck (see caption for details). Although the number of available connectomes is small, an interesting trend is observed: the larger the connectome (or the more "evolved" [34] ), the more congruent it is with its Euclidean embedding space, and therefore the more efficient is the information flow. The only outlier is Macaque1 but it is a rather atypical connectome: its high density of links and small number of nodes artificially boost the likelihood for greedy routing to succeed by chance (see Table I ). A higher resolution dataset would arguably confirm this hypothesis. Notice that in all cases the stretch remains very low, see Fig. 2 
(e).
The variability of the success rate shown on Fig. 2 (d) also suggests that data resolution may have a role in the navigability properties of connectomes. As summarized in Table I , the first four datasets on the left on Fig. 2(d) as well as Mouse2 are connectomes in which nodes correspond to neurones whereas nodes in the other ones correspond to mesoscopic coarse-grained areas including up to several millions individual neurones. Our results therefore may imply that while coarse-grained positions may reflect the large scale topological organization of the brain, maps at the level of neurones can encode topological information at multiple scales (the high success rate of Mouse2 could be boosted by its unusual large average degree).
Navigation in topologically-corrected Euclidean space
It is expected that other factors beyond the Euclidean distance will affect the outcome of greedy routing in brains. In fact, it has been shown that many fundamental topological features of human functional brain networks can be reproduced by setting the probability of connection proportional to The ordering of the connectomes from left to right roughly follows the increasing physical volume they occupy. Also shown is the "excess" success rate (red circles) defined as the difference between the success rate obtained with the original connectome and its random counterpart for which the node positions were randomly interchanged (green triangles). 100 randomly shuffled samples were used for each connectome. (e) Average stretch of the greedy paths in each connectome with the error bars showing the 10% and 90% percentiles.
and k ij corresponds to their number of common neighbors [19] . In both cases, the topological quantities act as characteristic lengths distorting the Euclidean space such that some pairs of nodes can be effectively closer than they are in Euclidean space. In the first case, high degree nodes tend to be closer and thus more likely to be connected whereas, in the second, nodes with many common neighbors are considered closer. Note that a high number of common neighbors is generally seen as a signature of closeness in hidden metric space frameworks [35] .
Assuming that the probabilities of connection proposed by Ref. [19] are monotonic decreasing functions of the effective distance in these topologically-corrected Euclidean spaces, they can be used to estimate how close nodes are and, more importantly for GR, which neighbor is the closest to a given target. Figure 3 shows the results obtained with these topologically corrected distances for the 9 connectome used in Fig. 2 . The fact that the success rate when positions of nodes are shuffled is almost identical to (and sometime greater than) the one using the original positions suggests that the topological term dominates the calibration of the effective distances such that the modulation due to the physical Euclidean distance becomes marginal. In fact, in the case of Fig. 3(b) , the real Euclidean distances become totally superfluous. The only exceptions are the connectomes Human1 and Human2 on Fig. 3(a) , which does not come at a surprise given that these topological corrections have been de- Fig. 2(d) but where the effective distances are taken to be inversely proportional to the probability of connection proposed in Ref. [19] . (a) Denoting dij, ki, and kj the Euclidean distance between nodes i and j as well as their respective degree, the effective distance is proportional to d signed using human functional brain networks. That being said, even if their use marginally increase the success rate obtained on Fig. 2(d) using the Euclidean distances only, the topological corrections proposed in Ref. [19] do not appear sufficient to obtain a geometrical representation of brains across species in which the structure of the connectomes is fully encoded in the distances between the nodes.
Navigation in hyperbolic maps
We further explore the idea of effective distance in connectomes using the framework of networks embedded in hyperbolic space [36, 37] . In this approach, real complex networks are embedded in a hyperbolic space, in which the distance between nodes-an abstract measure balancing their similarity and popularity-determine their likelihood of being connected. Besides offering a geometric interpretation of the complex features observed in real networks [37] [38] [39] [40] [41] , geometric maps provide the recipe for sustainable routing protocols for the Internet [24] , shed light on the hierarchical organization of biochemical pathways in cells [42] and in protein interactions [43] , and allow a rich characterization of the evolution of international trade over fourteen decades [44] .
We embedded a large number of connectomes in hyperbolic space, covering many more species than in the previous sections, using the procedure briefly described in Methods. Basically, our embedding technique finds the coordinates (r, θ) in the hyperbolic plane that maximize the likelihood that the model generates a given network structure. Doing so, we obtained a geometrical representation of each of these connectomes without a prior knowledge of the physical positions of the nodes in Euclidean space. Figure 4(a) shows the hyperbolic map obtained for the connectome shown at Fig. 2(a) . Notice how the embedding captures the global organization of the original connectome: nodes in each hemisphere tend to stay together. Most importantly, notice that the two hemispheres on Fig. 2(a) are not disconnected (about 11% of links connect nodes in different hemispheres) which is reflected on Fig. 4(a) by the overlap of some regions of the two hemispheres.
Figure 4(c) shows that the success rate of greedy routing in the hyperbolic plane (GRH) becomes very close to 100% for every considered connectome. Moreover, Fig. 4(d) shows that the greedy paths are very close to their respective shortest paths with average stretches that never exceed 1.2, and less dispersion than in Euclidean space. These striking results imply that the inferred coordinates encode significant information on the structure of the connectomes.
The almost perfect success rates shown on Fig. 4(c) for GRH therefore suggest a deep, nontrivial relation between the connection probability given by Eq. (1) and the structure of the connectomes. Although the Euclidean distances do encode structural information (see Figs. 2(c)-(d) and Ref. [18, 19] ), Fig. 2(d) shows that this information is not complete and varies from one species to another. Additionally, while the degrees of nodes play an important role in Eq. (1) via the masses of nodes (or equivalently their radial position), Fig. 3 shows that such information is not sufficient to obtain a geometri- cal representation where the structure is fully reflected in the coordinates of nodes for all species. Interestingly, Fig. 4(c) indicates that the remaining quantity-the angular separation ∆θ in Eq. (1) coined as a measure of similarity of nodes [41] -is able to fill the gap and compensate for missing information. Altogether these results suggest 1) that other factors are at play in the existence of connections and should not be ignored, and 2) that the hyperbolic distance as obtained via our embedding procedure offers a meaningful effective distance taking into account these unknown factors. Indeed, Fig. 4(b) shows that Euclidean and hyperbolic distances tend to be correlated, but the striking difference between the success rates of GRE and GRH implies that distances in hyperbolic space are not a mere translation of the distances in Euclidean space. As a corollary, the geometrical representation in hyperbolic space as in Fig. 4(a) offers a meaningful way to visualize and compare connectomes.
DISCUSSION
Many real complex networks are naturally embedded in a physical space that shapes their structure and organization. Recent developments in neuroimaging technology have led to many connectivity datasets of brains-or connectomes-to now be available to scientific community. Using the success rate of GR as a proxy, we investigated how much does knowing where nodes are inform us on how they are connected to one another and, consequently, to what extent does the positions of the nodes encode the topology of the connectomes.
We showed that the natural Euclidean space in which brains are embedded encodes limited information with respect to the topology of connectomes. We showed that the success of GRE varies from one species to another, but the stretch remains always low, meaning that the increased efficiency of the routing in more "evolved" brains is not due to shortened greedy paths but to GR being able to find more of them. Consequently, the more "evolved" an organism is, the more congruent are the connections with the Euclidean space in which the connectome is em-bedded and the more distance matters in establishing connections. On the other hand, the fact that the variability of the success rate may be correlated with the resolution of the connectomes themselves hints that while coarse-grained positions may reflect the global topological organization of the brain, maps at the level of neurones could encode topological information at multiple scales. These hypotheses, however, are formulated based on a limited number of connectomes for which spatial positions are available, and their validation will require larger and more standardized connectomes. Also, given that the spatial positions are known at the first stages of the data extraction process (i.e., the images usually contain spatial information), we therefore advocate for them to be made available alongside the connectivity data. Doing so would encourage the scientific community to further investigate the interplay between connectomes and their spatial embedding.
We also explored the idea of effective distance which combines Euclidean distances with local tolopological properties of the nodes. Although some of the definitions proposed in the literature in the context of human functional brain networks [19] do perform better than the Euclidean distance alone, neither of them succeed in providing distances that encode sufficiently the topology of the human and non-human structural connectomes considered in this study.
In contrast, we showed that hyperbolic embeddings, in which the hyperbolic distance between brain regions is determined by a specific combination of degrees and similarity distance, offer a complementary and meaningful geometrical representation of connectomes for which the physical positions of nodes need not be known. Just as it had been shown in the context of international trade [44] , distances in the hyperbolic embedding of connectomes encode much more information than the ones in the "natural" Euclidean embedding, and our results suggest that this representation could be leveraged to better understand the organizing principles of the brain.
This study puts forward an interesting new path to further explore the synergy between Neuroscience and Network Science to better understand the inner workings of the brain. Given the small number of available connectomes that could be used and their non-uniformity (different experimental extraction techniques, different definitions of what constitutes a node), we advocate for the development of more systematic procedures to extract connectomes and, critically, for the publication of spatial coordinates alongside connectivity data. Future datasets will allow to refine the scope of our conclusions and, ultimately, lead to our understanding of the interplay between the organization of the brain and its embedding space.
Finally, convergent evidence indicates that non-human animals have the neuroanatomical, neurochemical, and neurophysiological substrates of conscious states along with the capacity to exhibit intentional behaviors [45] . Studying human and non-human connectomes on an equal footing as done in the present study could therefore allow to identify the unifying principles behind the emergence of cognition, while potentially unveiling at the same time the differences that make, or not, human cognition unique.
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MATERIALS AND METHODS

Description of connectome datasets
Hyperbolic embeddings
To understand the basics of this framework, let us consider first the S 1 model [36] , in which N nodes are placed in a simple metric space consisting in a circle of radius N/2π (density equals 1). Each of the N nodes gets first assigned a uniform random angular position, θ, and a mass, κ, proportional to its expected degree. Every pair of nodes i and j is then connected with probability
where ∆θ ij is the minimal angular separation between the two nodes, and where µ and β are free parameters fixing the expected average degree and clustering coefficient, respectively. From Eq. (1), we see that nodes For each connectome, the definition of nodes, the zone of the brain covered as well as whether geometrical information (i.e., positions) is available is indicated. The number of nodes (N ), the number of links (L), the density of links (ρ = 2L/N (N − 1)), its average degree ( k = 2L/N ), the assortativity coefficient (r), the average local clustering coefficient (c) and the modularity as obtained from Infomap (Q1) [46] and from multi-level modularity optimization (Q2) [47] are also given. [13] in this model are more likely to be connected if they are close-except for high-degree nodes which are likely to be connected regardless of their angular separation-which implies a non-vanishing clustering coefficient in the limit N → ∞. This is due to the triangle inequality of the embedding metric space stating that if nodes A and B are both close to node C, then A and B must be close as well. Note that other functions could be considered instead of Eq. (1) as long as they are a function of the ratio ∆θij κiκj to ensure that the expected degree of nodes in the network ensemble is proportional to their mass.
This model has a purely geometrical formulation in the hyperbolic disk, the H 2 model, in which the probability of connection only depends on the distance between nodes. In this isomorphic representation, nodes keep the same angular position, θ, but are now assigned a radial position that is a function of their mass
where
is the radius of the hyperbolic disk, and κ min is the value of the smallest mass. Under this transformation, nodes with large expected degrees are located close to the center while low-degree ones are near the periphery of the hyperbolic disk. The probability of connection, Eq. (1), then becomes
which now only depends on x ij = r i + r j + 2 ln (∆θ ij /2), a very good approximation of the length of geodesics in the hyperbolic disk (the exact value is obtained via the hyperbolic law of cosines). The parameters µ and β alongside the sequence of masses {κ i } (or equivalently the sequence of radii {r i }) define a ensemble of random networks with a given expected degree sequence and average coefficient of clustering, of which individual instances can be easily generated. But it can also be used the other way around. Indeed, it is possible to infer the position (r i , θ i ) of each node i of a given network structure in the hyperbolic plane [or equivalently the pair (κ i , θ i ) on the circle] such that the model generates surrogates of that network structure with high probability. More precisely, in its most basic formulation, the procedure roughly consists in finding the positions maximizing [24] 
where {a ij } are the entries of the adjacency matrix of the original network (a ij = a ji = 1 if nodes i and j are connected, a ij = a ji = 0 otherwise), using a standard Metropolis-Hastings algorithm. The details of the actual procedure used to obtain the embeddings for this paper will be the subject of an upcoming publication; meanwhile the interested reader is referred to Ref. [24] for further details.
