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A method is developed to find a differential equation satisfied by the integral 
R(x)= F(x,y) dy 
oo 
Given the holonomic function F(x, y) the computer finds the differential equation for R(x). 
A continuous version of the second author's "proof machine" for proving hypergeometric 
identities is used. 
"I could never esist a definite integraL" 
(G. H. Hardy--Coxeter, 1968) 
"'One thing I never did learn was contour integration. I had learned to do integrals by various 
methods hown in a book that my high-school physics teacher Mr. Bader had given me... .  
The book also showed how to differentiate parameters under the integral sign--It's a certain 
operation. It turns out that's not taught very much in the universities; they don't emphasize it. 
But I caughl on how to use that method, and I used that one damn tool again and again. So 
because I was self-taught using that book, I had peculiar methods of doing integrals. 
The result was that, when guys at MIT or Princeton had trouble doing a certain integral, it 
was because they couldn't do it with the standard methods they had learned in school. If it was 
contour integration, they would have found it; if it was a simple series expansion, they would 
have found it. Then I come along and try differentiating under the integral sign, and often it 
worked. So I got a great reputation for doing integrals, only because my box of tools was different 
from everybody else's, and they had tried all their tools on it before giving the problem to me." 
(Richard P, Feynman. 1985) 
1. Introduction 
The method o f  differentiating under the integral sign can be descr ibed as fol lows. Given 
a function F(x ,  y) of  x and y, one is interested in evaluating 
R(x) :=f~F(x ,y )dy .  (1) 
By differentiating R(x)  once or more with respect o x, and using integration by parts or 
change of variable, one gets a differential equat ion for R(x) .  Then one evaluates R(x)  
and its derivatives in an "easy"  point, and then solves the differential equation.  
Although termed a "method" ,  differentiating under the integral sign could hard ly  have 
been considered more than a trick, and the examples given in the few textbooks that treat 
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it (Edwards, 1921) are rather simple. One notable xception is Melzak's (1973) delightful 
book, that devotes a whole section to this method. 
In this paper we are going to present a unified theory of differentiation under the 
integral sign for the important and wide class of so-called holonomic functions. We will 
recall the "slow" elimination algorithm of Zeilberger (to appear), and present i in a form 
that will hopefully lead to a fast version using Buchberger's (1985) method of Gr6bner 
bases adapted to the Weyl algebra. For the subclass of "hyperexponential" functions we 
will give a fast algorithm, that given F(x, y), finds a linear differential equation satisfied 
by R(x). This "fast" algorithm is a continuous analog of Zeilberger's (1990) (see also 
Will & Zeilberger, 1990) algorithm for hypergeometric summation, that uses Gosper's 
(1978) algorithm as a subroutine. In Appendix 1 (which is published in Almkvist & 
Zeilberger, 1990) we give a listing of a MAPLE program that implements his algorithm, 
while Appendix 2 contains ample inputs and outputs. 
While the problem of indefinite integration in closed form is completely solved and 
implemented (Risch, 1970; Norman, 1983; Trager, 1985; Davenport et aL, 1988), there 
is currently no well-developed theory of definite integration (see Norman, 1983, 3.2). The 
present paper can be viewed as a first step toward developing a theory of definite 
integration. 
2. The Theoretical Foundation 
In Zeilberger (to appear), Bernstein's class of holonomic functions is considered, and 
it is shown how the methodology of holonomic functions and systems forms a natural 
framework for special function identities. Roughly a function F(x~ . . . . .  xn) is holonomic 
if it "satisfies as many linear differential equations with polynomial coefficients as possible" 
(see Appendix 4, Footnote 1 for the precise definition). 
The algebra of linear differential operators with polynomial coefficients in (x~,.. . ,  xn) 
is called the Weft algebra. It is generated by the "indeterminates" xl . . . .  , x~, D~,. . . ,  D,,, 
that obey the commutation relations 
x,xj = xjxf, D,D i = DID,, x,D i = Djx, ( i ~.j), 
and the "uncertainty principle" 
Dix  i - x iD  i = 1,  
where 1 is the identity operator. 
Excellent expositions on the Weyl algebra nd Bernstein's theory can be found in Bj6rk 
(1979) and Ehlers (1987). It was proved in Zeilberger (to appear) (section 6.4), using 
ideas of Bernstein (1971), that if F(x,y) is holonomic and P(x,y, Dx, D,.) and 
Q(x, y, D.~, Dy) are operators that generate a "holonomic ideal" then one can "eliminate" 
y. In other words, it is possible to find operators A(x, y, D~, D.,,) and B(x, y, Dx, D,.) such 
that 
S(x, D~, Dy) = A(x, y, Dx, O.~.) P(x, y, D.,., D.~.) + B(x, y, D.,., D v)Q(x, y, D.~, Dr) 
is independent ofy. It follows that F(x, y) is also annihilated by S: S(x, D,., D~.)F(x, y) 
0. One can write 
S(x, D.~, D,.) ~ S(x, Ox) + D.,.S'(x, D.,, D~.). (2) 
It is possible to show that it is always possible to have g~ 0. It follows that 
S(x, D~)F(x, y) = -DyS'(x, Dx, D,.)F(x, y). (3) 
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In the applications we have in mind, we will have that liml.,,i,o~ xnymD'~D~.F(x, y) = 0 for 
all integers n, rn, s and t. Therefore integrating with respect o y from -oo to oo, we get 
S(x, D~)R(x) = O. 
It was observed in Zeilberger (to appear) that the slow elimination algorithm for the 
discrete case, that was an adaptation of Sylvester's dialytic elimination method from 
commutative algebra, goes verbatim to the continuous case. The hope was raised that 
Buchberger's fruitful concept of  Gr~ibner bases could be used to get a fast elimination 
algorithm. We now reiterate this hope and make one more observation that should make 
the elimination even faster. 
OBSERVATION. In order for things to work we do not need that S' in (2) be independent 
of  y! Our previous insistence probably made S of higher order than necessary. 
This leads to the following 
RESEARCH PROBLEM. Develop a fast algorithm, using Gr/Sbner bases in the Weyl algebra 
(Galligo, 1985), that inputs two operators P(x, y, Dx, Dy) and Q(x, y, D<, D.v) and outputs 
operators A, B, C, S such that 
S(x, Dx) := AP + BQ + DyC (4) 
only depends on x and Dx. 
Basically we have to find an element S(x, D~) that does not involve y and D~., that 
belongs to the "ideal" generated by P, Q and Dy. But note that this ideal is neither "left" 
nor  "right", and therefore not an ideal at all, in the usual sense of the word. It is "left" 
with respect o P and Q and "right" with respect o D.v, and so one has to develop an 
ambidextrous Grgbner bases algorithm in the Weyl algebra. 
A major step towards this goal was recently achieved by Takayama (1989). 
A related notion to holonomicity is that of D-finiteness, which was considered by 
Lipshitz (1988). A formal power ser ies f (x l , . . . ,  x,) is D-finite i f thevector space generated 
by all its partial derivatives is finite dimensional over the field of rational functions in 
(x~, . . . ,x , ) .  Every holonomic function is ipsofacto D-finite, but the converse is not 
known (see Takayama, 1989). For our present purposes, the elegant elementary approach 
o f  Lipshitz (1988) suffices and there is no need to invoke the theory of holonomic functions. 
3. A Detailed Example 
In order to make the ideas clear, we will use ad hoc elimination to treat the following 
integral: 
R(x) : - - J_  expk-7 -y - ]dy .  
With F(x, y) = exp(-x2/y 2-y2) we have 
{ D~F = ( -2xty ~) F, D.~.F = (2x2/y3 _ 2y) F, 
or  
{ (y2D~ + 2x)F = O, 
(y3Dy-F 2y 4 -  2x2)F = 0. 
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We want to apply 5~ dy on these equations. Therefore we want to get rid of all terms 
containing y, except those of the type DyG. This depends on the fact that 
f~  D,,G dy=[G]~°  =0, 
since we assume that everything in sight tends to zero as y--> +oo. This means that after 
integration we can ignore all terms starting with D,, (i.e. put Dy = 0). Now 
y3Dy = Dyy 3 -- 3y 2, 
hence the second equation becomes 
QF = ( Dry 3 - 3y 2 + 2y 4 - 2x 2) F = 0. 
Apply Dr on the left and use the first equation 
y2D.F = -2xF  
several times. We obtain 
D~QF = DyD~y 3F-  3 D~y2 F + 2y2 D.ya F -  2Dxx2 F 
= DvDxy3F-3( -2x)F+2y2( -2x)F -2Dxx2F ,  
D~ Q F = D vD~yaF + 6 D~xF - 4y2(D.~x) F-  2 D2 x2 F 
= DyD2y 3 F + 6DxxF - 4y2(xD~ + 1) F - 2D2x 2 F 
= D,,D2yaF + 6DxxF + 8x2F-  4y2F - 2 D~x2F. 
D~ QF = D:,Day3F + 6D2~xF + 8 DxxEF - 4Dxy2F - 2D~x2F 
= DvD~y 3F + 6D~xF + 8 Dxx2F + 8xF-  2D]x2F. 
Dif ferent iat ing 
with respect o x, we obtain 
S(x):-'-ffoF(x,y)dy 
D~S(x)=f?oD~F(x,y)dy. 
Integrating D~QF, the first term vanishes, and we get 
(6D2 x + 8D~x 2 + 8x - 2D~x2)S(x) =- O. 
Using the rules of "multiplication" in the Weyl algebra, this factors to: 
(xDx + 3)(D~ - 2)(D~ + 2)S(x)  = 0. 
This differential equation has the general solution 
S(x) = Cl e2" + C2 e-=" + C3y3, 
where Y3 satisfies 
It 3 y3-4y .a=A/x  fo rA#0.  
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One can show that Y3 cannot be bounded at 0. But 
S(0) = f~ e -'~''~ dy = x/--~, 
hence C3 = 0. Assume that x > 0. Then S(X) --> 0 as x--> oo implies that also C~ = 0. It follows 
that 
S(x)  = J -~ e -2~. 
The above example has only pedagogical value, since it is done much easier by 
performing the substitution t =y -x /y  on the "obvious" integral I_~ exp(- f l )  = vr-ff~ (see 
Appendix 4, Footnote 2) or by an argument hat combines differentiation under the 
integral sign and substitution, that is given in p. 220 of Edwards (1921) book (reproduced 
in Appendix 4, Footnote 3). The advantage of the present method is that it is purely 
mechanical and has been programmed. We really hope that the experts on Gr6bner bases 
will develop a fast elimination algorithm. 
4. The Class of Hyperexponential Functions 
The discrete analog of the exponential function e c'~ is the geometric sequence a,, = c a, 
that has the property that a,,+~/an is constant. An important generalization of the class 
of  geometric sequences i the class of hypergeometric sequences, that consist of sequences 
{a,} for which a,÷~/an is a rational function of n. Hypergeometric sequences are important 
because they are the terms of hypergeometric series, by which most of the classical special 
functions can be expressed. 
Since the exponential function can be defined as a function f(x) for which f '(x)/f(x) 
is a constant, it is natural to define, as the continuous analog of hypergeometric sequences, 
an hyperexponential function to be a function f(x) for which the logarithmic derivative 
f'(x)/f(x) is a rational function of x. 
A function of several variables F(x~,..., x,) is hyperexponential f the logarithmic 
derivatives Dx, F/F, with respect to every variable x~, are rational functions of (xl . . . .  , x,,). 
Consider Eq. (3) where F(x, y) is hyperexponential. Since a hyperexponential function 
is obviously D-finite (see Lipshitz, 1988), it follows from a result of Lipshitz (Lipshitz, 
1988, Lemma 3) that there exist operators S and S' such that (3) holds. Now set 
G(x, y):= -S'(x, Dx, O~.)F(x, y). (5) 
It is easily proved by induction that for hyperexponential F, D~IP~.F/F is a rational 
function for every non-negative i and j. It follows that G(x, y) is a multiple of F(x, y) 
by a certain rational function, and thus hyperexponential on its own right. Now Eq. (3) 
can be rewritten as 
S(x, D~)F(x, y) = D,.G(x, y). (6) 
Thus we can forget about S' and concentrate our attention on finding the winning pair 
and G, now that we know that they exist. Suppose you already knew, or guessed, S. 
Then (6) asserts that S(x, D.~)F(x, y) can be integrated in closed form with respect o y, 
and Risch's algorithm (1970), that is implemented on many symbolic packages, can be 
used to find G(x, y). However, since S is not given, but has to be found, we chose to 
develop our own algorithm for indefinite integration, that is, in some sense, a special 
case of Risch's algorithm, but that we will be able to extend to find both g and (7 of (6). 
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This algorithm, that is a continuous analog of Gosper's (1978) (see also Lafon, 1983; 
Graham et aL, 1989) decision procedure for indefinite hypergeometric summation, will 
now be presented. 
5. A Decision Procedure for Indefinite Hyperexponential Integration 
(or Gosper's Algorithm Translated To The Continuous) 
This section follows closely Gosper's (1978) classical paper, and the numbering of the 
equations in this section correspond to that of Gosper's paper. To distinguish them from 
the other equations in this paper, they are prefixed with a "G". 
Input: A hyperexponential function a(y), i.e. a rational function P(y)/Q(y) such that 
a'(y)/a(y) = P(y)/Q(y). (Throughout this section a'(y) means Dya(y)=da(y)/dy.) 
Output: A hyperexponential function S(y) such that S'(y) = a(y) if such a hyperexponen- 
tial function S(y) exists, or the statement "a (y) does not have a hyperexponential indefinite 
integral". 
We first find polynomials p(y), q(y), r(y) such that 
(a(y)/p(y))' q(y) (G5) (a(y)/p(y)) r(y)' 
where q(y) and r(y) satisfy the condition 
gcd(r(y), q(y)- jr ' (y))= 1 for every non-negative integer j. (G6) 
It is always possible to do this for if ged(r(y), q(y)- jr ' (y))= g(y), then this common 
factor can be eliminated by 
p(y)~p(y)g(yy,  r(y) <-- r(y)/g(y), q(y)~-j(r(y)/g(y))'+(q(y)- jr '(y))/g(y). (G6') 
The values o f j  for which such g(y)s exist can be readily detected as the non-negative 
integer oots of the resultant of r(y) and q(y)- jr '(y) with respect o y. 
We now write 
S(y) = r(y)f(y)a(y)/p(y), (G7) 
where f (y)  is to be determined. By using S'(y)= a(y), 
f(y) = ( S(y )/ S'(y) ) p(y ) / r(y), 
sof(y) is a rational function whenever S(y)/S'(y) is (i.e. whenever S(y) is hyperexponen- 
tial). By substituting Eq. (G7) into S'(y)= a(y), we get 
a(y) --- r(y)f(y)( a(y)/p(y) ' + r(y)f'(y)( a(y)/p(y) + r'(y)f(y)( a(y )/p(y ) ). 
Multiplying this through by p(y)/a(y), and using Eq. (G5), we have 
p(y ) = ( q(y) + r'(y) )f(y) + r(y)f'(y), (G8) 
the differential equation for f(y). 
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THEOREM. l f  S'(y)/S(y) is a rational function of y, then f(y)  is a polynomial 
PROOF. We already know that f (y )  is a rational function when S'(y)/S(y) is, so suppose 
c(y) (G9) f(Y) = d (y---~' 
where d(y) is a polynomial of positive degree, and 
gcd(c(y), d(y))= 1. (G9a) 
Substituting (G9) in (GS) we get 
gcd + r' cd + r(c'd - cd') = d2p. (G10) 
It is always possible to write 
d(y) = A(y)kd(y), where gcd(A(y), d(y)) = 1, ged(A(y), A'(y) = 1. (G l l )  
Substituting (Gl l )  in (G10) it is readily seen that A(y) divides r(y), i.e. for some 
polynomial  f(y) 
r(y) = A(y)f(y).  (G12) 
Substituting (G12) in (G10) easily yields that A(y) is also a factor of q(y) - (k -  1)r'(y), 
but this contradicts the assumption (G6), and thus d(y) must be constant, QED. 
All that remains is to look for a polynomial f (y)  satisfying Eq. (GS), given p(y), q(y), 
and r(y). To do this, we must find an upper bound k, for the degree of the polynomial f (y) .  
CASE 1. 
deg(r(y)) --< deg(q(y) + r'(y)) = I. 
Setting f (y )= ckyk+ O(yk-1), we get p (y )= LCkyk+l+ O(yk*l-1), where L is a non-zero 
constant. Since the two sides of the equation must be of equal degree, 
k = deg(f(y)) = deg(p(y)) - I. 
CASE 2. 
Estimating 
and 
in Eq. (G8) leads to 
deg(q(y) + r'(y)) < deg(r(y)) = I. 
f (y)  = cky k -b C~_, yk-I + O(y ~-2) 
f ' (y ) = kckyk-t + ( k -  1) c~-tyk-2 + O(y k-3) 
p(y) = L( k )ckyk÷l-t + O(yk+l-2), 
where L(k) is linear in k and free of ck. Let k0 be the root of L(k). Then, the largest k 
for which Ck can be non-zero is 
k = max{ko, deg(p(y)) - l+ 1}, if ko is an integer, or 
k = deg(p(y)) - l+  1, if not. 
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In either case, if k < 0, the indefinite integral S(y) is not hyperexponential; otherwise we 
can substitute a kth degree polynomial, with k+ 1 undetermined coefficients, for f(y) in 
Eq. (G8). Equating like powers of y, we get a system of linear equations whose consistency 
is equivalent to the existence o fa  hyperexponential S(y) such that S'(y) = a(y) and whose 
solution provides f(y), whereupon the indefinite integral, S(y), is given by Eq. (G7). 
6. A Fast Algorithm for Definite Hyperexponential Integration 
Consider (1) where F(x, y) is hyperexponential. By the theory of holonomic systems, 
we know for sure that there exist S(x, D~) and a hyperexponential G(x, y) such that 
S(x, Dx)F(x, y) = DyG(x, y). (6) 
We now consider x as an auxiliary parameter and set 
g(x, Ox)=~ a~(x)D~, 
0 
where m is the guessed order of ~q. Letting the a, be unknown, we evaluate the left of  
(6), with the undetermined a,(x), and apply the algorithm of section 5 to find the G(x, y). 
In addition to the unknown coefficients o f f (y )  (that now depend on x) in this algorithm, 
we also have the unknowns a~(x). Since they appear linearly, we can modify the above 
algorithm and require that the resulting system of linear equations be consistent, and 
when it is, we get as the solution, not only the information about G(x, y), but also the 
successful S(x, Dx). We first try m = 0 and increase m until we get a solution. Note that 
there is no "trial and error" involved here, and we are guaranteed to eventually get a 
successful m. Furthermore, it is not hard to derive an a priori upper bound for m. 
When we use the subroutine of section 5, the left side of (6) already has the form of  
a polynomial times a hyperexponential function, so the starting value of p(y) is not 1, 
and we atready have a head start. 
A listing of  a MAPLE program that implements both the algorithms of section 6 and 
7 is given in Appendix 1, and Appendix 2 contains examples of input and output. 
7. The Method of Differencing under the Integral Sign 
The same idea can be used to find a linear recurrence relation satisfied by 
an := F,(y) dy, 
--OO 
where both F',(y)/F, (y) and F,,+I (y)/F,, (y) are rational functions of n and y, that possibly 
depend on other variables and parameters. We try a generic recurrence operator applied 
to F~(y), and enquire, by the above algorithm, when it has a hyperexponential primitive 
function with respect o y. 
SIMPLE EXAMPLE (Courtesy of L. Euler). If F, ,(y)= y" e -y, we have 
(n + 1 - S)F,(y) = D.~.(yF,,(y)), 
where Nan, := an+l. Integrating w.r.t, to y from -co to co yields (n + 1 -N)a , ,  = 0, i.e. 
a,,+l = (n + 1)a,,, and so a,, = n ! 
Appendix 3 gives a computer-generated proof of the recurrence that leads to the 
evaluation of  Euler's beta integral as well as four other, less trivial, recurrences. 
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8. Applications to the Theory of Special Functions 
It is perhaps urprising that while many deep hypergeometric sum identities are known 
(Bailey, 1964), all of which can be handled by the algorithm of Zeilberger (1990) relatively 
few hyperexponential ntegral identities of the form (1) are known, where both F(x, y) 
and R(x) are hyperexponential. In fact, the only non-trivial cases known to us are those 
that are obtained by applying the change of variable 
a 
t = x -  - 
x 
• oo 2 to the integral S-~ exp( - t  ) dt = v'~, and iterating (see Appendix 4, Footnote 2). Further- 
more, the differential equation that the algorithm outputs is never, in our experience, first 
order, so one has to resort to comparing initial values, that is much harder to do than in 
the discrete case (Zeilberger, 1990). In the discrete case the sums are usually terminating, 
and checking initial conditions is trivial. 
Many definite integral formulas that one can find in integral tables can be handled by 
the holonomic "slow" algorithm, but few fall into the hyperexponential class. On the 
other hand, the present algorithm is very useful for proving theorems in the theory of 
special functions. All the classical families of orthogonal polynomials may be defined in 
terms of a generating function 
~. P,,(x)y"=A(x,y), (7) 
,'I =0 
where A(x, y) turns out to be hyperexponential (except for the 3acobi polynomials). Then 
(7) can be rewritten as 
1 [ A(x,y) 
Po(x) =2qr---ii ,lyl=p y,+l dy. 
Since the integrand is hyperexponential, one can apply our algorithm to find, and prove, 
the differential equation satisfied by the sequence {P,(x)} defined by (7). Similarly, one 
can use our algorithm for differencing under the integral sign, outlined in the previous 
section, to find and prove the linear recurrence equation satisfied by the family. Examples 
are given in Appendices 2 and 3. 
Another application is to proving Rodrigues-type formulas (e.g. Hochstadt, 1961, p. 9). 
Here we use Cauchy's formula 
d" n t f, f(y) 
d-~ f (x )  = (2~-i)" ,i,.-.,q=p (Y-X) ''+~ dy. 
By using the algorithms of sections 6 and 7 we can get a differential equation and a 
recurrence quation respectively. 
Another application of the algorithm of section 7 is for finding a pure recurrence 
relation in n for sequences {a,,} given by 
a, =coeff. of x h in P(x)", 
where P(x) is a Laurent polynomial. This is useful in one-dimensional random walk 
problems. 
We would like to thank Viggo Kann for helpful suggestions. We also thank Shalosh B. Ekhad and 
Sol Tre for executing our programs. Finally we would like to thank the two referees for their 
numerous helpful comments. 
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Appendix 1 
A Maple Program Implementing the Algorithm of Section 6 
A.I.1. THE PROGRAM ITSELF 
The listing for the program is given in Almkvist & Zeilberger (to appear). It is available 
from Zeilberger via e-mail (please send your e-mail address via regular mail). Place that 
program in a file, and name it WHATYOUWILL. 
A.1.2. A TYPICAL INPUT FILE 
We wil l  descr ibe  how to use the program in the UNIX  operat ing  system. Readers  who 
use other  operat ing  systems wil l  easi ly make  the appropr ia te  modi f icat ions .  
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Place the following input file in a file called INPUT. You should replace WHATYOU- 
WILL by the full path name of the program file. 
#Beginning Of Typical Input File 
read 'WHATYOUWlLL ' :  
expli := 1: 
A := exp(-x^2/y^2 - y*2): 
B := exp(-2*x) :  
ORDER := 1: 
duis(expli,conj,A,B,ORDER,disorcon): 
quit: 
#End of Typical Input File 
In order to use the program, you type on your terminal 
maple < INPUT> OUTPUT 
After the execution is completed you can read the output file by entering "cat OUTPUT".  
The program can find both a differential equation and a recurrence quation. The 
default is the former case, where disorcon is not set to anything. Then A(x, y) is the 
integrand, B(x) is the conjectured right side (if known), in which case expli is set to 1, 
and the program itself finds "conj", which is the first order differential operator annihilat- 
ing B(x). I f  B(x) is not known explicitly, then we do not set anything for B, but set 
expli:= O. I f  B(x) is conjectured to satisfy a certain differential equation conj(x, D)B(x) = 
LLO, then we set conj := conj(x, D). I f  we do not know what differential equation B(x) 
satisfies, then we set conj:= 1. In every case the output is the differential operator 
gorem(x, D) and the hyperexponential function G(x, y) such that 
gorem(x, D)conj(x, D)A(x, y) = DyG(x, y). 
In other words S(x, D)=gorern(x, D)conj(x,D). ORDER is the guessed order of 
gorem(x, D). Note that A(x, y) must always be a function of x and y, and it is always 
assumed that y is the integration variable (so y is a global variable). 
If a recurrence quation is desired, then the integrand, A(n, y), must depend on n and 
y, and the program finds a recurrence operator, expressed in terms of the shift operator 
N, Nf(n ) := f (  n + 1 ). The above input file is the same, only now one sets disorcon := discrete. 
In the discrete case set expli := 0 always. 
Appendix 2 
Some Sample Inputs and Outputs for Finding Differential Equations 
1. With the following input the program proves 
exp( -x ' - / f -  y2) dy = ~ e - , 
- - co  
after the appropriate initial conditions are checked. 
#Begin input 
read 'WHATYO UWI LL': 
expli := 1: 
conj := 1: 
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A := exp(-xA2/y^2 - y^2): 
B :--- exp(-2*x): 
ORDER :-- 1: 
duis(expli,conj,A,B,ORDER,disorcon): 
quit: 
C/End input 
The output was: 
the conjectured rhs B is, exp(-2x) 
conj, the first order operator annihilating B(x) is, D+2 
Let R(x) be the integral of the following w.r.t, y 
X 2 
The operator annihilating R(x) is the following times conj 
-2+D 
G(x, y) is the integrand times 
21/), 
2. With the following input, the program finds, and then proves, that 
R(x):=I~exp(-x2/y2+ay2)dy 
satisfies the diiferential equation (4a + D2)R(x)---O. 
#Begin input 
read 'WHATYOUWILL': 
expli := 0: 
conj := 1: 
A := exp(-x^2/y^2 + a*y'~2): 
ORDER := 2: 
duis (expli,conj,A,B,ORD ER,disorcon): 
quit: 
C/End input 
The output was: 
conj is 1 
Let R(x) be the integral of the following w.r.t, y 
• X 2 
The operator annihilating R(x) is the following times conj 
4a + D 2 
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G(x, y) is the integrand times 
2 1/y 
3. 
#Begin of input 
read 'WHATYOUWILL': 
expli := 0: 
conj := 1: 
A := exp(-x^6/y^4- y^2): 
ORDER := 3: 
duis(expli,conj,A,B,ORDER,disorcon): 
quit: 
# End of input 
The output was 
conj is 1 
Let R(x) be the integral of the following w.r.t, y 
x 6 
The operator annihilating R(x) is the following times conj 
216x 5 + 7D-  12xD 2 + 4x2D 
G(x, y) is the integrand times 
(4x ~_y4+ 2y6)xS 
-54 y7 
4. With the following input, the program finds, and then proves, the differential equation 
satisfied by the Legendre polynomials, when the later are defined by their generating 
function: 
P~ ( x ) t" = (1-  2xt + t2) -t/2. 
n=0 
¢¢Begin of input 
¢~The diff. eq. for Legendre out of the gen. fun. 
read 'WHATYOUWI LL': 
expli := 0: 
A:= 1/(y^(n+ 1)*(1-2*x*y +y^2)^(1/2)): 
ORDER:= 2: 
duis (expli,conj,A,B,ORDER,disorcon): 
quit: 
~End of input 
The output was: 
¢¢The diff. eq. for Legendre out of the gen. fun. 
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conj is 1 
Let R(x) be the integral of the following w.r.t, y 
1 
y~+1)(1 - 2xy + y2)1/2 
The operator annihilating R(x) is the following times conj 
n (n + 1) -2xD-  (x -  1)(x+ 1)D z 
G(x, y) is the integrand times 
( -n  - 1 + 2nxy + xy - ny2)y 
( -  l + 2xy - y2) n 
words used = 156843, alloc--- 88064, time = 29.37 
5. With the following input, the program proves the Mehler formula for Hermite 
polynomials (e.g. Hoehstadt, 1961, p. 24, ex. 4). 
The Mehler formula came to the limelights when Foata (1978) gave a beautiful 
combinatorial proof that inaugurated the currently very active area of combinatorial 
special function theory. Unlike the computer-generated proof below, that is a verification, 
Foata's proof is a derivation, where every part of the generating function arises naturally. 
Furthermore, Foata's proof lead naturally to a proof of a multi-variate generalization f
the Mehler formula that was accomplished by Foata and Garsia (1979) (see also Foata, 
1981). The theory of holonomic systems i  incapable, even in principle, of proving multi- 
variate identities with an arbitrary number of variables. 
#Begin input 
#The Mehler formula for Hermite polynomials 
read 'WHATYOUWILL': 
expli := 0: 
A:= exp((2*x*y*z- y^2*(x^2 + z^2))/(2"(1 - y^2)))/((1 - y^2)^(1/2)*y^(n + 1)): 
ORDER := 2: 
duis(expli,conj,A,B,ORDER, disorcon): 
quit: 
#End of input 
The output was: 
#The Mehler formula for Hermite polynomials 
conj is 1 
Let R(x) be the integral of the following w.r.t, y 
{ 2xyz - y2( x2 + z=) exp,, / 
(1 _y2) l/2y~,+l~ 
The operator annihilating R(x) is the following times conj 
-n  + xD - O 2 
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G(x, y) is the integrand times 
Y 
words used = 138796, alloc = 79872, time = 26.87 
6. With the following input program proves the Doetsch identity (see Foata, 1981). 
#To Prove the Doetseh formula for Hermite polynomials (see Foata, Adv. 
#Appl. Math. 2(1981),250-259.) 
read 'WHATYOUWILL': 
expli := 0: 
A := y^( -n -  1)*(1 + 2"y^2)^(-3/2)*(1 + y 'x+ 2*y^2)*exp(y^2*xA2/(1 + 2"y^2)): 
ORDER :--- 2: 
duis(expli,conj,A,B,ORDER,disorcon): 
quit: 
The output was: 
conj is 1 
Let R(x) be the integral of the following w.r.t, y 
{ y2x2'~ 
yC-"-1~(1 +yx+2y 2) exp \ \ ]  
(1 +2y~) 3/2 
The operator annihilating R(x) is the following times conj 
-n  + xD - D 2 
G(x, y) is the integrand times 
Y 
words used= 194380, alloc = 112640, time = 40.10 
7. With the following input, the program proves the Rodrigues formula for Jacobi 
polynomials (Rainville, 1960, p. 257). 
#Begin input 
#Proves Rodrigues' formula for Jacobi polynomials by finding the 
#ditt. eq 
read 'WHATYOUWILL': 
expli := 0: 
A:= (y^2-1)^n*(1 - y)^a*(1 +y)^b*(1 - x)^(-a)*(1 + x)^(-b)/(y - x)^(n + 1): 
ORDER:=2: 
duis(expli,conj,A,B,ORDER,disorcon): 
quit: 
f /End input 
The output was: 
g~Proves Rodrigues' formula for Jacobi polynomials by finding the 
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#diff. eq 
conj is the identity 1 
Let R(x) be the integral of  the following w.r.t, y 
(y2 _ 1)"(1 -y )~(1  +y)b(1 - x)C-a)(1 +x)  (-~1 
(y -x )  c"+'~ 
The operator annihilating R(x) is the following times conj 
- (n+ a+ l + b)n+(a+ ax-b+ xb+ 2x)D+(- l  + x)(l + x)D 2 
G(x, y) is the integrand times 
(n+l ) ( - l+y) ( l+y)  
(-y+x) 
words used = 397108, alloc-~ 155648, time = 96.80 
8. With the following input, the program proves Euler's integral representation for the 
hypergeometric function 2F~(a, b; c; x) (Rainville, 1960, Th. 16, p. 47), if the latter is 
defined by its differential equation, or alternatively, finds the differential equation if it is 
defined in terms of the integral representation. 
~Begin of input 
#Proves Euler's integral representation for 2F1 
read 'WHATYOUWILL' :  
expli := 0: 
A := (1 - x*y)^(-a)*y^(b - 1)*(1 - y ) ' ( c -  b - 1): 
ORDER := 2: 
duis(expli,conj,A,B,ORDER,disorcon): 
quit: 
#End of input 
The output was: 
#Proves Euler's representation for 2F1 
conj is 1 
Let R(x) be the integral of the following w.r.t, y 
(1 -xy)l-")y~h-I~(1 _ y)l,.-h- l) 
The operator annihilating R(x) is the following times conj 
ba + (x + ax + xb-  c)D+ x(x -  1)D 2 
G(x, y) is the integrand times 
ay(- l  + y) 
- l+xy  
words used = 132760, alloc = 77824, time = 25.07 
9. Rational functions can always be integrated either by contour-integration r by partial 
fractions, at least in principle. Here is an example how our program finds a differential 
equation satisfied by such an integral. 
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g~ Begin input 
read 'WHATYOUWI LL': 
expli := 0: 
A := x^2/((x^3 + y*3)*(1 + y^3)): 
ORDER:= 2: 
duis(expli,conj,A,B,ORDER,disorcon): 
quit: 
#End input 
The program gave as output the following differential operator. We omit G(x, y). 
3x 2 + D + 5x3 D + x4 D 2 - xD z 
Appendix 3 
Sample Inputs and Outputs for Finding Recurrence Equations 
In all the following, the same program was used, and the input files have the same form, 
only now the parameter "dosorcon" is set to discrete, and A should involve n and y. 
N is the shift operator in the n direction: Nf(n) :=f(n + 1). 
1. With the following input the program finds, and proves, the recurrence quation 
satisfied by the Legendre polynomials, if the latter are defined by the Rodrigues formula. 
#Beginning of input 
read 'WHATYOUWILL': 
expli := 0: 
A:= (y^2-1)An/(y-x)^(n+ 1): 
ORDER:=2: 
duis(expli,conj,A,B,ORDER,discrete): 
quit: 
~End of input 
The output was: 
conj is 1 
Let R(n) be the integral of the following w.r.t, y 
y"(1 - y)"' 
The operator annihilating R(n) is the following times conj 
- -4n -4+2x(3+2n)N+( -n -2)N  2 
G(n, y) is the integrand times 
(y -  1)(y+ 1)( -y2+2yx-  1) 
-y+x 
words used = 161099, alloc = 94208, time = 31.43 
2. With the following input, the program finds the recurrence quation satisfied by the 
Jacobi polynomials, when defined in terms of their Rodrigues's formula. 
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#Begin of input 
#Finds, and proves, the recurrence quation for the Jacobi polynomials 
#when they are defined in terms of the Rodrigues formula. 
read 'WHATYO UWILL': 
expli := 0: 
A:= (y^2- 1)~n*(1 -y)^a*(1 + y)^b*(1 - x)^(-a)*(1 + x)^(-b)/(y-  x)^(n + 1): 
ORDER:= 2: 
duis (expli,conj,A,B,OR.DER,discrete): 
quit: 
#End of input 
The output is omitted (do it on your computer!). 
3. With the following input the program finds, and proves the recurrence satisfied by 
the sequence R(n) := constant term of (y + 1 + l /y)  '~. 
#Begin of input 
#Finds the recurrence for the constant term of ( l / y+ l+y)^n: 
read 'WHATYOUWlLL': 
expli := 0: 
A:= ( l /y+ 1 +y)^n/y: 
ORDER := 2: 
duis (expli,conj,A,B,ORDER,discrete): 
quit: 
#End of input 
The output was: 
#Finds the recurrence for the constant term of ( I /y+ 1 +y)'n: 
conj is 1 
Let R(n) be the integral of the following w.r.t, y 
(1 /y+l+y)  '~ 
Y 
The operator annihilating R(n) is the following times conj 
-3n -3  + (-2n - 3)N + (n + 2)N 2 
G(n, y) is the integrand times 
(y - 1)(y+ 1)(1 + y +y2) 
Y 
words used= 130521, al lot= 73728, time =23.02 
4. With the following input the program finds, and proves, the recurrence quation 
satisfied by the Legendre polynomials, when they are given in terms of their generating 
function (Rainville, 1960, p. 157 (1)). 
#The recurrence q. for Legendre out of the gen. fun. 
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read 'WHATYOUWILL': 
expli := 0: 
A:-- 1/(y^(n+ 1)*(1-2*x*y+y^2)^(1/2)):  
ORDER := 2: 
duis(expli,conj,A,B,ORDER,discrete): 
quit: 
The output was: 
#The recurrence q. for Legendre out of the gen. fun. 
conj is 1 
Let R(n) be the integral of the following w.r.t, y 
1 
y(n+l)(1 -- 2xy + y2)1/2 
The operator annihilating R(n) is the following times conj 
n+l -x (3+2n)N+(n+2)N 2 
G(n, y) is the integrand times 
-1 + 2xy _ y2 
Y 
words used = 117996, allot = 65536, time = 21.25 
5. Euler's Beta integral. 
One of the referees uggested that we present he evaluation of  the recurrence quation 
that leads to Euler's derivation of the beta function. Note that the recurrence, and the 
proof, hold when rn and n are thought of as real arguments, and then by standard 
uniqueness theorems, factorials can be replaced by Gamma functions. 
The input file was: 
read 'WHATYOUWILL' 
expli := 0: 
eonj := 1: 
A := y^n*(1 - y)^m: 
ORDER := 1: 
duis(expli,conj,A,B,ORDER,discrete): 
quit: 
The output was: 
conj is 1 
Let R(n) be the integrat of the following w.r.t, y 
yn(1 -y ) "  
The operator annihilating R(n) is the following times conj 
-n - l+(n+m+2)N 
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G(n, y) is the integrand times 
y ( - l+y)  
words used = 74417, al loc= 43008, time = 12.17 
Appendix 4 
Footnotes 
1. THE DEFIN IT ION OF " 'HOLONOMIC FUNCTION"  
The precise definition of holonomicity is as follows (Bjork, 1979, p. viii). Recall that 
the principal symbol of a linear partial differential operator 
P(x, D) = }~ a~(x)D"  
I¢,1 .... 
is the "highest homogeneous part in the Ds": 
~,(P)(x, ~) = Y a~(x)~". 
M=,n 
A function or distribution F is holonomic if the ideal of linear partial differential operators 
with polynomial coefficients annihilating it 
IF := {P(x, D); P(x, D)F  = 0}, 
has the property that the "variety of  common zeroes of the principal symbols of the 
elements of  IF" 
{(x, {) E C2n; cr( P)(x, ~) = O, V(x, D) ~ IF}, 
has the minimal dimension it could have, namely n. (That such a variety cannot have 
dimension less than n follows from the celebrated Bernstein inequality (Bj6rk, 1979).) 
As an application we will show that a wide class of hyperexponential functions is 
holonomic. 
LEMMA A.4.1. Let S (x ,y )  be a rational function: S (x ,y )=P(x ,y ) /Q(x ,y )  (P, Q poly- 
nomials) such that the varieties {(x,y) eC2; P ( x, y ) = O, Q ( x, y ) = O } and { ( x, y ) ~ C2 ; 
Qy(x, y)/ G(x, y) = O, Qx(x, y)/ G(x, y) = 0} (G := gcd( Qx, Q,.) ) and fix, y) a C2; G(x, y) = 
O, Q(x, y) = 0} are zero-dimensional ( i.e. consists of a finite set of  points) then F( x, y) := 
exp(S) is holonomic. 
PROOF. F(x,  y) = exp(S(x, y)) is easily seen to satisfy the following differential equations 
( Q2Dx - ( PxQ - PQx) )F(x,  y) - O, (i) 
( Q2Dy-  (P~.O - PQ,.))F(x, y) ~ O. (ii) 
(PvQ-  PQ. ) ( i ) - (PxQ-PQx) ( i i )  yields that F(x, y) also satisfies (since F(x, y) is C ~ we 
can "divide" by Q): 
((P.,.Q - PQ,)D~ - ( P.,.Q - PQ,.)Dy)F(x, y) =- O. (iii) 
Thus the variety of common zeroes of the principal symbols of IF is a subset of the variety 
{(x, y, t;,, ~r2) e C'; Q2~. = 0, Q2~" 2 = 0, (P,.Q - PQ,.)(, -(P.,.Q - PQ,.)~2 = 0}, 
which is easily seen to be two dimensional. It follows that the variety of zeroes has 
dimension -----2, and by Bernstein's inequality it is actually 2 and F is holonomic. 
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The same method of proof yields that under the condition of the lemma 
(P(x, y)/Q(x, y))" is always holonomic, and, since holonomicity is closed under multipli- 
cation (Zeilberger, to appear) also any product of such functions. 
Let us remark that since holonomic functions are D-finite (Zeilberger, to appear, 4.1), 
the existence of (3) could have also been established by Lipshitz's (1988) method. 
2. THE SECRET BEHIND MANY DEFINITE INTEGRALS 
The secret behind many definite integrals is a lemma that can be found in Herr (1857). 
It is probably not the earliest reference. It is likely that the trick was known to Euler or 
at least to Cauchy (Herr quotes Cauchy, among others, in the preface). 
LEMMA.  
PROOF. t =x--a/x if and only if 
{ t/2+~/fl/4+ a 
x = t/2 - vf~/4 + a 
SO~ 
We thus have 
if x> 0, 
if x<0,  
dx=fl /2+t/ , /7/4+a if x>0,  
dt ll/2-t/,,/~-/4+a if x<0.  
IO ~f(x--~)a dx ~ I_Lf( t ) (1/2+t/~/)  dr, 
The proof of the lemma is completed by adding the above two equations. 
3, HOW FEYNMAN WOULD HAVE EVALUATED THE INTEGRAL OF SECTION 3 
Sonce the derivation of the integral 
X2 
R(x):=f_ exp(---~-yQdy, 
given in (Edwards, 1921, p. 220) is "not as well known as it should be", and is "the 
argument that Feynman would have used directly", one of the referees uggested that 
we reproduce this derivation. It runs as follows: 
f oo /' x ,k 
R(x)= 2 Jo exp / - -5 -y ' /dy ,  
\ Y / 
SO 
Io ~ [ x 2 y~'~ dy R'(x) =-4x exp\- - 
=-4x  J~exPt - t -  t"]\ t: ] x "-5-' 
--- -2R(x).  
This integrates to R(x)=A e -z* and x=0 gives R(0)=,f--~. 
