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SPHERICAL MEANS AND PINNED DISTANCE SETS
DANIEL OBERLIN AND RICHARD OBERLIN
Abstract. We use mixed norm estimates for the spherical averaging
operator to obtain some results concerning pinned distance sets.
1. Introduction
Let E be a Borel subset of Rd and suppose x ∈ Rd. Define
Dx(E) = {|x− y| : y ∈ E}.
Then Dx(E) is called a pinned distance set of E. If the Hausdorff dimension
dimE of E is equal to β and if 0 ≤ τ < 1, one may consider the possibility
of estimates of the form
(1.1) dim{x ∈ Rd : dimDx(E) < τ} ≤ α
where α = α(d, β, τ). For example, Theorem 8.3 in [5] shows that if 0 ≤
τ ≤ min(1, β) then one may take α = d + τ − max(1, β). One purpose of
this note is to point out a relationship between estimates (1.1) and certain
mixed norm estimates for the spherical averaging operator S defined for nice
functions f on Rd and for x ∈ Rd, r > 0 by
Sf(x, r) =
∫
Sd−1
f(x− rσ) dσ.
Here dσ indicates integration with respect to Lebesgue measure on the unit
sphere Sd−1 in Rd. The mixed norm estimates we have in mind will be of
the form
(1.2)
(∫
Rd
( ∫ R0
r0
|Sf(x, r)|s dr
)q/s
dλ(x)
)1/q
. |||f |||
where λ is an α-dimensional measure on Rd and where |||·||| stands for either
an Lp or a Sobolev norm on Rd.
To describe the relationship between estimates (1.1) and (1.2) requires a
little background. We begin by repeating some material from [2]: for ρ > 0,
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let Kρ be a kernel defined on R
d by
(1.3) Kρ(x) = |x|
−ρ1B(0,r(d))(x)
where r = r(d) is a positive parameter. Suppose that the Borel probability
measure ν on Rd is a γ-dimensional measure in the sense that ν
(
B(x, δ)
)
.
δγ for all x ∈ Rd and δ > 0. If ρ < γ it follows that
ν ∗Kρ ∈ L
∞(Rd).
Also
ν ∗Kρ ∈ L
1(Rd)
so long as ρ < d. Thus, for ǫ > 0 and 1 < p <∞, we have
(1.4) ν ∗Kρ ∈ L
p(Rd), ρ = γ +
1
p
(d− γ)− ǫ
by interpolation. The following lemma from [2] is a weak converse of this
observation.
Lemma 1.1. If (1.4) holds with ǫ = 0 and 1 < p <∞, then ν is absolutely
continuous with respect to Hausdorff measure of dimension γ − ǫ′ for any
ǫ′ > 0. Thus the support of ν has Hausdorff dimension at least γ.
Returning to the relationship between (1.1) and (1.2), suppose that ν
is a Borel probability measure on E ⊂ Rd. For each x ∈ Rd define the
probability measure νx on Dx(E) by
∫
[0,∞)
g dνx =
∫
E
g(|x− e|) dν(e).
The proof of the next lemma will be given in §3.
Lemma 1.2. Suppose ν is as above, ρ > d − 1, and 0 < r0 < R0. Then,
given r(1) in (1.3), it is possible to choose r(d) (in (1.3)) so that we have
the estimate
(1.5) νx ∗Kρ+1−d (r) . S(ν ∗Kρ)(x, r) (x ∈ R
d, r0 ≤ r ≤ R0).
Here, then, is a rough sketch (we have neglected ǫ’s and various other details)
of the argument which shows how estimates (1.2) for |||·||| = ‖ · ‖p can imply
estimates (1.1). (This argument is analogous to one in [2] for orthogonal
projections.) Suppose that E ⊂ Rd carries a β-dimensional probability
measure ν. Then ν ∗Kρ ∈ L
p(Rd) for ρ given by
ρ = β +
1
p
(d− β).
If (1.2) holds for |||·||| = ‖·‖p, then (1.5) shows that νx∗Kρ+1−d ∈ L
s([r0, R0])
for λ almost all x ∈ Rd. It will then follow from Lemma 1.1 that for τ given
by
ρ+ 1− d = τ +
1
s
(1− τ)
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the support of νx has dimension at least τ for λ almost all x. Since νx
is supported on Dx(E) and since λ is an arbitrary α-dimensional measure,
(1.1) follows.
The remainder of this note is organized as follows: §2 contains the state-
ments of our results and §3 contains their proofs.
2. Results
Estimates such as (1.2) are examples of what Wolff [6] called “Lp → Lq
inequalities for the wave equation relative to fractal measures” - see also [1],
[3], [4]. The following example, an estimate for a “fractal spherical maximal
function”, is an easy consequence of Theorem 4S in [4].
Theorem 2.1. Suppose that λ is a nonnegative compactly-supported Borel
measure on Rd and suppose that for some α ∈ (0, (d − 1)/2) the measure λ
satisfies an estimate
(2.1) λ
(
B(x, δ)
)
. δα
for x ∈ Rd, δ > 0. Then, for ǫ > 0, q < 2, and 0 < r0 < R0 < ∞, there is
the estimate
(2.2)
( ∫
Rd
(
sup
r0<r<R0
|Sf(x, r)|
)q
dλ(x)
)1/q
. ‖f‖W 2,(1−α)/2−ǫ .
The constant implicit in (2.2) depends on the size of the support of λ, the
constant implicit in (2.1), ǫ, q, r0, and R0.
The next estimate, of form (1.1), is a consequence of Theorem 2.1:
Theorem 2.2. Suppose that the compact set E ⊂ Rd satisfies dimE = β for
some β > 0. Suppose that 0 < τ < 1 and that 2τ+(d−1)/2 < β < 2τ+d−1.
Then
dim{x ∈ Rd : dimDx(E) < τ} ≤ 2τ − β + d− 1.
The proof of Theorem 4S in [4] depends on Fourier analysis. Theorem
2.3 below is proved by modifying a measure-theoretic argument previously
used in [2] and [3].
Theorem 2.3. Suppose λ is a compactly supported probability measure on
R
d and, for any fixed 0 < r0 < R0 <∞, consider the mixed norm estimate
(2.3)
( ∫
R2
( ∫ R0
r0
|Sf(x, r)|s dr
)q/s
dλ(x)
)1/q
. ‖f‖p.
(a) Suppose d = 2 and α > 1/2. Suppose that λ satisfies the Frostman
condition
(2.4)
∫
R2
∫
R2
1
|x1 − x2|α
dλ(x2) dλ(x1) ≤ C <∞.
Then (2.3) holds when(1
p
,
1
q
,
1
s
)
= t
(1
2
,
1
2α
,
1
4
)
+ (1− t)
(
1, 0, 1
)
, 0 ≤ t < 1.
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(b) Suppose d = 2 and 0 < α < α′ < 1/2. Suppose that λ satisfies the
condition
(2.5) λ
(
B(x, δ)
)
≤ Cδα
′
(x ∈ R2, δ > 0).
Then (2.3) holds where
(2.6)
(1
p
,
1
q
,
1
s
)
= t
( 1
1 + 2α
,
1
1 + 2α
,
1− α
1 + 2α
)
+(1− t)
(
1, 0, 1
)
, 0 ≤ t < 1.
(c) Suppose d > 2 and 0 < α < α′ < 1. Suppose that λ satisfies the condition
(2.7) λ
(
B(x, δ)
)
≤ Cδα
′
(x ∈ Rd, δ > 0).
Then (2.3) holds where
(2.8)
(1
p
,
1
q
,
1
s
)
= t
( 1
1 + α
,
1
1 + α
,
1− α
1 + α
)
+ (1− t)
(
1, 0, 1
)
, 0 ≤ t < 1.
The implied constant in (2.3) depends on r0, R0, the size of the support
of λ, C from (2.4), (2.5), or (2.7), and t. There is an analogue of (c) of
Theorem 2.3 for α > 1, but it is essentially subsumed by Theorem 2.2. A
consequence of Theorem 2.3 is the following analogue of Theorem 1.2 in [2]:
Theorem 2.4. Suppose E ⊂ Rd has Hausdorff dimension β.
(a) If d = 2 and β > 1/2, then
dim{x ∈ R2 : dimDx(E) < (2β − 1)/3} = 0.
(b) If d > 2 and β > d− 2, then
dim{x ∈ R2 : dimDx(E) < (β + 2− d)/2} = 0.
3. Proofs
Proof of Lemma 1.2: Suppose δ ∈ (0, r0/2). Write σx,r for normalized
Lebesgue measure on {y ∈ Rd : |x− y| = r}. Then if r0 ≤ r ≤ R0 we have
νx([r − δ, r + δ]) =
∫
E
1[r−δ,r+δ](|x− e|) dν(e) ≈
〈δ1−d1B(0,δ) ∗ σx,r, ν〉 = 〈σx,r, δ
1−d1B(0,δ) ∗ ν〉 = S(δ
1−d1B(0,δ) ∗ ν)(x, r),
where the implied constant depends on R0. If r(1) ≤ r0/4 and
Kρ+1−d(x) = |x|
−(ρ+1−d)1B(0,r(1))(x), x ∈ R
then
νx ∗Kρ+1−d(r) ≈
∑
2−j≤r(1)
2(ρ+1−d)jνx([r − 2
−j , r + 2−j ]) =
∑
2−j≤r(1)
2(ρ+1−d)jS
(
(2−j)−(d−1)1B(0,2−j ) ∗ ν
)
(x, r) . S(Kρ ∗ ν)(x, r),
so long as r(d) & r(1).

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Proof of Theorem 2.1: As mentioned in §2, the proof of Theorem 2.1 is
consequence of the following result from [4]:
Theorem 3.1. Suppose µ is a nonnegative Borel measure on a compact
subset of Rd × (0,∞) and suppose that, for some α ∈
(
0, (d − 1)/2
)
, µ
satisfies the estimate
(3.1) µ
(
{(x, r) ∈ Rd × (0,∞) : |x− x′|+ |r − r′| < δ}
)
. δα
for all (x′, r′) ∈ Rd × (0,∞) and δ > 0. Then, for ǫ > 0,
(3.2) ‖Sf‖
L2,∞µ
. ‖f‖W 2,(1−α)/2+ǫ .
Since µ is compactly supported, supp(µ) ⊂ B(0,M) × [r0, R0] for some
M > 0 and 0 < r0 < R0 < ∞. The proof of Theorem 3.1 shows that
the constant implicit in (3.2) is, for fixed M , r0, R0, α, and ǫ, bounded
by a function of the constant implicit in (3.1). Suppose that λ is as in
the statement of Theorem 2.1 and x 7→ r(x) is any Borel function from the
compact support of λ into [r0, R0]. If the measure µ on R
d×(0,∞) is defined
by ∫
Rd×(0,∞)
f dµ =
∫
Rd
f
(
x, r(x)
)
dλ(x)
then the hypothesis (2.1) on λ ensures that the measures µ satisfy (3.1)
uniformly in the choice of r(x). Thus
‖Sf
(
·, r(·)
)
‖L2,∞λ
. ‖f‖W 2,(1−α)/2+ǫ
with implicit constant independent of r(x). That is enough to establish
(2.2). 
Proof of Theorem 2.2: Define α by α = 2τ − β + d − 1 and let λ be any
measure satisfying (2.1). It will be enough to show that if F˜ ⊂ Rd is any
compact set with λ(F˜ ) > 0 then there is a compact subset F of F˜ with
λ(F ) > 0 such that dimDx(E) ≥ τ for λ-a.a.x ∈ F .
Fix a small ǫ > 0 and set β′ = β−ǫ. Since dimE = β there is a probability
measure ν on E with
(3.3)
∫
Rd
|νˆ(ξ)|2
|ξ|d−β′
dξ <∞.
Now fix F˜ with λ(F˜ ) > 0 as above and choose 0 < r0 < R0 (in (1.2)),
r(1) (in the definition of the one-dimensional kernel Kρ), and F ⊂ F˜ with
λ(F ) > 0 such that νx([r0 + r(1), R0 − r(1)]) > 0 for λ-a.a.x ∈ F . Choose
r(d) in the definition of the d-dimensional kernel Kρ so that (1.5) holds.
Since the d-dimensional Kρ satisfies |Kˆρ(ξ)| . |ξ|
−d+ρ it follows from (3.3)
that Kρ ∗ ν ∈W
2,(1−α)/2−ǫ/2 if
ρ = (α+ β + d− 1)/2.
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Then Theorem 2.1 and Lemma 1.2 show that for any s < ∞ we have, for
the one-dimensional kernel K(α+β+1−d)/2, that
νx ∗K(α+β+1−d)/2 ∈ L
s(r0, R0)
for λ-a.a.x ∈ F . It follows from Lemma 1.1 (with d = 1) and the fact that
νx is supported on Dx(E) that
dimDx(E) ≥
(α+ β + 1− d)/2 − 1/s
1− 1/s
=
τ − 1/s
1− 1/s
for every s < ∞ for λ-a.a.x ∈ F . Letting s → ∞, we have dimDx(E) ≥ τ
for λ-a.a.x ∈ F as desired. 
Proof of Theorem 2.3: It is clear that (2.3) holds when p = 1, q = ∞,
and s = 1. Thus it is enough to prove a restricted weak type version of the
result that would correspond to (2.3) with t = 1. So suppose E ⊂ Rd and
S1E (x, r) ≥ µ for
(x, r) ∈ F = {(x, r) : x ∈ A ⊂ Rd, r ∈ Tx ⊂ [r0, R0]}
where the one-dimensional measure |Tx| satisfies B ≤ |Tx| ≤ 2B for some
positive B. We will show that if 1/p, 1/q/, 1/s correspond to t = 1 then the
inequality
(3.4) µλ(A)1/qB1/s . |E|1/p
holds. The strategy is to estimate |E| from below. If x ∈ Rd let
Ex = {x+ rω ∈ E : r ∈ Tx, ω ∈ S
d−1}.
Then, for x1, . . . , xN ∈ A we have
(3.5) |E| ≥
N∑
j=1
|Exj | −
∑
1≤j<k≤N
|Exj ∩Exk |.
It follows from our assumptions that if x ∈ A then
(3.6) |Ex| & Bµ.
To make use of this by way of the estimate (3.5) we will need an upper
bound for |Ex1 ∩ Ex2 |. Thus we will begin the proof of (a) by establishing
the following (two-dimensional) estimate
(3.7) |Ex1 ∩ Ex2 | .
B3/2
|x1 − x2|1/2
(where the implied constant depends on r0 and the size of the support of λ).
Proof of (3.7): Assume without loss of generality that the xi lie on the x-axis
and abuse notation by writing xi = (xi, 0). Consider the transformation of
R
2 defined by
(y1, y2) 7→
(
(x1 − y1)
2 + y22 , (x2 − y1)
2 + y22
)
=˙(r21 , r
2
2).
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We will establish (3.7) by showing that∫
Tx2
∫
Tx1
∣∣∣∂(y1, y2)
∂(r1, r2)
∣∣∣ dr1 dr2 . B
3/2
|x1 − x2|1/2
.
Since r0 ≤ r1, r2 ≤ R0 it is enough to show that
(3.8)
∫
Tx2
∫
Tx1
∣∣∣∂(y1, y2)
∂(r21 , r
2
2)
∣∣∣ dr1 dr2 . B
3/2
|x1 − x2|1/2
holds. A computation shows that∣∣∣∂(y1, y2)
∂(r21, r
2
2)
∣∣∣ = 1
|y2| |x1 − x2|
.
Now |y2| |x1 − x2| is just twice the area of the triangle with vertices (x1, 0), (x2, 0), (y1, y2).
Write θ for the angle between the x-axis and the line through (x1, 0) and
(y1, y2) and ∆ for |x1 − x2|. From
r1 cos θ =
r21 +∆
2 − r22
2∆
it follows that
2|y2| |x1 − x2| = 2∆r1 sin θ =
√(
r22 − (r1 −∆)
2
)(
r22 − (r1 +∆)
2
)
.
Since r1, r2 ≥ r0 we can estimate√(
r22 − |r1 −∆|
2
)(
r22 − |r1 +∆|
2
)
&
√∣∣(r2 − |r1 −∆|)(r2 − |r1 +∆|)∣∣ .
Therefore (3.8) will follow from the estimate∫
Tx1
∫
Tx2
1√∣∣(r2 − |r1 −∆|)(r2 − |r1 +∆|)∣∣
dr1 dr2 .
B3/2
∆1/2
.
Since B ≤ |T (xi)| ≤ 2B, a scaling argument shows that this will follow from
(3.9)
∫
T1
∫
T2
1√∣∣(r2 − |r1 − 1|)(r2 − |r1 + 1|)∣∣
dr1 dr2 . B
3/2.
where B ≤ |Ti| ≤ 2B and Ti ⊂ (η,∞). Here η > 0 depends on r0 and an
upper bound for ∆ = |x1 − x2| and so on the size of the support of λ. Also
the implied constant in (3.9) depends on η. To see (3.9), note that, since
r1 > η, at least one of the numbers
r2 − |r1 − 1|, r2 − |r1 + 1|
must have absolute value & η and so∫
T1
∫
T2
1√∣∣(r2 − |r1 − 1|)(r2 − |r1 + 1|)∣∣
dr1 dr2 .
C(η)
∫
T1
∫
T2
( 1√∣∣r2 − |r1 − 1|∣∣
+
1√∣∣r2 − |r1 + 1|∣∣
)
dr2 dr1.
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Now (3.9) follows since the inner integral is. |T2|
1/2. 
We return to the project of bounding |E| from below. If x1, . . . , xN are
in A, then we estimate, using (3.5), (3.6), and (3.7), that
(3.10) |E| ≥ | ∪j Exj | ≥ NBµ− CB
3/2
∑
1≤j<k≤N
1
|xj − xk|1/2
.
We need to choose the xj ∈ A in order to control the sum∑
1≤j<k≤N
1
|xj − xk|1/2
and we will do this by choosing the xj independently from the probability
space (
A,
λ
λ(A)
)
.
We reason
E
( 1
|xj − xk|1/2
)
=
1
λ(A)2
∫
A
∫
A
1
|xj − xk|1/2
dλ(xj) dλ(xk) ≤
1
λ(A)2
(∫
A
∫
A
1 dλ(xj) dλ(xk)
)1−1/2α( ∫
A
∫
A
1
|xj − xk|α
dλ(xj) dλ(xk)
)1/2α
≤
C
λ(A)1/α
,
where we have used the hypotheses α > 1/2 and∫
R2
∫
R2
1
|xj − xk|α
dλ(xj) dλ(xk) <∞.
Therefore
E
( ∑
1≤j<k≤N
1
|xj − xk|1/2
)
.
N2
λ(A)1/α
and so there are x1, . . . , xN ∈ A for which (3.10) gives
|E| ≥ | ∪j Exj | ≥ NBµ−
CN2B3/2
λ(A)1/α
.
An appropriate choice of N then yields
(3.11) µ2B1/2λ(A)1/α . |E|,
which is equivalent to (3.4). (The N here will be & 1 so long as
µB−1/2λ1/α & 1.
If this fails it is easy to see that (3.11) holds anyway.)
The proofs of (b) and (c) follow the same general strategy. For (b) we
will start with (3.10) but use the following lemma to choose the points xj .
Lemma 3.2. Suppose 0 < α < α′ < γ ≤ d and suppose that λ is a nonneg-
ative compactly supported Borel measure on Rd satisfying the estimate
(3.12) λ
(
B(x, δ)
)
≤ C δα
′
(x ∈ Rd, δ > 0).
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Then it is possible to choose x1, . . . , xN ∈ A such that
(3.13)
∑
1≤i<j≤N
1
|xi − xj|γ
. λ(A)−γ/αN1+γ/α,
where the implied constant depends on α,α′, γ, C, and the size of the support
of λ.
Proof of Lemma 3.2: For k = 2, . . . N , set
ηk = c
(λ(A)
k
)1/α
where c is a small positive constant which will depend only on α, α′, the size
of the support of λ, and C from (3.12): if x1, . . . xN−1 ∈ A, 1 ≤ k ≤ N − 1,
and if we define
A(x1, . . . , xk) = {x ∈ A : |x− xj| ≥ ηj, 1 ≤ j ≤ k},
then c should be chosen small enough to guarantee that
(3.14) λ
(
A(x1, . . . , xk)
)
≥ λ(A)/2.
Now define
A˜N = {(x1, . . . , xN ) ∈ A
N : x1 ∈ A, x2 ∈ A(x1), . . . , xN ∈ A(x1, . . . , xN−1)}
and define a probability measure λ˜ on A˜N by
〈f, λ˜〉 =
1
λ(A)
∫
A
1
λ
(
A(x1)
)
∫
A(x1)
· · ·
1
λ
(
A(x1, . . . xN−1)
)
∫
A(x1,...,xN−1)
f(x1, . . . xN ) dλ(xN ) · · · dλ(x2) dλ(x1).
If j < k, taking an expectation with respect to λ˜ gives
E
( 1
|xj − xk|γ
)
. ηα−γj λ(A)
−2
∫
A×A
1
|xj − xk|α
d(λ× λ)(xk, xj) .
ηα−γj λ(A)
−1 . λ(A)−γ/αjγ/α−1,
where we have used (3.12) and α′ > α. Thus
E
( ∑
1≤j<k≤N
1
|xj − xk|γ
)
. λ(A)−γ/α
∑
1≤j<k≤N
jγ/α−1 . λ(A)−γ/αN1+γ/α.

We return to the proof of (b). Taking γ = 1/2, Lemma 2.3 shows that we
can choose x1, . . . , xN ∈ A with
∑
1≤j<k≤N
1
|xj − xk|1/2
. λ(A)−1/2αN1+1/2α.
10 SPHERICAL MEANS AND PINNED DISTANCE SETS
This time (3.10) gives
|E| ≥ | ∪j Exj | ≥ NBµ−
CN1+1/2αB3/2
λ(A)1/2α
and an optimal choice of N gives
(3.15) µ1+2αB1−αλ(A) . |E|.
(Again, N here will be & 1 so long as µB−1/2λ(A)1/2α & 1, and if this fails
it is easy to see that (3.15) holds anyway.) This completes the proof of (b).
The proof of (c) is again very similar. In this case the analogue of (3.7)
is the estimate
(3.16) |Ex1 ∩ Ex2 | .
B2
|x1 − x2|
,
which we will establish below. With (3.16) and the choice γ = 1 in Lemma
3.2, (3.5) leads to
|E| ≥ | ∪j Exj | ≥ NBµ−
CN1+1/αB2
λ(A)1/α
.
One then proceeds as in the proof of (b). We omit the details here and
will conclude the proof of Theorem 2.3 by sketching a proof of (3.16). Our
starting point for this is the well known (see, e.g., Lemma 1 in [3]) estimate
(3.17) |Aδ(x1, r1) ∩Aδ(x2, r2)| .
δ2
δ + |x1 − x2|+ |r1 − r2|
,
valid for annuli in Rd so long as d ≥ 3. Assume that δ is small and that
the subsets S(xi) ⊂ [r0, R0] can be written as disjoint unions of 2δ-length
intervals:
S(xi) = ∪
J
j=1[r
i
j − δ, r
i
j + δ].
Then since |S(xi)| ≈ B we have Jδ ≈ B. Now
Exi ⊂ ∪
J
j=1Aδ(xi, r
i
j)
so, by (3.17),
|Ex1∩Ex2 | ≤
∑
j1,j2
|Aδ(x1, r
1
j1)∩Aδ(x2, r
2
j2)| .
∑
j1,j2
δ2
δ + |x1 − x2|+ |r
1
j1
− r2j2 |
.
For fixed j1 a rearrangement argument and Jδ ≈ B show that
∑
j2
δ
δ + |x1 − x2|+ |r1j1 − r
2
j2
|
.
∫ |x1−x2|+B
|x1−x2|
1
r
dr.
Thus, using Jδ ≈ B again,
|Ex1 ∩ Ex2 | . B log(1 +B/|x1 − x2|),
more than enough to establish (3.16).

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Proof of Theorem 2.4: The proof is analogous to the proof of Theorem
2.2. We begin with (a). Fix an arbitrary η > 0. We will show that
dim{x ∈ R2 : dimDx(E) < (2β − 1)/3 − η} = 0.
Fix α and α′ with 0 < α < α′ < 1/2. Suppose that λ is compactly supported
and satisfies (2.5). It is enough to show that if F˜ ⊂ R2 is compact and
λ(F˜ ) > 0, then there is some compact F with F ⊂ F˜ , λ(F ) > 0, and
dimDx(E) > (2β − 1)/3 − η for λ-a.a.x ∈ F .
Fix a small ǫ > 0. Set β′ = β − ǫ. Suppose p, q, and s are defined by
(2.6) with t = 1− ǫ, then put
ρ = β′ +
1
p
(2− β′)− ǫ,
and finally define τ by
ρ− 1 = τ +
1
s
(1− τ).
Observe that if ǫ were 0 then we would have τ = (2β − 1)/3. Thus if ǫ is
small enough, we do have τ > (2β − 1)/3 − η. Since dimE = β there is a
probability measure ν on E satisfying
ν
(
B(x, δ)
)
. δβ
′
(x ∈ R2, δ > 0).
Now let F˜ be as above and then choose r0, R0, r(1), r(2), and F as in the
proof of Theorem 2.2. It follows from the discussion before Lemma 1.1 and
the definition of ρ that ν ∗ Kρ ∈ L
p(R2). It then follows, as in the proof
of Theorem 2.2 but using (b) of Theorem 2.3 instead of Theorem 2.1, that
dimDx(E) ≥ τ for λ-a.a.x ∈ F .
The proof of (b) of Theorem 2.4 uses (c) of Theorem 2.3 instead of (b) of
that theorem and is otherwise analogous to the argument above.

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