We consider the problem of partitioning a graph G = (V; E) into two sets V 1 and V 2 such that jV 1 \ V 2 j is no more than an integer d, and such that P u2V 1 ?V 2 ;v2V 2 ?V 1 (u; v) is minimized. We show that this problem is NP-hard in general. It remains NP-hard if jV 1 j = jV 2 j, or if we insist that, for any bipartition, v 1 2 V 1 and v 2 2 V 2 for two speci c nodes v 1 ; v 2 2 V . The problem variation in which either jV 1 j = jV 2 j or jV 1 j = k, k 2 Z + , nds important applications in VLSI layout and hypertext partitioning. We examine the latter problems on special cases of graphs which have been examined in the literature for similar partitioning problems. We present polynomial time algorithms for the special cases of (a) series-parallel graphs, and (b) solid grids.
Introduction
In this paper, we rst consider the problem of partitioning a graph G = (V; E) of n nodes and m edges into two sets V 1 and V 2 such that jV 1 Throughout this paper, we are going to use the second equivalent formulation. The special case when d = 0 has been extensively studied in the literature and is the well known min-cut problem. Consider the variation of the min-cut problem where we insist that node v 1 be in V 1 and node v 2 be in V 2 . This is the v 1 =v 2 min-cut problem which is solvable inÕ(n m) time using maximum ow techniques 5]. Clearly, the algorithm for the v 1 =v 2 min-cut problem can be used as a subroutine to solve the min-cut problem in polynomial time. The (d; v 1 =v 2 ) problem is de ned in a way analogous to the v 1 =v 2 min-cut problem by allowing up to d node duplications. Here we assume that v 1 and v 2 cannot be duplicated.
In contrast to the above min-cut problems, we have shown the following complexity results stated here without proof due to space limitations: Subsequently, we concentrate on a variation of the partitioning problem where we insist that sets V 1 and V 2 have equal sizes, i.e., jV 1 j = jV 2 j, or balanced sizes, i.e., the ratio jV 1 j=jV 2 j does not depend on the input. If jV 1 j = jV 2 j, we call this partitioning problem the d-bisection problem. In addition, consider the variation where jV 1 j = k. We call the latter problem the (k,d) min-cut problem on G. Throughout this paper, we will use (k,d)-cut to denote the optimal cut for our problem. The following theorem is stated without proof due to space limitations: Theorem The d-bisection and the (k; d) min-cut problems nd important applications in VLSI layout and hypertext partitioning. The quadrature approach 9], a classic and established methodology for placing the components (nodes) of an electronic circuit on the plane, consists of a divide and conquer partitioning of the nodes into two almost equal size sets that correspond to two areas A 1 and A 2 of the nal layout so that the sum of the interconnections between nodes in di erent sets is minimized. The idea here is to determine which nodes will be assigned to each one of the two subareas. The minimization of the interconnection cost is related to the di culty of routing the wires after the placement of the components has been obtained. Our d-bisection formulation is applicable to the quadrature approach in a straight forward manner. By partitioning the node set V in two subareas A 1 2 , and, nally, between the components in A 1 \ A 2 , we assume that they are only a few and \local" enough, so that they won't complicate the routing phase.)
The problems nd another application in the context of hypertext environments 7]. Here the nodes are entries (possibly text) which must reside on menus of certain content capacity. We do not insist on maintaining an entry only in one menu. Thus, we can move from a menu M 1 where entry A resides to another menu M 2 containing A at practically no cost. However, if we are searching for entry A in menu M 2 while being in menu M 1 which does not contain A, we move by paying a prede ned navigation cost. It is, therefore, clearly desirable for entries to be allocated in menus so that the total navigation cost is minimized. Clearly, the d-bisection problem can solve this problem e ciently. In the remainder of this paper, we consider solid grid graphs, for which we present an O(d 2 n 7 ) time algorithm for the d-bisection and the (k; d) min-cut problems.
The grid graph (or grid) is de ned as the nite induced subgraph of the two-dimensional in nite grid. Nodes and edges of the outer face are called boundary nodes and edges, respectively. A grid graph G is called solid, if it contains no holes. A hole is a nite connected component of the complement of G, with respect to the in nite grid.
The d-bisection problem on solid grids
It has been shown 8] that the bisection problem for solid grid graphs with no weight on the edges can be solved in polynomial time using a dynamic programming technique. We extend this technique for the d-bisection problem on grids.
We work on the dual of a solid grid graph where the cut can be considered as a set of edge-disjoint cycles. Cycles containing the in nite face, can be characterized for convenience as paths between boundary edges. Cycles not containing the in nite face are called enclaves. We have: Proof: If an enclave participates in the optimal cut, then we can move it until it meets either the boundary or another path for a better solution. 2 The paths that participate in an optimal (k; d)-cut, are all paths between boundary edges. We call an optimal (k; We now characterize simple paths producing optimal (k; d)-cuts. Let e 1 and e 2 be two boundary edges, R the rectangle between them, and P 1 and P 2 the northernmost and southernmost shortest paths that de ne R. Consider also the boundary of the grid contained between e 1 and e 2 in a counterclockwise order. Let a and b be the length of the two sides of R, and k min the number of grid nodes cut below P 2 . We have ve cases depending on the values of k: For each case, we need to devise a procedure that computes the optimal simple (k; d)-cut, and a procedure that determines whether or not the optimal (k; d)-cut is impertinent.
Case 1: k min k k min + ab
We rst describe the procedure that computes the optimal simple (k; d)-cut. We have to subdivide this case further according to the number d of duplications allowed. For d = 0, any of the monotonic paths within R that leave k nodes below them produce optimal (k; 0)-cuts. The di culty in computing optimal (k; d)-cuts is that monotonicity need not be preserved.
Nodes that participate in an optimal (k; d)-cut cannot be degree-4 nodes (Lemma 2.1). We can always nd an optimal (k; d)-cut with no more than one degree-3 node in the cut, for all k and d (we attach degree-3 nodes by moving them, thus reducing the cut).
A monotonic path contains only degree-1 and degree-2 nodes. Since all monotonic paths have the same cut for d = 0, selecting the path with the higher number of degree-2 nodes, say d minfa; bg + 1, will produce the best monotonic (k; d)-cut, for all d. Such a path contains the minimum number of nodes among all monotonic paths that produce a (k; d)-cut and can be easily produced. We start with P 1 and remove stripes of diagonals (nodes in diagonal formation on the path) one node at a time, trying to maintain k.
We can show using simple geometry that this path, P mon , produces the optimal (k; d)-cut, for all d d + 1. For d > d + 1, P nm , the best non-monotonic path, must introduce fewer nodes participating in the cut than P mon does. Assume otherwise. After d > d duplications, the only nodes of the cut by P mon are degree-1 nodes. Since the remaining nodes participating in the cut by P nm are more, they can never produce a better (k; d)-cut for any d.
We determine optimality for P mon by subdividing the problem into the following subcases:
(a) k min + (minfa; bg) 2 k k min + ab ? (minfa; bg) 2 (b) k min + ab ? (minfa; bg) 2 < k k min + ab (c) k min k < k min + (minfa; bg) 2 ,
In subcase a), the number of nodes participating in any monotonic cut is maxfa; bg + 1, the minimum possible. Therefore, from the previous discussion, no non-monotonic cut can introduce fewer nodes. We deal only with subcase b), since subcase c) is completely symmetric to b). In subcase b), the number of nodes participating in a monotonic path is not minimum.
To check for optimality, we transform a monotonic path to a nonmonotonic one with a reduced number of nodes by simple node moves.
In addition to computing the optimal (k; d)-cut, we have to check all optimal cuts for impertinence (Lemma 2.2). For Case 1, we distinguish two subcases: (i) d d , and (ii) d > d . In subcase (i), all the optimal (k; d)-cuts are produced from monotonic paths. Then, we examine all paths that preserve a minimum of d degree-2 nodes. We do that in polynomial time by a diagonal sweep, described below. We start by maintaining d?1 degree-2 nodes in the lower part of the diagonal. Then, we add the maximum possible number of nodes in the top part of the diagonal until we have separated k nodes. The created path has a minimum of d degree-2 nodes. We slide the added nodes down the diagonal until the nodes reach its lower end. We continue sliding always preserving monotonicity. The union of all paths is obtained from the contour lines that each individual optimal cut de nes.
In subcase (ii), optimal cuts can be also or exclusively produced by non-monotonic paths. We observe that such cuts are created from monotonic paths by removing nodes from the diagonals and adding them as horizontal or vertical stripes in a pyramid-like fashion. The intuitive idea is that adding an extra stripe might reduce the number of nodes that participate in the cut. We further subdivide this case according to the value of k, and in exactly the same three subcases presented before in nding the optimal (k; d)-cut. More speci cally, we have:
(a) (a) k min + (minfa; bg) 2 k k min + ab ? (minfa; bg) 2 (b) (b) k min + ab ? (minfa; bg) 2 
In subcase a), we perform a diagonal sweep for all the diagonals in the area de ned by the subcase. Recall that in this case no non-monotonic path can produce a better cut, but it can produce a cut of equal cost. Therefore, impertinence needs be checked not only of optimal monotonic paths but of non-monotonic paths of equal cost as well. Since we only look for the maximum number of added or removed stripes, we can perform the check for impertinence in polynomial time.
Subcase b) is slightly di erent because non-monotonic paths can produce exclusively optimal cuts, for certain values of d. As with subcase a), we also perform a diagonal sweep on the diagonals of the area de ned by the subcase. The di erence from subcase a) is that we now have to check whether a non-monotonic path de nes an optimal (k; d)-cut exclusively. Any d > m produces a zero cut, in which case we stop and report that the optimal (k; d)-cut for the grid is zero.
The remaining cases
The computations in Case 1 described in Section 3.1 above can be modi ed to apply to Cases 2-5 as follows:
Case 2: k min + ab k k min + b 2 . Obviously, the path can no longer be monotonic. 
The algorithm and its time complexity
Before we present the dynamic programming approach, we give an analysis on the time complexity of the algorithm which calculates the cost of an optimal simple (k; d)-cut. Let P be the single path between boundary edges e 1 and e 2 that produces the optimal simple (k; d)-cut. The time consuming part is checking impertinence for P. We are now ready to present the dynamic programming approach that computes the cost of the optimal (k; d)-cut. We de ne L(k; d; e 1 ; e 2 ) to be the length of the optimal (k; d)-cut consisting of only simple cuts, with enpoints on the boundary segment between e 1 and e 2 , discarding nodes between the simple cuts and the rest of the boundary. In other words, L represents the actual cost of the cut. If e 1 and e 2 are adjacent clockwise, L((n+d)=2; d; e 1 ; e 2 ) is the bisection width of the grid. To complete the recurrence formulae, we de ne L 0 (k; d; e 1 ; e 2 ) to be the length of the optimal (k; d)-cut assuming there is no path between e 1 and e 2 in the cut. We have: L 0 (k; d; e 1 ; e 2 ) = min 0 i k;0 d Proof: The only di culty arises when paths in the right hand sides of the formulae intersect. Using the same arguments as in Lemma 2.1, however, we notice that such intersections create suboptimal paths. 2 We can now use the analysis on the time complexities of L 0 costs, plus the computational overhead due to the recurrence formulae to state the following theorem: 
Conclusions
We have examined the graph bipartitioning problem into sets V 1 and V 2 where we allow the cardinality of the intersection V 1 \ V 2 to be at most d and so that we minimize the number of the edges connecting nodes in V 1 ? V 2 to nodes in V 2 ? V 1 . We have shown that the problem is in some cases more di cult than the classic graph bipartitioning problem where d = 0, i.e., V 1 and V 2 are disjoint. For example, our problem is NP-hard if we do not impose restrictions on the size of sets V 1 and V 2 , and when d is part of the input. Clearly, if d = 0, the latter problem is solvable using ow techniques.
