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A Boolean Proof of Richardson's Theorem on Graph Theory 
YOSHIKO TAKENAKA 
Department of Administration Engineering, Faculty of Engineering, Keio University, 
Yokohama, Japan 
The demonstrations of many graph-theoretical properties can be reduced to 
the proofs of certain Boolean identities. A Boolean equation AX = )7 with an 
unknown Boolean n-vector X, its negation X and an assigned (n × n)-Boolean 
matrix A is considered. Necessary and sufficient conditions (Theorems 1 and 2) 
and a sufficient condition (Theorem 3) that the equation AX = ~P~ has solutions 
are obtained. Then it is proved that the graph-theoretical interpretation of the 
proposition of this theorem 3 is equivalent to Richardson's Theorem (i.e., a 
graph without odd circuits has a kernel) and the proof is a Boolean proof of 
Richardson's theorem. 
1. i NECESSARY AND SUFFICIENT CONDITION THAT THE 
EQUATION HAS SOLUTIONS 
Let  A = (aij) be a Boolean (n × n)-matr ix and X = (x l ,  x 2,..., xn) be a 
Boolean n-vector. A Boolean equation in a matr ix form 
Ax = x ~ (1) 
can be expressed as 
a l lX lk J  al2x2U . . .k )  alnx n =Xl ,  
a21x lU a22x2 k-) " "Ua2nXn = x2, 
(2) 
an lx lUan2x2U ""UannXn = Xn, 
where u is Boolean disjunction, c5 is Boolean mult ipl ication (~ usual mult i -  
plication) and X = (x l ,  x2 ..... 2~) is the negative vector of x, that is 
xl = 1 if x i = O, 
= 0 if x i = 1, 
1 
i = 1, 2,.. . ,  n, (3) 
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Since a Boolean equation f = g is equivalent to the Boolean equation ff u jg = 0, 
(2) is equivalent to 
@11x1 " %&4 " .'. u ulnXn)X1 u ((izl1 u 51) *'* (qn u CiQ}~~ = 0, 
kwl " %2*2 " *** u uzIIx,)xz u {@I~, u 51) '.. (zc& u ZJ}Z~ = 0, (4) 
(f&,x, u u,,x, u ‘** u u12nX,)X, u {(an1 u Zl) *a* (ann u Zn)}En = 0. 
Since a system of Boolean equations of the form hj = 0 (j = 1,2,..., n) is 
equivalent to the Boolean equation IJj”=r h, = 0, Eq. (4) is equivalent to 
fi ( Cl .iP3) xi ” hi,( g,,, ” Zj,) 3.. = 0. (5) 
Let us denote the left-hand side of (5) by f (x1 , x2 ,..., x,): 
by which Eq. (5) reduces to 
f (Xl , x2 ,*‘*I x,) = 0. (7) 
Equation (7) is equivalent to the disjunctive canonical form 
(J f(011,412,“‘,(Y1Z)X~X~~.~X~=0 63) 
(al.a*.....qJ 
where (tir , tis ,..., oIn> runs through all the possible 2” combinations of 1 and 0, 
and ti is defined by x0 = z and x1 = x. 
A necessary and sufficient condition that the disjunctive canonical form (8) 
:have a solution was given by Whitehead (Hammer and Rudeanu, 1968); 
n f (al , a2 ,..., 4 = 0. (9 
(cdl’Lxa”..‘cx~) 
Let us illustrate with the following example. For n = 3 we have 
f (0, 090) = 1, 
f(LO,O> =q,“41”&, 
f(O,l,O) =~~2”u22u~s*, 
f (0, 0, 1) = z13 ” G3 ” a33 , 
- - 
f(o, 1, 1) = a22" a23" a32" a33 U %2%3 P 
- - 
f(lP 0, 1) = u31 " a33" %3" $1" u21"23 9 
- - 
f(l> l, O) = %" %2" u21" u2,u u31"32, 
f(l,l, 1) = b+. 
i.j 
(10) 
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So the equation AX = X for a (3 × 3)-Boolean matrix A has a solution if and 
only if 
N 
i=1,2,3 
J ,k~i 
j=1,2,3 /C,j~i 
is satisfied. 
Now, turning back to the general case of an n-vector, we notice that 
f(0, 0,..., O) = 1, 
i 
f(O, 0,..., O, 1, 0,...:, O) = U aSi td a i i ,  
i ] 
f (0  ..... 0 ,1 ,0  ..... 1,..., 0) = U 
k,h=i, j  
H 
akh U U a l ia l j  , 
l# i , j  
i j a  
/(0,..., 1, 1, 1 ..... 01= U 
k. l=i , j ,h  
f(..., 1,..., 1,..., 1,...) = U 
i j= i l , i  ~ .. . . .  i k : 
i 
f(1,..., 1, O, 1,..., 1) = U a,,k u ('~ a-ij, 
h,/c~i j~ i  
f(1, 1,..., 1 )= 0 
h,/c=l 
ak l  k.) U a l ia l ja lh  , 
l~ai,j,h 
aij k.) U aiil "'" a~i~, 
i~i  1 . . . . .  i?¢ 
ahk • 
Consequently we have 
(12) 
N f(a l ,  o~9. , . . ,  a,) 
t~l,et2,, ..,~ n 
= O(Ua-j/",Ja/i)/~.~( U i akl~u U dl/a-1,) 
' , j  k, = ,j l¢ i , j  
× n(  u a~l U U dr~dl~ffrlh)"'" 
i , j ,~  k , l=  , j ,h t~ i , j ,h  
× n(  u u a-/i:t "" a-/ik) " (h 0 a~rc. 
i r i  ~ .. . . .  ik i , j=i l . . . .  ,iTe i~i l  . . . . .  i k h,k=l 
The analysis we have given hitherto yields us 
(13) 
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THEOREM 1. d Boolean equation AX = X has a solution if and only if 
the right-hand side of (13) is equal to O. 
Now let us consider the implications of Eq. (13). First, 
O (?~"-"' ~ "")=o {,4) 
implies and is implied by the fact that by some permutations of row vectors 
and same permutation of column vectors A can be written in form 
1 n 
..... i . . . . . . . . . . . . . . . . . . . . . . . .  
A ~ 
where P is an (n --  1)-vector every element of which is 1 and * denotes vectors 
or matrices with no specification. 
Second, 
n( u ,,~,-, u ~,,~1,) :o (,~) 
i,J b, = ,d l¢ i , j  
implies and is implied by the fact that by same permutations ./1 can be written 
in the form 
2 n -2  J , 
ooi  
m = ""0" I ""0" i ....... : ........ 
t P tt- 
./ 
n-2 
where P is a matrix every row vector of which contains at least one 1. Moreover, 
n( u o~,~ u ~,~,~)=0 (16) 
i j , k  k, l= ,j,l~ l~ i , j , k  
implies and is implied by the fact that _,4 can be written in the form 
3 n-3  
F0 0 0 
|0  0 0 * 3 
A~ 10 0 0 
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A similar consideration applies to the other components in the right-hand side 
of (13), which yields the following result. 
THEOREM 2. The equation AX = X has solutions i f  and only i f  by some 
permutations A can be written in the form 
i n--i 
0 -'X- 
A ~ ~ . . . . . . . . . . . . . . . . . . .  ~ . . . . . . . . . . . . . . .  
p * 
i 
n- - i  
(17) 
for some i, 1 ~ i ~ n, where P is a vector or a matrix, of the appropriate size, 
every row of which contains at least one 1 and * is a vector or a matrix of the ap- 
propriate size, with no specification. 
2. THE APPLICATIONS OF THEOREM 1 
The direct applications of Theorem 1 give us the following four corollaries, 
each of which is of some interest in itself. 
COROLLARY 1. For 
[i !iiiiil;l o A = V'.. 1. i (18)  
. . ,  ""  
the equation AX = X has no solution. 
Proof. In the case of A given in (18), we have 
f (x l ,  x2 ,..., x,)  = x~ x 1 U 
The last two terms of (19) give XnX ~ tJ En~, so that f (x l ,  x z ,..., xn) = 1, and 
hence 
('] f (a , ,  a~ .... , ~,~) 4: O. O.E.D. 
(al,C~ 2 . . . . .  c~ n ) 
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COROLLARY 2. For 
A= (20) 
the equation AX = x has a solution X = (0, 0 ,..,, 0, 1). 
Proof. This is obvious, because we have 
for 01~ = 01~ = -*- =01,-~ =Oandol, = 1. 
COROLLARY 3. If 
then (i) for every even number n, the equation AX = X has a solution 
x = (1, 0, 1, 0 ,*.., 1, O), and (ii) for every odd number n, the equation AX = X 
has no solution. 
Proof. In accordance with A given in (21), we have 
f (011 , a, ,‘.., a,> = fi O"r+PrU 6 &+1& 7 (22) 
t-1 d-1 
where we put a,+1 = 0~~ . In consequence we have (i) for every even number n, 
f(L 0, 1, o,..., 1,O) = 0 and (ii) for an odd number n, 
n f(%,%,...,%) = 1. 
a1."2....."n 
Q.E.D. 
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COROLLARY 4. For 
(i) 
solution 
A~- 
i-1 
° ° 1 
}010. .0}  | i--1 
11"o..ooi "l i 
(23) 
if ( j  -- i + 1) is an even number, then the equation AX = X has a 
i--1 j 
X = (1 ..... 1,0,  1,..., O, 1,..., 1), 
(ii) i f  ( j - - i  + 1) is an odd number, then the equation AX = X has 
no solution. 
Proof. In accordance with d given as in (23), we have 
U U 
~=~ ..... ~+1 k=~ ..... j+~ 
(i) I f  ( j  - i j -  1) is an even number,  then 
i-1 j-1 
f (1  .... ,1 ,0 ,1  .... ,0 ,1 , . . . ,1 ) - - - -0 .  
(ii) I f  ( j  - -  i + 1) is an odd number,  then 
(] f (a~,  ~2 ,..., a,) = 1. 
C~1,~2,---,~ ~ 
U 5~ (24) 
l# i - - l , i  . . . . .  j 
Q.E.D. 
3.  SUFFICIENT CONDITION FOR THE EXISTENCE OF SOLUTIONS 
k THEOREM 3. If, for every odd number k, each diagonal element ai~ of the 
kth power A ~ is equal to O, then the equation AX = X has solution(s). 
Proof. We shall prove the theorem by induction with respect o n. 
(1 °) For  the casen  = 1, it is evident. 
(2 °) Let  us assume that our proposit ion is true for the case n -  1 and 
then prove it for the case n. I f  the matr ix >/~ satisfies the assumption of this 
proposit ion for case n, i.e., every diagonal element a~n of odd power A k equals 0, 
then it is evident that this proposit ion is satisfied for every principal submatr ix  
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An_l ,_  1 of Ann " i.e., every diagonal element a ~ for odd power An- in -1  n--ln--1 
equals O. I t  means for each A~_l~_ 1 , 
has a solution. 
Let  us introduce X~ defined by 
X i = ai ix 1 U ai2x ~ U ... U ain_lXn_l  (25) 
for i = 1, 2,..., n - -  1. Then  
Xl  U alnXn ~ X'I ,  
Pg2 U a2nX n ~ '~'2 
"'" (26) 
Xn-1  U an+nX n ~ '~n-I 
6/nlX 1 U an2$ 2 U ""  U annX n ~ '~n • 
Hence we have 
(X  1 u alnXn)X 1 U (&  U alnXn)~ 1 = O, 
(X  2 U a2nXn)X 2 U (X  z U a2nXn)~ 2 = 0, 
• o o ° , o o o o o 
(X._~ u an_~ .xn)xn_~ U (Xn_~an_i nXn)~n-i = O, 
(an lx  1 U an2x 2 "" U annXn)X n U {(d,1 U xl) "'" (a~ U x~)}xn = 0. 
(27-n - -  1) 
(27-n) 
(28) 
Now let us denote a solution of the equation AX = X ~ for an (n - -  1 × n - -  l ) -  
matr ix A by (~1 °, a2 °,..., s °a ) .  Then  we have 
f~_1(~1 o, ~ o,..., ~o ) = 0. (29) 
I f  we can prove 
0 fn(o~l o, ,x2o,..., C~n_ ~ , O)f,~(alo, a o,..., o~o,~_~, 1) ----- 0 (30) 
(27-1) 
(27-2) 
But we observe 
&(x l ,  x~ ,..., x , _ l ,  x , )  
u {(a,lx~ U an~x2 U ... U a ,nx , )x ,  U (en~ U e~) ..- (,~,,, u e.)e.}. 
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then either (alo, tizo ,..., CK”,-~, 1) or (01~~ ,..., I& , 0) give us the solution of the 
equation AX = R for an (TZ x n)-matrix A. 
But we have 
( all% ov . . . ” a1 n--l 4-lbl” 
= 
u (u21”10 u 3.. ” a, n-1 4-l>%” 
. . . . . . . . . . . . . . . . . . . . . . . . . . 
u (a,-, 1 a,Ou ... ” a,-1 n-1 4-1)4-l 
alnxn~, 
0 
adwzo 
. . . . . . . 
0 
a,-, n ~,s-~ 
(31) 
v ((Zll u 0110) *.. (q n-l v ci!“,-,)@I, v q&1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
u {(i&-l 1” ii,“) .*. (i&&l n-1 v &,>(q-, n ” %J)& 
which gives us 
f(iY.10, %O,..., 4-1, 1) 
= (al, V %&10 V (uzn U an2)ago V ... U (a,-, n V a, n--1)~i--1 (32) 
and also 
= (i& v 01;) *-* (iin n-l u r&). (33) 
In consequence, what we have to prove is now reduced to 
f&10, %‘O,...> 4-1, l)fn(%O, %Ov.., 4-l 7 0) 
= ((iznl u ol,o)(a,, v E,“) ‘.. (zn n-l v g+l)} 
r-J {(%L V ~nlh0 U (h v G.&+~ -*a u (a,-, n v a, n-1>4Z-l> 
zzz 0. (34) 
Now (34) is valid if and only if either 
(i& v 5:10),..., (an n-1 v &) = 0 (35) 
10 
or  
is satisfied: 
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(a l ,  u a,1)al ° V ... w (an-1,  an --1) ,-1 = 0 (36) 
Let 
(38) means 
and matrix A . .  can be written 
('!) 0 I A, ,= - - - , -  - , (41) 
which shows that the equation AX = X has a solution by Theorem 2. Equation 
(39) means 
u 1 W v 1 = 0,  (42)  
and also in this case the matrix An,  can be written in form (41) by some per- 
mutation and the equation AX = X has a solution. 
In consequence, the sole remaining case which we have to consider is the case 
when u 1 = 0 and v 1 # 0. To discuss this case let us proceed in the following 
way. 
Step 1. Let A1 be the index set of the components of the column vector 
v 1 each of which is equal to 1. Make a permutation i  the matrix A to bring A 1 
below K e and to bring n above K -  A i (see Fig. 1). 
k k 
U a,n w U anj : O. (39) 
i=1  j= l  
us define u 1 = (anl  , an2 ,..., ann) and Vl = (aln, a2 . . . . .  , akn)'- Then 
ul # 0, (40) 
Here we can assume in (35) and (36), without loss of generality, that 
0~10 ~ 0~20 - -  - -  O~k0 ~-  1 
(37) 
0 = 0¢0 " OL 0 ~ O. 
Then Eq. (35) means that there exists j  z {1, 2 ..... k} such that gnj = 0 (an~- = 1); 
i . e . ,  
j z {1, 2 ..... k}; a, j  = 0 (a,j  = 1). (38) 
In a similar way, Eq. (36) gives us 
(aln W an1 ) u (a2n k.) ane ) U "" u (akn t.) ank) = 0; 
i , e .  
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K ° 
n !u, 
K K ° 
v~ 
1 
I K-  A I 
K°I 
A, 
FIGURE 1 
n K-A; A~ 
Step 2. Let B 1 be the index set of the row vector whose elements are all 0 
in the submatrix whose index set of the components of the column vector is K 
and index of the components of the row vector is K c. Let B be the matrix 
whose column and row indices are Bt, respectively, and let B1 ° be the index 
set of vector X whose corresponding component is 1, where X is a solution of 
the equation BX = X. Make a permutation in the matrix _// to bring Bl° 
above K --LA1 (see Fig. 2). 
n K--At K ~ AI n B~ 
K-A ,  
K- 
{1 o ......... o 
B, o . . . . . . . . .  o K% °, 
A, L A1 
K-A¢ K~B~ A1 
B~ 
8~ 
0 
B, 
,i,: 
BI 
F Iov~ 2 
Step 3. Let C 1 be the index of the row vector which has at least one element 
whose value is 1 in the matrix whose column index is K and whose row index 
is K - -  A 1 . Make a permutation to bring C 1 below K c - -  B1 ° (see Fig. 3). 
Repeat step 2 and step 3 until both Bi and C~ become empty. 
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n 
n 
B ° 
2 ( ~ . . . . . . . . .  1 A 
K-A~ . . . . . .  1 K-AcC1 
C1 
A1 
F IGURE 3 
n B ° 
l 
Cl AI 
LEMMA. 
on 
I f  u 1 = 0 and v 1 ~ O, matrix A can be written by some permutations (o:) 
A . . . .  I- - . 
Pl 
I 
0 
n B ° B2 . . . . . . . .  
° o i 'o  . . . . .  
o (-r: (o0 (3') 
B~ 0 0 0 . . . . . . .  
(7 :  ('r) (,~) <~) 
B~ . . . . . .  0 0 0 0 
. %.  
. .. . 
sO., (7) (6) ('r) ....... (a) 
0 0 0 0 
(6) (6) (6) (6) 
K-AFC~ . . . .  C~ 0 0 0 . . . . . . .  0 
K-Ac  C1 . . . .  Oi 
B~ 
O O 
O O 
(6) 
0 
(6) 
0 
(a) 
O 
C i P 
...°° 
C~ P 
A 1 P 
Proof. 
(~) 
(~) 
(~) 
(4 
FIGURE 4 
(See Fig. 4.) 
It  is evident from the definition of Bi °. 
Because of a,~ n3 = O, an 5 = 0,..., respectively. 
It is evident from the definition of B i .  
It is evident from the definition of Bi °. 
Because of u 1 = O. 
BOOLEAN PROOF OF RICHARDSON'S THEOREM 13 
This fact shows that A can be written in the form 
and we can conclude that the equation AX = X has a solution in a case for 
ul = 0 and v 1 =/= O. This completes the proof of our theorem. 
4. GRAPH THEORETICAL INTERPRETATION 
We have shown in our previous paper (Takenaka, 1970) that the existence 
of the solution of our Boolean equation AX = X is equivalent to the condition 
that the graph whose incidence matrix A has a kernel. It is also remarked that 
the condition given in Theorem 3 is equivalent to the condition of nonexistence 
of any circuit of odd order. 
In  view of these two fundamental facts, our results given in this paper have 
their direct interpretation i the domain of graph theory. Namely, our proof 
of Theorem 3 in Section 3 is another approach to Richardson's theorem (Berge, 
1962) using Boolean algebra, where no graph theoretical interpretation is used. 
ACKNOWLEDGMENT 
The author wishes to express her gratitude to Keio University for giving her a sabbatical 
year and to Professor Ludvic Bass for inviting her to work as a Visiting Research Fellow 
in the Department of Mathematics, University of Queensland in Australia, and giving 
her an opportunity oprepare the present paper during her stay there. 
RECEIVED: May 14, 1976; REVISED: NOVEMBER 19, 1977 
REFERENCES 
BEROE, C. (1962), Kernels of a graph, in "The Theory of Graphs and Its Applications," 
pp. 45-51, Methuen, London, Wiley, New York. 
HAMMER, P. L. AND RUDEANU, S. (1968), Boolean equations, in "Boolean Methods in 
Operations Research and Related Areas," pp. 23-47, Springer-Verlag, Berlin/Heidel- 
berg/New York. 
TAKENAKA, Y. (1968), On the existence of a Hamiltonian path in a graph, Inform. Contr. 
13, 555-564. 
TAKENAKA, Y. (1970), Graph theoretical concepts and the incident matrix, Inform. Contr. 
17, 113-121. 
