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人の反応パターンは，第2図のような折れ線によって把握することができる．  ／
 質問項目ブの答えに応じた方向を表わすベクトルをx5とし，反応バターンを表わす合成ベクトルを
                    ＾   R                    γ＝Σ舳x5
                      5＝1
とする．反応バターンから数量を予測する場合（数量化I類に対応する），γの方向が予測値に対応す
る．’）
 数量化III類が対象とする問題を考える．この場合，合成ベクトルγの方向を反応パターンから得ら
れる個人得点とみなせば，個人得点と反応パターンの関係がグラフから読み取れる．2〕
 2）順位データ
 いくつかの項目に順位をつけたときのデータを整理，表現するために順位グラフが考案されて
いる．3〕14）
 これらのグラフはdirectiona1dataの統計という観点から意味づけができる．
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1．ベイズモデルとAIC最小化法
 Smoothness priorをもちいたベイズモデルによる解析が有効な典型例として回帰分析がある（石
黒・荒畑，ユ982）．
 従来のAIC最小化法によって滑らかだ回帰曲線を得ることは，たとえば，多項式回帰における次数選
択によって実現されていた（坂元値，1983）．一般に，あまり激しい変動をしたい滑らかな関数を推定
しようとしている場合に「次数選択」という手段が使われているといってよい．したがってある場面で
AICがr次数選択」に使われているなら，そこではベイズモデル，smoothness priorを用いたベイズ
モデル，の利用が考えられる．
 AICが使われるのはr次数選択」の場面だけではたい．r変数選択」にも使われる．r次数選択」に対
応してsmoothness priorが存在するとすると，「変数選択」に対応する事前分布があって然るべきであ
る．「変数選択」が必要になる典型的な場面は重回帰である．重回帰モデルのパラメータの推定に適し
た事前分布があってよい．
 2．ベイズ型重回帰モデル
 重回帰モデル
                    ツ＝xα十r
のパラメータαの推定に使われる2つの対照的た方法として，
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 （a） subset regression
 （b） ridge regreSSiOn
がある．（・）が「変数選択」による方法である．（b）はパラメータの事前分布として球対称の正規分布を
仮定した時のベイズ型の推定法とみたすことができる．ここでは（a）と（b）の中間に位置する新しいベイ
ズ型重回帰モデルを提案する．
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              非定常時系列モデルとその応用
                          田  村 （濱田） 義  保
 非定常過程のスペクトルを求めるために，自己回帰型のモデルを考えた．データ／κ（1），一・・，κ（N）／
が与えられた時，各々がκ個のデータを含むように，P個のスバンに分割する．各スパンごとに，〃
次の自己回帰モデルをあてはめる．K，M，PはN≧KP＋〃を満たしていなければならない．データ
の順序を（～＝！，2，…，PK＋M）
               κ（N－pκ一〃十～）＝y（一M＋～）
のようにつけなおす．力番目のスバンは，／ツ（（力一1）κ十1），…，y（力K）｝となる．このスパンでの自己
回帰モデルを，
                 M             ユ1（～）＝Σα力（脇）ツ（～一m）十伽（O）十ε（～）
                m＝1
               乏＝（力一1）K＋1，……，力K
とする．ただし，ε（～）は平均0分散σ2の白色ガウス雑音であるとする．スペクトルの時間変化に関す
る制約として次のものを考える．
                  〃             o（力，～）＝Σ（伽十11力（m））ツ（ターm）十吻十1（0）一αク（O）
                 椛＝1
            此（力，ゴ）＝O
         亙C（力，～）C（力’，プ）＝（σ2／η2）δ〃・δ｛ポ
 oρ（m），σ2，η2および自己回帰の次数〃を次のようにして決める．データ分布を，
                 戸    ♪κ           M！（ylo，σ2）＝（2πσ2）0舳2exp（一ΣΣ（ツ（～）一Σα貞（m）y（～一m）一α声（0））2／2σ2）
                 カ＝1｛＝（力一1〕κ十1        肋‘1
とし，o少（m）（力＝2、…，P，m＝O，…，〃）に対する事前分布を，
                           P－1   〃一     9（α1ツ，σ2，η2）＝（2πσ2／η2）一（月一エ〕（M＋1”2／Vg exP（一η2Σ］   Σ   c（力，ゴ）2／2σ2）
                           力＝1｛＝（ρ一1）κ十1
であらわす．N。は規格化因子である．第2スパンから第Pスバンまでの自己回帰係数は，∫・gを最大
にするように推定される．第1スパンの係数α1（m），σ2は尤度関数
             舳（・）／，・，1・）一∫か／α／（・）／∫・ξ
を最大にするように決める．以上において，〃およびη2は与えられたものとして固定していたが，
        ABIC＝一21og（尤度関数のあるηにおける最大値）十2（M＋1）
