Abstract-Many cellular processes exhibit cyclic behaviors. Hence, one important task in gene expression data analysis is to detect subset of genes that exhibit periodicity in their gene expression time series profiles. Unfortunately, gene expression time series profiles are usually of very short length, with very few periods, unevenly sampled, and are highly contaminated with noise.
INTRODUCTION
Oscillation arises in genetic and metabolic networks as a result of various modes of cellular regulation. These rhythmic processes occur at all levels of biological organization with widely varying periods, i.e., from fractions of seconds to decades [1] . Well known examples of biological rhythms include cell division [2] [3] [4] and circadian rhythms [5, 6] .
The cell-division cycle is fundamental to the proliferation of all organisms. In mitotic cell division, a single cell going through a sequence of events yields two identical daughter cells. Four phases are usually distinguished [7] . In the presynthetic G1 phase (Gap 1), the cell prepares itself for subsequent DNA synthesis. Enzymes and proteins required for initiating and carrying out DNA synthesis are synthesized late in the G1 phase and early in S phase. The G1 phase is followed by the S phase (synthetic phase) in which the cell replicates its DNA. The postsynthetic G2 phase (Gap 2) is the phase after completion of DNA synthesis in which the cells controls whether DNA replication has been completed and prepares for cell division by synthesizing molecules required in mitotic operation. The M phase (mitotic phase) following the G2 phase is characterized by the disappearance of nuclear membranes and nucleoli, appearance of the spindle apparatus (prophase), condensation of chromatin into chromosomes, parallel alignment of chromosomes in the equatorial plane of the spindle (metaphase), separation of chromosomes into pairs, and simultaneous movement of chromosomes to opposite poles (anaphase), the reassembly of two nuclei (telophase), and cytoplasmic division (cytokinesis), i.e. the segmentation and separation of the cytoplasm, resulting in the formation of two separate cells.
Rhythmic cellular processes are regulated by different gene products and can be measured through a series of DNA microarray experiments. If the expression patterns of a group of genes are measured over a number of time points, we obtain a time series gene expression profiles describing the rhythmic behaviors of the genes under study.
A well known set of gene expression time series datasets is that of the Yeast (Saccharomyces cerevisiae) from Spellman et al. [3] . In this set of data, the genome-wide mRNA levels for 6178 yeast ORFs are monitored simultaneously using several different methods of synchronization including an alpha-factormediated G1 arrest which covers approximately two cell-cycle periods with measurements at 7 minute intervals for 119 minutes with a total of 18 time points, a temperature-sensitive cdc15 mutation to induce a reversible M-phase arrest (24 time points taken every 10 minutes covering approximately 3.5 cellcycle periods), and a temperature-sensitive cdc28 mutation to arrest cells in G1 phase reversibly (17 time points taken every 10 minutes covering approximately 2 cell-cycle periods), and finally, an elutriation synchronization to produce the elutriation dataset of 14 time points taken every 30 minutes covering approximately 1 cell-cycle period. Figure 1 shows some periodic (top panel) and random (bottom panel) profiles from this data set.
Gene expression time series data are uniquely different from many traditional time series data in several aspects. First, gene expression time series profile usually contains very few time points. It is not uncommon to see expression profiles that are less than ten time points long. Second, the number of cycles within a profile is usually very few. For example, the 14 time point elutriation dataset of [3] contains only 1 cell-cycle. Third, gene expression data may contain missing values and they usually need to be estimated from the dataset in advance [8] . Fourth, the time points need not be spaced at regular interval, giving rise to the problem of detecting periodicity in unevenly sampled time series data [9] . Finally, gene expression data is notoriously noisy. All the above makes the detection of periodic gene expression time series profiles an extremely challenging problem and conventional signal processing methods such as FFT-based techniques do not perform adequately. In our work on gene expression profile analysis, we have developed effective computational techniques to address: (1) Missing value estimation [8] , (2) Periodicity detection [9, 10] , and (3) Cluster and bicluster analysis [11] [12] [13] [14] [15] [16] [17] . They constitute a suit of useful algorithms that can be used to identify interesting genes that are involved in certain cellular processes. In this paper, we will concentrate on the problem of detection of short noisy periodic gene expression time series profiles. Specifically, we describe several effective computational techniques for periodicity detection based on: (i) Singular Spectrum Analysis (SSA) and Autoregressive (AR) based spectral estimation, (ii) Spectral estimation of short unevenly sampled profiles by signal reconstruction, and (iii) Statistical hypothesis testing for periodic signal detection.
II. SINGULAR SPECTRUM ANALYSIS (SSA) AND AUTOREGRESSIVE (AR) SPECTRAL ESTIMATION
In [10] , we proposed a parametric spectral estimation technique for short time series profiles based on SSA and AR modeling. The AR model for a time series s(n) is given by
where p a are the AR coefficients, P is the order of the AR model, and ) (n u is a white noise sequence. AR model based power spectrum estimation allows better frequency resolution to be obtained by fitting a relatively high order AR model to the data sequence. However, the AR spectrum is sensitive to noise. When the signal to noise ratio is low, the accuracy of the parameter estimation in Equation (1) would be reduced substantially. A higher order AR model has to be used to improve the frequency resolution, but this would induce the appearance of spurious peaks. To remedy this problem, we preprocess the profiles using SSA. The main idea of SSA is to extract the underlying trend from short and noisy time series.
SSA performs a Singular Value Decomposition (SVD) on the trajectory matrix obtained from the original time series [18] Using SSA and AR, periodic profiles can be detected as follows:
• First, each expression data is reconstructed using SSA. Only the expression profiles with the eigenvalue ratio (sum of first two eigenvalues over the sum of all eigenvalues) greater than 0.6 are to be reconstructed.
• Second, the AR spectrum is calculated for each reconstructed expression profiles. Then the frequency • Finally, the profiles are screened according to following rule: if the power ratio S calculated previously is larger than 0.7, the corresponding profile would be selected as periodic, otherwise, we consider it lacking of periodicity and discard it.
The technique is applied to the expression data of the IDC of Plasmodium falciparum. The data contains the expression profiles of 5080 oligonucleotides measured at 46 time points spanning 48 hours during the IDC with one hour time resolution for the HB3 strain [19] . For the majority of the transcriptome of IDC of Plasmodium falciparum, the leading two singular values of expression profiles contain most of the energy and correspond to the signal. Figure 2 shows the singular values for Dihydrofolate Reductase-Thymidylate Synthase, where the first two singular values contain most of the energy in the time series profile. As shown in Figure 3 , due to the removal of noise using the SSA, spurious peaks are eliminated from the spectrum. Using this method, we are able to detect more functional genes compared with the Fourier analysis technique used in [19] . By using our periodicity detection method, 4496 periodic profiles are found to be periodic. Compared to [19] , an additional 777 periodic oligonucleotides are detected using our algorithm. Our method using the SSA has helped to smooth out noise and makes the dominant spectral component much more evident. Since the function of a gene is related to the initial phase of its expression profile, we have ordered the expression profiles of the 4496 periodic oligonucleotides according to their peak time points of expression profiles as in Figure 4 . The phaseogram shows a continuous cascade of gene expressions, which correspond to the developmental stages throughout the IDC, that is, ring, trophozoite and schizont stages. According to the sharp transitions of ring-to-trophozoite (at the 17h time point), trophozoite-to-schizont (at the 29h time point) and schizont-to-rings stages (at the 45h time point), the 4496 periodic genes could be categorized into four stages on the basis of the peak time points of their expression profiles. The comparison of the classification results of the oligonucleotides assigned to these stages by our method with those in [19] is shown in Table 1 . 
III. SPECTRAL ESTIMATION BY SIGNAL RECONSTRUCTION
In many microarray time series data, the microarray experiments are not carried out at regular sampling intervals [3, 20] . Moreover, missing values are a common occurrence in microarray data. Time series profiles with missing values can be viewed as unevenly sampled. The unevenly sampled profiles make spectral analysis a challenging task. In [9] , we proposed a new spectral estimation algorithm for unevenly sampled gene expression data. The method is based on signal reconstruction in a shift-invariant signal space where a direct spectral estimation procedure is developed using the B-spline basis. Our method allows the PSD of an unevenly sampled signal to be computed directly from Equation (4) . Since the periodogram of a microarray time series profile from a periodically expressed gene must contain a peak corresponding to its dominant frequency, we can perform statistical test (see next section) on the PSD to determine whether a time series profile is periodic or random. We applied the method on the gene expression dataset of Plasmodium falciparum and showed that it gives a good estimate of the number of periodic genes. Interested readers are referred to [9] for detailed analysis of the experimental results.
IV. STATISTICAL HYPOTHESIS TESTING FOR PERIODIC PROFILE DETECTION
The problem of deciding whether a time series is random or periodic can be cast as a statistical decision problem using hypothesis testing. The Fisher test can be used to determine whether a peak in the periodogram is significant or not. The test proceeds as follows. Under the Gaussian noise assumption, the exact distribution of the g-statistic under the null hypothesis (that the spectral peak is insignificant) is given by
where b is the largest integer less than 1/x and x is the observed value of the g-statistic. Equation (7) yields a p-value that allows us to test whether a given time series behaves like a random sequence. Large value of g indicates a strong periodic component and leads us to reject the null hypothesis.
Although the exact distribution of the Fisher g-statistic is available analytically, we found that care must be taken when applying it in practice. Figure 5 shows the exact distribution and the empirical distribution for signal length N = 10. The deviation from exact distribution can be clearly seen. For larger value of N (i.e. N>40), no significant deviation can be observed. In [22] , we performed a series of experiments with simulated signals to investigate the statistical power of the Fisher test as a function of noise distribution, signal length, SNR, and the false discovery rate. We found that the deviation from the theoretical null distribution can be significant when signal length is shorter than 40 time points. Moreover, when the signal does not cover an integer number of periods, significant drop in the statistical power of the test was observed. In this case, a much longer signal is needed for the test to return reliable result. These findings indicate that in high likelihood, the number of periodic gene expression profiles can be severely underestimated for short length signal (<< 40 time points) as is the case with many of the publicly available gene expression datasets. Although our study shows that the Fisher test may be unreliable for short signal, the Fisher g-statistic, on the other hand, has been observed to provide a useful ranking of periodic signals. Strongly periodic signals are found to rank highly while random sequences have low ranking. In [9] , we use this ranking to discover the periodic gene expression profiles in the Plasmodium falciparum dataset and showed that the number of periodic profiles in the complete dataset should be around 3700 to 4000. This estimate is based on analyzing the trend of the sorted G-statistic as shown in Figure 6 . The intersection of the two distinct slopes points indicates a sudden change in the G-statistic trend. 
V. CONCLUSIONS
Detection of periodicity in gene expression time series profiles is an important step in the study of many cyclic cellular processes. Unfortunately, gene expression time series profiles are usually of very short length, with very few periods, unevenly sampled, and are highly contaminated with noise. This makes detection of periodic gene expression profiles a very challenging problem. In this paper, we present several effective computational techniques for the detection of periodic gene expression profiles, namely, (i) Singular Spectrum Analysis (SSA) and Autoregressive (AR) based spectral estimation, (ii) Spectral estimation of short unevenly sampled profiles by signal reconstruction, and (iii) Statistical hypothesis testing for periodic signal detection. We show that with proper care and appropriate techniques, reliable detection of periodic gene expression profiles is still possible despite the peculiarity of the time series gene expression profiles.
