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Abstract
The  paper  discusses  the  potential  of  assistive  service
robots to support disabled and elderly people. It shows
that  they  have  considerable  untapped  potential  in  this
area, but also that inappropriate implementations could
increase isolation, reduce independence and lead to users
feeling as though they are under surveillance. The main
body  of  the  paper  presents  an  overview  of  existing
applications  and  discusses  their  benefits  and  potential
problems.  This  is  organized  by  an  extension  of  the
common  classification  into  socially  and  physically
assistive  robots  by  the  two categories  of  sensory  assis‐
tive and mixed assistance robots. Another more detailed
classification  is  also  presented.  This  discussion  is
introduced by an overview of many of the technological
components of smart mobile robots.  It  is followed by a
discussion of user acceptance. The problems of existing
models  based  on  either  solely  positive  or  solely  nega‐
tive factors are noted and a model containing both types
of factors is proposed. The need for continuing research
is noted and various proposals are made.
Keywords Assistive, disabled, elderly, user acceptance,
mobile robot, robotic wheelchair, socially assistive robot
1. Introduction
Robots have considerable potential to support elderly and
disabled people. However, this potential does not seem to
have been realized in practice. For instance, only 159
assistive robots for disabled and elderly people were sold
worldwide in 2012 (http://www.ifr.org/service-robots/
statistics). This is likely to be an underestimate, as a number
of the systems in use are non-commercially available
prototypes that do not appear in the statistics. However,
even taking this into account, it is a very small number
compared to the 1.96 million household robots, including
vacuum and floor cleaners and lawnmowers, sold in 2012.
It is projected that about 6,400 assistive robots will be sold
in 2013-2016 and that substantial expansion will take place
over the following 20 years. However, it should be noted
that assistive robots are generally much higher technology
products than household robots (http://www.ifr.org/
service-robots/statistics). They are therefore often corre‐
spondingly expensive, and this higher cost will affect their
use.
Assistive robots are a type of personal service robot.
Together with industrial and professional service robots,
this is one of the three main categories into which robots
have been divided [1]. According to the International
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Standards Organization Standard ISO 8373:2012, which
specifies the terminology to be used in discussing robots
and robotic devices, and combining the definitions of
‘robot’ and ‘service robot’: ‘A service robot is a robot or
actuated mechanism programmable in two or more axes with a
degree of autonomy, moving within its environment, that
performs useful tasks for humans or equipment excluding
industrial automation applications.’ Autonomy in this context
means the ability to perform intended tasks based on
current state and sensing, without human intervention. The
standard notes that whether a robot is classified as an
industrial or service robot depends on the application.
Unlike industrial robots, service robots only require a
‘degree of autonomy’, but not full autonomy or fully
automatic operation.
Drawing on a definition of assistive technology [2] and the
definition of service robots given above, an ‘assistive
service robot’ can be defined as an actuated mechanism
programmable in two or more axes with a degree of autonomy,
moving within its environment, to perform tasks and services
which are used by disabled and/or elderly people to overcome
social, infrastructural and other barriers to independence, full
participation in society and carrying out activities safely and
easily. Work on assistive robots started in the early 1960s
and has intensified over the past 15 years or so, partly due
to advances in technology. While a number of useful
assistive robots have been developed, many projects have
not gone beyond the prototype stage and others have not
even produced prototypes.
The main division of assistive robots is into socially
assistive robots, which, for instance, act as companions and
toys, and physically assistive robots, such as robotic
wheelchairs, smart homes and manipulators [3]. However,
it should be noted that, while useful, this division is not
always clearly defined. For instance, many of the prototype
robots designed for elderly people have both physical and
social assistance functions. In addition, devices such as
robotic guides for blind people do not really provide either
social or physical assistance. Therefore, two further
categories will be defined: sensory assistive robots and
mixed assistance robots.
A further three categories could be defined, but will not be
discussed in this paper: robotic organs and limbs, teleme‐
dicine and health monitoring and design for all. Robotic
limbs and organs e.g. [4], are better classified as rehabilita‐
tion robotics rather than assistive service robotics. One of
the main distinguishing factors is the difference between
external robots which may interface with the user and
robots which become part of or are directly attached to the
user’s body. However, as is frequently the case, the
distinction is not totally clear cut. For instance, the Hybrid
Assistive Limb suit, which can be rented in Japan, is
reported to carry out movements in response to nerve
signals, increasing the wearer’s strength up to tenfold [5].
Telemedicine and health monitoring robots are again not
strictly assistive technologies, though robots which carry
out monitoring in addition to other functions will be
considered. Examples include the use of robot teddy bears
in the Sincere Kourien retirement home in Japan to monitor
response times to spoken questions and the time spent
carrying out different activities [5]. It should also be noted
that the use of robots in this way raises ethical issues related
to the right to privacy.
Design for all personal service robots [6] are personal
service robots, including the increasingly popular domestic
vacuum cleaners and lawnmowers, which have been
designed in accordance with design for all (universal
design) principles [7]. Design for all involves making
products and services, such as robots, accessible and usable
by as wide a range of the population as possible, regardless
of factors such as age, gender, disability, size, culture and
class. It should be considered part of standard good design
practice. In the case of robots (and many other products),
appropriate design of the human-machine, in this case the
human-robot, interface, is particularly important. This is
the means by which the user gives instructions to or
operates the robot and receives feedback from it. This may
require the robot to have a wider range of input and output
options than is commonly the case and/or to be compatible
with assistive devices.
Other features which could increase the attractiveness of
this type of robot for disabled and elderly people include
very competitive pricing, easy and intuitive use, and high
robustness and reliability [6]. Comments on some of the
popular online shopping sites indicate that a number of
users leave a robotic vacuum cleaner on to work while they
are out, and that many of these robots bump into furniture.
Since moving furniture is likely to be more difficult for
disabled and elderly people, these robots will also need
improved navigation and obstacle avoidance functions to
ensure that they do not bump into and knock over or
damage furniture or, even worse, the user, who may be less
likely to go out while the robot is working. A number of
domestic robots are already able to return autonomously
to their docking stations. Useful future developments
would include automatic emptying of the containers of
vacuum cleaners. Well-designed robotic domestic applian‐
ces may have certain advantages and be easier to use for
many disabled and elderly people than existing appliances.
However, it is important that the availability of design for
all domestic appliances which can be used by at least some
groups of disabled and elderly people is not used to justify
a reduction in the funding of personal assistance.
Despite the increasing popularity of domestic robots, robot
development has frequently been considered in the context
of industry. However, assistive robots differ from indus‐
trial robots in a number of ways. In particular, their users
are ordinary disabled and/or older people without speci‐
alized training, making it particularly important that the
interface is easy to use and that the robot is designed to be
fully accessible and usable by the intended user groups. In
addition, the robots are often required to operate in
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unstructured, unfamiliar and unprotected environments,
such as a house, giving a requirement for sensors to
improve their performance, and/or carry out tasks which
cannot be pre-programmed. Unlike industrial robots,
where users are kept out of the work envelope while the
robot is operating, assistive robots generally need to remain
close to the user. In addition, users may not be able to react
quickly in case of problems, independently move out of the
way, press an emergency switch or do so fast enough. This
gives rise to the need for additional safety precautions, as
well as an even higher level of reliability than for industrial
robots. The psychological aspects of robot use and, in
particular, acceptance of the robot by the user, are also
important and will be discussed further in Section 7. Unlike
the case of industrial robots, aesthetics and an attractive
appearance are important for assistive robots. The impor‐
tance of considering user needs has been noted [8].
1.1 Classification of Assistive Service Robots
The types of assistive service robots which have been
developed will now be presented using the four-class
categorization presented below. This categorization will be
used to order the paper, with physically, sensory and
socially assistive and mixed assistance robots discussed in
Sections 3–6, respectively. This will be preceded by a
discussion of design issues in Section 2, followed by
consideration of user acceptance in Section 7. Further
discussion and conclusions will be presented in Section 8.
The assistive robots discussed in the different sections
include the following:
3. Physically assistive robots:
3.1. Smart houses with a range of facilities
3.2. Robotic wheelchairs
3.3. Robotic manipulators for reaching and lifting,
personal care, eating and drinking
4. Sensory assistive robots
4.1. Mobility devices for blind people
4.2. Shopping assistance robots
5. Socially assistive robots
5.1. Companion and socially assistive robots
5.2. Robots for autistic children
6. Mixed assistance robots
6.1.Robotic assistants for elderly people
Robotic guides in public buildings may also be of interest
to younger and non-disabled people. For instance, robotic
shopping guides have been trialled in home improvement
stores in Germany [9]. A design for all approach could
ensure that they have suitable functionality and interfaces
to be of use to disabled and elderly people.
While useful, the expansion above of the two commonly-
used categories leaves some overlap, with applications
which could fit into more than one category. In addition, a
more detailed classification may be required for some
applications. An examination of assistive technology
models e.g. [2, 10], suggests the categories listed below. It
should be noted that the categorization has deliberately
been left relatively simple and that a wider number of
categories or additional options in each category could be
used.
1. User:
1.1. Type of user: All users; particular groups of
disabled people e.g. hearing impaired, visually
impaired, physically disabled, cognitively impaired,
on the autistic spectrum.
1.2. Age: child, teen, adult, elderly
1.3. Gender and cultural factors
2. Functionality
2.1. Physical assistance: types of assistance
2.2. Social assistance and interaction: types of assis‐
tance
2.3. Sensory assistance: types of assistance
2.4. Reminders and cognitive assistance: types of
assistance
2.5.Mixed assistance
3. Context
3.1. Inside: specific building, different types of build‐
ing
3.2. Outside
3.3. Both inside and outside
4. Robot technology
4.1. Appearance: humanoid, animal-like, similar to a
familiar object, machine-like
4.2. Mobility: stationary, wheeled mobility, legged
mobility, other types of mobility
4.3.Autonomy: no autonomy, semi-autonomous/
shared control, autonomous
2. Design Issues
A number of design issues and the associated design
choices will now be discussed for mobile robots. While not
all assistive robots are mobile, the discussion apart from the
mobility component is relevant for stationary robots as
well. Mobile robots generally have the following main
components or characteristics [6]:
Appearance and interaction:
1. Physical structure, including expressive ability: what
the robot looks like and its ability to express ‘emotions’
and respond to the user will affect potential users’
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responses and the effectiveness of the interaction with
the robot.
Mobility and navigation:
2. Mobility system: the robot has a means of moving itself
which is appropriate to the intended activities and the
environment. The most common means are wheels
followed by legs. Other options include suction cups
and adhesive pads. The mobility system also includes
one or more motors and drivers.
3. Localization, navigation and obstacle avoidance.
4. System of sensors: this should include both proprio‐
ceptive sensors to obtain information about the robot’s
state and exteroceptive sensors to obtain information
about the environment. Sensors may include cameras,
infrared and ultrasonar sensors and laser range finders
with the laser range finder the most accurate.
Processing, autonomy, control and intelligence:
5. Autonomy: some degree of ‘independent’ decision-
making and control. In some cases, such as many
intelligent/robotic wheelchairs and other service
robots, there is shared control between the user and the
robot [11, 12].
6. Human-Robot-Interface (HRI): an interface with the
human operator or user is required to enable the user
to provide instructions and receive information and
feedback. The interface should be designed to be easy
and intuitive to use. The type of interface will depend
on the types of users and the circumstances. For
instance, a speech interface has certain advantages for
many users but is not suitable in noisy environments
or for deaf users.
7. Processors: this may involve one or more microproc‐
essors, laptops or other devices. The processors can be
on board or external. The processors are programmed
to carry out the functions situated in many of the other
modules.
8. A multi-layer architecture for an intelligent robot
control system: this allows different types of behav‐
iours and interactions between the robot and the user
at different levels.
9. Artificial intelligence: the ability to respond appropri‐
ately to information from the sensors and use it to
determine behaviour, including in unfamiliar environ‐
ments with limited information, time-variation and
uncertainty. An intelligent robot should be able to
compensate for all these effects (at least to some
extent).
It should be noted that good design practice involves
consultation with end-users and preferably their involve‐
ment in all stages of the design and development process.
This is particularly important in the case of assistive robots
and other devices for disabled people, who have very
specific requirements.
2.1 Physical Structure and Appearance
The appearance of both physically and socially assistive
robots is generally very important to users. However, the
required functionality, such as transporting the user in the
case of a wheelchair, may place considerable constraints on
the appearance of physically assistive robots. In the case of
socially assistive robots there is generally more flexibility.
Possibly for this reason, there has been more discussion in
the literature of the appearance of socially assistive and
social robots.
There are a number of different classifications. One
approach has the main categories [13]: (i) anthropomorphic
or having human characteristics (to some extent) e.g.
Robota; (ii) zoomorphic or like an animal e.g. the Sony
AIBO dog and the Omron NeCeRo cat [14]; (iii) caricatured
with simplified or stereotyped features e.g. the small
mechanical character CERO on top of a larger mobile robot
[15]; and (iv) functional with a design that reflects the
function. Another approach which has, for instance, been
used in research into the use of robots with autistic people
is based on the following five categories of decreasing
resemblance to a person [16]: (i) android: looks like a
person, but predictable and repeatable behavior e.g. FACE
[17]; (ii) Mascot: abstract or cartoonish type of humanoid
form e.g. Keepon [18]; (iii) mechanical: humanoid form
with visible mechanical parts e.g. Infanoid [18]; (iv)
Animal: looks like pet e.g. Pleo [19]; and (v) non-humanoid
mobile robot e.g. Labo-1 [20].
Studies e.g. [21, 22], show that robot appearance is impor‐
tant to users, but there does not seem to be a consensus on
preferred appearances or even an understanding of what
user characteristics and other factors influence the different
preferences. A number of studies have been carried out on
user attitudes to robots which resemble people, but the
results remain inconclusive. For instance, Mori [23]
developed a function relating robot acceptance to the
robot’s similarity to a person. He found an ‘uncanny valley’
between two peaks in which robots are too similar to people
and the differences cause disquiet. A number of studies e.g.
[22, 24, 25, 26], have found that potential users preferred a
machine-like to a humanoid robot, with older people
preferring robots that resemble familiar objects [26]. On the
other hand, there are other studies which show that people
prefer software agents with human faces [27, 28, 29], robots
which have a more human appearance [30] and robots
which communicate in more human ways [31], as well as
studies which are more positive about small robots with
some human features [26]. It has also been found that a
robot’s physical appearance leads to social expectations
and affects people’s ability to interact with it [13]. In
particular, too human an appearance may lead to unreal‐
istic expectations.
Many social robots, including socially assistive robots, have
some ability to express artificial ‘emotions’ to facilitate
interaction and the expression of ‘emotions’ can also be
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used to control transitions between different behaviours
[13]. The distinction has been made between realism and
credibility, and it has been suggested that appearing
credible or believable is more important than realism for
social robots [32]. Useful abilities for social robots include
respecting personal space, recognizing and interpreting the
user’s emotions, processing and expressing ‘emotions’
using a voice, facial expressions and body movements and
gestures, communicating and giving the impression of
being able to take different perspectives [32]. However,
autistic people may prefer robots which are not particularly
expressive.
2.2 Mobility
The main classification of mobile robots is into mobile
platforms and legged robots.
2.2.1 Mobile platforms
Mobile platforms with external sensors have been available
for a number of years and can be used in a wide range of
applications. The main components of the robot are
situated on the platform and include an on-board PC,
drives, a power supply, a human-robot interface and
devices, such as wheels, to support movement. Various
additional devices can be attached to the platform, includ‐
ing arms, grippers and transportation equipment. Com‐
munication between the on-board and supervisory PCs is
carried out by radio-based networks and WLAN (wireless
local area networking). Examples of mobile platforms
include wheelchairs, robotic manipulators on mobile bases,
and many socially assistive robots. The majority of mobile
robots are wheeled, which gives them advantages with
regard to stability. The use of mechanum wheels allows
them, in principle, to move in any direction using rollers at
an angle around the periphery or sometimes centrally
mounted on an axle that can be pivoted [33]. In addition, as
will be discussed in Section 3.2, wheelchairs have been
developed which can go up and down stairs and which can
move on rough terrain.
2.2.2 Legged Robots
Legged robots can work in environments which are
unsuitable for wheeled robots. However, the design of
legged robots is more complex than the design of wheeled
robots, since a generally smooth pace is required and the
robot needs to remain stable. Where interaction with the
user is involved, the robot will need to be able to move at
walking pace, adjust its speed to the user’s desired pace,
not overbalance the user, and move in a way which looks
natural. Legged robots can be classified by their number of
legs, i.e. (i) one leg (hopping); (ii) two legs (biped); (iii) four
legs (multiped); (iv) six legs (hexapod) and (v) more than
six legs (snake). From the control engineering perspective,
walking on two legs is a complex stability problem.
Bipedal robots have high-order, highly coupled, nonlinear
dynamics and discrete changes in dynamics. While
walking, the robot alternates between a statically stable
phase with both feet on the ground and a statically unstable
phase with only one foot in contact [34]. The two main
approaches to achieving stable and reliable bipedal
walking are walking pattern generators and robot control‐
lers [35, 36, 37]. The mechanisms to prevent overbalance
include control of the foot landing position and the desired
zero-momentum point [38].
Bipedal walking robots, which are the basis of humanoid
robots, can be categorized by their walking mechanisms as
follows: (i) static walkers with very slow motion and with
stability dependent on the projection of the centre of
gravity; (ii) dynamic walkers with feet and actuated ankles,
and with stability dependent on joint velocities and
acceleration, as well as the possibility of static motion if the
feet are large enough and the motion is slow; and (iii)
purely dynamic walkers without feet and with the project‐
ed centre of mass allowed outside the area of the base of the
legs.
2.3 Localization, Navigation and Obstacle Avoidance
Autonomous robot navigation in a particular user’s
environment requires the abilities [39] to develop a detailed
map while being pushed around, to robustly self-localize
and avoid collisions, to efficiently pass through narrow
doorways and gaps in furniture, and over carpets and
thresholds, and to autonomously drive to and dock with
the charging station. Localization requires the determina‐
tion of the robot’s pose or x-y coordinates and heading
direction, generally by finding the best match between the
local map of current observations and the global map. A
known initial position can be updated from the robot’s
movement and sensor readings, with least squares or
extended Kalman filtering used to improve the estimate
[40]. The initial position can be identified (and updated) by
the use of cameras to identify naturally occurring land‐
marks, the creation of artificial landmarks and their
detection using radio beacons or machine vision, and the
use of an internal map or occupancy grid that moves with
the robot [41]. The two main approaches to modelling
indoor robot environments are grid-based, with each grid
cell assigned a probability representing the belief it is
occupied [42, 43], and topological. The latter approach is
graphical, with each node corresponding to a distinct place,
situation or landmark, and with arcs used to indicate direct
paths between nodes [44, 45].
The main component of robot navigation is path planning.
A number of different approaches have been used [46],
including cell decomposition, road map and potential field.
Local path planning generally refers to obstacle avoidance
and uses grid maps that divide the space into regular cells
or genetic algorithms [47, 48]. Global path planning
generally uses topological maps (graphs).
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Simultaneous location and mapping (SLAM) algorithms
have become popular during the last decade. In SLAM
techniques, the navigation system tries to develop a map of
an unknown environment (without a priori knowledge), or
to update a map of a known environment (with a priori
knowledge from a given map), while at the same time
keeping track of the current location [49]. In addition, a
number of more qualitative approaches [50] have been
developed in which sensory input is used to recognize and
distinguish distinct places in the environment [51, 52]. The
resulting spatial representation is typically a graphical
representation called a ‘topological map’, in which vertices
stand for places or views and edges link connected or
adjacent vertices [53].
Mobile  robots  use  some  combination  of  laser  range
finders,  ultra  sonar  and  infrared  sensors  and  (video)
cameras  to  detect  obstacles,  with  some  robots  having
several different sensor systems and others only one (with
lasers considered the most accurate but expensive).  For
instance, the GuideCane [54] has 10 ultra sonars, whereas
the  museum  guide  Rhino  [55]  has  24  ultra  sonars,  56
infrared  sensors  and  a  laser  range  finder,  and  the
guidance and physical support device Guido [56] has a
laser  range  finder,  an  ultra  sonar  range  finder  and  a
camera. The obstacle and collision avoidance algorithms
used include (i)  the  (μ)  dynamic  window algorithm to
‘repel’  the  robot  away  from  undesirable  areas  and  to
‘attract’  it  towards  goal  regions  [55,  57];  (ii)  the  (mini‐
mal)  vector  field histogram [58,  59,  60];  (iii)  the  use  of
artificial potential fields [61];  (iv) the curvature velocity
method [62]; and (v) the use of fuzzy controllers [63].
2.4 Autonomy and Shared Control
By definition, assistive robots aid their users. This may
involve a sometimes considerable degree of robot autono‐
my. However, it is important that robot autonomy does not
reduce the user’s autonomy and independence, and that
the user is able to maintain high-level control over the
robot’s activities, for instance, to determine the destination
when using a robotic wheelchair. Assistance with low-level
command functions, such as avoiding obstacles, can be
very helpful to some wheelchair users. This leads to the
concept of shared control, with the robot able to accept user
input throughout the task, work in conjunction with the
user and not have more autonomy than the user wants. The
division of labour between the user and the robot will
depend on the context and their preferences and need for
assistance [15]. Autonomous assistive robots will also need
to select their goals based on the user’s perceived goals and
modify them as the user’s goals and needs change [64].
There are also issues of the appropriate response in the case
of danger and the need for decisions as to when, if at all,
the robot can initiate action and/or override the user.
There are a number of different approaches to classifying
shared control and the degree of autonomy. Some of them
have been derived in a totally different context, but are still
relevant to assistive applications. For instance, Huang et
al.’s [65, 66] framework for the autonomy levels of unman‐
ned (sic) systems involves the three dimensions of: (i)
activity complexity, (ii) environmental complexity and (iii)
human independence. The activity complexity dimension
includes the robot's situational awareness and knowledge
requirements. The human independence dimension
includes the percentage split in decision-making between
the user and robot, and the percentage of time during which
the robot and user respectively make decisions.
Another approach involves 10 different levels of automa‐
tion  in  human-computer  decision-making  [67].  These
range  from  the  user  deciding  on  and  instructing  the
computer to carry out a task to the computer deciding on
and  carrying  out  a  task  without  human  input.  The
intermediate  options  involve  some  degree  of  shared
control.  They  have  been  divided  into  [11]  task  and
response  automation  systems.  In  task  automation,  the
user  delegates  tasks,  such  as  setting  waypoints,  to  the
robot  to  relieve  their  physical  or  mental  load.  In  re‐
sponse automation, the robot pre-empts user action and
initiates a task in the interests of safety or efficiency, for
instance, to prevent a collision. In the first case, the user
initiates the automation, whereas in the second case the
robot  does.  In  mixed  initiative  systems,  the  robot  has
authority to initiate tasks. However, deciding on the level
of autonomy and authority of the robot is a higher-level
task which should be carried out by the user. A further
division is based on management by exception or consent
strategies  for  terminating  automation,  with  automation
terminated by the user in the first case and by the robot
in the second case [68]. In mixed authority systems, the
robot can terminate behaviours initiated by the user [11].
Another approach, called ‘adjustable autonomy’,  allows
the robot to modify its degree of autonomy due to task
requirements or the requirements or performance level of
the person [69, 70].
2.5 Human-Robot Interaction
The user needs to interact with the robot in order to operate
it, and some human-robot interaction may be required even
when the robot is totally autonomous [69]. Three categori‐
zations of human-robot interaction based on five important
characteristics, roles and levels of interaction respectively
will now be presented. However, no attempt has been
made to relate them to each other. The important charac‐
teristics [71] are the (i) the level and type of autonomy; (ii)
the nature of the information exchange; (ii) the team
structure; (iii) the adaption, training and learning of the
people and robot; and (iv) the type of task.
The different types of interaction or roles [72] are: (i) a
supervisor who monitors the robot’s behaviour, but does
not necessarily directly control it; (ii) an operator who
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controls the robot either fully or shares control with it; (iii)
a mechanic/programmer who attempts to diagnose and
resolve robot problems; (iv) a peer or teammate, with the
user and robot working together to complete a task and
having either separate or shared subtasks and some degree
of shared control; and (v) a bystander, who is in the same
environment but who does not control the robot. In the case
of assistive robots, the peer or teammate, operator and
supervisor roles are the most important. It has been
suggested that collaborative work with people requires a
robot: (i) to be self-reliant at a basic level to ensure safety;
(ii) to have sufficient self-awareness or introspection to
recognize its limitations so that it can request human help;
(iii) to be able to engage in two-way dialogue; and (iv) to
be adaptive and to be able to work with both robot novices
and expert team members [13, 73]. The five levels of
autonomy are: teleoperation, mediated teleoperation,
supervisory control, collaborative control and peer-to peer
collaboration [71].
Human-robot interaction generally takes place through an
interface which allows the user to give the robot instruc‐
tions and receive feedback from it. The interface can be
defined as the program which translates user commands,
for instance from a joystick, to high-level robot commands
e.g. to move forward. The appropriate design of the user
interface is particularly important to enable easy and
trouble-free operation. The interface should be easy to use,
place low cognitive load on the user, and be accessible to
as wide a range of users as possible, either directly or
through compatibility with a wide range of assistive
devices. However, controlling a six degrees of freedom
manipulator with a single switch device or joystick is not
straightforward. The interface should also be integrated
with any devices the user is already using, such as wheel‐
chairs and remote control units. In addition, it should be
configurable by the end-user (or their personal assistant).
As an example, the wide range of approaches used in
wheelchair interfaces includes [74, 75, 76, 77, 78] (i) simple
voice commands; (ii) gestures, eye blinks or other eye
movements; (iii) the detection of eye position using a
camera; (iv) determination of the corneal-retineal polorisa‐
tion potential and its use to calculate saccadic (rapid) eye
movements; (v) face direction; (vi) electromyogram signals
from the muscle controlling neck movements; (vii) the
degree of force on a handle; (viii) sip and puff devices; (ix)
brain activity measured by an electroencephalogram; and
(x) nodding movements. In the case of head and eye
movements, it is important to distinguish between intend‐
ed commands and other movements, for instance, to look
around. One possible approach involves ignoring quick
head movements and only responding to slow steady ones
[77]. Questionnaires indicate a preference, including from
older adults, for speech control of service robots. However,
speech recognition software still has limitations, including
errors, the need for training and an inability to recognize
more than one person’s speech in any interaction. The use
of high pitched voices in the robot's output should be
avoided as many older people have reduced ability to hear
high frequencies.
2.6 Architectures for Intelligent Robot Control Systems
There are two main approaches to the design of control
architectures for intelligent robotic systems:
1. Horizontal or deliberative architectures, in which
sensory data are combined to develop a centralized
world representation. This representation is used to
generate a plan, which is executed, and then the
process is repeated [79, 80].
2. Vertical or reactive architectures, with a decomposi‐
tion based on the required activities. Each behaviour
comprises the perception, planning and task execution
capabilities of a particular aspect of robot control.
Behaviours can be decomposed into levels of compe‐
tence and layers can be added incrementally to
improve performance [81].
The horizontal deliberative architecture generally has: (i) a
functional or behaviour level; (ii) an executive or execution
control level; and (iii) planning- or decision-level layers.
They are responsible for: (i) action and perception, interac‐
tion with the physical world, controlling actuators and
collecting sensory data; (ii) controlling and coordinating
function execution according to task requirements; and (iii)
task planning and supervision of its execution to achieve
goals and deal with goal interaction, respectively [79, 80].
Deliberative control architectures generate intelligent
behaviour by using computer programs, which plan how
to achieve an outcome, whereas reactive ones use a
combination of simple closed-loop controllers which
interact with the world. They involve purely symbolic
planning and have greater predictive capacities, but
require full knowledge of the environment. Reactive
models are reflexive, have a faster response and are suited
to noisy real-world environments.
Behaviour-based architectures include the subsumption
architecture [82] and its extensions and modifications, such
as the dynamic subsumption architecture [83] and the
servo, subsumption, symbolic (SSS) systems architecture
[84]. Making the behaviours as fine-grained as possible can
avoid inaccessible internal states [85]. Other architectures
combine deliberation and reactivity. These include the 3T
architecture, which has three interacting software levels
[86]. Task-level control is the basis of the executive layer of
three-tiered control architectures [86, 87, 88]. Another
approach to the design of robot control systems is based on
the requirements for miniaturization, leading to distribut‐
ed processing in the Khepera miniature robot [89].
The ACHRIN architecture [90] consists of elements or
modules grouped into three layers: (i) a deliberative layer
which maintains an internal world model used to produce
plans or sequences of human/robot actions to achieve a
goal; (ii) an execution and control layer which sequences
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and supervises plan execution; and (iii) a functional layer
which consists of functional groups of skills which carry
out actions, such as manipulation and navigation.
3. Physically Assistive Robots
3.1 Smart Houses
The focus of this section is on the use of smart homes to
provide assistance to disabled and elderly people, particu‐
larly, though not only, with regard to carrying out physical
activities. However, it should be noted that there is also a
body of literature on smart homes and telecare and health
smart homes e.g. [91, 92], which will not be discussed, and
that it is possible to use smart technologies to provide both
types of functionality.
Smart home technologies date back to the 1970s home
automation technologies. However, other than infrared
remote controllers for appliances, these technologies were
not adopted to a significant extent, as they were inflexible,
of high cost and did not meet users’ needs [93]. A smart
home involves the interconnection of appliances and other
features by sensors, actuators and computational units, and
the use of information and computing technology to
anticipate and respond to the occupant’s needs [94, 95]; or
systems equipped with sensors and actuators, which
communicate with each other, monitor the occupants and
support them in their daily activities [96]. This integration
of home systems, including with the assistance of multi-
agent systems, allows communication between them
through the home computer and the simultaneous control
of different systems in operating or pre-programmed
modes using speech and single buttons [97]. The applica‐
tion of data mining and machine learning techniques to this
data can be used to discover frequent activity patterns and
predict events in order to automate interactions with the
environment and respond in a context-aware manner.
Context awareness can also be used to facilitate adaptation
to changing requirements [98].
The smart and context-aware functions can be supported
by active or passive radio frequency identification device
(RFID) tags which are able to identify people, animals and
objects, and which are now inexpensive. The tags comprise
semi-conductor chips and an antenna which transmits data
to a wireless receiver [99]. Mobile robots with RFID readers
can be used to navigate tagged environments and locate
and move objects. Advances in technology mean that
sensors can now be located in the environment rather than
on the robot, reducing its size and weight [99].
Unfortunately, though various solutions have been
proposed, RFID tags are an insecure technology and could
be used to track people and their activities [100, 101]. The
collection of user and house data also raises privacy
management and data security issues, with the possibility
of unauthorized and even fraudulent uses of the data,
including in ways that may threaten the security of the user
and/or their property. There are therefore trade-offs
between the benefits and the potential loss of privacy. It
should be noted that technological support for independ‐
ent living and working can be provided without the use of
smart technology and could include robot manipulators.
However, it is only relatively recently that work on smart
houses has considered the incorporation of robots in the
design, though smart houses themselves can be considered
robots. Non-smart systems would have the advantages of
reduced cost and be less intrusive than smart ones, since
they would not involve extensive monitoring. They have
the disadvantages of reduced functionality and probably
also reduced robustness, as it may be easier to build fail-
safes and redundancy into smart systems, thereby reducing
the risks of malfunction.
Initial approaches to smart home design involved a
centralized architecture with all appliances connected to
the home network and controlled by the home gateway.
However, the availability of ubiquitous computing devices
has facilitated the use of distributed architectures. Smart
homes should comply with open standards to avoid
incompatibility between different products. Examples
include the Open Services Gateway Initiative (OSGi),
which is an open standard service-oriented component
model for deploying services in smart homes. Its use in
smart homes is generally based on the client-server model,
but it risks single point of failure in the home gateway [102].
Other approaches include the use of a peer to peer archi‐
tecture with multiple OSGi platforms to distribute the
working load over the system with service-oriented
components augmented by mobile agent technology for
system interaction [102], and a generic five-layer context
stack with each layer having a different function [98].
While there are some common factors, many disabled
people have distinct needs and could receive significantly
greater benefits from smart houses than non-disabled
people. However, the availability of smart home systems
at a reasonable cost to disabled people may depend on their
adoption by the non-disabled population. Unfortunately,
separate approaches seem to have been taken to the
development of smart homes for disabled and non-
disabled people, rather than consideration of design for all
or even the development of smart homes for disabled and
elderly people, which also have features aimed at non-
disabled and younger people.
Smart functions or automated systems which can increase
independence and quality of life could form part of a wider
approach to barrier-free or accessible building design or
design for all. However, smart homes can be used both to
support elderly and disabled people and to monitor their
activities and determine the extent to which they consis‐
tently carry out daily-living activities, with the potential
threat of removal to an institution if their performance of
daily-living activities is considered unsatisfactory. The
detection of abnormal patterns can both be useful in health
monitoring and used to control the lifestyles of elderly
people or result in unwanted interference when an elderly
person changes their patterns in order to, for instance, stay
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out longer or stay up later. There are also trade-offs
between possibly intrusive and unwanted monitoring of
the user’s position, and activities and the provision of smart
functions. It is important that smart house occupants do not
feel that they are living under surveillance in a goldfish
bowl with no privacy or choice and with the smart system
controlling their activities, for instance, by switching all the
lights off at a particular time. Instead, the smart house
needs to be a tool that occupants have control over and
which they can use to increase their independence and
enhance their personal autonomy and enjoyment of life.
Particularly in the case of people with dementia, there may
be trade-offs between safety, and privacy and control.
However, there are also issues of the elderly person’s
attitude to risk-taking and the fact that young non-disabled
people are frequently allowed to take risks, for instance to
engage in dangerous sports, whereas it often seems to be
assumed that elderly and disabled people should not be
allowed to take risks.
Consultation with disabled people about smart home
technology has identified the following majority (but not
universal) preferences [103]: (i) lights turning on automat‐
ically on their return home, on entry to a room and at night;
(ii) access to a garden and items of equipment; (iii) security,
including a facility for viewing visitors at the front door
before opening it; (iv) automatic closing of curtains and
insulating shutters at night; (v) an ‘ordinary’ external
appearance; (vi) a non-open plan layout, but with sufficient
space to manoeuvre and carry out activities; (vii) a central,
secure, quiet, private location on the ground floor, on level
ground and which is self-contained.
The people surveyed were found to have a pragmatic
attitude to technology, with a fairly general willingness to
use mobility devices, remote controls and security cameras
if they were useful, but not wanting this technology to
control their lives or make them isolated. A study of
different projects has indicated a greater focus on physical
and functional health rather than social interaction,
possibly because it is more difficult to integrate social
interaction technologies [104].
Three examples will now be presented. Details of other
projects and implementations can be found in e.g. [105].
The ground floor Edinburgh demonstration flat [106] has
not been lived in, though an identical ambient care system
is being used by 20 residents elsewhere. It includes a range
of technologies intended to improve quality of life, includ‐
ing (i) an induction loop amplifier for hearing impaired
people; (ii) a video entryphone system and keyless door
lock; (iii) powered door and window opening and closing
systems; (iv) infrared shower tap and tap and toilet flush
controls; and (v) a pull cord and portable alarm system. Pre-
programmed devices include heating controls and audible
reminders via the telephone system. Smart devices include
(i) pressure pads to identify movements and trigger other
appliances, such as lighting; (ii) window sensors which
close the windows when the house is empty; (iii) smoke
detectors which interact with door and window opening
devices; (iv) curtains which automatically open and close
at daylight and night fall; and (v) touch-screen interfaces
between users and the operating system.
The home network consists of about 55 nodes connected to
a 2-wire Siemens European Installation Bus (EIB) and
provides the interconnection to all devices. All data
transmission occurs on the bus, apart from signals from
infrared devices, such as remote controls, which are
translated into bus compatible signals. All rooms are pre-
wired with bus wiring and actuators for heating control
and security have been fitted. Motors are fitted to all
windows, other than the bathroom window, and the front
and back doors, and can either work automatically or assist
the user. The doors can be unlocked and opened using a
remote control and can be unlocked manually in case of an
emergency. Unfortunately, the door and window opening
devices are large, cumbersome and noisy, and many of the
components and interfaces have an industrial appearance
and are over-engineered for home use.
The Portsmouth Smart Home [103] has the following smart
features: (i) manipulation of sliding doors to give changing
combinations of open plan and closed rooms; (ii) links
between the garden and the main bedroom and/or the
living room, and large windows providing contact with the
garden; (iii) provision for cabling in ceiling voids and
vertical cavities; (iv) ‘smart’ dados to contain the large
number of boxes that would otherwise be required for
sensors, motors, sockets, fuses and junctions. These dados
could also facilitate retrofitting smart technology in
existing houses and could also contain the heating boosters
(fan convectors) and give easier access to the wiring
circuits; (v) the use of tungsten filament lamps, as a cheap
source of lights which can be dimmed easily and for which
replacements are easily available; (vi) the use of a single
sensor to detect occupant motion, lighting levels, air
temperature, humidity and smoke to reduce the visual
impact of sensors. Six dwellings are being built, but the
additional smart home electronics will only be installed in
three of them at the construction stage. To ensure safety all
the motorised doors, windows and locks can be operated
manually in the case of motor or power failure; the power
circuit for the sensors, switches and motorized doors and
windows has battery backup and system failure can be
notified, if required, to personal assistants, maintenance
people and emergency services.
The Intelligent Sweet Home [107, 108] developed at KAIST,
Korea, is designed for wheelchair users and involves an
intelligent bed, an intelligent wheelchair and a robotic hoist
to transfer the user between the wheelchair and the bed. A
central control unit integrates all the components, and all
systems are connected by a home network which includes
both wired and wireless communication modules. There is
a multi-modal interface combining voice recognition and
gesture recognition using three cameras. The movement of
the robotic hoist can be controlled by the user or automat‐
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ically. The automatic navigation system for the mobile base
of the robotic hoist comprises ceiling-mounted active
landmarks and a PC camera on the mobile base to detect
them. This robot can also be used to handle objects and
open doors. A bed-mounted robot can be used to bring
objects to the user and cover them with bedding when in
bed. A MANUS robotic arm was used in the prototype.
3.2 Robotic Wheelchairs
Significant numbers of people, though only a small
percentage of the population, use electrically powered
wheelchairs. Powered wheelchairs are generally prescri‐
bed for people who do not have sufficient control of or force
in their upper limbs to use a manual wheelchair [109].
Wheelchair use involves two types of control: (i) low-level
control e.g. obstacle avoidance and keeping the chair
centred in a passage; and (ii) high-level control e.g. direct‐
ing the wheelchair to a desired location.
Users with good joystick skills can manage the two types
of control at the same time, whereas this may be more
difficult for people using other types of input devices and
those with limited joystick control, visual and/or cognitive
impairments, and/or who tire easily [110]. The addition of
environmental and user status sensors and artificial
intelligence can increase the range of users [109]. A robotic
wheelchair can assist users by taking over low-level
control, such as avoiding obstacles, so that only high-level
directional commands, such as forward or stop, are
required. A degree of shared control has been shown to
help users avoid accidents [111]. An appropriate balance of
control is required, with users generally wanting control
over high-level command functions, such as the destina‐
tion, as well as the ability to vary the wheelchair’s level of
autonomy. Robotic wheelchairs should be fully compatible
with a wide range of input devices, as discussed in Section
2.5. They also need to be highly reliable, robust, physically
safe for users, and fault tolerant [112].
Smart wheelchairs have been developed since the 1980s
[41]. It should be noted that the terms ‘smart’ and ‘robotic
wheelchair’ are both used in the literature, and that
wheelchairs which provide smart functions meet the
definition of robots. Currently available robotic wheel‐
chairs and prototypes offer assistance with different
combinations of the following functions: (i) obstacle and
collision avoidance; (ii) going through narrow openings,
including doorways and between pillars, and manoeu‐
vring in tight corners; (iii) route following and landmark-
based navigation; (iv) going up and down stairs and slopes;
and (v) traversing narrow hallways or passages, by
following the walls or staying in the centre of the hallway
or passage.
The features which can be used to classify smart wheel‐
chairs include the following [41]: a basic design approach,
input methods, types of sensors, control software, operat‐
ing modes and whether the wheelchair is commercially
available. There seem to have been three main approaches
to the design of smart (robotic) wheelchairs. Early smart
wheelchairs, such as VAHM [113] and Mister Ed [114],
were mobile robots with added seats. The majority of
current smart wheelchairs, including NavChair [115],
OMNI [116], MAID [117, 118] and SENARIO [119], are
commercial powered wheelchairs, with significant modifi‐
cations. The third option, which has only been applied in a
few cases, such as SWCS [120], Hephaestus [121], TinMan
[122] and Siamo [123], involves a package of software for
smart control functions and sensors which has been
designed to be compatible with a number of wheelchairs to
which it can be added. This has the advantage of enabling
users to access smart functions from their existing wheel‐
chair, thereby reducing costs and ensuring appropriate
seating with good comfort and support. However, it has
the disadvantage of not being fully integrated with the
wheelchair, and this prevents the user’s input being fed
directly to the processor of the wheelchair’s motors without
requiring reverse engineering [41].
One approach to shared control involves combining the
shared control module with a dynamic local obstacle
avoidance module in a hierarchical manner. The user
indicates their intentions via a joystick, but the signal may
be altered by the collaborative controller, obstacle avoid‐
ance module or virtual bumper based on a laser scanner
and sonar readings, before being passed to the motor
control unit to be executed. [111, 124]. Reduced speed can
be used to increase safety and make the control movements
and the ride smoother [111], but there are arguments for
allowing the user to determine the speed (within the limit
of what is possible for the particular wheelchair).
One of the most common barriers experienced by wheel‐
chair users is the presence of stairs without a lift. Many
vehicles, including vans, trains and many buses, have a
high step, making it difficult for wheelchair users to enter
the vehicle without a ramp or lifting apparatus. Although
a number of stair-climbing wheelchairs have been devel‐
oped, none of them are well known, widely available or
used by more than small numbers of people. Commercially
available stair-climbing wheelchairs based on single-
section track mechanisms were first developed in Japan in
the 1990s, but these were soon replaced by two-stage
tracked mechanisms [125]. Robotic devices which support
stair climbing by wheelchair users can be divided into the
following three groups, with all options having advantages
and disadvantages:
1. Wheelchairs which can be used autonomously on
stairs (slopes and rough terrain) but which require
special provisions for van entry and ascending stairs
backwards: (i) a tracked stair climbing wheelchair,
which is not well-suited to general use; (ii) a powered
dual-cluster stair climber (articulated), which is wider
than standard wheelchairs; and (iii) a powered single-
cluster (balancing) stair climber, which requires
assistance if appropriate handrails are not provided.
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2. Wheelchairs which can be used on stairs with the
assistance of, generally, one person: (i) a light-weight
manual wheelchair with a stair climbing attachment,
with special training generally required for the
assistant; (ii) a powered single-cluster stair climber,
which has excellent overall mobility in most environ‐
ments.
3. Lifts, which are generally compact but expensive and
dedicated to a single set of stairs: (i) a platform stair lift
which carries the wheelchair directly but requires
wide stairs; (ii) a stair chair lift, which can be used on
narrow stairs but requires a transfer mechanism.
Although a number of prototypes have been developed,
only a very small number of robotic wheelchairs are
commercially available. One of these few and one of the
earliest to be developed is the Call Centre’s Smart Wheel‐
chair [126]. It was developed by CALL and the Bioengin‐
eering Centre, Edinburgh, in 1987 to investigate the benefits
and applications of augmentative control in providing
disabled children, who were unable to control a standard
powered wheelchair, access to independent mobility. It is
sold by Smile Rehab Ltd and meets European Commission
specifications. It is based on the following design princi‐
ples: (i) a division of the different functions into ‘tools’, each
of which performs a single easy-to-understand function; (ii)
the ability to mix the functions fairly freely; and (iii) mode-
free operation, so that any control included in the system
can be used at any time.
It uses a commercially available chassis (see Figure 1) and
controller (originally an Everest and Jennings Elite and
later a Newton Products standard chassis) with the smart
controller electronics connected in place of the standard
joystick. Either the standard seat or an individually-
tailored one can be used. The computer-based controller
and sensors assist the user in the following three ways: (i)
providing some safeguards for users who cannot control
the wheelchair completely independently; (ii) aiding the
user by taking over some of the responsibility for steering
and object avoidance; and (iii) integration with communi‐
cation aids and computers to allow the same controller to
be used for the wheelchair and another assistive device,
and use of a more powerful computer than the internal one
to control the wheelchair. The balance of user and system
control is determined by the user and can range from
complete user control to the wheelchair deciding where to
go and controlling steering and stopping, with the user
merely initiating movement.
The design is intended to make it easy for non-technical
people to connect and try out different types of tools. The
chair can be driven by any switch with a jack plug on the
end, including those operated by hand, head, finger, foot,
elbow, tongue, breathing in and out (sip and puff), touch
and sound. The smart wheelchair’s sensors and systems,
including bumpers and a line follower, do not operate
when the chair is driven with the joystick. The control
scheme is intended to allow accurate starting and stopping,
avoid activation of the switch by accident, give an easy-to-
understand link between the switch and the result, be
accessible (including when the wheelchair or user is
moving), and allow easy extension to the use of several
switches or a scanning selector. There are three types of
response to a switch: (i) momentary control in which the
wheelchair moves when the switch is pressed and stops
when it is released; (ii) timed control in which the chair
travels for a certain (short) time and then stops; and (iii)
latched control, which is rarely used, but which is useful
for people who can activate a switch but not hold it.
A laptop or communication aid can be connected to the
chair by an RS232 socket. Commands from the computer
or communication aid can be used to move the chair in eight
different directions and stop it. Bump tools are used to deal
with impacts, allowing the user to concentrate on moving
and stopping. Sensors at the front, back and side of the chair
sense the location of an obstacle. When an impact occurs,
the rubber tube bumpers are squashed and the air inside
operates the pressure switch. The line-following options
allow the chair to follow a tape track on the ground, with
the possibility of choosing the direction at a junction under
the line following with a junction option. An observer
speech tool can be used to give the user feedback on what
is happening so as to help them learn the system. This tool,
as well as some of the specific messages, can be turned on
or off.
Figure 1. Smart wheelchair chassis with the footplates removed
A number of other robotic wheelchairs will now be
discussed, very briefly. Most of them are designed for
indoor use only, thereby reducing their usefulness. One
exception is the Wheelesley robotic wheelchair [127], based
on the earlier Wheeley, and which can be used both indoors
and outdoors. It has shared control with the user, can
autonomously switch between two navigation modes, and
can carry out path-following and obstacle avoidance. It is
compatible with the EagleEyes control system based on
electro-oculographic potential. The iBot mobility system
[128] (see Figure 2), which is no longer in production, was
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multi-functional, including stair-climbing. It was available
on prescription and required user-training. Its main
functions were: (i) elevating the user to have eye-level
conversations or reach shelves; (ii) stair climbing and
descending, both with and without assistance; (iii) climb‐
ing curves and travelling on uneven terrain; (iv) remote
control to allow the chair to be driven into a vehicle; and
(v) standard power chair operation.
Figure 2. iBot 3000
The Hephaestus Smart Wheelchair System [121] and Tao 1
and 2 [129] are examples of robotic navigation modules
including sensors which can be interfaced with standard
wheelchairs. The Hephaestus is intended to have similar
behaviour to the NavChair (see below), with hardware and
software designed to facilitate commercialization. The Tao
design is based on the five functions of: (i) basic collision
avoidance using an on-board charge-coupled device (CCD)
cameras and active infrared sensors and speed reduction,
followed by stopping or turning away from an obstacle; (ii)
autonomous movement through a narrow corridor parallel
to the walls; (iii) entry through a narrow doorway; (iv)
manoeuvring in a tight corner; and (v) landmark-based
navigation using two CCD cameras to detect available free
space and identify landmarks, as well as an on-board
topological map. Only the first two functions were imple‐
mented in the first prototype.
MAID (mobility aid for elderly and disabled people) [117,
118] has a laser rangefinder and a modular sonar system on
a commercial electric wheelchair of the Sprint type.
(Semi-)autonomous navigation modes support manoeu‐
vring in narrow, cluttered and wide, rapidly changing,
crowded areas. RobChair [130] is steered by voice com‐
mands assisted by fuzzy logic. It has infrared sensors,
sonars and a front bumper. There are five spoken guidance
commands: forward, right, left, turnleft (30o) and turnright
(30o). The NavChair [115] uses a ring of sonar sensors
mounted on the wheelchair tray to navigate indoor office
environments. It can select an appropriate operating mode
(general obstacle avoidance, door passage and automatic
wall-following) automatically, based on the environment
or the environment and location. It can be driven using a
joystick or voice commands. There are also wheelchairs
which have been designed to work together with or
otherwise react to a personal assistant. One of them is able
to work together with an assistant and follow and respond
to their activities using an omni-directional camera and
four laser range finders [131, 132]. Another is able to follow
a moving target such as a person walking in front, find a
trajectory in free space and move in a user-specified
direction using sonars and a panoramic camera on a
commercially available wheelchair chassis [133].
The Friend robotic system [134] comprises an electric
wheelchair equipped with the robotic arm MANUS (see
section 3.3) with both devices controlled by a computer
mounted in a rigid box behind the wheelchair. A combina‐
tion of speech commands from the user and semi-autono‐
mous control of the robotic arm supported by data from a
camera mounted on top of the gripper is used.
3.3 Robotic Manipulators
Appropriately designed robotic manipulators can increase
the independence and quality of life of people with motor
impairments. In particular, they can support people with
limited hand and arm movements, including those with
high-level spinal injuries or tremors. However, it is
important that the availability of these devices is not used
to reduce the availability of personal assistance, as contact
with personal assistants is important to many disabled
people [3]. The earliest devices were large, complex and not
very attractive, whereas subsequent developments have
resulted in smaller, cheaper and more attractive devices.
While safety has improved considerably, avoiding risk to
users is still a very important consideration.
A number of surveys have identified that disabled people
in this group would like assistive devices for carrying out
the following activities [135, 136]: (i) eating and drinking;
(ii) personal care, including washing, shaving, applying
cosmetics or scratching an itch; (iii) handling papers, books,
CDs and videos; (iv) mobility and access, such as opening
room and cupboard doors, and operating light switches
and lift buttons; and (v) general reaching and moving tasks,
including reaching up to get an item off a shelf or from a
cupboard, and reaching down to pick up an item from the
floor, and moving items.
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Robot manipulators have been categorized as follows [137,
138, 139]: (i) workstation or desk-based systems in fixed
position, including MUSIIC [140], Raid [141] and ProVar
[142]; (ii) wheelchair-mounted manipulators, which
include MANUS [137] and Raptor [143]; (iii) mobile robot
systems, including ARPH [144]. All the categories can be
further divided into (i) multi-task and (ii) single-task
robotic manipulators, though most of the single-task
manipulators are stationary.
All the different types of devices have their applications, as
well as advantages and disadvantages. Fixed workstations
have the advantages of reduced complexity and price,
using standard robots and pre-programmed motions to
speed up task execution, but the disadvantage of only being
able to access a limited volume of space [139], though the
use of longer robotic arms can increase this volume. These
robots are best suited to workplaces where speed is
important and only a relatively small number of different
tasks are carried out. They are likely to be more useful for
work-related workstation- or desk-based activities than
household activities, which generally use different rooms.
The control system has information about the objects, such
as books, computers and cups, in the immediate environ‐
ment of the manipulator, and the user can use pre-pro‐
grammed functions to pick up and move objects. The robot
can also operate in partially unstructured environments.
Wheelchair-mounted systems have the considerable
advantages of being mobile and always being with the user,
and wheelchair-mounted multi-function devices are the
most flexible. However, restrictions on manipulator size
result from the requirement of not significantly increasing
the wheelchair width in order to allow it to go through
doors. The appropriate length for the arm depends on what
the user wants to reach, but can generally be shorter than
for a fixed station [139].
End-users generally want to be able to control objects in an
unstructured world e.g. a cup in an arbitrary position on a
table as well as objects such as doors in predefined posi‐
tions. This is a difficult technical problem. The following
two approaches have been used: (i) the end-user identify‐
ing objects and guiding the manipulator to them, and (ii)
using sensors to obtain information, sensor fusion techni‐
ques to extract data and special control algorithms to
manipulate the identified objects. Systems in the second
category are fairly complex and expensive.
Autonomously mobile systems have some of the advan‐
tages of wheelchair-mounted systems and can also be sent
to areas the user cannot reach, for instance when in bed.
However, they require greater on-board intelligence and
autonomy [139]. They include relatively low-cost trolley-
mounted systems, which require another person to move
the trolley-based system between rooms. Feedback from
users indicates that they want greater functionality and a
remote-controlled powered system or for the robot to be
mounted on the wheelchair.
Important factors to take account of in the design include
aesthetics and the attractiveness of the device, reliability
and safety, steering and wheelchair usability [135, 145].
The  device’s  appearance  and  attractiveness  are  impor‐
tant  both  because  the  user  will  generally  spend  a
considerable amount of time with the device and because
it may affect the way other people react to and treat them.
In particular, attaching a manipulator to a wheelchair can
have a significant visual impact. The user should be the
centre of focus, rather than being hidden behind a lot of
gadgets,  and  the  manipulator  should  be  attractive,  as
unobtrusive as possible, and aesthetically integrated with
the wheelchair in terms of shape, style and colour. Very
high reliability is essential, since users will frequently be
dependent  on  the  manipulator  and  any  malfunctions
could have a serious negative impact on them. Reliabili‐
ty should include not compromising the control, usabili‐
ty, steering or stability of the wheelchair, for instance as
a result of the size, weight and positioning of the robotic
arm. In addition, vibration when the manipulator makes
contact  with  an  object  should  be  minimized.  The  arm
should  also  not  negatively  affect  seat  adjustment,
pressure relief and transfer to and from the wheelchair.
It should also have low power consumption and be able
to reach floor level and head height. The barriers to the
acceptance  of  robotic  manipulators  include  concerns
about size, insufficient functions, poor appearance, taking
too  long  to  carry  out  activities  and  fears  of  becoming
isolated and a reduction in communication [145].
Single-task robots are designed to carry out a particular task,
such as eating or washing. They are very useful but cannot
be  operated  in  an  unstructured  environment.  They  in‐
clude a number of commercially available robotic feeding
devices which have been in use for a number of years. They
are generally relatively inexpensive and, in some coun‐
tries, the cost can be covered by the medical or social security
system. Eating devices enable people with high-level spinal
injuries to feed themselves [3], though the food needs to be
set up on the system. Robotic systems may have advantag‐
es with regard to non-robotic  systems in terms of  size,
appearance and options for user control [3]. The Mealtime
Partner  and  Neater  Eater  are  both  available  in  North
America and Europe, and use a rotating food compart‐
ment and plate, respectively [3]. The Neater Eater can be
operated by a head control device. It has a modular structure
which allows it to be tailored to individual requirements. It
includes an arm mounted on a choice of baseboards; fold-
away clamps for fixing to a table; high-sided ceramic or
plastic turntable plates with pegs designed to fit into the
baseboard; and plastic or metal cutlery fitted into a holder
that clips to the Neater Eater arm. The SECOM MySpoon
system [146] used in Japan allows the user to select the
control mode from fine directional control, compartmental
selection mode and automatic mode. It is small, designed to
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be incapable of accidentally striking the user’s head, and
relatively quick to use.
MANUS (or the assistive robotic manipulator – ARM) [137,
139] is a commercially available wheelchair-mounted
general purpose manipulator, which has been sold com‐
mercially since 1990 and is used by over 100 people,
particularly in the Netherlands and France. It allows users
to carry out daily living and work tasks at home, work and
outdoors. The following specifications were identified
before the start of development: (i) slim, to allow the
wheelchair to which it is attached to pass through doors;
(ii) lightweight, to minimize the wheelchair load; (iii) easy
to control with single input devices, such as joysticks and
keypads; (iv) mechanically integrated into the wheelchair,
with an integrated manipulator and wheelchair control;
and (v) minimal power consumption. It has six degrees of
freedom, excluding the two-finger gripper which is opened
and closed by a passive spring, giving a three-point
gripping action for most objects. Gripper accuracy increas‐
es with the rigidity of its fixture to the wheelchair, but
power loss due to friction and backlash can make it difficult
to control the arm precisely. A ball-screw mechanism
translates the rotary drive into the linear movement of the
gripper. It has a self-breaking effect which ensures that the
gripper remains closed in the event of a power failure,
preventing objects being dropped and possibly broken.
Incremental encoders are used to control the position of the
manipulator. It has a range of 80 cm, a maximum gripping
load of 2 kilograms with the arm extended, and a maximum
gripper speed of 0.5m/s. The manipulator weighs 13
kilograms. MANUS can be mounted on an electric wheel‐
chair or a mobile base and, when not in use, folded in beside
the wheelchair. The user controls the robotic manipulator
using an input device, such as a 4 x 4 button keypad or a
joystick, and the same device may be used to control
MANUS and the wheelchair. It has a 24 V DC power
supply, but MANUS does not require extra batteries when
it is used as part of an electric wheelchair.
An upgraded version called the iArm (or intelligent
assistive robotic manipulator) (see Figure 3) has also been
commercialized (http://www.exactdynamics.nl/site/?
page=iarm). It is lighter than MANUS, at nine kilograms,
and provides more control options. It uses the same battery
as the user’s wheelchair, to which it can be attached. It can
be operated by a keypad, joystick or single button control.
The Macro menu can store up to 12 user-defined positions.
The Pilot menu allows the user to use a marker to draw on
a whiteboard.
A number of multi-function robotic manipulators will be
briefly discussed. Raptor [143] is the other commercially
available wheelchair-mounted robotic manipulator. It is
considerably cheaper than MANUS, but has more limited
functionality and only four degrees of freedom. Its appli‐
cations include eating assistance, turning switches on and
off, accessing a computer and reaching objects on the floor,
on a table, and above the head. It can be operated by a
joystick, keypad or sip-and-puff input device and is
mounted low down, at the rear side of the wheelchair. The
Weston wheelchair-mounted robot [135] is mounted
vertically and has an extending mechanism with two
parallel vertical tracks driven by a single motor to extend
its range without giving excessive height. The arm has a
purpose-made gripper with two parallel moving jaws and
a four-bar link mechanism. The user interface involves a
joystick or similar.
ASIBOT [147, 148] is a five degrees-of-freedom robot
weighing 11 kilograms with a 1.3 metres reach and all
control systems on-board. It is totally autonomous and can
be used anywhere where there is a docking station and
power supply. It can be attached to a rail fitted to a wheel‐
chair, a mobile trolley which can move in a wall-mounted
rail when it is required to move longer distances, and fixed
to a particular location when required to carry out specific
tasks, such as putting plates on the table. Both ends of the
manipulator have conical connections which can work as a
grip or fixation part to the docking station.
ProVAR [142] is an assistive desktop manipulation system
with a small robot arm mounted on an overhead track
suspended above a desk or work surface. It uses force-
based object manipulation and is compatible with com‐
Figure 3. iArm
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mercially available assistive technology interfaces. It can
access items on the desktop and shelves on both sides and
bring objects, such as a telephone receiver, closer to the
user’s face. RAID [141] is a robotized computer workstation
intended mainly for vocational use in an office environ‐
ment. Its applications include computer-aided design and
other computer office tasks, such as desktop publishing,
graphics layout and word processing. The original design
has been modified to give more flexible end-effectors and
to minimize tool changing. It is based on a ‘book gripper’
and ‘page turner’.
ARPH [144] comprises a MANUS manipulator arm
mounted on a small mobile robot for indoor use and is
designed to move in a partially known environment.
Planning, navigation, localization and perception tasks are
implemented in Linux. The system allows for variable
degrees of robot autonomy and human involvement, with
the focus on higher-level functions
Handy 1 [149, 150], which is no longer in production, is a
robotic system designed to aid disabled people with little
or no hand movement to eat, drink, wash, shave, clean their
teeth and put on makeup independently. It is used by more
than 200 people worldwide. A single switch can be used to
operate the system, which consists of several detachable
slide-on trays and a robotic arm with changeable attach‐
ments. Trays have been developed for eating and drinking,
washing, shaving and teeth cleaning, including a hot air
dryer, the application of make-up, and an ‘artbox’ for
drawing with coloured felt tip pens.
4. Sensory Assistive Devices
4.1 Mobility Devices for Blind People
Robotic devices have the potential to be used to support
mobility and independent travel for blind and partially
sighted people, as well as to provide physical support for,
for instance, older blind people. These devices generally
have a number of sensors and carry out real-time analysis
of the environment and compute and follow an appropriate
optimal travel direction that avoids any obstacles in the
user’s path. The guide changes direction when the robot
detects an obstacle and communicates this change to the
user by having sufficient mass for the user to feel its
movement haptically through the physical interface
provided by the device handle. The user intuitively reacts
to changes in direction of the handle caused by the move‐
ment of the robot’s wheels and is thereby steered along the
desired path. This requires minimal training input, where‐
as specialist training over an extended period is generally
required to use a long cane or guide dog safely and
effectively.
Robotic guides therefore have some of the advantages of a
guide dog or human guide in terms of a very intuitive
guidance system based on following the robot’s move‐
ments, while avoiding the need to be responsible for a dog
or dependent on the availability of a human guide. In
addition, a robotic guide is much easier to use and requires
considerably less concentration than the long cane or
devices based on it, and could give blind people who
currently only go out when accompanied the confidence to
do so without a human guide. It is still essential that blind
travellers have a reasonable level of independent mobility
skills and that they are in a position to make decisions to
override the robotic device.
However, the technology is advancing and, at some point
in the not very distant future, the development of robotic
guides able to support blind people with limited mobility
skills to travel safely should be feasible. Robustness and
reliability will be very important for this type of robot, and
it will be essential that there are numerous backup and
failsafe features to reduce the risk of failure to as close as
possible to zero. The availability of robotic guides will
significantly increase the opportunities and quality of life
of the numerous blind people who currently only travel
accompanied, since family, professional and volunteer
guides are not always available. They would also be very
useful for proficient travellers in unfamiliar environments.
Robotic guides could have the further advantages of
improving confidence and mobility skills, particularly for
blind people who normally travel accompanied. On the
negative side, robotic guides have the disadvantages of
relatively high costs, though good design could reduce this,
and drawing possibly negative attention to the user, unless
very well designed. A recent study [21] found that potential
users are particularly concerned about the appearance of a
robotic guide and that they wanted it to be inconspicuous,
whereas a device of a certain size is required to enable users
to feel its movements, for instance to avoid obstacles, so
they can easily follow it. Respondents also wanted the robot
to either be unobtrusive or to have an attractive appear‐
ance. For younger users, a science fiction/robot look might
work, but this would probably not be acceptable to older
users. Further desirable features include an adjustable
handle and a pointing device to indicate the desired
direction of travel relative to the current orientation. A
balance is required between the robot being light and
compact so as to make it easily portable and to facilitate
lifting onto public transport, and the minimum weight
required for the user to feel and respond to the robot’s
movements. The robot should require minimal power to
both extend the time it can be used between charges and to
minimize battery weight. A robotic guide could also be
designed to incorporate self-defence functions to increase
user safety. However, considerable care would be required
in the design so as to ensure that they were not used
inappropriately and that the use of excessive force was
avoided.
Another cheaper and more discreet option to a robotic
guide would be the provision of an intelligent, contextual‐
ly-aware travel assistant on a smart phone. However, this
would not be able to provide physical support to the user
and would require a much higher degree of independent
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mobility skills, as it would not provide intuitive guidance
based on following the robot’s movements. It would also
need to be used with either a cane or a guide dog.
The earliest robotic guide was the Meldog project in 1977
[151], which only produced a first prototype. It was
intended to provide a similar type of assistance to a guide
dog. It followed the user’s commands, but could ‘intelli‐
gently’ disobey them in the case of danger to the user. Many
of the fairly small number of subsequent projects have been
restricted to specific, generally indoor, environments. Most
robotic guides try to use off-the-shelf components to reduce
costs. They generally have some combination of laser range
finders, infrared and ultra sonar sensors and video cam‐
eras. Many of them have on-board processing or laptops,
but others only, or additionally, have off-board processing,
which either reduces the robot’s range or requires the
laptop to be carried in a backpack.
One of the few devices which was briefly commercialized,
though it is no longer available, is Guido [56] (See Figure
4). It will be discussed in this section, though it provides
physical support as well as guidance functions. It is a
robotic walking frame with a scooter-like appearance
designed to appeal to users, and handlebars which feel like
those of a bicycle. It combines the functionality of a guide
dog and robust support for the user. Guido has an on-board
processor, a SICK laser for sensing the environment, and a
force sensor in the handle for sensing user steering. Its front
wheels are steered by two motors, but it needs to be pushed
by the user.
Guido’s functions include object detection, obstacle
avoidance and landmark detection without the need for a
map. It combines data from the sensors with information
about the device and the user’s movements to select the
clear path closest to the user’s goal. Information about
landmarks and obstacles is communicated to the user
through voice messages and the steering. It has a context-
sensitive user interface with haptic input and switches, and
audio and haptic feedback output. Pre-recorded messages,
such as the path being blocked or clear and the destination
being reached or being passed, assist the user in controlling
Guido. It can be used in automatic mode, in which it uses
its full capability to avoid obstacles, and manual mode in
which the user retains full control of the device, but it can
have voice feedback. In response to user requests, Guido
was provided with physical brakes as well as automatic
braking.
A number of other robotic guides have been developed but
have not got beyond the prototype stage. The Smart-Robot
[152] has four wheels and a chassis. It uses RFID and GPS
localization indoors and outdoors, respectively. The robot
continuously checks for obstacles using ultrasonic and
infrared sensors and computes a new route to avoid
obstacles, presenting continuous feedback to the user
through the speaker and vibrating motors on the glove.
Landmark information is also announced by the speaker.
RG-I [153, 154] is intended to be used in supermarkets,
airports, conference venues, hospitals and other institu‐
tions rather than being owned by individuals. It requires
small, passive RFID sensors to be located in the environ‐
ment and it is not suitable for navigating large open spaces,
such as hotel lobbies. Haranobu 6 [155, 156] consists of a
motorized wheelchair platform which the user follows. It
uses a geographic information system in navigation and
detects pedestrians by their rhythmic movement and cars
by the shadows under them.
The GuideCane comprises a robotic  wheeled base with
10 ultrasonic sensors for obstacle detection at the end of
a cane which the user holds [54] (Ulrich and Borenstein,
2001).  The  wheels  can  be  steered  to  the  left  or  right
relative  to  the  cane  by  a  servomotor  controlled  by  the
built-in  computer.  The  user  can  indicate  a  desired
direction  of  motion  by  pressing  a  mini  joystick  in  the
handle  in  that  direction.  When  the  wheels  turn  side‐
ways to avoid an obstacle, the user almost automatical‐
ly changes orientation to follow the cane. The GuideCane
is  semi-autonomous,  with  full  autonomy  for  obstacle
avoidance,  and  it  uses  the  user’s  skills  for  path  plan‐
ning  and  localization.  It  has  not  gone  beyond  the
prototype stage and its appearance and cumbersome size
could  act  as  barriers  to  further  development  unless
modified.
Figure 4. Guido
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Another guide has a pan-tilt camera on the base of the
autonomous robot Leo-1. The camera images are processed
and used to operate the robot, with processing including a
four-directional features field and a character recognition
system with verification to read, for instance, room
numbers [157]. The Hitomi [158] consists of a powered
wheelchair with a camera, ultrasonic and tactile sensors,
and GPS to guide the user in outdoor environments. It is
intended for people with sight loss later in life, and the user
follows the chair, holding onto the handles.
4.2 Shopping Assistance Robots
Blind people require assistance either from technology or a
person to locate and identify products and to read infor‐
mation about them, such as prices and ingredients. Both
robotic and software-based shopping assistants for blind
people have been developed. The software-based systems
include [159, 160, 161, 162, 163] BlindShopping, GroZi,
iCode, ShopCode, ShopMobile, ShopTalk and Tinetra.
These systems detect and identify products using barcode
scanners, RFID readers and cameras which read quick
response (QR) matrix barcodes. The software is installed
on, for instance, a mobile or smart phone or a mini PC in a
backpack, and some of the systems provide navigation
instructions. These systems have the advantages of being
easily portable and of not drawing attention to the user, and
are probably considerably cheaper than robot systems.
However, robotic applications have the advantage of being
able to provide additional functions, such as guidance and
support for the user, bringing products to the user and
carrying them.
RoboCart [164, 165, 166] has two main functions: guiding a
blind shopper to the vicinity of a product, and haptic
exploration to find the product supported by the locomotor
and haptic modules, respectively. It consists of a mobile
robotic base with a wayfinding toolkit in a PVC pipe
structure which also provides a handle, and a basket
mounted on this structure. The rigid handle provides
haptic feedback about the robot’s movements. A 10-key
numeric keypad in the handle allows the user to browse a
list of products or enter a product number. When the
shopper is close to the product, the robot tells them how to
find the product in synthetic speech using their egocentric
(body-based) frame of reference. The robot uses Monte
Carlo Markov localization with RFID mat recalibration
points read by an RFID antenna close to the floor. The need
for RFID mats is one of the disadvantages of the device.
Comments from participants in user tests [166] indicate that
they want to know what products they are walking past,
with more detailed information on how to find the product
after scanning the barcode, and for the robot to stop either
directly in front of or just past the product (depending on
the presence of other shoppers and other obstacles) and
beep rather than make clicking sounds, which are both
irritating and easily missed in the background noise.
Robotic shopping assistants designed for guiding non-
disabled shoppers could be used to support visually
impaired people if appropriately modified. However, they
are only able to guide users to the approximate location of
the products of interest, rather than aiding them in locating
a particular product or providing information about other
similar products to enable comparisons. An example is
Toomas [9], which has been trialled in large home improve‐
ment stores in Germany. It is 1.5 m high and weighs 75
kilograms, and is designed to work autonomously. It has a
differential drive and castor on the rear and a maximum
speed of 1.4 m/s. An omnidirectional camera on the top of
its head delivers panoramic and high-resolution frontal
images, and 24 sonar sensors at the bottom carry out
obstacle detection, map building, localization and person-
tracking (to identify shoppers). A laser range finder was
added to meet German safety regulations. Toomas has a
three-layer control architecture which separates the
robotic-specific methods and skills from the application.
5. Socially Assistive Robots
5.1 Companion and Socially Assistive Robots
Social robots are designed to produce social behaviours and
perceptions  in  people  [19].  They  draw  on  the  human
tendency to anthropomorphize objects [167], giving rise to
feelings for them, and they proactively engage with people
and/or  show  some  degree  of  social  intelligence  [168].
Socially interactive robots are a type of social robot for which
the social interaction between the human and the robot is
particularly  important  [73].  They  may  perceive  and/or
express emotions, use high-level dialogue in communica‐
tion, recognize other agents, establish and/or maintain social
relationships, have ‘personality’ and ‘character’, and they
may be able to learn social competencies.
Socially assistive robots are a type of social robot [19, 169]
which provide assistance to end-users through social
interaction. The human tendency to attribute human
intentions and goals to even very simple mobile physical
entities may make companion and socially assistive robots
more effective than a programme on a computer or mobile
phone [170]. A classification framework for social robots
based on the following five properties has been proposed
[169]: (i) form from abstract through animal-like to human-
like; (ii) modality or number of communication channels;
(iii) extent of knowledge of social norms; (iv) degree of
autonomy; (v) interactivity or extent of causal behaviour.
Socially assistive robotics support users through social
interaction [171]. They are designed for emotional expres‐
siveness, user engagement, appearance and robustness
during interaction, in order to assist the user and influence
their behaviour [171].
Feil-Seifer et al.’s [172] benchmarks for socially assistive
robots are stated below with ‘carer’ replaced by ‘personal
assistant’, as this has a wider meaning:
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1. Technology properties: (i) safety; (ii) scalability or the
ability to translate effects found in the lab environment
and to different numbers of users and users with
different needs.
2. Social interaction properties: (i) autonomy; (ii) privacy;
(iii) role in the community; (iv) frequency and success
of social interaction.
3. Assistance properties: (i) impacts on the user’s life; (ii)
impacts on personal assistants’ lives; (iii) impacts on
the effectiveness of the support provided.
There have been a number of generally small-scale studies
of the use of assistive social robots with elderly people
[173], with most of the studies carried out in Japan with the
dog robot AIBO [174] and the baby harp seal robot Paro
[175, 176] (see Figure 5). Despite study limitations, many of
the studies have shown positive effects from either the use
of a robot or a non-functional robot or pet toy, as well as
that older people are open to the use of robot technology
[173]. However, it has been suggested [5] that, at least in
some cases, the positive effects may be the result of an
almost total lack of stimulation in their daily lives such that
anything new is welcomed. In addition to AIBO and Paro,
robots which have been used in studies of socially assistive
robots include the cat robots, iCat [177] and NeCaRo, the
humanoid robots, Bandit and Brian [178], and the machine-
like robots with some humanoid features, Pearl [179, 180]
and the companionable robot companion [39].
Figure 5. Paro
AIBO, which is no longer in production, has a hard plastic
exterior, a camera, touch sensors, infrared and stereo
sound, four moveable legs, a moveable tail and a moveable
head. It can walk, chase a ball, is autonomous and has
programmable behaviours. It uses its tail, body movements
and the colour and shape of its eyes to express six ‘emo‐
tions’. Its sensors are able to detect distance, acceleration,
sound, vibration and pressure. Later versions are able to
recognize voice commands. The iCat is made of hard plastic
with a cat-like appearance and a face able to express some
emotions. It is intended for functional assistance rather
than companionship, and as a research platform for
human-robot interaction. NeCeRo is covered in synthetic
fur, can ‘learn’ to recognize its name, responds positively
to stroking and hugging and negatively to rough treatment.
Paro was chosen to be an unfamiliar animal in order to
avoid raising expectations and was designed specifically
for therapeutic uses with elderly people. It has a ubiquitous
tactile sensor between its hard inner skeleton and white fur
to make it feel soft, an infrared sensor, stereoscopic vision
and hearing, and a light sensor to detect light and dark. It
makes seal-like sounds and moves its tail and opens and
closes its eyes in response to petting. It is not mobile but it
can move its neck, front and rear paws and eyelids, which
contributes to its facial expressions [181]. Both Paro and
NeCeRo ‘sleep’ or seek to be cuddled in response to internal
rhythms.
Bandit and Brian both consist of a humanoid torso on a
mobile robotic base. Bandit has 19 controllable degrees of
freedom. A USB camera at the robot’s waist captures the
user’s arm movements to enable the provision of perform‐
ance feedback using speech generated by the commercially
available NeoSpeech text to a speech engine [182]. Brian
produces facial expressions through the activation of facial
‘muscles’ in four groups at the control nodes. Its skin is
silicone rubber so as to make it elastic and thus permit
considerable deformation when expressing ‘emotions’.
Pearl is a second generation mobile nursebot that can assist
elderly people in navigating a nursing home. The compan‐
ionable robot companion has a tiltable touch-screen for
graphical and touch-based communication with the robot,
a tray for personal items, and two OLED displays as eyes
to allow simple facial expressions. It has a number of
autonomous behaviours, including detecting, tracking and
searching for the user, both in the user’s favourite places
and the whole flat. However, this may raise issues of
control and surveillance and whether this is carried out at
the instigation of the user or someone else.
Suggested potential uses of socially assistive robots include
encouraging post-stroke exercising and rehabilitation [183,
184] and supporting people with dementia [181, 185, 186,
187]. Small-scale trials have found that the robot did
motivate exercise, though there were significant differen‐
ces in responses. A review of the studies of the use of
socially assistive robots with people with dementia [186]
found that the animal robots NeCoRo, Paro and AIBO led
to increased social interaction and reduced stress (as
measured by physiological symptoms), and that they
reduced staff burn-out when used in a day care centre,
while Bandit also had some positive effects when program‐
med to stimulate positive responses in a musical game.
However, in another study, while Paro was found to calm
an elderly man with moderate dementia, this involved
giving him the false impression that Paro was alive, which
raises important ethical issues about honesty, respect and
not potentially increasing feelings of confusion. There is
also the possibility that these robots have a calming effect
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by masking symptoms, and that they thereby prevent
attention being given to the underlying causes.
Socially assistive robots could have potential benefits for at
least some elderly people, but they also raise a number of
serious concerns, many of which are summarized in [5].
The possible use of deception and diverting attention from
possibly serious problems have already been mentioned.
Concerns about the substitution of real contact with people
by robots are discussed in Section 7, which addresses user
acceptance. As in the case of the smart house, there is also
the potential to use these robots for surveillance and to
control an elderly person’s activities. As indicated in [5],
there is also the possibility that robots will be used in ways
that demean and infantilize elderly people. There is
therefore a need for further research on the use of socially
assistive robots in ways that are acceptable to elderly
people and which remain within their control. There would
also be value in the development of a taxonomy of socially
assistive robots which relates robot characteristics to user
characteristics and preferences, and the specific functions
and context in which the robot is used.
5.2 Robots for Autistic Children
The use of robots with autistic children is another area
which has potential but which could also give rise to
problems. Robotic toys to be used by disabled children
need to be very robust, and autistic children may prefer a
robot without facial features to one that looks human [188].
The investigation [189, 190] of peer-reviewed studies of the
interactions of autistic children with robots indicates the
potential of robots to elicit various types of behaviour, but
further research is required. The following robot design
specifications have been suggested [191]; (i) approximately
the size and weight of a commercial doll, i.e. about 50 cm
high and 1 kilogram in weight; (ii) low cost, to allow
purchase by collaborating schools and museums; (iii) on-
board processing and battery operated; and (iv) a resem‐
blance to commonly-used toys. It has been suggested that
a human-seeming body and features can bridge the gap
between non-human-looking machines with which autistic
children feel comfortable and people where the interaction
is more difficult [191]. Research is investigating whether
social interaction with robots can be translated into
improved social interaction with other people e.g. [19].
A number of different robots, both research prototypes and
(modified) commercially available robots, have been used
with autistic children, but their use is still at the research
stage. They include humanoid, generally toddler or small
child sized robots animal robots and objects. NAO [192,
193] (see Figure 6), Kaspar [194] and Robota [191, 195] are
three toddler- or small child-sized humanoid robots. Both
Kaspar and Robota are designed to be low cost and
generally wear clothes which cover the robotic parts, as
well as a wig. NAO is 0.57 metres high and weighs 4.5
kilograms. Its patented pelvis kinematic design only
requires one motor and allows it to simultaneously bend
forward and move its legs apart. Its sensors include
cameras in the head, capacitive feedback to receive ‘tactile’
input from contact, two gyrometers and three accelerome‐
ters for real-time data acquisition. The Choregraphe
software provides text-to-speech conversion, sound
localization, visual pattern and coloured-shape detection,
obstacle detection and visual effects, which are output
through its LEDs. NAO has 25 degrees of freedom, five in
each leg and arm, one in each hand, two in the head and
one in the pelvis. Both Robota and Kaspar are designed to
be low cost.
Figure 6. Nao
Kaspar is a stationary humanoid robot which is ‘minimally
expressive’ to avoid presenting too many social cues while
providing facial expressions for autistic children to inter‐
pret. It is the size of a small child with a large head. Its body
is based on a child-sized shop floor dummy and its face is
a silicon rubber face mask from a child resuscitation
practice dummy. It is flexible enough to be deformed by
actuators and it provides simplified human features.
Kaspar’s main moving parts are the head, neck and arms
with the joints activated by radio-controlled model servos.
Robota is a 45 centimetre high humanoid robotic doll
weighing 1.6 kilograms and containing a PIC motor, sensor
boards and drivers. The initial prototype was made of Lego
parts. The current commercially available version sold for
$3,000 in 2006. A serial link connection to a PC enables
Robota to use speech synthesis, speech processing and data
processing from a quick-cam camera. It can copy some of
the user’s movements.
Roball [196] is an autonomous ball-shaped rolling robot
which rotates on all its surface, not just a wheel. It is about
15 cm in diameter and it weighs less than two kilograms.
The sturdy flat-topped Labo-1 mobile platform [197] has
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eight infrared sensors for obstacle avoidance and a single
positional heat sensor. It has a main control module which
controls the selection of four behaviours involving move‐
ment in different directions. Pleo [19] is a small commer‐
cially available toy dinosaur robot, about 53 cm long and
20 cm high. It uses body movement and vocalizations to
express emotions and attention. It is battery powered with
15 degrees of freedom and can be controlled by a handheld
remote control and a built-in infrared receiver in its snout.
It can support 13 custom pre-recorded behaviours involv‐
ing synchronized movements and speech-like recordings.
Some of the behaviours are designed to be socially expres‐
sive.
On the one hand, there are indications that robots can be
used to support the development of competencies in
interaction and communication, and that autistic children
are using the robots as a ‘mediator’ to support interaction
with the experimenter or other children [168, 195]. On the
other hand, there may be attempts at behaviour modifica‐
tion in order to try and ‘normalize’ the children rather than
focusing on developing innate strengths and competencies,
which help them to function in what is often a not particu‐
larly friendly world.
6. Mixed Assistance Robots
6.1 Robotic Assistants for Elderly People
Surveys have identified that older people, their relatives,
assistants and (other) professionals are interested in a
companion robot having the following functions [39]: (i)
communication with family, personal assistants and
professionals; (ii) safety functions, including medication
reminders, monitoring and fall detection and remote
control of the robot to evaluate critical situations; (iii)
cognitive training functions and stimulating games; and
(iv) smart contextual awareness to allow the robot to adapt
its behaviour to the user’s needs. However, it should be
noted that contextual awareness raises issues of the trade-
offs between privacy and adaptation. In addition, it was
personal assistants rather than elderly people who were
interested in safety information [198], and it is important
that the worries of family and professionals do not result
in monitoring and restrictions that elderly users do not
want. Fulfilling users’ requirements requires human-robot
interaction, navigation and assistive services. It has been
suggested that interaction requirements should include
[39] the abilities to: (i) detect and track a moving/static
person; (ii) autonomously search for, face towards and
follow the user; (iii) understand a given set of words and
critical sounds e.g. glass shattering; (iv) notice items in its
tray; and (v) have simple emotional facial expressions.
However, users may prefer a robot that concentrates on
social interaction and which does not search for and
monitor them.
Although, as indicated by the sales figures, there has not
yet been a significant movement in this direction, the more
industrialized countries with an aging population may
increasingly investigate the use of robots to assist elderly
people. For instance, a Japanese Trade and Industry
Ministry official indicated in 2009 that there would soon be
a need to prepare safety rules for robotic nurses expected
to serve elderly people in the next five years [5].
Care-O-Bot is a home robotic assistant which was devel‐
oped iteratively from a mobile platform with a touch screen
[199]. The main components of Care-O-Bot 3 (see Figure 7)
[200, 201] are a mobile base, a torso, a lightweight robotic
arm with a three-fingered gripper which can reach the floor
and high cupboards, a tray for passing objects between the
robot and the user, and sensors on a carrier. The robot has
28 degrees of freedom and the arm has seven. It has four
wheels rather than legs to increase stability and reduce the
risk of falling. Laser scanners on the front and rear support
navigation and collision avoidance. It requires training to
recognize objects. The control software for the mobile
platform is a hierarchical multilayer system. Subsequent
robots in the family have been developed [202] based on a
modular design with arms from different vendors and
different sizes of mobile base and torso as well as different
sensor configurations. However, they are being used as a
standard platform for research on mobile manipulators and
their applications rather than being implemented in
practice.
Figure 7. Care-O-Bot 3
The similarly named CareBot [5] can carry out simple
verbal interactions, give reminders at predetermined times
and dates, give medicine and monitor the user’s state of
health using its vital signs sensors, and follow the user from
room to room. However, its role could be more to monitor
rather than assist an elderly person. The uBot5 [203] can lift
and move objects and carry out other tasks using its
manipulators. It can be remotely controlled over the
Internet to carry out tasks, including to monitor the user for
signs of a fall.
The Nursebot project was originally intended to develop
robotic assistants for elderly people – particularly those
with mild cognitive impairments – in their own homes, but
it has expanded to cover other settings. It has developed
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two autonomous robots, with the current one called ‘Pearl’,
and supporting software. Its main functions are to provide
reminders with some flexibility to take account of the user’s
schedule, and support navigation about the environment.
However, it collects data about the user’s activities [180].
This can be supportive, for instance in giving a reminder to
take medicines after an appropriate length of time follow‐
ing eating, but it is intrusive and the user may not be aware
of what data is being collected about them. The Pam-Aid
provides physical support and obstacle avoidance for older
blind people [204, 205].
The personal aids for the mobility and monitoring [12, 206,
207] (PAMM) concept provides physical support and
guidance, including obstacle avoidance using a detailed
map from a central computer, and health monitoring. An
upward-looking camera is used for localization. Sensors
continuously monitor the user’s vital signs. Implementa‐
tions include the SmartCane (which has too large a base to
act as a cane) and SmartWalker, which provides support.
It is intended to delay the move from an assisted living
facility to a nursing home [207], but the assistance provided
does not necessarily either require or justify the monitoring
involved.
Riba (Robot for Interactive Body Assistance) has a teddy
bear face and can lift and move people from a bed to a
wheelchair, recognize faces and voices, and respond to
spoken commands [5]. EI-I [208] is able to respond to simple
commands and carry out tasks in the house analogously to
an assistance dog. It can open doors and drawers indicated
with a coloured towel tied to them when instructed
verbally, with a laser pointer used to indicate the location,
as well as lift objects off flat surfaces.
It should be noted that mixed assistance robots raise similar
concerns to those discussed in Section 5.1 for socially
assistive robots for elderly people.
7. User Acceptance of Robots
As discussed in the previous sections, there are many
different applications of assistive service robots, but they
are fairly rarely encountered in practice. While robots are
not suitable for all applications, there seems to be a
considerable gap between the potential and the number
used in practice, as discussed in Section 1, even taking into
account the fact that many assistive robots are prototypes
and do not appear in sales figures. There are a number of
reasons for this, including the fact that the majority of these
robots do not get beyond the prototype stage, as well as the
relatively high costs of many of the systems which are
commercialized.
There are also issues of user acceptance. The increasing
possibilities  of  service  robots  have  led  to  a  number  of
studies of robot acceptance. Acceptance has been defined
as the ‘demonstrable willingness within a user group to
employ technology for the tasks it is designed to support’
[209].  It  has  also  been  noted  [210]  that  acceptance
generally involves a combination of positive evaluation,
intentions to use the technology and actions when using
it,  called  ‘attitudinal’,  ‘intentional’  and  ‘behavioural’
acceptance respectively. One of the earliest studies of the
user  acceptance of  robots  related to a  robotic  arm in a
clinical setting [211].
A large-scale survey [212, 213] of younger and older adults
found that both groups had greater acceptance of robots
performing infrequent but important tasks that required
little interaction, and the least acceptance of robots for non-
critical tasks requiring extensive interaction. The older
adults (aged 65-86) exhibited greater acceptance of robots
performing critical tasks in their homes. The authors also
found that both younger and older adults considered
robots mainly as machines to perform tasks rather than to
interact socially with. A study involving over 2,000
participants [24] found that women were less willing to
accept robots than men, and that elderly people had the best
image of robots of any age group. They showed a combi‐
nation of scepticism of new technologies and concern for
improving their quality of life. They were therefore the
group most interested in using a robot to regain independ‐
ence, but least interested in a robot purely to free them from
particular tasks.
This may relate to the fact that saving time is less an issue
for elderly than working-age people, whereas they feel
their independence is threatened and are very concerned
about maintaining it. Interestingly, elderly people prefer‐
red human assistance to robotic assistance in terms of
autonomy. However, the issue here may be concerns about
loneliness and social isolation, again indicating that robots
should not be used to replace human companionship. This
is further borne out by the findings [26] of three focus
groups with older people (aged 65-89), some with mild
cognitive impairments, that the participants were con‐
cerned about, and even afraid of, contact with robots being
substituted for contact with people and robots and robotics
projects being funded rather than human assistants for
older people. Although they considered the seal robot Paro
charming, interaction and communication with it were
‘not... genuine’ and ‘communicat[ion] with nothing.’ While
the participants did not like humanoid robots, they reacted
positively to small robots that they considered creative and
which had human traits [26]. While much of the discussion
of the acceptance of assistive robots has focused on socially
rather than physically assistive robots, issues of the
possible withdrawal of funding for personal assistance due
to the potential or actual availability of robots is of concern
in both cases.
A number of studies have been carried out of socially
assistive robots, often involving animal robots. However,
care needs to be taken in interpreting the results and the
extent to which they transfer to other contexts, groups of
users or types of robots. In most cases, further research will
be required. The experience of meeting a robot was found
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to lead to more positive attitudes towards robots among
older people and staff in a retirement village [214]. There
are also indications from studies of greater acceptance,
psychological closeness and/or more positive reactions to
robots which are more similar to users. This includes with
regard to ‘gender’ as indicated by the robot’s voice, as in
one study involving students [215], and ‘personality’ in the
case of post-stroke rehabilitation therapy [184] and small
numbers of disabled people [183].
Both appearance and behaviour can affect the responses to
robots, but there have been more studies of the impact of
appearance than behaviour. Studies have shown that, for
instance, blind people consider the robot’s appearance
important [21]. Preferences for a humanoid or machine-like
robot have been discussed in Section 2.1. It has been
suggested that appearance is particularly important in
determining reactions to the robot in the case of short-term
interactions, for instance, in demonstrations and exhibi‐
tions, whereas in the case of long-term interactions in the
home, at school or in a nursing home, the robot requires a
learning function to change its interaction in order to avoid
the person becoming bored [216].
Studies have found that older people in an institutional
setting were excited about the presence of a robot [179].
Several studies have shown that users preferred commu‐
nicating with and enjoyed the communication more when
animal and humanoid robots exhibited more social
behaviours, such as looking at the user rather than past
them [217, 218], using the user’s name, greeting them and
saying farewell, and varying the wording in therapy-
encouragement messages [182]. In addition, the perceived
enjoyment and intention to use robots have been found to
be correlated with actual use [219, 220].
There have been two main approaches to modelling
acceptance or attitudes towards technology which are
relevant to assistive robots: (i) a number of different
technology acceptance models; and (ii) two attitudes
towards robot scales. For some reason, the technology
acceptance models focus on the positive factors, such as
perceived usefulness, ease of use, facilitation of tasks and
the (positive) social influence of other people’s perceptions
of information technology use, whereas the two robot
attitudes scales have only negative factors. The earliest and
simplest model (and which has some empirical support
[69]) is the Technology Acceptance Model [210]. Other
models include the Unified Theory of Acceptance and Use
of Technology Model [221] and the Technology-to-Per‐
formance Chain Model [222].
The Negative Attitude to Robots (NARS) [223, 224] and the
Robot Anxiety Scale (RAS) [225] have been used to study
negative reactions and anxiety in response to humanoid
and non-humanoid robots. Both scales have three dimen‐
sions. NARS considers negative attitudes towards interac‐
tion and emotional interaction with robots and robots’
social influence. RAS considers anxiety about robots’
communication and behavioural capabilities, and anxiety
about discourse with robots. It would seem appropriate to
combine the two approaches to consider both the positive
and negative factors which affect robot acceptance and use.
Other factors which can affect acceptance and which are not
included in the technology acceptance models [69] include:
(i) functionality, including the tasks the robot or technology
can carry out; (ii) the degree of autonomy and the type of
interaction and control; (iii) social ability, including facial
and other expressions or emotional and non-verbal social
cues; (iii) form and appearance, including whether the
robot resembles a person e.g. has a human-like face, body,
arms and legs, height and gender for human-like robots,
and whether it looks like an animal or an object for non-
humanoid robots.
There are also multi-level approaches, such as the two-
level Almere Model [226]. It is related to the technology
acceptance models, but it also includes the negative factor
of anxiety at  the first  level.  Other factors include trust,
perceived  adaptability,  social  abilities,  perceived  enjoy‐
ment,  usefulness  and ease  of  use.  In  the  case  of  assis‐
tive  robots,  an  appropriate  degree  of  autonomy  is
required  so  that  users  do  not  feel  the  robot  is  taking
control away from them or making high-level decisions
for them. However, the robot requires sufficient autono‐
my to appropriately support the user. Autonomy levels
can  affect  robot  acceptance,  as  they  may determine  its
perceived  usefulness.  For  instance,  a  robot  that  cannot
navigate  accurately  around  the  home  may  be  consid‐
ered useless despite its other abilities [69].
The impact of perceived stigma has been ignored in both
the studies and the models of robot acceptance. This is
particularly relevant to assistive devices [227], possibly
including assistive robots. While there is a body of general
literature on stigma e.g. [228, 229, 230], most of the litera‐
ture on stigma and assistive devices relates to hearing aids
and is not recent e.g. [231, 232], with a small number of
exceptions e.g. [233]. Social acceptability is an important
factor in determining whether assistive technology is used
or abandoned [227], and fears of stigmatization may lead
to difficulties in accepting it and to non-use or attempts to
make it invisible, for instance by using a folded long cane,
which reduces its usefulness [227]. This is a much stronger
effect than the social influence of other people’s percep‐
tions, which appears in one of the technology acceptance
models and which is only considered from the positive
perspective. However, robots are still a relatively new and
advanced technology, with futuristic and science fictional
associations. This may lead to the possession or use of an
advanced robot conveying status, which counteracts the
stigma associated with assistive devices. However, further
research will be required to investigate this.
Another important factor which may affect the acceptabil‐
ity of assistive robots is related to personal assistance. There
are at least three aspects of this: (i) the availability of
personal assistance; (ii) personal preferences for robotic
and personal assistance for particular tasks; and (iii)
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concerns that the possibility of the robotic automation of
assistance may remove funding for personal assistance. As
discussed above, personal assistants fulfil a social role
which cannot fully be met by robots. Therefore, attitudes
towards assistive robots will be strongly influenced by
perceptions as to whether they will be complementary to
or replace personal assistants.
Further research is still required into the factors that affect
the use of assistive robots, including user acceptance. There
is also a need for models of user acceptance which combine
positive and negative factors. Since there are generally
trade-offs between model complexity and explanatory
power, simpler models are frequently able to explain a
considerable part of the variation, and there could be some
value in the development of simple and detailed models
involving both just a few and also a much larger number of
variables respectively.
The following six factors are proposed for the simple
model, though further research will be required to validate
the model and investigate its use. It should also be noted
that several of the factors can have either a positive or a
negative impact:
1. Functionality and the extent to which this meets the
user’s needs
2. Perceived need
3. Appearance
4. Perceived usefulness
5. Fears about isolation and loss of personal assistance
6. Perceived stigma
8. Conclusions
The paper has provided an overview of some of the
applications of assistive robots. The discussion of assistive
robots was structured by organization into the four
categories of: (i) physically assistive robots; (ii) socially
assistive robots; (iii) sensory assistive robots: and (iv) mixed
assistance robots. A more detailed categorization based on
assistive technology models [2, 10] has been proposed.
The discussion of different types of assistive robots was
introduced by an overview of some of the underlying
technologies used in assistive robots. However, a full
evaluation of the state of the art with regards to these
technologies was not provided, and this would require
further work.
The paper has illustrated the considerable potential of
robots to support and assist elderly and disabled people.
However, this potential is largely untapped with only small
numbers of robots in actual use, many projects not getting
beyond the prototype stage, and a number of assistive
robots being used as platforms for research rather than
being made available, commercially or otherwise, to
potential users. The applications discussed are able to
support various groups of disabled people in the home or
workplace, in leisure activities and in facilitating travel,
whether through guidance or the provision of other smart
functions. Greater availability of these applications could
have a significant positive impact on the lives of disabled
people. Although robots may not be suitable for all
potential applications, the current application areas seem
relatively limited and the examination of the various
models of human activities e.g. [2, 234, 235], indicates that
there may be a wide range of other application areas that
have not yet been investigated.
On the other hand, not all potential applications of assistive
robotics are positive, and there is a need for assistive robots
to be used appropriately. There are probably greater
concerns about socially assistive robots than there are about
physically assistive robots. However, in both cases there are
issues of the substitution of personal assistants by robots
rather than the two approaches been seen as complemen‐
tary and both being available, so that users can make
appropriate choices for their particular circumstances. For
instance, as discussed in Sections 3.2 and 3.3, robotic
devices are able to support many self-care activities, though
applications able to aid in dressing do not yet seem to be
available. When used appropriately, such robotics appli‐
cations can significantly improve the options and choices
available to potential users. However, the use of personal
assistance to carry out self-care tasks may be faster, making
more time available for work, study and leisure activities.
In the case of socially assistive robots, elderly people in
particular have serious concerns that robots will replace
personal contact and personal assistance, leading to a loss
of companionship and increasing isolation, though there is
also some evidence of these robots providing the focus for
increased positive social interaction with other people.
These concerns are very real and need to be taken seriously.
Regardless of future technological developments, it seems
unlikely that interaction with a robot will ever have the
same quality as interaction with a person (or animal). The
nature of the interaction with an animal and other toy
robots may also be problematical and based on the decep‐
tion that the robot is real [5]. Another area which gives rise
to serious concerns is the proliferation of sensors, the
monitoring of the occupant and the collection of personal
data in smart home applications. This raises a range of
privacy management issues, as well as the rights of elderly
people to make choices and take risks.
In summary, assistive robots have considerable potential to
support disabled and elderly people, but this requires them
to be used sensitively and appropriately. In particular, they
should be seen as being complementary rather than as a
replacement for personal assistance. This issue and con‐
cerns about loss of contact with real people emerged
vividly in the brief discussion of user acceptance. It was
noted that the approaches to modelling user acceptance
consider either positive or negative factors, but not both. A
new model of user acceptance, including both positive and
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negative factors was proposed, but further work will be
required to validate it.
There is a need for further research in a number of different
areas, including: user involvement and requirements; user
acceptance and use of assistive robots; development of the
underlying technologies; development of applications;
privacy management; and outcome evaluation. User
involvement is essential to determine what applications are
likely to be of interest to disabled and elderly people and
to determine their requirements, while recognizing that
each user of assistive robotics is an individual with their
own specific needs and preferences. User involvement in
all stages of the process of the design, development and
implementation of assistive robots is crucial in ensuring
that users are in control of the ways in which robots are
used to support them. There may be a need for the devel‐
opment of new methodologies for user involvement,
particularly for determining the wishes of elderly people
with dementia. There is a need for the investigation of both
the factors which affect user acceptance and attitudes to
robots and improved models.
Continuing progress is being made in both the underlying
technologies and their applications, to the extent that any
state of the art overview is very soon out of date. However,
there remains a need for further work in many areas,
including stable walking mechanisms, control architec‐
tures, artificial intelligence, speech recognition, brain-
computer and other types of interfaces, and shared control.
There is also a need for both the development of robotic
applications in new areas and the development of existing
application areas, such as robotic wheelchairs, beyond the
prototype stage, in order to give potential users a wider
range of choices. Research into privacy management
should have at least two main components: (i) the investi‐
gation of users’ concerns and the trade-offs that they are
and are not willing to make; and (ii) the development of
improved privacy management systems.
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