Abstract. In these Lecture Notes I discuss the boundary conditions for the quasiclassical Green's functions in the theory of superconductivity.
I INTRODUCTION
The quasiclassical Green's functions are a powerful method for investigating equilibrium and nonequilibrium superconductivity 1]. They can be used when the length scale a over which the macroscopic physical quantities of interest vary is much greater than the typical atomic scale F , the electron wavelength. In hybrid structures, due to the electron re ection occurring at the boundaries between di erent metals, macroscopic quantities do not vary slowly in the quasiclassical sense and the set of equations for the quasiclassical Green's functions needs to be complemented by appropriate boundary conditions that tell how to match the quasiclassical Green's functions on the di erent sides of a boundary once the scattering properties of the boundary are known. The derivation of such boundary conditions was done by Zaitsev 2] in a general form, valid both in the clean and dirty limits. Successively, Kupriyanov and Lukichev 3] obtained in the dirty limit simpler boundary conditions which are strictly valid in the case of small transparency of the boundary. This dirty limit form of the boundary conditions has played a considerable role in recent years in the analysis of electrical transport properties in hybrid superconducting structures 4] . Recently, new e ective boundary conditions, valid in the dirty limit, have been derived by means of a perturbative expansion in the boundary transparency 5].
These Lecture Notes are organized as follows. In the next Section, in order to illustrate the general ideas, I consider the normal case when no superconductivity is present. In this case the derivation of the boundary conditions necessary for example to evaluate the conductance of a normal disordered wire are derived. In Section III, I introduce the formalism to be used in the general case when superconductivity is present and derive the set of quasiclassical Green's functions needed in the presence of interface boundaries. In Section IV, the derivation of the boundary conditions for the quasiclassical Green's functions is given. Section V deals with the important limit of dirty systems where the boundary conditions acquire a particularly simple expression. A few examples are then shown for the purpose of illustration. In Section VI, nally, I address new recent developments aiming to go beyond the small transparency limit of the boundary conditions for dirty systems along with some physical consequences.
II THE NORMAL CASE
As anticipated in the Introduction, it is useful to start by considering the simple situation of a disordered normal metallic wire of length L and cross section S, attached to two normal macroscopic electrodes. The two electrodes must be thought of as large electronic reservoirs in statistical equilibrium. The dimensions of the wire are in the mesoscopic domain, i.e., the typical length scales are less than the phase coherence breaking length. To compute the physical properties of the wire, like, for example, the electrical conductance, one can use the quasiclassical approximation which is valid when the length scale over which the macroscopic quantities vary is much greater than the typical atomic length scale. This is done by solving the Boltzmann kinetic equation for the electron distribution function. In the electrodes the distribution function is the equilibrium Fermi function which provides the appropriate boundary conditions at the two ends of the wire. Let f(r; k; t) be the distribution function in the wire. In the case of weak s-wave impurity scattering, in the absence of external elds and in time independent situations, the Boltzmann equation for the distribution function integrated over the modulus of the momentum, f(r; ) = N 0 R d Ef(r; k), E = h 2 k 2 =2m, reads 6] l @ z f(z; ) =< f(z; ) > ?f(z; ) (1) where N 0 is the non-interacting single-particle density of states per spin and l = v F is the mean free path with the scattering time. = cos( ) = k z =k F is the component of the momentum parallel to the wire. (1), we have made the assumption that f depends only on the longitudinal coordinate z (?L=2 < z < L=2), perpendicular to the boundary plane, as suggested by the one-dimensional character of the problem. It is customary to divide f in symmetric and antisymmetric components with respect to the reversal of the direction of the momentum f s (z; ) = (f(z; ) + f(z; ? ))=2; f a (z; ) = (f(z; ) ? f(z; ? ))=2: (2) The current is then written solely in terms of the antisymmetric part j = 2eN 0 v F S < f a (0; ) > (3) ans has been evaluated at z = 0 for the sake of de niteness. Eq.(1) can then be written for both f s and f a to read l @ z f s = ?f a (4) l @ z f a = < f s > ?f s (5) and the boundary conditions at the wire ends are f s ( L=2; ) = f R;L ; (6) T f a (z = 0): (10) As expected physically, the function f a is continuous across the boundary, meaning the conservation of the current, while the symmetric part undergoes a jump. The eqs. (4) (5) together with the boundary conditions (6,9-10) can then be solved to get the current in the system. As a simple illustration of the boundary condition (10), consider the case when a tunnel junction is between the two electrodes. This corresponds to the case when the left and right regions of the wire are at equilibrium. The tunnel junction conductance is then easily obtained by inserting eq.(10) into eq.(3) for the current
III EQUATIONS OF MOTION
A systematic way to deal with nonequilibrium problems in quantum eld theory is provided by the Keldysh technique 7], which introduces a matrix Green's function
where the diagonal and o -diagonal blocks contain information about the spectrum of the elementary excitations and their distribution function, respectively. The various elements of the "check" Green's function, G, are themselves "hat" matrices in the Nambu space to take into account the normal and the anomalous Green's functions 1]. The quasiclassical approximation is usually carried out by eliminating the small scale information contained in G, and deriving an equation for the quasiclassical Green's function g, which is the Green's function integrated over the energy. In the presence of a boundary between contiguous metals, the passage from G to g requires some care, as we now show. To be speci c, I consider, as in Section II, a boundary at z = 0 and with the regions z < 0 and z > 0, labelled by the index i = 1; 2, respectively. The position vector is r = (z; ), with the two-dimensional vector lying in the boundary plane (x-y plane). The Green's function depends both on space and time arguments, G(z; ; t; z 0 ; 0 ; t 0 ). The quasiclassical approximation does not involve the time variables and in the following, to keep the notation simple, I will not explicitly show the time dependence. To further simplify the treatment, it is useful to assume that all variations parallel to the boundary plane will be slow in the quasiclassical sense, so that the Green's function will feel the presence of the boundary only through the longitudinal coordinates z; z 0 . It is then convenient to go to the quasiclassical description for the transverse coordinates, , 0 in the standard way. This amounts to 
Here indicates the self-energy as usual. is the self-consistent pairing eld and is the electrical potential. The symbol U indicates the potential due to the boundary and may be considered to be appreciably di erent from zero near the boundary on a length scale . More precisely, the conditions 
it is direct to show that iv z;i @ @z P i nk (z; z 1 ; z 2 ) = 0:
Furthermore for jz ? z 1;2 j ! 1, all G i nk vanish, so that, by keeping in mind that P i nk does not depend on z, one concludes that for z < z 1 ; z 2 or z > z 1 ; z 2 , P i nk must be identically zero. In going to the quasiclassical description, one sets z 1 = z 2 , so that z is always outside the interval (z 1 ; z 2 ). 
IV THE BOUNDARY CONDITIONS In this Section, I address the problem of deriving the boundary conditions for the quasiclassical Green's function g i . This involves essentially two steps. First, by means of the scattering theory, I derive the boundary conditions for the full quantum mechanical Green's function. Secondly, by going to the 1) It is worth to note that the argument given here has allowed to give a more mathematically sound and physically transparent base to the normalization condition g 2 = 1 commonly used in the quasiclassical theory. A more extended discussion can be found in the paper by Shelankov 8] .
quasiclassical description and by eliminating G i I will derive e ective boundary conditions for g i . The problem to be solved is that of connecting the Green's function in the region j to the Green's function in the region i, where i; j = 1; 2. Near the boundary, the most important terms in the equation of motion are the kinetic energy and the scattering potential U and one may write the Green's function in terms of the scattering states G(r i ; r j ) = 
2)
A similar argument with z j > z i yields an identical result and therefore the boundary condition is independent of the choice of . 
The antisymmetric functions g a = g 1a = g 2a and G a = G 1a = G 2a are continuous across the boundary, while the symmetric ones g is and G is experience a jump determined by the transparency of the barrier. The size of the jump vanishes for perfectly transmitting interfaces. As noted at the end of Section III, in practice, one would like to obtain boundary conditions involving only the Green's functions g i . 
V THE DIRTY LIMIT
In this Section, I show how the e ective boundary conditions, derived in the previous Section can be considerably simpli ed in the dirty limit. For the sake of completeness I rst brie y recall how one goes from the general case to the dirty limit. One starts form the quasiclassical equation 
In the next Section, I will show that eq.(63) is strictly valid in the low transparency limit, T 1 (in which limit the conditions (62) are clearly satis ed), and modi ed boundary conditions result by a perturbative expansion in the boundary transparency. In the dirty limit, g a = ? l g s @ R g s and equation (47) yields l g 1s @ R g 1s = l g 2s @ R g 2s ;
(64) which after multiplying equation (63) (68), I J is the Josephson current, while I PI is sometimes referred to as quasi-particle ( rst term) and interference or Andreev (second term) currents. To see this, consider rst the case of a superconducting-insulatingsuperconducting (S-I-S) junction, with no applied bias. In this case, f z i = 0 (i = 1; 2), and f 
