In information-integration categorization, accuracy is maximized only if information from two or more stimulus components is integrated at some pre-decisional stage. In many cases the optimal strategy is difficult or impossible to describe verbally. Evidence suggests that success in information-integration tasks depends on procedural learning that is mediated largely within the striatum. Although many studies have examined initial information-integration learning, little is known about how automaticity develops in information-integration tasks. To address this issue, each of ten human participants received feedback training on the same informationintegration categories for more than 11,000 trials spread over 20 different training sessions. Sessions 2, 4, 10, and 20 were performed inside an MRI scanner. The following results stood out. 1) Automaticity developed between sessions 10 and 20. 2) Pre-automatic performance depended on the putamen, but not on the body and tail of the caudate nucleus. 3) Automatic performance depended only on cortical regions, particularly the supplementary and pre-supplementary motor areas. 4) Feedback processing was mainly associated with deactivations in motor and premotor regions of cortex, and in the ventral lateral prefrontal cortex. 5) The overall effects of practice were consistent with the existing literature on the development of automaticity.
Introduction
Evidence is rapidly accumulating that human categorization is mediated by a number of functionally distinct category-learning systems. The evidence suggests that these different systems are each best suited for learning different types of category structures and are mediated by different neural circuits (e.g., Ashby et al., 1998; Erickson and Kruschke, 1998; Love et al., 2004; Reber et al., 2003) . Agreement is good that at least one of these systems uses some form of explicit reasoning (e.g., hypothesis testing or rule learning) and recruits working memory and perhaps other declarative memory systems as well. There is also broad consensus that another system classifies more on the basis of overall similarity. The evidence suggests that this system recruits procedural memory and depends on synaptic plasticity within the striatum (Ashby et al., 1998; Ashby et al., 2003; Ashby and Ennis, 2006; Maddox et al., 2004b) .
The task that has yielded the best evidence for explicit reasoning processes in category learning is the rule-based task. In rule-based categorization tasks the optimal strategy is easy to verbalize and the categories can be learned via a logical reasoning process (e.g., the Wisconsin Card Sorting test; Heaton, 1981) . In contrast, the task that has yielded the best evidence for a procedural-learning categorization system is the information-integration (II) categorization task. In II tasks, accuracy is maximized only if information from two or more stimulus components is integrated at some pre-decisional stage (Ashby and Gott, 1988) . Typically, the optimal strategy in II tasks is difficult or impossible to describe verbally (Ashby et al., 1998 ). An example is shown in Fig. 1 in which two categories are constructed from circular sine-wave gratings that vary across trials only in the width and orientation of the dark and light bars. The subject's task is to learn to assign each stimulus to its correct category. On each trial, one stimulus is presented, the subject makes his or her categorization decision, and then feedback is provided about the accuracy of the response. Note that there is no simple verbal description of the diagonal category boundary. Rule-based strategies can be (and frequently are) applied in II tasks, but they produce sub-optimal accuracy.
Much is known about behavioral profiles during II learning. For example, improvement in II tasks is incremental and can continue throughout weeks or months of practice. In addition, even highly accurate subjects are poor at describing their classification strategy (Ashby and Maddox, 2005) . II learning differs qualitatively from rulebased learning in many important ways. First, II learning is of response goals whereas rule-based learning is of category labels Maddox et al., 2004b) . Second, II learning is extremely sensitive to the timing and nature of the feedback, whereas rule-based learning is not (Ashby et al., 2002; Maddox et al., 2003) . For example, II learning is optimized if the feedback is given immediately after the response, whereas long feedback delays do not interfere with rulebased learning. Third, feedback processing is automatic during II learning but requires attention and effort during rule-based learning (Maddox et al., 2004a) . Fourth, a dual task requiring working memory interferes with rule-based category learning, but not with II learning (Waldron and Ashby, 2001; Maddox, 2006, 2007) .
There is also good evidence that II learning depends critically on the striatum (for reviews, see Ennis, 2006, or Seger, 2008) . Even so, little is known about the relative contributions of the various striatal regions to this type of learning. The early category-learning literature focused on the caudate nucleus (Ashby et al., 1998) , and the few fMRI studies of II categorization have all reported significant caudate activation (Cincotta and Seger, 2007; Nomura et al., 2007; Seger and Cincotta, 2002) . There are at least two reasons to question this conclusion however. First, previous fMRI studies have not separated the effects of categorization from feedback processing, so it is difficult to rule out the hypothesis that the caudate activation observed in these studies might be due to feedback processing, rather than to categorization. Second, several recent studies have uncovered a significant motor learning component in II tasks Maddox et al., 2004b) . Since motor regions receive input from the posterior putamen rather than the caudate (Matelli and Luppino, 1996) , this would suggest that the putamen might play a more prominent role than has previously been thought.
Another question, which has never been addressed empirically, is how the neural processes that mediate II category learning are related to those that mediate automatic II categorization. Before addressing this question however, it is important to examine how neural activation changes in other tasks as automaticity develops. In general, results have been different depending on whether the task recruits declarative or procedural memory systems (e.g., Kelly and Garavan, 2005) . In tasks that depend on declarative memory (e.g., working memory), reductions in neural activation with practice are common, especially in regions associated with executive attention that are thought to be critical for early, effortful processing in explicit tasks (Chein and Schneider, 2005) . Procedural-learning tasks (e.g., sequence learning), on the other hand, have often reported increases in neural activation with extended practice, primarily in motor regions (Hazeltine et al., 1997; Honda et al., 1998; Karni et al., 1995 Karni et al., , 1998 .
In the case of II categorization, there are at least two competing theoretical hypotheses about how automaticity might develop (for a review, see . One prominent hypothesis is that the development of automaticity is mediated by a gradual transfer of control from the associative striatum to the sensorimotor striatum (Belin et al., 2009; Costa, 2007; Yin and Knowlton, 2006) . A contrasting view is that automaticity is associated with a transfer of control from the basal ganglia to cortico-cortical projections from the relevant sensory areas directly to the premotor and/or motor areas that initiate the behavior (Ashby et al., 2007) . According to this view, the primary role of the basal ganglia is to train these cortico-cortical projections.
To address these questions, we report the results of an experiment in which human participants each practiced the II categorization task shown in Fig. 1 for more than 11,000 trials distributed over 20 separate experimental sessions. Four of these sessions were performed inside an MRI scanner. Category learning is thought to follow the power law of practice (Newell and Rosenbloom, 1981; Nosofsky and Palmeri, 1997) , and for this reason the four scanner sessions were 2, 4, 10, and 20 (which are nearly equally spaced on a log scale).
A theoretical challenge when studying automaticity is to identify a point in training at which the behavior has become automatic. This is a difficult problem because the development of automaticity occurs gradually over long periods of time. For example, Crossman (1959) reported that factory workers were still improving their cigar-rolling performance after a million trials of practice. Such gradual and extended change makes it problematic to identify a single time point at which the behavior has become automatic.
Another problem is that many different criteria for identifying automaticity have been proposed and none of these are widely accepted as definitive. Schneider and Shiffrin (1977; Shiffrin and Schneider, 1977) proposed some of the most influential criteria for automaticity. Two of their criteria, which are especially relevant in the present study, are that a behavior should be considered automatic if 1) it can be executed successfully while the participant is simultaneously engaged in some other secondary task, and 2) it becomes behaviorally inflexible. For example, by this latter criterion a behavior should be considered automatic if switching the location of the response keys interferes with its expression. These criteria are especially problematic for II categorization. As mentioned earlier, several studies have reported that during the first session of practice, a dual task requiring working memory interferes with rule-based category learning but not with II learning (Waldron and Ashby, 2001; Maddox, 2006, 2007) , whereas switching the locations of the response keys interferes with initial II but not rulebased performance Maddox et al., 2004b; Maddox et al., 2010; Spiering and Ashby, 2008) . Therefore, by the Schneider and Shiffrin criteria, II categorization is automatic after the first training session but rule-based categorization is not. Such a conclusion is incompatible with intuitive notions of automaticity, because accuracy in II tasks requires several thousand trials to asymptote (Hélie et al., 2010b) .
For these reasons, we used a converging operations approach to identifying automaticity. In particular, our strategy was to use a wide variety of criteria, including behavioral inflexibility, resistance to dual-task interference, examining accuracy and response time profiles, and looking for qualitative changes in the imaging results. As we will see, these various criteria suggest that the performance of our participants was automatic during the final scanning session (session 20), but not during the earlier sessions.
Materials and methods

Participants
Eleven right-handed participants (7 male, 4 female; age range = 19-26 years-old) from the University of California, Santa Barbara community were recruited to participate in 23 sessions of training. Participants were healthy and reported no previous brain injury or Fig. 1 . The category structures for this experiment. Each stimulus was a circular sinewave grating that varied across trials in spatial frequency (i.e., bar width) and bar orientation. Each plus denotes an exemplar of category A and each star denotes an exemplar of category B. The disk in the upper left is the prototype of category A (i.e., the category mean) and the disk in the lower right is the prototype of category B. The dashed line is the optimal category decision boundary. neurological disorder. All participants received course credit for participation or a monetary compensation of $10/h for each behavioral session and $20/h for each fMRI session. No participants reported any previous fMRI experience. One participant was excluded from the experiment due to an inability to learn the correct category structures by session 5.
Stimuli and apparatus 1
The stimuli were circular sine-wave gratings of constant contrast and size that varied across trials in spatial frequency and orientation. Each stimulus was defined by a set of points (x 1 , x 2 ) sampled from a 100 × 100 stimulus space and converted to a disk using the following equations: bar width = (x 1 / 30 + 0.25) ⁎ 5 cycles/disk (cpd), and orientation = 9x 2 / 10 + 20°of counterclockwise rotation from horizontal. This yielded stimuli that varied from 1.25 to 17.9 cpd in bar width and from 20°to 110°in orientation. The stimuli were generated with MATLAB using Brainard's (1997) Psychophysics Toolbox and subtended a visual angle of approximately 5°. Example stimuli, category structures, and the optimal category boundary are shown in Fig. 1 .
Each category was defined by a bivariate normal distribution in stimulus space and the category exemplars were generated by drawing 240 random samples from each of these distributions (Ashby and Gott, 1988 ) for a total of 480 stimuli. The mean vectors of these distributions were:
The variance-covariance matrices for the distributions were equal with a variance of 185 and a covariance of 170. The 240 A and B random samples were linearly transformed so that the sample statistics (means, variances, and covariances) exactly matched these population values. Perfect accuracy was theoretically possible.
Apparatus and behavioral methods
The experiment included 23 separate sessions (each on a different day). Nineteen of the sessions were conducted in the laboratory and four were conducted in an MRI scanner. The laboratory sessions consisted of 12 blocks of 50 stimuli, for a total of 600 stimuli per session. The scanner sessions were composed of 6 blocks of 80 stimuli, for a total of 480 stimuli per session. The scanning sessions were sessions 2 (after 600 trials of practice), 4 (after 1680 trials of practice), 10 (after 5160 trials of practice), and 20 (after 11,040 trials of practice). One participant was scanned on the nineteenth session of the study (after 10,440 trials of practice).
Participants were told that they were taking part in a categorization experiment and they were to assign each stimulus to either an A or B category. Stimulus presentation, feedback, response recording, and response time (RT) measurement were controlled and acquired using MATLAB run on a Macintosh computer. In the laboratory, subjects were tested while sitting at a table and looking at a monitor where a stimulus subtended approximately 5°of visual angle. "A" responses were given by the left index finger while "B" responses were given by the right index finger, on the "d" and "k" keys of the keyboard, respectively. Feedback was delivered through headphones where a high-pitched tone indicated a correct response, a low-pitched tone indicated an incorrect response, and a sawtooth tone indicated a wrong button press or a response that occurred after 5 s. If the sawtooth tone occurred, it was followed by the words "wrong key" or "too slow", depending on the reason for the tone.
During the scanning sessions, participants selected category A or B using the Lumina LP-400 Response Pad System (model LU400-Pair). The button box in the left hand indicated an "A" category response and the button box in the right hand indicated a "B" response. Participants were instructed to use their index finger to make responses. Correct responses were indicated by a green check mark displayed for 2000 ms. An incorrect response was indicated by a red "X" displayed for 2000 ms. If a response was too slow (i.e., more than 2000 ms), a black dot was displayed for 2000 ms.
During scanning sessions, a fixation point (crosshair) appeared for 1000 ms before the stimulus on an average of 50% of the trials. The irregular presentation of the crosshair effectively decorrelates the regressors representing the crosshair and stimulus events (corresponding to a partial trials design; Serences, 2004) . The crosshair carried no information about category membership, so it should not affect response accuracy. In the laboratory sessions, a crosshair never appeared. More details on the timing of a trial (including the jittering parameters) are shown in Fig. 2 .
Participants used the same fingers to respond A and B in the scanner and in the laboratory, but note that there were many differences between laboratory and scanning sessions (e.g., participant body position, timing on each trial, response devices, and feedback). Parker et al. (2001) reported that performance on a procedural-learning task can be affected if even subtle changes in context occur (i.e., background odor), so the procedural differences between laboratory and scanning may have impaired performance on scanning sessions. In fact, mean RT was slower on scanning days, although accuracy appeared unaffected by these differences.
Neuroimaging
A rapid event-related fMRI procedure was used. The scanning sessions were conducted at the University of California, Santa Barbara Brain Imaging Center using a 3 T Siemens TIM Trio MRI scanner with an 8-channel phased array head coil. Cushions were placed around the head to minimize head motion. Functional runs used a T2 ⁎ -weighted single shot gradient echo, echo-planar sequence sensitive to BOLD contrast (TR: 2000 ms; TE: 30 ms; FA: 90°; FOV: 192 mm; voxel: 3 × 3 × 3 mm) with generalized auto-calibrating partially parallel acquisitions (GRAPPA; Tintera et al., 2004) . Each volume consisted of 33 slices acquired parallel to the AC-PC plane (interleaved acquisition; 3 mm thick with 0.5 mm gap; 3 mm×3 mm in-plane resolution; 64× 64 matrix). Stimuli were viewed through a mirror mounted on the head coil and a back projection screen. A localizer, a GRE field mapping (3 mm thick; FOV: 192 mm; voxel: 3 × 3×3 mm; FA = 60°), and a T1-flash (TR = 15 ms; TE= 4.2 ms; FA = 20°; 192 sagittal slices 3-D acquisition; 0.89 mm thick; FOV: 220 mm; voxel: 0.9 × 0.9 × 0.9 mm; 256 × 256 matrix) were obtained before the EPI scans, and an additional GRE fieldmapping scan was acquired at the end of each scanning session. Slice orientation was equal for all GREs and EPIs. Each scanning session lasted about 90 min. The number of blank TRs between stimulus and feedback events was jittered with a truncated geometric distribution with p = 0.5 (max. 5 TRs). When at least one blank TR was inserted between the feedback and the following stimulus (~50% of the trials), a crosshair was displayed in the second half of the TR immediately preceding stimulus presentation.
Neuroimaging analysis
Preprocessing and data analysis were conducted using FEAT (FMRI Expert Analysis Tool) version 5.98, a part of FSL (www.fmrib.ox.ac.uk/ fsl). Preprocessing was done separately on each EPI scan to reduce sources of noise and artifact. Preprocessing included motion correction using MCFLIRT (Jenkinson et al., 2002) , slice timing correction (via Fourier time-series phase-shifting), BET brain extraction (Smith, 2002) , spatial smoothing with a FWHM of 5 mm, grand-mean intensity normalization, and a high pass filter with a cutoff of 100 s. The structural scan was registered to the MNI152-T1-2 mm standard brain using FLIRT (Jenkinson et al., 2002; Jenkinson and Smith, 2001) and further refined using FNIRT (nonlinear registration; Anderson et al., 2007) . Each functional scan was registered to the standard brain by first registering to the structural scan and then applying the same parameters used to register the structural scan to the standard brain. Scanning data with excessive head motion correction (i.e., greater than 3 mm) were excluded from the remaining analyses (~5% of the data).
First, low-level analyses were performed separately on each EPI scan. Three explanatory variables (EVs) were defined: stimulus, feedback, and baseline (defined as the TRs during which the fixation point crosshair was shown). Only stimuli that were classified correctly were included in the analysis (i.e., error rates were low, especially in later sessions). Boxcar functions were defined for each EV. For baseline and stimulus the boxcar heights were 1. The baseline boxcar duration was 1000 ms, whereas the stimulus boxcar duration was set to equal the participant's RT on that trial. Participants had extensive prior practice in all scanning sessions. As a result, they were only uncertain about the accuracy of responses to stimuli that were near the category boundary (Paul et al., 2011) . For this reason, it seemed likely that participants would attend more closely to feedback on trials when uncertainty was high. RT in II tasks has a strong negative correlation with distance to the decision bound (Ashby et al., 1994) . As a result, we set the height of the feedback boxcar function to the normalized RT on that trial (equal to the trial RT divided by the mean RT in that session). Thus, the feedback boxcar was highest on trials when uncertainty was greatest. The duration of the feedback boxcar was set to 2000 ms (i.e., the TR). The boxcar events were convolved with a gamma function with a standard deviation of three seconds and a mean lag of six seconds. A temporal derivative and temporal filtering were added to the design matrix. Three contrasts were formed. Stimulus and feedback contrasts were created by subtracting the baseline EV from each of the other EVs. A feedback deactivation contrast was created by subtracting feedback from baseline.
Second, the results of the low-level analyses were input into midlevel analyses to aggregate the block data into session data using a fixed effects model in FLAME (FMRIB's Local Analysis of Mixed Effects; Woolrich, 2008) . The mid-level analyses yielded a separate brain map for each participant in each session. Active clusters were identified at all levels of analysis by setting an initial z threshold of 2.3 and then using a threshold on cluster size derived from Gaussian random field theory that yielded an experiment-wise false positive rate of α = 0.05 (Friston et al., 1994) . Third, the results of mid-level analyses were input into a high-level analysis to generate group maps for each session using a mixed-effects FLAME 1 + 2 model. Active clusters were identified using the same statistical criteria as in the mid-level analysis.
In addition to whole brain analyses, anatomical regions of interest (ROIs) were examined. The ROIs were obtained from the only existing detailed neurobiological theories of category learning (COVIS; Ashby et al., 1998) and automatic categorization in II tasks (SPEED; Ashby et al., 2007) . Briefly, COVIS assumes separate rule-based and procedurallearning category-learning systems that compete for access to response production (Ashby and Valentin, 2005; Ashby et al., 1998) . The rulebased system selects and tests simple verbalizable hypotheses about category membership while the procedural system gradually associates categorization responses with regions of perceptual space via reinforcement learning. COVIS assumes that rule-based categorization is mediated by a broad neural network that includes the prefrontal cortex [ventral lateral PFC (vlPFC) ], anterior cingulate [middle ACC (mACC)], head of the caudate nucleus, globus pallidus (GP), medial dorsal nucleus (MDN) of the thalamus, and hippocampus. The key structures in the COVIS procedural learning system are the putamen and/or the body and tail of the caudate nucleus, the GP, the ventral anterior and ventral lateral thalamic nuclei (VA/VL), and premotor cortex [supplementary motor area (SMA)]. SPEED (Ashby et al., 2007) extends the COVIS procedural system to account for the development of automaticity in II tasks by adding cortico-cortical projections from sensory cortex directly to the relevant areas of premotor and motor cortex [SMA, dorsal premotor cortex (PMd), ventral premotor cortex (PMv), posterior ACC (pACC), and M1]. This model assumes that a major role of the subcortical path through the striatum is to train these cortico-cortical projections. Thus, SPEED assumes that the development of automaticity is a gradual transfer of control from the striatum to the cortex. Finally, we also examined the preSMA because this area has been implicated as a key structure in a network that might mediate the competition between rule-based and procedural learning systems (e.g., via the hyperdirect pathway through the striatum; Ashby and Crossley, 2010; Hikosaka and Isoda, 2010) .
The ROIs were also grouped by network. The cortical motor ROIs consisted of M1, SMA, PMd, PMv, and pACC. The non-motor cortical ROIs were vlPFC, hippocampus, preSMA, and mACC. The basal ganglia regions included the striatum (head of the caudate, body and tail of the caudate, and putamen) and striatal output regions (GP, MDN, and VA/VL).
The anatomical boundaries of each ROI were created using the FSL Harvard-Oxford Cortical Structural Atlas or the Harvard-Oxford Subcortical Structural Atlas. The mACC and pACC were defined by taking the anterior cingulate cortex (as defined by the HarvardOxford Cortical Structural atlas) and dividing it based on structural landmarks (Vogt, 2005) . PMd and PMv were created using the premotor cortex (as defined by the Harvard-Oxford Cortical Structural Atlas) and dividing the regions as defined by Picard and Strick (2001) . The vlPFC was defined by combining the PFC with the inferior and middle frontal gyri (as defined by the Harvard-Oxford Cortical Structural Atlas) and removing all motor and premotor areas. The head of the caudate was drawn according to Nolte (2008; see Figures 19.1-19.2 and 19.4-19.5) . To obtain the body and tail of the caudate, the head of the caudate was removed from the caudate mask found in the Harvard-Oxford Cortical Structural Atlas. All other ROIs were directly taken from the Harvard-Oxford structural atlases.
ROI analyses were performed on both the group maps (resulting from the high-level analyses) and on the participant maps (resulting from the mid-level analyses). For each ROI, the median percent signal change (%SC) was retained as a measure of activation. The high-level ROI analyses provided an overall look at the activation for that region, while the mid-level ROI analyses were used to correlate %SC with response accuracy for the stimulus contrast. To ensure that outliers did not drive these correlations, all correlations were recomputed with the largest outlier removed.
Results
Behavioral performance
The behavioral data from this experiment were analyzed by Hélie et al. (2010b) as part of a much more extensive study that included many more participants, two other rule-based category structures, and two other purely behavioral experiments. Nearly every participant in these experiments completed 23 sessions of categorization with the same category structure. Sessions 1 through 20 were as described here. Sessions 21-23 were purely behavioral. In session 21, the location of the response keys was switched. Participants were informed of this switch and asked to categorize each stimulus as accurately as possible. In session 22 the response keys returned to their original locations and performance recovered to session 20 levels. In session 23, participants completed a dual-task during categorization. The goal of Hélie et al. (2010b) was to test whether the qualitative differences between rule-based and II categorization that exist during early learning persist after automaticity develops. Results showed that after session 13, all differences disappeared. For example, as previously mentioned, during early learning switching the response keys interferes with II categorization but not with rulebased categorization, whereas rule-based but not II categorization is susceptible to dual-task interference. Hélie et al. (2010b) found that after 20 sessions of practice, rule-based and II categorization were both impaired when the response keys were switched and neither was susceptible to dual-task interference.
The remainder of this section summarizes analyses for the behavioral data from the II condition. For more details, see Hélie et al. (2010b) . II categorization accuracy dropped significantly when the response keys were switched [from 94% to 84.9%; t(7) = 3.69, p b 0.01]. In session 23, accuracy on the dual task was high and categorization accuracy was not significantly different than on session 20 [t(5) = 1.64, p N 0.05]. Thus, after 20 sessions of training, II categorization behavior displayed two classic criteria of automaticityresistance to dual-task interference and behavioral inflexibility. Even so, because II categorization displays these same two features after only one session of training, these results by themselves provide no evidence of automaticity. On the other hand, Hélie et al. (2010b) showed that after the same amount of training as in the present study (and on the same stimuli), rule-based categorization becomes behaviorally inflexible and resistant to dual-task interference. Thus, the training experienced by our participants was enough to induce automaticity in rule-based categorization according to popular automaticity criteria.
The individual and mean accuracies for sessions 1 through 20 are shown in Figs. 3a and b, respectively. Mean accuracy was 79.0% in session 1 and increased significantly to 94.3% in session 20 [F (29,152) = 7.850, p b 0.001]. Accuracy in each of the first 3 sessions was significantly less than asymptotic accuracy [session 1: t(9) = −3.833, p b 0.01; session 2: t(9) = −2.359, p b 0.05; session 3: t(9) = −3.115, p b 0.05], but accuracy in session 4 did not differ significantly from asymptotic performance [t(9) = 0.09, p = 0.931]. The variances in percent correct for sessions 2, 4, 10, and 20 (which were used for later correlation analyses) were 49.71, 4.87, 17.97, and 17.83, respectively . Model fits were also completed for all behavioral data. After session 1, the responses of all participants in every session, including every scanning session, were best accounted for by a model that assumed an II decision strategy. Fig. 4 shows the mean RT for each participant in each session. As mentioned previously, note that mean RT increased on scanning sessions. The thick curve is the best fitting power function RT = 0:373n −0:992 + 0:532; where n is the session number. The parameters in this model were estimated using the method of least squares on the mean RTs from all non-scanning sessions. A wellknown result that has been replicated for many different tasks is that mean RT decreases as a power function of the amount of practice (e.g., Logan, 1992) . Fig. 4 shows that this result holds for II categorization. Fig. 4 also suggests that RT was still decreasing when the experiment ended. Thus, even if classic automaticity criteria are met, it seems likely that learning-related changes were still occurring after 11,000 trials of practice.
In summary, a variety of evidence suggests that automaticity developed before the last scanning session. First, two popular automaticity criteria (behavioral inflexibility and resistance to dualtask interference) were met immediately after session 20 by both the II learners and participants who had the same amount of practice in a similar rule-based task. Second, accuracy had long since asymptoted and response time had nearly asymptoted by session 20. Third, all qualitative differences between rule-based and II performance disappeared after the 13th session. It is also safe to conclude that automaticity had not yet developed during the first two scanning sessions (sessions 2 and 4) since accuracy had not yet asymptoted for most participants. Classifying performance in the third scanning session (session 10) solely on the basis of the behavioral data is more difficult. A conservative position would be to conclude that categorization behavior was not yet automatic since performance was still qualitatively different from the performance of control participants who participated in a similar rule-based task (Hélie et al., 2010b) .
Group-maps whole brain analyses
The whole brain group analyses are summarized in Table 1 and Fig. 5 . Table 1 lists the locations of the highest peaks within each activated cluster in each session. Fig. 5 shows significant activation in 8 different axial slices for each group map during each scanning session. The results were generally consistent with other fMRI studies of procedural-learning tasks. For example, visual areas and M1 were active in each session. Peaks occurred in premotor areas on sessions 10 and 20, and the striatum was active in all sessions. Furthermore, there was little activation in the hippocampus or other medial temporal lobe structures in any sessions.
A 1-factor (4 levels) repeated measures ANOVA was used to identify voxels where activation changed significantly across sessions for the stimulus-baseline contrast (i.e., where baseline was defined as activation to the crosshair). This analysis produced an F-statistic for each voxel. To correct for multiple comparisons, significant clusters were identified as before by setting an intermediate initial threshold and then using a threshold on cluster size derived from Gaussian random field theory that yielded an experiment-wise false positive rate of α = 0.05 (Friston et al., 1994) . This process revealed three significant clusters. Table 2 contains the Z values and coordinates of each peak in the three clusters. The peaks were in the following regions: ACC (medial and posterior), left extrastriate cortex (V2 or Brodmann area 18), left M1, and postcentral gyrus.
ROI analyses
This section describes the mid-level analysis, in which each ROI was examined for every participant and session.
Feedback analyses
For the feedback-baseline contrast, no region had more than 3 participants with active voxels. Therefore, we examined the baselinefeedback contrast to identify regions that were significantly deactivated during feedback processing. Table 3 gives the proportion of participants who had significant feedback-related deactivation in each ROI. Note that the only regions in which more than half the participants showed feedback-related deactivations in every session were the vlPFC and the motor regions. Table 4 lists the median %SC (from the group map) in every ROI for which at least half of the participants showed significant feedbackrelated deactivation. Note that %SC peaked in every motor ROI on session 4. Within the striatum, the largest deactivations in sessions 2, 4, and 20 were in the putamen. Table 5 displays the proportion of participants who had active voxels in each ROI across sessions for the stimulus-baseline contrast. If more than half of the participants had no active voxels in an ROI, that ROI was removed from further analysis. This removed all four sessions of the following ROIs from further analysis: head of the caudate, body and tail of the caudate, MDN, GP, and VA/VL. In addition, sessions 2, 4, and 10 were removed for the hippocampus. For each remaining ROI, median %SC was examined across sessions (high-level analysis). These values are shown in Table 6 . As expected, %SC generally increased across sessions in all active areas, increasing from nonsignificance on session 2 to significance by session 20 (Kelly and Garavan, 2005) .
Stimulus-related activation
Correlations between stimulus-related activation and accuracy
To explore the relationship between activation in an ROI and performance in the task, we computed correlations across participants between median %SC and session accuracy. These values are listed in Table 7 for each ROI and session. Correlations are not reported for the hippocampus for sessions 2, 4, or 10 because fewer than half of the participants showed significant hippocampal activation in any of these sessions. Note that for 8 of the 9 ROIs the correlations follow an identical pattern: increasing up to session 10 and then decreasing in session 20. The only exception is the vlPFC, where the correlation begins decreasing a session earlier. With random data, the probability that this pattern would occur in any one ROI is 0.125 (i.e., 0.5 3 ). Thus, using a sign test we can reject the null hypothesis that the pattern occurred by chance in favor of the alternative that the pattern represents a real trend in the correlations (8 successes in 9 trials, p b 0.001). Since the peak correlation occurs in session 10, a critical question is whether the correlations from this session are significant. Since session 10 correlations from different ROIs are positively correlated (because the same accuracy data were used to compute all these correlations), a Bonferroni correction for multiple comparisons is not appropriate. Instead we corrected for multiple comparisons by controlling the false discovery rate at 0.05 (Benjamini and Hochberg, 1995) . Using this approach, all session 10 correlations are significant. A different question is whether any of the session 20 correlations are significant. The same false discovery rate procedure revealed no significant correlations on session 20. The range of accuracy values across participants in session 20 was about the same as in session 10, so the absence of significant correlations in session 20 was not due to a restricted range (i.e., the across-participant accuracy variance was 17.97 in session 10 and 17.83 in session 20).
For each ROI in sessions 10 and 20, we also removed the largest outlier (i.e., the point furthest from the best-fitting line) and recomputed the correlation. No significance decisions were changed by this analysis. Thus, none of the session 10 correlations were significant because of outliers and outliers did not prevent any session 20 correlations from reaching significance. Median %SC is a crude measure of activation since it only changes across sessions if there are activation changes in most voxels. Therefore, after 20 sessions of practice, it is perhaps not surprising that such a crude measure of activation failed to correlate with accuracy in any ROI. For this reason, we conducted a finer-grained analysis for the data in session 20. Specifically, for each voxel within the Table 7 ROIs, we computed the across-participant correlation between session 20 accuracy and the mid-level t-statistic from the stimulus-baseline contrast. Each resulting correlation was then converted to a z-statistic using Fisher's z-transformation. Under the null hypothesis that the correlations are zero, the resulting z values have a z distribution. Finally, within each ROI, significance decisions were made on these z-values using a false discovery rate of 0.05 (Benjamini and Hochberg, 1995) . Using this finer-grained analysis, only two regions contained voxels where activation was significantly correlated with accuracy on session 20-SMA (with 10 significant voxels) and preSMA (with 23 significant voxels). All other ROIs had zero significant voxels. Thus, in session 20, activation was correlated with accuracy only in cortical areas.
Discussion
The following results stood out. 1) Automaticity developed sometime between sessions 10 and 20. 2) Pre-automatic performance depended heavily on the striatum, and more specifically on the putamen, rather than the body and tail of the caudate nucleus. 3) Automatic performance depended only on cortical regions. Thus, extended practice was associated with a gradual transfer of control from the basal ganglia to cortex. 4) Feedback processing was associated with widespread deactivations, which were especially consistent across sessions in the vlPFC and premotor and motor regions of cortex. 5) The overall effects of practice were consistent with the existing literature on the development of automaticity. We now consider each of these conclusions in more detail.
Automaticity developed sometime between sessions 10 and 20
A number of results suggested that our participants began responding automatically sometime between sessions 10 and 20 (and therefore between the third and fourth scanning sessions). First, the participants' performance met a number of behavioral criteria for automaticity during (or immediately after) session 20, whereas performance on our II task was still qualitatively different from the performance of control participants in a similar rule-based task during session 10 (Hélie et al., 2010a,b) . In addition, correlations between activation and accuracy increased in many ROIs through session 10 and then decreased essentially to zero by session 20 (e.g., the putamen). In session 20, the only voxels where activation was correlated with accuracy were in preSMA and SMA. Thus, activation patterns and their relation to performance were qualitatively different in session 20 compared to earlier sessions. Taken together, these results all suggest that according to current criteria, participants were responding automatically during session 20, but not during sessions 2, 4, or 10.
Pre-automatic performance depended on the putamen but not the caudate nucleus
For the majority of participants, no voxels in the caudate nucleus showed significant categorization-related activation in any scanning session. In contrast, most participants did have significant putamen activation on every scanning day. Furthermore, at least in session 10, activation differences across participants within the putamen were significantly correlated with categorization accuracy. In other words, during session 10, participants who showed more putamen activation were more accurate in their categorization decisions than participants who showed less activation. 
Table 5
Proportion of participants with active voxels in each ROI across sessions for the stimulus-baseline contrast. These results stand somewhat in contrast to several previous studies that have reported significant learning-related activation in the caudate nucleus during II categorization (Cincotta and Seger, 2007; Nomura et al., 2007; Seger and Cincotta, 2002) . However, there are at least two important differences between the present study and these previous studies that might account for these seemingly discrepant results. First, even on our first scanning session (session 2), participants already had 600 trials of previous training. The COVIS theory of category learning (Ashby et al., 1998) predicts that during initial II category learning, participants will experiment with explicit categorization rules and that this process of hypothesis testing is mediated by a broad neural network that includes the caudate nucleus (as well as other structures, including the prefrontal cortex, anterior cingulate, and hippocampus). Many studies of rule-based category learning support this prediction (Hélie et al., 2010a; Konishi et al., 1998; Lie et al., 2006; Monchi et al., 2001) . So one possibility is that at least some of the caudate activation noted in previous studies came from trials where the participant was experimenting with explicit rules. This hypothesis suggests that we may have observed caudate activation if our first scanning session was on day 1 rather than on day 2.
ROI
A second important difference is that the designs of Nomura et al. (2007) and Seger and Cincotta (2002) were not able to separate activation due to feedback processing from activation due to categorization. In the present study, feedback presentation was modeled as a separate event and therefore we were able to isolate activation due to categorization. As a result, one possibility is that at least some of the caudate activation reported in previous fMRI studies of II categorization may have been driven primarily by feedback processing. This hypothesis is supported by two studies in which humans or monkeys learned arbitrary stimulus-response associations (Haruno and Kawato, 2006; Williams and Eskandar, 2006) . Both studies reported that caudate activity was mostly related to feedback and reward processing, whereas putamen activity was related to learning. We found no feedback-related activation in the caudate, but again this may have been because of the extensive previous training all of our participants received before their first scanning session.
As mentioned above, there is strong theoretical reason to expect learning-related activation in the putamen during II category learning. The rationale is as follows. A number of studies have shown that switching the response keys interferes with II categorization performance (but not with rule-based categorization), even in the first session of training Maddox et al., 2004b; Maddox et al., 2010; Spiering and Ashby, 2008) . The caudate and putamen both project to cortex via the globus pallidus/substantia nigra pars reticulata and the thalamus. The sensorimotor (i.e., posterior) regions of the putamen project primarily into motor areas of cortex and SMA (or SMA-proper) via the ventral lateral (VL) nucleus of the thalamus (Matelli and Luppino, 1996) . The SMA is densely interconnected with primary motor cortex and with other premotor areas (Dum and Strick, 2005) . In contrast, the caudate and anterior putamen project to cortex primarily via the medial dorsal (MD) and ventral anterior (VA) thalamic nuclei. The MD nucleus projects widely into all anterior areas of frontal cortex, including PFC, whereas VA projects most heavily into preSMA and SEF (Matelli and Luppino, 1996) . The SEF projects strongly to the frontal eye fields. However, SEF and preSMA are both densely interconnected with the PFC (Wang et al., 2005) , and neither area sends direct projections to any premotor or motor areas that mediate finger movements (Dum and Strick, 2005) . As a result, a strong case can be made that preSMA is most properly classified as a prefrontal region (Akkal et al., 2007) . Thus, with the exception of the SEF, the caudate projects primarily to prefrontal regions of cortex. If the caudate was the only critical striatal region for II category learning, one would not expect a switch of the response buttons to interfere with learning because of the caudate's poor connections to premotor and motor cortex. Since such interference does occur, the sensorimotor regions of the putamen may play a more prominent role in II category learning than previously assumed. Our results support this hypothesis. This conclusion is also consistent with single-unit recording results that show learning-related changes in the firing of cells in SMA during a traditional procedural-learning task (Lee and Quessy, 2003) . In addition, several other fMRI studies of II categorization have reported significant task-related activation in the putamen (e.g., Cincotta and Seger, 2007; Seger and Cincotta, 2002) .
Automatic performance depended only on cortical regions
Although we found strong evidence that the putamen played an important role in mediating the categorization response up to session 10, we found no evidence that the basal ganglia made any meaningful contribution to categorization performance in session 20. First, more than half of all participants had no significant activation in session 20 in the caudate nucleus, the globus pallidus, or any thalamic nuclei that are targets of basal ganglia output (i.e., MDN, VA, and VL). Second, 
Table 7
Correlations (across-subjects) between median percent signal change and behavioral accuracy for predefined ROIs (bilateral) for the stimulus-baseline contrast for regions in which at least half of the participants had significant activation. although there was significant activation in the putamen on session 20, there were no voxels in the putamen in which activation was correlated with accuracy. As mentioned earlier, one prominent proposal is that the development of automaticity is mediated by a gradual transfer of control from the associative striatum (e.g., the caudate nucleus) to the sensorimotor striatum (e.g., the posterior putamen) (Belin et al., 2009; Costa, 2007; Yin and Knowlton, 2006) . This hypothesis predicts the presence of significant putamen activation in session 20, which we observed, but it also seems to predict that this activation should be correlated with behavioral performance. In contrast to this prediction, putamen activation on session 20 was uncorrelated with accuracy.
ROI
On the other hand, several studies have reported that a small group of neurons within the sensorimotor striatum increase their task-related activity with extended training, even while the total number of active neurons is decreasing (Barnes et al., 2005; Tang et al., 2007) . More subtle changes of this type could lead to reduced correlations with performance as training progresses because there would be fewer neurons mediating the behavior. This hypothesis seems to predict that putamen activation should decrease with practice, along with the correlations. In contrast, we observed reduced correlations but not reduced activation (see Tables 5 and 6) .
A contrasting theory predicts that automaticity is associated with a transfer of control from the basal ganglia to cortico-cortical projections from the relevant sensory areas directly to the premotor areas (e.g., SMA) that initiate the behavior (Ashby et al., 2007) . The idea is that the basal ganglia use dopamine-mediated reinforcement learning (i.e., at cortico-striatal synapses) to gradually activate the correct post-synaptic targets in premotor cortex, which thereby enables Hebbian learning at cortico-cortical synapses to acquire the correct associations. In this way, the basal ganglia train up the cortical representations. The only ROIs in our study with voxels in which activation was correlated with accuracy on session 20 were SMA and preSMA. Thus, the present results are consistent with this view of automaticity.
A number of other results also support this theory. First, two separate studies examined neural changes as automaticity developed during rule-based categorization. One study used human participants and fMRI (Hélie et al., 2010a) and one used monkeys and single-unit recordings (Muhammad et al., 2006) . Both studies reported vigorous cortical and striatal activity after automaticity had developed, and they both reported evidence that only the cortical activity played a role in mediating the categorization behavior. Second, Turner et al. (2005) reported that temporarily blocking striatal output to cortex (by injecting a GABA agonist into the internal segment of the globus pallidus) had little or no effect on the ability of monkeys to produce a highly practiced motor sequence. Third, several studies have shown that disconnecting the bird homologue of the basal ganglia completely blocks new song learning, but has little effect on the expression of well-learned songs (Doupe et al., 2005) . Fourth, some Parkinson's disease patients are able to emit an automatic motor response when presented with a familiar visual cue (e.g., kicking a ball), despite difficulties in initiating novel voluntary movements (Asmus et al., 2008) .
The theory that the development of automaticity is mediated by a transfer of control to cortex predicts the performance-related activation in SMA on session 20, but not in preSMA. As mentioned above, the connections of the preSMA classify it more as a prefrontal region than as a premotor region (Akkal et al., 2007) , so it is unlikely that the preSMA has any direct role in selecting the categorization response on each trial. Instead, Hikosaka and Isoda (2010) have hypothesized that the preSMA is crucial for switching between controlled and automatic responding. The preSMA contains neurons that have a suppressive effect on such switches and others that have a facilitatory effect (Hikosaka and Isoda, 2010) . So one intriguing, but speculative possibility is that the role of the preSMA in the present experiment is to prevent prefrontal or declarative memory strategies from interrupting the automatic response process that has emerged after 11,000 trials of practice.
Feedback effects
The main effect of feedback was deactivation, which was seen most consistently in the vlPFC and in motor and premotor regions of cortex. There are several reasons why widespread feedback-related activations should not be expected in the present experiment. First, all participants had 600 trials of practice before the first scanning session, so feedback was never as important in this study as in experiments that examine early learning. Second, feedback processing requires attention and effort in rule-based category-learning tasks, but in the II task used here feedback processing is largely automatic (Maddox et al., 2004a) . Our results reinforce the hypothesis that there is no general feedback processing network, and instead that feedback may be processed differently by different memory systems.
General practice effects
Although we know of no previous fMRI studies that examined the development of automaticity during II categorization, a number of studies have examined the development of automaticity in other tasks. As mentioned above, results have been different depending on whether the task recruits declarative or procedural memory systems (e.g., Kelly and Garavan, 2005) . Declarative memory tasks (e.g., working memory) generally show reductions in neural activation with practice, especially in regions associated with executive attention (Chein and Schneider, 2005) . Included in this list are various regions within the PFC, orbitofrontal cortex, mACC, and the insula. However, procedural-learning tasks (e.g., sequence learning) have often reported increases in neural activation with extended practice. Generally these increases are found primarily in motor regions (Hazeltine et al., 1997; Honda et al., 1998; Karni et al., 1995 Karni et al., , 1998 .
We found evidence for changes in categorization-related activation with training in only four regions. One of these was M1, where Table 6 shows an increasing trend across sessions. This increase is consistent with previous studies of procedural-learning tasks. An increasing trend was also found in extrastriate visual area 2 V2. Such increases in visual areas are frequently seen in studies where subjects receive extended training with a limited set of similar visual stimuli (Gauthier et al., 1999; Op de Beeck et al., 2006; Weisberg et al., 2007) . Thus, overall, our results are consistent with prior studies that have examined the effects of extended training on procedural-learning tasks.
Conclusions
Many real world categorization decisions require information integration (e.g., deciding whether an animal is a wolf or German shepherd; deciding whether an X-ray displays a tumor). This article described the results of an extensive experiment in which participants received more than 11,000 trials of feedback training on the same II categories. Sessions 2, 4, 10, and 20 were conducted inside an MRI scanner, thus allowing an extended look at how neural activation changes as automaticity develops in this important task. The results suggested that between sessions 2 and 10 learning depended on the putamen but not the caudate nucleus, and that automatic judgments were mediated exclusively within cortex.
