Abstract. In this paper, we present a non-commutative version of some portions of finance theory, including theory of arbitrage, asset princing, and optional decomposition in financial markets based on finite dimensional quantum probability spaces. The binomial model (or, the CRR-model) is studied in the non-commutative setting, and in particular, we prove that a single-step model in non-commutative setting must be incomplete.
Introduction
In 1925 Heisenberg published a remarkable paper in which he demonstrated that one could deduce quantum phenomena from the equations of Newtonian physics provided one interpreted the time dependent variables as standing for matrices rather than functions. In contrast to functions, matrices need not commute under multiplication. Heisenberg's "matrix mechanics" quickly attracted the attention of a number of leading mathematicians, including Jordan, von Neumann, and Weyl. In particular, von Neumann pointed out that Heisenberg's matrices were more precisely modelled by self-adjoint Hilbert space operators. There is now a consensus among scientists that the classical and relativistic notions of measurement and geometry that underlie so much of modern mathematics no longer correspond to our understanding of the real world. Von Neumann was the first to fully appreciate this fact, and he concluded that we should seek "quantized" (= noncommutative) analogues of mathematics. He proposed that, as in physics, we should begin by replacing functions by operators.
Von Neumann took the first steps toward mathematical quantization in collaboration with Murray. They succeeded in formulating an operator version of integration theory, by replacing the algebras of bounded functions that naturally arise in classical integration theory (or more precisely, the L ∞ -algebras) by * -algebras of bounded operators on Hilbert spaces. During the past sixty years, such operator algebras have been shown to have a profound structure theory. As von Neumann had anticipated, they provide a natural framework for quantizing other areas of mathematics, including portions of topology, geometry, analysis, probability theory, and algebra. For details see for example [P92] and references therein.
In this paper we try to concern with a more recent innovation, the quantization of Mathematical Finance. It is inspired by a recent work of the author [C] , in which we obtained a non-commutative version of the fundamental theorem of asset pricing. One interesting feature of our work is that (quantum) trading strategies in the non-commutative setting are operator-valued biprocesses (see §2 below).
In retrospect, the field of mathematical finance has undergone a remarkable development since the seminal papers by F.Black and M. Scholes [BS73] and R.Merton [Me73] , in which the famous "Black-Scholes Option Pricing Formula" was derived. The idea of developing a "formula" for the price of an option actually goes back as far as 1900, when L.Bachelier wrote a thesis under the supervision of H.Poincaré with the title "Théorie de la spéculation" [B00] . It was Bachelier who firstly had the innovative idea of using a stochastic process as a model for the price evolution of a stock. For a stochastic process (S t ) 0≤t≤T he made a natural and far-reaching choice being the first to give a mathematical definition of Brownian motion, which in the present context is interpreted as follows: S 0 is today's (known) price of a stock (say a share of company XYZ to fix ideas) while for the time t > 0 the price S t is a normally distributed random variable.
Bachelier's work was not appreciated by the contemporary economic literature. Only in 1965 did the renowed economist P.R. Samuelson [S65] take up again the theme of designing an appropriate model for a stock price process: He proposed geometric Brownian motion. The model of geometric Brownian motion today became the standard reference model to describe the price evolution of a stock; although promoted by Samuelson, it now is often called the Black-Scholes model or even the Black-Scholes world. It is generally agreed that geometric Brownian motion with drift is economically more reasonable than Bachelier's original choice, but the question whether geometric Brownian motion is a "good model", cannot be answered with a simple yes or no: it depends on the context and purpose of the modeling.
The basic problem of Bachelier, as well as of modern Mathematical Finance in general, is that of assigning a price to a contingent claim. Bachelier used the equilibrium argument. It was the merit of Black and Scholes [BS73] and Merton [Me73] to have replaced this argument by a so-called "no-arbitrage" argument, which is of central importance to the entire theory. Roughly speaking, an arbitrage is a riskless way of making a profit with zero net investment. An economically very reasonable assumption on a financial market consists of requiring that there are no arbitrage opportunities. The remarkable fact is that this simple and primitive "principle of no arbitrage" allows already to determine a unique option price in the Black-Scholes model. This is the theme of the so-called fundamental theorem of asset pricing which states briefly that a process S = (S t ) does not allow arbitrage opportunities if and only if there is an equivalent probability measure under which S is a martingale.
The history of the fundamental asset pricing theorem goes back to the semial work of Harrison, Kreps and Pliska ([HK79] In §3 we deal with this issue in the non-commutative setting based on finite dimensional Hilbert spaces, after having formalized the notations of (quantum) arbitrage and quantum trading strategies in §2. The corresponding theorems of pricing by no-arbitrage and optional decomposition are proved. We also obtain a characterization of complete markets in the non-commutative setting. Most of our presentation is inspired by, and follows quite closely, Schachermayer's lecture [Sc01] .
For ease of reference a summary of the main results from finite dimensional quantum probability is given in §1 (for details see [P92] ). Finally, we present some examples in §4. The binomial model is studied in the non-commutative setting and, in particular, we prove that a single-step model in non-commutative setting must be incomplete.
Notational preliminaries
Throughout this paper, unless otherwise specifically mentioned, by a Hilbert space H we shall always mean a finite dimensional complex Hilbert spaces with scalar or inner product < ., . > which is conjugate linear in the first and linear in the second variable. C n denotes the n-dimensional complex Hilbert space of all complex n × 1 matrices or column vectors with the standard inner product
By the canonical basis in C n we mean the orthonormal basis {e 1 , ..., e n } where e j is the column vector with 1 in the j-th position and 0 elsewhere. When n = 1 drop the superscripts and denote the Hilbert space C 1 by C.
The set of all operators in H is denoted by B(H). The adjoint of a operator A is the unique operator A * satisfying
is an involutive Banach algebra with norm . and involution * .
Furthermore, for any A ∈ B(H),
In other words B(H) is a C * -algebra (indeed, a von Neumann algebra).
If λ is a scalar the same symbol will be frequently used to denote the operator λI, I denoting identity. For any A in B(H), A is said to be selfadjoint if A * = A. We write
and observe that it is a real linear space. An operator A is said to be positive if < u, Au >≥ 0 for every u in H. A positive operator is necessarily selfadjoint. If A 1 , A 2 are in O(H) we write A 1 ≥ A 2 if A 1 − A 2 is a positive operator. ≥ is a partial order in B(H). By a projection we shall always mean an orthogonal projection onto a subspace of H. Denote the set of all projections in H by P(H). A is a projection if and only if A = A * = A 2 .
In particular, any projection E is a positive selfadjoint operator and 0 ≤ E ≤ 1. Thus
For any two elements u, v in H we define the operator |u >< v| by |u >< v|w =< v, w > u for all w in H. |u >< v| is linear in u and conjugate linear in v and satifies: (|u >< v|) * = |v >< u| and |u >< v| = u v .
We shall now describe the quantum analogue of a classical probability space with n elementary outcomes or sample points. We consider n-dimensional Hilbert space H and call any element of P(H) an event. The elements 0 and 1 in P(H) are called the null and certain events respectively. If E j are events we denote by ∪E j the event of occurrence of at least one of the E j 's whereas ∩ j E j is the event of simultaneous occurrence of all the E j 's, that is, ∪ j E j and ∩ j E j are respectively the projections on the smallest closed subspace containing the union and joint of range spaces of all E j . If E 1 , E 2 are events and E 1 ≤ E 2 we say that E 1 implies E 2 . If E is an event 1 − E is called its complement. If E 1 , E 2 are events then E 1 + E 2 is an event if and only if E 1 E 2 = 0. Any one dimensional projection E in P(H) is an atom in the sense that it cannot be expressed as the sum of two non-null projections.
For any operator A on the n-dimensional Hilbert space H and any orthonormal basis {e 1 , ..., e n } the quantity j < e j , Ae j > is independent of the basis, called the trace of A and denoted by trA. The map A → trA satisfies the following properties:
(1) tr(αA 1 + βA 2 ) = αtrA 1 + βtrA 2 for all scalars α, β;
(3) trA = sum of the eigenvalues of A inclusive of multiplicity; (4) trA ≥ 0 whenever A ≥ 0.
A positive operator ρ of unit trace is called a state. The set of all states in H is denoted by S(H). For any fixed state ρ the triple (H, ρ) is called a simple or finite dimensional quantum probability space. For any E in P(H) the quantity trρE is called the probability of the event E in the state ρ and
where {u j } is an orthonormal basis for the range of E. Clearly, 0 ≤ trρE ≤ 1. If E 1 , ..., E k are events and E i E j = δ ij E j for all i, j then E 1 + ... + E k is the event that at least one of the E j 's occurs and its probability
In this sense probability is an additive function on P(H) with values in [0, 1]. The famous Gleason's Theorem (see for example [P92, Theorem 8.9]) asserts that a converse of this result holds true. It follows from the spectral theorem that every state ρ can be expressed as
where p j ≥ 0, p j = 1 and {u j } is an orthonormal basis of eigenvectors of ρ such that
for each j. ρ is said to be faithful if its eigenvalues are all greater than zero, that is, p j > 0 for all j. Any one dimensional projection is called a pure state. The extreme points of convex set S(H) are precisely the pure states. In this context it is worth noting that in a sample space of n elementary outcomes in classical probability the set of all probability distributions is a convex set whose extreme points are precisely the n degenerate distributions. In its quantum analogue the set of pure states is a manifold of dimension 2n − 2. It is the richness of the extreme points of convex set S(H) that makes quantum probability worth exploring even in finite dimensions. Elements of O(H), i.e., Hermitian operators in H, are called observables. An observable in quantum probability is what a random variable is in classical probability. Any observable X, being a selfadjoint operator, has the spectral resolution
where x 1 , x 2 , ... are its distinct eigenvalues and E X j is the event that X takes the value x j . If g is a real valued function on the real line R then
is also an observable. The mapping g → g(X) is a homomorphism from the algebra of real functions on R into the algebra B(H). Events are observables assuming at most two values 0, 1.
Let ρ be a state and let X be an observale with spectral resolution X = j x j E X j . The probability of the event E X j , i.e., X takes the value x j in the state ρ, is equal to trρE
For any real valued function on R the expectation E ρ [g(X)] of g(X) in the state ρ is equal to
The characteristic function of X in the state ρ is equal to
If u is a unit vector in H then in the pure state u (i.e., when ρ = |u >< u|) X has the distribution with mass < u, E X j u > at x j for each j, expectation < u, Xu > and characteristic function < u, e itX u > . If X is a non-negative observable or, equivalently, X is a positive operator then trρX ≥ 0 for any state ρ. Thus expectation in a state is a non-negative linear map from O(H) into R with value unitary for the observable 1.
2. Non-commutative martingales and quantum arbitrage-free
In the sequel we shall denote B(H) by A and assume that A is filtered, so that there exists a family (A t ) T t=0 of unital (closed) * -subalgebras of A, such that A s ⊂ A t for all s, t with s ≤ t, and A 0 = CI, I denoting the identity on H. Given any fixed state ρ.
in A is said to be a (non-commutative) martingale with respect to (H, (A t ) T t=0 , ρ) if it is adapted to (A t ) T t=0 and for every t = 1, ..., T,
The above definition of non-commutative martingales follows the author [C] . We would like to point out that the non-commutative martingales are usually defined and studied under a (normal) tracial state (see [PX97] for example). In that case, the corresponding conditional expectation operators exist and hence one may define the martingales as in the classical setting. However, even for a state ρ in a finite dimensional Hilbert space H the conditional expectation E ρ [.|B] of a * -subalgebra B of B(H) need not exist in general (for details see [Ta72] ). Thus we cannot define a martingale under ρ as in the case of the tracial states or the commutative setting. Recently, the author [C] generalized the definition of the non-commutative martingales to the case of general states and show that it is suitable in the non-commutative generalization of the fundamental theorem of asset pricing (see also Theorem 2.1 below). In what follows one may find that this definition is natural and suitable in 'quantum finance'.
Together with (A, ρ) we shall also consider the opposite algebra A op , with the state ρ op , namely ρ = ρ op as a linear map on A, but the notation is meant to stress the algebra structure we are using. The spaces A and A ⊗ A have natural A − A bimodule structures given by multiplication on the right and on the left, namely A.U.B = AUB and A.(U ⊗ V ).B = AU ⊗ V B, or equivalently they have a left A ⊗ A op -module structure. We shall denote by • these actions, namely one has (A⊗B)•U = AUB and (A⊗B)•(U ⊗V ) = (AU) ⊗ (V B).
A A-valued biprocess is a sequence H = (H t ) T t=1 in the algebraic tensor product A ⊗ A op . It is called to be predictable if one has that H t ∈ A t−1 ⊗ A t−1 for all t = 1, ..., T.
In this case, it is clear that one can choose a decomposition
with A j,t , B j,t ∈ A t−1 for j = 1, ..., m (in the sequel we shall always assume that the decompositions we choose satisfy such properties). 
of the form 
Remark 2.1. The space of biprocesses has an antilinear involution, coming from the antilinear involution on A ⊗ A
Then, one has that
Thus, H • S is self-adjoint provided H is in H. 
when m = t and = 0 otherwise. Since X = (X t ) t≥0 is a martingale, we get the result. The general case follows since linear combinations of martingales are martingales. 
Proof. Suppose that X = (X t ) t≥0 is a martingale. By Lemma 2.1 one concludes that
Conversely, let Y ∈ A t−1 for some t = 1, ..., T. Set
and hence
is a martingale. The proof is complete.
Definition 2.3. We call the subspace K of O(H) defined by
the set of non-commutative contingent claims attainable at price 0.
Remark 2.2. The economic interpretation is the following: the non-commutative random variables K = (H • S) T , for some H ∈ H, are precisely those (non-commutative) contingent claims that an (quantum) economic agent may replicate with zero initial investment by purcuing some predictable quantum trading strategy H.
For any α ∈ R, we call the set of contingent claims attainable at price α the affine space K α obtained by shifting K by the constant operator α, in other words the noncommutative random variables of the form α+(H •S) T , for some quantum trading strategy
H. A quantum financial market S is said to be complete if each
Definition 2.4. We call the convex cone C in O(A T ) defined by C = {C ∈ O(A T ) : there is some K ∈ K, K ≥ C} the set of non-commutative contingent claims super-replicable at price 0.
Observe that C is a convex cone containing the negative elements {A ∈ O(A T ) : A ≤ 0}.
Economically speaking, a non-commutative contingent claim A ∈ O(A T ) is superreplicable at price 0, if one quantum agent can achive it with zero net investment, subsequently pursuing some predictable quantum trading strategy H-thus arriving at some non-commutative contingent claim K-and then, possibly, "throwing away money" to arrive at A. This operation of "throwing away money" may seem awkward at this stage, but we shall see later that the set C plays an important role in the development of the present theory, as in the commutative setting. In other words we now formalize the concept of an (quantum) arbitrage possibility: it consists of the existence of a quantum trading strategy H such that-starting from an initial investment zero-the resulting contingent claim f = (H • S) T is non-negative and not identically equal to zero. If a (quantum) financial market does not allow for arbitrage we say that it satisfies the no-arbitrage condition (NA). 
Proof. The equivalences are rather trivial, the equivalence of (1) and (2) immediately follows from Lemma 2.2 while the equivalence of (2) and (3) is straightforward.
After having fixed these formalities we may formulate and prove a quantum analogue of the central result of the finance theory of pricing and hedging by no-arbitrage, the so-called fundemental theorem of asset pricing, which goes back to Harrison and Pliska [HP81] in the classical case. 
Proof. (EMS) → (NA): By Lemma 2.2 we have that
and C ∈ C. However, if (EMS) would hold and (NA) were violated, there would exist a σ ∈ M f (S) and C ∈ C, C > 0, whence E σ [C] > 0 since σ is faithful, a contradiction.
(NA) → (EMS): Since S(H) is a convex, compact subset of O(H) and, by the (NA) assumption, disjoint from K, there is Q ∈ O(H) and α < β such that
As K is a linear space, we have that α ≥ 0. Hence β > 0. Therefore A → tr[QA] is a positive, faithful linear functional on O(H). Normalize Q we obtain a faithful martingale state of S by Lemma 2.3.
Remark 2.3. Theorem 2.1 is a special case of the fundamental asset pricing theorem which is proved in [CX] . However, the proof presented here is different from that in [CX].
Theorem 2.2. Let S satisfy (NA) and A ∈ O(A T ) so that
for some α ∈ R and some trading strategy H. Then, the constant α is uniquely determined by (2) and for every σ ∈ M f (S),
Proof. Suppose that there were two representations A = α 1 + (H 1 • S) T and A = α 2 + (H 2 • S) T with α 1 = α 2 . Assuming α 1 > α 2 we find an obvious arbitrage possibility:
we have
that is, the trading strategy H 1 − H 2 produces a strictly positive result at time T, a contradiction to (NA). The equation (3) results from the fact that, for every quantum trading strategy H and every σ ∈ M f (S), the process (H • S) is a martingale under σ. The proof is complete.
Pricing by no-arbitrage and optimal decomposition
Denote by cone[M(S)] and cone[M f (S)] the cones generated by the convex sets M(S) and M f (S) respectively. As following we shall clarify the polar relation between these cones and the cone C.
Recall that, for a pair (E, E * ) of vector spaces in separating duality via the scalar product < ., . >, the polar Q 0 of a set Q in E is defined as
In the case when Q = C which is a closed convex cone we have that
The bipolar theorem (see for example [Sch66] ) states that the bipolar Q 00 := (Q 0 ) 0 of a set Q in E is the σ(E, E * )-closed convex hull of E. Note that in our finite dimensional setting C is closed. Hence we deduce from the bipolar theorem that C = C 00 .
Lemma 3.1. Suppose that S satisfies (NA). Then the polar of C is equal to cone[M(S)] and M f (S) is dense in M(S). Hence the following assertions are equivalent for
Proof. The fact that the polar C 0 and cone[M(S)] coincide, follows from Lemma 2.3.
Hence the equivalence of (a) and (b) follows from the bipolar theorem.
As regards the density of M f (S) in M(S) we first deduce from Theorem 2.1 that there is at least one ρ ∈ M f (S). For any σ ∈ M(S) and 0 < α ≤ 1 we have that αρ+(1−α)σ ∈ M f (S), which clearly implies that M f (S) is dense in M(S). The equivalence of (b) and (c) is obvious.
For an element A ∈ O(A T ), we call α ∈ R an arbitrage-free price, if
where C A,α denotes the cone spanned by C and the linear space spanned by A − α.
The next theorem tells us precisely what the quantum principle of no-arbitrage can tell us about the possible prices for a non-commutative contingent claim A. In the classical case it goes back to the work of D.Kreps [K81].
Theorem 3.1 Assume that S satisfies (NA) and A ∈ O(A T ). Define
and
, which in turn equals the set of arbitrage-free prices for the non-commutative contingent claim A.
Proof. First observe that the set {E σ [A] : σ ∈ M f (S)} forms a bounded nonempty interval in R, which we denote by I. We claim that a number α ∈ I if and only if α is an arbitrage-free price for A. Indeed, supposing that α ∈ I we may find σ ∈ M f (S) such that E σ [A] = α and hence, C A,α ∩ A + = {0}.
Conversely, suppose that C A,α ∩ A + = {0}. Note that C A,α is a closed convex cone, by the same argument as in the proof of Theorem 2.1 one concludes that there exists a faithful state σ such that
is, α ∈ I. Suppose that α = π(A), and consider A − π(A). By definition we have that
, and therefore by Lemma 3.1, that A − π(A) ∈ C. We may find
which implies that K = A − π(A); in other words A is attainable at price π(A). This in turn implies that E σ [A] = π(A), for all σ ∈ M f (S), and thus I is reduced to the singleton {π(A)}.
Hence, if π(A) < π(A), π(A) cannot belong to the interval I, which is therefore open on the right hand side. Passing from A to −A we obtain the analogous result for the left hand side of I, which thus concludes that I = (π(A), π(A)). The proof is complete. (ii) Each element A ∈ O(A T ) may be represented as
for some α ∈ R and some trading strategy H. In this case
Proof. The implication (i) → (ii) immediately follows from Theorem 3.1. For the implication (ii) → (i), note that (6) implies that α = E ρ [A] for all ρ ∈ M f (S). Hence, if M f (S) contains two different elements ρ 1 and ρ 2 restricted on A T , we may find that an
. This completes the proof.
Corollary 3.1 is the non-commutative analogue of the "second fundamental asset pricing theorem" as called in [Sh99] . It shows that an arbitrage-free (quantum) financial market S is complete if and only if M f (S) = {ρ} for some faithful state ρ on H, in the sense that ρ = σ if and only if
As following is a dynamic version of Theorem 3.1 on pricing by no-arbitrage, which holds true in a general commutative setting (see [K96] ). (a) V is a super-martingale for each ρ ∈ M f (S), that is, for every t = 1, ..., T,
where H ∈ H and C = (C t ) T t=0 is an increasing adapted process with starting at 0, that is, 0 = C 0 ≤ C t−1 ≤ C t for all t = 1, ..., T.
Proof. First assume that T = 1, i.e., we have a one-period model S = (S 0 , S 1 ). Since A 0 is trivial, V 0 = some α ∈ R. Assuming (a) we concludes from Lemma 3.1 that there is a quantum trading strategy H such that
Letting C 0 = 0 and writing ∆C 1 = C 1 = V 0 + (H • S) 1 − V 1 we obtain the required decomposition.
Note that Lemma 3.1 holds true without assumption that A 0 = CI. We apply the above argument to the one-period financial market (S t−1 , S t ) adapted to the filtration {A t−1 , A t }. We thus obtain a H t ∈ A t−1 such that
This finishes the construction of the optional decomposition: define the predictable process H as (H t ) T t=1 , and the adapted increasing process C by C t = t j=1 ∆C j . This shows that (a) implies (c); the other implications are trivial.
A process of the form V = V 0 + H • S − C can be though of the wealth process of an economic (quantum) agent, starting at an initial wealth V 0 , subsequently investing in the quantum financial market according to the quantum trading strategy H, and consuming as described by the process C : the random variable C t models the accumulated consumption during the time interval {1, ..., T }. The above theorem states economically that these wealth processes are characterised by condition (a) (or, equivalently, (b)).
Examples
Example 1. (A single-step model) We consider a simple 'single-step' model of a (B, S)-market formed by a bank account B = (B 0 , B 1 ) and some stock of price S = (S 0 , S 1 ). We assume that the constants B 0 and S 0 are positive and
where the interest rate r is a constant (r > −1) and the rate A is an observable with the spectral resolution
where a j > −1 for all j = 1, ..., m.
Along with the (B, S)-market we can consider a new market (B,S), wherē
Then, it is easy to check that for σ ∈ S(H), E σS1 =S 0 if and only if
Therefore,
Let H = C 2 with its canonical basis |0 >=
where σ j , j = 1, 2, 3 are the well-known Pauli spin matrices of quantum mechanics. Let A be an observable with spectral resolution A = a|0 >< 0| + b|1 >< 1| such that −1 < a < r < b. When
this simple (B, S)-market is the single-period binomial model (or, the single-step CRRmodel, after Cox, Ross and Rubinstein [CRR79]). In this case,S is complete and its unique martingale state is
On the other hand, we have
Then σ = p 1 |u >< u| + p 2 |v >< v| with p 1 , p 2 > 0, p 1 + p 2 = 1, is a martingale state ofS with A = a|0 >< 0| + b|1 >< 1| if and only if
or
In the cases (9) and (10),
and in the case (11), σ = p 1 |u >< u| + p 2 |v >< v|
Proof. Since
by using (7) one concludes that
By the assumption that 0 < p 1 < 1 one easily concludes the required results by considering separately the cases |α 1 | < |β 1 |, |α 1 | > |β 1 | or |α 1 | = |β 1 |. The proof is complete.
Theorem 4.1 shows that although the single-step CRR model is complete in the classical (= commutative) setting, it is incomplete in the non-commutative setting by Corollary 3.1. This is a surprising result since the single-step CRR model is, in some sense, the most fundamental model in mathematical finance. From this we may conclude that quantum finance is of special significance in finance theory.
Note that for any martingale state σ of the single-step CRR model, it follows from (11) and (12) 
where R j,n = 1 + A, j = 1, ..., n; or = I, j = n + 1, ..., N, and A = a|0 >< 0| + b|1 >< 1|, − 1 < a < r < b.
SetB n = 1 andS
for n = 1, ..., N. When
α ε 1 ...εn |ε 1 ...ε n 0...0 >< ε 1 ...ε n 0...0| : α ε 1 ,...,εn ∈ C}
for n = 1, ..., N, we obtain the famous N-steps CRR model. 
where µ(ε 1 ...ε N ) is the number of the ε j equal to 0, and
The proof is the same as that in the classical case and omitted. See [Sh99] for details on the classical CRR model. Here, we omit the discussion of the CRR model in the non-commutative setting.
Note that the martingale state σ N is the N-fold tensor product of the 'one-dimensional' distribution (8).
Example 3. (Incompleteness in quantum financial markets) In Example 1 we find that the single-step binomial model is incomplete in the non-commutative setting. In fact, we have Proof. Since S 1 ∈ O(C 2 ), by the spectral decomposition theorem there exist at most two projections E 1 , E 2 such that
for some a, b ∈ R. Since A 0 = CI, one concludes that {α + H • S : α ∈ R, H ∈ H} = {α + β(aE 1 + bE 2 ) : α, β ∈ R} is at most real two dimensional. However, O(C 2 ) is four dimensional and has the basis {σ 0 , σ 1 , σ 2 , σ 3 }. Thus at least one of the Pauli spin matrices σ 1 , σ 2 , σ 3 cannot be replicable in S. Therefore, S = (S 0 , S 1 ) is incomplete.
