Abstract-For coupled systems with nonidentical dynamics, the cluster synchronization problem requires that states of systems characterized by the same parameters synchronize together. This problem is of both theoretical and applicative importance and is more complicated than clustering for homogeneous systems. This paper considers generic linear dynamical systems whose system parameters are distinct in different clusters. To handle the system heterogeneity, we design for each agent a dynamic control law which utilizes intermediate control variables. Both leaderless and leader-based coupling strategies are investigated. Building on the proposed control models, this paper derives algebraic necessary and sufficient conditions to guarantee cluster synchronization. However, these conditions intricately relate the parameters of the interaction graph with the agents' system parameters. This paper further shows that these algebraic conditions are satisfied if the interaction graph topology admits a directed spanning tree for each cluster and the coupling strength among agents of the same cluster is sufficiently large. Results presented in this paper include those coming from several existing studies for homogeneous systems as special cases.
I. INTRODUCTION
Multi-agent systems interacting through a network continue to receive interest from researchers in disciplines including physics, engineering and sociology. The problem of complete synchronization or consensus has been extensively studied for more than a decade [1] , [2] . More recent investigations have spread to problems of reaching agreement on multiple objectives via interactive mechanisms among agents [3] - [5] . These studies are motivated by clustering phenomena or applications such as swarm splitting behavior of animals [6] , [7] , formations of opinion dynamics in social networks [8] , [9] , segregation of robotic groups [10] , and synchronization of oscillating circuits (for more examples see [3] ).
In engineering, the cluster synchronization problem aims to separate coupled agents into subgroups, also known as clusters, such that the system states of agents in the same cluster can achieve state synchronization. The majority of published papers on this subject deal with homogeneous systems, ranging from chaotic nonlinear systems [11] , [12] , integrators [13] - [16] , to generic linear systems [16] - [19] . For systems described by nonidentical self-dynamics, state synchronization is in general impossible unless agents with the same self-dynamics are grouped into the same cluster. To synchronize identical agents in a network of heterogeneous agents is a problem of practical interest; for instance, animals of the same species or vehicles of the same platoon can sort themselves out, oscillators of the same frequency can synchronize with each other, people with the same opinion dynamics can arrive at consensus, and so on. In the papers [20] , [21] , the authors studied cluster synchronization for heterogeneous nonlinear systems that are stabilizable with a common feedback gain matrix (the so called QUAD condition). However, there is no published paper, so far known by the authors, that reports on heterogeneous linear systems with generic dynamics. Mathematically, these systems can be defined as follows,
where l is the index of an agent and i is the index of the cluster the agent l belongs to. The control input, u l (t), of each agent l may use state information from neighboring agents defined in an interaction graph. So these individual systems are coupled via the control inputs, and the same state information, after attenuated by different control matrices, B i , leads to different controlling effects in different neighboring clusters. This fact causes additional difficulty in the control design and system analysis. This paper is dedicated to resolving this problem by utilizing dynamic control laws that employ intermediate control variables to facilitate the handling of heterogeneity in the system parameters.
In the cluster synchronization literature, it is common to assume that agents are either leaderless [13] - [15] , [21] or they follow a designated leader in their cluster [11] , [12] , [18] - [20] . This paper studies systems under both assumptions. Results under the leaderless structure will be presented in detail while proofs for those under the leader-following assumption will be omitted if they follow from analogous arguments. As homogeneous systems are special cases of heterogeneous systems, our results can extend those for homogeneous linear systems presented in [13] - [15] , [18] and [19] . For heterogeneous nonlinear systems, the paper [21] presented inter-cluster and intra-cluster coupling conditions on interaction graphs with non-negatively weighted edges. This paper removes the nonnegative constraint on intercluster edges, and shows that for linear systems employing intermediate control variables that eventually converge to zero, the "zero sum" condition on the weights of intercluster edges is necessary for cluster synchronization. This conclusion extends that in [14] , which is for systems described by first-order integrators. Under the "zero sum" condition, we derive a new algebraic necessary and sufficient condition that entangles the graph Laplacian with the system dynamics. The entanglement is shown to dissolve when all agents are with homogeneous self-dynamics, and the newly derived condition subsumes those in [13] - [15] as special cases. The extension from homogeneous systems to heterogeneous systems is nontrivial, since the reduced condition is neither sufficient nor necessary for heterogeneous systems as illustrated by two numerical examples.
For a more intuitive understanding, it is desirable to provide a graph topological interpretation of the algebraic condition. However, many published papers did not do so, while others, e.g., [11] , [14] , [21] , [22] , achieve this by imposing tight restrictions on the graph topology, such as requiring symmetry or strong connectivity. The exceptions are [18] , [19] which considered directed graph topologies for coupled homogeneous linear systems. Similar to [18] , [19] , this paper only requires the interaction subgraph of each cluster to contain a directed spanning tree. Then, lower bounds for the coupling strengths among agent systems in the same clusters are provided. When the clusters and the inter-cluster links form an acyclic structure, we find that the directed spanning tree condition is necessary for cluster synchronization of heterogeneous linear systems. This extends the studies in [18] which only established the sufficiency condition for homogeneous linear systems. This paper is organized as follows: Following this section, the problem formulation is presented in Section II. In Section III the necessity of the zero-row-sum condition for the partitioned blocks of the graph Laplacian is presented. Under this condition, both algebraic and graph topological conditions for leaderless cluster synchronization are discussed in Section IV. Results under the leader-following assumption are presented in Section V. Concluding remarks and potential future investigations follow in Section VI.
II. PROBLEM STATEMENT
Consider a multi-agent system consisting of L agents, indexed by I = {1, . . . , L}, and N ≤ L clusters. Let C = {C 1 , . . . , C N } be a nontrivial partition of I, that is,
We call each C i a cluster. Two agents, l and k in I, belong to the same cluster C i if l ∈ C i and k ∈ C i . Agents in the same cluster are described by the same linear dynamic equation:
where x l (t) ∈ R n with initial value, x l (0), is the state of agent l and u l (t) ∈ R mi is the control input; A i ∈ R n×n and B i ∈ R n×mi are constant system matrices which are distinct for different clusters.
A. Interaction graph topology
A directed interaction graph G = (V, E, A) is associated with system (1) such that each agent l is regarded as a node, v l ∈ V, and a link from agent k to agent l corresponds to a directed edge (v k , v l ) ∈ E. An agent k is said to be a neighbor of l if and only if (v k , v l ) ∈ E. The adjacency matrix A = [a lk ] ∈ R L×L has entries defined by: a lk = 0 if (v k , v l ) ∈ E, and a lk = 0 otherwise. In addition, a ll = 0 to avoid self-links. Note that a lk < 0 means that the influence from agent k to agent l is repulsive, while links with
L×L as the Laplacian of G, where b ll = L k=1 a lk and b lk = −a lk for any k = l. Corresponding to the partition C = {C 1 , . . . , C N }, a subgraph G i , i = 1, . . . , N , of G contains all the nodes with indexes in C i , and the edges connecting these nodes. See Fig. 1(a) for illustration. Without loss of generality, we assume that each cluster
Then, the Laplacian L of the graph G can be partitioned into the following form:
where each L ii ∈ R li×li specifies intra-cluster couplings and each L ij ∈ R li×lj with i = j, specifies inter-cluster influences from cluster
Construct a new graph by collapsing any subgraph of G, G i , into a single node and define a directed edge from node i to node j if and only if there exists a directed edge in G from a node in G i to a node in G j . We say G admits an acyclic partition with respect to C, if the newly constructed graph does not contain any cyclic components. If the latter holds, by relabeling the clusters and the nodes in G, we can represent the Laplacian L in a lower triangular form
so that each cluster C i receives no input from clusters C j if j > i. In Fig. 1(a) , the two subgraphs G 1 and G 2 illustrate an acyclic partition of the whole graph.
B. The two coupling strategies
In this paper, we assume two types of coupling strategies: leaderless and leader-following. With the leaderless strategy, every agent can only use information from the neighboring agents. Being motivated by the dynamic control laws for complete synchronization of homogeneous agents [23] , we define the leaderless control law for any l ∈ C i as:
where η l ∈ R n is an intermediate control variable with an arbitrary initial value η l (0) selected by agent l; each K i ∈ R mi×n is a stabilizing constant matrix adopted by all agents in the cluster C i , and c > 0 is the coupling strength of the interaction graph G. Note that the above control law allows the usage of information from agents of the same cluster as well as other clusters.
The leader-following strategy allocates to each cluster an additional leading agent, called the leader, whose dynamics is characterized by the following uncontrolled equation:
This equation specifies the objective trajectory in each cluster. DenoteḠ i as the enlarged subgraph comprising the subgraph G i , the leader node of cluster C i and the directed link from the leader to the nodes in G i . See the graph topology in Fig. 1(b) for illustration. Every follower in a cluster applies control according to the structure prescribed by the interaction graphḠ i . Note that the control laws of some agents, not necessarily all, may include information from the leader of their cluster. As in [24] and [25] for complete synchronization, we define the leader-following control law for each l ∈ C i as:
where η l ∈ R n and η 0i ∈ R n are intermediate control variables with arbitrary initial values, η l (0) and η 0i (0), respectively; d l > 0 if an agent l receives a direct link from its leader, and d l = 0, otherwise. Note that the d l 's are nonnegative so that followers are always cooperative with the leader of their cluster.
Remark 1: The intermediate control variables may be omitted when the linear systems in (1) are identical, so that the above control laws become static controllers and use directly the relative state information,
They can also be omitted if the dynamics of the agents are described by heterogeneous nonlinear systems satisfying the QUAD condition mentioned in the introduction. However, with heterogeneous A i 's and B i 's in different clusters, there may not exist stabilizing control gains, K i , such that B i K i 's are identical for all i. This fact obstructs the analytic argument commonly used to derive eigenvalue conditions on the graph Laplacian for cluster synchronization of homogeneous systems. Introducing intermediate variables in the control laws removes this difficulty and enables us to derive algebraic conditions that incorporate information from the graph topology and the system dynamics. For heterogeneous systems, one should not anticipate results as simple as those for homogeneous systems.
The main task in this paper is to achieve cluster synchronization for systems in (1) with the distributed coupling strategies defined in (4) or (6) .
Definition 1 (Cluster Synchronization): A heterogeneous multi-agent system described by (1) is said to achieve Ncluster synchronization with respect to the partition C, if for any initial states x l (0) and η l (0), l ∈ I, the following holds:
In this definition, all intermediate variables, η l (t), decay to zero to guarantee that the control efforts are essentially of finite duration. The following sections will explore both algebraic conditions and graph topological conditions under which coupling strategies in (4) or (6) can synchronize the states of systems in (1) by clusters. To do this, the following assumptions are made on the system dynamics.
Assumption 1: Each of the pairs (A i , B i ), i = 1, . . . , N is stabilizable. Assumption 2: Each A i has at least one eigenvalue on the closed right half plane.
Assumption 1 is conventional and necessary. By Assumption 2, scenarios where some A i 's are stable are excluded, so that it is possible to separate the synchronized states of all clusters, which may be required for some applications. To deal with stable A i 's, one may introduce feed-forward terms in control laws as studied in [16] , [17] .
Notation:
The identity matrix of dimension n is I n ∈ R n×n . The symbol diag{M 1 , . . . , M N } represents the block diagonal matrix constructed from the N matrices M 1 , . . . , M N . "⊗" stands for the Kronecker product. A symmetric positive (semi-) definite matrix S is represented by S > 0(S ≥ 0). Reλ m (A) is the real part of the m-th eigenvalue of a square matrix A.
III. A NECESSARY GRAPH TOPOLOGY CONDITION
For achieving N -cluster synchronization under couplings in (4) or (6) starting from an arbitrary initial system state, the following condition about the Laplacian L is necessary. It provides a basic requirement for the connections between agents of different clusters.
Theorem 1: Under Assumptions 1 & 2, if a multi-agent system in (1) with couplings in (4) or (6) achieves N -cluster synchronization, then every block L ij of L in (2) has zero row sums, i.e., L ij 1 lj = 0, ∀i, j = 1, . . . , N .
Proof: Due to space limitation, we present the proof under the leaderless strategy only. For the leader-following strategy, one can draw the same conclusion by analogous arguments.
One can rewrite the equations in (1) and (4) for all l ∈ I as one compact linear differential equation:
where
By the definition of cluster synchronization, for any y(0) ∈ R 2nL there exists a set of trajectories α i (t) ∈ R n , i = 1, . . . , N such that the solution of (7), i.e., y(t) = e Ct y(0), converges to the manifold
By (7), one also has that
Thus, for any i ∈ {1, . . . , N } and any l ∈ C i ,
where β lj = k∈Cj b lk , j = 1, . . . , N . Note that for any finite time, the tuple, (α 1 (t), . . . , α N (t)), depending on the initial value y(0), can assume arbitrary value in the nL-dimensional Euclidean space. Therefore, the equality N j=1 β lj α j (t) = 0 holds if and only if β lj = 0, j = 1, . . . , N . Considering that l and i are arbitrarily chosen, we conclude that L ij 1 lj = 0.
Intuitively, the necessary condition in the theorem requires that either no links exist between two different clusters, or cooperative and repulsive influences are balanced from one cluster to any agent in another cluster. In both scenarios, inter-cluster influences disappear in the steady state. This condition only defines inter-cluster connections, and therefore it alone is not enough to result in cluster synchronization. More conditions on the interaction graph will be presented in the following sections based on this necessary condition. Henceforth, we treat the conclusion of Theorem 1 as a basic assumption.
Assumption 3: Every block L ij of L defined in (2) has zero row sums, i.e., L ij 1 lj = 0.
Note that with this assumption, each L ii is the Laplacian of a subgraph G i .
Remark 2: Assumption 3 is frequently used in the literature to prove cluster synchronization results for various multi-agent systems [11] - [15] , [18] - [20] , [22] . Xia et al. in [14] showed its necessity for homogeneous agents described by first-order integrators. In this paper, Theorem 1 has generalized this result to include quite a large class of linear multi-agent systems. For heterogenous nonlinear systems, the authors in [21] pointed out a slightly less stringent necessary condition: L ij 1 lj = r ij 1 lj with r ij ∈ R, i.e., agents in the same cluster C i receive the same total influence from another cluster C j . However, in that model the control forces need not vanish in the steady state. As a result, different clusters analyzed in [21] can have non-vanishing efforts on each other even if the system states in every clusters are synchronized.
IV. LEADERLESS CLUSTER SYNCHRONIZATION
With the leaderless strategy as in (4), the closed-loop system equations for (1) are described bẏ
In the first subsection, we present a necessary and sufficient algebraic condition for cluster synchronization that entangles parameters from the Laplacian L and the system matrices A i 's. In the second subsection, we present some graph topological conditions which are more intuitive. In general, they are only sufficient conditions. However, they become necessary and sufficient when the interaction graph admits an acyclic partition with respect to C.
A. Necessary and sufficient algebraic conditions
The following discussion makes use of the following definitions. For i, j = 1, . . . , N , define
The following lemma shows that the new matrixL contains all nonzero eigenvalues of the Laplacian L. 
. By direct computation one can show that
It follows that
Rearrange the columns and rows of S −1 LS by permutation and similarity transformations to get the following block upper-triangular matrix
whereL is defined in (11) . Then, the claim of this lemma follows immediately. Now, we can state the main theorem of this section. Theorem 2: Under Assumption 1 to 3, the multi-agent systems in (1) with couplings in (4) achieve N -cluster synchronization if and only if the matrixÂ − cL ⊗ I n is Hurwitz, whereÂ
Proof: Let e l := z l − z σi+1 for each l ∈ C i and l = σ i + 1, i = 1, . . . , N . By (8) and Assumption 3, one can establish the followinġ
Let Q denote a nonsingular transformation matrix such that
and define for each l ∈ I the following variable
Clearly, ξ l = x l − x σi+1 and ζ l = η l − η σi+1 − x l + x σi+1 . Then, one has the following dynamic equationṡ
Since K i stabilizes (A i , B i ), one can see that as t → ∞, ε l → 0, ∀l ∈ I if and only if the stacked variables ζ → 0
T . Notice that the trajectory of ζ is characterized by the following differential equatioṅ
IfÂ − cL ⊗ I n is Hurwitz, then ζ and every ε l (hence every e l ), all converge to zero exponentially. It follows that lim t→∞ x l − x k = 0 and lim t→∞ η l − η k = 0, ∀l, k ∈ C i , ∀i. This also implies η l → 0, ∀l ∈ I, as t → ∞. To see this, for each i = 1, . . . , N , let η i be the solution ofη i = (A i + B i K i )η i with an arbitrary initial value η i (0). By Assumption 3, one has k∈Cj b lk = 0, ∀l ∈ I, and hence the following holdṡ
where l ∈ C i . Comparing the above with (4b), one showṡ
The above system is stable and driven by inputs which all converge to zero exponentially fast. So, ∀l ∈ C i , η l → η i → 0, as t → ∞. This proves the sufficiency part.
The necessity part is straightforward. IfÂ−cL⊗I n is not Hurwitz, then there exists an initial condition so that ζ does not converge to zero. Therefore, for some ε l and hence e l , the trajectory does not converge to zero. It follows that there exist some 1 ≤ i ≤ N such that lim t→∞ x l − x σi+1 = 0 for some l ∈ C i , l = σ i + 1. That is, N -cluster synchronization cannot be achieved. This completes the proof.
The matrixÂ − cL ⊗ I n entangles parameters from the interaction graph with those from the system dynamics. In order to check the condition in the theorem, one needs to know exactly how the L agents in the network are connected with each other. The analysis is thus more complicated than that for homogeneous multi-agent systems where one can determine a cluster synchronization condition from the following eigenvalue relation:
Here, the eigenvalues of L are rearranged so that the first N eigenvalues are equal to zero. This eigenvalue condition follows from Lemma 1 and Theorem 2 and is proved in the following corollary. Before presenting the argument, it is useful to clarify the following facts and notation. By Assumption 3 and (15), the zero eigenvalue of L has geometric multiplicity equal to N and The remaining task is to derive the synchronized state in each cluster. Let P be a nonsingular matrix constructed from the right and left eigenvectors, µ i and ν i , of L together with matrices U ∈ R L×(L−N ) and V ∈ R (L−N )×L ,
such that L can be transformed into a Jordan form J, i.e.,
is upper triangular with diagonal elements being the nonzero eigenvalues λ l (L), l = N + 1, . . . , L. Constellate the states z l (t) of all L agents to form
T . Then, (8) can be written in the following compact forṁ
and E is defined in (9).
It follows from (17) and (16) that
Notice that I L−N ⊗ A c − c∆ ⊗ E is similar to
where the diagonal elements are either A+BK or A−λ l I n , l = N + 1, . . . , L, which are all Hurwitz by Assumption 1, Assumption 2 and (15). Thus, e (I L−N ⊗Ac−c∆⊗E)t → 0 as t → ∞. Then, (18) implies that
It then follows from the definitions of z l (t) and z(t) that as t → ∞,
This completes the proof. Remark 3: This corollary implies related results in [13] , [14] as special cases when A = 0, B = 1 and K = 1. It also includes part of the results in [15] , which are obtained for identical second-order integrators.
It is worth mentioning that the extension from homogeneous systems to heterogeneous systems is nontrivial, since the condition in (15) for a homogeneous system is neither sufficient nor necessary for cluster synchronization of a heterogeneous system. We illustrate these two points via simulation examples.
Example 1: To violate the sufficiency condition, let us consider the interaction graph in Fig. 2 with a = 7.5. The eigenvalues of the Laplacian are {1.5±0.5i, 0, 0}. Under this graph, agents with identical system matrices:
and 1 = 1, 2 = 0, achieve 2-cluster synchronization as shown in Fig. 3(a) . However, with the following nonidentical system matrices:
and Fig. 3(b) shows that neither cluster achieves state synchronization, although
i.e., the condition (15) is satisfied. 3 . Evolutions of δ 1 (t) = z 2 (t)−z 1 (t) and δ 2 (t) = z 4 (t)−z 3 (t) for two types of multi-agent systems, respectively.
Example 2:
To violate the necessity condition, consider the same interaction graph in Fig. 2 with a = 9. The eigenvalues of the Laplacian change to {1.5 ± 1.323i, 0, 0} with the real parts being unchanged. Let 1 = 0.1, 2 = 2 and cannot synchronize their states because min k Reλ k (L) = 1.5 < 2 = max m Reλ m (A). This is also verified by the simulation result in Fig. 4(a) . However, heterogeneous agents with system matrices in (20) achieve 2-cluster synchronization as shown in Fig. 4(b) , despite the fact that min k Reλ k (L) = 1.5 < 1.6 = min i max m Reλ m (A i ).
Computing the eigenvalues ofÂ−L⊗I 2 , we get {−1.734± 2.210i, −0.266 ± 0.797i}. All these eigenvalues are stable, that is,Â −L ⊗ I 2 is Hurwitz. 4 . Evolutions of δ 1 (t) = z 2 (t)−z 1 (t) and δ 2 (t) = z 4 (t)−z 3 (t) for homogeneous and heterogeneous systems, respectively.
B. Graph topological conditions
In this subsection, we describe graph topologies that imply the algebraic conditions in the preceding subsection. In subsequent discussions, the following well-known result for subgraphs will be useful.
Lemma 2 ([26]):
Let G i be a non-negatively weighted subgraph. Then, the Laplacian of G i has a simple zero eigenvalue and all the nonzero eigenvalues have positive real parts if and only if G i contains a directed spanning tree.
As known in the literature (e.g., [26] , [27] ), the leaderless state synchronization is guaranteed for a homogeneous multi-agent system whose interaction graph satisfies the spanning tree condition in Lemma 2. We will show next that for a heterogeneous linear multi-agent system, cluster synchronization can be achieved if every subgraph satisfies the spanning tree condition and the intra-cluster coupling strengths are strong enough. To this end, we weight each subgraph G i with a factor c i to produce the following matrix:
where L ij 's are blocks in the original Laplacian L defined in (2) . By the zero-row-sum assumption for each L ij in Assumption 3, one sees that L c is still a graph Laplacian.
Similar to the definition ofL in (11), we define the following matrixL
whereL ij 's are defined in (10) . In addition, we definê
Theorem 3: Under Assumption 1 to 3, a multi-agent system in (1) with couplings in (4) achieves N -cluster synchronization if each subgraph, G i , contains a directed spanning tree and the edges of each G i are cooperative, with coupling strengths satisfying
and
where the matrixŴ = diag{Ŵ 1 , . . . ,Ŵ N } and eachŴ i ∈ R (li−1)×(li−1) is a positive definite matrix such that
(26) Proof: By Theorem 2, the proof is completed if we can show that the matrixÂ − cL c ⊗ I n is Hurwitz under the conditions in Theorem 3. To do so, we notice that by Weyl's theorem [28] , (25) and (26), it follows that λ min (ŴL c +L T cŴ ) > 0. Note that if each subgraph contains a directed spanning tree and the edges are cooperative, then the matricesŴ i 's satisfying (26) do exist by Lemma 2 and Lemma 1. Then, we can rewrite (24) as
. By Weyl's theorem and the above inequality, we have
This eigenvalue condition for Π implies the following Lyapunov inequality
SinceŴ ⊗ I n is positive definite, we know that the matrix A − cL c ⊗ I n is Hurwitz. The proof is thus completed. Remark 4: The requirements on the interaction graph in Theorem 3 are quite general in comparison with those in Proposition 2 and 3 of [14] . First, the graph topologies are not restricted to be symmetric or balanced. Second, the connectivity of each subgraph G i can be as weak as having a directed spanning tree, while in [14] the subgraphs need to be symmetric (or balanced) and strongly connected. Under the assumptions in Proposition 2 of [14] , (that is, for all i, A i = 0, B i = K i = 1, and the interaction graph is symmetric with strongly connected subgraphs), the conditions in (24) and (25) reduce to c > 0 and c i > max 0,
, respectively. This requirement on c i is weaker than the condition c i >
in Proposition 2 of [14] .
One may wonder whether the subgraphs constructed in Theorem 3 are necessary for cluster synchronization as they are for complete synchronization [26] , [27] . Unfortunately, the answer is negative. First, the nonnegativity of edges in subgraphs is not necessary; for example, in the interaction graph in Fig. 2 , the directed edge from node 4 to node 3 has a negative weight but cluster synchronization is still accomplished (see Fig. 3(a) and Fig. 4(b) ). Second, the spanning tree condition is not necessary either. As a counterexample, consider a heterogeneous multi-agent system with parameters given by (20) . The associated interaction graph is given in Fig. 5(a) , which has a partition, C 1 = {1, 2, 3, 4} and C 2 = {5, 6}, satisfying Assumption 3. Although there is no direct link between agents {1, 2} and {3, 4}, their state synchronization is exhibited in Fig. 5(b) via simulation. The intuitive reason for this phenomenon could be that agents {1, 2} and agents {3, 4} are connected through agents in the cluster C 2 . In fact, if we check the eigenvalues ofÂ−cL c ⊗I 2 where c = 1, c 1 = c 2 = 10, we get {−0.437 ± 0.226i, −6.951, −12.528, −8.506, −11.139, −10, −10}, each of which has a negative real part. Considering the above examples, the graph topological conditions in Theorem 3 may be far from necessary in general cases.
Nevertheless, the spanning tree condition in Theorem 3 turns out to be necessary when the subgraphs connect with each other without forming directed cycles, that is, when the Laplacian L takes a block triangular form as in (3). The conclusion is stated formally in the following corollary.
Corollary 2: Let G be an interaction graph with an acyclic partition as in (3), and the edges of each subgraph G i are cooperative. Under Assumption 1 to 3, a multi-agent system (1) with couplings in (4) achieves N -cluster synchronization if and only if each G i contains a directed spanning tree and 
the global coupling strength c satisfies
where λ l (L ii ), l = 2, . . . , l i are the nonzero eigenvalues of the Laplacian L ii .
Proof: We examine the eigenvalues ofÂ − cL ⊗ I n by Theorem 2. Let P i ∈ R (li−1)×(li−1) , i = 1, . . . , N , be a set of nonsingular matrices such that
where J i is the Jordan form ofL ii . Denote P = diag{P 1 ⊗ I n , . . . , P N ⊗ I n }. Then, by the acyclic partition in (3), one can have the following
Therefore,Â − cL ⊗ I n is Hurwitz if and only if all matrices I li ⊗A i −J i ⊗I n , i = 1, . . . , N are Hurwitz. Note that each of these matrices is block upper triangular with diagonal blocks taking the form
Sufficiency: Under Assumption 3 and the proof of Lemma 1, we know thatL ii contains all the nonzero eigenvalues of L ii . By Lemma 2, each eigenvalue ofL ii has a positive real part if G i contains a directed spanning tree. Then, (27) implies that the matrices A i −cλ k (L ii )I n are Hurwitz for all k = 1, . . . , l i −1 and all i = 1, . . . , N . Therefore,Â−cL⊗I n is Hurwitz.
Necessity: On the other hand, if there exists a subgraph that does not contain a directed spanning tree, then the correspondingL ii 's are singular by Lemma 2 and Lemma 1. It further follows from Assumption 2 that there exists at least one k ∈ {1, . . . , l i − 1} such that the matrix A i − cλ k (L ii )I n is not Hurwitz. So,Â−cL⊗I n is not Hurwitz. We conclude that the spanning tree condition is necessary.
The failure of the inequality in (27) for any i means that there exists at least one l, such that 2 ≤ l ≤ l i and max 1≤m≤n Reλ m (A i ) − cReλ l (L ii ) ≥ 0. Then, the matrix A i −cλ k (L ii )I n is not Hurwitz for some k ∈ {1, . . . , l i −1}. Therefore,Â − cL ⊗ I n is not Hurwitz and the inequality in (27) must be a necessary condition.
Note that this corollary has no requirements on the local factors c i 's. In fact, one can replace c in (27) withc i = c · c i . The usage of the global factor c highlights that under graphs admitting acyclic partitions, one can achieve cluster synchronization by adjusting the global factor c without considering the local factors c i 's. Without the acyclic assumption, one will find graph topologies under which cluster synchronization cannot be achieved by adjusting c only. This is due to the existence of repulsive couplings among agents. See [18] for examples.
With an acyclically partitioned interaction graph, the sufficiency of the directed spanning tree condition was proved for homogeneous multi-agent systems in [18] under the leaderfollowing strategy. Under the leaderless coupling assumption, Corollary 2 has generalized the condition for heterogeneous systems and further shown that it is both necessary and sufficient. This conclusion will be extended to include the leader-following strategy in the next section. Here, we would like to provide an intuitive reasoning for the conditions in Corollary 2: First of all, one can prove that if a cluster, C i , does not receive inputs from other clusters, the spanning tree condition together with the condition in (27) , as restricted to the cluster, imply the synchronizability of the cluster C i (see [26] , [27] for proof). For i = 1, the root cluster C 1 (with Laplacian L 11 in (3)) is synchronized as it does not receive any external inputs. For any i ≥ 2, when all the clusters C j with j < i synchronize, the inter-cluster inputs to C i (if they exist) vanish due to the assumption that L ij 1 lj = 0. Thus, synchronization is guaranteed in each cluster C i , i = 1, . . . , N by the conditions in Corollary 2. Conversely, for a fixed C i which does not receive intercluster inputs, agents in C i cannot synchronize if any of the conditions in Corollary 2 fails for that i. Hence, it suffices to check the necessity of these conditions for all i ≥ 2. Assume that these conditions hold for all j < i but fail for i, then all inter-cluster inputs to cluster C i vanish and thus C i cannot achieve synchronization.
V. CLUSTER SYNCHRONIZATION WITH LEADERS
Under the leader-following strategy, the synchronized states of a cluster is defined by the leader but only a subset of the followers have direct information accesses to the leader of the cluster they belong to. The followers in a cluster may also be influenced by agents in other clusters. This section presents algebraic and graph topological conditions that guarantee the followers can successfully track the state of the leader.
A. Necessary and sufficient algebraic conditions
With the leader described by (5) in each cluster, the coupling strategies in (6) result in the following error dynamics,
T , and A ci , E are defined in (9) . Then, a leaderfollowing multi-agent system achieves N -cluster synchronization if and only if e l → 0 as t → ∞ for any l ∈ I.
By introducing the same nonsingular transformation Q as in (13) , one can show that the statement e l → 0, ∀l ∈ I, is equivalent to that ζ := [ζ 
Under this framework, the algebraic conditions for achieving cluster synchronization with leaders can be derived as in the leaderless case. The detailed proof is omitted, and the conclusion is stated in the following theorem.
Theorem 4: Under Assumption 1 to 3, a multi-agent system in (1) with couplings in (6) achieves N -cluster synchronization if and only if A − cL ⊗ I n is Hurwitz.
We also consider homogeneous agents under the leaderfollowing strategy in (6) . Results are summarized in the following.
Corollary 3: Under Assumption 1 to 3, and with identical parameters A i = A, B i = B, K i = K for all i = 1, . . . , N , the multi-agent system (1) with couplings in (6) achieves N -cluster synchronization if and only if
Remark 5: For the class of heterogeneous linear systems studied in [22] , the self-dynamics of all agents are different. So, only cluster output synchronization can be achieved, where the synchronized internal reference systems for all agents are still homogeneous. Under the leader-following strategy, the authors of [22] proved that a positive definiteL is sufficient for state clustering of the homogeneous reference systems. In contrast,L in Corollary 3 does not have to be symmetric. Following the studies in [22] , in the future one may consider output cluster synchronization problems with reference systems being the heterogeneous models in (1) . Then the result in Theorem 4 will help to determine when these reference systems can cluster synchronize.
B. Graph topological conditions
To provide graph topological conditions that meet the algebraic condition in Theorem 4, we redefine the vector γ ij in (10) by γ ij = [−a 0i,σi+1 , . . . , −a 0i,σi+lj ]
T ∈ R lj , where each entry a 0i,l is the weight of the edge pointing from agent l ∈ C j to the leader of cluster C i . One sees that for any i, j = 1, . . . , N , γ ij is a zero vector since the leader of each cluster does not receive information from any other agents. As a result, the newL as defined in (11) assumes the form ofL in (31) , except that the dimension ofL is larger. Hence,L can inherit all the properties ofL.
With these arguments, we can immediately derive graph topological conditions similar to those in Section IV-B. Analogously, we first weight each subgraphḠ i with a factor c i to result in the following coupling matrix
whereL ii = L ii + D i , i = 1, . . . , N . We also define
The following theorem states the requirements on the interaction graph.
Theorem 5: Under Assumption 1 to 3, a multi-agent system in (1) with couplings in (6) achieves N -cluster synchronization if each subgraph,Ḡ i , with cooperative edges, contains a directed spanning tree with the leader in the root, and the coupling strengths satisfy c > λ max ((W ⊗ I n )A + A T (W ⊗ I n ))
and for each i = 1, . . . , N c i > max 0,
where W = diag{W 1 , . . . , W N } and each W i ∈ R li×li is a positive diagonal matrix such that
(37) Here, notice that the W i 's can be diagonal matrices sincē L ii 's are nonsingular M -matrices 1 under the assumptions in this theorem.
When the interaction graph topology admits an acyclic partition with respect to C, we have the following necessary and sufficient conditions. Corollary 4: Under Assumption 1 to 3, and with an acyclically partitioned interaction graph G, a multi-agent system (1) with couplings in (6) achieves N -cluster synchronization if and only if each subgraph,Ḡ i , with cooperative edges, contains a directed spanning tree with the leader in the root, and
for i = 1, . . . , N. Remark 6: Under the leader-following strategy, the majority of studies have proved clustering results with graph topologies that are symmetric and strongly connected, e.g., [11] and [22] . Recently in [18] , [19] , Yu and Qin et al. considered the spanning tree condition for cluster synchronization of homogeneous linear systems. Since the results in Theorem 5 and Corollary 4 are for heterogeneous systems, we generalized the conclusions presented in [19] and [18] , respectively. Moreover, Corollary 4 strengthens the spanning tree condition as a necessary condition while the study in [18] only established its sufficiency.
VI. CONCLUSIONS
This paper investigates the cluster synchronization problem for multi-agent systems with nonidentical generic linear dynamics. This problem is more challenging than that for homogeneous systems and heterogeneous nonlinear systems satisfying the QUAD condition [20] , [21] . By using a dynamic structure for control laws, this paper establishes algebraic as well as graph topological cluster synchronizing conditions under both leaderless and leader-following strategies. Results derived in the paper generalize those from several previous studies reported in the literature. For future studies, the cluster output synchronization problem as in [22] with heterogeneous internal reference systems is a promising topic. The new theory being established for complete output synchronization problems [30] - [32] may find much synergy with our work here. Another interesting challenge is to discover other graph topologies that meet the algebraic conditions given in Theorem 2 or Theorem 4.
