Introduction
Accurate predictions of the levels of solar activity are increasingly important as we become more reliant upon satellites in low-Earth orbits. Such satellites often provide crucial links in communications and national defense and are also often the source of important scientific information. Their orbits, however, may place them in jeopardy at times of high solar activity. The increased ultraviolet emission from the Sun at such times heats the Earth's upper atmosphere causing it to expand and increase the drag on these satellites, thereby leading to early reentry into the Earth's atmosphere. Long-term predictions of solar activity are therefore essential to help plan missions and to design satellites that will survive for their useful lifetimes.
Ideally, we would like to predict solar activity using a model of the Sun's magnetic dynamo along with observations of current and past conditions to initialize that model. Unfortunately, both the model and many of the important observations do not exist at present. We recognize that solar magnetism is the key to understanding the processes involved. We believe that the Sun's differential rotation, meridional circulation, and large-scale convective motions all play important roles This paper is not subject to U.S. copyright. Published in 1999 by the American Geophysical Union.
Paper number 1999JA900313. in producing the cyclic magnetic behavior that we observe. We have not yet, however, produced a theory that fully incorporates these mechanisms in a model that provides any predictive power.
Given this state of the art, we are forced to predict solar activity by statistical methods that rely on determining correlations between past and future behavior. It is not surprising that these attempts at solar cycle prediction are often looked upon as something less than scientific and only slightly better than "astrology." This has become painfully clear in our survey of the various prediction techniques. Many fine papers on this topic have only appeared as technical notes, memos, reports to granting institutions, or papers in conference pro-
ceedings (apparently unable to pass muster in the refereed liter ature).
Here we will show that we can make more reliable predictions of solar cycle activity by combining different prediction methods. A fairly extensive, and well representative, series of techniques are examined in su•cient detail to reproduce those techniques for testing with historical data. Some techniques were discarded simply because they provided too little predictive power. Others were examined and found promising but were not considered due to our inability to test the techniques over the last four cycles. In the process of examining these techniques we found several interesting results that may, in fact, point toward new physical processes that contribute to producing the Sun's 11-year activity cycle.
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In this study, our goal is to synthesize a prediction technique that will provide more reliable estimates of the levels of solar activity several years into the future. In the next section we present the various datasets that best describe the solar activity cycle. One fimdamental problem associated with solar cycle predictions is the small number of solar cycles that are well observed. Complete daily sunspot observations go back only to 1849 and geomagnetic observations only to 1868. Therefore most of our efforts at predicting solar cycle activity levels are faced with the statistics of small numbers: 10 to 20 cycles. In section 3 we present a number of prediction techniques based largely on correlations extracted from these data sets. In section 4 we test these techniques by using them to predict the behavior of the last four complete cycles (cycles 19-22 in the Ziirich numbering system). Our synthesis of a better prediction method is then given in section 5, and it is followed by our conclusions in the final section. 
where g is the number of spot groups, n is the number of individual spots, and k is a factor that accounts for observer, telescope, and observing conditions. This formula has the advantage of being relatively insensitive to the uncertainties in identifying small individual spots. The International Sunspot Number (formerly known as 
Data Preparation
All indicators of solar activity are inherently noisy. The solar phenomena that produce the activity are noisy themselves. In addition, these signals are often measured in ways that introduce additional variations. Some signal processing is required to isolate the component associated with the solar activity cycle and its characteristic timescale of 11 years. Most indicators originate as daily values but are averaged monthly to remove variations associated with the Sun's 27-day synodic rotation period. The monthly values require additional averaging to produce a signal without wild oscillations from month to month. A commonly used average is the "12-month moving average" or "13-month running mean" as it is now more commonly referred to. If Rn is the monthly averaged sunspot number for month n, then the 13-month running mean is given by i:--6 i=--5
This filtering smoothes out •nost variations with periods less than a year and it is centered on month n. Although it is widely used (references to "smoothed" sunspot numbers usually indicate the use of this filter), it is not the best filter for isolating solar cycle timescales. Smoothed sunspot numbers are plotted in Figure 3 using both the 13-month running mean and the Gaussianshaped filter with a FWHM of 24 months. The 13-month filter leaves variations with periods considerably less than 1 year while the 24-month filter effectively removes these high-frequency components. The disadvantage with the 24-month filter is that it requires data 23 months on either side of its central point. Another disadvantage of the 24-month Gaussian filter is its inability to follow the rapid change in slope at the start of the cycles. While an 18-month Gaussian does better in following this bend it also passes shorter-period variations. We prefer the 24-month Gaussian for deternfining solar cycle statistics such as maximum, minimum, and period. The commonly used 13-month running mean can be both ambiguous (by providing multiple extrema) and misleading in determining these solar cycle statistics. ious methods, finding that some cycles could not be fit using some statistic combinations and that some cycles were poorly fit, at best. However, some of this scatter might be attributed to their methods of fitting the function to the data, since these methods were limited by the computational resources of that era. They concluded, nonetheless, that such functions could provide a good description of the level of solar activity over a solar cycle. They also noted that the parameters appeared to depend upon each other in a way which indicated that fewer parameters might be required. plitude and cycle number gives a rather low correlation coefficient (r = 0.414) with a substantial probability (P = 0.324) that this may occur purely by chance. The mean cycle and the secular trend are both shown in 
Prediction Techniques
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where Per(n-1) is the period of the previous cycle in months. This relationship between amplitude and period has a correlation coefficient of r = -0.687 with a probability P -0.007 that it is due to chance and it is found to provide a modest reduction in the prediction errors. The Amplitude-Period Method is illustrated in 
The correlation coefficient between these two parameters is r = 0.723 with a probability P -0.002 that it is due to chance. This method, likewise, offers an improvement over using the mean cycle amplitude that is similar to that obtained using the Amplitude-Period Method. This relationship is shown in Figure 8 served sunspot maxima and those obtained from this relationship is less than half that given using a mean
cycle.
An alternative prediction method using the aa index was devised by Feynman [1982] . She noted that the aa index could be separated into two components -a component directly related to the current sunspot number and a second component she identified as an "in- having a correlation coefficient r = 0.950 with a negligible probability that it is due to chance. The standard deviation for the sunspot maxima using this method is about one-third that given using the mean cycle amplitude.
A third method of sunspot cycle prediction using the geomagnetic indices is due to Thompson [1993] . He found that the number of geomagnetically disturbed days (defined as Ap ) 25) The quantities derived for use with these geomagnetic precursor methods are given in Table 2 . The cycle num- 
Testing Performance
The solar cycle prediction techniques described in the previous section can be tested using historical records of the sunspot cycle. For each technique we step backward in time and recalculate the relationships involved in the prediction technique using data from yet earlier times. This is done for cycles 19 through 22, which includes three large cycles and an average sized cycle (cycle 20). Testing with more cycles would obviously be advantageous but using earlier cycles decreases the number of cycles used in "calibrating" the prediction techniques.
The regression and curve-fitting techniques are tested at 6-month intervals starting 18 months after sunspot minimum. Predicted sunspot numbers for the remainder of the sunspot cycle are calculated at monthly intervals and compared to the observed (13-month running mean) values.
The precursor methods are tested at or near the time of sunspot minimum for each of the four test cycles.
The relationships (equations (9)-(18)), involved in each of these techniques are redetcrmined using data from earlier times. These equations are then used to predict the size of the next cycle maximum and this prediction is compared to the observed value.
The results of testing the precursor methods are In the process of testing these methods we also noted how stable the prediction methods were. For example, the relationship given by equation (10) 
Synthesis-Improving Performance
A synthesis of these methods may yield an improved prediction method. An obvious choice is to use some combination of the precursor methods in order to predict cycle maximum and to use a cycle-shape formula for the month-by-month predictions. As the cycle progresses, the regression techniques ultimately become more accurate than the precursor techniques and the prediction technique should revert to these more accurate methods. We begin by finding a linear combination of precursor techniques that provides an improved early prediction of cycle maxima. We then determine how to transition from precursor estimates of the cycle to the cycle-shape fitting method as cycle maximum is approached.
It is apparent from the last section that some of the precursor techniques provide little improvement over using the mean cycle amplitude as a prediction for the next maximum. Three methods were found to be both ineffective and unstable. These include the Secular Trend, Gleissberg Cycle, and Even-Odd methods; so, for these reasons we drop them from further consideration. Some linear combination of the last five methods in Table 3 may provide an improved prediction. This will only be true, however, if they offer dif- We prefer the cycle-shape function (equations (7) and (8) of the cycle's activity levels. We found that although several precursor methods were statistically significant, only two, Thompson's Method [Thompson, 1993 ] and Feynman's Method [Feynman, 1982] , are needed to provide a better early estimate for the amplitude of the next cycle. Fortunately, the errors in the predictions by these two methods are uncorrelated so that an average of the two predictions as given by equation (19) 
