Quantitative analysis of biochemical networks often requires consideration of both spatial and stochastic aspects of chemical processes. Despite significant progress in the field, it is still computationally prohibitive to simulate systems involving many reactants or complex geometries using a microscopic framework that includes the finest length and time scales of diffusion-limited molecular interactions. For this reason, spatially or temporally discretized simulations schemes are commonly used when modeling intracellular reaction networks. The challenge in defining such coarse-grained models is to calculate the correct probabilities of reaction given the microscopic parameters and the uncertainty in the molecular positions introduced by the spatial or temporal discretization. In this paper we have solved this problem for the spatially discretized Reaction-Diffusion Master Equation; this enables a seamless and physically consistent transition from the microscopic to the macroscopic frameworks of reaction-diffusion kinetics. We exemplify the use of the methods by showing that a phosphorylation-dephosphorylation motif, commonly observed in eukaryotic signaling pathways, is predicted to display fluctuations that depend on the geometry of the system.
Quantitative analysis of biochemical networks often requires consideration of both spatial and stochastic aspects of chemical processes. Despite significant progress in the field, it is still computationally prohibitive to simulate systems involving many reactants or complex geometries using a microscopic framework that includes the finest length and time scales of diffusion-limited molecular interactions. For this reason, spatially or temporally discretized simulations schemes are commonly used when modeling intracellular reaction networks. The challenge in defining such coarse-grained models is to calculate the correct probabilities of reaction given the microscopic parameters and the uncertainty in the molecular positions introduced by the spatial or temporal discretization. In this paper we have solved this problem for the spatially discretized Reaction-Diffusion Master Equation; this enables a seamless and physically consistent transition from the microscopic to the macroscopic frameworks of reaction-diffusion kinetics. We exemplify the use of the methods by showing that a phosphorylation-dephosphorylation motif, commonly observed in eukaryotic signaling pathways, is predicted to display fluctuations that depend on the geometry of the system. (1) . Spatial, because diffusion is not sufficiently fast to make the system well-stirred between individual reaction events. Stochastic, because the number of reactants within diffusion range often is small, in which case the probabilistic and nonlinear nature of chemistry invalidates mean-field descriptions. There are two different basic theoretical frameworks describing spatially heterogeneous stochastic kinetics: the continuous microscopic framework (2) (3) (4) (5) and the spatially discretized framework, here exemplified by the canonical reaction-diffusion (or multivariate) master equation (6, 7) . The spatially and temporally continuous microscopic framework resolves the exact positions of molecules as well as the finest time scales of rapid reassociation after dissociation (5) . The reaction-diffusion master equation (RDME), on the other hand, is coarse-grained and will be referred to as mesoscopic, as it conventionally averages out the kinetics at microscopic length and time scales. The RDME was developed to describe and analyze the influence of chemical noise in systems with many molecules and can be considered phenomenological in the sense that it is has not been derived from a microscopic model. In fact, the RDME has been shown to diverge and give unphysical results as the discretization approaches microscopic length scales (8, 9) . This divergence is crucial because one way to ascertain that the chosen discretization is appropriate is to test that the results are invariant for a finer discretization. Due to the constraints on the spatial discretization, some combinations of reactions have not been possible to model using the RDME (10) . In this paper we identify and resolve this inconsistency by embedding the microscopic description into the RDME framework. The derivation puts the RDME on a solid theoretical foundation and allows its use in a physically consistent transition from the microscopically resolved kinetics for pairs of molecules to mesoscopic systems with millions of molecules.
Models
The Microscopic Framework. The microscopic framework is based on the pioneering work by Smoluchowski (2) on irreversible diffusion-limited reactions and includes the extensions to more general diffusion-influenced (3, 4) and reversible (5) reactions. In this framework, molecules are treated as nonoverlapping spheres that diffuse as Brownian particles with diffusion rate D, in continuous space and time (Methods). When two reactants are at a distance corresponding to their reaction radius ρ they can bind with rate k. Bound molecules can split and dissociate back to the reaction radius with the microscopic rate γ at which point they can rapidly rebind on the sub-μs time scale or diffuse apart, with a probability that evaluates to 4πDρ∕ð4πDρ þ kÞ (in three dimensions). The strength of the microscopic framework is that it can be used to calculate detailed kinetic properties for pairs of molecules (3, 5) .
Unfortunately, the detailed analytical analysis is also restricted to pairs of molecules. However, using the Greens Function Reaction-Diffusion algorithm (GFRD) (11, 12) , more complex reaction systems can be broken down to bimolecular interactions and individual realizations corresponding to multiparticle systems can be simulated in an exact and event-driven manner. However, GFRD, like any algorithm that resolves individual microscopic association-dissociation events, becomes very slow in the diffusion-limited regime with many molecules. As an alternative, several software packages have been developed to model and simulate stochastic biological reaction-diffusion systems as defined by individual molecules diffusing and reacting in continuous space [ChemCell (13) , Smoldyn (14) , MCell (15), STOCH-SIM (16), etc.]. Unlike the GFRD algorithm, these methods sample the Brownian walk at regular time intervals Δt and then make a decision about which reactions occurred during the last time-step. The exact knowledge of the positions at certain time points may give an impression that the spatial information is very accurate in these methods. However, it is not known where the molecules have been in-between the sampled time points and the real spatial resolution is therefore limited to Δx ≈ p ðDΔtÞ (14) .
In fact, there is no fundamental difference between a simulation method that is discretized in time or space. Either a molecule jumps a distance Δx after average time Δt or it jumps on average Δx after every Δt. The complicated part in both types of coarsegrained simulation scheme is to calculate the probability of the next reaction given the knowledge of the molecular positions and the uncertainty in these positions. In particular, the probability for reactions should correctly integrate the possible outcomes of all the events that occur on a shorter length and time scale than what is explicitly modeled at the given discretization. For the temporally discretized methods there is no explicit formula for how the reaction probabilities should be calculated given the time-step and the parameters in the microscopic model; the same hasuntil now-been true for the spatially discretized schemes.
The Reaction-Diffusion Master Equation.
In the RDME (6, 7), physical space is divided into subvolumes and the state of the system, X ¼ fX i;r g, is defined by the number of molecules, X i;r , of each species, i, in each subvolume, r. In the subvolumes, the identities of the individual molecules are lost, which is appropriate when the molecules have time to diffuse throughout the subvolume and exchange position on the time scale on which reactions change the state of the system. The state changes when chemical reactions occur in a subvolume or when a molecule diffuses from a subvolume, r, to one of its nearest neighbors, r0. These events are considered elementary in the sense that they have a constant probability to occur in each infinitesimal time interval. The state description and the transition probabilities define a Markov process as described by the master equation ( The first sum includes the first-order diffusion events, with rates D i that depend on the spatial discretization and the translational diffusion constants; e.g., in a Cartesian mesh with lattice spacing ℓ, D i ¼ D i ∕ℓ 2 . The first sum alone represents a random walk in discrete ω-dimensional space and continuous time. The remaining two sums describe the reaction events. Here, Ψ ðX; X 0 Þ is the transition probability per unit time to go from state X to X 0 , given that the system is in state X. The RDME has for instance been used for analytical studies of spatial correlations in large nonequilibrium systems (7, 17) . The general analytical approaches are, however, limited to relatively simple systems (18) and therefore a number of Monte Carlo simulation methods have been suggested (19, 20) . Of these, the Next Subvolume Method (10) has been implemented in software packages MesoRD (21) and SmartCell (22) for simulation of biochemical reactions in cellular geometries.
In the conventional RDME, Ψ is simply taken to be the reaction rate evaluated for the concentrations in the individual subvolume (23), e.g., the transition probability associated with the association event A þ B→ k a C in three dimensions is taken to be
where X Ar and X Br are the numbers of A and B molecules in the subvolume r with volume Ω, and k a is an intensive variable (e.g., the macroscopic reaction rate constant). However, as we will see ΨðX; X 0 Þ can not be correctly calculated from the number of molecules in one subvolume alone and the rate constants both for association and dissociation necessarily need to be corrected for the size of the subvolumes. The scale-dependence is because the association process includes the diffusion from a random position in the subvolume before the reaction event and the dissociation process also includes the mixing in the subvolume after the dissociation event. This paper addresses the question of how the transition probability Ψ ðX; X 0 Þ should be correctly calculated given the limited information about positions of the molecules at a specific discretization.
Results
The conventional approximation of the local reaction rates in RDME, Ψ, assumes that the molecules are well mixed in the subvolumes on the time scale of the reactions (24) . However, this requirement cannot be met for the diffusion-influenced reactions of interest, since mixing without reacting is in general not possible. Therefore the diffusion aspect of the chemical reaction rates needs to be correctly accounted for in all discretized models, or different discretizations will correspond to different microscopic systems. For this reason we will in this paper derive the local probability of reaction given the state representation of the RDME based on the microscopic framework. We begin by investigating the equilibration process for the bi-
A þ B, when started with one C molecule in a finite three-dimensional volume or two-dimensional surface ( Fig. 1 ). These reactions can be fully defined in the microscopic framework and we will stepwise translate them to the RDME framework. In the microscopic treatment (Fig. 1A) , the C molecule can dissociate with the (microscopic) rate γ, which places the molecules at the distance of the reaction radius, ρ, apart. Without loss of generality, it is assumed that A is at the center of the coordinate system and B is diffusing in the region r ∈ ½ρ;R with
At the reaction radius the molecules can reassociate with the microscopic reaction rate constant k. This continuous model can be approximated by a RDME, where B makes memory-less diffusive jumps between shells of width h (Fig. 1B) . In the innermost shell, r ∈ ½ρ;ρ þ h (volume V 1 ), A and B associate with rate k a V −1 1 and dissociate with rate k d ¼ k a ∕K. In the conventional RDME treatment with fixed rate constants (k a and k d ), the equilibration time, T eq ¼ −∫ ∞ 0 tðdP bound ∕dtÞdt, diverges at fine discretization ( A microscopically consistent transition to mesoscopic models. A. At the microscopic level, reactions are modeled by the reversible microscopic framework where molecules diffuse continuously in space and time and react at the reaction radius. B. In a master-equation description of the two-molecule system, space is discretized in concentric shells around one reactant (red). The other molecule (white) jumps between the shells in memory-less steps in continuous time. When in the inner shell the molecules react with the mesoscopic rate constants. Here q a and q d should be defined according to Eqs. 7 and 8 to be consistent with A. C. In a RDME model in Cartesian coordinates, a reactant (red) in the central subvolume can interact with molecules anywhere in the gray area with a rate constant corresponding to the united volume (area) of the gray regions.
exact expressions for how the association and dissociation rate constants scale with the spatial discretization, h, in order for the RDME to be consistent with the microscopic description (Methods Section). The scaled reaction rates q a ðhÞ and q d ðhÞ, which replace k a and k d , will be considered mesoscopic because they span the range between the microscopic rate constants (k and γ) and the diffusion-influenced macroscopic rate constants defined in a large volume. In the parameter region of interest, i.e., R > 10ρ, the mesoscopic association rate constants can be accurately approximated (see Fig. 2 C and D and SI Appendix) by
Here, β ¼ ρ∕ðρ þ hÞ is a unit-less measure for the spatial discretization, and α ¼ k∕4πρD in three dimensions and α ¼ k∕2πD in two dimensions is the degree of diffusion control. In both cases, the dissociation rate constant q d ðhÞ is simultaneously determined by the constant ratio q a ðhÞ∕q d ðhÞ ¼ K as required by microscopic reversibility. Fig. 2 C and D show the excellent agreement between these approximate rate constants (Eqs. 1, 2) and the exact values (Eqs. 7, 8) required to give the same equilibration time as the reversible microscopic model. At fine discretization (h → 0, i.e., β → 1), where the diffusion part is handled exclusively by the diffusive jumps between subvolumes, the mesoscopic reaction rates approach the microscopic ones: q a → k and q d → γ ¼ k∕K. In three dimensions, at coarse discretization (h > 10ρ, i.e., β ≪ 1), many microscopic models converge and the mesoscopic rate constants can be accurately described by the macroscopic diffusion-influenced ones, k a ¼ k∕ð1 þ αÞ ¼ 4πDρk∕ð4πDρ þ kÞ and k d ¼ γ∕ð1 þ αÞ ¼ 4πDργ∕ ð4πDρ þ kÞ. In two dimensions however, there are no limiting values for q a and q d with increasing h (decreasing β) and the mesoscopic rate constants keep decreasing for coarser discretization; thus, in principle, the rate constants in two dimensions will have to be corrected on all length scales. When the mesoscopic rate constants are used in the RDME (red symbols in Fig. 2 A and B) no deviations from the microscopic model can be observed at fine discretization.
In making the transition to Cartesian coordinates (lattice size ℓ), it is not obvious which length scale, h, should be used to calculate qðhÞ. The choice of h, however, should reflect the uncertainty in distance between possible reaction partners for a given discretization. In the radial coordinates the central A-molecule is equally likely to react with any B-molecule in the inner shell of radius h þ ρ (gray region in Fig. 1B) . Using the same principle in Cartesian coordinates, we define h from the region where an A molecule can find reaction partners without making a diffusive jump. However, we need to account for the fact that two reactants can be in neighboring subvolumes. We solve this problem by discretizing space at a resolution twice as fine as the one used to calculate the reaction probabilities, such that A molecules in one subvolume can interact with B molecules also in neighboring subvolumes (Fig. 1C) . The reaction volume for which the B molecule concentration is calculated is therefore the union of the central subvolume and its neighbors; thus, the length scale h is calculated from 4πðh þ ρÞ 3 ∕3 ¼ 7ℓ 3 in three dimensions and πðh þ ρÞ 2 ¼ 5ℓ 2 in two dimensions. In this way the geometry with a central molecule surrounded by a reaction volume is retained from the radial description. It may seem that we cannot assume that the A molecule is uniformly surrounded by B molecules if it is known that they are in neighboring subvolumes and that the assumptions used when deriving qðhÞ in radial coordinates therefore would break down. However, the localization in a discretized description cannot be known to a higher precision than twice the sampling unit (Nyquist-Shannon theorem), which in our case corresponds to the fact that the elementary diffusive jumps also include mixing in the receiving subvolume. For this reason, there is no need to assume an initial displacement between molecules in neighboring subvolumes. In Fig. 3 we show that the two-particle system from Fig. 2 in this way can be accurately modeled in Cartesian coordinates all the way down to lattice sizes corresponding to the size of the reactants, i.e., ℓ ∼ 2ρ.
Discussion
All theoretical frameworks in physics have a limited range of validity; however, it is desired that this range is as large as possible and that it is consistent with other descriptions in the appropriate limits. For instance, it can be shown that the RDME converges to A B C D Fig. 2 . Approaching equilibrium in radial coordinates. The relaxation to steady state of the C ⇌ A þ B process in three dimensions (A) and two dimensions (B) for different discretizations ( Fig. 1B ; n is the total number of shells) is compared to the correct microscopic solution (solid line). In dimensionless variables R ¼ 100ρ and D ¼ R 2 , and the microscopic rate constant k ¼ α4πρD in three dimensions and k ¼ α2πD in two dimensions. In both cases the degree of diffusion control α ¼ 100 and the equilibrium constant, K, was chosen such that P bound ¼ 0.01 at equilibrium. C,D. The approximate mesoscopic rate constants given by Eqs. 1 and 2 (red circles) are compared to the rate constants that give the correct average relaxation time (solid line, Eqs.
7, 8) for different degrees of diffusion control (α ¼ 1 and α ¼ 100).
A B Fig. 3 . Cartesian discretization requires twice as fine resolution in three dimensions (A) and in two dimensions (B). Comparison of simulated relaxation kinetics based on reaction rates calculated for individual subvolumes (black symbols) or including also nearest neighbors (red symbols). Unless reactions between molecules in neighboring subvolumes are included, many diffusionlimited reaction events will be unaccounted for in simulations. For this reason the conventional treatment where reactions are confined to individual subvolumes (black symbols) will lead to too slow relaxation kinetics. However, if the spatial discretization is made twice as fine and molecules are allowed to react also between neighboring subvolumes, the RDME model is in excellent agreement with the microscopic description (red symbols compared to black line).
the macroscopic description of reaction-diffusion kinetics when many molecules are in diffusion range between consecutive reactions (25) . However, in the other limit the RDME has not been consistent with the microscopic picture, especially not for reversible reactions for which detailed balance has to be strictly obeyed at all length scales (8, 9).
Nonequilibrium Steady States. As we have seen, the spatial discretization of the conventional RDME changes the kinetics of the system, but not the equilibrium point. However, in nonequilibrium situations, changes in kinetics of individual reactions typically lead to changes also in the steady state. To exemplify this phenomenon we use a multiparticle system where there is a net flux through the dimerization reaction:
The introduction of a zeroth order irreversible birth event and irreversible first-order decay events are straight forward, because they do not depend on the spatial correlations between molecules. There is, however, a big difference between the reversible first-order dissociation event and a first-order decay event. The former depends on a number of microscopic reassociation events and therefore also on the discretization, whereas the latter, by definition, does not. In Fig. 4 we see how the copy number of C depends on the spatial discretization in both three dimensions and two dimensions unless the mesoscopic, scale-dependent, rate constants are used. The concentration of C molecules in the macroscopic steady state of [3] is given by
This steady state is also given by the mesoscopic simulations in three dimensions (Fig. 4A) , as long as k 2 is slow compared to the microscopic rebinding events. However, in two dimensions, the macroscopic diffusion-limited rate constants (k a and k d ) are scale dependent at all scales and macroscopic steady-state levels cannot be directly calculated in this way. Therefore, a consistent description of the macroscopic behavior in two dimensions can be provided only by the mesoscopic simulations (Fig. 4B) . In this system, [3] , the coarsest discretization used in Fig. 4 are sufficient. In the general case, however, the required discretization depends on the system (e.g., Fig. 5 below) , as discussed further in the SI Appendix: Fig. S3 .
Bridging Microscopic and Mesoscopic Simulations. Different kinds of biochemical processes require different levels of spatio-temporal resolution to capture the central features. An important demarcation is between systems where the microscopic rebinding events between two molecules need to be resolved in order to correctly calculate the probabilities of other events (26) , and systems where the microscopic states can be embedded in a more or less coarsegrained model where the outcome of the microscopic interaction between pairs of molecules have been correctly averaged out. An example of the latter is the case of reversible binding of proteins to DNA which includes many microscopic dissociation events, but in most cases can be modeled with macroscopic average rates in the coarse-grained states of bound and free (27, 28) . One case where the microscopic events actually are critically important for the overall properties of a biological system is the commonly occurring two-step phosphorylation-dephosphorylation cycle described in Fig. 5A (29) . In a recent investigation it was demonstrated that the sensitivity in phosphorylation state to the kinase/phosphatase ratio is compromised if the enzymes act processively due to diffusion-controlled microscopic rebinding to the product of the previous reaction (12) . This truly microscopic phenomenon with macroscopic implications was originally analyzed using GFRD, but can now also be accurately accounted for in the RDME framework at fine discretization (Fig. 5B) . However, the phenomenon disappears if modeled at too large spatial (or temporal) discretization because the dissociation event in that case necessarily includes partial diffusion away from the product (see Fig. 5B ).
There are however many cases where the microscopic association-dissociation between pairs of molecules at the ns time scale is not important for the overall properties of the system, although the stochastic outcome of these interactions and the spatially heterogeneous distributions of molecules are important. In these cases it is advantageous to use a coarse-grained alternative to GFRD, because it makes it possible to simulate larger systems with more molecules. For instance, in the nonprocessive and sensitive parameter regime of the phosphorylation example above, we expanded the system 250 times while maintaining the concentrations of molecules. Here, we find that the geometry of the three-dimensional volume strongly influences the local fluctuations in the number of molecules. In a cubic geometry the Fano factor (variance over mean) is close to unity at all length scales. However, in a stretched-out three-dimensional geometry (cuboid) of the same volume, the Fano factor starts near the Poission limit for short distances, then reaches a maximum at a characteristic length scale and then goes back down to one when averaged over the whole system (Fig. 5D ). This phenomenon corresponds to noise-induced spatial domains where molecules of the same state of phosphorylation cluster (Fig. 5C ). Similar phenomena have previously been described for bistable modification cycles (10) but not for the supposedly more common monostable motifs. Because the doubly phosphorylated species typically regulates the downstream process in a nonlinear manner, such as in a MAPK cascade, the activity of the downstream processes will depend on the whole distribution of the fluctuations and not only on the average value (30) . For this reason, we predict that the overall activity of sensitive signal transduction cascades will depend on A B Fig. 4 . Classical treatment results in discretization-dependent steady states both in three dimensions (A) and two dimensions (B). In a conventional lattice-based treatment the rates of diffusion-limited reactions does not depend on the spatial discretization and the steady state of a nonequilibrium system will therefore incorrectly change with the lattice spacing. Here, we show the mean number of C molecules from 100 simulations of [3] in a cube with side length, L c ¼ 100ρ (A) and a quadratic plane with side length, L p ¼ 1;000ρ (B). Note that the number of C molecules, at steady state, increases with finer discretization using the conventional lattice-based treatment with macroscopic rate constants calculated in individual subvolumes (dashed lines). On the other hand, when the mesoscopic rate constants, given by equations and are used, there is practically no difference between the steady-state number of C molecules using different discretizations (solid lines). Mesoscopic association rate constants q a ðℓÞ (solid lines) are calculated using the microscopic rate constant k ¼ α4πρD in three dimensions and k ¼ α2πD in two dimensions, including nearest neighbors as in Fig. 3 . The degree of diffusion control is α ¼ 100.
The macroscopic association rate constant in three dimensions is calculated as k a ¼ 4πρDα∕ð1 þ αÞ. In two dimensions a corresponding macroscopic rate constant is not well defined and here we use simply k a ¼ 2πDα∕ð1 þ αÞ to show the effect of using a scale-independent rate. The equilibrium constant is the same as for the mesoscopic case. The synthesis rate constant for production of C molecules is k 1 ¼ 600L −3 c in three dimensions and k 1 ¼ 180L −2 p in two dimensions. The first-order rate constant for decay of A and B is k 2 ¼ 10.
the geometry of the three-dimensional volume, as long as the downstream process responds to the local and not the global concentration of phosphorylated molecules. This phenomenon would be a direct spatial analogue of the stochastic-focusing phenomena that previously have been described for fluctuations in well-stirred systems (30) .
In summary, all spatially or temporally discretized reaction schemes will result in inconsistent and misleading reaction-diffusion models unless the scale dependence of the association and dissociation rate constants is duly accounted for. For the spatially discretized models we have solved the problem by using the microscopically consistent derivation of the rate constants, which allows for a seamless and physically justified transition from microscopic to coarse-grained models in two dimensions and three dimensions. The result also makes it possible to use a spatial discretization that is correct for all reactions in a multireaction system, something that previously was problematic considering the different discretization requirements for different reactions (10) . Similarly, it should be possible to derive temporally discretized simulation schemes for microscopically defined systems that can handle reactions with different degrees of diffusion control. The present formulation of the RDME can be used to develop new numerical algorithms and simulation tools for physically consistent analysis of chemical fluctuations in biological processes. Such tools will be necessary to analyze fluctuations and geometry-dependent properties of systems similar to those here found in the dual phophorylation system.
Methods
Here we will summarize the results of the full derivations given in the SI Appendix.
In the microscopic model (Fig. 1A) , let pðr;tÞ denote the probability density for the ligand to remain unbound and separated from the target center by distance r at time t and p b ðtÞ the probability for the ligand to be bound at time t. The time evolution of the system is then determined by ∂pðr;tÞ ∂t ¼ D 1 r ω−1 ∂ ∂r r ω−1 ∂pðr;tÞ ∂r ; dp b ðtÞ dt ¼ kpðρ;tÞ − γp b ðtÞ; [4] where k is the microscopic association rate constant, γ is the microscopic dissociation rate constant, D is the diffusion rate constant, and ω ¼ 1, 2, 3 is the dimensionality. The microscopic rate constants are defined by the boundary condition of the diffusion equation at the interface r ¼ ρ, θ ω ρ ω−1 D∂pðr;tÞ∕∂rj r¼ρ ¼ kpðρ;tÞ − γp b ðtÞ, where θ 1 ¼ 1, θ 2 ¼ 2π, and θ 3 ¼ 4π. The outer boundary, r ¼ R, is reflective, such that ∂pðr;tÞ∕∂rj r¼R ¼ 0.
In the master-equation approach, the domain is discretized in r by n shell-shaped volumes using the step size h, Fig. 1B . Reactions occur only in the innermost shell. Let p j ðtÞ be the probability for the ligand to be unbound in the volume where r ∈ ½ρ þ ðj − 1Þh;ρ þ jh. Then the master-equation approximation of Eq. 4 can be written dp b ðtÞ dt ¼ q a V 1 p 1 ðtÞ − q d p b ðtÞ; dp 1 ðtÞ dt p b eq ¼ K∕ðK þ VÞ is the probability of binding at equilibrium, with the binding constant K ¼ k∕γ, and T bind is the mean time for irreversible binding given a uniform initial distribution of the free molecule. In two dimensions and three dimensions one finds T bind ¼ ½1 þ αFðλÞV∕k where the function FðλÞ is given by
Here, λ ¼ ρ∕R in all expressions while α is the extent of diffusion control: α ¼ k∕2πD in two dimensions and α ¼ k∕4πDρ in three dimensions. V is the available diffusion volume appropriate for two dimensions and three dimensions.
The mesoscopic rate constants q a and q d are calculated such that the equilibration time is the same in the master equation as in the microscopic model. The solution can be expressed as
in two dimensions [7] q a k
in three dimensions: [8] Here, A j is the total volume of the shells from j up to n relative to the total free volume, such that A 1 ¼ 1. In Fig. 2 C and D, the exact expressions for the rate constants Eqs. 7 and 8 are compared to the excellent, and more informative, approximations given by Eqs. 1 and 2. The mesoscopic dissociation rates are simultaneously given by q a ∕q d ¼ k∕γ ¼ K, as required by microscopic reversibility, in both two dimensions and three dimensions.
