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This thesis will address the problem of carrying out electronic structure calculations
on quasi-2D systems, focusing on the use of quantum Monte Carlo methods and
using the quasi-2D electron gas as a test system.
Two techniques aimed at improving the accuracy of these simulations will be
proposed and tested:
² the use of a modi¯ed periodic Coulomb interaction to reduce ¯nite-size errors.
It will be shown that the modi¯ed interaction does not reduce the ¯nite-size
errors; this failure will be analysed and explained. However, it is signi¯cantly
faster than the conventional interaction, and is therefore recommended.
² the application of classical plasmon theory to improve the quality of trial wave
functions. A new, intuitive approach to the connection between plasmons and
the electronic wave function based on physical arguments will be presented.
The predictions for the general form of the wave function in inhomogeneous
materials agree with previous results obtained by other methods. In addition,
the new approach makes clear the role of classical plasmon normal modes; an
analysis of these modes in the case of the quasi-2D electron gas leads directly
to an improved wave function for this system.
Finally, a new calculation of the surface energy of the electron gas will be pre-
sented.
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16Chapter 1
Introduction
In recent decades, the use of computer simulation as a tool complementary to tra-
ditional experiment has become widely accepted. In many situations, `real-life'
experiments are currently beyond our capabilities; in others, the di±culty of the
experiments means that the results are open to interpretation.
One area in which simulations have become ubiquitous is electronic structure.
Here, the most widely-used computational tool is density-functional theory (DFT);
an indication of the signi¯cance and impact of this method is the decision to award
the 1998 Nobel Prize for Chemistry to its creator, Walter Kohn. Electronic structure
is also the category into which this thesis falls, although the focus is not on DFT
but on another technique: quantum Monte Carlo (QMC) simulation.
While DFT has become hugely popular, and has relatively low computational
cost, it is not regarded as the most accurate tool available. For many systems, the
benchmark against which other techniques are judged is QMC, and in particular,
the version of QMC known as di®usion Monte Carlo (DMC). In fact, DMC results
are used to model the function at the heart of DFT calculations: the exchange-
correlation potential.
QMC calculations are computationally expensive, and despite e®orts to devise
faster, more e±cient algorithms, will never be able to match DFT in this regard.
Their relevance comes from the need for greater accuracy than can be provided by
other techniques.
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To attain this high level of accuracy, great care needs to be taken in order to
eliminate known sources of error. One source of error is the ¯xed-node approxima-
tion, introduced to address the problem of mapping an antisymmetric (and hence
non-positive-de¯nite) fermionic wave function onto a density; although several al-
ternatives have been proposed to avoid this uncontrolled approximation, they all
have signi¯cant computational cost.
Another kind of error arises when the aim is to model an in¯nite system; because
QMC is limited to a ¯nite number of electrons, it is normal practice to apply periodic
boundary conditions to a ¯nite simulation cell. This procedure creates ¯nite-size
errors.
Controlling errors is of particular importance when surfaces are being studied.
Evaluating the surface energy of a system involves taking a di®erence of energies; the
result may be very small, and thus more sensitive to errors than a bulk calculation.
The simplest of surface systems is a slab containing an electron gas. This system
has in¯nite extent in two spatial dimensions, but is ¯nite in the third. Although
useful as a primitive model of a metal ¯lm, the main function of such a slab is
as a test system, and as such, it has been studied using many di®erent techniques,
including QMC. However, recent results suggest that the previous QMC simulations
were inaccurate. To re-establish the viability of QMC as a tool for studying surfaces,
it is necessary to examine these results and to locate any sources of error.
The e®ort to improve the accuracy of QMC surface simulations is the main
subject of this work; the test system is the simple slab described above, which is
described in detail in chapter 5. The thesis begins with a description of several
computational techniques, including DFT and QMC, in chapters 2 and 3. Chapter
4 contains an analysis of errors in QMC simulations, including those particular to
surface calculations.
A technique for reducing ¯nite-size errors is described in chapter 6, along with
the results of applying this technique to the test system. The technique is the
extension to quasi-2D systems of a method which has proved successful in the 3D
case; however, there are important di®erences which will be described and explained.
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A successful QMC calculation relies on having a good approximation to the
true wave function. Typically, QMC trial wave functions are of the Slater-Jastrow
form, with the information about electron-electron correlations contained in the
Jastrow factor. An alternative way of generating the Jastrow factor analytically
will be outlined in chapter 7; this builds on similar work carried out in the past,
but presents a new perspective. The application of this method to the test system
is the subject of chapter 8.
Finally, a new calculation of the surface energy of the electron gas will be pre-
sented in chapter 9.
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The simpli¯cation of
many-electron quantum mechanics
The observable properties of any material are determined by the quantum mechanics
of all the particles contained within that material. If the goal of solid state physics
is to understand these properties, all that is required is the solution of the relevant
many-body SchrÄ odinger equation:1
^ Hª(f»jg;t) = i
@ª(f»jg;t)
@t
: (2.1)
where ^ H is the Hamiltonian operator and ª is the wave function, which depends on
time t and the full set of particle coordinates f»jg. The problem is therefore easily
formulated; unfortunately, it is not easily solved.
2.1 First steps
To make any progress, it is necessary to make approximations and assumptions. The
¯rst of these is to neglect all interactions except for the Coulomb. Nuclei are treated
1For most of this thesis, the Hartree system of atomic units will be employed, in which ~ = e =
4¼²0 = me = 1; omitting these constants produces equations which are easier to read. In chapters
7 and 8, the constants will be shown explicitly to avoid confusion.
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as whole entities. Secondly, it is assumed that electrons and nuclei do not move at
relativistic speeds.2 At this point, the Hamiltonian operator may be written as
^ H(frig;fd®g) = ¡
1
2
X
i
r
2
ri +
1
2
X
i6=j
1
jri ¡ rjj
¡
X
i;®
Z®
jd® ¡ rij
¡
1
2
X
®
1
M®
r
2
d® +
1
2
X
®6=¯
Z®Z¯
jd® ¡ d¯j
:
(2.2)
Here, frig and fd®g represent electronic and nuclear positions respectively, while
fZ®g are the nuclear charges.
The next step, the Born-Oppenheimer or adiabatic approximation, relies on the
fact that the nuclear masses M® are very large. The electrons are considered to react
immediately to any change in the nuclear coordinates, and the relaxed electronic
con¯guration then provides a potential for the heavy, slow-moving nuclei. The wave
function is written as a product:
ª(fxig;fd®g;t) = Ã(fxig;fd®g)Â(fd®g)e
¡iEt: (2.3)
The dependence of Ã on fd®g is assumed to be parametric: Ã must vary smoothly
as a function of the nuclear coordinates. The xi represent electron spins as well as
positions.
This approximation reduces equation (2.1) to two separate equations involving
the nuclear and electronic coordinates respectively:
Ã
¡
1
2
X
i
r
2
ri +
1
2
X
i6=j
1
jri ¡ rjj
¡
X
i;®
Z®
jd® ¡ rij
!
Ãn = En(fd®g)Ãn (2.4)
Ã
¡
1
2
X
®
1
M®
r
2
d® +
1
2
X
®6=¯
Z®Z¯
jd® ¡ d¯j
+ En(fd®g)
!
Ân¸ = En¸Ân¸ (2.5)
In equation (2.4), the nuclear coordinates fd®g are ¯xed. The electronic coordinates
fxig do not enter into equation (2.5); the link is provided by the electronic energy
eigenvalue En(fd®g), which is equivalent to a potential for the nuclei.
2In fact, it is not strictly necessary [5, 38, 29] to exclude relativistic e®ects and magnetic
interactions, which become important in certain situations. However, in many other cases, they
do not play a signi¯cant r^ ole and may be neglected. They are not relevant to the topics discussed
in this thesis.
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The product wave function introduced in equation (2.3) is not an exact eigen-
function of ^ H. To see this, consider the following matrix element, which is obtained
by combining equations (2.2), (2.3), (2.4), and (2.5):
hªn0¸0j ^ Hjªn¸i = En¸±nn0±¸¸0
¡
1
2
X
®
1
M®
Z
¢¢¢
Z
Ã
¤
n0Â
¤
n0¸0
¡
r
2
d®Ãn
¢
Ân¸ (¦i dxi)(¦¯ dd¯)
¡
X
®
1
M®
Z
¢¢¢
Z
Ã
¤
n0Â
¤
n0¸0rd®Ãn ¢ rd®Ân¸ (¦i dxi)(¦¯ dd¯):
(2.6)
If ªn¸ and ªn0¸0 were true eigenfunctions, this matrix element would be diagonal in
n and ¸. Equation (2.6) shows the part played by the nuclear masses M® in keeping
the o®-diagonal elements small. It may be shown [81] that the ratio of o®-diagonal
to diagonal elements is 1=M® when n = n0 and 1=
p
M® when n 6= n0.
The rest of this thesis will be concerned with the attempted solution of the
electronic equation, equation (2.4).
2.2 The single-electron approach
Two important methods for solving equation (2.4) are based on a mapping of the
many-electron problem on to one involving independent electrons; both will be out-
lined here. Hartree-Fock theory will be used to introduce certain features of the
problem, while density-functional theory is included because it will be used later to
generate trial wave functions for use in quantum Monte Carlo simulations.
Consider a simple ¯rst attempt at a solution of equation (2.4), a product of
one-electron wave functions:3
ª(fxig) =
Y
i
Ái(xi): (2.7)
A way of optimising this solution is to employ the variational principle. In this case,
3From now on, ª will represent the electronic wave function.
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the optimum solution satis¯es the condition:
±
±Á¤
i(x)
Ã
hªj ^ Hjªi ¡
X
j
¸jhÁjjÁji
!
= 0: (2.8)
The normalisation constraints on the individual Ái are incorporated into this varia-
tional equation through the Lagrange multipliers, ¸j. It should be noted that ^ H is
now the electronic Hamiltonian:
^ H(frig) = ¡
1
2
X
i
r
2
ri +
1
2
X
i6=j
1
jri ¡ rjj
+
X
i
vext(ri) (2.9)
where the interaction of each electron with the nuclei has been condensed to the
external potential
vext(r) = ¡
X
®
Z®
jd® ¡ rj
: (2.10)
Carrying out the functional di®erentiation indicated in equation (2.8) gives an ef-
fective SchrÄ odinger equation for each one-electron wave function:
Ã
¡
1
2
r
2
r +
X
j6=i
Z
jÁj(r0)j2
jr ¡ r0j
dr
0 + vext(r)
!
Ái(r) = ¸iÁi(r): (2.11)
The Lagrange multipliers, ¸i, are the equivalent of energy eigenvalues for these ef-
fective SchrÄ odinger equations. However, the total energy cannot be obtained simply
by summing them:
E[ª] = hªj ^ Hjªi 6=
X
i
¸i: (2.12)
The use of a wave function of the form described in equation (2.3) is called the
Hartree approximation [33, 34], the most obvious disadvantage of which is that the
wave function is not antisymmetric. The construction of a wave function which is
explicitly antisymmetric leads to Hartree-Fock theory.
2.3 Hartree-Fock theory
A many-electron wave function which is antisymmetric under interchange of elec-
trons may be constructed from a set of orthonormal one-electron orbitals in the form
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of a Slater determinant:
ªHF(fxig) =
1
p
N!
¯ ¯ ¯ ¯ ¯ ¯
¯ ¯ ¯ ¯ ¯ ¯
Á1(x1) Á1(x2) ¢¢¢ Á1(xn)
Á2(x1) Á2(x2) ¢¢¢ Á2(xn)
. . .
. . . ... . . .
Án(x1) Án(x2) ¢¢¢ Án(xn)
¯ ¯ ¯ ¯ ¯ ¯
¯ ¯ ¯ ¯ ¯ ¯
: (2.13)
With this wave function, the energy expectation value E[ªHF] becomes
hªHFj ^ HjªHFi =
X
i
Hi +
1
2
X
i;j
(Jij ¡ Kij) (2.14)
where
Hi =
Z
Á
¤
i(x)
µ
¡
1
2
r
2 + vext
¶
Ái(x)dx (2.15)
Jij =
ZZ
Ái(x)Á
¤
i(x)
1
jr ¡ r0j
Á
¤
j(x
0)Áj(x
0)dxdx
0 (2.16)
Kij =
ZZ
Á
¤
i(x)Áj(x)
1
jr ¡ r0j
Áj(x
0)Á
¤
i(x
0)dxdx
0: (2.17)
The Jij are called Coulomb integrals and were already present in the Hartree ap-
proximation. However, the exchange integrals Kij represent something new. Note
that it is no longer necessary to exclude the i = j term from the double summation
in equation (2.14), because Jii = Kii.
The optimum set of single-electron orbitals is found by the same procedure as
before: the energy is minimised, subject to the constraint that the Ái must remain
normalised (equation (2.8)). As with the Hartree wave function, carrying out the
variation generates an equation for each Ái:
µ
¡
1
2
r
2
r + ^ | ¡ ^ k + vext(r)
¶
Ái(r) = ¸iÁi(r) (2.18)
where
^ |Ái(x) =
X
j
Ái(x)
Z
jÁj(x0)j
2
jr ¡ r0j
dx
0 (2.19)
^ kÁi(x) =
X
j
Áj(x)
Z Á¤
j(x0)Ái(x0)
jr ¡ r0j
dx
0: (2.20)
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The Coulomb operator ^ | represents the interaction of each electron with the average
charge density; the unrestricted sum means that its own contribution to this charge
density is included. This would give rise to an unphysical self-interaction, were it
not for the fact that a corresponding term exists in ^ k, and the two cancel.
An important point about the non-local exchange operator ^ k may be highlighted
by making explicit the dependence of Ái on spin:
Ái(x) = Ái(r;¾) = ³i(r)±¾¾i: (2.21)
Substituting this expression into equation (2.20) gives
^ kÁi(x) =
X
j
Áj(x)±¾i¾j
Z ³¤
j(r0)³i(r0)
jr ¡ r0j
dr
0 (2.22)
showing that the exchange interaction only a®ects electrons with like spins. In
Hartree-Fock theory, electrons of like spin are kept apart, and this lowers the energy
expectation value. The exchange energy is the di®erence between the Hartree and
Hartree-Fock values.
Unfortunately, the theory does nothing to keep electrons of opposite spin apart.
Such electrons interact only via the average charge density appearing in the Coulomb
operator; there is no pairwise interaction to make it unfavourable for electrons of
opposite spin to come together. This means that the ground-state energy calculated
in Hartree-Fock theory is always higher than the true ground-state energy. The
correlation energy is de¯ned as the di®erence between the exact energy of the system
and that calculated in Hartree-Fock theory.
2.4 Density-functional theory
The theorem underlying density-functional theory, due to Hohenberg and Kohn [35],
states that the ground state of an N-electron system is completely determined by
the one-electron density
n(r) =
N X
i=1
Z
jª(x1;:::;xN)j
2±(r ¡ ri)dx1 ¢¢¢dxN: (2.23)
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It also states that for a given Hamiltonian, the energy functional
E[n] = hª0[n]j ^ Hjª0[n]i (2.24)
is variational. Here ª0[n] is the ground state wave function associated with the
density n.
The proof of this theorem relies on the one-to-one mapping of the set of ground-
state densities to the set of physically distinct local one-particle potentials. A clear
statement of the proof may be found in the book by Dreizler and Gross [18].
The Hamiltonian is as described in equation (2.9). It is helpful to separate the
term involving the external potential:
^ H = ^ H0 +
X
i
vext(ri): (2.25)
Then
E[n] = F[n] +
Z
n(r)vext(r)dr (2.26)
where
F[n] = hª0[n]j ^ H0jª0[n]i (2.27)
is a universal functional of the density, independent of the particular system (de¯ned
by vext). Minimising E with respect to n should enable the ground-state density of
any system to be found, and hence all other ground-state properties.
The problem with the original proof is that it only applies to densities which are
pure-state v-representable: ground-state densities of the set of external potentials
fvextg. Searching over this restricted class of densities is di±cult; the following
derivation due to Levy [51, 52, 54] shows the way to extend the domain of the
search to include all pure-state N-representable densities.
Consider the ground-state energy of a system with the one-body external poten-
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tial vext:
hª0j ^ Hjª0i = min
ª
hªj ^ Hjªi (2.28)
= min
n min
ª!n
hªj ^ Hjªi (2.29)
= min
n min
ª!n
µ
hªj ^ H0jªi +
Z
n(r)vext(r)dr
¶
(2.30)
= min
n
µ
min
ª!n
hªj ^ H0jªi +
Z
n(r)vext(r)dr
¶
(2.31)
= min
n
µ
F[n] +
Z
n(r)vext(r)dr
¶
(2.32)
= min
n E[n] (2.33)
where F and E have been rede¯ned:
F[n] = min
ª!n
hªj ^ H0jªi (2.34)
E[n] = F[n] +
Z
n(r)vext(r)dr: (2.35)
The ground-state density of the system may now be found by minimising E[n]
subject to normalisation constraints. The search in equation (2.28) is over all anti-
symmetric, normalised N-electron wave functions; consequently, the search over n
in equation (2.29) is now only restricted to those densities which correspond to such
wave functions, ie. those which are N-representable. It has been shown [32] that all
normalised non-negative functions are N-representable.
The remaining problem is that the precise form of the universal functional F[n]
is unknown. Kohn and Sham [41] proposed a scheme to overcome this di±culty,
thus making DFT a practical calculational tool.
In the Kohn-Sham scheme, the system under consideration is compared with
a non-interacting system with the same density. First, the energy functional is
rewritten as
E[n] = Ts[n] +
1
2
ZZ
n(r)n(r0)
jr ¡ r0j
drdr
0 +
Z
n(r)vext(r)dr + EXC[n]; (2.36)
where the exchange-correlation energy EXC has been de¯ned to be
EXC[n] = F[n] ¡ Ts[n] ¡
1
2
ZZ
n(r)n(r0)
jr ¡ r0j
drdr
0 (2.37)
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and now contains all the di±cult parts of E. Ts[n] is the kinetic energy of a non-
interacting system of density n, and is therefore easily calculable:
Ts[n] = ¡
1
2
N X
i=1
Z
Ãi(r)r
2Ãi(r)dr: (2.38)
The Ãi are the occupied single-electron orbitals of the non-interacting system. This
system has been de¯ned to have density n, giving
N X
i=1
X
¾
jÃi(r)j
2 = n(r): (2.39)
E[n] must be minimised subject to the constraint
R
n(r)dr = N:
±
±n(r)
µ
E[n] ¡ ¹
Z
n(r)dr
¶
= 0: (2.40)
This gives
¹ = vs(r) +
±Ts[n]
±n(r)
(2.41)
where
vs(r) = vext(r) +
Z
n(r0)
jr ¡ r0j
dr
0 + vXC(r) (2.42)
with the exchange-correlation potential
vXC(r) =
±EXC[n]
±n(r)
: (2.43)
This is exactly equivalent to the result which would be obtained for a non-interacting
system with the external potential vs. The required density may therefore be calcu-
lated by solving the one-electron equations
µ
¡
1
2
r
2 + vs(r)
¶
Ãi(r) = ²iÃi(r) (2.44)
and using equation (2.39). Because vs itself depends on n, equations (2.42), (2.39),
and (2.44) must be solved self-consistently. Having obtained n, the energy E[n] may
be calculated immediately, as long as EXC is known.
This brief outline of the theory has not addressed the important question of
establishing the existence of a non-interacting system whose density is exactly equal
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to that of the interacting system being studied. This and other issues too detailed
to belong here are described in the books by Dreizler and Gross [18] and Parr and
Yang [64].
Unfortunately, EXC is not known, although various approximations and parame-
terisations exist. One possibility is to apply the local density approximation (LDA),
in which the exchange-correlation energy functional is taken to be
E
LDA
XC [n] =
Z
n(r)²XC(n(r))dr (2.45)
where ²XC(n) is the exchange-correlation energy per electron of a uniform electron
gas with density n. This approximation would be expected to give reasonable re-
sults for slowly-varying densities; however, it also works for a surprising number of
strongly-inhomogeneous systems. The next logical step is to allow ²XC to depend on
rn as well as n: this is the generalised gradient approximation (GGA) [50, 8, 67].
Higher derivatives may also be included, giving the meta-GGA [68].
In fact, even ²XC(n) is not known analytically. The parameterised versions being
used today are based on theoretical predictions combined with results from quantum
Monte Carlo calculations [70].
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Quantum Monte Carlo methods
The term `Quantum Monte Carlo' embraces several di®erent techniques for solving
the quantum many-body problem, all of which employ random sampling. This
chapter will (brie°y) describe the theory behind two of these techniques: variational
and ¯xed-node di®usion QMC.1 Both are zero-temperature methods, and both are
routinely used in the calculation of properties of real solids. An important aspect of
the application of this theory | the general form of the trial wave function | will
also be described.
The aim of this chapter is not to present all the technical details associated
with implementing a modern QMC algorithm; rather, the fundamental ideas which
underlie the technique will be described, along with some of the more important
aspects of the implementation. All the QMC calculations contained in this thesis
were carried out using the CASINO program developed in Cambridge [61].
1These versions of QMC are discussed in detail in the review by Foulkes and coworkers [24],
and, along with various others, in the book by Hammond et al. [30].
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3.1 Random sampling
To calculate expectation values of observables in quantum mechanics, we need to
evaluate expressions of the form:
h ^ Oi =
R
ª¤(X) ^ Oª(X)dX R
ª¤(X)ª(X)dX
; (3.1)
where ^ O is a Hermitian operator and X is a vector representing all the electron
coordinates.
For large systems, the dimension of the integrals is correspondingly large. Com-
putation of such integrals by conventional quadrature methods becomes impractical,
because the error in these calculations scales poorly in high dimensions. For exam-
ple, the error in a Simpson's Rule calculation scales as M¡4=d, where M is the
number of grid points and d is the dimensionality of the integral. As d increases,
improving the accuracy of the calculation becomes prohibitively expensive.
In contrast, the Monte Carlo method of integration generates a statistical error
in the value of the integral which scales as M¡1=2, independent of the dimension.
While this is worse than grid-based techniques when d is small, it is far superior for
large d.
One way of evaluating the integral
I =
Z
­
g(r)dr (3.2)
is to sample a set of M random vectors frig from a distribution which is uniform over
the region of integration ­. Each vector is assigned a score g(ri) and the integral is
estimated as
I ¼
­
M
M X
i=1
g(ri): (3.3)
This is the Monte Carlo method of integration, and in this form, it is not very
e±cient. It can be much improved by using importance sampling. The integral is
¯rst rewritten as
I =
Z
f(r)P(r)dr; (3.4)
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where the integrand, g(r), has been split into a score function, f(r), and an im-
portance function, P(r). The importance function is restricted to the form of a
probability density: it must be non-negative and normalised to unity over the re-
gion of integration. In regions where g is non-zero, P must also be non-zero.
A set of random vectors frig is then drawn from the distribution P(r). The
integral is estimated as
I ¼
1
M
M X
i=1
f(ri): (3.5)
In the limit M ! 1, this expression for I is exact. For ¯nite M, the standard
error in the estimate is
¾I =
¾f p
M
; (3.6)
where the variance of f is
¾
2
f =
Z £
f(r) ¡ ¹f
¤2P(r)dr (3.7)
and ¹f is the mean value; equation (3.4) shows that ¹f = I. From equation (3.6),
it can be seen that the error scales as M¡1=2, and also that the choice of score and
importance functions is very important. The optimum selection is the one that
minimises the variance; this is the solution of the equation
±
±P(r)
µ
¾
2
f[P(r)] ¡ ¸
Z
P(r)dr
¶
= 0: (3.8)
Here, ¸ is the Lagrange multiplier associated with the normalisation constraint
R
P(r)dr = 1. Writing ¾2
f in terms of g and P and carrying out the functional
di®erentiation gives
¸ = ¡
g2(r)
P 2(r)
; (3.9)
which leads to the following result for the ideal form of P(r):
P(r) =
jg(r)j R
jg(r0)jdr0: (3.10)
The corresponding score function is
f(r) =
g(r)
jg(r)j
Z
jg(r
0)jdr
0: (3.11)
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This ideal form unfortunately cannot be achieved because it requires the evaluation
of the di±cult integral
R
jg(r0)jdr0. However, choosing a good importance function,
close to the optimum, reduces the statistical error in the estimate of I signi¯cantly.
3.2 Variational Monte Carlo
The various forms of quantum Monte Carlo implement the techniques outlined above
in di®erent ways. Variational Monte Carlo is very direct: Monte Carlo methods are
used to evaluate expressions like
ET =
R
ª¤
T(R) ^ HªT(R)dR R
ª¤
T(R)ªT(R)dR
: (3.12)
ET is an energy expectation value for a system with Hamiltonian operator ^ H; ªT(R)
is a trial wave function depending on all the spatial coordinates,2 which are repre-
sented here by the vector R. The expectation value is variational: ET ¸ E0, where
E0 is the exact ground-state energy. As the quality of the trial wave function im-
proves, ET becomes closer to E0. The two become equal when ªT / ª0, where ª0
is the ground-state wave function.
Consider a trial wave function close to the exact ground-state eigenfunction:
ªT = ª0 +
X
i>0
²iªi (3.13)
so that the coe±cients f²ig are small. The energy expectation value is then
ET = E0 +
X
i>0
j²ij
2(Ei ¡ E0) + O[²
4
i]: (3.14)
The error in the energy is of order ²2
i; this demonstrates that the energy expectation
value for a given trial wave function is more accurate than the wave function itself.
The quality of the trial wave function is clearly very important. The subject of
the form and optimisation of the trial wave function will be discussed in more detail
later in this thesis.
2In many cases, it is convenient to think of the electron spins as ¯xed; the spin-dependence of
the wave function will be suppressed from now on.
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3.2.1 Importance sampling in VMC
To implement the procedure described in section 3.1, the integrand of equation (3.12)
must be written as the product of score and importance functions. The prescription
of equation (3.10) for the ideal importance function is
P(R) =
jª¤
T(R) ^ HªT(R)j
R
jª¤
T(R0) ^ HªT(R0)jdR0; (3.15)
which is as di±cult to calculate as ET itself. However, consider what happens when
ªT is equal to ª0. Then
^ Hª0 = E0ª0 (3.16)
and the optimal importance function is
P(R) =
jªT(R)j2
R
jªT(R0)j2 dR0: (3.17)
So, for a trial wave function of good quality, the most e±cient choice of importance
function is almost identical to the natural one: P(R) / jªT(R)j2.
The score function corresponding to this choice is
f(R) =
^ HªT(R)
ªT(R)
: (3.18)
This function is known as the local energy and is denoted EL(R).
The VMC estimate of the ground-state energy is then
EVMC =
1
M
M X
i=1
EL(Ri); (3.19)
where the fRig are drawn from a probability distribution proportional to jªT(R)j2.
The next challenge is therefore to generate a set of points distributed in this way.
3.2.2 The Metropolis algorithm
A simple and robust way of sampling an arbitrary many-dimensional probability
distribution is provided by the Metropolis algorithm [58]. The algorithm prescribes
a set of uncomplicated rules for moving a walker through con¯guration space. The
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set of vectors fRig corresponding to the points in con¯guration space visited by the
walker will be distributed according to the required probability density. To sample
a distribution P(R):
1. Start the walker at a random point R.
2. Propose a trial move to a point R0, chosen from some simple probability density
function T(R0 Ã R).
3. Accept the move with probability A(R0 Ã R) = min
³
1;
T(RÃR0)P(R0)
T(R0ÃR)P(R)
´
.
4. Record the walker position, whether or not it has changed.
5. If more points are required, return to step 2 and repeat.
Not all the points should be recorded: there is an equilibration period at the start
of the walk, during which the points generated depend on the initial position. In
addition, neighbouring points on the walk are usually correlated; this means that
several moves must be made for each independent sample.
Although in principle any reasonable3 probability density function can be used
for T(R0 Ã R), the choice of function does a®ect the e±ciency of the algorithm.
A function which proposes too many large moves produces too many rejections,
which is ine±cient; in contrast, one which proposes only small moves takes longer to
generate uncorrelated points, which is also ine±cient. In between these extremes is
a function which maximises the sampling e±ciency; a commonly-used rule of thumb
is to aim for an acceptance rate of 50%.
To gain some insight into the way the algorithm works, consider a population of
walkers, with density n(R). Assume that the walkers have reached a steady state,
so that all information about starting positions has been lost; also assume that the
detailed balance condition is obeyed:
n(R)A(R
0 Ã R)T(R
0 Ã R) = n(R
0)A(R Ã R
0)T(R Ã R
0): (3.20)
3T(R0 Ã R) must be ergodic; if T(R0 Ã R) is non-zero then T(R Ã R0) must also be.
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Substituting the expressions for the acceptance probabilities,
n(R0)
n(R)
=
T(R0 Ã R)min
³
1;
T(RÃR0)P(R0)
T(R0ÃR)P(R)
´
T(R Ã R0)min
³
1;
T(R0ÃR)P(R)
T(RÃR0)P(R0)
´ (3.21)
=
P(R0)
P(R)
: (3.22)
This illustrates that the equilibrium walker density is proportional to the required
probability density; the generated points are indeed sampled from this distribution.
3.2.3 Advantages and disadvantages of VMC
The degree of success of any VMC calculation is heavily dependent on the quality
of the trial wave function: a bad wave function will lead to a bad estimate of the
energy. The variational nature of the calculation makes it useful for establishing
an upper bound to the ground-state energy; the expectation values of other oper-
ators (besides ^ H) may also be calculated using this method, but these values are
not variational. The sampling and accuracy are better for operators ^ O for which
the commutator [ ^ H; ^ O] = 0, since the ground-state wave function is then also an
eigenfunction of ^ O (if the ground state is not degenerate). The arguments of the
preceding sections regarding optimal sampling (leading to equation (3.17)) and the
error in the estimated energy (leading to equation (3.14)) may then be duplicated,
replacing ^ H with ^ O.
The main disadvantage of VMC, the total reliance on the trial wave function,
does not apply to di®usion Monte Carlo.
3.3 Di®usion Monte Carlo
The Di®usion Monte Carlo method provides a means of improving an estimated
ground-state wave function. It is a projector method: in theory, the ground-state
component of any trial wave function is projected out, giving the exact ground
state (subject to statistical errors). The factors which render this ideal projection
unachievable will be described in later chapters.
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The method is based on the similarity between the imaginary-time SchrÄ odinger
equation and the equation which describes classical di®usion.
3.3.1 Simulating classical di®usion
The classical di®usion equation is
@f(x;t)
@t
= Dr
2f(x;t): (3.23)
It describes the time evolution of a gas of particles with density f. With no external
potential, the particles spread out over time. The Green's function for this equation
is
G(y;x;t) =
1
(4¼Dt)d=2e
¡(y¡x)2=4Dt; (3.24)
where d is the dimension of the physical space. Substitution con¯rms that this is a
solution of equation (3.23), with the additional property that
G(y;x;0) = ±(y ¡ x): (3.25)
The Green's function encapsulates all the details of the propagation of the density
in time: if the initial density is f(x;0), then the density at time t is
f(y;t) =
Z
G(y;x;t)f(x;0)dx: (3.26)
One interpretation of the equation is in terms of probabilities: the probability that
a particle initially at x moves to y after a time t is G(y;x;t). This is important
because it suggests a way to simulate the di®usion process.
A set of particles (`walkers') is used, with initial positions xi(0) sampled from
the probability distribution proportional to f(x;0). A ¯nite time step ¢t is chosen;
the new positions xi(¢t) are then calculated as follows:
xi(¢t) = xi(0) +» » » (3.27)
where » » » is a random variable taken from a Gaussian distribution with zero mean and
variance 4D¢t. This distribution is chosen so that the probability density function
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for » » » is G(» » »;0;¢t) (compare equation (3.24)). In other words, the probability that
a particle moves from x to y in the time ¢t is G(y;x;¢t). Thus, equations (3.27)
and (3.26) are consistent.
Because G is homogeneous | it depends only on the size of the time step ¢t,
and not on the absolute time | the same rule for moving walkers may be repeated
many times. Since G is known exactly, n steps of size ¢t are equivalent to a single
step of size n¢t.
Equation (3.27) is a Langevin equation: it describes the rules for updating a
con¯guration over a time step. The walkers are not real particles: they do not collide
with each other or interact in any way. However, after n time steps, the position of
each walker samples the probability distribution proportional to f(x;n¢t).
This example is trivial, because equation (3.23) can be solved analytically; this
is how the Green's function was obtained. There are many other cases where the
Green's function cannot be calculated precisely, but has some small-t approxima-
tion, and in these cases, the technique outlined above is very useful for obtaining
information about the evolution of f.
3.3.2 Application to quantum mechanics
The di®usion equation, equation (3.23), is similar in form to the imaginary-time
SchrÄ odinger equation:
@ª(R;¿)
@¿
=
·
1
2
r
2
R ¡ V (R)
¸
ª(R;¿): (3.28)
Here, the potential V includes the electron-electron interactions, as well as any
contribution from the external potential.
Without V , this equation is identical to equation (3.23) (with D = 1=2), and can
be simulated in the same way, by having walkers move around according to the rules
set out in equation (3.27). For this, the wave function ª must be real; however, in
systems for which the Hamiltonian has time-reversal symmetry, this condition can
always be satis¯ed [57], and all wave functions will be assumed to be real from now
on. Note that each walker represents an entire con¯guration of the system, not just
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a single particle; the di®usion takes place in Nd dimensions, where N is the number
of particles and d is the dimension of the physical space.
The challenge is to incorporate the potential into the simulation. This can be
achieved by assigning a weight wi to each walker; the weights are allowed to vary
as the walker explores con¯guration space, and ultimately the density of the walker
weights (rather than the walkers themselves) is used to represent ª. Neglecting the
di®usion term in equation (3.28) leaves the following rate equation:
@ª(R;¿)
@¿
= ¡V (R)ª(R;¿) (3.29)
which has the solution
ª(R;¿) = ª(R;0)e
¡¿V (R): (3.30)
The potential has the e®ect of increasing the wave function where V is negative,
and decreasing it where V is positive. When a walker arrives at the position R, its
weight should be multiplied by e¡¿V (R), in accordance with equation (3.30). After
n steps of size ¢¿, the walker's weight becomes
wi(n¢¿) = exp
"
¡¢¿
n X
m=1
V
¡
Ri(m¢¿)
¢
#
: (3.31)
In fact, the weight of a walker should re°ect the whole path in con¯guration
space along which it has travelled; however, in a simulation, the complete path of
the walker is not speci¯ed because walkers must move in discrete steps. This is
a very important point: the procedure described here is valid only for small time
steps, when the potential V can be assumed to remain constant over the course of
a move. In the limit of in¯nitely small time steps, the walker weight becomes
lim
¢¿!0
n¢¿=¿
wi(¿) = exp
·
¡
Z ¿
0
V
¡
Ri(¿
0)
¢
d¿
0
¸
; (3.32)
as it should.
The di®erence between the simple di®usion equation and the imaginary-time
SchrÄ odinger equation is that the Green's function for the latter is not known pre-
cisely. The simulation technique outlined here is equivalent to using an approxima-
tion to the Green's function which is valid for short time steps.
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3.3.3 The ground-state wave function
In the previous section, a technique for simulating the development of a wave func-
tion in imaginary time was established. To see why this is useful, consider the formal
solution of the SchrÄ odinger equation in imaginary time:
jª(¿)i = e
¡¿ ^ Hjª(0)i: (3.33)
In terms of the eigenfunctions of ^ H, the initial state may be written
ª(R;0) =
1 X
i=0
ci©i(R); (3.34)
which, on substitution into equation (3.33), gives
ª(R;¿) =
1 X
i=0
cie
¡¿Ei©i(R): (3.35)
This shows that as ¿ increases, the eigenstate with the lowest energy provides the
dominant contribution to ª(R;¿). In the limit ¿ ! 1, only the ground-state solu-
tion ©0 remains (as long as c0 6= 0). Any wave function which has a non-vanishing
overlap with ©0 therefore evolves to the ground state in the limit of large imaginary
time. The value of the imaginary-time simulation described in the previous section
is that it allows the ground state wave function to be determined, thus reducing the
di±cult quantum many-body problem of ¯nding the ground-state wave function to
a much simpler problem in classical particle dynamics.
However, since each time step is required to be short, many steps are required
before the large-¿ limit is reached. This is not the only problem with this method:
² the wave function has been tacitly assumed to be positive, like the particle
density in section 3.3.1, and there is no mechanism for the weight of a walker
to change sign;
² the walkers are free to di®use around: this is at best ine±cient, because time
is wasted sampling unimportant regions of con¯guration space, and at worst
disastrous, as in a ¯nite system, where the walkers are e®ectively able to leave
the system;
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² the weights are liable to vary wildly, since V is not a well-behaved function;
sampling is dominated by one or two walkers with much larger weight than
the others.
Fortunately, these problems can be addressed.
3.3.4 Importance-sampled di®usion Monte Carlo
The simple DMC algorithm can be dramatically improved by the use of importance
sampling, which was introduced in section 3.1 and applied to VMC in section 3.2.1.
The ¯rst step is to multiply equation (3.28) on the left with a trial wave function
ªT(R):
ªT(R)
@ª(R;¿)
@¿
= ¡ªT(R)( ^ H ¡ ET)ª(R;¿): (3.36)
An energy shift ET has also been introduced; this will be used later to control the
walker weights. Without the energy shift, equation (3.35) shows that the wave
function ultimately decays (or grows) exponentially as e¡¿E0; introducing ET and
setting ET ¼ E0 allows this to be avoided.
The new analogue of the particle density is the product of the trial wave function
with the solution of the SchrÄ odinger equation:
f(R;¿) = ªT(R)ª(R;¿): (3.37)
Expressing equation (3.36) in terms of f is a matter of algebra, which eventually
gives
@f
@¿
=
1
2
r
2f ¡ r ¢ (vf) + (ET ¡ EL)f (3.38)
where a new quantity has been introduced: the drift velocity
v(R) =
1
2
rln
¡
jªT(R)j
2¢
: (3.39)
The local energy
EL(R) =
^ HªT(R)
ªT(R)
(3.40)
was introduced in section 3.2.1, and represents the energy of a con¯guration R
calculated with respect to the trial wave function. Because the trial wave function
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is not time-dependent, the dependence of f on ¿ is entirely contained in ª, which
has been shown to converge to the ground-state wave function ª0 in the limit of
large ¿. It follows that the form of f in this limit is
f(R;¿ ! 1) = c0e
¡¿(E0¡ET)ªT(R)©0(R): (3.41)
Equation (3.38) may be used to construct a practical, e±cient simulation algorithm.
Unlike the original imaginary-time SchrÄ odinger equation, which resembles a
model of di®usion, the importance-sampled version is very similar to the equation
of a drift-di®usion process. In this comparison, f(R;¿) represents a particle den-
sity, whose evolution in (real) time ¿ is given by equation (3.38). The ¯rst term
on the right-hand side of this equation is the familiar di®usion term; the di®usion
constant D again has value 1=2. The second term is new. In the di®usion picture,
it corresponds to a drift of particles, where the drift velocity is v: the particles
no longer di®use freely, but are now guided in their motion. The remaining term,
(ET ¡ EL)f, has the same form as the potential term V ª in the non-importance-
sampled model: it is a rate term, which acts to increase or decrease the density
exponentially, depending on the sign of (ET ¡ EL). One of the advantages of using
importance sampling is now clear: the rate term depends on the local energy EL,
which is generally a much better-behaved function than the potential V .
The only di®erence in form between equations (3.38) and (3.28) is the drift term.
This suggests that in order to sample the evolution of the new function f, almost
the same techniques as before may be used: a set of classical particles is allowed to
di®use around, each carrying a weight which increases or decreases depending on
the local energy; this time, however, the particles are also subject to drift.
To put this procedure on a more mathematical footing, it is helpful to investigate
the Green's function for the problem. One way of de¯ning this function is via the
propagation in time of f:
f(R;¿) =
Z
~ G(R;R
0;¿)f(R
0;0)dR
0: (3.42)
The Green's function for the original problem, the imaginary-time SchrÄ odinger equa-
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tion, may be de¯ned in the same way:
ª(R;¿) =
Z
G(R;R
0;¿)ª(R
0;0)dR
0: (3.43)
Comparing these two equations and using the de¯nition of f gives a simple relation-
ship between the original and modi¯ed Green's functions:
~ G(R;R
0;¿) = ªT(R)G(R;R
0;¿)
1
ªT(R0)
: (3.44)
This demonstrates that ~ G is not symmetric (since G is): this lack of symmetry is a
consequence of the fact that the operator
^ F =
1
2
r
2 ¡ r ¢ v ¡ v ¢ r + ET ¡ EL; (3.45)
which appears on the right-hand side of equation (3.38), is not Hermitian.
Of course, the exact analytical form of ~ G is not known. However, as before, an
approximation which is valid for small ¿ can be used. A formal expression for ~ G is
the following:
~ G(R
0;R;¿) =
­
R
0¯ ¯e
¿ ^ F¯ ¯R
®
=
­
R
0¯ ¯e
¡¿(^ T +^ V)¯ ¯R
®
(3.46)
where two new operators have been introduced for convenience:
^ T = ¡
1
2
r
2 + (r ¢ v) + v ¢ r (3.47)
^ V = EL ¡ ET: (3.48)
The operators ^ T and ^ V represent modi¯ed kinetic and potential energies respectively.
The kinetic energy operator is associated with the drift-di®usion process, while the
potential energy operator comes from the rate equation. Using the Trotter-Suzuki
formula,4 the Green's function can be approximately factorised:
~ G(R
0;R;¿) =
­
R
0¯ ¯e
¡ 1
2¿ ^ Ve
¡¿ ^ T e
¡ 1
2¿ ^ V¯ ¯R
®
+ O
£
¿
3¤
= e
¡ 1
2¿V(R0)­
R
0¯ ¯e
¡¿ ^ T ¯ ¯R
®
e
¡ 1
2¿V(R) + O
£
¿
3¤
= W(R
0;R;¿)GD(R
0;R;¿) + O
£
¿
3¤
(3.49)
4The formula gives an approximate form for the exponential of a sum of two operators:
e¡¿( ^ A+ ^ B) = e¡¿ ^ B=2e¡¿ ^ Ae¿ ^ B=2 + O
£
¿3¤
.
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where the contribution to ~ G from the drift-di®usion process is
GD(R
0;R;¿) =
­
R
0¯ ¯e
¡¿ ^ T ¯ ¯R
®
(3.50)
and the part arising from the rate term is
W(R
0;R;¿) = e
¡ 1
2¿(V(R0)+V(R)): (3.51)
The use of the letter W anticipates the association of this term with the walker
weight.
Inspection of equation (3.50) shows that GD is the Green's function for the drift-
di®usion equation. Once again, it cannot be evaluated analytically, but it may be
estimated by making the further approximation that the drift velocity is constant
over the time ¿. The result is
GD(R
0;R;¿) = (2¼¿)
¡d=2 exp
µ
¡
(R0 ¡ R ¡ ¿v(R))2
2¿
¶
+ O
£
¿
2¤
: (3.52)
Here d is the dimension of con¯guration space. This approximation for GD allows a
Langevin equation to be written down for the drift-di®usion process. No weights are
required, because drift and di®usion conserve the total density; the probability that
a walker moves from R to R0 in time ¢¿ is given by GD(R;R0;¢¿). The Langevin
equation is therefore
Ri(¿ + ¢¿) = Ri(¿) + v¢¿ +» » » (3.53)
where » » » is a random variable taken from an Nd-dimensional Gaussian distribution
with zero mean and variance 2¢¿.
A population of walkers whose dynamics are speci¯ed by equation (3.53) samples
the density fD, where
@fD
@¿
= ¡^ T fD: (3.54)
The steady-state solution of this equation is
fD / ª
2
T; (3.55)
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which can be veri¯ed by substitution; the operator ^ T guides the walkers so that
their distribution follows the square of the trial wave function. This is importance
sampling: walkers are concentrated in important regions (where the magnitude of
the wave function is large). Allowing walkers to drift and di®use in this manner is
therefore a sampling technique in its own right, and can be used as an alternative
to the Metropolis method in VMC.
However, the aim here is not simply to sample ª2
T, but to sample ªT©0. This is
achieved by introducing weights. Initially, the walker weights are set to unity; then,
when a walker moves from R to R0 during the time step ¿, its weight is multiplied by
W(R;R0;¢¿). To see that this works, consider the density function for the walker
weights at R after a single move:
fsim(R;¢¿) =
Z
W(R;R
0;¢¿)GD(R;R
0;¢¿)f(R;0) dR
0
¼
Z
~ G(R;R
0;¢¿)f(R;0) dR
0
¼ f(R;¢¿):
(3.56)
The initial distribution of walkers is f(R;0); the probability that a walker moves
from R0 to R during the time step ¢¿ is GD(R;R0;¢¿), and the weight associated
with such a move is W(R;R0;¢¿). The combination of weights and drift-di®usion
therefore accurately simulates the evolution of f, as long as the time step ¢¿ is
small.
In order to reach the desired limit of large ¿, many small steps of duration ¢¿
must be carried out. If, during this time, a walker spends a lot of time in a region
of space where EL < ET, its weight continues to increase, and may become very
large. In contrast, if a walker spends a lot of time in a region where EL > ET, its
weight may become very small, and it contributes little to the ultimate sampling of
f, which is dominated by walkers with large weights. This is one of the problems
alluded to in section 3.3.3, and makes the sampling ine±cient.
The solution to this problem is to allow walkers to multiply or die out according
to their weight. Either when the weight of a walker becomes too large or too small,
or at regular intervals, the walker is replaced by a certain number of `descendants'
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of unit weight. The number of descendants depends on the weight of the walker:
walkers with more weight should produce more descendants. The correct distribu-
tion of weights is preserved by using the following formula to calculate the number
of descendants:
ni = INT(wi + ´); (3.57)
where wi is the weight of the original walker and ´ is a random variable sampled from
U[0;1]. The function INT returns the truncated integer part of its argument, so that
a walker of initial weight 2.6 has a 60% probability of generating three descendants
and a 40% probability of generating two. It is possible for walkers with low weight
(wi < 1) to produce no descendants; this happens with probability 100(1 ¡ wi)%.
These walkers are simply removed from the simulation.
This technique is known as branching, and greatly improves the sampling e±-
ciency. Walkers proliferate in regions where EL < ET, and die out in regions where
EL > ET, but the distribution of weights is now much narrower than before. No
time is wasted moving walkers which ultimately contribute almost nothing to the
result; instead, the computational e®ort is concentrated in more useful areas.
There is still a problem: the total number of walkers depends on the average
value of EL ¡ ET. If EL 6= ET, the population of walkers either grows or decays
exponentially in time. The reason for introducing the energy shift (or `trial energy')
ET is now clear: by adjusting the value of ET during a simulation, the population
can be controlled. One way of achieving this [79] is to modify ET according to
ET(¿) = Eest(¿) ¡
1
¿g
ln
µ
M(¿)
M0
¶
(3.58)
where Eest(¿) is a current estimate of the ground-state energy, ¿g and M0 are con-
stants, and M(¿) is the total weight:5
M(¿) =
X
i
wi(¿): (3.59)
The quantity M0 may be viewed as a target population; the procedure aims to
bring M(¿) back to this value over a time-scale set by ¿g. Unless ªT is an exact
5If branching is carried out at every time step, M is simply the total number of walkers.
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eigenfunction of ^ H, the local energy is subject to °uctuations; as a result, the walker
population also °uctuates. Using equation (3.58) allows the population °uctuations
to be kept under control; simply setting ET = E0 would not achieve this, even
though the average population would remain constant. In addition, of course, the
precise value of E0 is not known | calculating E0 is usually one of the aims of the
simulation.
Modifying the reference energy introduces a bias into the sampling, because the
equation being simulated is no longer (3.38), and therefore has di®erent eigenfunc-
tions. The bias can be reduced by making ¿g as large as possible, although this leads
to greater population °uctuations.
Even when ¿g is large and the population-control bias is negligible, there remain
sampling errors, caused by the use of an approximate Green's function. The true
Green's function satis¯es a form of detailed balance; using equation (3.44), and
noting that G(R;R0;¢¿) is symmetric in R and R0 gives
ª
2
T(R
0) ~ G(R;R
0;¢¿) = ª
2
T(R) ~ G(R
0;R;¢¿): (3.60)
This is not the usual version of detailed balance, because ~ G does not have the form
of a probability; speci¯cally, the total density is not conserved between moves, and
may increase or decrease.
The approximate Green's function does not satisfy equation (3.60). This can
be traced back to the expression for GD, equation (3.52), which is only correct to
O[¢¿]. The sampling error can be reduced by making the time step ¢¿ smaller;
however, this is ine±cient, because many more steps are required between uncorre-
lated con¯gurations. A better way of reducing the time-step error is to enforce the
detailed balance condition by introducing a Metropolis rejection step, as described
in section 3.2.2, with an acceptance probability now given by
A(R
0 Ã R) = min
Ã
1;
~ G(R;R0;¢¿)ª2
T(R0)
~ G(R0;R;¢¿)ª2
T(R)
!
: (3.61)
For small time steps, the rejection probability tends to zero, since the approximate
drift-di®usion Green's function becomes more exact. However, for non-zero time
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steps, a small number of moves will be rejected; consequently, the e®ective duration
of a walker move is reduced. An e®ective time step, smaller than ¢¿, must then be
used in the calculation of the branching factor.
A more serious issue is encountered when simulating fermionic systems.
3.3.5 Fermions
The ground-state wave function of a fermionic system is required to be antisymmet-
ric. However, this information is not built into the Hamiltonian, and in general, the
lowest energy eigenvalue corresponds to the completely symmetric bosonic ground-
state wave function ©B
0. Any wave function with a non-zero projection on ©B
0, when
allowed to evolve in imaginary time according to the SchrÄ odinger equation (3.28),
eventually tends to ©B
0; this is a problem which must be overcome in order to sim-
ulate fermionic systems.
The most commonly-employed solution follows naturally from the importance-
sampling transformation. The sampled function f is forced to be non-negative
everywhere, because the walker weights are initially positive and have no mechanism
for changing sign; then, because f = ªTª, the SchrÄ odinger wave function ª must
have the same sign as the trial wave function ªT. Regions of (Nd-dimensional) space
in which ªT > 0 are separated from those in which ªT < 0 by the nodal surface.
Since ª and ªT have the same sign everywhere, they must also share the same
nodal surface. If a walker crosses the nodal surface, the trial wave function changes
sign; by testing for this, and rejecting such moves,6 the walkers are prevented from
leaving the nodal pocket in which they currently sit. This constitutes the ¯xed-node
approximation: the nodes of ª are forced to be the same as those of ªT.
In this approximation, the simulation proceeds independently in the various oc-
cupied nodal pockets. The large-imaginary-time limit of f is then proportional to
6The drift velocity diverges at the nodes; if the true Green's function were used, then no walker
would ever attempt to cross a node. The fact that walkers do attempt to cross the nodes is a
consequence of the small-¿ approximation to GD.
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ªT©FN
0 , where ©FN
0 is known as the ¯xed-node ground state. It may be shown
[75, 60] that the ¯xed-node energy is variational: that is, EFN
0 ¸ E0, where E0 is
the energy of the true fermionic ground state. Typically, for the trial wave functions
used in QMC, all the nodal pockets are equivalent [23], so that the calculated energy
does not depend on which pockets are populated. The errors associated with the
¯xed-node approximation will be mentioned in chapter 4, along with some of the
techniques which aim to go beyond it.
The nodes of the wave function cause other problems, because both the drift
velocity and the local energy diverge here. The approximation for the drift-di®usion
Green's function GD uses the fact that the potential energy of the system does not
change much during the course of a move. However, near the nodal surface, the
move size can become large (because v diverges) and the energy can change rapidly;
the result is that the approximation is no longer a good one. A better approximation
can be obtained by limiting both the drift velocity and the local energy [79].
3.3.6 Estimators
In the preceding sections, the ¯xed-node di®usion Monte Carlo method has been
described; the result of applying this technique is a set of walkers with weights
distributed according to ªT©FN
0 , where the ¯xed-node ground state ©FN
0 is usually
a good approximation to the true ground state ©0. For the method to be useful,
these walkers and weights must provide a way of estimating operator expectation
values; this is the link between simulation and measurable reality.
Two estimators of the ground-state energy have in fact been described already:
ET, the trial energy, and
­
EL
®
, the average local energy. The expectation value of
the local energy in the limit of large imaginary time is
lim
¿!1
¿X
i
EL
¡
Ri(¿)
¢
wi(¿)
À
= lim
¿!1
Z
f(R;¿)EL(R)dR: (3.62)
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Substituting for f and EL, and using the fact that ^ H is Hermitian then gives
lim
¿!1
¿X
i
EL
¡
Ri(¿)
¢
wi(¿)
À
¼
Z
c0e
¡¿(E0¡ET(¿))ªT(R)©0(R)
^ HªT(R)
ªT(R)
dR
= c0e
¡¿(E0¡ET(¿))
Z
©0(R) ^ HªT(R)dR
= E0c0e
¡¿(E0¡ET(¿))
Z
©0(R)ªT(R)dR:
(3.63)
The aim is to calculate E0; the other factors on the right-hand side of this equation
come from the integration of f, which is approximated by the total weight:
lim
¿!1
­
M(¿)
®
= lim
¿!1
Z
f(R;¿)dR
¼ c0e
¡¿(E0¡ET(¿))
Z
©0(R)ªT(R)dR):
(3.64)
This implies that the quantity
Emixed(¿) =
P
i EL
¡
Ri(¿)
¢
wi(¿)
M(¿)
(3.65)
is an estimator for the ground-state energy when ¿ is large. It is known as the mixed
estimator, and can be extended to apply to any local operator which commutes with
the Hamiltonian (and therefore has ©0 as an eigenfunction). The general mixed
estimator for an operator ^ O, where
£ ^ H; ^ O
¤
= 0, is
Omixed(¿) =
P
i OL
¡
Ri(¿)
¢
wi(¿)
M(¿)
; (3.66)
where
OL(R) =
^ OªT(R)
ªT(R)
: (3.67)
Equation (3.64) shows that the total weight grows as e¡¿(E0¡ET); adjusting ET so
that the population remains roughly constant (using equation (3.58)) ensures that
ET ¼ E0, which means that ET is an alternative estimator for the ground-state
energy.
A third estimator for E0 can also be obtained by considering the evolution of
the total walker weight. During a single time step, the expectation value of this
quantity changes from
­
M(¿)
®
to
­
M(¿ + ¢¿)
®
, where
­
M(¿ + ¢¿)
®
=
­
M(¿)
®
e
¡¢¿(E0¡ET(¿)); (3.68)
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as long as ¿ is large. Rearranging this formula gives
E0 = ET(¿) ¡
1
¢¿
ln
­
M(¿ + ¢¿)
®
­
M(¿)
® : (3.69)
This is the motivation for the growth estimator
Egrowth(¿) = ET(¿) ¡
1
¢¿
ln
M(¿ + ¢¿)
M(¿)
: (3.70)
More than one time step can be included in the growth estimator; however, ET
is updated after every step, and this e®ect must then be unravelled. The same
`unravelling' procedure can also be applied to the mixed estimator to account for
changes in ET [79].
When [ ^ H; ^ O] 6= 0, the mixed estimator is no longer equal to the ground-state
expectation value O0. However, although now more di±cult, it is still possible to
construct an estimator for this quantity by combining the mixed estimate with the
VMC result, OVMC. The extrapolated estimator is
Oext = 2Omixed ¡ OVMC: (3.71)
To see why this estimator works, consider the integrals which the VMC and mixed
estimators attempt to solve:
OVMC !
R
ªT(R) ^ OªT(R)dR R
ª2
T(R)dR
(3.72)
Omixed !
R
©0(R) ^ OªT(R)dR R
©0(R)ªT(R)dR
: (3.73)
Suppose that the trial wave function di®ers from the true wave function only slightly,
so that
ªT = ©0 + ¢©: (3.74)
Then substitution shows that the extrapolated estimator samples
2
µR
©0(R) ^ OªT(R)dR R
©0(R)ªT(R)dR
¶
¡
R
ªT(R) ^ OªT(R)dR R
ª2
T(R)dR
=
R
©0(R) ^ O©0(R)dR R
©2
0(R)dR
+ O
£
(¢©)
2¤
= O0 + O
£
(¢©)
2¤
;
(3.75)
so that the error in the extrapolated estimate is of order (¢©)2. However, in order
for this method to be useful, the trial wave function must be of very high quality.
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3.4 Trial wave functions
In VMC, the quality of the trial wave function sets a limit on the accuracy of the
calculation. In ¯xed-node DMC, this is also true to some extent: the nodes are
determined by the trial wave function, which therefore also determines the ¯xed-
node error. However, the statistical e±ciency of a DMC calculation strongly depends
on the quality of the trial wave function, as this determines the importance sampling.
In addition, from the computational point of view, evaluating the trial wave function
normally constitutes the major part of the calculation. The form of the trial wave
function is therefore very important; it must be both accurate and easy to evaluate.
The wave functions normally used in QMC simulations are of the Slater-Jastrow
type, consisting of a Slater determinant multiplied by an exponential Jastrow factor:
ª(X) = e
J(X)D(X); (3.76)
where D(X) is a determinant of one-electron orbitals, exactly as in equation (2.13).
In fact, the computation is made signi¯cantly faster by the use of wave functions
of the form
ª(X) = e
J(X)D
"(R
")D
#(R
#): (3.77)
The spin-dependence of the one-electron orbitals in the determinants has been re-
moved, and the evaluation of the two smaller determinants D" and D# is more
e±cient than that of the large determinant D. This function is no longer antisym-
metric on exchange of electrons with opposite spins; however, the expectation value
of any spin-independent operator is una®ected by this alteration.
The single-electron orbitals may be obtained from density-functional theory or
Hartree-Fock calculations. The optimal orbitals in these two mean-¯eld schemes
are usually very similar. The nodal surface of the resulting trial wave function
is completely de¯ned by these orbitals, since the Jastrow factor is never zero; for
DMC calculations, this means the expectation value of the energy is not a®ected by
including the Jastrow factor. However, the variance of the energy is a®ected, and
the Jastrow factor is an important part of the trial wave function.
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3.4.1 The Jastrow factor
In section 2.3 it was shown that a single-determinant wave function takes account
of exchange but not of correlation; the Jastrow factor allows correlation e®ects to
be incorporated.
The most important correlations are those involving pairs of electrons. These
are included by having a term of the form
¡
X
i>j
u¾i;¾j(jri ¡ rjj) (3.78)
in the Jastrow exponent J(X). Recall that the single-determinant wave function
does nothing to prevent electrons of opposite spin from coming together; this term
keeps these electrons apart, resulting in a signi¯cant lowering of energy. Electrons
of like spin are also kept apart more than before, although this a®ects the energy
less dramatically.
The two-body term of equation (3.78) does not simply keep electrons apart. Both
the long- and short-range behaviour of u are constrained by theoretical arguments.
When two electrons approach each other, the Coulomb energy diverges; for a
wave function to be an eigenstate of ^ H, this divergence must be cancelled by a
corresponding divergence in the kinetic energy. Such a divergence is produced by
cusps in the wave function: discontinuities in the ¯rst derivative with respect to the
distance between the electrons. A full discussion of the cusp conditions is given in
appendix B.
The long-range behaviour of u may be determined by arguments based on the
random phase approximation of Bohm and Pines [9], and is the subject of chapter 7.
A connection is made between the long-range electron-electron correlations and the
long-wavelength density °uctuations known as plasmons; for a homogeneous system,
the resulting u function has the form 1=!pjri ¡rjj in the limit jri ¡rjj ! 1, where
!p =
p
4¼n is the plasma frequency.
A function which combines the required short- and long-range behaviour is
u¾i¾j(jri ¡ rjj) =
1
!pjri ¡ rjj
³
1 ¡ e
¡jri¡rjj=F¾i¾j
´
; (3.79)
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where the cusp conditions require that F¾i¾j =
p
(1 + ±¾i¾j)=!p.
The introduction of the u function inevitably modi¯es the density (except in
a homogeneous system). However, it is often the case that the original density is
very close to the true value, especially if it is derived from density-functional theory
calculations. It is therefore desirable to restore the original density pro¯le, and this
motivates the introduction of a one-body term,
J1(X) =
X
i
Â(ri): (3.80)
Many and various forms of the function Â are in use, but the primary aim is always
to restore the desired one-electron density. With this in mind, a useful estimate [21]
of the optimal function is
Â(r) / ln
µ
½0
½u
¶1=2
: (3.81)
Here ½0 is the original density, obtained before the introduction of the Jastrow factor;
½u is the density obtained after the introduction of the two-body term, but before
the introduction of Â.
3.4.2 Optimisation
In practice, both one- and two-body terms include variational parameters which
are optimised to generate the best possible Jastrow factor.7 It would seem natural
to optimise the Jastrow factor by minimising the variational energy produced by a
VMC simulation,
EV (®) =
R
ª2(X;®)EL(X;®)dX R
ª2(X;®)dX
; (3.82)
where ® represents the set of variational parameters and EL is the local energy
de¯ned in section 3.3.4. However, it is more common to minimise the variance of
the local energy:
¾
2
EL(®) =
R
ª2(X;®)(EL(X;®) ¡ EV(®))2 dX R
ª2(X;®)dX
: (3.83)
7Three-body terms are also often included [36].
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When the trial wave function is equal to an eigenfunction of ^ H, this variance is
reduced to zero. Minimising the variance, rather than the energy, has several ad-
vantages, the most important being that it is much more numerically stable.
Variance minimisation ¯rst appeared in the 1930s [82, 7] and was used in nu-
merical optimization of trial wave functions by Conroy in the 1960s [16, 14, 15]. It
was originally applied to VMC by Coldwell [13], but became popular largely thanks
to the e®orts of Umrigar and coworkers [80]. Several modi¯cations of the original
scheme exist and are in use [40].
The usual way to carry out the minimisation involves correlated sampling. A set
of con¯gurations is generated by a VMC calculation, using an initial set of parameter
values ®0. The variance for a new set of parameter values ® (close to the original
set) is then
¾
2
EL(®) =
R
ª2(X;®0)w(®;®0)(EL(X;®) ¡ EV(®))2 dX R
ª2(X;®0)w(®;®0)dX
(3.84)
where the variational energy is now calculated as
EV(®) =
R
ª2(X;®0)w(®;®0)EL(X;®)dX R
ª2(X;®0)w(®;®0)dX
(3.85)
and a weighting factor has been introduced:
w(®;®0) =
ª2(X;®)
ª2(X;®0)
: (3.86)
The number of con¯gurations is, of course, ¯nite, and the integrals indicated here
are approximated by ¯nite sums.
The advantage of the correlated sampling approach is that, in theory, only one
set of con¯gurations needs to be generated. In practice, it is almost always necessary
to generate more than one set of con¯gurations. This is because the minimisation
process may become numerically unstable; this instability is characterised by a few
con¯gurations acquiring very large weights, and leads to incorrect results [40]. Thus,
once the variance of the weights reaches a certain level, it is normal to regenerate the
con¯gurations (and therefore reset all weights to unity) [22]. It is often preferable
(particularly in large systems) simply to set all the weights equal to unity [76, 83],
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and regenerate the con¯gurations once the minimum has been found. Despite the
di±culties involved in these schemes, they are far more e±cient than regenerating
con¯gurations for each set of parameters.
Variance minimisation is not infallible, and several alternatives have been pro-
posed; these include di®erent optimisation functionals [2, 11] or the method of
stochastic gradients [31].
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Errors in QMC simulations
This chapter will describe the most signi¯cant errors inherent in extended-system
QMC simulations. Two of these | statistical noise and the ¯xed-node error |
have already been mentioned in the previous chapter; when attempting to simulate
extended systems, ¯nite-size errors also become important.1
4.1 Finite-size errors
The QMC methods described in Chapter 3 apply to ¯nite systems. To investigate the
properties of materials which have in¯nite extent in at least one spatial dimension,
some kind of scheme for extrapolation is required.
In practice, such materials are studied by placing a ¯nite set of particles in a
simulation cell, which is then subjected to periodic boundary conditions. This de-
¯nes a lattice (see ¯gure 4.1). To complicate things, the particles must also undergo
interactions with their periodically-repeated images; the best way to take account
of this is not obvious. In this report, the particles will be exclusively electrons,
interacting via the Coulomb force, the long-ranged nature of which is a key part of
the problem.
1The use of pseudopotentials introduces additional errors in the simulation of real atoms, but
these will not be discussed in this work.
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Figure 4.1: Illustrating the lattice generated by the periodic repeat of the simulation cell. Note
that any movement of the particle in the simulation cell is copied by all the images.
The periodic repeat of the simulation cell leads to two distinct kinds of error,
known as the independent-particle and Coulomb ¯nite-size errors.
4.1.1 The independent-particle ¯nite-size e®ect
The independent-particle ¯nite-size e®ect is a result of replacing the smooth density
of states of an in¯nite material with a set of discrete energy levels, as is inevitable
when moving to a ¯nite system. Figure 4.2 illustrates this point; it shows the kinetic
energy per electron of a non-interacting electron gas as a function of the size of the
box in which it is contained. The oscillations evident in ¯gure 4.2 are a result of shell
¯lling. Each e®ective one-electron wave function is associated with a wave vector;
the wave vectors are grouped in shells of equivalent magnitude (and correspondingly
equivalent one-particle kinetic energy).
This e®ect may be described more completely in terms of k-point sampling. In
this context, two cases will be discussed: the periodic boundary conditions may be
imposed on the wave function or (more generally) on the Hamiltonian operator. The
more general case will be described ¯rst. In real solids, there is usually an under-
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Figure 4.2: Shell-¯lling e®ects. Plotted here is the kinetic energy per electron of a non-interacting
3D electron gas obtained for di®erent system sizes. (The density parameter is rs = 2.)
lying physical periodicity (in addition to the arti¯cial one created by the boundary
conditions); however, in the discussion which follows, all references to periodicity
and lattice vectors apply only to the arti¯cial lattice de¯ned by the simulation cell.
The Hamiltonian operator ^ H is invariant under the translation of any electron
by a lattice vector; such an operation therefore commutes with ^ H, as well as with
other translations:
£ ^ H; ^ TjR
¤
=
£^ TjR; ^ Tj0R0
¤
= 0: (4.1)
Here ^ TjR denotes the operator corresponding to translation of electron j by the
lattice vector R.2 Thus it is possible to choose a wave function to which is simulta-
2In this chapter, R will be used solely to refer to a simulation cell lattice vector; there should
be no confusion with the notation of chapter 3, in which it represented the vector containing all
the electron coordinates.
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neously an eigenfunction of ^ H and of the set of all such translations:
^ Hª = Eª (4.2)
^ TjRª = TRª for all R, j. (4.3)
The eigenvalue TR does not depend on j because of the antisymmetry of the wave
function.
Two consecutive translations correspond to another single translation; it follows
that
TRTR0 = T(R+R0): (4.4)
The eigenvalues therefore have the exponential form
TR = e
ik¢R; (4.5)
where at this stage the components of k are arbitrary complex numbers.3 The
unitarity of the translation operator means that the eigenvalues must have modulus
1, which in turn implies that k is in fact real. The result is just Bloch's theorem:
^ TjRª = e
ik¢Rª: (4.6)
Thus, when the Hamiltonian operator is periodic in real space, the wave function
must have the form
ª(frig) = exp
µ
ik ¢
N X
i=1
ri
¶
U(frig) (4.7)
where ^ TjRU = U. The wave vector k may be reduced into the ¯rst Brillouin zone
of the simulation cell: any remaining factors of
exp
µ
iK ¢
N X
i=1
ri
¶
; (4.8)
where K is a simulation cell reciprocal lattice vector, are periodic and may be
included in U.
3More detail can be found in the book by Ashcroft and Mermin [4]; this section follows their
proof of Bloch's theorem.
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There is an in¯nite number of permissible k-vectors in the ¯rst Brillouin zone;
imposing strictly periodic boundary conditions on the wave function, rather than
on ^ H, corresponds to taking k = 0.
However, there is no a priori reason why this particular k-point should be better
than any other. In a non-interacting system, the single-electron wave functions are
plane waves, and the in¯nite-system limit is obtained by integrating over all k-
points. In an interacting system, this may also be the ideal approach [55]. The aim
is always to choose the k-point(s) which best reproduce(s) the in¯nite-system result;
several studies have investigated ways to achieve this goal in the context of QMC
simulations [74, 39]. The use of alternative k-points is also discussed in chapter 9.
Another way to correct this kind of ¯nite-size error in QMC results is to apply a
correction of the form (EDFT
1 ¡ EDFT
N ), where EDFT
N and EDFT
1 are the DFT results
for ¯nite and in¯nite cells respectively. This is a valid procedure because ¯nite-cell
DFT calculations su®er from the same k-point sampling errors, and it is usually
easier to extrapolate the results of DFT calculations to the in¯nite-cell limit, thus
obtaining EDFT
1 . However, DFT calculations do not su®er from the second type of
¯nite-size error: that related to the Coulomb interaction.
4.1.2 Coulomb ¯nite-size errors
A requirement of any QMC simulation is the ability to determine the Coulomb
energy of a given con¯guration. In a ¯nite system, this is trivial; in a ¯nite system
which is designed to model an in¯nite system, it is not.
Referring to ¯gure 4.1, each `real' electron in the simulation cell must interact
with all the others; there must also be some interaction between these electrons and
the `imaginary' electrons outside the simulation cell.
The conventional approach to this problem is to solve Poisson's equation for the
charges in the cell with periodic boundary conditions.4 The result is known as the
4Note that the simulation cell as a whole must have zero net charge; all the electron charges
must be cancelled by an equivalent amount of positive charge (provided by ions in real materials,
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Ewald sum; in a system with full three-dimensional periodicity, the potential at a
position r due to a unit charge at the origin is given by
vE(r) =
1
­
X
K6=0
4¼
K2 exp
µ
¡
¾2K2
4
+ iK ¢ r
¶
+
X
R
erfc(jr + Rj=¾)
jr + Rj
¡
¼¾2
­
(4.9)
where R and K are vectors of the real and reciprocal space lattices. The Ewald sum
is evaluated e±ciently because the original charge distribution has been divided
into a smoothly-varying contribution, evaluated in reciprocal space, and a sum of
localised quickly-decaying terms which can be evaluated in real space [78]. The
parameter ¾ determines this separation, and can be chosen so that both real and
reciprocal space sums converge quickly.
Using the Ewald interaction in place of the Coulomb interaction gives a well-
de¯ned result, the unique (up to an arbitrary constant) periodic solution of Poisson's
equation. It also tends to the correct 1=r limit as the cell size tends to in¯nity.
However, for ¯nite cell sizes, it has been shown [25] that this interaction introduces
an additional contribution to the electric ¯eld, and therefore to the potential. This
unwanted contribution is known as the Coulomb ¯nite-size error.
With the new interaction, the total electrostatic potential5 at r is
Á(r) =
X
i
qivE(r ¡ ri); (4.10)
where the set fqig represents all the charges in the system. This expression must be
modi¯ed slightly to give the potential experienced by the charge qi:
¹ Á(ri) =
X
j6=i
qjvE(ri ¡ rj) + qi»: (4.11)
The constant » is the self-interaction potential. It appears because each charge must
interact with its own periodically-repeated images:
» = lim
r!0
µ
vE(r) ¡
1
r
¶
: (4.12)
or a positive background charge density in the case of the electron gas). If this were not the case,
the potential would be in¯nite.
5The notation used here follows that of Fraser and coworkers [25].
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The operator which gives the total electrostatic energy of the system is therefore
^ E
EW
es =
1
2
X
i
qi¹ Á(^ ri)
=
1
2
X
i
qi
µX
j6=i
qjvE(^ ri ¡ ^ rj) + qi»
¶
=
1
2
X
i6=j
qiqj
³
vE(^ ri ¡ ^ rj) ¡ »
´
(4.13)
where the last step follows because the cell is charge-neutral:
X
i
qi = 0: (4.14)
Equation (4.13) shows that any constant may be added to vE without a®ecting the
total energy, because the same constant is also (by de¯nition) contained in ».
In simulations, the Coulomb energy is conventionally divided into contributions
from electron-electron, electron-ion, and ion-ion interactions:
^ E
EW
es = ^ E
EW
e¡e + ^ E
EW
e¡i + ^ E
EW
i¡i (4.15)
where
^ E
EW
e¡e =
1
2
N X
i=1
N X
j=1
j6=i
vE(^ ri ¡ ^ rj) +
1
2
N» (4.16)
^ E
EW
e¡i = ¡
1
2
M X
®=1
N X
i=1
Z®vE(^ d® ¡ ^ ri) (4.17)
^ E
EW
i¡i =
1
2
M X
®=1
M X
®=1
®6=¯
Z®Z¯vE(^ d® ¡ ^ d¯) +
1
2
M X
®=1
Z
2
®»: (4.18)
Here, there are N electrons and M ions; the sets fd®g and fZ®g denote the positions
and charges of the ions. Although the total energy is independent of the constant
term in the Ewald interaction (and therefore of »), the individual contributions are
not.
The expectation value of the electron-electron part of the Coulomb energy is
E
EW
e¡e =
Z
cell
jª(X)j
2 X
i>j
vE(ri ¡ rj)dX +
1
2
N»: (4.19)
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To understand the origin of the ¯nite-size error, it is helpful to separate EEW
e¡e into
Hartree and exchange-correlation terms. For this analysis, the two-electron density
is required:
n(r;r
0) =
Z
cell
jª(X)j
2 X
i6=j
±(r ¡ ri)±(r
0 ¡ rj) dX: (4.20)
With this de¯nition, the electron-electron energy becomes
E
EW
e¡e =
1
2
ZZ
cell
n(r;r
0)vE(r ¡ r
0)drdr
0 +
1
2
N»: (4.21)
If the electrons were completely uncorrelated, then the two-electron density n(r;r0)
would simply be the product of the one-electron densities n(r) and n(r0). However,
the electrons are not uncorrelated; the relationship between one- and two-electron
densities de¯nes the exchange-correlation hole:
n(r;r
0) = n(r)n(r
0) + n(r)nXC(r;r
0): (4.22)
The exchange-correlation hole describes the way that electrons avoid each other; the
reduction in the electron density at r when one electron is ¯xed at r0 is described
by nXC(r;r0). Integrating equation (4.22) with respect to r0 reveals the important
property Z
cell
nXC(r;r
0)dr
0 = ¡1: (4.23)
This is a manifestation of the fact that the hole consists of the absence of a single
electron from the overall density.
Applying this to equation (4.21) gives
E
EW
e¡e =
1
2
ZZ
cell
n(r)n(r
0)vE(r ¡ r
0)drdr
0 +
1
2
ZZ
cell
n(r)nXC(r;r
0)[vE(r ¡ r
0) ¡ »]drdr
0
= UHa + U
EW
XC :
(4.24)
The ¯rst term, the Hartree energy, is the classical self-interaction energy per simu-
lation cell of a static periodic charge density n(r) (compare equation (2.11)). The
second term is the interaction energy of the electron with the exchange-correlation
hole; this dynamical correction appears because the electron motions are correlated.
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The Ewald interaction vE is the correct interaction to use for the Hartree energy,6
but not for the exchange-correlation energy. The reason for this is that the entire
exchange-correlation hole (a total charge de¯cit of one electron) is contained within
the simulation cell; there should be no images of the exchange-correlation hole.
The Ewald interaction, which includes the e®ects of image charges, is therefore
inappropriate for the calculation of UXC.
4.2 Fixed-node errors
After many time steps, the walkers in a conventional DMC simulation are distributed
according to the ¯xed-node density ªTªFN
0 rather than the desired density ªTª0.
Any ¯xed-node estimate of the ground-state energy must be variational: EFN
0 ¸
E0. The equality holds only when the nodes are exact; while this may be achievable
for a one-electron system, it is almost impossible in many-electron calculations.
An indication of the di±culty in correctly guessing the nodal surface is the high
dimensionality of that surface: (Nd ¡ 1), for a system of N electrons moving in d
dimensions. It is not possible to deduce the nodal surface from the condition that
the wave function be zero when two electrons coincide: this de¯nes a surface of only
(N ¡ 1)d dimensions.
The ¯xed-node approximation is uncontrolled; the size of the error it introduces
cannot be calculated analytically. It is not surprising that a great deal of time and
e®ort has been devoted to overcoming this problem, with limited success.
The release-node algorithm of Ceperley and Alder [12] uses separate populations
of positive and negative walkers which are allowed to cross the nodes of the trial
wave function. The problem with this method is that both walker populations grow
geometrically in time, leading to exponentially-increasing statistical °uctuations;
the method becomes a race to obtain convergence to the ground state before the
6Although the Hartree energy de¯ned by equation (4.24) depends on the value of », the total
energy does not, because of the corresponding terms in the ion-ion energy. The exchange-correlation
energy de¯ned by the same equation does not depend on ».
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°uctuations become too large. The problem worsens for large systems, because the
°uctuations increase with the system size.
An alternative approach is to include back°ow correlations in the trial wave
function [45, 46]. The orbitals which make up the Slater determinant contain pa-
rameters which are to be optimised; the nodes are therefore no longer ¯xed. Of
course, optimising these parameters also incurs an extra computational overhead.
4.3 Statistical noise
The entire philosophy of Monte Carlo methods is based on random sampling. As
such, the result of any QMC calculation is subject to statistical °uctuations, unless
the trial wave function is an exact eigenfunction of the operator being measured.
One of the advantages of QMC cited in chapter 3 is the scaling of the expected
statistical error, which is proportional to 1=
p
N, where N is the number of sampled
con¯gurations. While this is certainly better than grid-based methods for evaluating
high-dimensional integrals, it does not represent rapid convergence.
Assuming that the wave function has not been guessed correctly, estimating the
statistical error in the result is important. If the recorded values are fOi : i =
1;:::;Ng, with mean ¹ O, then the sample variance is
s
2
N¡1 =
1
N ¡ 1
N X
i=1
(Oi ¡ ¹ O)
2: (4.25)
If the samples are independent, this is a good estimator for the true variance ¾2; an
estimate for the standard deviation of the mean value (which is an indicator of the
expected size of the error) is then sN¡1=
p
N.
However, successive sampled points in a QMC calculation are usually correlated.
The calculation of the expected error is then more complicated. One way around
the problem is to group the data into blocks:
¹ Oj =
1
M
jM X
i=(j¡1)M+1
Oi: (4.26)
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Here M is the block length. If M is large enough, then successive values of ¹ Oj will
be uncorrelated; this occurs if M is greater than the correlation length of the data.
The new error estimate is given by equation (4.25) with Oi replaced by ¹ Oi and N
replaced by the number of blocks.
If M is not su±ciently large then the blocking method gives an error estimate
which is too small. Thus a way of determining the correct block length is to increase
M until the calculated error reaches a plateau; this is then the best error estimate.
This technique may not be possible if the correlation length is very long or there are
insu±cient sample points.
In both VMC and DMC, the correlation length depends on the time step. If
the time step is too small, then it takes many steps before a con¯guration changes
signi¯cantly; however, if it is too large, then too many steps are rejected, and the
time required to generate the next uncorrelated con¯guration is also large.
4.4 Surface calculations
There are several additional challenges which must must be met when dealing with
surfaces, which will be detailed in the rest of this chapter.
4.4.1 System geometry
In order to study surfaces, it is usual to simulate slab systems (with two surfaces);
using only a single surface creates problems with the boundary conditions.
The aim is to model a slab with in¯nite extent in two dimensions, but the simula-
tion cell must be ¯nite; it is therefore normal to apply periodic boundary conditions
to the cell. However, rather than applying these conditions in two dimensions, most
surface calculations use fully three-dimensional periodicity. In addition, it is con-
ventional to use the 3D version of the Ewald interaction; thus the system actually
being simulated is a stack of slabs, as shown in ¯gure 4.3.
In density-functional and other mean-¯eld calculations, this is not important.
67CHAPTER 4. ERRORS IN QMC SIMULATIONS
w s
simulation cell
Figure 4.3: The e®ective system when applying periodic boundary conditions to the simulation
cell. The shaded areas represent the positive background; the electron density is similar, though
with less sharply-de¯ned edges.
The electronic wave functions decay exponentially outside the slab, and any inter-
action between slabs is negligible.
However, in QMC calculations, this is no longer true. Rather than a smooth
charge density, there is now a collection of individual electrons. Using the 3D Ewald
interaction (which is equivalent to applying periodic boundary conditions in all three
dimensions) introduces Coulomb ¯nite-size errors; these were described in section
4.1.2. The form of the errors is not quite the same as in bulk systems: it is closer
to that created when attempting to model a defect in an in¯nite system by using
periodic boundary conditions (and thus repeating the defect).
It is not strictly necessary to use the 3D Ewald interaction, or to apply periodic
boundary conditions in the direction perpendicular to the slab; the quasi-2D version
of the Ewald interaction will be discussed later.
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4.4.2 The surface energy
The energy per electron of a ¯nite slab system is
²slab = ²bulk +
2A¾
N
(4.27)
where A is the area, ¾ is the surface energy, N is the number of electrons and ²bulk
is the energy per electron in the bulk material. The factor of 2 appears because
there are two surfaces in a slab. In fact, this formula strictly only holds in the limit
of an in¯nitely wide slab; for slabs of ¯nite width, the energy per electron may also
display oscillations [72]. In order to calculate the surface energy, one must therefore
consider a slab which is su±ciently wide to render these oscillations unimportant;
unfortunately, the wider the slab, the closer ²slab becomes to ²bulk, and the harder is
the calculation of the surface energy:
¾ =
N
2A
(²slab ¡ ²bulk): (4.28)
This is one of the major problems in surface energy calculations: extremely high
accuracy is often required, because the di®erence of two very similar numbers must
be taken.
The situation is helped if the systematic errors in ²bulk and ²slab are the same,
and cancel; however, the fundamental di®erences between slab and bulk calculations
mean that this cannot generally be relied on.
The di±culties of surface energy calculations are exempli¯ed by the simplest of
surface systems | a slab of electron gas | which is described in the next chapter.
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The jellium slab
Historically, the electron gas (jellium) has been the proving-ground for electronic
structure methods [12, 27];1 without the additional complication of real ions, it
provides the ¯rst basic test. The jellium slab, or quasi-2D electron gas, is the
simplest surface system available, and is used as the subject of or test system for
most of the work contained in this thesis.
5.1 De¯ning the system
A homogeneous electron gas is speci¯ed by the single parameter rs. This is the
radius of a sphere of size equal to the average volume of space per electron, which
implies that the electron density is given by the relation
n =
3
4¼r3
s
: (5.1)
The electron gas may be used as a crude model for a metal. Typical metallic densities
correspond to the range 1 < rs < 4; in this work, the density parameter appropriate
to aluminium (rs = 2:07) has been used.
1 Accurate studies of the electron gas are important in their own right, because (among other rea-
sons) they provide the information on which exchange-correlation functionals (and hence density-
functional theory calculations) are based.
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The jellium slab is an electron gas with ¯nite extent in one of the three spatial
dimensions. There are di®erent ways to constrain the electrons to a slab: two will
be described here.
5.1.1 Constraining the electrons
The ¯rst and more usual way to de¯ne the slab is to set up the following background
charge density:
½b(z) =
8
> <
> :
3=(4¼r3
s) 0 < z < s
0 otherwise.
(5.2)
This ¯xes the slab width s. In a QMC simulation, a ¯nite number of electrons must
be used. The number of electrons then determines the size of the simulation cell in
the xy-direction; the cell extends from ¡1 to 1 in the z-direction. The integral of
the electron density over z is equal to that of the positive background density; this
is another way of saying that the system is charge-neutral.
The electrons are constrained by the attractive potential of the positive back-
ground, and pushed apart by their own mutual repulsion and kinetic energy. A
typical electron density pro¯le for this form of the jellium slab is shown in ¯gure
5.1. Some electrons spill out of the slab into the vacuum region; standing wave
oscillations caused by re°ection of electron waves from the con¯ning potential are
evident, decaying from the edge of the slab towards the centre [47]. The oscillations
are more pronounced when a small number of electrons is used.
It is also possible to constrain the electrons further, by imposing in¯nite barriers
at z = 0 and at z = s. Electrons are no longer allowed to spill out into the vacuum
region; the resultant density is shown in ¯gure 5.2. This is the in¯nite barrier
model; the term jellium slab is usually reserved for the unbounded system, and this
convention will be applied here.
71CHAPTER 5. THE JELLIUM SLAB
0 s
z
0
0.02
0.04
0.06
n
(
z
)
infinite cell
finite cell (600 electrons)
finite cell (30 electrons)
background density
Figure 5.1: Electron density pro¯les for a conventional jellium slab with rs = 2:07 and s = 17:64248.
The pro¯les are obtained from LDA calculations and demonstrate the e®ect on the electron density
of using a cell of ¯nite extent in the xy-plane. Because rs and s are ¯xed, the cell size is determined
by the number of electrons.
5.2 The surface energy of jellium
One way in which the jellium slab di®ers from real materials is that the positive
charge is ¯xed arbitrarily, and does not need to be in mechanical equilibrium; a
consequence of this is that the surface energy of jellium can be negative for cer-
tain densities. This means that the accuracy problem discussed in section 4.4.2 is
magni¯ed.
The ¯rst DFT study of the jellium surface was carried out by Lang and Kohn
[47] using the LDA; since then, several other investigations have been performed,
using various exchange-correlation functionals of greater sophistication [49, 68]. A
summary of the exchange-correlation contribution to the surface energy for the dif-
ferent functionals is contained in the paper by Yan and co-workers [85]. Surface
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Figure 5.2: Electron density pro¯les for a bounded jellium slab, obtained in LDA.
energies are usually quoted in erg cm¡2 or eV º A¡2; the conversion factors are
1 mHa bohr
¡2 = 1556:8928 erg cm
¡2 = 0:097173615 eV º A
¡2
: (5.3)
Yan's summary also includes results obtained from the Fermi-hypernetted-chain
method2 and from ¯xed-node DMC.
The ¯xed-node DMC simulations were performed initially by Li et al. [53]; their
results were later extended by Acioli and Ceperley [1]. Both groups attempted to
model an in¯nite slab by applying periodic boundary conditions (as described in
chapter 4). Although this is the usual way to calculate the jellium surface energy
in QMC, it is not the only one. Sottile and Ballone [77] simulated jellium spheres
using ¯xed-node DMC; for these ¯nite systems, there are no ¯nite-size errors. DFT
simulations of jellium spheres were later carried out by Almeida, Perdew and Fiolhais
[3].
2The Fermi-hypernetted-chain technique is a variational wave-function based method [42, 43];
it will not be described in detail in this work.
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Yan and his co-authors demonstrate that the various DFT methods all give
broadly the same values for the surface energy. More interestingly, these results
also agree with the DMC results obtained by Sottile and Ballone using ¯nite jellium
spheres, but not with the extended-slab calculations of Acioli, Ceperley, Li et al.: the
extended-slab DMC surface energies appear too large. In a recent paper, Pitarke [71]
points out that Acioli and Ceperley incorrectly compared ¯xed-node slab energies
with release-node bulk energies, and therefore overestimated the surface energy.3
He argues that using the ¯xed-node bulk energy brings the DMC results closer to
those obtained using DFT; however, they remain in disagreement, and the same
correction does not apply to the earlier work of Li et al. It seems increasingly likely
that the extended-slab DMC calculations were inaccurate.
Focusing on one density (rs = 2:07) which is very often studied, some di®erent
values calculated for the surface energy are:
² ¡420 § 80 erg cm¡2 (Acioli and Ceperley [1], ¯xed-node DMC), corrected to
¡554 § 80 erg cm¡2 (Pitarke [71]);
² ¡465 § 50 erg cm¡2 (Li et al. [53], ¯xed-node DMC);
² ¡610 erg cm¡2 (Yan et al. [85], LDA);
² ¡533 erg cm¡2 (Yan et al. [85], wave vector interpolation based on the GGA);
² ¡690 erg cm¡2 (Perdew et al. [68], GGA);
² ¡567 erg cm¡2 (Perdew et al. [68], meta-GGA);
² ¡553 erg cm¡2 (Kurth and Perdew [44], combination of random phase approx-
imation and LDA);
² ¡587 erg cm¡2 (Kurth and Perdew [44], combination of random phase approx-
imation and GGA).
3The surface energy is negative; the `overestimate' referred to here is a result which is insu±-
ciently negative, and therefore smaller in magnitude than the true value.
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The DMC results clearly lie above those obtained in DFT. More evidence is provided
by Almeida et al. [3], who studied the jellium sphere system, and were able to match
their DFT surface energies with Sottile and Ballone's ¯nite-system DMC results over
a range of densities (although the precise value rs = 2:07 was not included in their
calculations). With the correction suggested by Pitarke, the calculation of Acioli
and Ceperley is brought closer to the DFT results, but this correction cannot be
applied to the calculations of Li et al.
In addition, both groups (Li et al. and Acioli and Ceperley) applied only the
independent-particle ¯nite-size correction4 to the slab energies, and not the Coulomb
correction. The Coulomb ¯nite-size correction would increase the slab energies;
because the corresponding bulk energies were fully ¯nite-size corrected, making the
correction would raise the DMC surface energy still further, increasing the di®erence
between the DMC and DFT results. Almeida believes the combined DFT-RPA
calculations to be currently the most accurate, putting the surface energy between
¡550 and ¡590 erg cm¡2.
At this density, the separate contributions to the surface energy are individu-
ally sizeable, but cancel as a whole; Pitarke and Eguiluz [72] give the following
breakdown:
² ¾s = ¡4643 erg cm¡2 (kinetic);
² ¾es = 1072 erg cm¡2 (electrostatic);
² ¾xc = 3007 erg cm¡2 (exchange-correlation).
This is the opposite of the ideal situation, and is partly why jellium surface energy
calculations are particularly di±cult.
A relative error of 10% in the surface energy ¾ corresponds to around 50 erg
cm¡2 or 0.03 mHa bohr¡2. Using equation (4.28) to calculate ¾, and assuming that
there is no error in the bulk energy gives
¢¾ =
N
2A
¢²slab =
3s
8¼r3
s
¢²slab: (5.4)
4These ¯nite-size errors are discussed in chapter 4.
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Here ¢²slab is the error in the calculated energy per electron of the slab and ¢¾ is
the resultant error in the jellium surface energy. Equation (5.1) has been used to
relate the number of electrons per unit area N=A to the density parameter rs. For a
slab width of 20.0, setting ¢¾ = 50 erg cm¡2 gives ¢²slab ¼ 0:1 mHa (or 3 meV) per
electron. This gives an idea of the accuracy needed in the Monte Carlo simulations.
5.3 Preliminary investigations
The surface energy of jellium is de¯ned in the limit of an in¯nitely-wide slab with
in¯nite extent in the xy-direction. In DFT, it is possible to achieve one of these
limits. Because the external (background) potential does not depend on x or y, the
system is homogeneous in the xy-plane; the non-interacting Kohn-Sham orbitals
have the simple form
Ánkk(r) = un(z)e
ikk¢rk: (5.5)
The density of states in kk-space is therefore constant, and extrapolation to a system
with in¯nite xy-extent is trivial. This is how the in¯nite-system density pro¯les
displayed in ¯gures 5.1 and 5.2 were obtained.
Unfortunately, this simple extrapolation is not possible in QMC simulations,
which must use a ¯nite number of electrons; for this reason, it is useful to study
¯nite cells in DFT.
The DFT simulations are carried out on a grid in the z-direction which extends
for some distance outside the slab, using a code supplied by Pablo Garcia-Gonzalez
[26]. It is important to ensure that the results are converged with respect to both
the number of grid points used and the spacing of these points (or equivalently, the
e®ective cell size in the z-direction, which will be denoted as w).
Figure 5.3 shows the results of convergence testing, for both the ¯nite and in¯nite
horizontal cells. Cells of two di®erent lengths in the z-direction have been compared:
even the smaller of these is around ¯ve times larger than the slab width, and the
¯gure demonstrates that in this regime the cell size is unimportant. What matters is
the sampling of the slab region: this is why the results for a cell size of 105 with 512
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Figure 5.3: The LDA energy per electron as a function of the number of grid points. Cells of size
w »105 and w »210 are compared, both for ¯nite systems containing 360 electrons and for systems
in¯nite in the xy-direction. Note that the two vertical scales are o®set. The slab width is 17.64248;
the density parameter is rs = 2:07. The length of the cell in the z-direction varies slightly as a
function of the number of grid points; this is to ensure optimal sampling of the important slab
region.
grid points are the same as those for a cell size of 210 using 1024 points. In addition,
the error caused by using an insu±cient number of grid points is approximately the
same for both the ¯nite and in¯nite systems: the two vertical scales are the same,
distinguished only by a constant o®set. For a system of size w » 105, using 1024
grid points ensures that the ¯nite-size error is less than 0.01 mHa.
The energy per electron in the slab system shows a more interesting (and more
relevant, from the point of view of a surface energy calculation) dependence on the
slab width. This is shown in ¯gure 5.4. Rearranging equation (4.27) slightly gives
the slab energy per electron for a particular density as a function of the slab width:
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Figure 5.4: The dependence of the LDA energy per electron on the slab width; for this system,
rs = 2:07, the number of electrons is 360 and the cell size in the z-direction is around 105.
²slab = ²bulk +
8¼r3
s¾
3s
: (5.6)
When rs = 2:07, the surface energy is negative, which means that ²slab should tend
to the bulk value from below as the slab width s is increased; this behaviour is
exhibited by the in¯nite-system curve in ¯gure 5.4. The ¯gure also shows that the
errors introduced by using a ¯nite simulation cell can be signi¯cant (» 1 mHa).
The small oscillations in the in¯nite-system curve are caused by sub-bands: as
the slab gets wider, more sub-bands begin to be ¯lled. They decrease in magnitude
as the slab becomes wider; the true surface energy is de¯ned in the limit of in¯nite
slab width, when they disappear altogether.
To calculate the surface energy within DFT using equation (4.28), the energy
per electron in the bulk system (the homogeneous electron gas) is required. The
correct approach is to use the same exchange-correlation energy functional in the
78CHAPTER 5. THE JELLIUM SLAB
10 15 20 25 30
Slab width
-0.5
-0.4
-0.3
S
u
r
f
a
c
e
 
e
n
e
r
g
y
 
(
m
H
a
 
b
o
h
r
-
2
)
ebulk = -7.865 mHa
ebulk = -7.532 mHa
ebulk = -7.109 mHa
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is from the Perdew-Zunger parameterisation of Ortiz and Ballone's later QMC calculations [63].
slab and bulk calculations; ¯gure 5.5 shows the e®ect of using the wrong bulk energy.
This ¯gure, though simple, emphasises the important requirement that the bulk and
slab calculations must be carried out consistently. The error in the surface energy
induced by using an incorrect value of the bulk energy increases with the slab width.
If it is not possible to carry out consistent slab and bulk calculations, it is better to
use slab results only and to deduce the surface energy by ¯tting ²slab against 1=s.
Pitarke and Eguiluz [72] analysed the oscillations in the in¯nite-system curve
using the in¯nite barrier model, and showed that they should have a wavelength of
¸F=2, where the Fermi wavelength is
¸F = 2¼rs
µ
4
9¼
¶1=3
: (5.7)
When rs = 2:07, the Fermi wavelength is 6.78. The wavelength of the oscillations
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Figure 5.6: The components of the LDA surface energy as a function of the slab width. All the
surface energies are given in mHa bohr¡2.
visible in ¯gure 5.5 is around 3.88, which corresponds approximately to ¸F=2. This
may be seen more clearly in ¯gure 5.6, which shows the di®erent components of the
surface energy. The oscillations in the kinetic, electrostatic and exchange-correlation
contributions to the surface energy largely cancel each other out. In particular, the
cusps which are present in all the individual components do not appear in the total
surface energy. The magnitude of the oscillations in the total surface energy is
around 0.03 mHa bohr¡2, or 10%, for a slab width of 10.
5.4 The jellium slab in QMC
The Kohn-Sham orbitals obtained from the DFT calculations are the foundation
for the QMC trial wave function (equation (3.77)); they are the components of the
Slater determinant. The usual procedure is then to improve on the determinantal
wave function by adding a Jastrow factor with a successively increasing number of
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Figure 5.7: The distribution of con¯guration energies, before and after variance minimisation.
10000 con¯gurations have been included; the Jastrow factor was of the form introduced in section
3.4.1 and described in detail in section 6.3. Optimisation of both u and Â terms was allowed; The
minimisation was performed without reweighting.
terms. Each term includes parameters which are to be optimised using the variance
minimisation technique described in section 3.4.2.
This procedure was found to be unsuccessful for the jellium slab system. The
possible reasons for the failure of variance minimisation will be discussed in this
section. Typically, the variance minimisation proceeds initially as expected: the
variance of the local energy of the ¯rst set of con¯gurations is reduced, along with
the mean value. However, when a new set of con¯gurations is generated with the
modi¯ed parameters, it is subsequently found that the mean and variance of the
local energy of the new con¯gurations have both increased. This is illustrated in
¯gure 5.7.
The new con¯gurations are physically more spread out than the old: the electron
density outside the slab increases, while that inside decreases. This has the e®ect of
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reducing the average kinetic energy at the expense of increasing the potential energy
by a larger amount.
The problem occurs both when reweighting of con¯gurations is used and when
it is not. This suggests that the cause is not outliers (con¯gurations with energy far
from the mean). Figure 5.7 shows that the energy distributions are close to being
Gaussian, with only slightly `fat' upper tails.
The con¯gurations sampled initially do not include any with electrons far outside
the slab; the electron density decays sharply to zero here, as can be seen in ¯gure 5.1.
After the ¯rst stage of variance minimisation, the Jastrow factor is altered so that
the electron density extends much further outside the slab; therefore the next set
of con¯gurations which are generated will sample a di®erent region of con¯guration
space to the old set. The e®ect of pushing many electrons into the vacuum region,
and the consequential increase in the potential energy, cannot be `known' in advance
by the variance minimisation routine: no such con¯gurations have been sampled.
This suggests that the process may be corrected by modifying the initial sampling
distribution to include these con¯gurations. Unfortunately, this approach did not
work; the procedure remains unstable, with the mean and variance of the local
energy usually worsening after each iteration.
Without reweighting, the object of the variance minimisation step is to minimise
the following quantity:
O(fXi;®g) =
X
i
·
EL(Xi;®) ¡
1
N
X
j
EL(Xj;®)
¸2
: (5.8)
As before, ® denotes the optimiseable parameter, fXig is the set of con¯gurations
and EL is the local energy. This may be split into kinetic and potential terms; the
potential energy does not depend on ®:
O(fXi;®g) =
X
i
·
Ti(®) ¡ ¹ T(®) + Vi ¡ ¹ V
¸2
: (5.9)
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At the minimum,5 this quantity must be stationary, giving
@O
@®
= 2
X
i
·
Ti(®) ¡ ¹ T(®) + Vi ¡ ¹ V
¸·
@Ti
@®
¡
1
N
X
j
@Tj
@®
¸
= 0: (5.10)
As well as the desirable minimum, when EL is constant, there is at least one other
stationary point, when @Ti=@® is constant; it is not trivial to determine whether or
not this is a (local) minimum. It may be the case that there is a false minimum for
the jellium slab in which the variance minimisation procedure becomes stuck.
The question of the correct form for the Jastrow factor is also a di±cult one.
If the form is wrong, giving too much or too little °exibility, then the variance
minimisation procedure cannot be expected to work. Several di®erent forms for
both the one- and two-body terms were tested and found to be equally unsuccessful
under variance minimisation.
The result is that in order to perform realistic VMC or e±cient DMC simula-
tions, manual optimisation is required. One parameter is adjusted at a time: VMC
simulations for di®erent values of the parameter are performed, and the results are
¯tted to a quadratic form.
The traditional u function described by equation (3.79), which has been success-
ful in simulations of the homogeneous electron gas, was used in the calculations of
chapter 6. Including this two-body term causes electrons to spill out of the slab;
the one-body term must restore the correct electron density, as discussed in section
3.4.1.
Chapters 7 and 8 are devoted to improving the Jastrow factor; the new version
is used in the calculations of chapter 9.
5For an exact eigenstate, the true minimum has O = 0; however, this point is not generally
accessible.
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The modi¯ed periodic Coulomb
interaction in quasi-2D systems
Finite-size errors related to the implementation of the Coulomb interaction in pe-
riodic systems were described in chapter 4. In systems with 3D periodicity, it has
been shown [25] that using the Ewald interaction introduces an error which decays
as the reciprocal of the number of electrons in the system. An e®ective cure for
this ¯nite-size error has been found: the model periodic Coulomb (MPC) interac-
tion [84], which has the additional bene¯t of being signi¯cantly less computationally
expensive than the Ewald sum. In this chapter, the theory of the MPC interaction
will be outlined, and the extension of the interaction to quasi-2D systems will be
investigated.
6.1 The MPC interaction
The analysis of the Coulomb ¯nite-size error in section 4.1.2 is not speci¯c to systems
with 3D periodicity. There, the problem was shown to be caused by the use of the
Ewald interaction in the exchange-correlation energy:
U
EW
XC =
1
2
ZZ
cell
n(r)nXC(r;r
0)[vE(r ¡ r
0) ¡ »]drdr
0: (6.1)
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In fact, since the exchange-correlation hole is contained entirely within the simu-
lation cell and converges to the shape it would have in an in¯nite system rapidly
as the system size increases, the correct interaction should have the usual Coulomb
1=jr ¡ r0j form, with the proviso that the vector (r ¡ r0) is ¯rst reduced into the
Wigner-Seitz cell of the simulation lattice. This reduction of (r ¡ r0) is known as
the minimum image convention, and ensures that the interaction remains periodic
(as it must). The correct interaction will be written f(r ¡ r0), where
f(r ¡ r
0) =
1
j(r ¡ r0)MIj
: (6.2)
The solution to the problem is therefore simply to replace [vE(r ¡ r0) ¡ »] with
f(r ¡ r0) in equation (6.1):
U
MPC
XC =
1
2
ZZ
cell
n(r)nXC(r;r
0)f(r ¡ r
0)drdr
0: (6.3)
The total electron-electron interaction energy is then
E
MPC
e¡e = UHa + U
MPC
XC
=
1
2
ZZ
cell
n(r;r
0)f(r ¡ r
0)drdr
0
+
1
2
ZZ
cell
n(r)n(r
0)[vE(r ¡ r
0) ¡ f(r ¡ r
0)]drdr
0:
(6.4)
The ground-state wave function ª associated with this expression for the electron-
electron energy must minimise the total energy
E[ª] = hªj^ T + ^ Vextjªi + E
MPC
e¡e [ª]; (6.5)
where ^ T and ^ Vext are operators for the kinetic energy and the external potential.
At the same time, normalisation of ª must be preserved; this yields the variational
principle
±
¡
E[ª] ¡ ¸hªjªi
¢
= 0 (6.6)
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where ¸ is a Lagrange multiplier, and thus
µ
^ T + ^ Vext +
X
i
Z
n(r
0)[vE(ri;r
0) ¡ f(ri;r
0)]dr
0
+
X
i>j
f(ri;rj) ¡ ¸
¶
ª(r1 :::rN) = 0: (6.7)
This is an eigenvalue equation for ª:
¡^ T + ^ Vext + ^ H
MPC
e¡e
¢
ª = ¸ª; (6.8)
where the required term in the Hamiltonian is
^ H
MPC
e¡e =
X
i
Z
n(r
0)[vE(ri;r
0) ¡ f(ri;r
0)]dr
0 +
X
i>j
f(ri;rj): (6.9)
However, the eigenvalue ¸ does not correspond to the energy:
¸ = hªj^ T + ^ Vext + ^ H
MPC
e¡e jªi (6.10)
6= E[ª]:
The relationship between ^ HMPC
e¡e and EMPC
e¡e is the following:
E
MPC
e¡e =
­ ^ H
MPC
e¡e
®
¡
1
2
ZZ
cell
n(r)n(r
0)[vE(r ¡ r
0) ¡ f(r ¡ r
0)]drdr
0: (6.11)
In a DMC simulation, the modi¯ed Hamiltonian term ^ HMPC
e¡e should be used to
calculate the drift vector and the branching probability; this will ensure that the
distribution converges to the correct wave function. However, when the goal is to
estimate the ground-state energy, equation (6.11) should be used.
To evaluate ^ HMPC
e¡e or EMPC
e¡e during a simulation requires a knowledge of n(r),
the electron density. In general, this is not known exactly before the simulation
begins. However, a good approximation may be obtained from the independent-
particle calculation, which is already required for generating the orbitals in the trial
wave function.
When using this approximation, it is possible for the resultant QMC density
to di®er from the approximate density used to calculate the electron-electron in-
teraction energy during the simulation; the calculation is then not self-consistent.
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However, as long as the density and wave function are close to their ground-state
forms, this lack of self-consistency is not important; the energy calculated in QMC is
not sensitive to small errors in the approximated density, as the following argument
shows.
The estimated density will be denoted ~ n; the QMC energy now depends on both
~ n and ª:
E[ª; ~ n] =
­
ª
¯ ¯^ T + ^ Vext + ^ H
MPC
e¡e [~ n]
¯ ¯ª
®
¡
1
2
ZZ
cell
~ n(r)~ n(r
0)[vE(r;r
0) ¡ f(r;r
0)]drdr
0:
(6.12)
When the ground-state density is estimated correctly (~ n = n0), the energy is min-
imised by the true ground-state wave function:
µ
±
±ª
E[ª;n0]
¶
ª=©0
= 0: (6.13)
This is just a restatement of the variational principle. A similar condition applies
to the estimated density:
±
±~ n(r)
E[ª; ~ n] =
Z
cell
[n(r
0) ¡ ~ n(r
0)][vE(r ¡ r
0) ¡ f(r ¡ r
0)]dr
0; (6.14)
where n is the QMC density corresponding to ª. It follows that when the calculation
is self-consistent µ
±
±~ n
E[ª; ~ n]
¶
~ n=n
= 0: (6.15)
The implication of equations (6.13) and (6.15) is that when ª = ©0 and ~ n = n0,
the energy is stationary with respect to both ª and ~ n; therefore, when both these
functions are close to their ground-state forms, the error in the calculated QMC
energy is second-order in (ª ¡ ©0) and (~ n ¡ n0).
Equation (6.9) illustrates the reason for the improvement in speed achieved by the
MPC interaction. Two-body interactions require O[N2] operations, while one-body
interactions require only O[N]; the only two-body term in the MPC interaction is
f, which is a much simpler function to evaluate than the costly vE. The remaining
term in equation (6.9) is e®ectively a one-body potential.
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6.2 Quasi-2D systems
In the past, slab calculations have often been performed using the 3D Ewald inter-
action. As described in section 4.4, this means that the system being simulated is
actually a stack of slabs, and leads to ¯nite-size errors in QMC simulations.
The quasi-2D generalisation of the Ewald potential was ¯rst published by Parry
[65, 66], although the original derivation is unconvincing. An alternative derivation
is presented in appendix A. As in the 3D case, the potential is the periodic solution
of Poisson's equation, although the periodicity is now only in two dimensions. The
resulting formula,
vE(r) =
X
R
1
jr ¡ Rj
erfc
µ
jr ¡ Rj
¾
¶
¡
2¼
A
·
z erf
³z
¾
´
+
¾
p
¼
e
¡z2=¾2
¸
+
X
k
¼
kA
·
e
¡kz erfc
µ
¾k
2
¡
z
¾
¶
+ e
kz erfc
µ
¾k
2
+
z
¾
¶¸
e
ik¢rk;
(6.16)
is more awkward than the 3D version. As in the 3D sum, ¾ is the convergence
parameter, which is chosen to ensure that both the real- and reciprocal-space sums
converge quickly; R and k represent real- and reciprocal-space vectors of the 2D
lattice de¯ned by the simulation cell, which has area A.
The discussion presented in the previous section applies equally to 3D and quasi-
2D systems; the MPC interaction should reduce ¯nite-size errors in both.
There are some subtleties in the implementation of the alternative interaction in
quasi-2D systems, however; these relate to the calculation of the ¯rst term on the
right-hand side of equation (6.9), the one-body potential. This term is expressed
using the 3D Fourier transforms
nk =
1
­
Z
­
n(r)e
ik¢r dr (6.17)
gk =
1
­
Z
­
[vE(r) ¡ f(r)]e
ik¢r dr; (6.18)
so that it becomes
­
X
i
X
k
n
¤
kgke
ik¢ri: (6.19)
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Since the transforms can be pre-calculated, the one-body term is not computation-
ally costly. The use of 3D transforms means that the simulation cell may no longer
have in¯nite extent in the non-periodic direction. To avoid overlapping, the electron
density must be restricted to a range w, where the size of the simulation cell in this
direction is at least 2w.1 The requirement of ¯nite extent is not unreasonable for
quasi-2D systems: the electron density usually tends exponentially to zero beyond
a certain point.
6.3 Results
In this section, the quasi-2D versions of the MPC and Ewald interactions will be
compared; the test system is the jellium slab described in chapter 5. The chosen
density parameter is 2.07, which corresponds to aluminium; this density is very
frequently studied. The simulation cell is square in the xy-plane, with the size
determined by the number of electrons being used:
L =
r
4¼Nr3
s
3s
: (6.20)
The number of electrons is N, while s is the slab width, chosen to be 18.63 in
these investigations. At this width, LDA calculations reveal that six sub-bands are
occupied.
The trial wave function is de¯ned by the following set of equations:
ª(X) = e
J(X)D
"(R
")D
#(R
#) (6.21)
J(X) = ¡
X
i>j
u¾i¾j(rij) +
X
i
Â(zi) (6.22)
u¾i¾j(rij) =
A
rij
·
1 ¡ exp
µ
¡
rij
F¾i¾j
¶¸
exp
µ
¡
r2
ij
L2
c
¶
(6.23)
Â(zi) =
X
k
ck sinkzi: (6.24)
The motivation for choosing this form for the trial wave function was detailed in
section 3.4.1. The variational parameters are A and ck; F¾i¾j is related to A by the
1This enforced zero-padding is standard when calculating a convolution [62].
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Figure 6.1: The total VMC energy per electron as a function of system size, comparing the Ewald
and MPC interactions. The exchange energy given by equation (6.25) is also plotted (note the
di®erent vertical scale). Energies, as usual, are in Ha.
cusp conditions (see section 3.4.1 and appendix B). Note that the geometry is such
that Â(zi) is symmetric about the centre of the slab. The value of the parameter
Lc is chosen to ensure that u(rij) decays to zero before rij approaches the size of
the simulation cell; this avoids introducing unwanted gradient discontinuities into
the wave function. The single-electron orbitals which make up the determinants D"
and D# are taken from LDA calculations.
Both VMC and DMC simulations were performed; the results are shown in ¯gures
6.1 and 6.2. Because of the di±culty of optimising the variational parameters in
the Jastrow factor, the VMC simulations were carried out with no Jastrow factor
in order to avoid introducing a bias caused by optimisation of varying quality. For
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Figure 6.2: The total energy per electron as a function of system size, obtained using ¯xed-node
DMC.
this reason, the exchange energy2 is also plotted in ¯gure 6.1:
EX = ¡
X
n
X
n0
ZZ
cell
£
vE(r ¡ r
0) ¡ »
¤
Á
¤
n(r)Án(r
0)Án0(r)Á
¤
n0(r
0)drdr
0 (6.25)
where Án is the nth single-electron LDA orbital. Since the Jastrow factor cannot
alter the location of the nodes, and therefore does not a®ect the ¯xed-node DMC
energy, it was included in the DMC trial wave functions to improve e±ciency.
A correction of the form (ELDA
1 ¡ ELDA
N ) has been applied to all the results to
account for the independent-particle ¯nite-size e®ect (see section 4.1.1).
It is evident from ¯gures 6.1 and 6.2 that the results obtained using the MPC and
Ewald interactions are in good agreement, both displaying a fairly slow convergence
with respect to the system size. This is unexpected, and contrasts with the 3D
case, where the MPC interaction improves the rate of convergence signi¯cantly; the
2This quantity is not the true exchange energy, which requires optimised Hartree-Fock orbitals;
rather, it is a hybrid of the LDA and Hartree-Fock theory.
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Figure 6.3: The time taken to calculate the electron-electron interaction during an 8000-move
VMC simulation, comparing the quasi-2D versions of the MPC and Ewald interactions.
reasons for this will be discussed in the following sections. The slow convergence of
the QMC results is re°ected in the exchange energy.
An area in which the new interaction does improve on the old is computation
time, which is illustrated in ¯gure 6.3. The ¯gure clearly shows that in these calcu-
lations, the time required to calculate the Ewald interaction is O[N 2]. The MPC
calculation should also be dominated by the O[N2] term for large system sizes, but
the two-body function being evaluated is much less costly; for the system sizes used
here, the O[N] term also contributes signi¯cantly. The time required for the MPC
pre-calculation is not included in the ¯gure; for any serious calculation it is negligi-
ble in comparison with the time spent evaluating the electron-electron interaction
energy during the simulation itself.
In the DMC simulations of the jellium slab, evaluating the electron-electron
interaction using the quasi-2D Ewald method takes up a signi¯cant fraction of the
total calculation time (often more than 50%). Figure 6.3 shows that the MPC
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interaction is nearly two orders of magnitude faster than the Ewald; this is a more
dramatic improvement than in the 3D case.
6.4 Analysis
The results presented in the previous section demonstrate that although the quasi-
2D MPC interaction does enjoy the expected advantage in speed over the Ewald
sum, it does not reduce the ¯nite-size errors.
This may be understood by considering the expected error incurred by using the
Ewald interaction, following the arguments of sections 4.1.2 and 6.1:
E
EW
e¡e ¡ E
MPC
e¡e =
1
2
ZZ
cell
n(r)nXC(r;r
0)[vE(r ¡ r
0) ¡ » ¡ f(r ¡ r
0)]drdr
0: (6.26)
The exchange-correlation hole described by nXC is generally short-ranged. An ap-
proximation to equation (6.26) may therefore be obtained by using the small-r and
large-L expansion
vE(r) ¡ » =
1
r
¡
C
L3
µ
z
2 ¡
r2
k
2
¶
+ O
£
r
4¤
+ O
h
e
¡L2=¾2i
(6.27)
which is derived in section A.2; here C is a constant. Combining equations (6.26)
and (6.27) gives
E
EW
e¡e ¡ E
MPC
e¡e = ¡
C
2L3
ZZ
cell
n(r)nXC(r;r
0)
·
(z ¡ z
0)
2 ¡
1
2
(rk ¡ r
0
k)
2
¸
drdr
0
+ higher-order terms.
(6.28)
Thus, a large cancellation of the error may be anticipated in regions where the
parallel and perpendicular directions are equivalent; this is the case deep inside the
slab, where the hole should be approximately spherical. Near the slab edges this
is no longer true. However, the hole is expected to expand in these lower-density
regions, rendering the small-r expansion inappropriate; the higher-order terms are
no longer negligible. The subject of the expansion of the hole in the surface regions
will be discussed in the following section.
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In 3D, the small-r expansion of the Ewald interaction is spherically-symmetric
[25] and there is no error cancellation; the ¯nite-size error which results is corrected
by the MPC interaction. The situation is di®erent in quasi-2D systems; there must
be an alternative mechanism giving rise to the slow convergence seen in ¯gures 6.1
and 6.2.
6.5 The exchange-correlation hole
One possible cause of the remaining ¯nite-size error seen with both the MPC and
Ewald interactions is `squashing' of the exchange-correlation hole by the simulation
cell. It is expected that close to the slab surface, where the electron density is lower,
the hole should expand in the xy-direction; if the lateral size of the hole were to
approach the size of the cell, the shape of the hole would be modi¯ed, creating a
¯nite-size error. To investigate this possibility, a simple model of the reaction to an
imposed external charge will be analysed.
Let a charge ±½ext be introduced to the slab system. This will cause some re-
arrangement of the slab electrons, leading to an induced charge density ±½ind. The
total potential is then given by Poisson's equation:
r
2±Átot = ¡4¼(±½ext + ±½ind): (6.29)
A second relation may be obtained by considering the electron density to be
slowly-varying, as in the Thomas-Fermi theory. In this picture, when the electron
energy levels are locally shifted by the small potential ±Átot, the change in the local
electron density is approximately
±nind = g(²F)±Átot (6.30)
where g(²F) is the density of states at the Fermi level:
g(²F) =
µ
3n
¼4
¶1=3
: (6.31)
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Since the induced charge density is created entirely by rearrangement of electrons,
equation (6.30) becomes
±½ind = ¡
µ
3n
¼4
¶1=3
±Átot: (6.32)
Substitution in equation (6.29) leads to the following equation for ±Átot:
"
r
2 ¡ 4
µ
3n
¼
¶1=3#
±Átot = ¡4¼±½ext: (6.33)
In order to solve this equation, the functions are ¯rst expanded in Fourier series
in the xy-plane:
±Átot(r) =
X
kk
±~ Átot(kk;z)e
¡ikk¢rk (6.34)
±½ext(r) =
X
kk
±~ ½ext(kk;z)e
¡ikk¢rk: (6.35)
This step has introduced in-plane periodicity into the problem, which is desirable,
since the aim is to investigate the e®ect of cell size on the hole. The equation to be
solved is now
"
d2
dz2 ¡ k
2
k ¡ 4
µ
3n(z)
¼
¶1=3#
±~ Átot(kk;z) = ¡4¼±~ ½ext(kk;z): (6.36)
At this stage, it is useful to supply the form of the external charge. Since the
idea is to investigate the hole around an electron, the appropriate form is
±½ext(r) = ¡
X
R
±(r ¡ r0 ¡ R) +
1
L2s
£(z)£(s ¡ z): (6.37)
The external charge must be periodic if it is to be expanded in a Fourier series, as
in equation (6.35); this is ensured by the sum over the in-plane lattice vectors R.
The positive charge (which is uniform over the slab) has been added to ensure that
the cell remains charge-neutral.
The problem with this charge density is that it leads to a potential ±Átot which
is divergent at r = r0. Instead, it is convenient to smear out the charge distribution
slightly:
±½ext(r) = ¡
X
R
1
(2¼¾2)3=2e
¡(r¡r0¡R)2=2¾2
+
1
L2s
£(z)£(s ¡ z): (6.38)
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Choosing the origin so that the external charge is at (r0)k = 0 gives the Fourier
components as
±~ ½ext(kk;z) = ¡
1
L2p
2¼¾2e
¡¾2k2
k=2e
¡(z¡z0)2=2¾2
+
1
L2s
£(z)£(s ¡ z)±kk;0: (6.39)
This reduces equation (6.36) to the form
h
^ L(z) ¡ k
2
k
i
±~ Átot(kk;z) =
4¼
L2p
2¼¾2e
¡¾2k2
k=2e
¡(z¡z0)2=2¾2
¡
4¼
L2s
£(z)£(s ¡ z)±kk;0
(6.40)
with
^ L(z) =
d2
dz2 ¡ f(z) (6.41)
and
f(z) = 4
µ
3n(z)
¼
¶1=3
: (6.42)
This nonhomogeneous equation may be solved by computing the appropriate Green's
function, which satis¯es the following equation:
h
^ L(z) ¡ k
2
k
i
G(z;z
0;kk) = ±(z ¡ z
0): (6.43)
In order to proceed further, an analytic expression for the electron density is
required. In the case of a realistic slab, this is not available. However, it is possible
to analyse a more simple case: a sharp surface, where the density pro¯le is
n(z) = n0£(z): (6.44)
The additional positive charge density which was added to maintain the neutrality
of the cell disappears in this limit, which corresponds to letting s ! 1. Some of
the essential surface physics may be lost because of the sharp boundary: the true
unbounded slab will be treated later using computational methods.
For the simpli¯ed surface, the di®erential equation for the Green's function is
"
d2
dz2 ¡ k
2
k ¡ 4
µ
3n0
¼
¶1=3
£(z)
#
G(z;z
0;kk) = ±(z ¡ z
0): (6.45)
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The solution must not diverge as z ! §1; solving the homogeneous version of the
equation in the three regions separately gives
G(z;z
0;kk) =
8
> > > > <
> > > > :
Aekkz z < 0
Be·z + Ce¡·z 0 < z < z0
De¡·z z > z0
(6.46)
where
·
2 = k
2
k + 4
µ
3n0
¼
¶1=3
: (6.47)
It is assumed that z0 > 0; the solution when z0 < 0 will be given later.
The Green's function must be continuous at z = 0 and z = z0. The remaining
boundary conditions are obtained by integration of equation (6.45) over an in¯nites-
imal region about these points, giving the following constraints on the gradient:
lim
a!0
Ã·
dG(z;z0;kk)
dz
¸
z=a
¡
·
dG(z;z0;kk)
dz
¸
z=¡a
!
= 0 (6.48)
lim
a!0
Ã·
dG(z;z0;kk)
dz
¸
z=z0+a
¡
·
dG(z;z0;kk)
dz
¸
z=z0¡a
!
= 1: (6.49)
Applying these boundary conditions gives the four simultaneous equations required
to determine the four constants:
A = B + C (6.50)
kkA = ·(B ¡ C) (6.51)
Be
·z0
+ Ce
¡·z0
= De
¡·z0
(6.52)
·(Be
·z0
¡ Ce
¡·z0
) + 1 = ¡·De
¡·z0
(6.53)
so that
A = ¡
1
(· + kk)
e
¡·z0
(6.54)
B = ¡
1
2·
e
¡·z0
(6.55)
C = ¡
(· ¡ kk)
2·(· + kk)
e
¡·z0
(6.56)
D = ¡
1
2·
·
e
·z0
+
µ
· ¡ kk
· + kk
¶
e
¡·z0
¸
: (6.57)
97CHAPTER 6. THE MODIFIED PERIODIC COULOMB INTERACTION IN
QUASI-2D SYSTEMS
The solution is therefore
G(z;z
0;kk) = ¡
1
2·
8
> > <
> > :
2·
· + kk
ekkz¡·z0
z < 0
e¡·jz¡z0j +
µ
· ¡ kk
· + kk
¶
e¡·(z+z0) z > 0
(z
0 > 0): (6.58)
An identical method gives the Green's function when z0 < 0:
G(z;z
0;kk) = ¡
1
2kk
8
> > <
> > :
e¡kkjz¡z0j +
µ
kk ¡ ·
kk + ·
¶
e¡kk(z+z0) z < 0
2kk
kk + ·
ekkz0¡·z z > 0
(z
0 < 0): (6.59)
The Green's function has the required symmetry property G(z;z0;kk) = G(z0;z;kk).
Once G(z;z0;kk) is known, the potential may be obtained by integration:
±~ Átot(kk;z) =
Z 1
¡1
G(z;z
0;kk)
µ
4¼
L2p
2¼¾2e
¡¾2k2
k=2e
¡(z0¡z0)2=2¾2
¶
dz
0: (6.60)
Since the aim is to calculate the induced change in the charge density (which is
proportional to the original density, and hence zero outside the slab), it is only
necessary to consider the region z > 0. The integration then gives
±~ Átot(kk;z) = ¡
µ
4¼
L2p
2¼¾2e
¡¾2k2
k=2
¶"Z 0
¡1
1
· + kk
e
kkz0¡·ze
¡(z0¡z0)2=2¾2
dz
0
+
1
2·
µ
· ¡ kk
· + kk
¶Z 1
0
e
¡·(z+z0)e
¡(z0¡z0)2=2¾2
dz
0
+
1
2·
Z z
0
e
¡·(z¡z0)e
¡(z0¡z0)2=2¾2
dz
0 +
1
2·
Z 1
z
e
¡·(z0¡z)e
¡(z0¡z0)2=2¾2
dz
0
#
= ¡
¼
L2·
"
2·
· + kk
e
¡·z+kkz0
µ
1 ¡ erf
µ
z0 + kk¾2
p
2¾
¶¶
+
· ¡ kk
(· + kk)
e
(·2¡k2
k)¾2=2¡·z¡·z0
µ
1 + erf
µ
z0 ¡ ·¾2
p
2¾
¶¶
+ e
(·2¡k2
k)¾2=2¡·z+·z0
µ
erf
µ
z ¡ z0 ¡ ·¾2
p
2¾
¶
+ erf
µ
z0 + ·¾2
p
2¾
¶¶
+ e
(·2¡k2
k)¾2=2+·z¡·z0
µ
1 ¡ erf
µ
z ¡ z0 + ¾2·
p
2¾
¶¶#
:
(6.61)
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Figure 6.4: The charge disturbance created by an electron-like test charge at the surface (z0 = 0)
and in the bulk (z0 = 10). The plots show the value of ±nind(r) at the points (x;0;z0) (labelled x)
and (0;0;z0 + z) (labelled z). In the bulk, the x and z curves are identical.
The induced charge density is then readily obtained from equations (6.30), (6.31)
and (6.34) and is plotted in ¯gure 6.4. It is clear from the ¯gure that the `hole'
spreads out in the xy-plane when the charge disturbance is near to the surface. In
the bulk, the parallel and perpendicular directions are equivalent; at the surface,
the hole is deeper and dies away more slowly in the x-direction. The important
issue is the e®ect of the cell size on the shape of the hole. Figure 6.5 shows that the
change is much more pronounced when the disturbance is at the surface, because
of the greater extent of the hole in the xy-direction. The slow decay of the surface
hole means that the result in the small system is signi¯cantly di®erent from that in
the two larger cells. The bulk hole, which decays more rapidly, does not display the
same e®ect.
Returning to a more realistic slab, where the analytic form of n(z) is not known,
the procedure for calculating the induced charge density will now be outlined.
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Figure 6.5: The e®ect of cell size on the shape of the hole. Systems of size L = 20, L = 40 and
L = 80 are compared at a distance of 10 from the centre of the imposed charge; this corresponds
to the edge of the smallest cell, where any di®erence should be most clearly visible. The curves for
the bulk hole at each of the three sizes are indistinguishable on this scale.
One way to obtain the Green's function is through the eigenfunctions of ^ L(z):
^ L(z)un(z) = ¸nun(z): (6.62)
Once again, a Fourier series representation is useful here. Letting
un(z) =
X
kz
~ un(kz)e
¡ikzz (6.63)
f(z) =
X
kz
~ f(kz)e
¡ikzz (6.64)
turns the eigenvalue equation into
¡k
2
z~ un(kz) ¡
X
k0
z
~ f(k
0
z)~ un(kz ¡ k
0
z) = ¸n~ un(kz): (6.65)
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Finding the ~ un now amounts to ¯nding the eigenvectors of the following matrix:
0
B B B B B B B B B B B B B B
@
¡ ~ f(0) ¡ ~ f
µ
¡
2¼
w
¶
¡ ~ f
µ
¡
4¼
w
¶
¢¢¢ ¡ ~ f
µ
2¼
w
¶
¡ ~ f
µ
2¼
w
¶
¡
µ
2¼
w
¶2
¡ ~ f(0) ¡ ~ f
µ
¡
2¼
w
¶
¢¢¢ ¡ ~ f
µ
4¼
w
¶
¡ ~ f
µ
4¼
w
¶
¡ ~ f
µ
2¼
w
¶
¡
µ
4¼
w
¶2
¡ ~ f(0) ¢¢¢ ¡ ~ f
µ
6¼
w
¶
. . .
. . .
. . . ... . . .
¡ ~ f
µ
¡
2¼
w
¶
¡ ~ f
µ
¡
4¼
w
¶
¡ ~ f
µ
¡
6¼
w
¶
¢¢¢ ¡
µ
¡
2¼
w
¶2
¡ ~ f(0)
1
C C C C C C C C C C C C C C
A
:
(6.66)
Here w is the chosen cell size in the z-direction, so that kz = 2m¼=w. In order
that the matrix be ¯nite, m must be restricted. Using the standard discrete Fourier
ordering (as in the matrix itself) gives m = 0;1;2;:::;N=2;¡N=2 + 1;:::;¡1; the
matrix is then of size3 N £ N.
Obtaining the eigenvalues and eigenvectors of this ¯nite matrix is a standard
computational operation. The Green's function can now be constructed:
G(z;z
0;kk) =
X
n
un(z)u¤
n(z0)
¸n ¡ k2
k
=
X
n
1
¸n ¡ k2
k
X
kz
X
k0
z
e
¡i(kzz¡k0
zz0)~ un(kz)~ u
¤
n(k
0
z):
(6.67)
Once the Green's function is known, the response to the imposed charge distri-
bution can be calculated, as in equation (6.60):
±~ Átot(kk;z) = ¡4¼
Z w
0
G(z;z
0;kk)±~ ½ext(kk;z
0) dz
0
= ¡4¼
X
n
1
¸n ¡ k2
k
X
kz
X
k0
z
e
¡ikzz~ un(kz)~ u
¤
n(k
0
z)
Z w
0
e
ik0
zz0
±~ ½ext(kk;z
0) dz
0:
(6.68)
The charge distribution ±½ext is not quite the same as the one used previously, since
it must now be periodic in all three dimensions. The de¯nition given in equation
(6.38) may still be used, with the understanding that R now represents a vector of
3N is assumed to be even.
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Figure 6.6: The Thomas-Fermi hole for di®erent cell sizes in a more realistic model of the slab.
The induced electron density ±nind is plotted at the points (x;0;z0), where z0 corresponds to the
slab centre (labelled `middle') or the conventional slab edge (labelled `surface').
the 3D lattice and that the £-functions now also become periodic. The transform
of ±~ ½ext in the z-direction appearing in equation (6.68) is then
Z w
0
e
ik0
zz0
±~ ½ext(kk;z
0) dz
0 = ¡
1
L2e
¡¾2(k2
k+k02
z )=2+ik0
zz0 +
1
L2e
ik0
zs=2
µ
sin(k0
zs=2)
k0
zs=2
¶
±kk;0:
(6.69)
Combining this with equations (6.30), (6.31), (6.34) and (6.68) gives the induced
charge density:
±nind(r) =
4
L2
µ
3n(z)
¼
¶1=3 X
k
e
¡ik¢r X
n
~ un(kz)
¸n ¡ k2
k
X
k0
z
~ u
¤
n(k
0
z)
"
e
ik0
zz0¡¾2(k2
k+k02
z )=2
¡ e
ik0
zs=2
µ
sin(k0
zs=2)
k0
zs=2
¶
±kk;0
#
:
(6.70)
This is plotted in ¯gure 6.6. On comparing ¯gures 6.5 and 6.6, one major di®erence
stands out immediately: far away from the imposed charge, the induced electron
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density tends to zero in the idealised surface system, but to some non-zero positive
value in the more realistic slab model.
This is because the net change in the electron density is forced to be zero in the
slab system (which is ¯nite); since the electron density is reduced in the vicinity of
the charge disturbance, it must be increased elsewhere. This constraint does not
apply to the idealised surface system (which is in¯nite).
To see this, consider integrating the original di®erential equation (6.29) over the
cell:
Z
cell
r
2±Átot(r) d
3r ¡ 4¼
Z
cell
±nind(r) d
3r = ¡4¼
Z
cell
±½ext(r) d
3r: (6.71)
The external charge density was chosen to be neutral overall, giving
Z
cell
±½ext(r) d
3r = 0: (6.72)
When the potential ±Átot is forced to be periodic, the ¯rst integral in equation (6.71)
also gives zero. This is evident on substitution of the Fourier series representation:
Z
cell
r
2±Átot(r) d
3r =
Z
cell
r
2 X
k
±~ Átot(k)e
¡ik¢r d
3r
= ¡
X
k
k
2±~ Átot(k)
Z
cell
e
¡ik¢r d
3r
= 0:
(6.73)
Thus, for a ¯nite system with periodic boundary conditions, the net change to the
electron density is zero: Z
cell
±nind(r) d
3r = 0: (6.74)
This e®ect becomes smaller as the system size increases, as can be seen in ¯gure 6.6;
in an in¯nite system like the idealised surface, it disappears.
Since the aim is to investigate the exchange-correlation hole, it is helpful to
establish a link between this entity and ±nind. For this, a new notation is required.
The electron density in a system of N electrons at the point r is labelled n(r;N).
When one electron is ¯xed at the position r0, the density at r is n(rjr0;N); this is
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similar to a conditional probability. The exchange-correlation hole for an electron
at r0 is then de¯ned by the formula
n(rjr
0;N) = n(r;N) + nXC(r;r
0;N): (6.75)
In the calculations above, the external charge density was chosen to model an elec-
tron; after ¯xing this electron at r0, the change to the density of the remaining free
electrons was estimated:
±nind(rjr
0;N) ¼ n(rjr
0;N + 1) ¡ n(r;N): (6.76)
Note the change from N to N + 1 in the conditional density, which arises because
an electron has been added to the system. Combining these equations then gives
nXC(r;r
0;N + 1) = n(rjr
0;N + 1) ¡ n(r;N + 1)
¼ ±nind(rjr
0;N) + n(r;N) ¡ n(r;N + 1):
(6.77)
For large N, adding an extra electron should not change the density dramatically.
The following approximation may therefore be used:
n(r;N + 1) ¼
µ
N + 1
N
¶
n(r;N): (6.78)
The exchange-correlation hole is then
nXC(r;r
0;N + 1) ¼ ±nind(rjr
0;N) ¡
1
N
n(r;N): (6.79)
This function is plotted in ¯gure 6.7, which shows the characteristic spreading-out
of the hole near the surface. As in the idealised system, the surface hole is curtailed
by the cell boundary, although the e®ect is weaker. This supports the idea that the
remaining ¯nite-size error is caused by the exchange-correlation hole being squashed
into the simulation cell. This error would act to reduce the energy of the system,
and therefore has the correct sign.
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Figure 6.7: The exchange-correlation hole for a realistic slab.
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The electronic ground-state wave
function from classical plasmon
normal modes
A prerequisite for a successful quantum Monte Carlo simulation is a trial wave
function of good quality. Conventionally, the many-electron trial wave function
takes the form
ªT(X) = e
J(X)D
"(R
")D
#(R
#) (7.1)
where D" and D# are up- and down-spin determinants made up of density-functional
or Hartree-Fock single-electron orbitals. The quality of these orbitals sets a hard
limit on the accuracy of the QMC simulation in variational or ¯xed-node di®usion
Monte Carlo. The Jastrow factor, J, cannot alter the position of the nodes, and
therefore cannot improve the ¯xed-node DMC energy; however, a good Jastrow fac-
tor signi¯cantly improves both the ground-state energy in VMC and the e±ciency
of ¯xed-node DMC simulations. In certain circumstances, a poor-quality Jastrow
factor can make DMC simulations impossible, because the consequent population
°uctuations become unmanageable. This is the case for the jellium slab system,
which also su®ers from the problem that optimising the Jastrow factor is very di±-
cult; in systems such as this, it is very important to obtain as much information as
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possible about the correct form of the wave function by analytical means. One way
to obtain a better Jastrow factor is through a consideration of plasmons.
A plasmon is a collective excitation of electrons. In a system with a homogeneous
electron density, plasmons are well-de¯ned for wavelengths above some critical value;
for wavelengths below this value, the plasmons are able to decay to form electron-
hole pairs.
It is not surprising that the correlation of pairs of electrons can be related to the
collective electron motion described by plasmons; in the past, several authors have
studied this relationship for homogeneous [9] and inhomogeneous systems [28].
The aim of this chapter is to clarify this connection between long-wavelength
plasmons and the electronic ground-state wave function. A prescription for obtain-
ing a Jastrow factor for general inhomogeneous systems will be presented which is
consistent with the previous work, though based on a more `physical' approach; in
addition, it will be shown how a knowledge of the classical plasmon normal modes
allows an alternative method for writing down J.
The electronic SchrÄ odinger equation (equation (2.4)) contains only the electro-
static interaction energy: any interaction arising from currents (or mediated by
a magnetic ¯eld) is neglected. This has important consequences for the plasmon
Hamiltonian, and has a strong bearing on the analysis in the following sections.
7.1 Derivation of the classical plasmon Hamilto-
nian and Lagrangian
In general, a plasmon is associated with a change in the electron density. The
equilibrium electron density will be denoted by ¹ n(r), while the time-dependent per-
turbation to the charge density associated with the plasmon will be written as ½(r;t);
this is assumed to be small, along with all other time-dependent quantities. The
total electron density is therefore
n(r;t) = ¹ n(r) ¡
½(r;t)
e
(7.2)
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In what follows, terms of order ½2 will be neglected: the system will be linearised.
Classically, the (linearised) kinetic energy of the electron gas is
T =
Z
V
1
2
mev
2(r;t)¹ n(r) d
3r (7.3)
where v(r;t) is the electron velocity ¯eld. The current density is given by
J(r;t) = ¡¹ n(r)ev(r;t): (7.4)
The kinetic energy may be written in terms of the current density as
T =
1
2²0
Z
V
J2(r;t)
!2
p(r)
d
3r (7.5)
where
!p(r) =
s
¹ n(r)e2
me²0
(7.6)
is the plasma frequency.
The potential energy is the electrostatic self-interaction energy of the plasmon
charge density:
V =
1
2
Z
V
d
3r
Z
V
d
3r
0 ½(r;t)½(r0;t)
4¼²0jr ¡ r0j
: (7.7)
Working in the Coulomb gauge, the charge density is related to the electrostatic
potential Á(r;t) in the usual way:
¡r
2Á(r;t) =
½(r;t)
²0
; (7.8)
or equivalently
Á(r;t) =
Z
V
½(r0;t)
4¼²0jr ¡ r0j
d
3r
0: (7.9)
This allows the potential energy to be rewritten in the alternative form:
V =
1
2
Z
V
²0 [rÁ(r;t)]
2 d
3r: (7.10)
The Hamiltonian is the sum of the kinetic and potential energies:
H =
1
2
Z
V
µ
J2(r;t)
²0!2
p(r)
+ ²0 [rÁ(r;t)]
2
¶
d
3r: (7.11)
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It is possible to relate the current density to the scalar potential by considering a
microscopic model of the system. Each electron is subject to the electrostatic force,
so that
me _ v(r;t) = erÁ(r;t): (7.12)
Combining this with equation (7.4) then leads to the required relation:
_ J(r;t) = ¡²0!
2
p(r)rÁ(r;t) (7.13)
The Hamiltonian contains J, not _ J; it is therefore convenient to introduce a
second scalar function f(r;t), where
_ f(r;t) = Á(r;t): (7.14)
From equation (7.13), it follows that
J(r;t) = ¡²0!
2
p(r)rf(r;t); (7.15)
subject to reasonable restrictions on J.
In terms of f, the Hamiltonian becomes
H =
²0
2
Z
V
³
!
2
p(r)
£
rf(r;t)
¤2 +
£
r _ f(r;t)
¤2´
d
3r; (7.16)
while the Lagrangian is
L =
²0
2
Z
V
³
¡!
2
p(r)
£
rf(r;t)
¤2 +
£
r _ f(r;t)
¤2´
d
3r: (7.17)
Note that the signs in the Lagrangian are the opposite of what would naively be
expected: this is because the kinetic energy term contains f, while the potential
energy term contains _ f.
To check these results, the equations of motion may be determined. The ¯eld
variable conjugate to f is
±L[f; _ f]
± _ f(r;t)
= ¡²0r
2 _ f(r;t) = ½(r;t): (7.18)
In terms of ½ and f, the Hamiltonian is
H =
1
2
Z
V
µ
²0!
2
p(r)
£
rf(r;t)
¤2 +
Z
V
½(r;t)½(r0;t)
4¼²0jr ¡ r0j
d
3r
0
¶
d
3r: (7.19)
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The ¯rst equation of motion is obtained by setting
_ f(r;t) =
±H[f;½]
±½(r;t)
=
Z
V
½(r0;t)
4¼²0jr ¡ r0j
d
3r
0:
The right-hand side is equal to Á(r;t) (see equation (7.9)); comparison with equation
(7.14) shows that this relation is correct. The second equation of motion is given by
¡_ ½(r;t) =
±H[f;½]
±f(r;t)
= ¡²0r ¢
¡
!
2
p(r)rf(r;t)
¢
: (7.20)
Equation (7.15) then allows f to be replaced, giving
¡_ ½(r;t) = r ¢ J; (7.21)
which is the equation of continuity. The Lagrangian and Hamiltonian de¯ned in
equations (7.17) and (7.16) therefore lead to the correct equations of motion.
Introducing the Fourier transforms
fk =
1
p
V
Z
V
f(r)e
¡ik¢r d
3r
½k =
1
p
V
Z
V
½(r)e
ik¢r d
3r (7.22)
and inverse transforms
f(r) =
1
p
V
X
k
fke
ik¢r
½(r) =
1
p
V
X
k
½ke
¡ik¢r; (7.23)
the Hamiltonian may be written as
H =
1
2
X
k;k0
µ
²0fkf¡k0k ¢ k
0 1
V
Z
V
!
2
p(r)e
i(k¡k0)¢r d
3r
+½¡k½k0
1
V
Z
V
Z
V
ei(k¢r¡k0¢r0)
4¼²0jr ¡ r0j
d
3r d
3r
0
¶
=
1
2
X
k;k0
µ
²0fkkMkk0k
0f¡k0 + ½¡k
±kk0
²0k2½k0
¶
(7.24)
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where
Mkk0 =
^ k ¢ ^ k0
V
Z
V
!
2
p(r)e
i(k¡k0)¢r) d
3r: (7.25)
The reason for choosing opposite signs in the transforms of f and ½ is to ensure that
fk and ½k are conjugate variables. This conjugate variable requirement implies that
½k =
@L(ffkg;f _ fkg)
@ _ fk
=
Z
V
±L[f; _ f]
± _ f(r;t)
@ _ f(r;t)
@ _ fk
d
3r
=
1
p
V
Z
V
½(r;t)e
ik¢r d
3r: (7.26)
The k = 0 terms are excluded; this will be the case for all sums from now on. The
justi¯cation for this is that the average charge density °uctuation is constrained to
be zero, and the average potential (which corresponds to _ fk=0) may be chosen to be
zero.
7.2 Quantisation and diagonalisation of the Hamil-
tonian
In equation (7.24), the Hamiltonian is expressed in terms of pairs of discrete con-
jugate variables. Quantisation proceeds by letting fk and ½k become operators,
subject to the commutation relation
£
½k;fk0
¤
= ¡i~±kk0: (7.27)
These are not Hermitian operators; however, they are the Fourier components of
operators corresponding to real, observable ¯elds, and must obey the symmetry
rules
½
y
k = ½¡k; f
y
k = f¡k: (7.28)
The quantum-mechanical Hamiltonian operator is therefore
H =
1
2
X
k;k0
µ
½
y
k
±kk0
²0k2½k0 + ²0fkkMkk0k
0f
y
k0
¶
: (7.29)
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which describes a set of coupled harmonic oscillators; the coupling between the
oscillations of di®erent k-vector is governed by the Hermitian matrix M.
To uncouple the oscillators, M must be diagonalised:
Mkk0 =
X
i
Uki¸iU
¤
k0i: (7.30)
Here, U is the unitary matrix of eigenvectors and ¸ represents the eigenvalues of M.
From equation (7.25), it is clear that
Mkk0 = M
¤
k0k = M
¤
(¡k)(¡k0) = M(¡k0)(¡k): (7.31)
These symmetry relations have implications for U which will prove useful. The
eigenvalue equation is
X
k0
Mkk0Uk0i = ¸iUki: (7.32)
Replacing k with ¡k, k0 with ¡k0 and taking the complex conjugate gives
X
k0
M
¤
(¡k)(¡k0)U
¤
(¡k0)i = ¸
¤
iU
¤
(¡k)i: (7.33)
Equation (7.31) then implies that
X
k0
Mkk0U
¤
(¡k0)i = ¸iU
¤
(¡k)i: (7.34)
Comparison with equation (7.32) shows that U¤
(¡k)i is also an eigenvector of M, with
the same eigenvalue ¸i. If ¸i is non-degenerate, the two eigenvectors are the same,
and
U
¤
(¡k)i = Uki (7.35)
to within a phase factor, which is chosen to be zero. If ¸i is degenerate, it is possible
to choose linear combinations of the degenerate eigenvectors to ensure that this
condition is met.
Using equation (7.25), and the fact that
X
i
UkiU
¤
k0i =
X
i
UkiU
y
ik0 = ±kk0; (7.36)
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the Hamiltonian may be recast as
H =
1
2
X
i
Ã
1
²0
X
k
Uki½
y
k
k
X
k0
U¤
k0i½k0
k0 (7.37)
+²0¸i
X
k
kUkifk
X
k0
k
0U
¤
k0if
y
k0
!
=
1
2
X
i
µ
1
²0
p
y
ipi + ²0¸iqiq
y
i
¶
: (7.38)
The new operators correspond to the normal coordinates:
p
y
i =
X
k
Uki½
y
k
k
½
y
k =
X
i
U
¤
kikp
y
i (7.39a)
q
y
i =
X
k
U
¤
kikf
y
k f
y
k =
X
i
Ukiq
y
i
k
: (7.39b)
One can show that p
y
i is an Hermitian operator; beginning with the complex con-
jugate of equation (7.39a), and using equations (7.28) and (7.35), it follows that
pi =
X
k
U¤
ki½k
k
=
X
k
U(¡k)i½k
k
=
X
k0
Uk0i½
y
k0
k0
= p
y
i:
(7.40)
A similar proof demonstrates that qi is also Hermitian. The commutation relation
for these operators is
£
pi;qj
¤
= ¡i~±ij: (7.41)
The Hamiltonian is now
H =
1
2
X
i
µ
1
²0
p
2
i + ¸i²0q
2
i
¶
: (7.42)
In terms of the coordinates fpig and fqig, the diagonalised Hamiltonian is completely
separable. The eigenfunctions are products of the form
ª(fpig) =
Y
i
Ãi(pi) (7.43)
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where
1
2
µ
1
²0
p
2
i + ¸i²0q
2
i
¶
Ãi = EiÃi: (7.44)
Diagonalisation is now trivial. The usual operators
ai =
r
1
2²0~!i
pi ¡ i
r
²0!i
2~
qi (7.45a)
a
y
i =
r
1
2²0~!i
pi + i
r
²0!i
2~
qi (7.45b)
are introduced, which obey the commutation relation
£
ai;a
y
j
¤
= ±ij: (7.46)
De¯ning !i =
p
¸i, the Hamiltonian becomes
H =
X
i
~!i
µ
a
y
iai +
i
2~
£
pi;qi
¤¶
=
X
i
~!k
µ
a
y
iai +
1
2
¶
=
X
i
~!ia
y
iai + zero-point energy. (7.47)
The zero-point energy, though in¯nite, is constant; it therefore does not a®ect the
form of the wave function, and will be omitted from now on. It appears as the
consequence of having an in¯nite number of oscillators, each of which contributes
its own zero-point energy. This may be clearly seen in equation (7.47).
7.3 The ground-state wave function
The equation which determines the form of Ãi for the ground-state wave function is
aiÃi = 0: (7.48)
To express ai in terms of qi alone, the representation of pi in the qi basis is required.
The commutation relation for these operators, equation (7.41), implies that
qi(pi) = i~
@
@pi
: (7.49)
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Substituting equations (7.49) and (7.45a) into equation (7.48) and solving the
resulting di®erential equation gives
Ãi(pi) = exp
µ
¡
p2
i
2²0~!i
¶
: (7.50)
The full ground-state solution is therefore
ª(fpig) = exp
Ã
¡
1
2²0~
X
i
1
!i
p
2
i
!
: (7.51)
Alternatively, equation (7.39) may be used to obtain the solution in terms of the
Fourier components of the plasmon charge density:
ª(f½kg) = exp
Ã
¡
1
2²0~
X
k;k0
½
¤
k
¡
M¡1=2¢
kk0
kk0 ½k0
!
: (7.52)
Equation (7.2) gives the relationship between the plasmon charge density and the
electron density in real space. In Fourier space, this becomes
½k = ¡e(nk ¡ ¹ nk) (7.53)
where nk and ¹ nk are de¯ned analogously1 to ½k. Substituting for ½k allows the
ground-state wave function to be written in terms of the electron density:
ª(fnkg) = exp
Ã
¡
e2
2²0~
X
k;k0
¡
n
¤
k ¡ ¹ n
¤
k
¢
¡
M¡1=2¢
kk0
kk0
¡
nk0 ¡ ¹ nk
¢
!
: (7.54)
The electron density operator is
n(r) =
X
i
±(r ¡ ri); (7.55)
or, in k-space,
nk =
1
p
V
X
i
e
ik¢ri: (7.56)
The ¯nal step is to write the ground-state wave function in terms of the electron
coordinates:
ª(frig) = exp
Ã
¡
1
2
X
i;j
u(ri;rj) +
X
i
Â(ri)
!
(7.57)
1See equation (7.22).
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where
Â(ri) =
e2
²0~
p
V
X
k;k0
e
¡ik¢ri
¡
M¡1=2¢
kk0
kk0 ¹ nk0 (7.58)
and
u(ri;rj) =
e2
²0V ~
X
k;k0
e
¡ik¢ri
¡
M¡1=2¢
kk0
kk0 e
ik0¢rj: (7.59)
In this notation, the double sum over i and j is unrestricted and includes the case
i = j; this means that a part of the one-body term is incorporated in the sum over
u.
It is useful to obtain the ground-state wave function in terms of f, rather than
½. Instead of solving equation (7.48) for pi, it may be solved for qi, giving
Ãi(qi) = exp
µ
¡
²0!iq2
i
2~
¶
(7.60)
The full ground-state wave function is then
ª(ffkg) = exp
Ã
¡
²0
2~
X
k;k0
fkk
¡
M
1=2¢
kk0 k
0f
¤
k0
!
: (7.61)
7.4 Normal modes
An alternative approach to the analysis of the previous section is to diagonalise
the Hamiltonian before quantising; this is perhaps neater, and emphasises the r^ ole
played by the normal modes of the classical system, which will be useful later. To
diagonalise the classical Hamiltonian, it is necessary to establish the equation of
motion satis¯ed by the ¯eld f; this is obtained by combining equations (7.18) and
(7.20):
¡r
2 Ä f = r ¢
¡
!
2
prf
¢
: (7.62)
The de¯ning characteristic of a normal mode is harmonic time dependence; the
normal modes for f therefore satisfy the equation
!
2
ir
2fi = r ¢
¡
!
2
prfi
¢
: (7.63)
Multiplying by fj and integrating gives
!
2
i
Z
V
fjr
2fi d
3r =
Z
V
fjr ¢
¡
!
2
prfi
¢
d
3r; (7.64)
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or, on rearranging,
!
2
i
Z
V
rfj ¢ rfi d
3r =
Z
V
!
2
prfj ¢ rfi d
3r: (7.65)
Swapping the indices gives the corresponding expression
!
2
j
Z
V
rfi ¢ rfj d
3r =
Z
V
!
2
prfi ¢ rfj d
3r: (7.66)
Taking the di®erence of the two previous equations shows that
¡
!
2
i ¡ !
2
j
¢Z
V
rfi ¢ rfj d
3r = 0: (7.67)
In the non-degenerate case, this implies that rfi and rfj are orthogonal, in the
sense that Z
V
rfi ¢ rfj d
3r = 0 (!i 6= !j). (7.68)
When the modes are degenerate, it is always possible to construct combinations
of the (linearly independent) functions which are orthogonal. If, additionally, the
modes are taken to be normalised, the general result
Z
V
rfi ¢ rfj d
3r = ±ij (7.69)
is obtained. A secondary consequence is that
Z
V
!
2
prfi ¢ rfj d
3r = !
2
i±ij: (7.70)
Any solution of the original problem (equation (7.62)) may therefore be expanded
in terms of the normal modes as follows:
rf =
X
i
®irfi: (7.71)
The normal mode amplitudes are determined by the inverse relation
®i =
Z
V
rfi ¢ rf d
3r: (7.72)
This converts the classical Hamiltonian of equation (7.24) into the form
H =
²0
2
X
i
¡
_ ®
2
i + !
2
i®
2
i
¢
: (7.73)
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The Lagrangian becomes
L =
²0
2
X
i
¡
_ ®
2
i ¡ !
2
i®
2
i
¢
; (7.74)
leading to the set of conjugate variables
¯i =
@L
@ _ ®i
= ²0 _ ®i: (7.75)
In terms of the new variables, the Hamiltonian is
H =
1
2
X
i
µ
1
²0
¯
2
i + ²0!
2
i®
2
i
¶
: (7.76)
As before, the Hamiltonian may be quantised; this time, the commutation relation
is between ®i and ¯j:
£
¯j;®i
¤
= ¡i~±ij: (7.77)
If the normal modes are chosen to be real, the operators f®i;¯ig are Hermitian. The
Hamiltonian operator is therefore
^ H =
X
i
~!i
"µr
1
2²0~!i
¯i + i
r
²0!i
2~
®i
¶µr
1
2²0~!i
¯i ¡ i
r
²0!i
2~
®i
¶
¡
i
2~
£
®i;¯i
¤
#
=
X
i
~!i
µ
a
y
iai +
1
2
¶
=
X
i
~!ia
y
iai + zero-point energy (7.78)
where the operators a
y
i and ai are de¯ned in equation (7.45); they obey the commu-
tation relation (7.46).
Comparison with the results of section 7.3 gives the ground-state wave function
as
ª(f¯ig) = exp
Ã
¡
1
2²0~
X
i
1
!i
¯
2
i
!
; (7.79)
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or, using equations (7.75) and (7.72),
ª[ _ f] = exp
Ã
¡
²0
2~
X
i
1
!i
µZ
V
rfi ¢ r _ f d
3r
¶2!
(7.80a)
ª[½] = exp
Ã
¡
1
2²0~
X
i
1
!i
µZ
V
fi½ d
3r
¶2!
(7.80b)
ª(frig) = exp
0
@¡
e2
2²0~
X
i
1
!i
Ã
¡
X
m
fi(rm) +
Z
V
fi¹ n d
3r
!21
A: (7.80c)
Several previous results have been used in equation (7.80), including equations
(7.2), (7.18) and (7.55).
The wave function has now been reduced to the standard form given in equation
(7.57), with
Â(r) =
e2
²0~
X
i
1
!i
fi(r)
Z
V
fi(r
0)¹ n(r
0) d
3r
0 (7.81)
and
u(r;r
0) =
e2
²0~
X
i
1
!i
fi(r)fi(r
0): (7.82)
Note that Á and f satisfy the same equation of motion. The boundary conditions
used in determining the normal modes for these two quantities are also identical;
in fact, the normal modes di®er only by a numerical factor, and not in functional
form. The numerical factor may be eliminated by suitable normalisation, with the
result that fi can be replaced by Ái in equations (7.81) and (7.82).
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Applying the plasmon normal
mode theory to slab systems
In this chapter, the application of the techniques developed in chapter 7 to jellium
slab systems will be discussed. The ¯rst task is to establish the form of the plasmon
normal modes; this will be dealt with in section 8.1. In section 8.2, the equations
of chapter 7 will be applied to these modes, giving the plasmon contribution to
the ground-state wave functions. Because studying plasmons only gives information
about long-wavelength correlations, it is necessary to combine the plasmonic form
with knowledge of the correlation between electrons at short distances in order to
generate good trial wave functions; this is discussed in section 8.3, along with the
results of using this method.
8.1 Classical plasmons in slabs
The system to be considered is illustrated in ¯gure 8.1. It consists of a metal slab of
width s, characterised by a simple non-absorptive frequency-dependent conductivity,
surrounded by vacuum.
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z = 0
z = s
z
x
metal
vacuum
vacuum
Figure 8.1: The metal slab.
The appropriate versions of Maxwell's equations are
r ¢ E =
½
²0
r £ E = ¡
@B
@t
(8.1)
r ¢ B = 0 r £ B = ¹0J +
1
c2
@E
@t
: (8.2)
8.1.1 The metal conductivity
In the jellium model of a bulk metal, the (smoothed-out) charge density is zero in the
steady state: the electron and background charges cancel each other out completely.
In equation (8.1), ½ refers to the net charge.
Any departure of ½ from zero will be caused by motion of electrons, because the
background charge is not free to move; the same is true for any current density. The
current density at the point r is therefore given by
J(r) = ¡n(r;t)ev(r;t) (8.3)
where n(r;t) is the electron density and v(r;t) is the velocity of the electrons at r.
For small amplitude oscillations, it is reasonable to make the linearising approxima-
tion1 n(r;t) = n0(r), where n0 is the steady-state electron density.
1The formal approach is to treat any time-dependent quantity as a small perturbation. In fact,
n(r;t) = n0(r)¡
½(r;t)
e . In the expression for the current density, the second-order term ½(r;t)v(r;t)
is then discarded.
121CHAPTER 8. APPLYING THE PLASMON NORMAL MODE THEORY TO
SLAB SYSTEMS
If there are no collisions then the classical equation of motion for each electron
is
me _ v = ¡eE (8.4)
which, under the assumption of harmonic time dependence,2 may be manipulated
to obtain the conductivity:
i!mev = ¡eE (8.5)
¡n0ev =
n0e2
i!me
E (8.6)
J = ¾E (8.7)
where
¾ =
ne2
ime!
=
²0!2
p
i!
: (8.8)
The quantity
!p =
s
ne2
me²0
(8.9)
is the plasma frequency.
8.1.2 Solving Maxwell's equations
Applying the results of the preceding section to equations (8.1) and (8.2) gives
r ¢ E =
½
²0
r £ E = ¡i!B (8.10)
r ¢ B = 0 r £ B =
i
!c2(!
2 ¡ !
2
p)E: (8.11)
Conveniently, these apply both to the metal and the vacuum, with the understanding
that !p = 0 in the vacuum.
Combining the `curl' equations gives
r £ r £ E =
1
c2(!
2 ¡ !
2
p)E: (8.12)
2In the search for normal modes, all time-varying quantities are taken to have the form ei!t.
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To look for solutions propagating in a direction parallel to the slab, we set
E(r;t) = E(z)e
i(!t¡kx); (8.13)
which, on substitution into equation (8.12) leads to the set of equations
¡ik
dEz
dz
¡
d2Ex
dz2 =
!2 ¡ !2
p
c2 Ex (8.14a)
k
2Ey ¡
d2Ey
dz2 =
!2 ¡ !2
p
c2 Ey (8.14b)
¡ik
dEx
dz
+ k
2Ez =
!2 ¡ !2
p
c2 Ez (8.14c)
The y equation is decoupled from the others, and has solutions
Ey = E0e
§Kyz (8.15)
where
k
2 ¡ K
2
y =
!2 ¡ !2
p
c2 : (8.16)
If k = 0, the solution is symmetrical in x and y; equation (8.14a) corresponds
to equation (8.14b), with Ex replacing Ey. Equation (8.14c) shows that there is no
¯eld in the z-direction in this case, unless ! = !p.
When k 6= 0 and ! 6= !p, equation (8.14c) may be rearranged to give
Ez =
¡ikc2
!2 ¡ !2
p ¡ k2c2
dEx
dz
; (8.17)
which, on substitution into equation (8.14a), leads to
d2Ex
dz2 =
µ
k
2 ¡
!2
c2 +
!2
p
c2
¶
Ex: (8.18)
The ¯elds may then be calculated:
Ex = E0e
§Kz (8.19)
Ez = §E0
ik
K
e
§Kz (8.20)
where
K =
r
k2 ¡
!2
c2 +
!2
p
c2 (with !p = 0 in vacuum): (8.21)
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These solutions are transverse, because r ¢ E = 0 (except at the boundaries).
Equations (8.14a), (8.14b) and (8.14c) make it clear that ! = !p constitutes
a special case. The oscillations for which this condition is satis¯ed are the bulk
plasmons; note that there are no bulk plasmon solutions in the vacuum.3
Equation (8.11) shows that there is no B-¯eld at this frequency; then, from
equation (8.10), r£E = 0, which implies that the E-¯eld is longitudinal. The only
restriction on the functional form of the ¯eld is that
ik
dEx
dz
+ k
2Ez = 0: (8.22)
The remaining special case is when !2 = !2
p+k2c2 (or in vacuum, ! = kc). Then
Ex = E0 (8.23a)
Ez = ikzE0 + E1 (8.23b)
where E0 and E1 are constants.
8.1.3 Boundary conditions
At any plane interface, Maxwell's equations may be used to demonstrate that the
component of the E-¯eld parallel to the interface is continuous, while there is a
discontinuity in the component perpendicular to the interface equal to the surface
charge density.
The same free-electron model which was used to estimate the conductivity is
useful here. For the interface illustrated in ¯gure 8.2, the surface charge density at
the interface is ¡n0eq, where q represents the displacement (in the direction normal
to the interface) of each electron at the boundary from its equilibrium position:
E
(v)
z ¡ E
(m)
z = ¡
n0eq
²0
: (8.24)
3The equivalent of a bulk plasmon in vacuum is the zero-frequency solution: the electric ¯eld
generated by a charge density which is constant in time.
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z
q
metal
vacuum
Figure 8.2: The surface charge density.
To relate this to the previous calculation, note that vz = _ q. It then follows that
E
(v)
z ¡ E
(m)
z = ¡
n0evz
i²0!
(8.25)
=
¾
i²0!
E
(m)
z (8.26)
= ¡
!2
p
!2E
(m)
z : (8.27)
To summarise, the boundary conditions at an interface between metal and vac-
uum are:
E
(m)
x = E
(v)
x (8.28a)
E
(m)
y = E
(v)
y (8.28b)
µ
1 ¡
!2
p
!2
¶
E
(m)
z = E
(v)
z : (8.28c)
Note that from now on, !p is being used exclusively to refer to the plasma frequency
of the metal.
In the limit z ! §1, all ¯eld components are required to tend to zero. This ex-
cludes both the non-physical (constant or increasing) and the radiative (oscillatory)
solutions.
8.1.4 Surface plasmons
In order to maintain the relationship speci¯ed by equation (8.28) at the interfaces,
k and ! must take the same values in the metal and the vacuum. One consequence
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of the boundary conditions at in¯nity is that K must be real if any ¯eld is to exist
in the vacuum; equation (8.21) then implies that
k > !=c: (8.29)
This condition also ensures that K is real in the metal.4
The surface plasmon solutions (! 6= !p) for Ex and Ez are therefore
Ex =
8
> > > > <
> > > > :
E0e¡Kvz when z > s
E1e¡Kmz + E2eKmz when 0 < z < s
E3eKvz otherwise
(8.30)
Ez =
8
> > > > <
> > > > :
¡ ik
KvE0e¡Kvz when z > s
ik
Km
¡
¡E1e¡Kmz + E2eKmz¢
when 0 < z < s
ik
KvE3eKvz otherwise
(8.31)
with
Kv =
r
k2 ¡
!2
c2 (8.32)
Km =
r
k2 ¡
!2
c2 +
!2
p
c2 : (8.33)
The y-component of the ¯eld, as was mentioned previously, is not coupled to the
others. This component is transverse everywhere, because r ¢ E = 0, even at the
interfaces. Thus, Ey is not related to any change in the charge density, and will not
be dealt with further.
The boundary conditions at z = 0 and z = s impose the relations:
E0e
¡Kvs = E1e
¡Kms + E2e
Kms (8.34a)
E3 = E1 + E2 (8.34b)
¡
ik
Kv
E0e
¡Kvs =
µ
1 ¡
!2
p
!2
¶
ik
Km
¡
¡E1e
¡Kms + E2e
Kms¢
(8.34c)
ik
Kv
E3 =
µ
1 ¡
!2
p
!2
¶
ik
Km
(¡E1 + E2): (8.34d)
4This is not required, merely a consequence of equation (8.29).
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Eliminating E0 and E3 gives
E1e
¡Kms + E2e
Kms =
1
R
¡
E1e
¡Kms ¡ E2e
Kms¢
(8.35a)
¡E1 ¡ E2 =
1
R
(E1 ¡ E2): (8.35b)
where
R =
Km!2
Kv
¡
!2 ¡ !2
p
¢: (8.36)
A ¯nal rearrangement gives
E1(1 ¡ R)e
¡Kms = E2(1 + R)e
Kms (8.37a)
E1(1 + R) = E2(1 ¡ R) (8.37b)
so that the dispersion relation is
(1 ¡ R)2
(1 + R)2 = e
2Kms: (8.38)
This may be solved numerically: results are shown in ¯gure 8.3. To obtain an
approximate analytical solution, equation (8.38) is ¯rst expanded:
k =
!
c
v u u t [tanh(Kms=2)]
§2 + !2=
¡
!2
p ¡ !2¢
[tanh(Kms=2)]
§2 ¡ !4=
¡
!2
p ¡ !2¢2 (8.39)
Note that the right-hand side contains Km, which depends on k. However, equation
(8.33) shows that for small k (and therefore small !) Km ¼ kp, where kp = !p=c.
More precisely, let
¢ =
µ
k
kp
¶2
¡
µ
!
!p
¶2
: (8.40)
Because k > !=c, ¢ is always positive and is of order (k=kp)2 at most; when k ¿ kp,
¢ ¿ 1 and an expansion in terms of ¢ is reasonable. Substituting for Km gives
tanh
µ
Kms
2
¶
= tanh
µ
kps
2
¶
+ ¢
µ
kps
4
¶·
sech
µ
kps
2
¶¸2
+ O[¢
2]: (8.41)
Inserting this expression into equation (8.39) and expanding then leads to the fol-
lowing approximate form of the dispersion relation:
k
kp
=
!
!p
s
1 + [tanh(kps=2)]
¨2
µ
!2
!2
p
+ 2
!4
!4
p
¶
+ O
"µ
!
!p
¶7#
+ O
"µ
!
!p
¶3
¢
2
#
:
(8.42)
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Figure 8.3: The dispersion relation for a slab with s = 200 and density parameter rs = 2:0 (in
Hartree atomic units). This density corresponds to a plasma frequency !p = 0:6124. The crosses
represent the results of applying a numerical root-¯nding algorithm to equation (8.39); the smooth
lines correspond to the small-k approximation given in equation (8.42). In the limit of large k, !
tends to !p=
p
2.
This demonstrates that ¢ is in fact of order (!=!p)4. Rearranging equation (8.42)
to give an expression for ! leads to
!
!p
¼
v u u
u t
1
2
·
tanh
µ
kps
2
¶¸§2
0
@
s
1 + 4
·
tanh
µ
kps
2
¶¸¨2 µ
k
kp
¶2
¡ 1
1
A: (8.43)
As will be demonstrated below, the two branches of the dispersion curve repre-
sent symmetric and antisymmetric charge oscillations; as the slab is made wider,
tanh(kps=2) ! 1 and the two modes become degenerate.
The surface plasmons are transverse: the only places at which the charge density
changes (i.e., r¢E 6= 0) are the boundaries between vacuum and metal. The surface
charge density is related via the boundary condition (8.28c) to the change in Ez at
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the interface:
½s = ²0
8
> <
> :
ik
Km (¡E1 + E2) ¡ ik
KvE3 at z = 0
¡ ik
KvE0e¡Kvs ¡ ik
Km
¡
¡E1e¡Kms + E2eKms¢
at z = s.
(8.44)
The dependence on x and t is exactly as for the E-¯eld. Using equations (8.34),
(8.36) and (8.38), the various ¯eld amplitudes may be related to each other and thus
eliminated (except for one):
E0 = §e
KvsE3 (8.45a)
E1 =
1 ¡ R
2
E3 (8.45b)
E2 =
1 + R
2
E3: (8.45c)
The surface charge density is then
½s = §
²0ik
Kv
!2
p
!2 ¡ !2
p
E3: (8.46)
The positive sign always applies at z = 0. For symmetric oscillation, it is also taken
at z = s: the surface charge density variations on the two interfaces are then in
phase. The negative sign applies at z = s in the case of antisymmetric oscillation,
so that the two surface charge densities are in antiphase. The lower branch of the
dispersion graph corresponds to symmetric oscillation.
The electric ¯eld created by the surface charge is given by the solution of equation
(8.1), with a charge density of
½(x;z;t) = ½0(!)
¡
±(z) § ±(z ¡ s)
¢
e
i(!t¡kx): (8.47)
This longitudinal (electrostatic) ¯eld may be expressed as the gradient of a scalar
potential, Á. Assuming a solution of the form
Á(x;z;t) = Áz(z)e
i(!t¡kx) (8.48)
means that the scalar potential must satisfy the equation
µ
¡k
2 +
d2
dz2
¶
Áz(z) = ¡
½0
²0
(±(z) § ±(z ¡ s)): (8.49)
129CHAPTER 8. APPLYING THE PLASMON NORMAL MODE THEORY TO
SLAB SYSTEMS
The left-hand side is the modi¯ed Helmholtz equation in one dimension, which has
the Green's function
G(z;z
0) =
1
2k
e
¡kjz¡z0j: (8.50)
Adapting this to equation (8.49) gives the full solution
Áz(z) = ¡
½0
2k²0
¡
e
¡kjzj § e
¡kjz¡sj¢
: (8.51)
The electric ¯eld is then easy to calculate:
E = ¡rÁ (8.52)
= ¡
½0
2²0
e
i(!t¡kx) [fx(z)^ x + fz(z)^ z] (8.53)
where
fx(z) = i
¡
e
¡kjzj § e
¡kjz¡sj¢
(8.54)
fz(z) = sgn(z)e
¡kjzj § sgn(z ¡ s)e
¡kjz¡sj (8.55)
The components of the ¯eld are plotted in ¯gure 8.4.
For all surface plasmons, ! < !p.
8.1.5 Bulk plasmons
Solutions also exist for the bulk plasmons. When ! = !p, the boundary condition
on Ez (equation (8.28c)) implies that at the interface E
(v)
z = 0. The general form of
the ¯eld in the vacuum is
E
(v)
z =
8
> <
> :
E0e¡Kvz when z > s
E1eKvz when z < 0
(8.56)
E
(v)
x =
8
> <
> :
ik
KvE0e¡Kvz when z > s
¡ ik
KvE1eKvz when z < 0
(8.57)
with Kv given by equation (8.32). If E
(v)
z = 0 at z = s and z = 0 then both E0 and
E1 are also zero, and consequently there is no ¯eld in the vacuum. Consideration of
equation (8.23) shows that this is also true in the special case k = kp = !p=c.
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Figure 8.4: The x- and z-components of the longitudinal electric ¯eld associated with the surface
plasmon oscillations.
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The bulk plasmons (de¯ned by ! = !p) must therefore satisfy the condition
E
(m)
x (z = 0) = E
(m)
x (z = s) = 0; (8.58)
along with equation (8.22). Suitable normal modes in the slab are:
Ex(z) = E0 sinkzz (8.59a)
Ez(z) =
ikz
k
E0 coskzz (8.59b)
where
kz =
n¼
s
; n 2 Z
+: (8.60)
There is a special case to consider: when k = 0, equation (8.14a) gives
d2Ex
dz2 = 0 (8.61)
in the slab, which, when combined with condition (8.58), means that Ex = 0 every-
where. The z-component of the ¯eld is a function of z only, and is not restricted at
the interfaces.
A more general solution, in which the in-plane propagation is no longer restricted
to the x-direction, is obtained by a rotation about the z-axis:
Ekk;kz(r;t) = E0
µ
^ kk sinkzz + ^ z
ikz
kk
coskzz
¶
e
i(!pt¡kk¢rk): (8.62)
The vector kk has taken the place of k; ^ kk and ^ z are unit vectors. It will be convenient
to write k to represent the vector (kk;kz).
In order to normalise the plasmon modes, it is required that
Z
V
jEk(r;t)j
2 d
3r = 1: (8.63)
The volume over which the plasmons are normalised is V = L2s. This gives
E
2
0 = 2k
2
k=k
2V : (8.64)
In the new notation, k2 means k2
k + k2
z. The normalised ¯eld is then
Ek(r;t) =
p
2
k
p
V
¡
kk sinkzz + ikz coskzz
¢
e
i(!pt¡kk¢rk): (8.65)
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This solution includes the case kk = 0 discussed previously. Note that kz is restricted
to positive values.
Any electric ¯eld within the slab may be expressed as a sum of the normal
modes described in equation (8.65). However, any physical ¯eld is real; it is useful
to convert the set of complex modes to an equivalent set of real modes by forming
appropriate linear combinations.5
The symmetry relation
Ekkkz = ¡E
¤
(¡kk)kz (8.66)
which follows from equation (8.65) shows that real modes may be obtained by taking
the combinations
E1k(r) =
i
p
2
³
Ekkkz(r) + E(¡kk)kz(r)
´
=
2
k
p
V
¡
kk sinkzz sinkk ¢ rk ¡ kz coskzz coskk ¢ rk
¢
(8.67a)
E2k(r) =
1
p
2
³
Ekkkz(r) ¡ E(¡kk)kz(r)
´
=
2
k
p
V
¡
kk sinkzz coskk ¢ rk + kz coskzz sinkk ¢ rk
¢
: (8.67b)
There are now two modes for each k-vector, so the number of labels required is
reduced by half. The restriction applies to the xy-plane: if (kk +kz) is a valid label
for a mode, then (¡kk + kz) is not. With this restriction, the modes described in
equation (8.67) form a complete orthonormal set, in the sense that
Z
V
Ejk(r) ¢ Ej0k0(r) d
3r = ±jj0±kk0: (8.68)
The special case kk = 0 is included in equation (8.67), with the understanding that
there is no type 2 mode.
The potential associated with these normal modes may be obtained by integra-
5When quantising a Hamiltonian expressed in terms of the normal mode coordinates, it is con-
venient for them to represent real quantities, and thus to be associated with Hermitian operators.
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tion:
Á1k(r) =
r0=r Z
r0=0
2
k
p
V
¡
kk sinkzz sinkk ¢ rk ¡ kz coskzz coskk ¢ rk
¢
¢ dr
0
= ¡
2
k
p
V
sinkzz coskk ¢ rk (8.69)
Á2k(r) =
r0=r Z
r0=0
2
k
p
V
¡
kk sinkzz coskk ¢ rk + kz coskzz sinkk ¢ rk
¢
¢ dr
0
=
2
k
p
V
sinkzz sinkk ¢ rk: (8.70)
8.1.6 Surface plasmons in electrostatic theory
The bulk plasmons described in section 8.1.5 do not have any associated magnetic
¯eld, and the electric ¯eld is purely longitudinal. They are based solely on the
Coulomb interaction. In contrast, the surface plasmons of section 8.1.4 cannot be
described using the electrostatic theory alone. The normal-mode theory of chapter
7 uses only the Coulomb interaction, because this is all that is contained in the stan-
dard SchrÄ odinger equation; the surface plasmons corresponding to the electrostatic
theory must therefore be obtained.
In this theory, equation (8.4) is replaced by
me _ v = erÁ: (8.71)
The electrons now interact only via the Coulomb force. The current-¯eld relation
becomes
_ J = ¡²0!
2
prÁ: (8.72)
Combining this expression with the equation of continuity,
r ¢ J = ¡
@½
@t
; (8.73)
gives the electrostatic equation of motion for the scalar potential:
r
2Ä Á = ¡r ¢
¡
!
2
prÁ
¢
: (8.74)
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This reproduces equation (7.62). In the slab and the vacuum, !2
p is constant; the
equation of motion in each of these regions becomes
r
2Ä Á = ¡!
2
pr
2Á: (8.75)
Searching for a travelling-wave solution of the form
Á(r;t) = Áz(z)e
i(!t¡kx) (8.76)
leads to the following equation for Áz:
!
2
µ
k
2Áz ¡
d2Áz
dz2
¶
= !
2
p
µ
k
2Áz ¡
d2Áz
dz2
¶
: (8.77)
As noted above, the bulk plasmons (with ! = !p) are solutions of this equation.
When ! 6= !p, the solutions must satisfy Laplace's equation:
d2Áz
dz2 ¡ k
2Áz = 0: (8.78)
In the case of the slab, the solutions take the simple form
Áz =
8
> > > > <
> > > > :
Aekz when z < 0
Bekz + Ce¡kz when 0 < z < s
De¡kz otherwise.
(8.79)
This ensures that Á ! 0 as z ! §1, as long as the trivial solution with k = 0 is
excluded. The other boundary conditions (as derived in section 8.1.3) are:
@Á(m)
@x
=
@Á(v)
@x
(8.80)
µ
1 ¡
!2
p
!2
¶
@Á(m)
@z
=
@Á(v)
@z
: (8.81)
Applying these conditions to equation (8.79) leads to the dispersion relation
!
!p
=
r
1 § e¡ks
2
(8.82)
which is plotted in ¯gure 8.5. The relationship between the amplitudes A, B, C,
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Figure 8.5: The dispersion relation for surface plasmons in the electrostatic theory. The slab
width is 20 au. For metallic densities, the Fermi wave vector is of order 1, whereas kp » 0:01. The
plasmon frequency very rapidly reaches the large-k limit of !p=
p
2; this is the result obtained for
a semi-in¯nite system, and indicates that the coupling between surface plasmon modes on the two
sides of the slab is weaker than that obtained when using the full dynamical theory.
and D is also determined, giving
Ák(r) = Ake
¡ikx
8
> > > > <
> > > > :
ekz when z < 0
ekz¨e¡k(z¡s)
1¨eks when 0 < z < s
¨e¡k(z¡s) otherwise.
(8.83)
As with the bulk plasmons earlier, this result can be generalised to allow prop-
agation in any direction parallel to the slab by a rotation of the axes. The form of
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the scalar potential is then
Á
§
1kk(r) =
µ
1 ¨ e¡kks
2L2kk
¶1=2
coskk ¢ rk
8
> > > > <
> > > > :
ekkz when z < 0
e
kkz¨e
¡kk(z¡s)
1¨e
kks when 0 < z < s
¨e¡kk(z¡s) otherwise
(8.84a)
Á
§
2kk(r) =
µ
1 ¨ e¡kks
2L2kk
¶1=2
sinkk ¢ rk
8
> > > > <
> > > > :
ekkz when z < 0
e
kkz¨e
¡kk(z¡s)
1¨e
kks when 0 < z < s
¨e¡kk(z¡s) otherwise.
(8.84b)
The complex solutions have been combined into pairs of real modes; in addition,
these have been normalised so that
Z
V
h
rÁkk(r)
i2
d
3r = 1: (8.85)
8.2 The plasmon wave function for slab systems
Equations (7.81) and (7.82) give a prescription for calculating a Jastrow factor based
on plasmon normal modes. The normal modes appropriate to jellium slab systems
have been obtained in the preceding sections; here, the prescription of chapter 7 will
be applied to these modes.
The bulk plasmon modes given in equations (8.69) and (8.70) are degenerate in
frequency: all oscillate at ! = !p. The restrictions on k for these modes are as
follows:
² each kk is a reciprocal lattice vector;
² if kk is included, ¡kk is not;
² kz = n¼=s, where n = 1;2;3;::: and s is the slab width;
² the magnitude is limited: jkj < kc;
² there is no type 2 mode when kk = 0.
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The cut-o® wave vector kc is related to the electron density [73]:
kc »
1
p
rs
: (8.86)
In a homogeneous system, plasmons with wave vector greater than kc are no longer
well-de¯ned; at k » kc, the (almost °at) plasmon dispersion curve merges with the
particle-hole continuum [17]. In general, it is not obvious how to apply the cut-o®
in an inhomogeneous system. However, in the slab system under consideration here,
the electron density is approximately constant within the slab and zero outside; it is
therefore reasonable to apply the same cut-o® as would be used in a homogeneous
system of equivalent density.
Substituting these functions in place of the ffig in equation (7.81) gives
Âbulk(r) =
e2
~!p²0
X
k
³
Á1k(r)
Z
V
Á1k(r
0)¹ n(z
0) d
3r
0
+ Á2k(r)
Z
V
Á2k(r
0)¹ n(z
0) d
3r
0
´
=
e2
~!p²0
X
kz
4
k2
zs
sinkzz
Z s
0
¹ n(z
0)sinkzz
0 dz
0 £(z)£(s ¡ z) (8.87)
while substitution in equation (7.82) gives
ubulk(r;r
0) =
e2
~!p²0
X
k
³
Á1k(r)Á1k(r
0) + Á2k(r)Á2k(r
0)
´
=
e2
~!p²0V
X
k
4
k2 coskk ¢ (rk ¡ r
0
k)sinkzz sinkzz
0
£ £(z)£(s ¡ z)£(z
0)£(s ¡ z
0): (8.88)
The sum is understood to include the term with kk = 0. The Heaviside functions
appear because the bulk plasmons have zero amplitude outside the slab. Note that
only the modes with kk = 0 contribute to the Â-function; all others integrate to
zero. Taking the density to be constant (to be consistent with the derivation of the
plasmon modes), ¹ n(z) = n0, giving
Âbulk(r) =
e2
~!p²0
X
kz
4n0
k3
zs
sinkzz(1 ¡ coskzs)£(z)£(s ¡ z): (8.89)
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Unlike the bulk plasmons, the electrostatic surface plasmon modes (equations
(8.84a) and (8.84b)) are not degenerate in frequency; the dispersion relation is given
in equation (8.82), and plotted in ¯gure 8.5. The same restrictions on kk apply as
in the bulk case,6 with the additional constraint that kk 6= 0. The surface plasmon
contribution to the two-body function is therefore
usurf(r;r
0) =
e2
~!p²0
X
kk
µr
2
1 + e¡kks
h
Á
+
1kk(r)Á
+
1kk(r
0) + Á
+
2kk(r)Á
+
2kk(r
0)
i
+
r
2
1 ¡ e¡kks
h
Á
¡
1kk(r)Á
¡
1kk(r
0) + Á
¡
2kk(r)Á
¡
2kk(r
0)
i¶
=
e2
~!p²0V
X
kk
coskk ¢
¡
rk ¡ r
0
k
¢
Fkk(z;z
0) (8.90)
where Fkk is de¯ned in table 8.1. The constants used in this de¯nition are
Akk =
s
p
2
2kk
p
1 + e¡kks
Bkk =
s
p
2
2kk
p
1 ¡ e¡kks
Ckk = 1 ¡ e
kks
Dkk = 1 + e
kks:
(8.91)
There is no surface plasmon contribution to the one-body term; the integral
Z
V
Á
§
jkk(r
0)¹ n(z
0) d
3r
0 (8.92)
is zero for all surface plasmon modes Á
§
jkk.
6The surface plasmon dispersion curve tends to !p=
p
2 when k À 1=s; it should therefore meet
the electron-hole continuum earlier than the bulk plasmon dispersion curve (which is °at, lying at
! = !p). It could be argued that a smaller cut-o® should be used for the surface plasmon modes,
but because the cut-o® is only expected to be correct to within an order of magnitude, this seems
unnecessary.
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z z0 Fkk(z;z0)
< 0 < 0 ekk(z+z0¡s)¡
¡AkkCkk + BkkDkk
¢
< 0 0 ! s ekk(z+z0¡s)
³
¡Akk + Bkk
´
+ ekk(z¡z0)
³
Akk + Bkk
´
< 0 > s ekk(z¡z0)¡
AkkCkk + BkkDkk
¢
0 ! s 0 ! s 2cosh
£
kk(z + z0 ¡ s)
¤¡
¡Akk=Ckk + Bkk=Dkk
¢
+2cosh
£
kk(z ¡ z0)
¤¡
Akk=Ckk + Bkk=Dkk
¢
0 ! s > s ekk(s¡z¡z0)
h
¡Akk + Bkk
i
+ ekk(z¡z0)
h
Akk + Bkk
i
> s > s ekk(s¡z¡z0)¡
¡AkkCkk + BkkDkk
¢
Table 8.1: The function Fkk(z;z0). This contains all the z- and z0-dependence of the part of upl
arising from the surface plasmon contribution. The constants Akk, Bkk, Ckk and Dkk are de¯ned
in equation (8.91).
Combining the bulk and surface terms gives the full plasmon two-body function:
upl(r;r
0) = ubulk(r;r
0) + usurf(r;r
0)
=
e2
~!p²0V
X
kk
coskk ¢ (rk ¡ r
0
k)
µ
Fkk(z;z
0)+
+
X
kz
4
k2 sinkzz sinkzz
0£(z)£(s ¡ z)£(z
0)£(s ¡ z
0)
¶
: (8.93)
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8.2.1 Approximate analytic solution for an in¯nite slab
It is possible to obtain an approximation to upl by taking the slab width s and the
cell size L to in¯nity, in which case the sums become integrals:
X
kz>0
!
s
¼
Z 1
0
dkz (8.94)
X
kk
!
L2
(2¼)2
Z 1
¡1
dkx
Z 1
0
dky (8.95)
The system is no longer a slab but a single surface (at z = 0) of in¯nite extent in
the x- and y-directions.
Note that a further approximation has also been introduced here: the k-space
cut-o® described in the previous section has been neglected in order to enable the
integrals to be solved analytically.
In this limit, the bulk term becomes
u
1
bulk(r;r
0) =
e2
~!p²0V
Z
k
4
k2 coskk ¢ (rk ¡ r
0
k)sinkzz sinkzz
0 V d3k
¼(2¼)2 £(z)£(z
0)
=
e2
2¼3²0~!p
Z 1
0
dkz
³
coskz(z ¡ z
0) ¡ coskz(z + z
0)
´
£
Z 1
0
dkk
kk
k2
k + k2
z
Z ¼
0
dµ cos
¡
kk¢rk cos(µ ¡ Á)
¢
£(z)£(z
0) (8.96)
where ¢rk = rk ¡ r0
k and Á = tan¡1(¢y=¢x). Performing the integration gives
u
1
bulk(r;r
0) =
e2
2¼3²0~!p
Z 1
0
dkz
³
coskz(z ¡ z
0) ¡ coskz(z + z
0)
´
£(z)£(z
0)
£
Z 1
0
dkk
kk
k2
k + k2
z
¼J0
¡
kk¢rk
¢
£(z)£(z
0)
=
e2
2¼2²0~!p
Z 1
0
dkz
³
coskz(z ¡ z
0) ¡ coskz(z + z
0)
´
K0
¡
kz¢rk
¢
£ £(z)£(z
0)
=
e2
2¼2²0~!p
Ã
¼
2
p
(z ¡ z0)2 + (¢rk)2 ¡
¼
2
p
(z + z0)2 + (¢rk)2
!
£(z)£(z
0)
=
e2
4¼²0~!pjr ¡ r0j
Ã
1 ¡
s
1
1 + 4zz0
jr¡r0j2
!
£(z)£(z
0): (8.97)
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Several standard integrals involving Bessel functions have been used.
In the limit s ! 1, the surface term simpli¯es to
u
s!1
surf (r;r
0) =
p
2e2
²0~!pL2
X
kk
1
kk
coskk ¢ ¢rk e
¡kk(jzj+jz0j): (8.98)
When the limit L ! 1 is also taken, the prescription of equation (8.95) for con-
verting the summation to an integral gives
u
1
surf(r;r
0) =
p
2e2
4¼2²0~!p
Z 1
0
k dk
Z ¼
0
dµ
e¡kk(jzj+jz0j)
k
coskk ¢ ¢rk
=
p
2e2
4²0¼2~!p
Z 1
0
dk e
¡kk(jzj+jz0j)
Z ¼
0
dµ cos
¡
kk¢rk cos(µ ¡ Á)
¢
=
p
2e2
4¼2²0~!p
Z 1
0
dk e
¡kk(jzj+jz0j)¼J0
¡
kk¢rk
¢
=
p
2e2
4¼²0~!p
p
(jzj + jz0j)2 + (¢rk)2: (8.99)
The full plasmon two-body function in this limit is therefore
u
1
pl(r;r
0) =
e2
4¼²0~!p
"
£(z)£(z
0)
Ã
1
jr ¡ r0j
¡
1
p
(z + z0)2 + (¢rk)2
!
+
p
2
p
(jzj + jz0j)2 + (¢rk)2
#
:
(8.100)
This function is plotted in ¯gures 8.6, 8.7, 8.8 and 8.9. The contribution from the
bulk plasmons is only relevant when both electrons are inside the metal; when the
electrons are deep inside, u1
pl tends to the expected homogeneous electron gas form.
The correlation is boosted for electrons closer to the boundary.
The singularities present in equation (8.100) are a feature of the approximations
which have been made; they do not appear in the original expressions relevant to
a ¯nite slab and cell. In any case, the plasmon theory is not expected to predict
electron-electron correlation accurately at short range; the cusp conditions described
in appendix B and discussed in the next section give more information about this
regime.
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Figure 8.6: The plasmon contribution to the two-body function in the Jastrow factor. In this and
subsequent graphs, one electron is ¯xed (here at z0 = 2:0, inside the slab); the plot shows the
dependency of u1
pl on the parallel separation ¢rk and the z-coordinate of the other electron.
8.3 Creating a realistic Jastrow factor
Equation (8.89) and (8.93) are the ¯nal results of applying the plasmon theory to
the jellium slab system, and they are obtained from a consideration of the plasmon
degrees of freedom only.
The full electronic Hamiltonian (equation (2.9)) can be separated into long-range
plasmonic and short-range terms:
^ H = ^ Hpl + ^ Hsr: (8.101)
The plasmon Hamiltonian ^ Hpl is the one described in chapter 7 and appearing in
di®erent forms in equations (7.11), (7.16), (7.19) and (7.47). The long-range part of
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Figure 8.7: The ¯xed electron is at z0 = 1:0: inside the slab but close to the surface.
the Coulomb interaction is subsumed into ^ Hpl; the remaining screened interaction
stays in ^ Hsr. The SchrÄ odinger equation has been e®ectively separated; the ground-
state eigenfunction is then a product of the form
ªpr = ªplªsr: (8.102)
The basis for the separation is the physical observation that plasmons exist.
The short-range wave function does not contain information about the long-
range correlations between electrons; however, it should contain the short-range
correlations. The conventional trial wave functions used in QMC have
ªsr = D
"D
#; (8.103)
where the determinants are made up of orbitals obtained from a mean-¯eld calcu-
lation. This wave function does not include the necessary information about short-
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Figure 8.8: The ¯xed electron is now just outside the slab at z0 = ¡1:0; the bulk plasmons no
longer contribute to u1
pl.
range correlation between electrons; this must therefore be introduced arti¯cially.
The behaviour of the wave function when two electrons are in close proximity is
analysed in appendix B; the divergence in the potential energy in this limit must be
compensated by a cancelling divergence in the kinetic energy, which can only arise
as a consequence of a cusp (gradient discontinuity) in the wave function. The cusp
conditions, originally due to Kato [37], specify only the gradient with respect to the
separation of the two electrons in the limit of this separation tending to zero; they
do not determine the value of the wave function.
In appendix B, it is shown that a wave function with the desired short-range
behaviour is
ª = exp
·
¡
1
2
X
i6=j
ucusp(ri;rj)
¸
ªsmooth; (8.104)
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Figure 8.9: The ¯xed electron is now further outside the slab (z0 = ¡2:0), and the strength of the
correlation is reduced.
where ªsmooth is the unmodi¯ed cuspless wave function and
ucusp(xi;xj) =
µ
mee2
4¼²0~2
¶
¯¾i¾je
¡®¾i¾jrij: (8.105)
The analysis depends on the original wave function ªsmooth being smooth (hence the
subscript): more precisely, it must be possible to expand this function in a Taylor
series about the point ri = rj, irrespective of the positions of the other electrons.
This is true for the two-determinant wave function ªsr, and almost true for the
product wave function ªpr. The problem is that the plasmon contribution ªpl has
cusps at the slab boundaries.
In fact, the cusps in the plasmon wave function create a more serious problem
in QMC. These extended gradient discontinuities lead to singularities in the second
derivative of ªpl which should make a ¯nite contribution to the energy expectation
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value. However, because these points (which constitute a region of zero volume) are
never sampled in a QMC simulation, their contribution is missed, and any expecta-
tion values involving the Laplacian will not be accurate. This is not the case for the
integrable point singularities in the Laplacian of the electron-electron cusps, which
do not generate errors in QMC.
Therefore, in order to achieve proper sampling in QMC, and also to implement
the electron-electron cusp conditions correctly, it is necessary to smooth out the
plasmon wave function: both upl and Âbulk must be modi¯ed to have continuous
¯rst and second derivatives.
8.3.1 Removing undesirable cusps
The cusps in ubulk, usurf and Âbulk are a consequence of the piecewise way in which
these functions are constructed. A simple and appealing method of removing the
cusps is to blur the boundaries between the regions of de¯nition.
For the purpose of illustration, consider an arbitrary function f(x) with the
following form near the point x = x0:
f(x) = f1(x)£(x ¡ x0) + f2(x)£(x0 ¡ x): (8.106)
A smooth approximation to f is
f
s(x) = f1(x)T(x ¡ x0) + f2(x)T(x0 ¡ x) (8.107)
where the smoothing function T has the following properties:
² the value and ¯rst and second derivatives are continuous;
² lim
x!1T(x) = 1;
² lim
x!¡1T(x) = 0;
² the transition between these limiting values takes place over some quanti¯able
distance ¢x.
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In addition, it is desirable that T(0) = 1
2; then if f(x) is continuous, the original
value of f on the boundary is preserved. A function with these characteristics is
T(x) =
1 ¡ tanhkcx
2
: (8.108)
This function has a transition region of size ¢x » k¡1
c , which is the shortest length-
scale available for plasmons with a cut-o® of kc in reciprocal space.
Replacing £ with T in equations (8.88) and (8.89) gives the corrected bulk
plasmon formulae:
Â
s
bulk(r) =
e2
~!p²0
X
kz
4n0
k3
zs
sinkzz(1 ¡ coskzs)T(z)T(s ¡ z) (8.109)
u
s
bulk(r;r
0) =
e2
~!p²0V
X
k
4
k2 coskk ¢ (rk ¡ r
0
k)sinkzz sinkzz
0
£ T(z)T(z
0)T(s ¡ z)T(s ¡ z
0): (8.110)
The cusps of the surface plasmon two-body term are contained in the function
Fkk(z;z0) (given in table 8.1). The smooth version of Fkk is
F
s
kk(z;z
0) = Fkk(z < 0;z
0 < 0)T(z)T(z
0)
+ Fkk(z < 0;0 < z
0 < s)T(z)T(¡z
0)T(z
0 ¡ s)
+ Fkk(z < 0;z
0 > s)T(z)T(s ¡ z
0)
+ ¢¢¢ :
(8.111)
Replacing Fkk with F s
kk in equation (8.90) renders usurf cusp-free.
Figures 8.10 and 8.11 illustrate the e®ect of removing the cusps from Âbulk and
upl; some detail is lost when the electrons are close to the slab edges.
8.3.2 Applying the electron-electron cusps
Having removed the undesirable cusps in the plasmon wave function, the next step
is to insert the desirable ones! This proceeds as indicated in equation (8.104):
ª = exp
·
¡
1
2
X
i6=j
ucusp(xi;xj) ¡
1
2
X
i;j
u
s
pl(ri;rj) +
X
i
Â
s
bulk(ri)
¸
D
"(R
")D
#(R
#):
(8.112)
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Figure 8.10: Removing the cusps from upl at the slab boundaries. In each plot, one electron is ¯xed
while the other is scanned along a line in the z-direction; the x- and y-coordinates are chosen to
be the same, so that ¢rk = 0. The smoothed and unsmoothed curves are almost indistinguishable
when the electrons are far from the slab edges; the most pronounced di®erence appears when one
electron is just inside the slab edge (the black curves). This and the following plots were calculated
for a cell containing 600 electrons, with s = 17:64248 and rs = 2:07 (in Hartree atomic units).
The free parameter ®¾i¾j in the electron-electron cusp function ucusp determines the
distance at which the short-range cusp-dominated behaviour is replaced by the long-
range plasmonic form. Following the discussion in the previous section, this distance
should be » k¡1
c , which means that ®¾i¾j = kc. The remaining parameter, ¯¾i¾j is
determined by equation (B.21).
There is one further subtlety related to the use of periodic boundary condi-
tions. The plasmon two-body function, by construction, is periodic in the xy-plane;
however, the cusp function is not. It is therefore important to ensure that ucusp
is e®ectively zero before the electron-electron separation reaches a maximum;7 not
7The electron-electron distance has a maximum because all electron-electron interactions (in-
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Figure 8.11: Removing the cusps from Âbulk at the slab boundaries; Âs
bulk is compared with Âbulk.
taking this precaution would risk the introduction of yet more unwanted cusps in the
wave function. A factor of e
¡r2
ij=L2
c is included for this purpose. The cut-o® distance
Lc should be larger than k¡1
c , to avoid interfering with the short-range behaviour,
but signi¯cantly less than the Wigner-Seitz radius of the cell. The ¯nal form of the
cusp function is
ucusp(xi;xj) =
µ
mee2
4¼²0~2
¶
1
2kc
µ
1
1 + ±¾i¾j
¶
e
¡kcrij¡r2
ij=L2
c: (8.113)
The full two-body function is plotted in ¯gure 8.12, along with the usual homoge-
neous form (equation (3.79)) for comparison.
The purpose of the two-body terms is to incorporate correlations into the wave
function: principally to keep electrons apart. However, a secondary e®ect (in non-
homogeneous systems) is to alter the electron density. In the case of the slab,
using only a u term forces electrons away from the centre, towards the slab edges;
cluding correlations) are treated in the minimum-image scheme described in chapter 6.
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Figure 8.12: The smoothed, cusp-corrected plasmon two-body function. The homogeneous curve
is plotted for comparison.
the density spreads out more. This e®ect is undesirable, because the initial two-
determinant wave function usually gives an accurate estimate of the density. The Â
function serves to correct this problem, restoring the original density.
The plasmon Â function should be expected to correct the density changes cre-
ated by upl. It should not be expected to account for the additional e®ect of using
ucusp; thus, it is necessary to make a ¯nal modi¯cation to the wave function.
Returning to equation (8.87), it is evident that the plasmon one-body function
has the form
Âbulk(r) =
Z
V
ubulk(r;r
0)¹ n(z
0) d
3r
0: (8.114)
To within a factor of (2N¡1)=2N, this is in agreement with the ¯ndings of Malatesta
et al. [56], which are based on a plausibility argument. The di®erence arises because
in that work, the terms with i = j in the double sums used to de¯ne u are neglected;
in the explicit plasmon formulation used here and in the work of Gaudoin et al. [28],
it is more natural to include these terms.
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An improved one-body function may be obtained by replacing ubulk in equation
(8.114) with the full two-body term, giving
Â(r) = Âbulk(r) + Âcusp(r) (8.115)
where
Âcusp(r) =
1
2
Z
V
h
ucusp(r ";r
0 ") + ucusp(r ";r
0 #)
i
¹ n(z
0) d
3r
0:
=
µ
mee2
4¼²0~2
¶
3
8kc
Z
V
¹ n(z
0)e
¡kcjr¡r0j¡(r¡r0)2=L2
c d
3r
0:
(8.116)
This step is not rigorously justi¯ed; the relationship (8.114) has only been shown
to apply to the plasmon part of the Jastrow factor. However, this relationship has
proven to be accurate in the past. The surface plasmon term usurf is not included;
the in-plane integral is zero8 because there is no surface plasmon with kk = 0.
The integral in equation (8.116) is over the cell. However, the factor of e¡(r¡r0)2=L2
c
in ucusp is designed to ensure that ucusp becomes zero well before jr¡r0j approaches
the size of the cell. Conveniently, this means that the integral may equally well be
evaluated over the entire xy-plane. Switching to cylindrical polar coordinates gives
Z
V
¹ n(z
0)e
¡kcjr¡r0j¡(r¡r0)2=L2
c d
3r
0 = 2¼
Z 1
z0=¡1
Z 1
½0=0
¹ n(z
0)exp
µ
¡kc
p
½02 + (z ¡ z0)2
¡
½02 + (z ¡ z0)2
L2
c
¶
½
0 d½
0 dz
0:
(8.117)
There is no dependence on the in-plane components of r.
The integral is solved in appendix C. Without specifying the form of ¹ n, the
result is
Â(r) = Âbulk(r) +
µ
mee2
4¼²0~2
¶
3¼L2
c
8kc
e
k2
cL2
c=4
Z 1
z=¡1
¹ n(z
0)
(
exp
µ
¡
·
jz ¡ z0j
Lc
+
kcLc
2
¸2¶
¡
kcLc
p
¼
2
erfc
µ
jz ¡ z0j
Lc
+
kcLc
2
¶)
dz
0:
(8.118)
8See equation (8.92).
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Making the approximation (once again) that ¹ n is constant within the slab then gives
Â(r) = Âbulk(r) +
µ
mee2
4¼²0~2
¶
3
16
n0L
4
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cL2
c=4
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¡
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z
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(8.119)
where
a(z) =
8
> > > > <
> > > > :
0 when z < 0
z when 0 < z < s
s otherwise.
(8.120)
This version of the modi¯cation to Â is plotted in ¯gure 8.13; the relative size of
the correction is small (» 1% in the centre of the slab). Fortunately, the correction
is cuspless. The modi¯cation obtained by using the true density and integrating
equation (8.118) is very similar to that shown in ¯gure 8.13 for the unbounded9
slab; the di®erence is slightly more noticeable for the bounded slab.
The sum containing upl in equation (8.112) is unrestricted: it includes terms
with i = j. It is perhaps clearer to organise one- and two-body functions sepa-
rately, so that the full plasmon wave function (with appropriate cusps, and without
9See chapter 5 for a description of these two versions of the jellium slab.
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Figure 8.13: The one-body term Âcusp, for various values of the cut-o® distance Lc, calculated
using equation (8.119); this equation was derived using the approximation of constant electron
density within the slab. This term is designed to combat the density-changing e®ects of ucusp. As
Lc becomes large, the curves tend to a limit, because the decay of ucusp is then dominated by kc
rather than Lc.
inappropriate ones) is
ª = exp
·
¡
1
2
X
i6=j
³
ucusp(xi;xj) + u
s
pl(ri;rj)
´
+
X
i
³
Â
s
bulk(ri) + Âcusp(ri) ¡
1
2
u
s
pl(ri;ri)
´¸
D
"(R
")D
#(R
#):
(8.121)
8.4 Results
In order to test the plasmon-derived Jastrow factor, variational Monte Carlo sim-
ulations were carried out for the two versions of the jellium slab system described
in chapter 5. For both systems, a cell containing 600 electrons was used, with the
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slab width s = 17:64248 and density parameter rs = 2:07.10 At this electron den-
sity (which corresponds to aluminium), the plasma frequency is !p = 0:581574 and
the plasmon reciprocal-space cut-o® is kc = 0:695048. Using 600 electrons means
that the length of side of the cell is L = 35:5464; in this relatively large cell, the
long-range plasmon correlations should be important, whereas in a small cell with
L » k¡1
c , the short-range behaviour would be expected to dominate. In addition, it
means that Lc = 5:5, so that Lc À k¡1
c and the short-range function ucusp is allowed
to decay naturally. As a further check, simulations were also carried out for an even
larger system containing 1600 electrons.
The trial wave functions used in the test were of the standard two-determinant
Slater-Jastrow form described in equation (3.77), with determinantal orbitals ob-
tained from LDA calculations. In addition to the VMC energies, it is instructive to
compare the electron density pro¯les generated by the di®erent Jastrow factors:
n(z) =
Z
jª(r1;:::;rN)j
2
N X
i=1
±(z ¡ zi) d
3r1 ¢¢¢ d
3rN: (8.122)
During the VMC simulation, the z-positions of the electrons are sampled period-
ically. These coordinates are taken from the distribution with probability density
function n(z)=N. To see this, consider P(a < z1 < b) (the probability that the ¯rst
electron lies in a given z-range):
P(a < z1 < b) =
Z b
z1=a
ÃZ
jª(r1;:::;rN)j
2 dx1 dy1 d
3r2 ¢¢¢ d
3rN
!
dz1
=
Z b
z=a
n(z)
N
dz:
(8.123)
The problem of reconstructing the probability density function n(z)=N from the set
of sampled points fzig is addressed in appendix D.
8.4.1 Unbounded slab
Figure 8.14 shows the density pro¯le of the original two-determinant wave function.
Because the orbitals used in the determinants were taken from an LDA calculation,
10For the rest of this chapter, all measurements will once again be quoted in atomic units.
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Figure 8.14: The electron density pro¯le, from LDA and VMC. The wave function used in VMC
was a product of determinants made up of LDA orbitals, with no Jastrow factor; the densities are
the same, to within the VMC noise.
the pro¯le should match the LDA density, which is also shown. Assuming that
the LDA density is reasonably accurate, this provides a reference for the results to
follow.
First, the e®ect of introducing only the homogeneous short-ranged two-body
term ucusp is investigated. Fahy and coworkers [21] were the ¯rst to point out in
the context of quantum Monte Carlo simulations that adding a homogeneous11 two-
body term causes the electron density to become more uniform; this is seen in ¯gure
8.15. However, the e®ect is small.
The change in electron density brought about by using the plasmon two-body
term is much more dramatic, and is illustrated in ¯gure 8.16. The long-range cor-
relations cause the electron density to be pushed almost entirely into bands outside
11The term `homogeneous' here refers to the fact that u only depends on the relative spin and
separation of the electrons, and not on their individual positions.
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Figure 8.15: The e®ect on the electron density of including a homogeneous two-body term of
the form given in equation (8.113) in the wave function. The density becomes slightly more
homogeneous, with more electrons being pushed into the vacuum regions outside the slab.
the original slab. In these regions, upl is much weaker than in the centre.
The function of the one-body term is to restore the correct electron density.
Remarkably, given the dramatic separation observed in ¯gure 8.16, this is achieved
by Âpl; ¯gure 8.17 shows the density pro¯le for the full wave function given in
equation (8.121).
An important test for the plasmonic wave function is to compare it with a wave
function containing only the short-range electron-electron cusp terms, ucusp and
Âcusp. The density is plotted in ¯gure 8.18, from which it is evident that the original
LDA density is almost exactly recovered. This is an indication that the expres-
sion (8.119) for Âcusp, which was not rigorously derived but constructed based on a
plausibility argument, works very well for this system.
The results for a larger system of 1600 electrons are almost identical to those for
the 600-electron system; table 8.2 shows the e®ect of the di®erent Jastrow factors
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Figure 8.16: The electron density pro¯le when the plasmon two-body term (ucusp+us
pl) is included
in the VMC wave function. The pro¯le is completely di®erent to the original curve, with almost
all the electrons now at the slab edges. The change is much more pronounced than when the
homogeneous (and short-ranged) ucusp alone was used.
on the VMC energy for the two sizes. The lowest energy is obtained when only
the short-ranged part of the Jastrow factor is used. This is because, in this case,
the electron density pro¯le is very close to the (presumably optimal) original LDA
pro¯le. The short range of the two-body term means that it disrupts the density
less, and there is consequently less work for the one-body function to do.
In contrast, the plasmon two-body function is very long-ranged, and has an enor-
mous impact on the electron density (as seen in ¯gure 8.16); the plasmon one-body
function is correspondingly large. Although this function comes close to restoring
the original density, it is not perfect: this may be due to the way in which the
functions have been smoothed, or the fact that the Jastrow factor was derived for
an idealised slab of constant density.
These results suggest that having the correct electron density is more important
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Figure 8.17: The density pro¯le when the full plasmon Jastrow factor is included in the VMC wave
function. The result is very close to the original density, although not perfect.
Number of electrons in cell Jastrow factor used Energy per electron (mHa)
600 none 32:5 § 0:2
ucusp 12:5 § 0:1
us
pl + ucusp 3361 § 3
short-ranged Jastrow 6:14 § 0:07
full plasmon Jastrow 7:95 § 0:06
1600 none 32:9 § 0:2
short-ranged Jastrow 4:8 § 0:2
full plasmon Jastrow 8:4 § 0:4
Table 8.2: The energy per electron, calculated in VMC, for the unbounded jellium slab. Results for
two di®erent cell sizes and various forms of Jastrow factor are shown. The `full plasmon Jastrow'
refers to a wave function of the type described in equation (8.121); the `short-ranged Jastrow' uses
only ucusp and Âcusp.
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Figure 8.18: The electron density pro¯le for a Jastrow factor consisting of only the short-range
two-body function ucusp and the corresponding one-body term Âcusp.
than having the precise form of u. Up to this point, no optimisation has been carried
out: all parameters have been calculated in advance, based only on theoretical
considerations. To improve the plasmon Jastrow factor, a reasonable approach is
to take the wave function of equation (8.121) as a starting point, and then to add
a small one-body term with adjustable parameters, with the aim of restoring the
initial density.
8.4.2 Bounded slab
Although the plasmon Jastrow factor for the unbounded slab performed well, and
should provide a good starting point for optimisation, the unoptimised form did not
improve on the simple short-ranged Jastrow factor, which came closer to maintaining
the LDA density and hence generated a lower energy.
The bounded jellium slab is in some ways a more accurate representation of
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Figure 8.19: Electron density pro¯le for the bounded slab, in LDA and VMC (with no Jastrow
factor).
the system for which the plasmon normal modes were derived; electrons are truly
con¯ned to the slab, as in the original model. In the bounded jellium slab, it is
not necessary to smooth out the cusps at the slab edges, because the determinantal
part of the wave function already goes to zero here. The smoothing is presumably
one of the areas which contribute to the small but signi¯cant errors in the Jastrow
factor for the unbounded slab; the fact that it is not required for the bounded slab
suggests that the results for the plasmon Jastrow factor should be better here.
Figures 8.19, 8.20, 8.21, 8.22, and 8.23 illustrate the electron density pro¯les
for the various di®erent versions of Jastrow factor; the corresponding energies are
recorded in table 8.3.
The e®ect of including only the short-range two-body term (¯gure 8.20) is to
reduce the energy and move the electron density away from the centre of the slab;
as in the unbounded slab, the change in the electron density is small.
Even with the electrons con¯ned to the slab, the plasmon two-body term com-
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Figure 8.20: Electron density pro¯le for the bounded slab, with a Jastrow factor containing only
the short-ranged two-body term. The disturbance to the density is small; this is re°ected in the
VMC energy, which is signi¯cantly lower than when using no Jastrow factor.
Number of electrons in cell Jastrow factor used Energy per electron (mHa)
600 none 85:9 § 0:4
ucusp 62:2 § 0:3
us
pl + ucusp 8870 § 70
short-ranged Jastrow 58:8 § 0:2
full plasmon Jastrow 55:1 § 0:1
1600 none 87:9 § 1:2
short-ranged Jastrow 60:1 § 0:9
full plasmon Jastrow 53:3 § 0:8
Table 8.3: The VMC energy per electron for the bounded jellium slab.
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Figure 8.21: Electron density pro¯le for the bounded slab, with the plasmon two-body term only.
The long-ranged correlations alter the density drastically, as in the unbounded slab; electrons are
pushed to the slab edges.
pletely changes the electron density when used without the corresponding one-body
function; this is illustrated in ¯gure 8.21. When the one-body function is applied,
the density is very close to the LDA result, as can be seen in ¯gure 8.22. The
correction is better here than in the unbounded slab. Consequently, the energy is
lower than that achieved with the full short-ranged Jastrow factor; the density for
this con¯guration, shown in ¯gure 8.23, is as good as that for the plasmon Jastrow
factor, but the energy is higher.
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Figure 8.22: Electron density pro¯le for the bounded slab, with the full plasmon Jastrow factor.
The density is very close to the LDA form, and the energy is lower than when using only the
short-ranged Jastrow.
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Figure 8.23: Electron density pro¯le for the bounded slab, with the full short-ranged Jastrow
factor. The LDA density is almost restored, and the energy is lower than when using only ucusp,
though not as low as that obtained with the full plasmon Jastrow factor.
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A new calculation of the jellium
surface energy
The stated aim of this thesis is to investigate methods of improving the accuracy of
surface calculations, with particular reference to quantum Monte Carlo simulations.
The standard test system for surface calculations is the unbounded jellium slab, de-
scribed in chapter 5 and referred to throughout this work; the disagreement between
existing QMC results for this system and those obtained using other methods was
discussed in chapter 5.
The techniques investigated here should make it possible to carry out a more
accurate calculation of the jellium surface energy. The MPC interaction, while
not reducing ¯nite-size errors, makes simulations much more e±cient; the plasmon
normal mode theory, which produced a Jastrow factor more appropriate to the
bounded jellium slab, nevertheless also led to the discovery of the e±cient short-
ranged two-body term with the accompanying analytic one-body term, helping to
overcome the problems of trial wave function optimisation.
However, there are other avenues to explore in the attempt to achieve a more
accurate simulation. Two of these will be described in this chapter; ¯nally, a new
calculation of the surface energy for one particular density will be presented.
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9.1 Improved orbitals
The single-electron orbitals which make up the Slater determinants in the QMC
trial wave function must be obtained from some prior calculation. Typically, this is
an LDA calculation; the earlier QMC simulations of the jellium slab relied on LDA
wave functions.
As described in chapter 2, a key component of any density-functional theory
calculation is the exchange-correlation potential VXC. It was shown by Lang and
Kohn [48] that outside a metal surface, the correct asymptotic form of the potential
is image-like:
VXC(z) = ¡
1
4(z ¡ z0)
: (9.1)
Here z is the coordinate normal to the surface and z0 is the position of the image
plane. However, the LDA gives a potential which decays exponentially. Recently,
Eguiluz and coworkers investigated the form of VXC at a metal surface from ¯rst
principles [19, 20]; their potential reproduced the asymptotic form given in equation
(9.1), and matched the conventional LDA value inside the metal.
Having the correct image tail in the potential is important for studying several
processes relevant to experiment: Eguiluz cites binding energies and lifetimes of
image-potential-bound surface states, tunnelling currents in the scanning-tunnelling
microscope, and resonant-tunnelling rates for ion-surface collisions as examples. It is
not clear whether it will prove equally important when calculating the ground-state
energy in QMC.
To investigate this, density-functional theory calculations were carried out using
a version of VXC containing the image potential, with two di®erent positions1 for
the image plane. The resulting wave functions were tested in VMC simulations, and
compared with the traditional LDA wave functions.
Figure 9.1 shows the original and modi¯ed forms of the potential. In the vacuum
1The two image-plane positions (relative to the slab edge) were z0 = 0:72 and z0 = 1:49; these
values were obtained by Eguiluz, the ¯rst by ¯tting to the image tail, the second from the linear
response.
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Figure 9.1: The e®ect of including the image tail in VXC. The simple LDA form (shown for
comparison) is matched to the image potential outside the slab. The test system has density
parameter rs = 2:07 and slab width s = 17:64248; the simulation cell contains 600 electrons. In
addition to the exchange-correlation potential VXC, the Kohn-Sham potential VKS = VHa+VB+VXC
is also plotted. The positions of the image planes are indicated by ticks on the z-axis.
region, the LDA potential decays exponentially, while the modi¯ed potentials have
the form described in equation (9.1). The electron density is plotted as a reference;
on this scale, the di®erence between the three density curves corresponding to the
di®erent exchange-correlation potentials is not observable.
The e®ect on the single-electron orbitals is small; the greatest di®erence is ob-
served in the higher sub-bands, because these extend further into the vacuum region.
The highest occupied orbital for the current test system (the sixth sub-band) is plot-
ted in ¯gure 9.2. Note that there is a very small correction to the nodes.
The overall correction to the wave function is small, and this is re°ected in the
VMC energies listed in table 9.1. The wave functions calculated with the image
plane at z0 = 1:49 give a slightly higher energy, and will not be used in the QMC
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Figure 9.2: The e®ect of the image tail on the highest occupied single-electron sub-band. The
original orbital is shown, along with the di®erence between this and the modi¯ed orbitals (magni¯ed
one hundred times - note the two scales).
simulations to follow. Those obtained with the image plane at z = 0:72 give the
same VMC energy as the conventional LDA wave functions, although the variance
appears to be slightly lower (less moves are required for a given accuracy); these
wave functions will be used from now on.
9.2 Alternative k-point sampling
In all the simulations carried out so far, strictly periodic boundary conditions have
been applied to the wave function in the xy-plane. The system is homogeneous in
the xy-direction, which means that the DFT orbitals must have the following form:
Ánkk(r) = un(z)e
ikk¢rk: (9.2)
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Type of potential VMC energy (mHa)
No image tail 32:54 § 0:08
Image plane at z0 = 0:72 32:54 § 0:08
Image plane at z0 = 1:49 32:70 § 0:08
Table 9.1: Comparison of energies calculated with di®erent versions of the exchange-correlation
potential. The DFT energies are identical for all potentials. The trial wave function for the VMC
calculations contained no Jastrow factor; the simulations used a simulation cell containing 600
electrons.
The simulation cell is square in the xy-plane, extending from ¡1 to 1 in the
z-direction. The boundary conditions therefore imply that
kx =
2¼mx
L
where mx = 0;1;2;::: (9.3)
with a corresponding relation for ky.
However, this is not the only possible choice. The aim is to model an in¯nite
slab, in which kk takes on a continuous range of values. Recent studies [74, 55]
have used ideas from band-structure theory [6, 59] in QMC simulations to improve
the extrapolation to the thermodynamic limit. The idea is to introduce some ¯xed
phase shift across the simulation cell, so that
Á(r + Lx) = e
iµxÁ(r) (9.4)
where Lx is a vector of length L in the x-direction. Conventional periodic boundary
conditions correspond to choosing µx = 0. In the work of Lin et al. [55], an average
over several di®erent phase shifts is taken. Rajagopal and coworkers [74] found that
using µx = ¼ (`antiperiodic' boundary conditions) gave good results. Under these
boundary conditions, equation (9.3) becomes
kx =
¼
L
(1 + 2mx): (9.5)
This demonstrates the advantage of using antiperiodic or periodic boundary condi-
tions: it is always possible to construct real orbitals by taking pairs of kk and ¡kk.
This is not true for an arbitrary phase shift.
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Figure 9.3: The electron density pro¯le with periodic and antiperiodic boundary conditions for two
di®erent cell sizes. The in¯nite-cell limit is also shown (because this may be calculated in DFT).
In this section, the e®ect of imposing antiperiodic boundary conditions will be
investigated.
Figure 9.3 shows that the electron density is altered quite dramatically by the new
boundary conditions. The graph displays the densities for two di®erent system sizes,
illustrating that the e®ect of the boundary conditions is reduced as the cell becomes
larger. Both ¯nite-cell densities di®er from the in¯nite-cell form by approximately
the same amount, though in opposite directions.
Of all the sub-bands, only the lowest (u0) is strongly a®ected by the altered
boundary conditions; this is illustrated in ¯gure 9.4. The change in the electron
density is brought about by a signi¯cant change in the occupation of the sub-bands.
The occupation numbers are listed in table 9.2; table 9.3 shows the fractional oc-
cupation for each system, along with the true value obtained in the in¯nite-cell
limit. Despite the large change in the electron density, the e®ect on the ground-
state energy in QMC is small. The VMC energies are listed in table 9.4. After the
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Number of electrons Phase Occupation of sub-band
1 2 3 4 5 6
600 0 178 138 134 90 50 10
600 ¼ 168 152 120 104 48 8
1140 0 322 290 242 178 90 18
1140 ¼ 312 296 240 176 104 12
1600 0 442 394 354 242 138 30
1600 ¼ 432 416 328 240 152 32
Table 9.2: The occupation numbers of each sub-band for two cell sizes and periodic or anti-periodic
boundary conditions.
172CHAPTER 9. A NEW CALCULATION OF THE JELLIUM SURFACE
ENERGY
Number of electrons Phase Fractional occupation of sub-band
1 2 3 4 5 6
600 0 0.297 0.23 0.223 0.15 0.083 0.017
600 ¼ 0.28 0.253 0.2 0.173 0.08 0.013
1140 0 0.282 0.254 0.212 0.156 0.079 0.016
1140 ¼ 0.274 0.260 0.211 0.154 0.091 0.011
1600 0 0.276 0.246 0.221 0.151 0.086 0.019
1600 ¼ 0.27 0.26 0.205 0.15 0.095 0.02
1 - 0.279 0.252 0.210 0.154 0.087 0.018
Table 9.3: The fractional occupation of each sub-band. This is simply the occupation number
divided by the total number of electrons, and allows the results of ¯nite-cell calculations to be
compared with those obtained in the in¯nite-cell limit.
Number of electrons Phase VMC energy DFT correction Corrected energy
600 0 32:56 § 0:11 -0.268 32.29
600 ¼ 32:32 § 0:11 -0.128 32.19
1140 0 32:75 § 0:13 -0.117 32.63
1140 ¼ 32:41 § 0:14 0.210 32.62
1600 0 32:92 § 0:14 -0.072 32.85
1600 ¼ 32:73 § 0:18 0.070 32.80
Table 9.4: Comparison of energies calculated with di®erent versions of the exchange-correlation
potential. All energies are in mHa. The trial wave function for the VMC calculations contained
no Jastrow factor.
usual independent-particle ¯nite-size error correction has been applied, the results
are identical to within the statistical error: this is reassuring, but shows that using
alternative boundary conditions cannot reduce the remaining ¯nite-size error. The
results are in agreement with the hole-squashing model proposed in chapter 6 to
explain this error.
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9.3 Surface energy calculations
On reviewing the earlier sections of this thesis, it is apparent that even with the
many improvements introduced here, ¯nite-size errors cannot be eliminated. In
particular, the Coulomb ¯nite-size error conjectured to be caused by `squashing' of
the exchange-correlation hole must still be dealt with. In order to minimise the e®ect
of these errors on the calculation of the surface energy, great care must be taken
with the extrapolation to in¯nite system size; in addition, it is unwise to compare
results from slab and bulk systems.
This latter constraint means that simulations must be carried out for a range
of slab widths; the bulk and surface energies may then be extracted by a ¯tting
procedure, using equation (5.6), repeated here for convenience:
²slab = ²bulk +
µ
8¼r3
s¾
3
¶
1
s
: (9.6)
The motivation for this approach is that the errors arising in bulk and slab cal-
culations may di®er signi¯cantly; using only slab results should ensure a better
cancellation of errors.
As was noted in chapter 5, the surface energy calculated using equation (9.6)
displays oscillations of decreasing amplitude as the slab width is increased; the true
surface energy is the limiting value of ¾ as s ! 1. To minimise the errors introduced
by these oscillations, it is possible to choose slab widths for which the LDA value
of ¾ matches the extrapolated value: three such special slab widths are 11.7783,
15.1317 and 18.4851.
For each slab width, calculations must be performed for a range of cell sizes; the
results can then be extrapolated to the limit of in¯nite cell size. By selecting sizes
for which the LDA slab energy per electron corresponds to the in¯nite-cell value for
the same slab width, the need to apply the independent-particle ¯nite-size correction
described in section 4.1.1 is obviated.
Each system to be simulated requires an optimised trial wave function. As usual,
LDA orbitals (with the image-tail correction of section 9.1) make up the Slater
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determinants; the form of the Jastrow factor was determined after consideration of
the results of chapter 8. The short-ranged two-body term
ucusp(xi;xj) =
®
2(1 + ±¾i¾j)
e
¡rij=®¡r2
ij=L2
c (9.7)
has the advantage that the corresponding one-body function required to restore the
original density is derived analytically: the one- and two-body terms may therefore
be optimised by varying the single parameter ®.2 This speeds up the otherwise
painfully slow manual optimisation process; the failure of automatic optimisation
based on variance minimisation is documented in chapter 5. The evaluation of
the Jastrow factor within a simulation is also inexpensive compared with the full
plasmonic form.
9.3.1 Results
The ¯rst stage of the QMC simulations is the optimisation of the trial wave function.
Short VMC calculations were carried out for di®erent values of ®; an example of the
dependence of the VMC energy on ® is displayed in ¯gure 9.5. The optimal value
of ®, obtained by a quadratic ¯t to these curves, was found to increase slightly with
the cell size L.
Having obtained optimised wave functions, the next step is to carry out longer
VMC runs, the results of which are plotted in ¯gure 9.6. Systems of size ranging
from 300 up to 3000 electrons were simulated; the number of time steps required
ranged from tens of thousands for the larger systems to around a million for the
smaller ones. The MPC interaction was used for these calculations: testing at one
slab width revealed that the quasi-2D Ewald and MPC interactions returned values
which were in agreement with each other, con¯rming the results of chapter 6.
The two quasi-2D interactions are compared with the 3D Ewald sum in ¯gure
9.7. The 3D Ewald sum gave slightly lower energies than the other interactions;
2Note that Lc is ¯xed by the requirement that ucusp(xi;xj) be e®ectively zero when jxi¡xjj » L,
and is not an optimiseable parameter.
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Figure 9.5: Optimising the parameter ®. The VMC energies are shown along with the quadratic
function ¯tted to them. These results are for a slab width of 11.7783 with a cell containing 588
electrons; the minimum is at ® = 2:26.
the di®erence has the correct sign to be associated with the additional Coulomb
¯nite-size error arising from the periodicity in the z-direction.
More computationally-intensive DMC simulations were also carried out for some
of the smaller systems: the results are listed in table 9.5.
9.3.2 Analysis
The best estimate of the jellium surface energy is obtained using ¯gure 9.6. The
graph illustrates that there is a signi¯cant ¯nite-size e®ect: comparison with the
DMC energies and the results of chapter 6 shows that this is due to the Jastrow
factor. The Coulomb ¯nite-size correction has a negative sign and is smaller in
magnitude.
The optimised Jastrow factor becomes signi¯cantly better for larger system sizes;
the axes of the graph have been chosen to demonstrate that the error scales approx-
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Figure 9.6: The slab energy per electron, plotted against s=N, where s is the slab width and N is
the number of electrons. The abscissa is proportional to 1=L2, and was chosen to demonstrate the
form of the ¯nite-size errors.
imately as 1=L2. The reason that the Jastrow factor performs less well in small
systems is almost certainly the parameter Lc. This parameter, which keeps the
wave function free of unwanted cusps, depends on the cell size, and is not allowed to
be optimised. It modi¯es the long-range behaviour of the two-body term; it does not
appear to a®ect the electron density adversely (by rendering the derived one-body
term less e±cient).
Most importantly, this ¯nite-size error is independent of the slab width: the
evidence for this is the fact that the di®erent curves in ¯gure 9.6 remain equally-
spaced. This allows an accurate calculation of the surface energy to be made.
First, the curves s = 11:7783 and s = 15:1317 are interpolated on the abscissae
of the third curve, s = 18:4851. Working with the largest possible system size
(and thus e®ectively eliminating the Coulomb ¯nite-size error), the slab energies
per electron at this point are (in mHa) -3.713 § 0.063, -4.060 § 0.051 and -4.593
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Figure 9.7: Comparing the MPC and Ewald interactions when s = 18:4851.
§ 0.042 respectively. From equation (9.6), these points should lie on a straight line
when plotted against 1=s; ¯gure 9.8 shows that this is in fact the case. The gradient
of the line passing through these points is -28.5 § 2.3, which gives the surface energy
of jellium as -0.384 § 0.031 mHa bohr¡2 or -600 § 50 erg cm¡2. This ¯gure brings
the QMC result into line with the other calculations referred to in chapter 5.
In contrast, the values of ¾ quoted in table 9.5 were calculated using the method
of Li et al. [53]: no Coulomb ¯nite-size correction was applied, and the slab energy
was simply combined with Ceperley and Alder's ¯xed-node value3 for ²bulk in equa-
tion (9.6). This demonstrates that, although the Coulomb ¯nite-size error acts to
decrease the energy (see the three calculations with s = 11:7783 in table 9.5), the
greatest error is positive and comes from comparing the results of bulk and slab
simulations. The quality of the nodal surface of the trial wave function is better in
the homogeneous electron gas than in the jellium slab.
3The ¯xed-node bulk calculation of Ceperley and Alder referred to by Li is unpublished; the
quoted energy per electron is ²bulk = ¡0:2017 eV per electron.
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Slab width Number of electrons ²slab (mHa) ¾ (erg cm¡2)
11.7783 332 -9.18 § 0.13 -440 § 30
11.7783 466 -8.901 § 0.097 -370 § 20
11.7783 588 -8.818 § 0.088 -350 § 20
15.1317 454 -8.486 § 0.094 -340 § 30
18.4851 572 -8.15 § 0.15 -290 § 60
Table 9.5: Slab energies per electron calculated in DMC, for various slab widths and system sizes.
The surface energy estimates listed in the ¯nal column are included to demonstrate the errors
introduced by combining the results of bulk and slab calculations without due care.
To carry out a more accurate DMC calculation of the surface energy using the
¯tting method applied above to the VMC results would require signi¯cant compu-
tational resources. The largest systems studied using VMC and used in the ¯nal
surface energy calculations contained around 3000 electrons: in smaller systems,
there remains the di±cult problem of correcting the Coulomb ¯nite-size error.
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Figure 9.8: The slab energy per electron, with L2 = 1150, as a function of the slab width.
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Conclusions
The original motivation for the work contained in this thesis was to resolve the
controversy over the surface energy of jellium; the calculations contained in the
¯nal chapter suggest that this goal is close to being achieved. If the VMC results
reported here are supported by DMC simulations, the extended-system QMC results
will have been brought into line with those obtained using all other methods. This
is a vital step if one is to have con¯dence in future QMC simulations of extended
surface systems.
In working towards this goal, several techniques have been developed and in-
vestigated which may have applications in di®erent areas. First of all, the MPC
interaction has been introduced as a substitute for the Ewald interaction in quasi-
2D simulations. Although it does not reduce the Coulomb ¯nite-size errors in such
systems, it is signi¯cantly faster than the Ewald interaction, and is therefore recom-
mended for future work on slabs.
An explanation of the Coulomb ¯nite-size error, and its resistance to the MPC,
has also been provided. The model developed here leads to an error with the correct
sign; the next step is to estimate the scaling of the ¯nite-size error with system
size, based on this model. An important lesson from this work is that the Coulomb
¯nite-size errors in quasi-2D systems can be large, even for large cells, and need to
be dealt with carefully.
A large part of this thesis is devoted to the connection between plasmons and
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the electronic ground-state wave function. A new approach to this connection has
been presented, based on physically intuitive ideas. The resulting prescription for
the long-wavelength correlations in the wave function agrees with previous work; the
value of the formalism presented here is that it is now much easier to incorporate
prior knowledge about plasmon normal modes in any given system.
This idea has been tested on the jellium slab system, with some success: the
plasmon-predicted Jastrow factor reduces the energy in VMC. However, the strong
long-wavelength correlations disrupt the electron density signi¯cantly, and although
the predicted one-electron term almost restores the original (and presumably cor-
rect) density, this restoration is not perfect. In contrast, the short-ranged correlation
term developed here has a much weaker e®ect on the density, and the corresponding
analytic one-electron term is able to restore the original density almost exactly. One
important conclusion is that it appears to be more important to have the correct
density than to include all the long-wavelength correlations, and this makes the
short-ranged Jastrow factor more attractive.
Presumably, the best Jastrow factor would use both long- and short-ranged cor-
relations, and take the predicted one-electron term as a starting point; adding some
variational freedom to this term would then allow the correct density to be restored
while maintaining all the correlations. However, the aim here was to minimise the
need for optimisation, since this procedure is awkward for the jellium slab; there-
fore only the short-ranged correlation term (and the corresponding density-restoring
function) were used in the calculations of the ¯nal chapter.
The density-restoring term corresponding to the short-ranged correlation func-
tion was derived analytically, using a relationship which has been postulated by
other authors and which is automatically satis¯ed by the plasmon Jastrow factor.
This suggests that the relationship may hold generally in inhomogeneous systems,
and can provide a way to make the optimisation process much more e±cient: a
starting-point for the one-electron term is provided analytically, depending on the
two-body term.
Two other techniques were shown to have little impact: alternative k-point sam-
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pling and orbitals derived from a potential which includes the correct image-like
asymptotic behaviour when an electron leaves the slab (in contrast to LDA or-
bitals). The fact that the ¯nite-size error is not a®ected by alternative k-point
sampling lends support to the `hole-squashing' argument put forward to explain
this error.
The ¯nal calculation of the jellium surface energy draws on all the advances made
here. While this is only a VMC result, it suggests that earlier extended-system QMC
simulations were °awed; the new result is in line with density-functional theory and
¯nite-system QMC calculations. The earlier calculations did not take careful account
of the Coulomb ¯nite-size e®ect, and this has been shown to lead to a signi¯cant
error. However, the most important error comes from comparing the results of slab
and bulk calculations; it appears that bulk wave functions are signi¯cantly better
than those available for slabs, which leads to an overestimate of the surface energy.
This is an important consideration for any future surface energy calculations; the
error is magni¯ed in jellium, because the surface energy itself is so small.
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The quasi-2D Ewald sum
The generalization of the Ewald summation to a system with periodic repeat in
only two dimensions was ¯rst obtained by Parry [65, 66]. However, this original
derivation, although it leads to the correct result, is di±cult to follow. An alternative
derivation is presented here in section A.1; in section A.2, the expansion of the result
in the limit of small separation and large cell size is obtained.
A.1 Derivation
The problem is to ¯nd the potential due to a charge of unit magnitude at the origin
and all its images in the plane. The charge distribution is therefore
½(r) =
X
R
±(r ¡ R) (A.1)
where R is a 2D lattice vector. In fact, as jzj ! 1, the potential tends to ¡1
(relative to the potential at z = 0). However, the form of the potential in this limit
can still be deduced, because the array of charges then resembles a uniform sheet;
the potential therefore decreases linearly, and this de¯nes the boundary conditions.
The Ewald method [78] is to rewrite the charge distribution, creating a smooth
term which may be evaluated in reciprocal space and a rapidly-decaying term which
converges quickly in real space. In the quasi-2D system, this is modi¯ed slightly,
184APPENDIX A. THE QUASI-2D EWALD SUM
and the charge distribution is in fact rewritten as
½(r) =
Ã
X
R
·
±(r ¡ R) ¡
1
¼
p
¼¾3e
¡(r¡R)2=¾2
¸!
+
Ã
X
R
1
¼
p
¼¾3e
¡(r¡R)2=¾2
¡
1
p
¼¾A
e
¡z2=¾2
!
+
µ
1
p
¼¾A
e
¡z2=¾2
¶
= ½1(r) + ½2(r) + ½3(r):
(A.2)
Here, A is the area of the 2D cell de¯ned by the primitive lattice vectors and ¾
is a parameter which may be adjusted to assure the rapid convergence of real and
reciprocal space sums (without a®ecting the result). The three terms on the right-
hand side of equation (A.2) will be dealt with separately,1 starting with ½1.
The contribution to the potential from each term in the sum decays rapidly with
jr¡Rj; the potential is therefore evaluated in real space, using Gauss' Law. Consider
the charge distribution
½(r) = ±(r) ¡
1
¼
p
¼¾3e
¡r2=¾2
: (A.3)
By Gauss' Law, the electric ¯eld generated by this potential has magnitude
E(r) =
2e¡r2=¾2
p
¼¾r
+
1
r2 erfc
³r
¾
´
(A.4)
in atomic units. Insisting that the potential must tend to zero as r ! 1 gives
Á(r) =
Z 1
r
E(r
0)dr
0
=
1
r
erfc
³r
¾
´ (A.5)
so that the contribution to the potential from the charge distribution ½1 is
Á1(r) =
X
R
1
jr ¡ Rj
erfc
µ
jr ¡ Rj
¾
¶
: (A.6)
1The ¯rst two terms are overall charge-neutral; far from the slab, the potential due to each of
these terms must tend to zero. The linear dependence of the overall potential in this limit must
be provided entirely by the third term.
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The second contribution comes from a reciprocal space sum; the charge distri-
bution is therefore rewritten as
½2(r) = e
¡z2=¾2 X
k
½ke
ik¢rk (A.7)
where k is the set of 2D reciprocal lattice vectors and the ½k are Fourier coe±cients.
The sum excludes k = 0, because ½k=0 = 0 by design. The other coe±cients are
given by
½k =
1
A
Z
cell
X
R
1
p
¼¼¾3e
¡(rk¡R)2=¾2
e
¡ik¢rk drk
=
1
A
p
¼¼¾3
Z
space
e
¡r2
k=¾2¡ik¢rk drk
=
1
A
p
¼¾
e
¡k2¾2=4:
(A.8)
The desired potential is expressed as a similar series:
Á2(r) =
X
k
Ák(z)e
ik¢rk: (A.9)
These expressions may then be substituted into Poisson's equation,
r
2Á2(r) = ¡4¼½2(r); (A.10)
to give an equation for the coe±cients Ák(z):
µ
d2
dz2 ¡ k
2
¶
Ák(z) = ¡
4
p
¼
¾A
e
¡z2=¾2¡k2¾2=4: (A.11)
This may be solved with the Green's function
Gk(z;z
0) = ¡
1
2k
e
¡kjz¡z0j (A.12)
to give
Ák(z) = ¡
Z 1
¡1
1
2k
e
¡kjz¡z0j
µ
¡
4
p
¼
¾A
e
¡z02=¾2¡k2¾2=4
¶
dz
0; (A.13)
which, after integration, yields the potential
Á2(r) =
¼
A
X
k
1
k
·
e
¡kz erfc
µ
¾k
2
¡
z
¾
¶
+ e
kz erfc
µ
¾k
2
+
z
¾
¶¸
e
ik¢rk: (A.14)
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Finally, the third charge distribution is
½3(r) =
1
A
p
¼¾
e
¡z2=¾2
: (A.15)
Because this function only depends on z, Poisson's equation reduces to a one-
dimensional problem; the appropriate Green's function is
G(z;z
0) =
1
2
jz ¡ z
0j: (A.16)
The potential is therefore given by
Á3(r) = ¡4¼
Z 1
¡1
µ
1
2
jz ¡ z
0j
¶µ
1
A
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¼¾
e
¡z02=¾2
¶
dz
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= ¡
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³z
¾
´
+
¾
p
¼
e
¡z2=¾2
¶
:
(A.17)
Combining the three previous results gives the following expression for the po-
tential due to a charge at r = 0 and the corresponding images:
vE(r) =
X
R
1
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erfc
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(A.18)
The self-interaction energy is the energy associated with the interaction between
this charge and its images:
» = lim
r!0
µ
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2
¶
:
(A.19)
A.2 Expansion
The function appearing in the exchange-correlation energy (UEW
XC in equation (4.24))
is vE(r) ¡ ». The exchange-correlation hole is normally short-ranged; the extent to
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which vE(r)¡» deviates from 1=r at small r may be used to estimate the ¯nite-size
error associated with the Ewald interaction. The expansion of this function for small
r and large lattice parameter (L) follows.
Combining equations (A.19) and (A.18) gives the function to be expanded:
vE(r) ¡ » =
2
¾
p
¼
¡
X
R6=0
1
R
erfc
µ
R
¾
¶
+
X
R
1
jr ¡ Rj
erfc
µ
jr ¡ Rj
¾
¶
¡
2¼
A
·
z erf
³z
¾
´
+
¾
p
¼
³
e
¡z2=¾2
¡ 1
´¸
+
X
k6=0
¼
kA
½·
e
¡kz erfc
µ
¾k
2
¡
z
¾
¶
+ e
kz erfc
µ
¾k
2
+
z
¾
¶¸
cosk ¢ rk
¡2erfc
µ
¾k
2
¶¾
:
(A.20)
The ¯rst line of this expression reduces quickly to
1
r
+
2r2
3¾3p
¼
+ O
£
r
4¤
+ O
h
e
¡L2=¾2i
: (A.21)
The second line is also simply expanded, giving
¡
2
p
¼z2
¾A
+ O
£
z
4¤
: (A.22)
The sum in k-space is slightly more involved. To begin, we note that
erfc(x0 + x) = erfc(x0) +
2
p
¼
(x
2x0 ¡ x)e
¡x2
0 + O
£
x
3¤
: (A.23)
Applying this result,
e
¡kz erfc
µ
¾k
2
¡
z
¾
¶
+ e
kz erfc
µ
¾k
2
+
z
¾
¶
=
¡
2 + k
2z
2¢
erfc
µ
¾k
2
¶
¡
2z2k
¾
p
¼
e
¡(¾k=2)2
+ O
£
z
4¤
:
(A.24)
The error is of order z4 rather than z3 because any terms involving odd powers of z
must cancel out. The next step is to expand the cosine to O[r2]; the k-space sum
of equation (A.20) then becomes
X
k6=0
·
¼k
A
µ
z
2 ¡
(k ¢ rk)2
k2
¶
erfc
µ
¾k
2
¶
¡
2
p
¼z2
¾A
e
¡(¾k=2)2
¸
+ O
£
r
4¤
(A.25)
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which reduces to
X
k6=0
"
¼k
A
Ã
z
2 ¡
k2r2
k
2k2
!
erfc
µ
¾k
2
¶
¡
2
p
¼z2
¾A
e
¡(¾k=2)2
#
+ O
£
r
4¤
(A.26)
from a comparison of the contributions to the sum of all the k-vectors of a given
magnitude.
To proceed further, we use the following two-dimensional Fourier series:
X
R
e
¡((r¡R)=¾)2
=
X
k
¼¾2
A
e
¡(¾k=2)2
e
ik¢r (A.27)
with r = 0. This gives
X
k6=0
e
¡(¾k=2)2
=
A
¼¾2
X
R
e
¡(R=¾)2
¡ 1
=
A
¼¾2 ¡ 1 + O
h
e
¡L2=¾2i (A.28)
which, when substituted back into equation (A.20), leads to
vE(r)¡» =
1
r
+
Ã
z
2 ¡
r2
k
2
!Ã
X
k6=0
¼k
A
erfc
µ
¾k
2
¶
¡
4
3¾3p
¼
!
+O
£
r
4¤
+O
h
e
¡L2=¾2i
:
(A.29)
The remaining k-space sum may written in terms of the new variable ¯ = 1=¾2:
X
k6=0
¼k
A
erfc
µ
¾k
2
¶
=
X
k
¼k
A
erfc
µ
k
2
p
¯
¶
= S(¯):
(A.30)
Di®erentiating,
dS
d¯
=
X
k
p
¼
2A¯
p
¯
k
2e
¡k2=4¯
=
2
p
¼
p
¯
A
d
d¯
Ã
X
k
e
¡k2=4¯
!
=
2
p
¼
p
¯
A
d
d¯
Ã
A¯
¼
X
R
e
¡R2¯
!
=
2
p
¯
p
¼
X
R
(1 ¡ R
2¯)e
¡R2¯:
(A.31)
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Here, equation (A.27) has again been used to convert the reciprocal space sum to
one in real space. To recover the original sum, we integrate from 0 to ¯:
S(¯) ¡ S(0) =
Z ¯
0
2
p
¯
p
¼
X
R
(1 ¡ R
2¯)e
¡R2¯ d¯
=
2
p
¼
X
R
Z p
¯
0
2t(1 ¡ R
2t
2)e
¡R2t2
dt
=
4
p
¼
X
R6=0
(I2 ¡ R
4I4) +
4
p
¼
Z p
¯
0
t
2 dt:
(A.32)
The two remaining integrals are
I4 =
Z p
¯
0
t
4e
¡R2t2
dt
= ¡
¯
p
¯
2R2 e
¡R2¯ +
3
2R2I2
(A.33)
and
I2 =
Z p
¯
0
t
2e
¡R2t2
dt
= ¡
p
¯
2R2e
¡R2¯ +
p
¼
4R3 erf
³
R
p
¯
´
:
(A.34)
Substituting these results into equation (A.32), and using the fact that S(0) = 0,
S(¯) =
4
p
¼
X
R6=0
·µp
¯
4R2 ¡
¯
p
¯
2
¶
e
¡R2¯ ¡
p
¼
8R3 erf
³
R
p
¯
´¸
+
4¯
p
¯
3
p
¼
=
4¯
p
¯
3
p
¼
¡
1
2
X
R6=0
1
R3 erf
³
R
p
¯
´
+ O
h
e
¡L2¯
i
:
(A.35)
Returning to the original summation,
X
k6=0
¼k
A
erfc
µ
¾k
2
¶
=
4
3¾3p
¼
¡
1
2
X
R6=0
1
R3 erf
µ
R
¾
¶
+ O
h
e
¡L2=¾2i
=
4
3¾3p
¼
¡
C
L3 + O
h
e
¡L2=¾2i (A.36)
where the constant C is given by
C =
1
2
1 X
m;n=¡1
0 (m
2 + n
2)
¡3=2 (A.37)
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and the prime here indicates that the term with m = n = 0 should be excluded
from the sum. It may be shown [10] that this sum reduces to
4¯(3=2)³(3=2) (A.38)
where ¯ and ³ are the Dirichlet beta and Riemann zeta functions respectively, giving
C = 4:516810842.
Combining equations (A.36) and (A.29) gives the ¯nal result:
vE(r) ¡ » =
1
r
¡
C
L3(z
2 ¡
r2
k
2
) + O
£
r
4¤
+ O
h
e
¡L2=¾2i
: (A.39)
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The cusp conditions
The true ground-state many-electron wave function satis¯es the following SchrÄ odinger
equation:
X
i
Ã
¡
~2
2me
r
2
i + V (ri) +
1
2
X
j6=i
e2
4¼²0rij
!
ª(frig) = Eª(frig): (B.1)
The cusp conditions, originally derived by Kato [37], constrain the behaviour of the
wave function as two electrons approach each other. To study this behaviour, it is
useful to write the Hamiltonian operator as
^ H(frig) =
X
i>2
·
¡
~2
2me
r
2
i + V (ri) +
1
2
X
j6=i, j>2
e2
4¼²0rij
¸
+
e2
4¼²0
X
i>2
·
1
jR ¡ rj + 1
2rj
+
1
jR ¡ rj ¡ 1
2rj
¸
+
·
¡
~2
4me
r
2
R ¡
~2
me
r
2
r + V
³
R +
r
2
´
+ V
³
R ¡
r
2
´
+
e2
4¼²0r
¸
(B.2)
where the new coordinates are
R =
r1 + r2
2
(B.3)
r = r1 ¡ r2: (B.4)
The distance between electrons 1 and 2 is r. As r ! 0, the Coulomb interaction
energy (e2=4¼²0r) of these electrons diverges. In this limit, the Hamiltonian operator
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may be written as
^ H(frig) =
X
i>2
·
¡
~2
2me
r
2
i + V (ri) +
e2
4¼²0
µ
1
2
X
j6=i, j>2
1
rij
+
2
jR ¡ rij
¶¸
+
·
¡
~2
4me
r
2
R + 2V (R)
¸
+
·
¡
~2
me
r
2
r +
e2
4¼²0r
+ O[r
2]
¸
:
(B.5)
For any eigenstate of ^ H, the divergence in the Coulomb energy must cancel out
exactly; the only other term which can give rise to a matching divergence is
¡
~2
me
r
2
r: (B.6)
Therefore, when two electrons are close together, the SchrÄ odinger equation is entirely
dominated by these two terms and is approximately separable; the part of the wave
function depending on r is a solution of the reduced SchrÄ odinger equation
µ
¡
~2
me
r
2
r +
e2
4¼²0r
¶
ªr(r) = Eªr(r): (B.7)
This hydrogenic equation has the well-known solution in spherical polar coordinates
ªr(r) =
X
l; m
flm(r)Ylm(µ;Á) (B.8)
where the Ylm are spherical harmonics and flm satis¯es the radial equation
¡
~2
mer2
d
dr
µ
r
2dflm
dr
¶
+
µ
e2
4¼²0r
+
l(l + 1)~2
mer2
¶
flm = Eflm: (B.9)
Substituting the power series solution
flm = r
p
1 X
j=0
almjr
j (B.10)
into equation (B.9) gives
r
p
1 X
j=0
almj
µ
~2
me
£
l(l + 1) ¡ (p + j)(p + j + 1)
¤
r
j¡2 +
e2
4¼²0
r
j¡1 ¡ Er
j
¶
= 0 (B.11)
so that1 p = l and
alm1 = alm0
µ
mee2
4¼²0~2
¶
1
2(l + 1)
: (B.12)
1The alternative result, p = ¡l ¡ 1, is rejected on physical grounds.
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The higher coe±cients (almj with j ¸ 2) depend on E and therefore on the positions
of the other electrons. Combining equations (B.8), (B.10) and (B.12) gives the
expansion of the wave function for small r:
ªr(r) =
µ
1 +
r
2
¢
mee2
4¼²0~2
¶
a000Y00
+ r
µ
1 +
r
4
¢
mee2
4¼²0~2
¶ 1 X
m=¡1
a1m0Y1m(µ;Á)
+ higher order terms.
(B.13)
The starting-point for the wave function used in quantum Monte Carlo sim-
ulations consists of a product of up- and down-spin determinants. Because the
determinants are smooth functions of the electron coordinates, the wave function
may be expanded about the point r = 0:
ªD = D
"D
# = c0 + c1 ¢ r + O[r
2]: (B.14)
For electrons of parallel spin, the wave function has a node when r = 0, which means
that c0 = 0; for electrons of antiparallel spin, this is not the case. Rewriting the
expansion in terms of spherical harmonics gives
ªD = a0Y00 + r
¡
a11Y11 + a10Y10 + a11Y1(¡1)
¢
+ O[r
2]: (B.15)
If a0 = 0 (parallel spins), a corrected wave function with the same cusp as derived
in equation (B.13) is
ª
""
corr =
µ
1 +
r
4
¢
mee2
4¼²0~2
¶
ªD: (B.16)
The corrected version when a0 6= 0 (antiparallel spins) is
ª
"#
corr =
µ
1 +
r
2
¢
mee2
4¼²0~2
¶
ªD: (B.17)
In each case, only the lowest-order term is corrected.
This behaviour may be conveniently incorporated into a Slater-Jastrow wave
function of the form
ª = e
JªD (B.18)
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with
J = ¡
1
2
X
i6=j
ucusp(xi;xj) = ¡
1
2
X
i6=j
mee2
4¼²0~2 ¢
1
4
¡
±¾i¾j ¡ 2
¢
rij: (B.19)
However, while this form gives the correct divergence when two electrons are close
together, it spoils the wave function when the separation is large. A more sensible
choice for ucusp is
ucusp(xi;xj) =
µ
mee2
4¼²0~2
¶
¯¾i¾je
¡®¾i¾jrij (B.20)
with the parameters chosen so that
®¾i¾j¯¾i¾j =
8
> <
> :
1=4 when ¾i = ¾j
1=2 otherwise.
(B.21)
As jri ¡ rjj ! 1, ucusp(ri;rj) ! 0 and the original form of the wave function is
restored; the rate at which ucusp decays in this limit is determined by ®¾i¾j.
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Integrating the cusp function
In the course of determining the one-body function Â for the jellium slab, it is
necessary to evaluate the following integral:
I = 2¼
Z 1
z0=¡1
Z 1
½0=0
¹ n(z
0)e
¡kc
p
½02+(z¡z0)2¡[½02+(z¡z0)2]=(L2
c)½
0 d½
0 dz
0: (C.1)
With the substitution q =
p
½02 + (z ¡ z0)2, this reduces to
I = 2¼
Z 1
z0=¡1
Z 1
q=jz¡z0j
¹ n(z
0)e
¡kcq¡q2=L2
cq dq dz
0
= 2¼
Z 1
z0=¡1
Z 1
q=jz¡z0j
¹ n(z
0)e
¡[q=Lc+kcLc=2]2+k2
cL2
c=4q dq dz
0:
(C.2)
The further substitution
p =
q
Lc
+
kcLc
2
(C.3)
then gives
I = 2¼L
2
ce
k2
cL2
c=4
Z 1
z0=¡1
Z 1
p=jz¡z0j=Lc+kcLc=2
¹ n(z
0)e
¡p2
µ
p ¡
kcLc
2
¶
dp dz
0
= ¼L
2
ce
k2
cL2
c=4
Z 1
¡1
¹ n(z
0)
(
¡
kcLc
p
¼
2
erfc
µ
jz ¡ z0j
Lc
+
kcLc
2
¶
+ exp
µ
¡
jz ¡ z0j2
L2
c
¡ kcjz ¡ z
0j ¡
k2
cL2
c
4
¶)
dz
0:
(C.4)
To proceed further, it is necessary to know the density pro¯le ¹ n(z0). In deriving the
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plasmon modes, the following approximation was used:
¹ n(z
0) =
8
> <
> :
n0 0 < z0 < s
0 otherwise.
(C.5)
Applying the same approximation here gives
I = n0¼L
2
ce
k2
cL2
c=4
(
¡
kcLc
p
¼
2
Z a(z)
0
erfc
µ
z ¡ z0
Lc
+
kcLc
2
¶
dz
0
+
Z a(z)
0
exp
µ
¡
(z ¡ z0)2
L2
c
¡ kc(z ¡ z
0) ¡
k2
cL2
c
4
¶
dz
0
¡
kcLc
p
¼
2
Z s
a(z)
erfc
µ
z0 ¡ z
Lc
+
kcLc
2
¶
dz
0
+
Z s
a(z)
exp
µ
¡
(z0 ¡ z)2
L2
c
¡ kc(z
0 ¡ z) ¡
k2
cL2
c
4
¶
dz
0
)
= n0¼L
2
ce
k2
cL2
c=4(I1 + I2 + I3 + I4)
(C.6)
where the following function has been introduced to represent the limits:
a(z) =
8
> > > > <
> > > > :
0 when z < 0
z when 0 < z < s
s otherwise.
(C.7)
The ¯rst integral may be solved with the substitution
w =
z ¡ z0
Lc
+
kcLc
2
: (C.8)
197APPENDIX C. INTEGRATING THE CUSP FUNCTION
and by parts:
I1 = ¡
kcL2
c
p
¼
2
Z z=Lc+kcLc=2
[z¡a(z)]=Lc+kcLc=2
erfc(w) dw
= ¡
kcL2
c
p
¼
2
(·
werfc(w)
¸w=z=Lc+kcLc=2
w=[z¡a(z)]=Lc+kcLc=2
+
2
p
¼
Z z=Lc+kcLc=2
[z¡a(z)]=Lc+kcLc=2
we
¡w2
dw
)
= ¡
kcL2
c
p
¼
2
(µ
z
Lc
+
kcLc
2
¶
erfc
µ
z
Lc
+
kcLc
2
¶
¡
µ
z ¡ a(z)
Lc
+
kcLc
2
¶
erfc
µ
z ¡ a(z)
Lc
+
kcLc
2
¶
¡
1
p
¼
e
¡(z=Lc+kcLc=2)2
+
1
p
¼
e
¡([z¡a(z)]=Lc+kcLc=2)2
)
:
(C.9)
For the third integral, which is similar, the appropriate substitution is
w =
z0 ¡ z
Lc
+
kcLc
2
; (C.10)
giving
I3 = ¡
kcL2
c
p
¼
2
Z (s¡z)=Lc+kcLc=2
[a(z)¡z]=Lc+kcLc=2
erfc(w) dw
= ¡
kcL2
c
p
¼
2
(·
werfc(w)
¸w=(s¡z)=Lc+kcLc=2
w=[a(z)¡z]=Lc+kcLc=2
+
2
p
¼
Z (s¡z)=Lc+kcLc=2
[a(z)¡z]=Lc+kcLc=2
we
¡w2
dw
)
= ¡
kcL2
c
p
¼
2
(µ
s ¡ z
Lc
+
kcLc
2
¶
erfc
µ
s ¡ z
Lc
+
kcLc
2
¶
¡
µ
a(z) ¡ z
Lc
+
kcLc
2
¶
erfc
µ
a(z) ¡ z
Lc
+
kcLc
2
¶
¡
1
p
¼
e
¡[(s¡z)=Lc+kcLc=2]2
+
1
p
¼
e
¡[(a(z)¡z)=Lc+kcLc=2]2
)
:
(C.11)
The second integral is
I2 =
Z a(z)
0
exp
µ
¡
·
z ¡ z0
Lc
+
kcLc
2
¸2¶
dz
0
= ¡Lc
Z [z¡a(z)]=Lc+kcLc=2
z=Lc+kcLc=2
e
¡w2
dw
(C.12)
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with the same substitution described in equation (C.8). This gives
I2 =
Lc
p
¼
2
·
erfc
µ
z ¡ a(z)
Lc
+
kcLc
2
¶
¡ erfc
µ
z
Lc
+
kcLc
2
¶¸
: (C.13)
Finally,
I4 =
Z s
a(z)
exp
µ
¡
·
z0 ¡ z
Lc
+
kcLc
2
¸2¶
dz
0
= Lc
Z (s¡z)=Lc+kcLc=2
[a(z)¡z]=Lc+kcLc=2
e
¡w2
dw
(C.14)
using the substitution de¯ned in equation (C.10), which gives
I4 =
Lc
p
¼
2
·
erfc
µ
b(z) ¡ z
Lc
+
kcLc
2
¶
¡ erfc
µ
s ¡ z
Lc
+
kcLc
2
¶¸
: (C.15)
Collating the separate sub-integrals gives the ¯nal result:
I =
n0kcL4
c¼
p
¼
2
e
k2
cL2
c=4
(
¡
µ
z
Lc
+
kcLc
2
+
1
kcLc
¶
erfc
µ
z
Lc
+
kcLc
2
¶
¡
µ
s ¡ z
Lc
+
kcLc
2
+
1
kcLc
¶
erfc
µ
s ¡ z
Lc
+
kcLc
2
¶
+
µ
z ¡ a(z)
Lc
+
kcLc
2
+
1
kcLc
¶
erfc
µ
z ¡ a(z)
Lc
+
kcLc
2
¶
+
µ
a(z) ¡ z
Lc
+
kcLc
2
+
1
kcLc
¶
erfc
µ
a(z) ¡ z
Lc
+
kcLc
2
¶
+
1
p
¼
e
¡(z=Lc+kcLc=2)2
+
1
p
¼
e
¡[(s¡z)=Lc+kcLc=2]2
¡
1
p
¼
e
¡([z¡a(z)]=Lc+kcLc=2)2
¡
1
p
¼
e
¡([a(z)¡z]=Lc+kcLc=2)2
)
:
(C.16)
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Reconstructing a probability
density function
The problem is this: given a set of points sampled from some distribution, how can
one obtain a good approximation to the original distribution?
The solution must obviously address the issue of what constitutes a `good' ap-
proximation: some possibilities are smoothness, correct incorporation of symmetry,
and implementation of known boundary conditions.
Two ways of approaching this problem are presented here; the ¯rst method will
be shown to be almost a special case of the second.
In both sections, the original probability density function is denoted f(x); the
approximate reconstructed function is g(x), and the sampled points are fxi : i =
1;2;:::;Ng.
D.1 Use of a weighting function
The ¯rst approach is to permit each sampled point to contribute to the value of the
reconstructed function:
g(x) =
1
N
N X
i=1
w(xi;x): (D.1)
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The weighting function w(xi;x) is not necessarily homogeneous (although in many
cases, this is a sensible choice). Each sample point carries the same total weight;
mathematically, this is expressed as
Z
w(xi;x) dx = 1: (D.2)
The reason for choosing the total weight to be one rather than some other constant
is to ensure that g has the normalisation appropriate to a probability density:
Z
g(x) dx =
1
N
N X
i=1
Z
w(xi;x) dx
= 1:
(D.3)
The expected value of the reconstructed function is
­
g(x)
®
fxig =
­
w(xi;x)
®
xi =
Z
w(y;x)f(y) dy: (D.4)
Evidently, the best approximation from this point of view is achieved when w(y;x) =
±(y ¡x). A good approximation is one in which w(y;x) is localised, tending to zero
quickly as jy ¡ xj increases; the extent of w should be smaller than the length scale
on which changes in f occur.
However, this is not the whole story; the expected error in g must also be con-
sidered:
¿³
g(x) ¡ f(x)
´2À
fxig
=
­
g(x)
2®
fxig ¡ 2f(x)
­
g(x)
®
fxig + f(x)
2
=
1
N2
X
i;j
­
w(xi;x)w(xj;x)
®
xi;xj ¡ 2f(x)
­
w(xi;x)
®
xi
+ f(x)
2:
(D.5)
To proceed further, it is necessary to separate the terms with i = j, and to use the
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fact that xi and xj are independent when i 6= j:
¿³
g(x) ¡ f(x)
´2À
fxig
=
N ¡ 1
N
­
w(xi;x)
®2
xi +
1
N
­
w(xi;x)
2®
xi
¡ 2f(x)
­
w(xi;x)
®
xi + f(x)
2
=
³­
w(xi;x)
®
xi ¡ f(x)
´2
+
1
N
³­
w(xi;x)
2®
xi ¡
­
w(xi;x)
®2
xi
´
=
µZ
w(y;x)f(y) dy ¡ f(x)
¶2
+
1
N
Z ³
w(y;x) ¡
Z
w(z;x)f(z) dz
´2
f(y) dy:
(D.6)
When w is made too narrow and delta-function-like, the second term (the variance
of w for a particular value of x) becomes large. The factor of 1=N means that with
more sample points, w may be made narrower; the bene¯t of this is that more of
the ¯ne detail in f is then recovered.
The optimum w is therefore a compromise between a broad, slowly-decaying
function which ensures that g is smooth but misses some of the features of f, and
a narrow, quickly-decaying function which captures all the details but makes g very
noisy.
Using an inhomogeneous weighting function, it is possible to incorporate various
boundary conditions. For example, if it is known that f(x) = 0 for x < a, the weight
may be adjusted so that w(y;x < a) = 0, while still satisfying the normalisation
condition expressed in equation (D.2).
It is also possible to incorporate symmetry into this formalism: if f is known to
be symmetric about x = a then letting w(y;x) = w(y;a¡x) ensures that g has the
same symmetry.
As an example, consider the homogeneous Gaussian weight function
w(y;x) =
1
p
2¼¾2e
¡(y¡x)2=2¾2
; (D.7)
which satis¯es the normalisation condition (D.2). The expected value of the recon-
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structed function is
­
g(x)
®
fxig =
1
p
2¼¾2
Z
e
¡(y¡x)2=2¾2
f(y) dy: (D.8)
The integrand is only signi¯cant in the region close to y = x; the size of this region
is determined by ¾. Expanding f(y) about this point gives
­
g(x)
®
fxig =
Z
e¡(y¡x)2=2¾2
p
2¼¾2
µ
f(x) + (y ¡ x)f
0(x) +
(y ¡ x)2
2
f
00(x) + ¢¢¢
¶
dy
= f(x) +
1
2
¾
2f
00(x) + O[¾
4]:
(D.9)
Thus the expected value of g(x) di®ers from f(x) by a term of order ¾2; this suggests
that ¾ should be as small as possible.
In order to calculate the expected square deviation from f(x), it is ¯rst necessary
to evaluate the mean square weight:
­
w(xi;x)
2®
xi =
Z
e¡(y¡x)2=¾2
2¼¾2 f(y) dy: (D.10)
Expanding f(y) about y = x as before gives
­
w(xi;x)
2®
xi =
1
2¾
p
¼
f(x) +
¾
8
p
¼
f
00(x) + O[¾
3]: (D.11)
This, together with equation (D.9), can now be substituted into equation (D.6):
¿³
g(x) ¡ f(x)
´2À
fxig
=
µ
1
2
¾
2f
00(x) + O[¾
4]
¶2
+
1
N
(µ
1
2¾
p
¼
f(x) +
¾
8
p
¼
f
00(x) + O[¾
3]
¶
¡
µ
f(x) +
1
2
¾
2f
00(x) + O[¾
4]
¶2)
:
(D.12)
When the number of samples N is ¯nite, this function diverges as ¾ ! 0 and has
a minimum at some non-zero value of ¾. The optimum value of ¾ decreases as N
increases.
203APPENDIX D. RECONSTRUCTING A PROBABILITY DENSITY FUNCTION
D.2 Projection onto basis functions
The second approach to the problem proceeds by writing f(x) in terms of some
appropriate1 basis:
f(x) =
1 X
i=1
ciÂi(x) (D.13)
where fÂig is a set of complete orthonormal functions2 and
ci =
Z
f(x)Âi(x) dx: (D.14)
An approximation to ci may be obtained from the set of sampled points fxig:
di =
1
N
N X
j=1
Âi(xj): (D.15)
The expectation value of di is
­
di
®
=
­
Âi(xj)
®
xj = ci: (D.16)
Using these approximate coe±cients, an attempt at a reconstructed function is then
g(x) =
NÂ X
i=1
diÂi(x)
=
1
N
NÂ X
i=1
N X
j=1
Âi(xj)Âi(x):
(D.17)
Only a ¯nite number NÂ of basis functions has been used. Comparison with equation
(D.1) shows that the technique discussed in the previous section is approximately a
special case of this more general method, with
w(xj;x) =
NÂ X
i=1
Âi(xj)Âi(x): (D.18)
1The choice of basis is of course in°uenced by whatever prior knowledge of f is available: if f
has a certain symmetry, then only basis functions with the same symmetry need be considered.
Likewise, if f satis¯es certain boundary conditions, the basis functions can be chosen to satisfy the
same constraints.
2The basis functions in fact need only be linearly independent, not strictly orthogonal. However,
the analysis is much simpler in the case of an orthonormal basis.
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However, there are some weight functions which cannot be reproduced as long as N
is ¯nite.
The expected value of the reconstructed function is
­
g(x)
®
fxjg =
NÂ X
i=1
­
Âi(xj)
®
xjÂi(x)
=
NÂ X
i=1
ciÂi(x):
(D.19)
This is a good approximation if ci = 0 for i > NÂ.
Finally, the expected square deviation from the original function is
¿³
g(x) ¡ f(x)
´2À
fxjg
=
1
N2
NÂ X
i=1
N X
j=1
NÂ X
k=1
N X
l=1
Âi(x)Âk(x)
­
Âi(xj)Âk(xl)
®
xj;xl
¡ 2f(x)
­
g(x)
®
fxig + f(x)
2
=
1
N
NÂ X
i=1
NÂ X
k=1
Âi(x)Âk(x)
­
Âi(xj)Âk(xj)
®
xj
+
N ¡ 1
N
NÂ X
i=1
NÂ X
k=1
Âi(x)Âk(x)
­
Âi(xj)
®
xj
­
Âk(xj)
®
xj
¡ 2f(x)
­
g(x)
®
fxig + f(x)
2
=
µ­
g(x)
®
fxig ¡ f(x)
¶2
+
1
N
NÂ X
i=1
NÂ X
k=1
Âi(x)Âk(x)
£
µ­
Âi(xj)Âk(xj)
®
xj ¡
­
Âi(xj)
®
xj
­
Âk(xj)
®
xj
¶
:
(D.20)
This is analogous to equation (D.6). The ¯rst term is large when an insu±cient
number of basis functions are used (compare equation (D.19)). However, the second
term becomes large when too many functions are used. To see this, consider what
happens as NÂ ! 1. The second term becomes
1
N
Z
f(y)
1 X
i=1
Âi(x)Âi(y)
(
1 X
k=1
Âk(x)Âk(y) ¡
Z
f(z)
1 X
k=1
Âk(x)Âk(z) dz
)
dy
=
1
N
Z
f(y)±(x ¡ y)
µ
±(x ¡ y) ¡
Z
f(z)±(x ¡ z) dz
¶
dy; (D.21)
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which is in¯nite.
In general, there is an optimum number of functions to use; when more points
have been sampled, more functions should be used. Ideally the coe±cients for the
neglected functions (ci, where i = NÂ + 1;:::;1) should be very small; for this
reason, it is important to choose a sensible basis. The best basis is one in which all
the coe±cients are zero above some cut-o®.
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