Stochastic temporal and spatiotemporal models of metastable pitting on a metal surface are presented. A stochastic reaction-diffusion model accounts for the effects of local changes in concentration, potential drop, and oxide film damage on the nucleation of subsequent events. The cooperative interactions among events can lead to the formation of clusters of metastable pits and to an explosive growth in the total number of pits. Recent progress in the studies of such phenomena is reviewed. New results based on a mean-field analysis of the model and numerical simulations on critical nucleation effects are reported. © 2006 American Institute of Physics. ͓DOI: 10.1063/1.2214155͔
Passive-film forming metals such as stainless steels are designed to be corrosion-resistant; they are naturally protected by means of surface oxide layers. Such materials can nevertheless undergo localized pitting corrosion, rapidly leading to their failure. The pitting corrosion is preceded by the appearance of metastable pits on the metal surface. Each metastable pit produces a small spike of a few seconds duration in the electrical current, due to an anodic electrochemical reaction, and then dies out. These microscopic metastable pits are typically initiated at surface defects and inclusions. Pitting corrosion shows a sharp rise in corrosion rate that occurs with only a small change in conditions, such as applied potential, corrodant concentrations or temperature.
1 This corresponds to a sudden transition from a low-activity regime with a few metastable pits to a state with high pitting activity.
2,3
In previous investigations, temporal statistical correlations between the spikes in the total current have been found 4,5 indicating some memory in the pitting process transition. 6 Here we review stochastic temporal and spatiotemporal models of the onset of pitting corrosion and extend the investigations through a mean-field analysis and through new simulations on critical nucleation phenomena.
I. INTRODUCTION
Corrosion of metals is an electrochemical reaction in which the surface undergoes oxidation, as shown in Fig. 1͑a͒ . However, the oxidation is inhibited in many metals, such as stainless steel, by the presence of an oxide layer on the surface. Nevertheless, local corrosion can occur; small metastable pits of micrometer or submicrometer size can form during dissolution of the metal surface naturally protected by the oxide layer. On stainless steels such metastable pitting is initiated at inclusions of Mn͑Fe, Cr͒S on the metal surface. A sketch of the electrical current produced during a metastable pitting event is shown in Fig. 1͑b͒ . The current rises due to the anodic electrochemical reaction given in Fig. 1͑a͒ and then subsequently falls as the oxide layer reforms on the surface. A metastable pitting event is shown schematically in Fig. 1͑c͒ . A single metastable pitting event does not damage the metal surface substantially since both the total electrical current that flows and the total amount of metal oxidized are small.
Although it is often assumed that metastable pitting events occur randomly in time and space, recent studies have shown that events can have an influence on the nucleation of future events.
5,7-13 Autocorrelation analysis of interevent times between metastable pits suggested clustering of events in time. 5, 14 Statistical models have been developed for localized corrosion.
10, 15 Bertocci and co-workers 10 considered current spikes during the period preceding the formation of stable pits. They examined the statistical properties and found that a simple Poisson process could not explain the behavior. A stochastic model was developed which qualitatively reproduced their experimental data. They consider current spikes originating from a single location on the electrode surface; eventually then, a single stable pit can grow at that location.
Pitting corrosion shows a sharp rise in corrosion rate that occurs with only a small change in conditions, such as ap- plied potential, corrodant concentrations or temperature.
1 An example of the sudden rise in current with increasing applied potential is shown in Fig. 2 . 16 The voltage at which the rise occurs is known as the pitting potential. This corresponds to a sudden transition from a low-activity regime with a few metastable pits to a state with high pitting activity 2,3 and thus to a state in which substantial corrosion of the surface occurs.
Williams et al. 17 described a mechanism to explain the transition from low to high currents, viz., a transition occurs from metastable pitting to stable pitting via a stabilization of individual pits. The transition to high current is thus caused by the appearance of a stable pit with high current that does not repassivate. A stochastic model for pit initiation, involving parameters such as an initiation frequency for pit nuclei, a death probability for unstable pits and a critical age which defines the transition between stable and an unstable pit was proposed.
Recently another explanation for the transition to high activity ͑pitting corrosion͒ has been proposed. 6 The model is based on the cooperative interaction of metastable pitting events leading to an exponential explosion in the metastable pitting density and consequent sudden rise in overall current. A temporal model was proposed in which each metastable pit influences subsequent events. As a result of these interactions deviations from Poisson behavior were predicted and observed in experiments at high pitting activity as seen in Figs. 3͑a͒ and 3͑b͒, respectively. 5 A transition from low metastable pitting activity to high activity as predicted by the temporal stochastic model is presented in Fig. 4 . 6 In the next section we discuss a stochastic reactiondiffusion model for the behavior of metastable pitting. Nonequilibrium pattern formation in a variety of reactiondiffusion systems has been actively studied in the last decades. Investigations of the Belousov-Zhabotinsky reaction, some surface chemical reactions, and other experimental systems have yielded spectacular examples of complex wave patterns, which are now relatively well understood and which can be easily controlled. 18 While providing deep insights into the mechanisms of self-organization in chemical systems, these studies have been largely carried out under ideal conditions, far from those of technological applications. In this article, we show that the basic concepts of nonequi- librium self-organization, such as propagation of reaction fronts and critical nucleation, can be used to describe a highly important chemical process, the onset of localized pitting corrosion in stainless steels.
II. STOCHASTIC REACTION-DIFFUSION MODEL
Formation of a pit results in changes in its local environment, e.g., increase in concentrations of some ionic species and change in potential field. These local changes can, then, influence nucleation of subsequent pits. When a pit forms, the metal cations dissolve into the solution. The cations undergo hydrolysis, which increases the acidity inside and around the pit. Furthermore, chloride ions migrate to the pit site in order to maintain electroneutrality. The local electrolyte composition around the pit changes and becomes more aggressive compared to the bulk solution. The locally aggressive solution around a pit can, in turn, change the nearby oxide layer properties. [19] [20] [21] Each pit thus enhances the probability of appearance of further pits at defect sites within a wide zone of weakened film around it.
A stochastic spatiotemporal model of the corrosion onset has been proposed. 16, 22, 23 The model incorporates the dispersion of chemical species generated by electrochemical reactions at a metastable pit and the weakening of the protective film over neighboring sites.
A. Concentration of aggressive species
During the corrosion of stainless steel many ions enter the solution from an active pit including Fe, Cr, Mo, etc. and hydrolysis reactions lower the pH of the solution; Cl ions are also attracted to the site in order to maintain electroneutrality. As a simplification, we introduce a single local concentration c of aggressive species in the diffusion boundary layer at the surface whose temporal evolution is described by the equation
͑1͒
The first term on the right-hand side takes into account the loss of aggressive species through transport into the bulk of the electrolyte; the rate constant of this process is ␥ =2D / l 0 2 , where D is the diffusivity and l 0 is the diffusion boundary layer thickness. The second term describes lateral diffusion within the boundary layer. The last term corresponds to the release of aggressive species by the pits. An active pit, located at point r i at time t i , releases into solution within its lifetime a total number K moles of such ions. We neglect variations in the time variation of the current during metastable pitting events. 0 is the lifetime of a pit; the lifetimes of all active pits are identical and do not depend on the reaction conditions. Moreover, an active pit after its disappearance leaves no passive trace on the surface. We thus define the function g͑t͒ in Eq. ͑1͒ as:
͑2͒

B. Ohmic potential drop
The Ohmic potential drop ⌽͑r͒ in the solution around a pit has been taken into account; this potential drop does reduce the probability of pitting up to radial distances r about a few diameters from a pit. Although included, the effect is small during the conditions of metastable pitting considered here. A stable pit, with its higher current, would produce a significant potential drop. The potential distribution in the vicinity of a circular pit is similar to that near a disk embedded in an insulating plane. Newman 24 determined the potential distribution over a disk electrode embedded in the surface of an insulator in terms of the rotational elliptic coordinate, , as
C. Film damage
Aggressive solution around a pit produces local weakening of the nearby oxide film. In the simplest approximation, the rate of weakening can be taken to be directly proportional to the concentration of the aggressive species at the electrode surface. Introducing a phenomenological variable s that specifies the degree of local film damage, the equation for its temporal evolution is written as
Here, is a rate constant for the oxide film damage in the presence of aggressive ions and is the rate constant determining how fast the oxide film can repair itself when such ions are absent. The use of a recovery time for the repair of the film neglects such second-order effects such as the subsequent reaction of Fe +2 to Fe +3 which can lead to film thickening in the vicinity of a pit. All cathodic reaction is assumed to take place on the counter electrode; thus no local cathodic reaction, which can favor a protected zone around each active pit, is included.
D. Generation rate
The local generation rate w of active pits at the metal surface depends on the combined effects of the concentration of aggressive species in the ionic conducting phase ͑electro-lyte͒ and the damage to the protective oxide film on the metal surface; both effects increase the rate of generation. On the other hand, the local potential drop decreases the pitting probability. Thus, the dependence is phenomenologically chosen in the form
The pitting rate monotonously increases with s and c and reaches saturation at w = w max . The coefficients ␣ c , ␣ s , and ␣ ⌽ determine the sensitivity of the pitting rate to the presence of aggressive ions, the film damage, and the potential drop. The quantity M 0 specifies the threshold, at which a steep increase of the pitting rate sets in, and the parameter H determines how steep is the increase. The generation rate w depends on the overall parameters such as applied potential, electrolyte concentration, temperature, and metal alloy properties through the maximum generation rate w max ; although explicit dependencies are not specified in the model, an increase in applied potential, temperature, electrolyte corrosiveness such as lowered pH, or alloy susceptibility is accounted for in the simulations by an increase in the value of w max .
The details of the simulation methodology can be found in a previous publication.
22
III. MEAN-FIELD APPROXIMATION
To analyze the behavior predicted by the model, the mean-field approximation can be used. Generally, this approximation holds when local fluctuations of the concentration and film damage fields are small and can be neglected. This would be the case if the surface density of active pits is high and the effect of each individual pit is relatively small. Thus, the concentration field would be formed by overlapping contributions from many weak sources and spatial averaging would naturally take place. In the experiments, this ideal situation is not reached and fluctuations are significant. The fluctuations also play a significant role in our stochastic simulations, corresponding to the experimental conditions. Therefore, the mean approximation is not truly justified for the considered system. Nonetheless, it helps to understand the behavior of the model and to interpret the experimental data.
In this approximation, the last stochastic term in Eq. ͑1͒ for the evolution of the concentration field is replaced by its local statistical average, i.e., we write
After this replacement, the system is described by a set of two partial differential equations
We neglect in this section the small potential drop effects of the pits and therefore have
We begin our analysis of the mean-field approximation by determining stationary uniform states of the system, which are given by the equations
where
Depending on the parameters, the system may possess one or three different stationary states. In the latter case, the system is bistable and can be found either in the low-activity or the high-activity state, characterized by low and high concentration levels, respectively ͑the third state, corresponding to intermediate concentrations, is absolutely unstable͒. The bistability boundaries are determined by Eq. ͑11͒ together with the additional condition,
Solving ͑11͒ and ͑12͒, we find that, in the parameter plane ͑m , h͒, where h = ␥l 0 H / ␣w max K and m = ␥l 0 M 0 / ␣w max K, the bistability takes place inside the region shown in Fig. 5 . ͓The parameter ␣ is defined as ␣ = ␣ c + ␣ s ͑ / ͒.͔ Thus, bistability can be observed only if the parameter H is small enough, i.e., if the transition to the high pitting activity regime is steep. In the bistable region, waves of transition between the two steady states can propagate over the surface. To analytically construct the solutions corresponding to such traveling fronts, we consider the limit when the parameter H is vanishingly small and therefore the dependence w͑c , s͒ is approximated by a step function, i.e.,
where ͑z͒ is the step function, ͑z͒ = 1 for z Ͼ 0 and ͑z͒ = 0 for z Ͻ 0.
To simplify the analysis, we rescale the variables as
͑14͒
In terms of the new variables ͑we drop below the tildes͒, the evolution equations are
Bistability region of the models ͑7͒ and ͑8͒. The system is bistable in the region below the curve.
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where the new notations
are introduced. In the two-component reaction-diffusion systems ͑15͒ and ͑16͒, both components c and s play the role of activators. The second activator ͑s͒ is not diffusing and its dynamics are slow ͑⌫ 1͒. A front, traveling at velocity v, is a special solution of these equations with c = c͑x −vt͒ and s = s͑x − vt͒, satisfying conditions
This solution satisfies a set of two ordinary piecewise-linear differential equations
where cЈ = dc / d and = x − vt. It can be constructed by matching the solutions of the linear equations in two spatial regions with s + c − Ͼ 0 and s + c − Ͻ 0, respectively, and imposing the required boundary conditions. It allows the determination of the front propagation velocity v and the wave profiles c = c͑x − vt͒ and s = s͑x − vt͒.
Omitting straightforward derivations, we present the final results. If Ͻ 1 2 ͑1+͒, the velocity v is positive, so that the front propagates into the low-activity region and the high-activity region expands. The front velocity is given in this case by the solution of the equation
If 1 + Ͼ Ͼ 1 2 ͑1+͒, the velocity is negative and the highactivity region shrinks, the velocity is determined by the equation
When Ͼ 1+, the high-activity state is not possible and the system is monostable. Figure 6 shows the dependence of the velocity on the parameter , obtained by numerical solution of these equations for =1 ͑solid curve͒ and = 0.1 ͑dashed curve͒ with ⌫ = 0.1. For small activation thresholds Ͻ / 2, fast spreading of the active pitting state takes place and the front velocity is large. The profiles of concentration c ͑solid curve͒ and film damage s ͑dashed curve͒ in a typical fast front of spreading activity ͑for v =1͒ are shown in Fig. 7͑a͒ . Since the kinetics of film damage is slow ͑⌫ = 0.1͒, the transition is induced here by a sharp rise of the concentration of the aggressive species in the front; the film damage begins to increase slowly afterwards.
In the interval /2Ͻ Ͻ ͑1+͒ / 2, slowly spreading activation fronts are found. In this parameter region, the rise in the concentration of the aggressive species is not sufficient to induce front propagation and the system has to wait until the local film damage becomes strong enough. The concentration and film damage profiles in a typical slow front ͑with v = 0.1͒ are displayed in Fig. 7͑b͒ . We see that the film damage closely follows the rise of the concentration field in this case.
When 1 + Ͼ Ͼ 1 2 ͑1+͒, retreating fronts are observed. The profiles of concentration and film damage in a fast retreating front ͑with v =−1͒ are shown in Fig. 8 . The film damage slowly decreases after a sharp drop of the local concentration of the aggressive species in such a front.
In the above figures, we have used the dimensionless velocity, time, and spatial coordinates. The velocity is measured here in units of ͱ D␥, the time in units of 1 / ␥ and the lengths in units of the boundary layer width ͱ D / ␥. Taking into account that ␥ =2D / l 0 2 , we find that the employed units of length are and that the units of velocity are ͱ 2D / l 0 .
When the front is not flat, its propagation velocity depends on its curvature. Even if, for the chosen parameter values, a spreading front with the positive velocity is found, very small circular active regions on the metal surface would shrink and disappear. Physically, this is explained by the fact that diffusion of aggressive species from a small region is strong, significantly decreasing the actual level of the concentration inside it.
The critical radius R c of the critical nucleus, i.e., of the minimal region that can give rise to an expanding activity wave, can be determined as follows. Such a critical nucleus should represent a localized stationary, but unstable solution of the model equations. Substituting c = c͑r͒ and s = s͑r͒ into Eqs. ͑15͒ and ͑16͒, we find
where cЈ = dc / dr. Now, we can take into account that, if the critical nucleus is large, the concentration remains approxi- 
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Cooperative stochastic corrosion onset Chaos 16, 037104 ͑2006͒ mately constant inside it ͑c =1͒ and all variation of c takes places only at the boundary of the nucleus, where r Ϸ R c .
Replacing r by R c in the second term in the first equation and taking into account that s = c, we find that this special stationary solution should satisfy the equation
This piecewise-linear equation can be solved, 25 yielding an expression for the critical radius
The critical nucleus solution exists inside the interval 0 Ͻ Ͻ ͑1+͒ / 2 where flat fronts of activation are possible. The critical radius increases and tends to infinity, as the boundary = ͑1+͒ / 2 of this interval is approached where the front velocity vanishes. Inside the critical nucleus, both the concentration and the film damage reach their saturation levels c = s =1.
The expression ͑24͒ is written using dimensionless length variables; to obtain the critical radius in the original dimensional units one should multiply this expression by l 0 / ͱ 2. Thus, the radius of the critical nucleus is usually small, of the same order of magnitude as the thickness l 0 of the boundary layer. Only near = ͑1+͒ / 2, does the critical radius becomes much larger than l 0 .
The mean-field approximation is applicable when the density of pits is so high that fluctuations in the concentration and film damage fields can be neglected. A pit releases the aggressive species and creates a region with radius l 0 and duration 1 / ␥ where the concentration of this species is increased. If w is the probability rate of generation of new pits, many such pits would be generated inside this region within its lifetime if the condition wl 0 2 / ␥ 1 is satisfied. Assuming that the maximal possible generation rate w max is reached within such a region, this condition becomes w max l 0 2 / ␥ 1. When it is satisfied, the high-activity state of the pitting process can be described by the mean-field approximation, as it has been done above in this section.
In the low-activity state, individual pits are typically separated so well in space and in time that their concentration spots do not overlap. This means that the low-activity state cannot be correctly described in the mean-field approximation. Indeed, in this approximation a low-activity state is treated as a state with a low, but steady concentration level for the aggressive species. If this activity level is however very small, the presence of the aggressive species can be neglected altogether. In such a situation, spontaneous pitting is negligible and the transition to the active state takes place through spreading of the fronts which originate at some modified areas of the surface ͑scratches, etc.͒. Spreading of the fronts under such conditions can indeed be considered in the mean-field approximation, as has been done above in this section.
When fluctuations are strong, even the high-activity state cannot be described within the mean-field approximation. A rough condition for the existence of such self-maintained states in this case can be derived by using arguments analogous to the percolation theory. Let us consider again the surface region with an increased concentration, created by a single pit. The probability, that one more pit would be created in this region while it still exists, can be estimated as w 1 l 0 2 / ␥. Here, w 1 is the pit generation rate which corresponds to the characteristic concentration reached inside a spot created by a single pit ͑and vanishing film damage, because it cannot develop within a short lifetime of such a spot͒. The concentration inside such a region can be roughly estimated as c 1 = K / l 0 3 and, therefore, we approximately have w 1 = w͑c = c 1 , s =0͒, where the function w͑c , s͒ is given by Eq. ͑9͒. One or several new pits would typically appear within the region with an increased concentration, left by the previ- ous pit, if this probability is close to unity. Thus, the threshold for the existence of the self-maintained active state is, in this case, roughly determined by the condition w 1 l 0 2 / ␥ =1.
IV. SIMULATIONS A. Sudden onset of pitting corrosion
Simulations of metastable pitting under different degrees of solution aggressiveness have been carried out with variations in the parameter w max . A relatively small value corresponds to less aggressive conditions, such as would be observed at low potentials or in dilute chloride solutions. As w max is increased, the probability of pit formation increases so that more aggressive conditions are approached. Figure 9 ͑Ref. 22͒ shows the total current as a function of time for different maximum generation rates ͑w max ͒. Figure 9͑a͒ corresponds to the current for w max = 1000 cm −2 s −1 . Only a limited number of metastable pits are seen during 600 s. For most of the events, the current relaxed back to 0 before the next metastable pit is formed. Such low metastable pitting activity would be observed experimentally, for instance, at potentials well below the pitting potential.
When w max is increased to 3000 cm −2 s −1 , more pits form, as seen in Fig. 9͑b͒ . The total current in Fig. 9͑b͒ has regions, such as between 200 and 400 s, in which metastable pitting occurs similar to that in Fig. 9͑a͒ . However, it can also be seen that there are time intervals, for example, between 400 and 500 s, during which events coalesce in time. Figure 9͑c͒ shows the total current time series in a simulation with w max = 5000 cm −2 s −1 . During the initial period of 200 s, a relatively low pitting activity is seen although the intensity of pitting gradually increases. The total current starts to rise at 200 s. It increases until about 325 s after which it fluctuates around a high mean value.
Additional information of the simulation of Fig. 9 is given in Fig. 10 . 23 Three snapshots of the film damage are shown in the top panels. The temporal evolution of the accumulated total number of active pits and the current are shown in the middle and bottom panels on logarithmic scales. The exponential growth of the number of pits is evident. The results of the simulations have been substantiated by recent experiments with real-time microscopic in situ visualizations 23 by a comparison of the simulations of Fig.  10 to the experiments shown in Fig. 11 . 23 The characteristic time and length scales, as well as the pit densities in the simulation, are consistent with the experimental observations. Figure 11 displays three snapshots from a video sequence obtained with an optical microscope. Weak newly appearing pits are indicated with green stars and highly active pits by red stars. During the first 20 s of the corrosion onset, the total number of pits ͑active or repassivated͒ grows exponentially with time as indicated by a linear increase on the logarithmic scale.
B. Critical nucleation
Simulations for a highly protected ͑strongly passivated͒ surface in which metastable pitting is initiated by a local activation are presented in Fig. 12 . In these simulations we take an initially activated area in the shape of a rectangle. This activated region corresponds to a surface without protecting oxide layer such as might result from a scratch. Two sequences, corresponding to activated regions of two different sizes ͓panels ͑a͒ and ͑d͔͒, are shown. All other parameters, aside from the size of the initial active area, in the two sequences are identical. A subcritical nucleus size ͑50 ϫ 200 m͒ leads to a repassivation of the surface as shown in the snapshots in the top three panels; the surface eventually goes to a completely passive state. A larger initially active region of 50ϫ 312 m ͑d͒ leads to growth of the active region as shown in the lower three panels; the final state in this case is an active surface. These simulation results are consistent with the mean field analysis given above which showed the existence of a critical radius ͓Eq. ͑24͔͒ in this bistable system; the critical radius is of the order of the boundary layer thickness, in these simulations chosen to be 50 m. Fig. 9 ͑Ref. 23͒. FIG. 11 . ͑Color͒ Sudden onset of pitting corrosion on stainless steel observed with contrast enhanced microscopy. Top: three snapshots of computer processed optical microscopy images. Center and bottom: total number of pits and total current on logarithmic scales as functions of time. The reaction occurred in 0.05 M NaCl at 22°C; the potential scanned from 693 mV NHE at 1 mV/ s ͑Ref. 23͒.
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V. CONCLUSIONS
A stochastic reaction-diffusion model that accounts for interactions among metastable pitting events on the surface of metals such as stainless steel is capable of predicting the transition to pitting corrosion in agreement with experiments. In the simulations, the transition to an active state is seen as a parameter such as the maximum generation rate is increased. A mean-field analysis is in basic agreement with the simulations. This analysis determines regions in parameter space in which propagating and retreating fronts are seen as well as the front propagation velocity; a critical nucleus size is determined consistent with simulations. 
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