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The linguistic intuition shows that many facts which are usually expressed in mathematics by using 
the explicit existence of a “set of integers”, should be expressible without it. We make this intuition 
precise in the context of toposes (not necessarily) with a natural number object. This leads to the 
study of orbits of elements for endomaps X + X in a topos. These can be identified with the monoids 
with one generator. We get results related to finiteness and existence of cyclic points, and study the 
fibration of the orbits, 
Introduction 
By an orbit we mean an object X equipped with a global element x0 and a “transla- 
tion” t: X + X which admits no proper subobject containing x0 and stable by t. 
We show that such orbits can be identified with monoids with one generator, and 
study some of their properties: existence of cycles, fixed points, finiteness conditions. 
We characterize Boolean toposes in terms of conditions on such orbits, and as 
a byproduct prove that if the free group on 1 exists in a topos 8, then 8 has a natural 
number object. 
By topos, we always mean elementary topos. If 8 is a topos, an NNO is a natural 
number object. We do not assume the existence of an NNO. If X E 8 we denote by 
P(X) the power object of X, usually denoted by ~2’. 
We assume the reader is familiar with the internal language of toposes which we will 
use quite informally, pretending that “any topos is a topos of sets”, with the appropri- 
ate logic, i.e. the higher-order logic of toposes. In particular, when an NNO exists, it 
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will be denoted by N. Very exceptionally we will bother to give “diagrammatic” 
definitions or proofs. 
1. Orbits 
1.1. Let 6 be a topos. We denote by T(8) the category of objects X of d equipped with 
an endomorphism 1: X + X, called translation. A map (X, t) --f (X’, t’) E U(&) is an 
f’: X --f X’ E & such that ,ft = t’.f: 
When 6 does have an NNO, the category U(8) is (equivalent to) the topos 8’ of 
objects of d equipped with an action of the monoid N. 
We denote by UO(&‘) the category having as objects the diagrams (X, t, XO) of the 
form 1 AX ~XE~;amap(X,t,.~-o)~(X’,t’,.xb)isanf‘:X~X’E&suchthat 
fi = t’fand fxo = x6. 
When no ambiguity can arise we use the same letter f for the translation of all 
objects of U(8) and Uo(&), and even “forget” it in the notations. Thus we write 
f’:X-+ X’EU(8) orf:(X, x0)+ (X’, x6)EUo(b). 
1.2. If (X, r) E U(b), an SE P(X) is stab/r if t(S) c S. Clearly the subobjects of (X, t) in 
U(8) are the stable subobjects of X. We denote by St(X) = [SEP(X)I t(S) c S) the 
object of stable subobjects of X. 1f.f’: X --f X’EU(~?)~~~SES~(X),S’ES~(X’), we have 
f(S)ESt(X’) andf-‘(S’)ESt(X). Thus we get maps in 8: 
,f: St(X) --f St(X’) and .1’~ ’ : St(X’) + St(X). 
In particular, the translation is a map t : X --t X E U(G); thus if S is stable in X, so are 
t(S) and t- l(S). 
1.3. Arbitrary (internal) unions and intersections of stable subobjects are stable, i.e. if 
ZE& and I + St(X), i I-+ Si is a family of stable subobjects of X, and both ni Si and 
U; Si are stable. 
Hence the inclusion St(X) -P(X) has both a left and right adjoint. 
The left adjoint 8: P(X) --t St(X) is defined, for YEP(X), by 
O(Y) = n pEst( Y c q. 
We call 0(Y) the orhif of Y (along t). If .Y E X, we denote O({.x)) by S(x). 
The right adjoint I: P(X) -+ St(X) is defined, for YEP(X), by 
Z(Y) = I& iSESt(X)lS c Yj. 
It is the “interior” of Y for the topology on X having St(X) as object of opens. 
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Since St(X) is closed under intersections, the map P(X) 0, St(X) -P(X) is 
a closure operation, i.e. satisfies, for Y, Y’EP(X), 
y c O(Y), Y c Y’*B(Y) c O(Y’), O(Y) = 0(0(Y)). 
Moreover, since St(X) is closed under unions, for any family K of subobjects of X we 
have O(IJi ri)= uiO(K). 
Now any YEP(X) may be written as Y = Uxsy {x}, hence we get 
0(Y) = UxsY O(x), which reduces the study of orbits to the study of orbits of “points” 
of X (in an internal sense of course!). 
1.4. 1ff:X+ X’eT(d) we haue,for YEP(X) and Y’EP(X’): 
(9 f(WY)) = W(Y)). 
(ii) f’-‘(Co(Y’)) 3 O(f-‘(Y’)). 
Proof. (i) f(o(Y)) is stable since O(Y) is, f(o(Y)) 3f(Y) since O(Y) ZJ Y, hence 
f(~(Y))=,CO(f(Y)).Ontheotherhand,wehaveYcf~’(f(Y))cf-‘(Lo(f(Y)))and 
J’~‘(0(f(Y))) stable, h ence 0(Y) cf-‘(0(f(Y))), i.e.f’(o(Y)) c @(f(Y)). 
(ii) Wehave Y’c s(Y’),thusf-‘(Y’)cf-‘(Lo(Y’)),butf~’(O(Y’))isstablesince 
O(Y’) is, hencef-‘(O(Y’)) 1 O(f-‘(Y’)). 0 
1.5. Lemma. JfXeU(&), then we haue, for all YEI’( 
O(Y) = YuO(t(Y)) = Yut(O(Y)). 
Proof. We have Y c Co(Y); thus t(Y) c t(o( Y)) c 0(Y) since 0(Y) is stable, hence 
o(t(Y)) c 0(0(Y)) = O(Y). Thus we get Yu O(t(Y)) c 0(Y). On the other hand, 
Y c Y u 0(t( Y)), but Y u 0(t( Y)) is stable since t( Y u 0(t( Y))) = t(Y) u t(0(t( Y))) c 
U(t( Y)). Hence Y u o(t( Y)) =, U(Y). 
The second equality follows from 1.4(ii), since t: X -+ X EU(~‘). 0 
1.6. If XEX, we say that x is jxed if t(x) = x and that x is cyclic if x~C!J(t(x)). We 
denote by Fix(X) and C(X) the objects of fixed points and cyclic points of X, defined 
by 
Fix(X) = {x E X 1 t(x) = x}, C(X) = {XEX 1 x is cyclic}. 
We have obviously: 
(i) x fixed *x is cyclic, i.e. Fix(X) c C(X), 
(ii) Iff: X -+ X’E U(b) and x is fixed or cyclic, so is_/‘(x), i.e. 
f(Fix(X)) c Fix(X’) and f(C(X)) c C(X’). 
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1.7. We say that (X, t) is acyclic if C(X) c Fix(X), and that it is stationary if 
every orbit has a fixed point, i.e. if the following formula is true, for x, y ranging 
in X: 
v’x Y (YE O(x) A t(Y) = Y). 
1.8. Remarks. (1) The property of being fixed is first order, and can even be defined in 
any category with equalizers since Fix(X) is the equalizer of 
x+x; 
“cyclicity” needs second order, as one can readily see that “x is cyclic” is equivalent to 
the formula 
VSEP(X) (t(S) c s A t(x)ES*XES), 
where we quantify upon all “subsets” of X. Thus one would expect that “(X, t) 
stationary” is a first-order property (only fixed points are involved) and “(X, t) acyclic” 
is essentially higher (second) order. Very surprisingly it is the opposite. We will see in 
Section 2 that acyclicity can be defined in any category with pullbacks and equalizers, 
but “stationarity” is essentially second order. 
(2) If 6 has an NNO and (X, t) E U(6), we have a map 
defined inductively by to = 1, and t”+ ’ = t 0 t”. We leave to the reader the (easy) proof 
of the following properties: 
(i) VxEX VyEX (ye@(x) 0 3nEN (t”(x) = y)), 
(ii) Vx E X (x cyclic 0 3 n E N (t”+ l(x) = x)), 
(iii) (X, t) stationary iff Vx E X 3 y1 fz N (t” + l(x) = t”(x)), 
(iv) (X, t) acyclic iff VxcX [(3nEN (t”+‘(x) = x)) 3 t(x) = x]. 
This shows that, with the higher-order logic, many formulas which are usually 
written in terms of an NNO can be replaced by equivalent formulas even when N does 
not exist. In the same spirit, one can write a closed formula @, in the language of 
toposes without NNO, such that if d “happens to have” an NNO, the following is 
true: 
@ 9 3n~t+Y VXEX (t”(x)EFix(X)). 
This is left as an exercise. 
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2. The canonical preorder 
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2.1. If (X, t) E T(b) we define a binary relation < on X by 
x0 5 Xl iff X~E 0(x0). 
We clearly have xi E 0(x0) o 0(x1) c 0(x0), hence I is a preorder (i.e. it is reflexive 
and transitive). Moreover, if x E X, we have x I t(x). 
Let R be any preorder on X such that Vx E X ((x, r(x)) E R). We claim that 
xo 5 xi - (xo, xi)~ R. 
Proof. Let R(xo) = {x E X I ( x~,x)ER}. If x~R(xo), we have (xo,x)~R and 
(x, t(x)) E R, hence (XO, t(x))6 R by transitivity, thus t(x) E R(xo). Hence R(xo) is stable. 
But xo E R(xo) by reflexivity, hence 0(x0) c R(xo). q 
Thus I is the preorder generated by the graph of t, i.e. the smallest preorder 
R such that t/x E X (x, t(x)) E R. We call it the canonical preorder on X. We have: 
Zf f: X --f X’ F U(a), f preserves the canonical preorders. 
Proof. Let R = {(x, y) E X x X If(x) <f(y)). Clearly R is a preorder and Vx E X 
(x,t(x))~ R. Hence xo I xl *f(x~)if(xl). 0 
In particular, t preserves I since t : X -+ X E U(8). 
2.2. We define another binary relation < on X by 
x0 < Xl iff t(x0)I XI. 
Caution: xo < x1 should be read as “xi comes after x0”. It is not equivalent to 
(XO I xl A xo # xl), but it behaves more nicely. 
If in Lemma 1.5 we take Y = {XO} we get: 
(i) x~~xlox~=xlvx~<x~ ox0=xlv3x(xoIx~t(x)=xl). 
From the first equivalence in (i), we get, by distributivity of A with respect to v : 
(ii) (x0 I xl A x0 #xl) * x0 < xl. 
That the converse of (ii) need not be true, even if d = %t, is best seen by the 
following, which holds for any 8: 
(iii) x is cyclic 0 x < x. 
The relation < is compatible with the canonical preorder, i.e. 
(iv) (YO 5x0 A x0 < xl A Xl 5 yl) * y0 < yl. 
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Proof. y, I x0 =S t(yo) I t(xo) by 2.1; x0 < x1 o t(x,) I x1, hence 
(yo I x0 A x0 < x1 A x1 I y,) 
3 (t(yo) I t(xo) A t(xo) I Xl A Xl I Y1) 
=a QYO) 5 Yl. 0 
(v) Iff:X+ X’Elr(&), xg < x1 =+f(XO) <f(Xl). 
Proof. x0 < .x1 0 t(xo) I x1 * ,f(t(x,)) <S(xI) since f preserves I, but 
,f’(t(xo)) = U(xo)X hence XO < XI 3 U(Q)) IS(X1 ), i.e. f(Xo) < f(Xt ). q 
2.3. For x0 I x1, we define the intervals 
[X0> Xl] = {XEXIXo IX IX,}, ]xo,xl[={XEX~xo<x<X1}, 
]xo,x,] = {XEXIXO <x I x1), [xo,x,[={XEXJXOIX<X1}. 
2.4. Lemma. For x0 5 x1 we have: 
Proof. Since x0 I x1, we have x0=x1 v xo<xl, hence x~E[x~,x~[~{x~} and 
x1 e{xo} u]xo, x1], from which we get the inclusions 
= {x0, Xl) u 1x0, Xl c. 
Suppose .xE[x~, x1]. Then x0 I x A x I x1 thus by 2.1(i) we have 
(.xO=XV&J<X)A(X=X~ vx<x,), 
which by distributivity is equivalent to 
(x0 = x A x = x1) v (x0 = x A x < x1) 
V(Xo<XAX=X1)V(XO<XAX<X~). 
The first three brackets imply x E {x o, x 1 $ and the fourth implies x E ] x0, x 1 [, hence 
XE{X~,X~~ u]xo,x,[. Thus {x~,x~}~]x~,x~[ 1 [x0,x1]. 0 
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2.5. Lemma. For x0 I x1 we hazz: 
c”bo) = cxo, Xl] u WI) = [x0, x,1 u O(t(x,)) 
= cxo, Xl c u {Xl $ u W(Xl)). 
Proof. The last equality follows from Lemma 2.4. We have the obvious inclusions 
&(x0) 3 [x0, xl] u 0(x,) 3 [x0, x,] u O(t(x,)). Clearly xoE[xo, x,] u O(t(xl)). So 
all we need to show is that [x0, x1] u L0(t(x,)) is stable. This in turn will follow from 
the inclusion t([xo, x1]) c [,x o, x1] u O(t(x,)) since O(t(xI)) is stable. Let x be in 
[x0, x1], then .x < )cl v x = x1, hence tx 5 x1 v tx = txI. The first case implies 
tx~[.x~, x1], the second implies tx~O(t(x,)). 0 
2.6. Theorem. Jf (X, t)~ U(s) the following formula is true: 
vx VJj [(x < y v x = y v y < x) - 32 (z I x A z I y)], 
(X,Y,Z 6 x ). 
Proof. Suppose x,y E X are comparable, i.e. satisfy x < y v x = y v y < x, which is 
equivalent to x I y v y I x by 2.2(i); since any of the cases x 5 y or y 2 x imply 3 z 
(z 2 x A z I y), we get the implication * of the theorem. 
Conversely suppose for some ZE X we have z I x A z I y. Since z I x, by 
Lemma 2.5 we have O(z) = [z, x[ u {x} u @(t(x)). Since z I y we have YE O(z), 
i.e. y < x v y = x v t(x) I y. But t(x) I y by definition is x < y. 0 
Forgetting about the relation <, which gives more information, the theorem shows 
that the canonical preorder induces on the orbit of each point a total preorder. 
2.7. Corollary. If an orbit has a,fixed point, tkisjxed point is unique. 
Proof. Suppose yl ,y, E O(x) n Fix(X). Then y, I y, v yz 5 y, since y, ,y, E O(x). But 
YI 5 ~2 *YZE~(YI), and QY,) = (yl) since y, E Fix(X); hence y, I y, =z- y, = y, 
and by symmetry y2 I y, * y2 = y,. q 
Remark. The categorical interpretation of this corollary is as follows: 
Let X: P(X) be the map x H O(x) n Fix(X). Then 4 factors through x’, where 
x” is the subobject of P(X) which classifies partial maps with codomain X. 
For other results, we will leave such interpretations to the reader. 
2.8. Corollary. Zfx, I x1 I x2, then [x0, x2] = [x0, xl] u]xl, x2]. 
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Proof. The inclusion [x0, x2] 3 [xO,xl]u]xl,xz]isobvious.Supposex~[x,,xz]. 
Since x and x1 ~Co(x,,) we have x I xi v x1 < x. The first case implies XE [x0, x1], 
and the second implies XE]X,, x2]. 0 
Since I is only a preorder, it is natural to study the associated order, i.e. the 
quotient Xl- where x N y is defined by x I y A y 2 x. 
We have obviously: 
X-Y 0 O(x)= O(y) - YECX,Xl 
0 xg[y. yl - [x,x1 = CY, Yl. 
2.9. Lemma. XEC(X) - 8(x) = [x, x]. 
Proof. Suppose x is cyclic, i.e. x < x. Take y E [x, x]. Then tx I ty < tx, but x I tx 
and tx 2 x since x E C(X), hence x I ty I x, i.e. [x.x] is stable. Since x E [x, x], we get 
O(x) c [x, x], hence O(x) = [x, x]. 
Conversely, if a!(x) = [x, x], since Tao we have t(x) I x. 0 
From this lemma we get: 
2.10. Z~XEX and ZEO(X) n C(X), then Lo(x) = [x, z]. 
Proof. Since z E O(x) we have Lo(x) = [x, z] u O(z), but z E C(X) * O(z) = [z, z], 
hence O(x) = [x, z] u [z, z] = [x, z] by Corollary 2.8. 0 
In particular, if ZE O(x) n Fix(X), then O(x) = [x, z], since Fix(X) c C(X). Con- 
versely, if O(x) = [x, z] then z is cyclic, because t(z) E O(x) = [x, z] hence t(z) I z. 
2.11. Ifx~Xandz~C(X),wehauex-zoz~x. 
Proof. Suppose z I x, then x E O(z) = [z, z] hence x < z. The other way is trivial. 0 
2.12. (i) C(X) is stable under -, i.e. zEC(X) A x - z * xEC(X). 
Proof. x - z =S XEO(Z) a Tao = [z,z] * t(x) I z, but z I x, hence t(x) I x. 
0 
(ii) Let z1 and z2 be cyclic, then z1 - z2 ifs they belong to the same orbit. 
Proof. Suppose 3 x (Co(x) 2 {zr, 2,); then Lo(x) = [x, zi] = [x, zz], hence 
zi I z2 A z2 I zi. The converse is trivial, even if zi ,z2 are not cyclic. 0 
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We can now sharpen Corollary 2.7 as follows: 
2.13. Lemma. An orbit has a$xed point ifit has a unique cyclic point. 
Proof. Suppose U(x) has a fixed point y. Let z E C(X) n O(x). Then O(x) = [x, z] 
hence y I z, i.e. ZE Lo(y), but O(y) = { y} since YE Fix(X), hence z = y. 
Conversely, suppose that O(x) has a unique cyclic point z. Since z 5 t(z) and 
z E C(X) we have t(z) cyclic in O(x), hence t(z) = z by uniqueness, i.e. z E Fix(X). 0 
2.14. Definition. We say that a subobject of X is a cycle iff it is the orbit of a cyclic 
point, and we denote by Z(X) the object of cycles of X, defined by 
Z(X) = {Z E P(X) 13 ZE C(X) (O(z) = Z,). 
We say that the two elements x1,x2 of X are cocyclic, and we write x1 z x2 if they 
belong to the same cycle, i.e. 3 ZEZ(X) (Z 3 {x1, x2}). 
2.15. Theorem. (a) If x,y~X we have x - y o (x = y v x % y). 
(b) x z y induces on C(X) an equivalence relation, with quotient Z(X), and there is 
a unique map m : Z(X) + X/f- making commutative the following diagram, where the 
vertical arrows are the projections: 
C(X)- x 
I I 
CD) I’j j 
Z(X)> m --xi- 
Moreover, this diagram is a pushout, hence it is also a pullback and Z(X) is a subobject 
of XI-, i.e. m is manic. 
(c) .There is a unique map f: Xl- -+ Xl- such that 71 :X + X/m E T(b). This map is 
acyclic and Fix(X/-) = Z(X). 
(d) The composite map Fix(X) cf C(X) 5 Z(X) is manic. 
(e) Zf(X’, t’) E U(b) is acyclic, andf: X + X’ E T(b), there is a uniquefactorization of 
fin T(d) as X 1 Xl- + X’. 
Proof. (a) Suppose x - y, i.e. (x = y v x < y) A y I x. By distributivity this implies 
x = y v (x < y A y I x). But x < y A y I x * x < x, i.e. x is cyclic. But then x and 
y are cocyclic by 2.11, since x I y. The converse implication is clear since 
xzy*x-y. 
From (a) it follows that any map 4: X + Y factors through Xl- iff x z y * 
$6) = 4(Y). 
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(b) The existence and uniqueness of n’ and m is clear since if x,y~ C(X), 
x- y 0 x = y. Suppose 4: X -+ Y and rl/: Z(X) + Y are maps in d such that 
$71’ = @lc(x). If x z y then x,y~ C(X) and rc’(x) = x’(y), hence @r’(x) = @r’(y), 
i.e. 4(x) = 4(y), and 4 factors uniquely as X 4 Xl- 3 Y. Then 4’mTc’ = +-c’, 
hence +‘m = $ since 7~’ is epi. Thus (D) is a pushout. 
The rest follows from the well-known fact that in a topos a pushout of a mono is 
a mono, and is also a pullback. 
(c) The existence and uniqueness of I is clear since t preserves 2. 
Suppose z(x) = XE C(X/-), i.e. i(X) I X, then f(x) I x, hence XEC(X) and 
FEZ. Thus C(X/-) c Z(X). But if X = rc(x)~Z(X), we have xeC(X) and 
x I t(x), hence x - t(x), i.e. x = I(X). Hence Z(X) 1 Fix(X/-). Since 
Fix(X/-) c C(X/-) we get Z(X) = Fix(X/-) = C(X/-). And the second equality 
shows that f is acyclic. 
(d) Follows from Lemma 2.13. 
(e) Supposef’: X + X’E U(8). If x z y thenf‘(x) z,f‘(y), sincef‘(C(X)) c C(X’). But 
if (X’, t’) is acyclic, J”(X) and f(y) are fixed and equivalent, hence f’(x) =f(y), and 
f‘factors through Xl-. 0 
Let A(b) denote the full subcategory of U(&) having as objects the pairs (X, t), 
with t acyclic. By (e) we get 
2.16. Corollary. The inclusion fimctor A(b) - U(8) has u Lft udjoint. 0 
Moreover, if (X, t) E U(a), the associated acyclic object is obtained by identifying to 
a point each cycle of X, in an internal sense of course. Therefore, we will denote by 
X/Z(X) the associated acyclic object, and by ad or a the functor U(8) -+ A(8), 
x H X/Z(X). 
2.17. Corollary. For (X, t) E U(6), the,following conditions are equivalent: 
(i) (X, t) is acyclic. 
(ii) The canonical preorder is un order. 
(iii) There exists an order relation 7 on X suck that V x E X (x 7 t(x)). 
(iv) VxEX ([x,x] = {x$). 
Proof. + (ii) (X, t)EA(&) the map n: X -+ X/Z(X) is an isomorphism. 
(ii) * (iii) Trivial. 
(iii) * (iv) Suppose YE [x, x], i.e. x I y A y I x. Then x 7 y A y 7 x since I is 
the smallest preorder containing all pairs (x, t(x)). Hence x = y since 7 is an order. 
(iv) * (i) Suppose XEC(X), then tub = [x, x] = {x>, i.e. xEFix(X). 0 
2.18. Remark. The equivalence (i) o (iii) shows that (X, t) acyclic can be defined in 
any category with finite limits. 
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2.19. Remark. In view of the definition and properties of - , one could expect, at first 
sight, that for any x we have ([x, x] = {x}) v [x, x] E Z(X) (“any equivalence class for 
- is a singleton or a cycle”). We will see in Theorem 3.14 that this is not true in 
general, and more precisely that it holds for any X E T(6) if and only if 8 is Boolean! 
3. Finiteness conditions 
In this section, (X, t) is fixed, and variables x, y, z, . . . range over X. Byjfinite, we will 
mean Kuratowski-finite; we will denote by K(X) the object of finite subobjects of X. 
3.1. Lemma. The following conditions are equivalent: 
(a) For all x, [x, x] isjinite. 
(b) For all x,y, x I y * [x, y] is Jinite. 
Proof. Assume (a). If XEX, let Q(x) = {y E O(x) 1 [x, y] is finite}. By (a), we have 
x E Q(x). Suppose YE Q(x). By Corollary 2.8 we have [x, ty] = [x, y] u ] y, ty]. But 
z E] y, ty] iff ty I z I ty, i.e. ] y, ty] = [ty, ty] hence is finite by (a); thus [x, t,j] is finite 
and Q(x) is stable hence Q(x) = O(x). The implication (b) 5 (a) is trivial. 0 
The equivalent conditions of this lemma are not always satisfied: we will see in 
Theorem 3.14 that they are satisfied for any X iff the topos is Boolean again. 
3.2. Corollary. If t is acyclic then all the intervals Lx, y] are finite. 
Proof. We know that t acyclic iff Vx ([x, x] = {x)). q 
3.3. Theorem. The following conditions are equivalent: 
(a) t is acyclic and all orbits are finite. 
(b) t is stationary (i.e. each orbit has a jxed point). 
Proof. (a) + (b) Since t is acyclic, the orbit O(x) of any element is totally ordered. 
Since it is finite it has a greatest element, say y. Since y I ty, y is fixed. 
(b) + (a) Suppose z is cyclic. By (b), 8(z) = [z, z] has a fixed point, say y. Hence by 
Lemma 2.13 z = y, so z E Fix(X). Hence t is acyclic. Now take any x E X. Let y be the 
fixed point of O(x). Then Co(x) = [x, y] which is finite by Corollary 3.2. 0 
3.4. Theorem. IJxEX and O(x) is finite then Co(x) contains a cycle. 
Proof. Let B = {Y c O(x)13y~O(x) (Y c [x,y])}. Clearly for all y~O(x) we have 
{y} E B. Suppose Y, and Y2 E B, then there exist y, ,y, such that Y1 c [x, y,] and 
Y, c [x, yz]. Moreover, we have y, I y, v y, I y,. The first case implies Y, u Yz c 
[x, y2] and the second implies Y, u Y2 c [x, yi]. Hence B is stable under finite 
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unions. Since O(x) is finite, we have 0(x)~B, i.e. there is a y~0(x) such that 
B(x) = [x, y]. By 2.10 this y is cyclic, and Co(x) contains the cycle [y, y]. 0 
Our aim now is to show the converse of Theorem 3.4, namely, an orbit which 
contains a cycle is necessarily finite. We will need some technical constructions. 
Consider any X E U(8). We define a map t*: P(X) -+ P(X) by t*(A) = A u tA. For 
A E P(X), we denote by &(A) the orbit in P(X) of A along t*; so &(A) E P(P(X)). In 
particular, for x E X, we denote by g(x) the orbit d( {x}) (the orbit in X of x along t is 
still denoted by O(x)). In the following lemmas, we will always work with a “fixed” 
x (generic). We may make a few obvious observations concerning 6(x): 
3.5. Lemma. (i) t* is acyclic. 
(ii) AEti(x) * xEA. 
(iii) O(x) = U {A 1 A E c?(x)}. 
(iv) Any element of 6(x) is jinite. 
Proof. (i) follows from (iii) in Corollary 2.17, since the inclusion is an order and since 
we have VA E P(X) A c t*(A). 
(ii) is obvious. 
(iii) Clearly A E 6(x) + A c 0(x), hence u {A 1 A E k(x)} E S(x). To prove the con- 
verse relation, we show that Vy E Lo(x) 3 A E 8(x) y E A, by “induction” on y E Co(x), i.e. 
by showing that the set B = ( y E 0(x) 13 A E 6(x) y E A} contains x and is closed by t. 
First, XE {x} E b(x); and if y~cO(x) is such that yeA for some AE&(x), then 
ty E tA c ?A E 6(x)-since 6(x) is closed for t*. 
Finally, (iv) is a particular case of the more general: if A, E P(X) is finite, then any 
element of &(A,) is. Indeed, the object K(X) of finite parts of X contains A,, and it is 
stable by f since if A is finite then so is t*(A) = A u t(A), as a union of two finite parts. 
So K(X) contains &(A,). 0 
3.6. Lemma. For any AE 6(x) there exists an YE A such that t*A = A u {ty}. 
Proof. Here, we use an induction on AE 6(x). Let B = {AE 8(x) 13 YE A 
(fA = A u (ty})}; we show that B contains {x} and is stable by t. For A = {x} we have 
fA = {x, tx}, so y = x is convenient. Now if A is such that {A = A u { ty} for some 
ye A, then we have 
!(;A) = t*(A u { ty>) 
= t(A u {ty) 1u (A u Cty}, 
= tA u A u {ty} u {tty) 
= t*A u {tty} 
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and ty E t*A; so t*(fA) = fA u { tz} for some z E t^A, and we are done. 0 
3.7. Lemma. For any AE k(x) and y E A we have O(x) = A u O(y). 
Proof. We show that the set B = {AE&(X)IV~EA(C~(X) = Au Cl(y))} contains {x} 
and is stable by t*. 
We have {x} EB, because {x} E&(X), and if YE {x}, then x = y, hence 8(x) = 
1x1 u O(Y). 
Now if A E B, then ?A E B. First, A E 6(x), hence fA E 6(x). Moreover, by Lemma 3.6, 
we know that fA = A u { ta) for some UE A. It remains to show that if YE t*A, then 
O(x) = t*A u O(y). Consider y E fA. We know that y E A or y = ta. 
IfyEA,then Co(x)= AuO(y)since A~B,soofcoursewe haveB(x)=t*AuLo(y). 
If y = ta then, since a E AEB, we have Co(x) = A u O(a). But we then have 
Au O(a) = Au {a} u {ta} u O(ta) = iA u O(ta) = t^Au O(y). 0 
3.8. Remark. The assertion of Lemma 3.7 is similar to that of Lemma 2.5 (i.e. for 
x I y we have 0(x) = [x, y] u U(y)). But it should be noted that the elements of the 
form [x, y] are not the same in general as the elements of 6(x): even in the %t case, 
they coincide only for an acyclic t; and recall that the elements of k(x) are always 
finite, while [x,y] is not always, as will be seen later. 
The crucial point in the proof of the converse of Theorem 3.4 is the following: 
3.9. Lemma. If A E 6(x), y E A and ty = x, then A = O(x). 
Proof. We consider B = {AE 6(x) 1 VYE A (ty = x * A = O(x))}, and show that 
B contains {x} and is stable by f 
First, {x} E B, since {x} E 8(x); and if y E {x} is such that ty = x, then y = x = ty, so 
x is fixed and indeed Co(x) = {x}. 
Now, if AE B, then ;A AE B. Of course, t*A E Q(x). By Lemma 3.6, we know that 
t*A = A u { ta} for some a E A. Now suppose y E ;A is such that ty = x; we have to show 
that fA = Lo(x). By Lemma 3.6, we know that fA = A u {ta} for some a E A. So y E A or 
y = ta. 
If YE A, then since A E B we have A = O(x); hence A = fA = O(x). 
If y = ta, then we claim that fA = O(x). It suffices to show that t*A is stable for t. 
Consider z E ;A. Here again, we have z E A or z = ta. If z E A, then surely tz E fA. And if 
z = ta, then z = y, so tz = ty = x E iA since t^A EQ(x). 0 
3.10. Corollary. Any cycle is finite. 
Proof. Remember that a cycle is the orbit of a cyclic point, i.e. a point x such that 
x = ty for some ye Lo(x). We apply our preceeding constructions to such an x. By 
Lemma 3S(iii), there exists an AE~(x) such that YE A; by Lemma 3.9, A = Co(x); but 
by Lemma 3.5(iv) A is finite. q 
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Corollary 3.10 of course is a special case of the theorem that we want to state. But 
using Lemma 3.7, it allows us to get the full result: 
3.11. Theorem. An orbit which has a cyclic point-or equicalently, which contains 
a cycle-is finite. 
Proof. Suppose that 8(x) has a cyclic point y. By Lemma 3S(iii) again, there exists an 
A E 6(x) such that YE A; by Lemma 3.7, Co(x) = A u O(y). But A is finite; and by 
Corollary 3.10, since y is cyclic, Co(y) also is finite. Thus we are done. 0 
3.12. We finish this section by showing the fact that both statements that if in any 
X E U(8), any [x, x] is a singleton or a cycle, or that any [x, x] is finite, are equivalent 
to the fact that d is Boolean. If we show this, of course a counterexample showing that 
these statements are not true in general is formally not needed; but in order to clarify 
the proof, we begin by giving such a counterexample in the Sierpinski topos (topos of 
arrows in Sets). 
We denote objects in this topos “downwards”: i.e., an object is the data of 
a “toplevel” set, a “bottom-level” set and a “restriction” map from the top to the 
bottom. And we denote maps in this topos horizontally. Recall that an object in the 
Sierpinski topos d is finite iff both its top and bottom sets are finite and the restriction 
is surjective. Consider the following object X in U(b): 
x-Y,-z 
l---I-- 
x/y-y’ 
(Downwards arrows denote the restriction, and horizontal arrows denote the action 
oft.) Remark that X is an orbit (the orbit of the global section a which is x at top level 
and x’ at the bottom); and even X has a global section which is cyclic (for instance y at 
top, y’ at the bottom). However, if we consider the global section a, it happens that 
[a, a] fails to be finite, hence fails to be internally a singleton or a cycle. (By this of 
course, we do not mean that the statements “~([a, a] is finite)” or “1 ([a, a] is 
a singleton or a cycle)” hold in the internal logic, but that “[a, a] is finite” and “[a, a] 
is a singleton or a cycle” do not hold.) Indeed, the object [a, a] is 
and is not finite since the restriction is not surjective. 
Orbits und monoids in a topos 43 
3.13. Remark. This example can be presented more syntactically as follows: Consider 
in the Sierpiriski topos the subobject P of 1 which is empty at the top and 1 at the 
bottom. Then consider the object 3 = {0, 1,2} (the sum of three copies of l), and 
definef: 3 -+ 3 byf(0) = 1, f( 1) = 2 and f(2) = 1. Then, seeing P as a formula without 
free variables in the logic, consider the equivalence relation on 3 defined by x - y iff 
x = y v (X,YE{0,2} A P), which intuitively just identifies 0 and 2 when P holds. Then 
f is compatible with this equivalence relation, and the resulting object of T(F) is 
nothing but the one that we have considered. We will generalize this construction in 
the proof of (iv) * (i) in the next theorem. 
3.14. Theorem. The jtillowing are equivalent for a topos 6: 
(i) 8 is Boolean. 
(ii) For any X E T(b), the statement Vx (x is cyclic or is not cyclic) holds in 6. 
(iii) For any X E U(b), the statement Vx ([x, x] is a singleton or a cycle) holds in &. 
(iv) For any X E lI(&), the statement Vx ([x, x] is finite) holds in 8. 
(v) For any XEU(~), tlze statement Vx,y (x I y * [x, y] is finite) holds in 6. 
Proof. The equivalence of (iv) and (v) has been stated in Lemma 3.1; (i) obviously 
implies (ii); (ii) implies (iii), because it is easy to see that if x is not cyclic (a negation in 
the internal sense of course), then [_u, x] = (x). And the implication (iii) 3 (iv) follows 
from Corollary (3.10): a cycle is finite, and of course also a singleton is. 
So it remains to show that (iv) implies (i). Supposing (iv), we show that in & the 
sentence VPEQ (P v 1 P) holds. Notice that since we have not shown that (iv) is 
a local property, i.e. that if it holds in a topos 6, it holds in any slice topos on &, it does 
not s&ice to show it for a global P. (That (iv) is local is a posteriori true, since 
Booleanness is!) 
First, we consider in 8 the object 3 andf‘: 3 + 3 just like in the remark above. Now, 
let Y= 3xQ, and let 9 be the mapf‘xId: Y + Y. Consider on Y the equivalence 
relation defined by 
(a, PI - (h, P’) iff ((a, P) = (h, P’) v [P = P’ A a,b E {0,2} A P]), 
where a,h range over 3 and P,P’ range over Q. 
It is easy to check that - is an equivalence relation. Moreover, g is compatible with 
it. We have to show that if (a, P) - (h, P’), then ~(a, P) - g(h, P’), i.e. (,fa, P) - 
(j’b, P’). In view of the definition of -, the only non-obvious case is the one when 
P = P’, a = 0, h = 2 and P holds (or the symmetric case: a = 2, b = 0). But in this case, 
f(a) =.f‘(b) = 1, so not only g(a, P) - g(b, P’) holds, but even g(a, P) = g(b, P’). 
So the quotient X = Y/- is equipped with an endomap X + X, which we denote 
by t as usually. The equivalence class of (a, P) will be denoted by (a). 
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Now fix PE 52; we have to show that P v 1 P holds. Consider in X the orbit 
0((G)). Since in general (a, P’) - (b, P”) implies P’ = P”, it is easy to see that 
(MY%) = {(D), (9% (5%. P ossibly this list is redundant (in fact it is if P holds), 
but never mind. Notice however that (G) # (D) and that (zl”p) # (s). 
By the hypothesis (iv), we know that [(fi), (fi)] is finite; and it is included in 
0((c)). But it is easy to show that in any object X, a finite part of {x, y, x> which 
contains x (x,y,z are any elements of X), is necessarily one of {x}, {x, y}, {x, z}, 
(x, y, z}. So here we have four cases to consider: 
(a) C(G$ 631 = {(G)}, 
(b) C6%, 6%1 = {6%, 6% 
(c) I6morTul = {G%G,>, 
(4 C6%> 6%1 = {6k 6% 6%). 
In Fs (a) and (c), we have (G)$[ (G), (G)], since (2) is different from (6?) 
and (2, P). Then we claim that 1 P holds. Indeed, suppose P: then (0, P) - (2, P). But 
t* (6& (Q, so t((D)) = (D) and t((s)) = (2) =(c), so finally 
(1, P) 6 [(0, P), (0, P)], a contra,@tion. _ 
In cases (b) and (d), we have (1, P)E [(0, P), (D)]. But then (G)E 0((D)); and it 
is easy to check that 0((c)) = {(D), (s)}. So, since (G) # (z), we have 
(G) = (5). This means that (0, P) - (2, P); but by the very definition of -, and 
since 0 # 2 in 3, this means that P holds. 
So in any cases, P v 1 P holds, and we are done. (Notice that a finer analysis would 
show that cases (b) and (c) are impossible, but never mind.) 0 
4. The category Orb(&) 
If (X, x0, t)~U~(g) we denote by 0(x0, X) the orbit of x0 in X along l. We say that 
X is an orbit (and abbreviate by (X, x0) or even X is an orbit) if 0(x0, X) = X, i.e. if 
(X3 x0, t) verifies Peano’s recursion axiom, 
(P.R.) V’s c X [(x,ES A t(S) c S) 3 S = X]. 
We denote by Orb(b) the full subcategory to U0(8) having as objects the orbits. If 
(X, x0) E orb(&) we call x0 the origin of X. 
4.1. Lemma. Zf (X, x0) E Orb(b) and (Y, yo) E T,,(S) then: 
(i) There exists at most one map (X, x0) 4 (Y, yo) E Uo(&). 
(ii) lff:(X, x0)-+ (Y, yo)ETOV) andf’ 1s surjectiue, then (Y, yo) E 0rb (8). 
(iii) Every map g : (Y, yo) + (X, x,,) E T,(E) is surjective. 
Proof. (i) If f and f’: (X, x,,) + (Y, yo) E Uo(J?), let S = {x E X If(x) =.f’(x)}; then 
S satisfies x0 ES and t(S) c S, hence S = X. 
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(ii) Let S =f- ‘(O(yO, Y)); then x0 ES and t(S) c S, so S = X andf(S) = Y since 
f is surjective, hence Y = 0( y,, Y). 
(iii) Let S = g(Y), then x0 ES and t(S) c S, hence g(Y) = Y. 0 
4.2. Corollary. Orb(d) is a preordered class and every map in Orb(l) is surjectiue. 0 
Because of the surjectivity of maps in Orb(b), it is natural to consider the preorder 
defined by Orb(b)“P, thus if X and Y are orbits we will say that X leads Y, denoted by 
X 2 Y, if there is a map X + YE Orb(b). 
If(Y, yo, OETO(~), since t(o(yo, Y)) = @(Y,, Y) we have an induced translation on 
Lo(yo, Y), but yo~O(yo, Y), thus we get an orbit 1 -+ O(y,, Y)+ Lo(y,, Y) and the 
inclusion O(y,, Y) w Y is a map in Uo(E). Moreover, if X is any orbit we have clearly 
X 2 cO(y,, Y) iff there exists a map X -+ YE Uo(b), i.e., we have the following proposi- 
tion: 
4.3. Proposition. The inclusion Orb(b) -To(b) has a right adjoint. 0 
Thus if Uo(~) has any kind of limits or colimits, so does Orb(E). But clearly Uo(8) 
has finite limits, so we have the following: 
4.4. Corollary. Orb(6)“P has$nite sups. 0 
If X,Y are orbits with origins xo,yo, the sup of X and Y, denoted by X v Y, is the 
orbit @((x0, yo), X x Y). 
An NNO, if it exists, is by definition an initial object of Uo(d), and it is also an orbit, 
so we have the following: 
4.5. Corollary. d has un NNO ifSOrb(& has a greatest element. 0 
In order to deal with “infinite” (i.e. internal) sups and infs of orbits we need a few 
remarks and notations. 
If F: 8 + 8” is a logical functor it “preserves” orbits, objects with translations, etc., 
i.e. determines functors, again denoted by F, Orb(d) --) Orb(C), U(8) + U(b’), etc., 
compatible with the forgetful functors. 
In particular, if we define a family indexed by I ~8 of objects of U(d), Uo(b) or 
Orb(&), to be an object of U(&‘/Z), U,(d/Z) or Orb(b/Z), every map U: J -+ I EC? 
determines functors u*, hence we have fibrations over 8, denoted by T(b), To(&) and 
Orb(b), and Cartesian forgetful functors. By an adjoint to a Cartesian functor we will 
always means a Cartesian adjoint. We will give proofs in the fibers over 1, the 
verification that we have Cartesian functors will be trivial, and omitted. 
An object of b/Z will be denoted by (Xi)isr, a map by (f;: Xi -P Il;.)iBI) a global point 
by(xi: 1 + Yi)ie, or (Xi)ie,. We abbreviate any symbol (C(i)is, by (ai). The right and left 
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adjoints of I* : d + &/I will be denoted by 
1: a/1 + 8, txi) ++ C Xi 
I I 
Since the functors ni preserve the terminal object, the fibration To(&) has internal 
products defined by 
(1 - x”e xi I, Xi) F+ 1 zF!+~X+_~~xi. 
By Proposition 4.3 the inclusion Orb(d) cf r,(a) has a right adjoint, denoted by 
((Xi), (xgi)) H (O(Xoi, Xi)). Hence Orb(&) has internal products, i.e., we have the 
following proposition: 
4.6. Proposition. Orb(d)“P has internal sups. 0 
Thus if (Xi) is a family of orbits, with (Xoi) as family of origins, Vi Xi is the orbit in 
ni Xi of the point (xgi), i.e., 
The canonical orbits qf an endomorphism 
Even when 8 = St, the notation (xi) for a family, i.e. a mapf: I -+ X fails in two 
important cases, namely I = X and f is the identity, or f is the constant map 
determined by an element of X. We cannot expect better when 6 is arbitrary. In this 
section we fix an object (X, t) of U(a). 
In the category 8/X we have a map X*(t): X*(X) -+ X*(X), moreover the diagonal 
X 2 X x X defines a global point of X *(X), called the generic point of X. We will call 
the generic orbit the orbit of the generic point along X*(t). It is an object of Orb(b/X), 
i.e. a family indexed by X of orbits of 8, which we denote by (0(x, X)),,, or even 
(O(x)). 
By Proposition 4.6 this family admits a sup Vx 0(x) which is an orbit of 6 called the 
leading orbit for X and denoted by L(X). 
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Neither (X, t) H 0(x, X) nor (X, t) H L(X) is functorial. This can be seen, for 
example, when 6 = Y.&, but will follow from the description and universal properties 
of these orbits which we give now. 
4.7. Let I(X) = {(x, y) EX x X 1 x < y} be (the graph of) the canonical preorder. 
Equipped with the projection p: I(X) + X, (x, y) H x, it is a subobject of X*(X). 
Since x I y + x I ty, the translation (x, y) H (x, ty) of X*(X) restricts to s(X). The 
generic element x H (x, x) factors through I(X). Thus I(X) is a subobject of 
(X*(X), 6, X*(t)) in U,,(b/X). IfxEX we have p-‘(x) = {yeX]x I y} = O(x), thus 
I(X) is the family of all orbits of X. This should be enough to “convince” that I(X) 
is the generic orbit. The formal proof is an easy exercise. 
We denote by (u, v) H uv the composition of the monoid Xx, by (u, x) H u(x) the 
actionXXxX~XofXXonX,andbyu~tuthemaptX:XX~XX.IfFcXXand 
xEX we let F(x) = (yEX(3uGF (y = u(x))}. 
4.8. Theorem. If(X, t) E T(d), then: 
(i) L(X) is the orbit in Xx, along the map tX, of the element lxeXx. 
(ii) L(X) is the suhmonoid ofX” generated by {t}. It is abelian. 
(iii) Every orbit of X is a quotient monoid of L(X), i.e., the generic orbit is a monoid 
and the canonical map X* L(X) + O(x) is a surjective monoid homomorphism in b/X. 
Proof. (i) In d/X we have O(x) c X*(X), LEO and O(x) is stable under X*(t). 
Since n, preserves the terminal object and injections, in d we have 
and n O(x) is stable by n X*(t). 
x x 
Hence O(n, 6, n, X*(t)) = O(n, 6, n, O(x)). But by Proposition 4.6 the right-hand 
side is L(X), and the left-hand side is O(lx, Xx) since n, 6 = lx and 
n, x*(x) = xx. 
(ii) LetS= {uEL(X)Itu=ut}.Clearly, 1,~Sandu~S = tuES,henceS= L(X), 
i.e., Vu E L(X) (tu = ut). 
Let T = {u E L(X) 1 VVE L(X) (uv = vu A UVE L(X))}. We have lxe T. Suppose 
u E T. For any v E L(X) we have, using S = L(X), associativity and stability of L(X) by 
tX, (tu)v = t(uv)E L(X); then t(uv) = t(vu) = (tu)u = (ut)u = v(tu), hence tuc T. Thus 
T = L(X) and L(X) is an abelian submonoid of Xx, and te L(X). But if M is 
a submonoid of Xx and te M, we have lx6 M and tM c M hence M 3 6(lx, Xx) = 
L(X). 
(iii) Since L(X) = Vx O(x) in Orb(&)“P, we have in Orb(&/X) a canonical map 
X* L(X) + O(x), which is surjective in 6/X, hence also in 8 since u, :8/X + G 
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preserves epimorphisms. This map is clearly 
x x u-u + (Lo(x)) = S(X), (x, 4 + u(x). 
For XEX let R(x) be the equivalence relation on L(X) defined by u - u’ iff 
U(X) = U’(X). If u E L(X), U(X) = u’(x) = vu(x) = vu’(x) but this also implies 
U(X) = U’V(X) since L(X) is commutative. Hence R(x) is a congruence relation on 
L(X). And O(x) = L(X)/R(x) admits a monoid structure, quotient of X*L(X) hence 
abelian, with a canonical generator (~(x)),,~. 0 
4.9. Notations and remarks. We will denote by k, 1, m, variables ranging in L(X). 
Since L(X) is abelian we denote additively its composition, by 0 its unit and by 1 its 
canonical generator. Finally the inclusion map L(X) ctXx is denoted by k H tk. 
Thus we get: 
(a) to = lx, t’ = t, tk+’ = tkt’ = t’tk. 
(b) For all x,y~X we have x I y iff ye O(x), i.e. by Theorem 4.8(iii), 
xsy e 3 k (y = tk(x)), 
and of course 
X<Y o 3 k (y = rkfl(x)). 
In particular, x is cyclic o 3 k (x = tk+ l(x)), from which we derive: 
(cl 
t is acyclic iff Vx [ 3 k (x = tk”(x)) =z- x = t(x)], 
t is stationary iff Vx 3 k (tk(x) = tk+ ‘(x). 
(d) We denote by s: L(X) + L(X) the canonical translation. It is the “successor 
map” k H k + 1. Since L(X) is the orbit of 0 along s, the axiom (P.R.) becomes 
v’s c L(X) (OES A s(S) c s a s = L(X)). 
(e) The canonical preorder on L(X) is: k I 1 o 3 m (k + m = I), it is total, and more 
precisely we have V k V 1 (k < 1 v k = 1 v 1-c k), where of course k < 1 is defined by 
k+l<1. 
(f) Since k E+ tk is injective we have k = 1 o Vx EX (tk(x) = t’(x)). 
(g) If x E X the monoid structure on Lo(x) is defined as follows: if y,z E O(x) there 
exist k,l E L(X) such that y = tk(x) and z = t’(x), then y + z = tkf’(x) is independent 
of the “choice” of k and 1. 
Even when N does not exist, every X E U(B) has “its own N”, namely L(X), and the 
notations are compatible with the usual ones. 
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4.10. Corollary. every orbit of X. 
(ii) Zf L(X) is Jinite so is every orbit of X. 
Proof. (i) Let k be cyclic in L(X), then there exists I E L(X) with k = k + 1 + 1. If x E X 
then tk(x)E U(x) and is cyclic since t”(x) = tk+‘+ ‘(x). 
(ii) By Theorems 3.4 and 3.11, an orbit has a cyclic element (or a cycle) if and only if 
it is finite; so (ii) is nothing but a reformulation of (i). 0 
4.11. Theorem. If(X, t, x,,)~U~(d) then: 
(i) There exists a unique mapf: L(X) + X E UO(S). 
(ii) Moreover, the following conditions are equivalent: 
(a) fis surjective. 
(b) f is an isomorphism. 
(c) There exists on X a (commutative) monoid structure such that x0 is the unit, 
x1 = t(xo) is a generator, and t is the map x H x1 + x. 
(d) (X, t, x,,) is an orbit. 
Proof. (i) Takefto be k H tk(xO), it is in To(S). Uniqueness follows from Lemma 4.1. 
(ii) (a) * (b) Suppose f is surjective and k,lE L(X) are such that tk(xO) = t’(xo). 
Take any x EX. Then there is an mE L(X) such that x = t”(xo). Hence 
tk(x) = tk+m(xO) = tmtk(xO) = t”‘t’(x,,) = t’(x). Thus we have VXEX (tk(x) = t’(x)), 
so by 4.9(g), k = 1 and f is injective. 
(b) 3 (c) is trivial. 
(c)*(d) Suppose ScX, x,,ES and x,+S=t(S)cS. Let Y={xEXIX+S 
c S}. Then (x + y) + S = x + (y + S) c x + S c S,hencex + yEY.Thus Yisasub- 
monoid of X containing the generator x1, i.e. Y = X. Hence X + S = S, but x0 ES 
thus X c X + S c S. 
(d) + (a) by Lemma 4.l(iii). 0 
4.12. Let (M, 0, +) be a (commutative) monoid with one generator 1. We now know 
that (M, 0, t) is an orbit, where t(m) = m + 1 = 1 + m. Now, M is a group iff 1 has an 
opposite; this in fact is a particular case of the more general following fact (with 
multiplicative notation): 
If M is a monoid and X c M is such that all elements of X are invertible, then the 
submonoid (X) generated by X in M is a group. 
Proof. Let G be the object of the invertible elements of (X). It obviously is a sub- 
monoid of M containing X, hence it is the whole of(X); but it is also a group. 0 
On the other hand, in the case of (M, 0, +) with generator 1, we have that 1 has an 
opposite iff 0 is cyclic (for t). Therefore, Corollary 3.10 can be restated as follows: 
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4.13. Theorem. Let (M, 0, +) be a (commutative) monoid with one generator If is 
group, then it is finite. I7 
4.14. The object Gong(L). Because of Theorem 4.11 (ii) we can, and we will, identify 
an orbit (X, t, x0) with L(X). Thus we will denote an orbit by L, the origin by 0, the 
translation by s, and the generator s(O) by 1. 
Although orbits are monoids, the mapsfe Orb(b) are the monoid homomorphisms 
such thatf(1) = 1. Iff: L--f L’ is such a map, L’ is isomorphic to L/R(f), where R(f) 
is the congruence relation associated tof: Conversely if R is a congruence on an orbit 
L, the quotient L/R is an orbit. Let Gong(L) = {R c L x L 1 R is a congruence} be the 
object of congruences of L. In &/Cong(L) we have the family of orbits (L/R) and 
a canonical map of orbits Gong(L)* L --f (L/R), and Gong(L) clearly classifies all the 
orbits lead by L, in the following sense: For each I E & and each family (Li) of orbits 
such that I *1 2 (Li) there exists a unique map u: I + Cong(L)E& such that (Li) is 
isomorphic to u*(LIR). Moreover, because the isomorphism is then unique, we can 
write (Li) = (L/u(i)) in such a manner that if v:J + IS&’ we have v*(Li) = (L/uv(i)). 
(Technically, we replace the fibration Orb(b), which has preordered fibers, by the 
associated ordered fibration, which is then a split fibration with a unique splitting.) 
Now the object Gong(L) is an internally complete lattice, when ordered by inclusion. 
We will denote by {L’~Orb(d)) L 2 L’} = B(L) the lattice Cong(L)OP. 
4.15. Proposition. The jibration Orb(b)“P has internal infs qf inhabited families. 
Proof. Let (Li) be a family of orbits indexed by an inhabited I. Denote by L their sup, 
which exists by Proposition 4.6; now all the Li belong to the complete lattice B(L). 
Take in B(L) their inf, it is clearly an inf in 0rb(8)Op, because I is inhabited. 0 
5. A question about the existence of free groups 
We want to prove in this section that if a topos d has a free group generated by 1, 
then it has an NNO. 
5.1. To prove this fact, we will need a result concerning Kuratowski finiteness. This 
result is quite natural and interesting by itself: it asserts that (in a nondegenerate 
topos) there cannot exist a surjection X + X x 2 when X is an inhabited Kuratowski- 
finite object. 
To show this, we will use the following induction principle: 
5.2. Lemma. In order to prove that some formula is true for all inhabited jinite parts of 
an object X, it sufices 
(1) to prove it for all singletons {x}, x E X, 
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(2) to prove that it is true for an inhabitedjnite P c X, then it is true for P u {x} for 
any xEX. 
Proof. Formally, this principle says that 
K*X = n (9 C P(X)1 [VXEX ({x}EL?y] 
internal 
A [VPP[YnK*X] VXEX (Pu {x>E~)lI, 
where K * X denotes the object of inhabited parts of X. This equality is not completely 
obvious, but can be shown easily using induction (on finite parts) and the fact that any 
finite part is empty or inhabited. 0 
5.3. Proposition. If X is an inhabited finite object in a topos 8, and if there exists in 
d a surjection (i.e. epimorphism) X + X LI X = X x 2, then d is degenerate. 
Proof. We internally show that the object of surjections from X to X x 2 is empty. 
More precisely, we show without assumption on X (i.e. neither supposing X is finite, 
nor X is inhabited) that the following formula holds: 
VA E K * X Vf: A + A x 2 “f is not a surjection” 
(with obvious abuses and abbreviations). Notice however that “f is not a surjection” 
means that 
i[VyEA ViE2 3aEA (f(a) = (y, i))]; 
it does not assert that there exists an (y, i) which is not in the image off; which is 
stronger (it seems to be true, but we do not have a general proof of it). 
We use the induction principle of Lemma 5.2. Also, we denote 2 = {0, 13. 
For A a singleton, it is easy: consider f: {x} + {x} x 2. Then we have f(x) = 
(x, 0) v f(x) = (x, 1). Since 0 # 1 in 2, (x, 1) is not in the image off in the first case, and 
(x, 0) is not the second case; in both cases, “f is not a surjection” holds. 
Now suppose that A E K * X is such that there is no surjection A -+ A x 2. We show 
that the same holds for A u {x} for any x E X. So consider f: A u {x} -+ (A u {x}) x 2. 
We will not be able to exhibit an (y, i) which is not in the image off, but we will show 
that f is not surjective. So suppose indeed that f is a surjection: we will get to 
a contradiction. 
First, we have x6 A; for if x E A, then f is a surjection A + A x 2, which contradicts 
the induction hypothesis. 
Now considerf (x): it has the form (x, i) with i E 2, or (a, i) with a E A and i E 2. So we 
have four possible cases (which happen to be disjoint, but this will not be used): 
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Cases 1 and 2: f(x) = (x, i) (i = 1 or i = 2). Since A is supposed to be inhabited, we 
may fix a, in it; since x&4, we may internally define a g : A + A x 2 as follows: 
s(a) = 
f(4 if f(a) has the form (u’,j), a’ E A, j E 2, 
(uo, j) if f(a) has the form (x, j), jt 2. 
We claim that g is a surjection, which is impossible (hence is the required contradic- 
tion). Indeed, consider (b, j) E A x 2. Since f is surjective (as a map to (A u {x}) x 2, 
there exists yeA u (x} such thatf(y) = (b,j). But y # x; forf(x) = (x, i), so if y = x 
then (b, j) = (x, i), and in particular x = b E A, which is false. 
Now since y # x, we get YEA, hence g(y) =f(y) = (b, j). 
Cases 3 and 4: f(x) = (a,, i) for some a0 E A (i = 1 or i = 2). In these cases we 
construct g exactly as above, but choosing this particular QEA instead of any uO. 
Here again we get a contradiction by showing that g is surjective. The proof is slightly 
different. Consider (b, j) E A x 2, we will find an a E A such that g(u) = (b, j). First, since 
fis surjective, there exists YE A u {x} such that f‘(y) = (b, j). 
If YE A, then like above g(y) = (6, j) and we are done. 
If y = x, then (b, j) =f(y) =f(x) = (a,, i); i.e., b = a, and i = j. But since f is 
surjective, there exists z E A u {x} such thatf(z) = (x, i). Then z # x; for if z = x, then 
f(z) =f(x) = (~0, i); but f(z) = (x, i), so a0 = x, which is impossible. So ZEA, and 
f(z) = (x, i). Then by definition of g, g(z) = (a,,, i) = (b, j). 
So in both cases we have an UE A with g(u) = (b, j): a = y in the first case, a = z in 
the second one. Cl 
5.4. We now proceed to show that the existence of a free group with one generator 
implies the existence of an NNO; more precisely, the NNO is the submonoid 
generated by the generator (as a submonoid!) in the group. For obvious reasons, we 
denote this group by Z, its unit by 0, its generator by 1 and its composition by +. 
Though we will not need it in the sequel, we may see that Z is commutative. Indeed, 
by the very definition of a free group, any subgroup of Z containing 1 is the whole of Z. 
But if G = {x 1 Vy (x + y = y + x)}, then G is a subgroup of L, and it contains 1, since 
H = {z 11 + z = z + l} itself is a subgroup of Z containing 1, hence is Z; so G also is Z. 
5.5. Let s : Z + 7 be defined by s(z) = z + 1. Consider the orbit Z, of 0 for s. Then 
Z, is also the submonoid of Z generated by 1, and we also denote by s the induced 
mapZ++Z+. 
Then (Z,, 0, s) satisfies Peano’s third axiom (the recursion axiom), since it is an 
orbit; and since it is a submonoid of a group it obviously also satisfies first axiom: s is 
manic. 
So it remains to show the second axiom: 0 and s are disjoint, i.e., 
VmEZ+ (1 + m # 0). 
Orbits and monoids in a topos 53 
This also means 
-14 Z,. 
5.6. Lemma. Zf - 1 E Z + , then the topos d is degenerate. 
Proof. By 4.12, we know that, with this hypothesis, Z + is a group, hence is the whole 
of Z. Intuitively, this suggests that i2 has the form (0, 1,. . . , n - l,n = 0}, i.e. is 
“kind” of Z,,; this of course cannot be expressed. But keeping this intuition in mind, we 
shall construct a group H which corresponds to Zzn in our intuition, and use it to get 
a logical contradiction. In order to keep in mind the fact that Z = Z + , we shall denote 
variables of type Z by letters n. 
Let H be Z LI Z = Z x 2 ( = Z x {0, l} ). To provide H with a (commutative) group 
structure with unit (0,O) and generator (0, l), we first define t : H -+ H, which later will 
be the map x t--r x +H(O, 1). 
We may define t by restriction to the two summands by 
t((n, 0)) = (n, l), t((n, 1)) = (n + LO) 
We may imagine t as follows: 
(0,0)~(0,1)~(1,0)-,(1,1)~(2,0)~(2,1)-,’~~-,(-1,0)-r(-1~1) 
t 
We first claim that H is the orbit 0 of (0,O) for t. It means that 
tln~Z ((n, 0)~ 0 and (n, 1)~ 0). 
This is easily shown by induction: For n = 0, of course (0, 0)~ 0, and (0, 1) = 
t((0,O))~ 0. And if n is such that (n, 0)~ 0 and (n, 1)~ Co, then (n + 1, 0)~ Lo, since 
(n + 1,0) = t((n, 1)); and ;Fn (n + 1, 1) = t((n + ~,O))E 0. 
So we have an orbit 1 - H L H (denoting (0,O) by Or,); hence by Theorem 4.11 
H is an abelian monoid with one generator 1 H = t(0,) = (0, 1); t is (-) + l,, and OH is 
the zero. But moreover, lH has an opposite-namely (- 1, 1)-so by 4.12, H is 
a group. 
Hence, by the universal property of Z, we have a morphism Z A H of groups 
such that 
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1 
1 -22 
\.\.\I 
t&l .f 
H 
commutes. Now,fis also a morphism of orbits (because it preserves the generator); so 
it is surjective. On the other hand, Z = Z, , so it is a monoid with one generator which 
is a group, hence it is finite, by Theorem 4.13. But then, we have in d a surjection 
Z --+ Z LI Z, with finite Z: so d is degenerate. Cl 
The preceeding lemma suffices to conclude the proof of the following proposition: 
5.7. Proposition. If a topos 8 has u free group 27 with one generator 1, then the 
submonoid generated by 1 in U is an NNO. 
Proof. It remains to show that with the notations of the preceeding sections, 
- 14 Z,. Consider the truth-value U c 1 of the sentence “- 1 EZ+“. We may work in 
the topos J/U, because not only Z-and l-are preserved by d + a/U, but also the 
construction of Z + . And in 8/U, - 1 is a global section of Z + . So by Lemma 5.6, b/U 
is degenerate, so U = 8, so - l$ Z, holds in 8. 0 
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