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Abstract
The presented work focuses on the development of a multiscale and multiphysics simulation ap-
proach for the prediction of nanoparticle synthesis from turbulent flames and spray flames. The
models proposed and applied for the description of the flow-, spray-, combustion- and particle
dynamics are formulated for the large eddy simulation methodology. The presented global sim-
ulation approach is independent of the material system and has been used to investigate the
synthesis of silica (SiO2) and iron-oxide (Fe2O3) particles from spray flame pyrolysis processes
with hexamethyldisiloxane and ironpenthacarbonyl as precursors.
An Eulerian-Lagrangian-Eulerian approach has been used to model the gas-, spray- and parti-
cle phases respectively. To describe combustion, an existing flamelet generated manifold approach
(FGM) combined with the artificially thickened flame method (ATF) was modified to account
for (a) spray combustion and (b) to account for spray combustion of three feed systems − due to
the fact that most spray pyrolysis reactors feature such a set-up. Two mixture fractions and one
joint reaction progress variable are used as control variables in the combustion model. In con-
trast to the standard FGM approach, which is based on one Bilger mixture fraction, two element
mass fractions are used as control variables to describe the mixture composition. During the
flamelet calculations, the chemistry of the precursor was considered in the determination of the
thermo-chemical quantities, which were stored in multidimensional look-up tables as functions of
the control variables. The general dynamics equation in continuous form, a population balance
equation that describes the evolution of particle from gas phase synthesis, is approximated by (a)
a simple monodisperse model, (b) a more advanced bimodal model and (c) a detailed sectional
model. While the sectional model considers the formation of particles by nucleation and their
growth by coagulation, the monodisperse and bimodal models consider additionally the coales-
cence of particles. The formation of particles from the gas phase was determined during the
flamelet calculations and stored as a nucleation source term in the look-up tables.
In the first part of the study, the suitability and validity of the flamelet generated manifold ap-
proach combined with the artificially thickened flame method was examined and demonstrated for
a well investigated lab-scale spray flame burner operated with ethanol and air. Secondly, the well-
known monodisperse population balance equation model was applied to study the formation of
silica particles from a spray flame pyrolysis reactor operated with ethanol, hexamethyldisiloxane,
methane and oxygen. The findings of this study raised the question how well the monodisperse
model is suited to describe simultaneously nucleation, coagulation, sintering and mixing as these
processes occur simultaneously in turbulent flames. Therefore, the suitability, performance and
validity of the three particle models has been demonstrated for a case with simultaneous nucle-
ation, coagulation, coalescence and mixing of particle populations with different histories. Due
to the lack of time resolved measurements of particle properties and particle size distributions, a
generic test case was used and modified for the aforementioned studies. In the final part of this
thesis, the global simulation approach has been used to investigate the formation of silica particles
from spray flame pyrolysis in a lab-scale reactor and for the synthesis of iron-oxide particles from
a pilot-scale reactor. The simulation results were (a) shown to be in reasonable agreement with
the experiments, (b) to help to improve the understanding of the underlying processes and (c) to
improve the processes in the investigated reactors.
iv
Zusammenfassung
Die pra¨sentierte Arbeit befasst sich mit der Entwicklung eines Multiskalen und Multiphysik
Simulationsansatzes zur Beschreibung der Nanopartikelsynthese aus turbulenten Flammen und
Sprayflammen. Die vorgeschlagenen und angewandten Modelle zur Beschreibung der Gasphasen-
prozesse, der Sprayprozesse, sowie der Verbrennung und der Partikeldynamik sind fu¨r das Large
Eddy Simulation Verfahren ausgedru¨ckt. Der vorgestellte globale Simulationsansatz ist un-
abha¨ngig vom Materialsystem und wurde genutzt, um die Siliziumoxid (SiO2) und Eisenoxid
(Fe2O3) Synthese aus Sprayflammen mit Hexamethyldisiloxan und Eisenpentacarbonyl als Pra¨kur-
soren zu Untersuchen.
Zur Modellierung der Gasphase, Sprayphase und der Partikelphase wurde ein Euler-Lagrange-
Euler Ansatz gewa¨hlt. Zur Beschreibung der Gasphasenverbrennung wurde ein existierender
”Flamelet Generated Manifold” Ansatz (FGM) kombiniert mit einem ”Artificial Thickened Flame”
Model (ATF) modifiziert um (a) Sprayflammen und (b) Systeme mit mehreren Stro¨men beschreiben
zu ko¨nnen − da die meisten Spraysynthese Reaktoren auf den zuvor genannten Mehrstromsyste-
men basieren. Zwei Mischungsbru¨che und eine Verbrennungsvortschrittsvariable wurden in dem
entwickelten Verbrennungsmodell als Kontrollparameter genutzt. Im Gegensatz zum Standard
FGM Model, in dem der Mischungsbruch nach Bilger zum Einsatz kommt, wurden in dieser
Arbeit zwei Elementarmassenbru¨che zur Beschreibung der Gemischzusammensetzung eingesetzt.
Der Einfluss der Pra¨kursorchemie auf die thermochemischen Gro¨ßen wurde wa¨hrend der Tabellen-
generierung beru¨cksichtigt. Die thermochemischen Gro¨ßen wurden in einer mehrdimensionalen
Tabelle als Funktionen der Kontrollparameter gespeichert. Die ”General Dynamics Equation”
in kontinuierlicher Form, eine Populationsbilanzgleichung zur Beschreibung der Partikelsynthese
aus der Gasphase, wurde mit (a) einem simplen monodispersen Modell, (b) einem weiterentwick-
elten bimodalen Modell und (c) einem detaillierten sektionalen Modell approximiert. Wa¨hrend
das sektionale Modell die Partikelerzeugung durch Nukleation und das Partikelwachstum durch
Koagulation beru¨cksichtigt, ist im monodispersen und bimodalen Modell zusa¨tzlich Koaleszenz
beru¨cksichtigt. Die Partikelerzeugung aus der Gasphase wurde wa¨hrend den Flamelet Berech-
nungen ermittelt und als Nukleationsquellterm in den Tabellen gespeichert.
Im ersten Teil der Arbeit wurde die Eignung und die Validita¨t des Flamelet Generated Mani-
fold Ansatz’s gekoppelt mit dem Artificial Thickened Flame Modell anhand einer gut untersuchten
Ethanol-Luft Sprayflamme im Labormaßstab untersucht und nachgewiesen. Danach, wurde das
namhafte monodisperse Populationsbilanzgleichung-Modell genutzt um die Siliziumoxid-Synthese
aus einem Spraypyrolyse-Reaktor betrieben mit Ethanol, Hexamethyldisiloxan Methan und Sauer-
stoff zu untersuchen. Die Ergebnisse dieser Studie fu¨hrten zu der Frage, wie gut das monodis-
perse Modell geeignet ist, die gleichzeitig stattfindenden Prozesse Nukleation, Koagulation, Ko-
aleszenz und Mischen in turbulenten Flammen zu Beschreiben. Daher wurden die Tauglichkeit
und Validita¨t von drei Populationsbilanzmodellen fu¨r Fallstudien mit parallel ablaufender Nuk-
leation, Koagulation, Koaleszenz und Mischung von Partikelpopulationen mit unterschiedlichen
Historien untersucht und demonstriert. Auf Grund fehlender zeitaufgelo¨ster Messungen von Par-
tikeleigenschaften und Partikelgro¨ßenverteilungen wurde ein generischer Testfall basierend auf
einem vero¨ffentlichen Referenzfall erzeugt und genutzt, um die zuvor genannte Studie durchzufu¨hren.
Im finalen Abschnitt der Arbeit wurde der globale Simulationsansatz zur Beschreibung und Un-
tersuchung der Siliziumoxid-Synthese aus einem Reaktor im Labormaßstab sowie der Eisenoxid-
Synthese aus einem Reaktor im Versuchsmaßstab angewandt.
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1Chapter 1
Introduction
Particles with a diameter of less than 100 nm are known as nanoparticles. These nanoparticles
are found almost everywhere, in the environment or in our every day life, for example in the
atmosphere as soot particles from the smoke of combustion processes, as dust from volcanic ash
or soil, in haze [49], as color pigment in paint or in cosmetic products. Nanoparticles are also
used in a wide range of applications in many fields of research and science. In biomedicine and
healthcare, for example, nanoparticles are utilized for cancer therapy, drug delivery, imaging or
ultra violet (UV) protection [140, 168]. In the field of food agriculture, nanoparticles are applied
for food packaging or food processing catalysts. In industrial applications, nanoparticles are used
for example as carbon blacks in tires, as metal nanoparticles in catalysts to speed up the chemical
reactions [12], in fuel cells [22, 104, 125] or in electronic devices [94] and many more, an overview
is given by e.g. Kruis [94].
The popularity of nanoparticles is explained by their size dependent properties. In contrast
to the corresponding bulk materials, particles on the nanoscale feature a different chemical [30],
mechanical [62], optical [80] or physical behaviour. The change of the properties compared to
the corresponding bulk material result from the increased surface area to volume ratio of the
nanoparticles and therewith the atoms and molecules on the surface of the material become sig-
nificant. Influenced properties of the nanoparticles are for example the color, a reduced melting
temperature, a different crystal structure, an increased chemical reactivity, an increased electrical
conductivity, a different magnetic behaviour or an increased mechanical strength.
To utilize nanoparticles in any application requires specific and controllable particle properties.
A common way to control the properties of the particles and therefore of the related applications, is
to control the shape, the particle size and the particle size distribution already during the produc-
tion process. The production or synthesis of nanoparticles may be characterized by two methods,
i.e. the top-down method and the bottom-up method. In the top-down method the particles
are created from a bulk material by nano-structuring via, for example, laser-beam lithography
[182], electro-beam-lithography [182] or photo-lithography [153]. The synthesis of nanoparticles
according to the bottom up method, formation of particles from precursor molecules, plays a
more important role in industrial production processes, is part of the studies presented in this
thesis and is explained in more detail below. Different processes have been developed to produce
particles with specific properties from the bottom up method, for example the synthesis with the
sol-gel method where the particles are created from precursors solved in a solution [24] or the
creation of particles from the vapor phase [189]. Prior to the synthesis from the vapor phase,
molecules are released from a precursor that is supplied into an environment which provides the
conditions needed for the particles to nucleate and grow. The synthesis of nanoparticles from
the vapor phase may be furthermore separated, depending on the state of the precursor [189]
i.e. solid, liquid or gaseous. Synthesis processes for nanoparticles from solid precursors are e.g.
inert gas condensation [142], pulsed laser ablation [34], spark discharge generation [190] or ion
sputtering [200], which are not part of the present study and the interested reader is referred to
the literature [34, 142, 190, 200].
The precursors of interest in the scope of this work are in liquid and gaseous form, where again
multiple ways exist of providing the energy to decompose the precursor and induce supersatu-
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ration, leading to nucleation of the particles - (not only supersaturation may lead to nucleation
of particles). In the chemical vapor synthesis (CVS) process the precursor is injected in gaseous
form into a hot wall reactor, where the nucleation occurs within the vapor phase and the required
energy is provided by the hot walls of the reactor. The CVS-process is used diversely, e.g. to
produce silicon particles coated with oxide in a two stage reactor [138], for the generation of multi-
component nanoparticles from different precursors [170] or for the synthesis of composite particles
where one species is encapsulated from another [38]. Furthermore, the synthesis of nanoparticles
may be achieved by spraying a liquid precursor into a hot wall reactor as demonstrated by Aho-
nen for the synthesis of titanium dioxide nanoparticles [3]. Two more techniques are mentioned
here, where an external energy source is used to provide the conditions for the precursor that
is needed for supersaturation and hence a condensation and particle growth, namely the laser
pyrolysis [103] and a thermal plasma source [107].
1.1 Flame-made nanoparticles
The production processes investigated in the scope of this thesis are the nanoparticle synthesis
from turbulent flames and spray flames. (The particle synthesis from spray flames is sometimes
also referred to as ”flame spray pyrolysis”, abbreviated as FSP). These two aforementioned tech-
niques showed a high commercial efficiency in the synthesis of carbon black and metal-oxide
nanoparticles at a high process complexity which is difficult to control [189]. In the flame synthe-
sis of nanoparticles, the conditions needed for nucleation and growth of the particles is provided
by the heat released from the exothermic chemical reactions in the flame. The general processes
involved in the synthesis of nanoparticles are discussed in detail by Janzen et al. [70], Roth [167],
Knipping et al. [89], Kammler et al. [76] and Wegner et al. [212], amongst others. The processes
in the synthesis of nanoparticles from spray flames are discussed in detail by Ma¨dler et al. [113],
Mueller et al. [129], Strobel and Pratsinis [183], Ma¨dler et al. [191], and others. The major
advantages of the spray flame synthesis are a simple precursor handling and supply and that it
overcomes the limits of different partial pressures of the precursors. The focus of this thesis is on
the nanoparticle synthesis from spray flames and hence this process is discussed in more detail
below.
The spray flame pyrolysis process may be separated into three main zones [165, 214], as out-
lined in Fig. (1.1). A liquid precursor/solvent mixture is injected into a combustion chamber,
dispersed and atomized by an oxidizer coflow and evaporated by a secondary heat source in zone
A. The secondary heat source is usually provided by a pilot flame, which ignites the precur-
sor/solvent vapor and subsequently stabilizes the main flame in zone B. Furthermore in zone B,
the precursor is decomposed and the nanoparticle monomers are released, which nucleate, coag-
ulate and coalesce in zone C. The processes in zones A to C are instantaneous, depend highly
non-linearly on the process parameters such as temperature or pressure and happen simultane-
ously [165, 214]. More details on the involved processes and their modelling is presented in the
following chapters.
To optimize the production processes for the synthesis of nanoparticles, a detailed understand-
ing of the physical and chemical phenomena is crucial. Experiments and numerical simulations
are the basis to improve the understanding of the aforementioned processes. In contrast to ex-
periments, simulations are often cheaper and enable a detailed spatial and temporal insight into
the processes involved in the flow dynamics, the spray formation, the combustion processes and
the particle dynamics simultaneously.
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Figure 1.1: Sketch of a spray flame burner with zone A for the spray formation, zone B for
turbulent combustion and zone C for the particle synthesis.
1.2 Aim of the thesis
The aim of this work is to improve the understanding of the particle synthesis from spray flames
by numerical investigations in the context of large eddy simulations (LES). The major advantage
of the LES methodology is the fact that it resolves the unsteady gas phase velocity, the thermo-
chemical properties of the mixture (e.g. species mass fractions or temperature) and the resulting
nanoparticle fields, which again depend highly non-linearly on the aforementioned processes. In
contrast to the Reynolds Averaged Navier-Stokes (RANS) simulation approach, the probability
density functions (PDF) of the gas phase properties, thermochemical properties and nanoparticle
properties result directly from solving the Favre filtered conservation equations instead of the
temporally averaged equations (except the sub-filter distribution, which need further modelling).
In the RANS approach, the PDF of the gas-, chemical- and particle properties must be modelled.
In the presented work, the evolution of the particle properties and the corresponding particle size
distributions are discussed based on spatially and temporally resolved results.
Therefore, the LES methodology that resolves the unsteady flow field and the major turbulence
effects is combined with the flamelet generated manifold approach (FGM or PFGM for premixed
flamelet generated manifold approach) and the artificially thickened flame method (ATF) and
three population balance equation models (PBE) and has been used for the first time to investi-
gate numerically the nanoparticle synthesis from spray flames. Important steps during this thesis
were a modification of the PFGM/ATF approach to account for spray combustion and three feed
systems and to formulate and implement the PBE models for the LES methodology. The suitabil-
ity, validity and correctness of implementation of the modified PFGM/ATF approach for spray
combustion is shown for a well investigated lab-scale burner, the Sydney piloted diluted spray
flame reactor [57]. The validity and suitability of the PBE models for cases with simultaneous
nucleation, coagulation, coalescence and mixing is shown for a well investigated generic test case,
the synthesis of titania particles from the gas phase synthesis [180]. Subsequently the developed
methods have been applied to investigate the particle synthesis in different spray reactors.
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1.3 Structure of the thesis
This thesis consists of ten chapters which are briefly summarized below.
In the subsequent chapter 2, the theoretical background, relevant for the presented work, is
discussed. The balance equations for mass, momentum, energy and species together with the
state equations are outlined first, followed by the fundamentals of turbulence, combustion and
spray processes. The last section of chapter 2 gives a detailed overview about the population
balance equations describing the particle synthesis from the gas phase.
Chapter 3 gives an overview on the available models and focuses on the models used to simplify
the fundamentals introduced before. Firstly, the turbulence models are discussed. Secondly,
models describing combustion and the modifications proposed to the standard combustion model
are outlined. The approximation of the population balance equation for the particle synthesis
from the gas phase is finally outlined for the applied models.
The numerical solution methods for the convective, diffusive, and temporal terms are discussed
in chapter 4. The application of the developed and implemented models is presented in chap-
ters 5-9, which have been submitted and published in international journals and presented on
conferences.
Chapter 5 is the numerical study of the Sydney piloted spray burner, to which the developed
combustion model was applied as a first but thorough test in spray combustion. Chapter 6 is
about the application of the developed models to describe the synthesis of silica particles from a
hexamethyl/ethanol spray flame with the simple monodisperse PBE model and to our knowledge
the first such LES ever conducted. The findings of the studies performed in chapter 6 triggered
detailed investigations about the validity and performance of the monodisperse, bimodal and
sectional model for the gas phase synthesis of nanoparticles based on a numerical reference case.
A mixing case was designed and investigated as discussed in chapter 7. The developed and
implemented combustion and PBE models, i.e. the modified flamelet generated manifold model
and the sectional- and monodisperse particle models have been applied to study numerically the
formation and evolution of iron-oxide and silica particles, which is discussed in chapter 8 and
chapter 9.
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Theoretical Background
The physics of the investigated fluid flow, spray, combustion and nanoparticle synthesis phenom-
ena are explained in chapter 2 − based on their basic equations. The flow of a reactive multiphase
system may be described by different approaches, in the present work an Eulerian-Lagrangian-
Eulerian approach has been used to describe the gas phase, liquid phase and nanoparticle phase,
respectively.
2.1 Fluid flow
The motion of gases and liquids, the fluid flow, is of great importance in nature, science and
applications such as internal combustion engines, gas or steam turbines, synthesis reactors and
many more. The theoretical description of the fluid flow relevant in the scope of this thesis is based
on the assumption that the fluid can be treated as continuum or as continuous and Newtonian,
i.e. the viscous stresses of the fluid are linearly proportional to the local strain rate. Based on the
continuum assumption the properties of the gas phase (e.g. density, temperature or velocity) at
one point are assumed to be continuous, neglecting the molecular structure of the gas phase. The
fluid flow of a reacting gas, here treated by an Eulerian framework, is then adequately described
by a set of coupled partial differential equations (PDE) for mass, momentum, energy and species.
2.1.1 Conservation equations
2.1.1.1 Conservation of mass
Assuming that atoms can neither be destroyed nor created, the change of mass is described by
the conservation equation for mass, Eq. (2.1), which is also known as continuity equation (in this
work of the gas phase):
∂ρ
∂t
+
∂ρuj
∂xj
= Γ˙ρ. (2.1)
The change of density ρ in Eq. (2.1) is governed through convective transport by the velocity
field, where uj is the velocity vector in index notation with j =∈ {1, 3}. The spatial location
is described by the spatial position vector xj also in index notation. Furthermore, the source
term Γ˙ρ in Eq. (2.1) accounts for the exchange of mass from the spray to the gas phase, due to
evaporating spray droplets.
2.1.1.2 Conservation of momentum
The change of the velocity and hence of the location of a fluid continuum, can only be achieved
in response to forces acting upon the fluid. The conservation of the momentum as outlined in
Eq. (2.2), results from applying Newton’s second law of motion to a fluid.
∂ρui
∂t
+
∂ρuiuj
∂xj
= +
∂Tij
∂xj
+ SV + SA (2.2)
In the previous equation, the two terms on the left hand side (LHS) are the accumulation of the
momentum (ρui) and its convection, respectively. The terms on the right hand side (RHS) of Eq.
(2.2) are the stress tensor Tij , the term SV summarizes the volume forces (e.g. gravitational force
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SV = ρgi) and SA are additional forces, for example a source term due to momentum exchange
between different phases. The stress tensor Tij depends on the fluid properties and is, in the
scope of this work, given for a Newtonian fluid. Tij is the sum of the pressure and the viscous
stress tensor τij as outlined in Eq. (2.3).
Tij = −δijp+ τij (2.3)
The Kronecker delta δij equals 1 for i = j and 0 for i 6= j. The viscous stresses τij are determined
from the dynamic viscosity µ and the strain rate of the fluid as described by Eq. (2.4), (for
Newtonian fluids, the viscous stresses are proportional to the strain rate of the flow).
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− µ2
3
∂uk
∂xk
δij (2.4)
Substituting Eq. (2.4) and (2.3) into Eq. (2.2) yields the final transport equation for momentum
of a Newtonian fluid as outlined in Eq. (2.5). This is the well known Navier-Stokes equation,
which contains the information on all scales of the (continuous) fluid motion.
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂
∂xj
(
µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− µ2
3
∂uk
∂xk
δij
)
+ ρgi + S˙M (2.5)
The last term on the RHS of Eq. (2.5) S˙M expresses the exchange of momentum between the
gas and liquid phase. Equation (2.5) is used in laminar flows directly and as basic equation for
further turbulence modelling, which is discussed in chapter 3.
2.1.1.3 Conservation of species
The composition of a gas can be described by the mass fractions Yα of all constituent species α
in the gas. This mass fraction is defined as the ratio of the mass mα of species α, with respect to
the total mass of all species mt as outlined in Eq. (2.6).
Yα =
mα
mt
=
mα∑NS
i=1mi
(2.6)
In the previous equation, NS indicates the number of species. For cases where mixing occurs but
also for reacting cases, which are of more interest in the present work, the evolution of the gas
composition is of major importance to accurately describe the thermochemical properties of the
system. The evolution of the mass fractions Yα is described by their transport equations:
∂ρYα
∂t
+
∂ρYαuj
∂xj
=
∂
∂xj
(
ρDα,β
∂Yα
∂xj
)
+ ω˙α + ω˙E . (2.7)
The two terms on the LHS of Eq. (2.8) represent the accumulation of Yα and its convection by
the gas phase velocity. The first term on the RHS is the change of Yα by diffusion, where the
diffusivity of species α into the surrounding fluid species β is described by the binary diffusion
coefficient Dα,β, applying Fick’s law for the diffusive flux Jα = −Dα,β ∂φ∂xi . A common approach
is to describe the diffusivity Dα,β by the non-dimensional Schmidt number Sc, which relates the
individual diffusivity of species α to the viscosity of the mixture Scα =
µ
ρDα,β
. Substituting Sc
into Eq. (2.6) yields the equation below.
∂ρYα
∂t
+
∂ρYαuj
∂xj
=
∂
∂xj
(
µ
Scα
∂Yα
∂xj
)
+ ω˙α + ω˙E (2.8)
The source terms ω˙α and ω˙E in Eq. (2.8) account for the change of Yα due to chemical reactions
and due to evaporation. (Further source terms for Yα could arise due to nucleation or condensa-
tion, which are neglected at this point of the work). The description of the aforementioned source
terms is discussed in sections 2.3 and 2.4, respectively. The transport equation (2.8) as previously
discussed is the basis for the modelling of the combustion progress variable as discussed in chapter
3.
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2.1.1.4 Conservation of energy
Additionally to the aforementioned transport equations for mass, momentum and species, a
further transport equation is needed to describe the energy in the system. In this work the energy
equation is not solved explicitly, assuming adiabatic conditions. However, in this subsection the
conservation equation for the mean enthalpy of the mixture, the sum of the sensible enthalpy hs
and the heat of formation hc, is discussed:
h = hs + hc (2.9)
hs =
Ns∑
α=1
∫ T
T0
Yαcp,αdT (2.10)
hc =
Ns∑
α=1
Yα∆h
◦
f,α. (2.11)
In Eq. (2.10), the sensible enthalpy hs is calculated as the sum of the individual sensible enthalpies
of each species α, where cp,α is the specific heat capacity of species α at constant pressure. The
heat of formation of the mixture hc is determined according to Eq. (2.11) as the sum of the
enthalpy change of formation ∆h◦f for each species. The conservation equation for the mean
enthalpy is outlined in Eq. (2.12).
∂ρh
∂t
+
∂ρhuj
∂xj
=
Dp
Dt
− ∂qj
∂xj
+ τij
∂ui
∂xj
+ Q˙+ ρ
Ns∑
α=1
Yα,jfα,jJα,j (2.12)
The first two terms on the LHS of Eq. (2.12) are the accumulation and convection of the enthalpy.
The term
∂qj
∂xj
represents the heat or enthalpy flux, the pressure term (Dp/Dt) is set to zero for
assuming a constant pressure within the flame, which is a good approximation for flames in
open devices at low Mach numbers. Furthermore, the change of enthalpy due to viscous heating
(τij
∂uj
∂xj
) in Eq. (2.12), is small compared to the other terms especially in low Mach number cases,
and hence it may be neglected. The volume sources, such as radiation are also neglected in the
present work. Simplifying Eq. (2.12) with the aforementioned assumptions yields the transport
equation for the mean enthalpy:
∂ρh
∂t
+
∂ρhuj
∂xj
= − ∂qj
∂xj
+ Q˙+ ρ
Ns∑
α=1
Yα,jfα,jJα,j . (2.13)
A good overview of the transport equations for the energy in their different forms is given by
Poinsot and Veynante [151].
2.1.2 Equations of state
The pressure p and the viscosity µ appear in the previous equations in an unclosed form. A com-
mon way to determine these quantities are the equations of state, which relate the gas properties
for given physical conditions. In this work, the assumption of an ideal gas is made, and hence
the pressure and the density are correlated based on the temperature T , universal gas constant
Rm and the mean molecular weight of the gas W according to the ideal gas law and is outlined
below.
p = ρ
TRm
W
(2.14)
The gas mean molecular weight W is computed from the mass fractions Yα of species α and the
corresponding molecular weights Wα:
W =
(
Ns∑
α=1
Yα
Wα
)−1
. (2.15)
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The Mach number Ma relates the gas phase velocity u to the speed of sound c and is the criteria
to choose the numerical solution method.
Ma =
u
c
(2.16)
(Usually for Ma < 0.3 an incompressible solution method is sufficient, whereas for Ma > 0.3 a
compressible numerical method has to be used.) For an ideal gas, the speed of sound c can be
calculated from the heat capacity ratio γ = cp/cv, the universal gas constant Rm, the temperature
T and the molecular weight W .
c =
√
γ
RmT
W
(2.17)
The averaged viscosity of the gas may be determined from the molar fraction X and viscosity
µ of species α (with Xα = YKW/Wα) according to Eq. (2.18) as proposed by Wilke [218] and
adapted by Bird et al. [14].
µ =
Ns∑
α=1
Xαµα∑Ns
β=1Xβφαβ
with
φαβ =
1√
8
+
(
1 +
Wα
Wβ
)− 1
2
(
1 +
(
µα
µβ
) 1
2
(
Wα
Wβ
) 1
4
)2
(2.18)
Due to the high numerical cost of calculating the viscosity based on Eq. (2.18), it may be sufficient
to determine µ based on the polynomial fit as proposed by Sutherland [187] according to
µ = µ0
T0 + S
T + S
(
T
T0
) 2
3
. (2.19)
In Eq. (2.19), µ0 and T0 are the mixture viscosity and temperature at a reference point and
S denotes a fitting constant. In this work, the gas viscosity is determined prior to the CFD
simulations by solving a set of 1D flamelets and is stored as a function of two or three control
variables in a multidimensional look-up table, as will be discussed later.
2.2 Turbulence
Flows where the fluid parcels follow a structured pattern, where the exchange of momentum
between the streams normal to the main flow direction is small and where no eddies occur is
called laminar flow. In turbulent flows, a fluid parcel exhibits random, three dimensional, chaotic
motion with changing velocity from point to point, and changing velocity at one point from time
to time. Furthermore in a turbulent flow the exchange of momentum normal to the main flow
direction is large as compared to a laminar flow. Reynolds found the relation between the inertial
forces and the viscous forces in a fluid flow to be critical and introduced the non-dimensional
number, that was later named Reynolds number [160]: the ratio of inertial forces to viscous
forces that is used to differentiate laminar from turbulent flows, Eq. (2.20).
Re =
ρuL
µ
(2.20)
In Eq. (2.20), ρ and µ are the material properties of the fluid, i.e. density and viscosity respec-
tively, u and L are a characteristic flow velocity and length, e.g. the diameter of a pipe or length
of a plate. Most of the flow problems in real applications are found to be turbulent for different
reasons, either high velocities cannot be avoided or the devices are large. In combustion processes,
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turbulence is desired to increase mixing and hence the global rate of chemical conversion and heat
release and to reduce the size of the combustion chamber. The fluid flow with all flow regimes
(laminar, transitional and turbulent) is completely described by the equations introduced in this
chapter so far. However, no algebraic solutions have been found for the Navier-Stokes equations
(except for very simple problems). Therefore, numerical solutions are necessary to solve the flow
problems, the related difficulties are discussed in chapter 3.1.
A common approach to describe turbulence are statistical methods. Even though the local flow
velocities change in time due to turbulence, many flows are assumed to be statistically stationary,
i.e. the probability density function (PDF) at one point does not change with respect to time.
Osborne Reynolds proposed to decompose the velocity into its mean and fluctuating part, ui and
u′i respectively, which is known as the Reynolds decomposition [161].
ui(t) = ui + u
′
i(t) (2.21)
More general for an arbitrary quantity φ it can be written:
φ(t) = φ+ φ′(t). (2.22)
The mean value φ of an arbitrary quantity φ is defined via the integral within the time interval
t0 to t0 + T in the limit of T approaching infinity:
φ = lim
T→∞
1
T
∫ t0+T
t0
φdt (2.23)
Besides the mean values, also the root mean square (rms) or standard deviation, is commonly
used to describe the extent of turbulence. The rms of φ is defined according to Eq. (2.24).
φ2rms = φ
′2 = lim
T→∞
1
T
∫ t0+T
t0
(
φ− φ)2 dt (2.24)
In fluid flows, a portion of the energy contained in the flow is converted into heat due to the
molecular viscosity of the fluid. In turbulent flows the amount of energy dissipated into heat is
increased, compared to laminar flows due to the impact of the increased viscous shear stresses.
The energy contained in the velocity fluctuations is the turbulent kinetic energy k, which is
defined according to Eq. (2.25).
k =
1
2
u′iu
′
i (2.25)
The dissipation of the energy occurs on the smallest scales, the Kolmogorov scales η, where the
viscosity of the fluid is dominant as assumed by Kolmogorov [90]. In his theory, Kolmogorov
relates the length scale of the smallest turbulent eddies η to the viscosity of the fluid and to the
average rate of dissipation .
η =
(
ν3

) 1
4
(2.26)
The smallest scales η depend on the fluid viscosity ν (here given as kinematic viscosity) and on
the energy introduced to the system. The size of η has an important impact on the amount of
the un-resolved (by a simulation) velocity fluctuations as it will be discussed in chapter 3.
A classical approach to outline the energy contained in the velocity fluctuations is the energy
spectrum of turbulence. Figure (2.1) illustrates the energy spectrum of a turbulent flow, which
shows the energy E contained in the velocity fluctuations as a function of the wavenumber k.
The wavenumber represents the inverse length scale of a turbulent flow. The energy is introduced
to the
”
energy containing eddies“, i.e. on the largest scales and is transfered from the energy
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Figure 2.1: Classical illustration of the energy spectrum of turbulence.
of the main flow. Hence, a constant energy supply must be provided to the main flow. In the
inertial subrange the energy is transfered down the energy cascade from the larger eddies to the
smaller eddies, and a power law is found, where the energy is proportional to the wavenumber
E ∝ k−5/3, the famous five-third-law. Finally the energy is dissipated on the smallest scales in
the dissipative subrange.
2.3 Combustion
Combustion refers to a high temperature exothermic chemical reaction between fuel and oxidizer
and is used to convert the chemically bound energy of a fuel into heat. This chemical reaction
of fuel and oxidizer may be described by a one step global reaction as shown below for methane
CH4 and oxygen O2.
CH4 + 2O2→ CO2 + 2H2O (2.27)
In reality the formation of combustion products, water H2O and carbon dioxide CO2, follows a
complex and random formation path with many intermediate species and elementary reactions.
The number of intermediate species and reactions depends strongly on the fuel.
In the present work, methane and ethanol have been used as fuel and carrier for the precur-
sors hexamethyldisiloxane (HMDSO) or iron-penthacarbonyl (IPC). The corresponding reaction
mechanism GRI-3.0 [177] for methane and the mechanism proposed by Marinov [118] for ethanol
consider 53 and 56 species with 325 and 351 elementary reactions (for methane/ethanol). Ad-
ditionally to the standard reaction mechanism for methane and ethanol, further reactions have
been added to the reaction mechanisms to describe the oxidation of C6H18OSi2 (HMDSO) and
the formation of silica particles SiO2 [42, 165] or iron-oxide Fe2O3.
2.3.1 Reaction kinetics
Considering that the reaction can be forward and backward, two arbitrary species A and B form
the new species AB and vice versa as indicated by the reaction below.
A + B
 AB (2.28)
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Commonly, the elementary bidirectional reactions for a large number of species Ns and reactions
Nr may be written for reaction k as
Ns∑
α=1
ν ′α,kχα 

Ns∑
α=1
ν ′′α,kχα, (2.29)
where χα is the symbol for the chemical species α and ν
′
α,k and ν
′′
α,k indicate the stoichiometric
coefficients of the forward and backward reactions, respectively. The reaction rate r of reaction
k indicates the speed at which reaction k progresses. As forward and backward reactions are
considered, the resulting reaction rate is the difference between the forward and backward reaction
rates as outlined below.
rk = rk,f − rk,b = qk,f
Ns∏
α=1
c
ν′α,k
α − qk,b
Ns∏
α=1
c
ν′′α,k
α (2.30)
In Eq. (2.30), cα = ρYα/Wα and q indicate the molar concentration of species α and the reaction
rate constant, respectively. Furthermore the reaction rate constants are calculated based on an
Arrhenius equation as outlined in Eq. (2.31).
q = ATn exp
(
− E
TRm
)
(2.31)
In the previous equation A, T , E and Rm indicate the pre-exponential constant, the temperature,
the activation energy and the universal gas constant, respectively. (More complex formulations
are used for pressure dependent and fall of reactions.)
The chemical source term in the transport equation for species α, Eqs. (2.7, 2.8), is then calculated
from the reaction rate r, the molar mass W and the stoichiometric coefficients ν ′α,k and ν
′′
α,k as
outlined by Eq. (2.32).
ω˙α = Wα
Nr∑
k=1
(
ν ′′α,k − ν ′α,k
)
rk (2.32)
The chemically reacting flow system can now be described with the chemical equations, the
introduced transport equations for mass, momentum, species and energy Eqs. (2.1, 2.5, 2.8, 2.13),
and the equations of state.
2.3.2 Modes of combustion
In many combustion applications fuel and oxidizer are first ”premixed” and then fed into the
combustion chamber, or they are supplied separately and ”non-premixed” into the combustor.
Both modes permit different modelling assumptions, that must be relaxed for partially premixed
combustion.
2.3.3 Non-premixed combustion
In non-premixed or diffusion flames, oxidizer and fuel enter the flame region separately and reac-
tant molecules have to diffuse into the reaction zone first before they can react to products. Due
to the fact that the time scale of the reaction is much smaller than the time scale of the molec-
ular diffusion, combustion is assumed to be mixing controlled in the non-premixed combustion
regime. In the majority of applications based on non-premixed configurations, the flame cannot
propagate against the main flow direction and is therefore easier to control and safer as premixed
configurations, and as a consequence, non-premixed configurations are used in many applications.
However, the disadvantage of non-premixed combustion is a higher emission of pollutants and a
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Figure 2.2: Illustration of the flame fronts in non-premixed-, premixed- and partially premixed
modes of combustion (from left to right).
reduced efficiency in comparison to premixed flames.
The mixture fraction is a measure for the mixture between fuel and oxidizer. Different defi-
nitions of the mixture fraction have been proposed, e.g. based on the different mass fluxes (m˙1
and m˙2) in a two feed system [151] as given in the equation below.
Z =
m˙1
m˙1 + m˙2
(2.33)
As the mass of a chemical species changes in a reaction, a more general way to describe the
mixture is the element mass fraction Zα, which is related to the mass of chemical species α and
is conserved during combustion [144].
Zα =
mα
m
=
Ns∑
β=1
aβα
Wα
Wβ
Yβ (2.34)
In Eq. (2.34), the number of atoms α in molecule β is given by aβα, the atomic and molecular
weights by Wα and Wβ, and Yβ is the mass fraction of species β, respectively. The spatial and
temporal evolution of Zα is described by its transport equation as outlined in Eq. (2.35).
∂ρZα
∂t
+
∂ρZαuj
∂xj
=
∂
∂xj
(
ρD
∂Zα
∂xj
)
+ ω˙Zα (2.35)
A further common (normalized) definition of the mixture fraction for hydro-carbon fuels was
proposed by Bilger [13] and is based on the element mass fractions of carbon ZC , hydrogen ZH
and oxygen ZO as outlined by Eq. (2.36).
Z =
ZC/(mWC) + ZH/(nWH) + 2(YO2,u − ZO)/(ν ′O2WO2)
ZC,1/(mWC) + ZH,1/(nWH) + 2YO2,u/(ν
′
O2
WO2)
(2.36)
For this mixture fraction, a transport equation may be solved to describe the mixing in a system,
as given by Eq. (2.37).
∂ρZ
∂t
+
∂ρZuj
∂xj
=
∂
∂xj
(
ρD
∂Z
∂xj
)
+ ω˙Z (2.37)
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Figure 2.3: Axial profiles of the temperature, methane-, oxygen-, products- and intermediate
carbon monoxide mass fractions for a non-premixed (top) and premixed (bottom) methane oxygen
flame.
In the transport equations (2.35, 2.37) for Zα and Z, a unity Lewis number assumption (Le = 1)
has been applied and the source terms ω˙Zα and ω˙Z account for the exchange of mass due to
evaporation. In the present work both definitions of the mixture fraction, the element mass
fraction and the mixture fraction according to Bilger, have been used. The equivalence ratio is
also used to specify the composition of the mixture and is defined according to the equations
below.
φ =
(mf,u/mo,u)
(mf,u/mo,u)S
or φ =
(Yf,u/Yo,u)
(Yf,u/Yo,u)S
(2.38)
This equivalence ratio relates the fuel to oxidizer ratio to the stoichiometric fuel to oxidizer ratio.
2.3.4 Premixed combustion
In contrast to non-premixed combustion, in premixed combustion fuel and oxidizer are mixed
before they enter the combustion zone. One of the most important quantities describing the
evolution of a premixed flame is the flame speed, SL depends on the reaction rate of the chemical
species. In a stagnant mixture the flame front propagates with the burning velocity SL into
the unburnt mixture, which depends on the fuel and oxidizer species, the equivalence ratio, the
pressure strain, and the temperature of the unburnt mixture, respectively. In one dimensional
premixed flame calculations the laminar burning velocity may be defined according to Eq. (2.39)
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[144] and can be calculated by solving a detailed or reduced reaction mechanism with a chemistry
library, e.g. Cantera [56] as used in this work.(
ρS0L
)
u
= (ρu)−∞ (2.39)
The laminar thermal flame thickness δth as used in this work is determined from the burnt and
unburnt temperature and the maximum temperature gradient in the 1D flame according to the
equation below.
δth =
Tb − Tu
max
∣∣∂T
∂x
∣∣ (2.40)
Due to the fact that reactants are available at the same location in premixed flames, the laminar
flame thickness is much smaller in comparison to a non-premixed flame (compare Fig. 2.3 left
and right). The progress of combustion may be described and determined by a reaction progress
variable YP or the normalized reaction progress variable C. The normalized reaction progress
variable may be based on the temperature or mass fractions [151] according to Eq. (2.41).
C =
Y − Yu
Yb − Yu or C =
T− Tu
Tb − Tu (2.41)
The choice of the reaction progress variable YP depends on the investigated set-up, in the present
work the progress variable is based on the product mass fractions: the sum of the species mass
fractions of water, carbon dioxide, carbon monoxide and hydrogen (Eq. (2.42)) has been used for
the spray flame simulations and the mass fractions of carbon dioxide and carbon monoxide (Eq.
(2.43)) for the nanoparticle cases.
YP = YH2O + YCO2 + YCO + YH2 (2.42)
YP = YCO2 + YCO (2.43)
Where any monotonic combination of mass-fractions can be used, it should be noted that Ihme
proposed a formalism to determine the best suited reaction progress variable for a given constraint
of parameters [67]. The transport equation for the progress variable YP is outlined by Eq. (2.44).
∂ρYP
∂t
+
∂ρYPuj
∂xj
=
∂
∂xj
(
ρD
∂YP
∂xj
)
+ ω˙YP + ω˙E (2.44)
Besides the accumulation, convection and diffusion term, the source terms ω˙YP and ω˙E on the
RHS of Eq. (2.44) account for chemical reactions and the influence of evaporation on the reaction
progress variable.
2.3.5 Partially premixed combustion
The flames in real applications usually do not follow the classical description for non-premixed
or premixed flames. Partially premixed flames occur for instance in regions where non-premixed
streams mix before the flame front, due to incomplete mixing in premixed flames, in flames with
stratification or in spray flames and may be found in most technical systems, including IC engines,
gas turbines and synthesis flames.
2.4 Spray
Generally, sprays are mixtures of liquid droplets dispersed in a surrounding gas and belong to
the class of multiphase flows. Sprays are found in natural processes (e.g. sea-sprays, clouds,
mist, ...) and in many technical applications, such as household burners, industrial furnaces,
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internal combustion engines, gas turbines or chemical reactors. In the aforementioned technical
applications, the purpose of the spray is to deliver the chemically bound energy of the fuel to
the combustion chamber, with the advantage of a high power density, a simple supply and, for
nanoparticle synthesis, of avoiding the limits of the partial pressures of different precursors. In
the investigated spray flame reactors, the liquid fuel is also carrier for the liquid nanoparticle
precursor, both are mixed first and subsequently fed to the combustion chamber. Different
injection methods have been developed to generate sprays of specific properties. The sprays
investigated in this work were generated by a) an ultrasonic nebulizer in the Sydney piloted spray
burner [57] and by b) a pressurized nozzle in all other cases [113, 165].
2.4.1 Spray formation
The formation of spray droplets is classically described by the primary and secondary breakup.
In the primary breakup the liquid core forms large and irregular filaments which break up further
into smaller droplets in the secondary breakup. With the ultrasonic nebulizer, high frequency
soundwaves are used to generate spray droplets, avoiding the necessity to account for primary
and secondary breakup of the droplets in the models and leading to a relatively narrow size dis-
tribution of the droplets.
In the spray nozzles used in the investigated synthesis cases, a liquid fuel core is fed into the com-
bustion chamber dispersed by a concentric oxidizer stream. In the atomization region, the liquid
core undergoes primary and secondary breakup and forms subsequently more or less spherical
droplets. These droplets are transported by the surrounding gas and vapor and are subsequently
evaporated due to a heat of the spray flame or a secondary pilot flame. In the present work,
the primary and secondary breakup have been neglected in the simulations of the Sydney piloted
spray flame series as an ultrasonic nebulizer has been used to generate the spray droplets [57]
upstream of the inflow plane of the simulation. Also in the simulations of the spray pyrolysis re-
actor the breakup has been neglected and only the dispersion and the evaporation of the droplets
was considered. Therefore, the initial droplet size distribution in the simulations was taken from
experiments [57], determined from a volume of fluid method [214], or estimated based on the
median mass droplet diameter from experimental data [113].
2.4.2 Liquid phase dispersion and evaporation
The dispersion and evaporation is described based on simplifying assumptions, namely that a) the
density of the gas phase is much smaller than the density of the spray, b) the droplets are spherical
and that c) internal vortical flow of droplets is neglected. While the gas phase is described by an
Eulerian specification of the flow field, the spray phase is described by a Lagrangian representa-
tion of the flow field, i.e. a set of ordinary differential equations for each droplet describes the
evolution of the droplet location xd,i, velocity ud,i, acceleration ad,i, mass md and temperature
Td, respectively.
The location of the droplets is determined from the droplet velocity ud,i in direction of i as
outlined in the equation below.
dxd,i
dt
= ud,i (2.45)
The droplet velocity is determined from the droplet acceleration, which again is calculated from
the drag, buoyancy and gravitational forces acting on the droplets.
dud,i
dt
= ad,i =
f1
τd
(ui − ud,i) +
(
1− ρ
ρd
)
gi (2.46)
In Eq. (2.46), τd, ui, ud,i, ρ, ρd and gi denote the droplet relaxation time, the gas phase and
droplet velocity, the gas phase and liquid density and the gravitational acceleration, respectively.
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The droplet relaxation time τd for a Stokes flow is determined from the density of the liquid ρd,
the droplet diameter dd and the viscosity seen by the droplet µm according to Eq. (2.47).
τd =
ρdd
d
2
18µm
(2.47)
The Schiller-Naumann correlation is used to determine the Stokes drag coefficient f1 as outlined
below [169].
f1 =
1 +
3
20Re
0.687
d for Red ≤ 1000
0.44Red4 for Red > 1000
(2.48)
The droplet Reynolds number Red in Eq. (2.48) is determined according to Eq. (2.49).
Red =
ρ |ui − ud,i|dd
µm
(2.49)
The change of the droplet mass m˙p is determined from the Schmidt and Sherwood numbers Sc
and Sh, respectively, the mass of the droplet md and the Spalding number for mass transfer Bm
according to Eq. (2.50).
dmd
dt
= − Sh
3 Sc
md
τd
ln (1 + Bm) (2.50)
The Spalding mass transfer number Bm is determined from the fuel mass fraction at the droplet
surface Y SF and the fuel mass fraction in the far field Y
S
F according to the equation below.
Bm =
Y SF − Y∞F
1− Y∞F
(2.51)
The mass fraction of the fuel vapor at the droplet surface is determined from the fuel molar
fraction at the droplet surface XSF ,
Y SF =
XSF
XSF +
(
1−XSF
)
WF
W
, (2.52)
which may be determined with the Clausius-Clapeyron equation according to Eq. (2.53).
XSF = exp
[
Lv
Rm/W
(
1
Tb
− 1
Td
)]
(2.53)
In the previous equation, Lv, Tb and Td denote the latent heat of vaporization, as well as the
boiling temperature of the liquid and the temperature of the droplet, respectively. The change
of the droplet temperature is determined based on the infinite conductivity model, in which it is
assumed that the temperature throughout the droplet is uniform but time-evolving, according to
Eq. (2.54).
dTd
dt
=
Nu cp
3 Pr cpl
(Tg − Td)
τd
ln (1 + Bh)
Bh
+
m˙dLv
md cpl
(2.54)
In the previous equation, Tg denotes the temperature of the gas, Nu and Pr denote the Nusselt
and Prandtl numbers, cp and cpl represent the specific heats at constant pressure of the gas and
the liquid respectively, Bh is the Spalding number for heat transfer, respectively. The Spalding
number for heat transfer is determined as outlined below.
Bh =
cp
Lv
(Tg − Td) (2.55)
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The Sherwood number, Sh and Nusselt number, Nu in Eqs. (2.50,2.54) account for the influence
of the convective flow around the droplets and are calculated with the Ranz-Marshall correlation
according to Eq. (2.56) and Eq. (2.57) [159].
Sh = 2 + 0.552Re
1
2 Sc
1
3 (2.56)
Nu = 2 + 0.552Re
1
2 Pr
1
3 (2.57)
The Prandtl number Pr and the Schmidt number Sc are determined from the viscosity µ, the
specific heat at constant pressure cp, the thermal conductivity λ and the diffusivity D a priori to
the CFD simulations.
Pr =
µcp
λ
and Sc =
µ
ρD
(2.58)
The one third rule is applied to determine the temperature Tm, the mass fraction Ym, the specific
heat cpm and the viscosity µm in the film φm from the corresponding droplet φd and far field
properties φ∞, according to equation for the arbitrary quantity φm.
φm =
(
1− 1
3
)
φd +
1
3
φ∞ (2.59)
2.5 Nanoparticle synthesis
As outlined in the introduction, the production of nanoparticles may be characterized by two
methods, namely the top-down method, where the particles are generated from a bulk material,
and the bottom-up method, where the particles are generated from precursor molecules. In the
top-down method, the particles are created by nano-structuring via e.g. laser-beam lithography
[182], electro-beam-lithography [182] or photo-lithography [153]. Within the bottom-up method,
there are several different production processes, e.g. the synthesis with the sol-gel method, where
the particles are created from precursors solved in a solution [24], or the creation of particles from
the vapor phase [189]. The synthesis of particles according to the bottom-up method plays a more
important role in industrial production of particles as compared to the top-down method. The
synthesis of nanoparticles from the vapor phase may be furthermore separated, depending on the
state of the precursor [189], i.e. solid, liquid or gaseous. Processes to create nanoparticles from
solid particles are e.g. inert gas condensation, pulsed laser ablation, spark discharge generation
or ion sputtering. The precursors of interest in this work are in liquid and gaseous form.
The gaseous precursor is injected into an environment with a secondary heat source, the
liquid precursor is usually solved in a combustible liquid fuel and is then also injected into a
combustion chamber, evaporated and ignited by the secondary heat source. Subsequently, the
first nanoparticles, i.e. monomer particles, are produced. The most dominant aerosol processes
in the synthesis of particles from flames after particles have been nucleated, are coagulation
(growth due to collisions of particles), sintering of particles, (coalescence or melting of two or more
particles), and surface growth or condensation (accumulation of gas phase molecules or smaller
particles on the surface of larger particles), as illustrated in Fig. 2.4 (right). The evolution of the
particle population from the gas-phase, is described by the general dynamics equation (GDE) in
the discrete or continuous form, which is derived and discussed in the following section. The GDE
describes the evolution of particles by convective and diffusive transport, due to gas to particle
conversion and further particle growth due to coagulation, coalescence, condensation or surface
growth as illustrated in Fig. 2.4.
2.5.1 Particle conservation equations
A population of particles inside of a fixed physical domain V may be characterized by the size
distribution function of the particle number or number concentration n, which have a certain
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Figure 2.4: Illustration of the internal aerosol dynamical processes, left: the main processes in a
spray flame (adapted from Weise [213])− from a liquid precursor to aggregates; right: detailed
processes involved in the particle synthesis from the gas-phase − from a gaseous precursor to
aggregates.
particle property, (here expressed by the particle volume) n(v). The change of the particle pop-
ulation n(v) inside its physical domain results from internal aerosol processes such as nucleation
of new particles from gas phase molecules, condensation, coagulation or coalescence as illustrated
in Fig. 2.5 left. In the following, the change of the particle population due to aerosol processes
is summarized by the source term I. Besides the aforementioned aerosol processes, the popula-
Figure 2.5: Illustration of particles inside a control volume (CV) (right), and an illustration of
the aerosol processes inside the CV, (sketch adapted from Friedlander [49]).
tion n(v) changes also due to transport processes, i.e. gas phase convection, particle diffusion,
sedimentation or thermophoresis as shown in Fig. 2.5 (left). Considering aerosol and transport
processes inside a fixed physical domain dV , the change of the particle size distribution function
in time ∂n∂t is described by the canonical conservation equation for the particle number concentra-
tion. This equation is derived by making a material balance on the fixed volume [49] (compare
Fig. 2.5 right) and is outlined by Eq. (2.60).∫
V
∂n
∂t
dV = −
∫
A
JieidA+
∫
V
IdV. (2.60)
The first term on the RHS describes the flux across the CV surface A, where Ji summarises the
convective and diffusive flux of n normal to the CV area increment dA, with the normal vector
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ei. Applying Fick’s law for diffusion, Ji is determined according to Eq. (2.61).
Ji = nui +
(
−D ∂n
∂xi
)
(2.61)
According to Gauss’ theorem, the total flux across the control surface is equal to the volume
integral of the vectors divergence field.∫
A
JieidA =
∫
V
∂Ji
∂xi
dV (2.62)
The second term on the RHS of Eq. (2.60) (
∫
V IdV ) describes the change of the population
n by nucleation, coagulation and coalescence, in this work condensation and surface growth are
neglected as their impact is small in the investigated systems. Substituting Eqs. (2.61) and (2.62)
into Eq. (2.60) yields the transport equation for the particle number concentration in integral
form, as given by Eq. (2.63).∫
V
∂n
∂t
dV +
∫
V
∂nuj
∂xj
dV =
∫
V
∂
∂xj
(
D
∂n
∂xj
)
dV +
∫
V
IdV (2.63)
Having only volume integrals in Eq. (2.63) and allowing the CV to get infinitesimally small, the
transport equation for n in differential form is derived from the integral form and reads:
∂n
∂t
+
∂nuj
∂xj
=
∂
∂xj
(
D
∂n
∂xj
)
+ I. (2.64)
For incompressible flows and divergence free velocity fields (
∂uj
∂xj
= 0), the previous equation
becomes:
∂n
∂t
+ uj
∂n
∂xj
=
∂
∂xj
(
D
∂n
∂xj
)
+ I. (2.65)
2.5.1.1 Particle conservation equations with the gas phase density
In reactive flows, the gas phase density depends also on the temperature and can vary by one order
of magnitude and should be considered in the conservation equations. To include the density in the
conservation equation for the particle size distribution function, some mathematical treatments
have to be applied to the accumulation, convection and diffusion terms as shown in the following
section. Equation (2.65) is first multiplied with the gas phase density ρ what yields Eq. (2.66).
ρ
∂n
∂t
+ ρuj
∂n
∂xj
= ρ
∂
∂xj
(
D
∂n
∂xj
)
+ ρI (2.66)
The accumulation term including density Eq. (2.67) is obtained by applying the product rule
and substituting the continuity equation (∂ρ∂t = −
∂ρuj
∂xj
) to the first term on the LHS of Eq. (2.66)
as outlined below.
∂ρn
∂t
= ρ
∂n
∂t
+ n
∂ρ
∂t
= ρ
∂n
∂t
− n∂ρuj
∂xj
(2.67)
The convection term including density is obtained by applying the product rule to the second
term on the LHS of Eq. (2.66) as outlined below.
ρuj
∂n
∂xj
=
∂ρnuj
∂xj
− n∂ρuj
∂xj
(2.68)
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The diffusion term with density is obtained by applying the product rule to the first term on the
RHS of Eq. (2.66):
ρ
∂
∂xj
(
D
∂n
∂xj
)
=
∂
∂xj
(
ρD
∂n
∂xj
)
−D ∂n
∂xj
∂ρ
∂xj
. (2.69)
Substituting Eqs. (2.67-2.69) into Eq. 2.65 yields the transport equation for the particle size
distribution function, including density.
∂ρn
∂t
+
∂ρnuj
∂xj
=
∂
∂xj
(
ρD
∂n
∂xj
)
−D ∂n
∂xj
∂ρ
∂xj
+ ρI (2.70)
In the following section the transport equations for the GDE are given without density, as it is
standard in the literature [49, 117], first for the discrete distribution function and subsequently
for the continuous distribution function.
2.5.2 The GDE for the discrete distribution function
The evolution of a complete particle population is described by the transport equations as intro-
duced and discussed in the previous section. For small particles, i.e. particles consisting of less
than a few thousand molecules (dp <≈ 50 nm), it is convenient to express the general dynamics
equation for the discrete distribution function [49] as outlined in Eq. (2.71).
∂nk
∂t
+ (uj + u
e
j)
∂nk
∂xj
=
∂
∂xj
(
Dk
∂nk
∂xj
)
+
[
∂nk
∂t
]
nucleation
+
[
∂nk
∂t
]
coagulation
+
[
∂nk
∂t
]
coalescence
+
[
∂nk
∂t
]
condensation
+
[
∂nk
∂t
]
growth
(2.71)
In the discrete form of the GDE, k represents the number of molecules in the particle for which
the equation is valid. Besides the convective transport of nk by the gas phase velocity uj , also
external forces such as gravity, electro potential or temperature gradients are considered by the
external velocity uej . The diffusion of the particles with k molecules is described by the diffusion
coefficient Dk (its modelling is explained in chapter 3). The coagulation source term may be
determined as outlined below, the modelling of the other terms is described in chapter 3, the
modelling section.
[
∂nk
∂t
]
coagulation
=
−
∑Kmax
i=1 βiknink for k = 1
1
2
∑Kmax
i=1
∑Kmax
j=1 βijninj −
∑Kmax
i=1 βi,knink for k > 1
(2.72)
It is convenient to pass from the discrete form of the GDE to the continuous form of the GDE
if particles with more than a few 1000 molecules (much less in CFD) (dp >≈ 50 nm) have to be
considered [49].
2.5.3 The GDE for the continuous distribution function
The general dynamics equation for the continuous size distribution function is outlined in Eq.
(2.73).
∂n
∂t
+ (uj + u
e
j)
∂n
∂xj
=
∂
∂xj
(
D
∂n
∂xj
)
+
[
∂n
∂t
]
nucleation
+
[
∂n
∂t
]
coagulation
+
[
∂n
∂t
]
coalescence
+
[
∂n
∂t
]
condensation
+
[
∂n
∂t
]
growth
(2.73)
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Assuming that all other velocities than convection are zero, which is a good approximation for
turbulent flows, the external velocity is null, uej = 0. As the most important processes in the
synthesis of particles from flames are nucleation, coagulation and sintering, the GDE in the
continuous form can be written as outlined below [49].
∂n(v)
∂t
+ uj
∂n(v)
∂xj
=
∂
∂xj
(
D
∂n(v)
∂xj
)
+ I(v)δ(v − v0) + 1
2
∫ v
0
β(v − v′, v′)n(v − v′)n(v)dv −
∫ ∞
0
β(v, v′)n(v′)dv′ −
[
∂n(v)
∂t
]
coalescence
(2.74)
2.5.4 Dynamic equations for the total number and volume concentration
The total number concentration of particles N∞ (or simply N) and the total volume concentration
of particles V∞ (or V ) are quantities of special interest and are defined as the integral over all
particle sizes v ∈ [vmin,∞] which are considered in a reference volume, as outlined below.
N =
∫ ∞
vmin
n(v) dv (2.75)
V =
∫ ∞
vmin
n(v) v dv (2.76)
The minimum volume vmin represents the smallest particles, in this work the volume of monomer
particles. Applying the integration to the GDE for the continuous size distribution function, Eq.
(2.74), yields the transport equations for the total number- and volume concentration.
∂N
∂t
+uj
∂N
∂xj
=
∂
∂xj
(
D
∂
∫ v∞
vmin
n(v)dv
∂xj
)
+
∫ v∞
vmin
[I(v)δ(v − v0)] dv
+
1
2
∫ v∞
vmin
[∫ v
0
β(v − v′, v′)n(v − v′)n(v)dv
]
dv
−
∫ v∞
vmin
[∫ ∞
0
β(v, v′)n(v′)dv′
]
dv (2.77)
∂V
∂t
+uj
∂V
∂xj
=
∂
∂xj
(
D
∂
∫ vmax
vmin
n(v)vdv
∂xj
)
+
∫ vmax
vmin
[I(v)δ(v − v0)] dv (2.78)
There is no coagulation term in Eq. (2.78), as coagulation does not affect the particle volume.
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Chapter 3
Modelling of Turbulent Reactive Particle Laden Flows
The set of differential and ordinary differential equations introduced in chapter 2 describes a tur-
bulent reacting spray flame with nanoparticle synthesis. However, there are difficulties in solving
the flow field, spray, combustion and particle equations in all details due to the limited com-
putational resources available. In chapter 3.1 the direct numerical simulation (DNS) approach,
the Reynolds averaged Navier-Stokes (RANS) approach and the large eddy simulation technique
(LES) are discussed first. The applied combustion model and the particle models are discussed
in chapters 3.2.2 and 3.3.
3.1 Modelling of turbulence
To solve the equations introduced in chapter 2 for the complete velocity spectrum of a turbulent
flow would require a computational grid with a spacing smaller than the smallest scales, the
Kolmogorov microscales η =
(
ν3

) 1
4
, as introduced in the previous chapter. A further impor-
tant correlation exists between the velocity fluctuations u′, the integral length scale L and the
dissipation of the turbulent kinetic energy  as outlined in Eq. (3.1).
 ≈ u
′3
L
(3.1)
Turbulence models may be classified into statistical models, based on the Reynolds averaged
Navier-Stokes equations RANS and time resolving models as used in the direct numerical simu-
lation (DNS) or large eddy simulation (LES) approach. Furthermore, turbulence models may be
classified by the amount of energy they resolve as it will be discussed in the following subsections.
3.1.1 Direct numerical simulations
The direct numerical simulation (DNS) technique does not use modelling assumptions at all and
resolves all scales of the energy spectrum from the energy containing eddies over the inertial
subrange to the dissipative subrange (compare Fig. (2.1)). The grid must have a spacing ∆ that
is smaller than Kolmogorovs microscale, η and the total size of the domain nt∆ must be larger
than the integral length scale L, with the total number of grid points in one direction being nt.
This leads to the dependency of the number of grid points of the Reynolds number, outlined in
Eq. (3.2).
nt ≈ L
∆
≈
(
Lu′
ν
) 3
4
= Re
3
4
t (3.2)
Assuming that the number of grid points is equal in all three dimensions, the total number of
required grid points Nt = n
3
t can be estimated from the turbulent Reynolds number.
Nt ∝ Re
9
4
t (3.3)
A further limiting factor of a DNS is the time step width ∆t, which is required to advance
the solution in time. The Courant-Friedrichs-Lewy (CFL) condition is used to determine the
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maximum allowed time step for an explicit time integration method [29] and is defined as outlined
below.
CFL =
u
∆
∆t
(3.4)
The time dependency of the three dimensional simulation leads to a cubic correlation between
the computational effort and the turbulent Reynolds number (∝ Re3t ). This high computational
cost limits the application of DNS to cases with low Reynolds numbers for the (near) future.
3.1.2 Reynolds averaged simulations
For many industrial, technical and scientific applications the RANS approach is a suitable tech-
nique, e.g. for stationary non-reactive flows or for flows with high Reynolds numbers. In contrast
to the DNS approach, the RANS approach is a statistical method based on the Reynolds averaged
conservation equations. To obtain the time averaged conservation equations, the velocity vector
ui, the pressure p, the species mass fractions Yα and the enthalpy h in Eqs. (2.1,2.5,2.8,2.13) are
first replaced by their Reynolds decomposed counterpart (here shown for an arbitrary quantity
φ) φ(t) = φ + φ′(t). The resulting equations are then averaged over an infinite sampling period
for steady problems, which yields the RANS approach, or over a sampling interval that allows to
capture some major integral time scales of a unsteady problem, for the unsteady Reynolds aver-
aged Navier-Stokes (URANS) approach. Substituting the Reynolds decomposed quantities and
subsequent averaging yields unclosed terms, which do not disappear, as shown for the Reynolds
stress tensor (RST) u′iu
′
j .
uiuj = (ui + u′i)
(
uj + u′j
)
= uiuj +
uiu′j +
u′iuj + u
′
iu
′
j = uiuj + u
′
iu
′
j (3.5)
Due to the fact that variable density flows have to be considered, Favre averaging is applied to
products of φ with the density.
φ˜ =
∫
t ρ(t)φ(t)dt∫
t ρ(t)dt
=
ρφ
ρ
(3.6)
The ”fluctuating” part φ′′ for the Favre averaged quantities is defined as outlined below.
φ′′ = φ− φ˜ (3.7)
The conservation equations for the Favre weighted and Reynolds averaged mass, momentum,
species and enthalpy (without source terms for spray evaporation) may be written as outlined
below.
∂ρ
∂t
+
∂ρu˜j
∂xj
= 0 (3.8)
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+
∂τ˜ij
∂xj
− ∂ρu
′′
i u
′′
j
∂xj
(3.9)
∂ρY˜α
∂t
+
∂ρY˜αu˜j
∂xj
=
∂
∂xj
(
ρDα
∂Y˜α
∂xj
)
+ ω˙α −
∂ρu′′jYα
∂xj
(3.10)
∂ρh˜
∂t
+
∂ρh˜u˜j
∂xj
= +
∂
∂xj
(
λ
cp
∂h
∂xj
)
− ∂ρu
′′
jh
∂xj
(3.11)
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Boussinesq proposed to model the Reynolds stress tensor ρu′iu
′
j (or sometimes u
′
iu
′
j) based on a
turbulent viscosity (or eddy viscosity), as the Reynolds stress tensor has a similar impact on the
flow field as the molecular viscosity [17, 171]. The RST is then modelled based on the turbulent
viscosity µt, the modelled and known averaged velocity u and the turbulent kinetic energy k as
outlined below (first for the not density weighted equation).
ρu′iu
′
j = −µt
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)
+
2
3
ρkδij (3.12)
In almost the same manner, the Reynolds stress tensor for the Favre weighted equations may be
modelled based on the Favre weighted Reynolds averaged velocity u˜, the turbulent viscosity µt
and the turbulent kinetic energy k as outlined below.
ρu′′i u
′′
j ≈ −µt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
∂u˜k
∂xk
δij
)
+
2
3
ρkδij (3.13)
The turbulent transport of the enthalpy and of the species mass fraction ρu′′jh and ρu
′′
jY may be
approximated with a gradient model according to the equations below.
ρu′′jh ≈
µt
Prt
∂h˜
∂xj
(3.14)
ρu′′jY ≈
µt
Sct
∂Y˜
∂xj
(3.15)
The objective of the turbulence model in the RANS approach is to estimate the RST, which is
usually based on an eddy viscosity approach. The turbulent viscosity µt in Eqs. (3.12-3.15) is
unclosed and is usually modeled by algebraic models, e.g. Prandtl’s mixing length model [217],
or more commonly based on transport equation models, e.g. the k-equation or Spalart-Allmaras
model [178, 217] or a two equation model, e.g. k−  or SST model [74, 119]. The k−  model, in
which the turbulent viscosity is determined from the turbulent kinetic energy k and its dissipation
 is probably the most common turbulence model in the RANS context.
µt = ρCµ
k2

(3.16)
To determine k and , two additional transport equations are solved:
∂ρk
∂t
+
∂ρkuj
∂xj
=
∂
∂xj
[(
µ+
µt
σk
)
∂k
∂xj
]
+ 2µtSijSij − ρ, (3.17)
∂ρ
∂t
+
∂ρuj
∂xj
=
∂
∂xj
[(
µ+
µt
σ
)
∂
∂xj
]
+

k
(C1µtSijSij − ρC2) . (3.18)
In the two previous equations, Sij is the rate of strain which is defined as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.19)
The model constants in Eqs. (3.16-3.18) are case dependent, the common set of used values is:
Cµ = 0.09, σk = 1.00, σ = 1.30, C1 = 1.44 and C2 = 1.92. Many modifications for the k − 
model have been proposed e.g. by Yakhot et al. [224], which is known as the k −  RNG model,
or the realizable k −  model proposed by Shih et al. [175]. As the k −  models are not well
suited to predict flows close to walls, Wilcox et al. [216] proposed the k − ω model, which solves
a transport equation for the specific dissipation rate ω instead for . Superior to the k −  close
to walls, it is inferior in free stream regions. Menter combined the advantages of the k −  and
k − ω and proposed the shear stress transport (SST) model [119].
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3.1.3 Large eddy simulations
In contrast to the RANS approach where almost the complete energy spectrum has to be modelled
based on a statistical method, in the large eddy simulation approach (LES), the large scales are
solved directly and only the small scales have to be modelled. The large scales are separated from
the small scales by a low pass filter, based on an explicit or implicit spatial filtering operation as
shown for an arbitrary quantity φ.
φ(xi) =
∫
V
φ
(
x′i
)G (xi − x′i) dx′i (3.20)
The filtering operation applied to φ separates the resolved part φ from the sub-filter scale part
φ′.
φ = φ+ φ′ (3.21)
If the filtering operation is applied to non-constant density flows, the product of two quantities
would lead to additional unclosed terms as outlined below.
ρφ = (ρ+ ρ′)
(
φ+ φ′
)
= ρφ+ ρ′φ′ (3.22)
To avoid this, the density weighted Favre filtering is applied instead, as shown by the following
equation.
φ˜ =
ρφ
ρ
(3.23)
Therefore, the Favre filtered (density weighted) transport equations [41] are solved.
3.1.3.1 Mass and momentum transport
The Favre filtered conservation equation for mass, including a source term for spray evaporation
is outlined in Eq. (3.24).
∂ρ
∂t
+
∂ρu˜j
∂xj
= Γ˙ρ (3.24)
The unclosed Favre filtered conservation equation for momentum, including source term for mo-
mentum exchange is outlined in Eq. (3.25).
∂ρu˜i
∂t
+
∂ρu˜iuj
∂xj
= − ∂p
∂xi
+
∂
∂xj
(
µ
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
µ
∂u˜k
∂xk
δij
)
+ M˙S (3.25)
The unclosed velocity correlations in the convective part may be further split up into a resolved
u˜iu˜j and unresolved τ
sgs
ij part.
u˜iuj = u˜iu˜j + τ
sgs
ij (3.26)
It may be assumed that the turbulence on the small scales has a similar effect on the flow field as
the molecular viscosity. Hence, the sub-filter term τ sgsij is closed with the eddy viscosity approach
based on an additional viscosity, i.e. the eddy viscosity or turbulent viscosity µt (similar as in
the RANS approach) (with µt = ρνt).
τ sgsij −
1
3
τ sgskk δij = −
2
3
νt
∂u˜k
∂xk
δij + νt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(3.27)
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Note that the isotropic part τ sgskk has been added to the deviatoric part to avoid the trace of τ
sgs
ij
to become zero. Therefore and instead of the physical pressure p, the modified pressure parameter
P including the isotropic part is introduced, which is modelled as outlined below.
P = p+
1
3
τ sgskk δij (3.28)
Substituting Eqs. (3.27) and (3.28) into Eq. (3.25) yields finally the Favre filtered conservation
equation for momentum.
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+
∂
∂xj
[
(µ+ µt)
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
(µ+ µt)
∂u˜k
∂xk
δij
]
+ A˙M (3.29)
The remaining task of the turbulence model is to determine the turbulent viscosity µt. Transport
equation models exist to calculate µt in the LES context, which solve transport equations for
the turbulent kinetic energy k. However, and in contrast to the RANS approach, the impact
of the turbulence model on momentum transfer is much smaller as only a small amount of the
turbulent kinetic energy has to be modelled. Furthermore, turbulence models may be simpler
than in RANS context as isotropy on the small scales may be assumed. Subsequently, most LES
approaches are based on simple algebraic models such as the Smagorinsky [176] or sigma model
[133], which have been applied in the present work.
3.1.3.2 Smagorinsky model
With the model proposed by Smagorinsky [176], the turbulent viscosity is modelled based on the
magnitude of the filtered strain rate S˜ij , the filter size ∆ and the Smagorinsky constant CS as
outlined below.
νt = (CS∆)
2 |S| = (CS∆)2
√
2S˜ijS˜ij (3.30)
with |S| =
√
2S˜ijS˜ij and S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
The choice of a value for CS is strongly related to the investigated case and the Reynolds number
and should be chosen between 0.06 ≤ CS < 0.2. In the present work, either a value of 0.173 has
been used for CS in the simulations performed with the Smagorinsky turbulence model or the
dynamic procedure as proposed by Germano [54] has been used to determine CS dynamically
(the dynamic procedure is explained in subsection 3.1.3.4). As the Smagorinsky model is known
to predict non-zero viscosity at walls and due to the high computational cost for the dynamic
procedure, Nicoud’s σ-model [133] has been used as an alternative choice in this work.
3.1.3.3 Nicoud’s σ-model
The σ model determines the turbulent viscosity also based on the filter size ∆, a model parameter
CS and based on the singular values of the velocity gradient as outlined below.
νt = (CS∆)
2Dm (3.31)
Dm =
σ3(σ1 − σ2)(σ2 − σ3)
σ21
(3.32)
Gij =
∂u˜k
∂xi
∂u˜k
∂xj
(3.33)
The singular values σi in the previous equations are identical to the square roots of the eigenvalues
of the tensor Gij . The model constant CS was set to 1.5 in the present work. The σ model is
known to be well suited for combustion applications, as it predicts zero turbulent viscosity for
solid body rotations and zero turbulent viscosity for thermal expansions [164]. The dynamic
procedure proposed by Germano et al. [54] can also be used to determine CS for the σ model.
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3.1.3.4 Dynamic procedure
The well known shortcomings of a constant model parameter were addressed by Germano who
proposed to determine the model parameter CS dynamically varying in space and time. The
algebraic Germano identity is based on two filtering levels, namely grid filtered and test filtered,
and the resolved turbulent stresses [54]. The grid filtered τ sgsij and test filtered τ
test
ij unresolved
fluxes may be written as outlined below (for non-constant density [124])
τ sgsij = ρuiuj −
ρui ρuj
ρ
(3.34)
τ testij = ρ̂uiuj −
ρ̂ui ρ̂uj
ρ̂
(3.35)
(It should be noted that in the LES approach the grid filtered term may also be determined
with the filter-width and not necessarily with the grid size.) The Germano identity Lij , which
is also known as Leonard stress tensor, is defined as the sum of the grid filtered and test filtered
unresolved fluxes.
Lij = τ
test
ij − τ̂ sgsij = ρ̂u˜iu˜j −
ρ̂u˜iρ̂u˜j
ρ̂
(3.36)
Equations (3.34) and (3.35) include the trace parts for the grid filtered and test filtered unresolved
fluxes, the model for the traceless part reads:
τ sgsij −
1
3
δijτ
sgs
kk = ρ∆
2|S|u˜i
[
2
3
∂u˜i
∂xk
δij −
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)]
=
βij
C2s
(3.37)
τ testij −
1
3
δijτ
test
kk = ρ̂∆̂
2|S|̂˜ui [2
3
∂̂˜ui
∂xk
δij −
(
∂̂˜ui
∂xj
+
∂̂˜uj
∂xi
)]
=
αij
C2s
(3.38)
Replacing the traceless part in Eq. (3.36) with the before given equations yields Mij as outlined
below.
Mij = Lij − 1
3
δijLkk = Ĉ2sβij − C2sαij (3.39)
Lilly [106] proposed to determine C2s based on a least square error estimation and to assume that
Cs is independent of the filtering. The resulting expression for C
2
s is written below.
C2s =
Mij
(
Lij − 13δijLkk
)
MmnMmn
(3.40)
Alternatively, Piomelli and Liu [149] proposed to determine C2s based on the constant of the last
iteration as given in the equation below.
C2s =
−
(
Lij − 13δijLkk − Ĉ?2s βij
)
αij
αmnαmn
(3.41)
3.1.3.5 Scalar transport equations
Further unclosed terms arise from filtering in the transport equations for the scalar quantities φ,
i.e. the species mass fractions Yα, the enthalpy h and the mixture fractions Z and Zα. Generally,
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the Favre filtered conservation equation for a scalar quantity φ can be written as shown by Eq.
(3.42):
∂ρφ˜
∂t
+
∂ρφ˜u˜j
∂xj
=
∂
∂xj
(
ρDφ
∂φ˜
∂xj
− ρτ sgsφ
)
+ ω˙φ. (3.42)
The unclosed term τ sgsφ refers to the turbulent fluxes and consists of a closed and unclosed term.
The eddy diffusivity approach [151] is used here to model τ sgsφ .
ρτ sgsφ = ρ
(
φ˜uj − φ˜u˜j
)
= ρDt
∂φ˜
∂xj
(3.43)
The turbulent diffusivity Dt in the previous equation is modelled based on the turbulent vis-
cosity µt and the turbulent Schmidt Sct or turbulent Prandtl Prt number − depending on the
transported scalar.
Dt =
ν
Sct
or Dt =
ν
Prt
(3.44)
The molecular (D) and turbulent /Dt) diffusivities may be summed up to an effective diffusivity
Ds = D+Dt. Applying the eddy diffusivity approach to the conservation equations of the species
mass fractions, the enthalpy and the mixture fraction, yields the closed transport equations as
outlined in Eqs. (3.45), (3.46), (3.47) and (3.48), respectively.
∂ρY˜α
∂t
+
∂ρY˜αu˜j
∂xj
=
∂
∂xj
(
ρ
(
µ
Sc
+
µt
Sct
)
∂Y˜α
∂xj
)
+ ω˙C,α (3.45)
∂ρh˜
∂t
+
∂ρh˜u˜j
∂xj
=
∂
∂xj
(
ρ
(
µ
Pr
+
µt
Prt
)
∂h˜
∂xj
)
(3.46)
∂ρZ˜
∂t
+
∂ρZ˜u˜j
∂xj
=
∂
∂xj
(
ρ
(
µ
Sc
+
µt
Sct
)
∂Z˜
∂xj
)
(3.47)
∂ρZ˜α
∂t
+
∂ρZ˜αu˜j
∂xj
=
∂
∂xj
(
ρ
(
µ
Sc
+
µt
Sct
)
∂Z˜α
∂xj
)
(3.48)
The source terms arising in the equations above necessitate an individual description. Additional
to the equations needed to describe the state of the gas phase, the population balance equations
for the nanoparticles must be derived in a Favre filtered expression, which will be shown below.
3.2 Turbulent combustion modelling
3.2.1 Combustion model overview
Combustion models which have been successfully applied for the prediction of laminar and tur-
bulent flames have often been extended to account for spray combustion. An overview on the
modelling of turbulent dilute spray combustion is for example given by Jenny et al. [71]. Some
well known combustion models which have been applied for the simulation of dilute spray flames
in the recent years are presented in the next section. Subsequently, a detailed discussion of the
applied standard flamelet generated manifold approach for gas phase combustion is presented,
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followed by the descriptions of the extensions made to the FGM approach for spray combustion
and two fuels.
Detailed chemistry
In detailed chemistry models, the conservation equations as introduced in chapter 2 for mass,
momentum, species and energy including source terms for the spray phase are solved directly
in the DNS of spray flames. In the RANS or LES approach, the Reynolds averaged or Favre
filtered conservation equations are solved. These models are computationally expensive due to
the fact that for each species a separate conservation equation has to be solved. Furthermore,
the calculation of the reaction rates and the transport coefficients leads to an increased numerical
stiffness of the simulations and an increased demand for computational resources. Commonly,
this method is based on an Eulerian/Lagrangian representation of the flow field equations for the
gas and liquid phase, respectively.
This method has been used by e.g. Gutheil and Sirignano [63] to study counterflow spray com-
bustion with detailed transport and chemistry for a n-heptane/O2 flame. Kong and Reitz [91]
applied a detailed chemistry model for the simulation of a direct-injection homogeneous charge
compression ignition (HCCI) engine with emissions. Despite this, Kong et al. [92] applied a
detailed chemistry model together with a phenomenological model for the soot evolution in a
combined simulation approach to a diesel spray. Due to the high numerical expenses and stiffness
of the simulations, combustion is usually not modelled with detailed chemistry but rather with
tabulated chemistry approaches based on control variables that describe the mixture composition
and progress of combustion.
Flamelet models
Flamelet models have been originally proposed to model non-premixed turbulent flames [143].
In non-premixed turbulent flames, the chemical time scale and the mixing time scale may be of
the same order. Hence it is important to account for finite chemistry effects in the combustion
model. The general idea of the flamelet model is that a three dimensional turbulent flame may
be represented by an ensemble of one dimensional flames, the flamelets, which are stretched and
wrinkled in space. In the model, the 1D flamelets are aligned with the flame normal direction.
A coordinate transformation from physical space xi to the mixture fraction space Z and some
further manipulations applied to Eq. (2.8) yields the so called flamelet equation in an unsteady
representation [143, 144] and is outlined below.
ρ
∂Yα
∂t
= ρD
(
∂Z
∂xi
)2 ∂2Yα
∂Z2
+ ω˙α (3.49)
While the gradients tangential to the flame normal direction are neglected, only the gradients
normal to the flame affect chemistry [144]. For steady state problems, the flamelet equation may
be expressed without accumulation term and the previous equation becomes:
ρD
(
∂Z
∂xi
)2 ∂2Yα
∂Z2
= −ω˙α. (3.50)
In Eqs. (3.49) and (3.50), the scalar dissipation rate χ is commonly introduced, which correlates
the strain of the fluid with the species diffusivity.
χ = 2D
(
∂Z
∂xi
)2
(3.51)
The scalar dissipation rate may be used to account for effects like flame quenching.
In the flamelet approach, the thermochemical properties are commonly determined a priori to
the simulations by solving detailed or reduced reaction mechanisms with a chemical library such
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as Chemkin [79] or Cantera [56], amongst others. The thermochemical data is stored in multidi-
mensional look-up tables as functions of control parameters such as the mixture fraction Z and
the scalar dissipation rate χ. In the LES methodology, the transport equation for Favre filtered
mixture fraction is solved as described in Eq. (3.47). As only the spatially filtered values of the
mixture fraction Z˜ are known, the PDF or FDF must be determined (e.g. by an assumed shape
function), so that the variance of the mixture fraction Z˜ ′′2 must be modelled and a sub-filter
distribution must be assumed. The mixture fraction variance is commonly determined from an
algebraic equation or a transport equation as outlined below.
Z˜ ′′2 = Cm∆
2
(
∂Z˜
∂xi
)2
(3.52)
∂ρZ˜ ′′2
∂t
+
∂ρu˜iZ˜ ′′2
∂xi
=
∂
∂xi
(
ρ(D +Dt)
∂Z˜ ′′2
∂xi
)
+ 2ρDt
(
∂Z˜
∂xi
)2
− 2ρχ
Z˜
(3.53)
For more information on the modelling of the variance and sub-filter distribution, the interested
reader is referred to chapter 5 or the original work by Rittler et al. [164]. The scalar dissipation
rate χ may be determined from the gradient of the mixture fraction.
χ = 2 (D +Dt)
(
∂Z˜
∂xi
)2
(3.54)
Conditional moment closure
In the conditional moment closure (CMC) method [88], the evolution of the mixture composition
is described by transport equations for the mixture fraction and the conditional moments of the
reacting species. The transport of the reacting species is modelled by the CMC, by assuming that
the fluctuations of the reacting species correlate with the fluctuations of the mixture fraction.
The unconditioned quantities (mass fractions Yα) are then determined based on the conditional
quantity (mixture fraction Z) and the sampling space (η) with a certain probability P (η). Ukai
et al. [196–198] adapted CMC to account for spray combustion by extending the transport equa-
tions for the mixture fraction and the conditional moments of the enthalpy and species by source
terms for mass and heat transfer.
Flame surface density models
The flame surface density models (FSD) are finite-rate models which are commonly applied to
premixed combustion. In premixed flames the fuel and oxidizer species are premixed a priori to
combustion and the flame front propagates from the burnt products into the unburnt reactants.
Hence, the progress of combustion is commonly described by the reaction progress variable C
which was introduced in Eq. (2.41). The temporal and spatial evolution of the combustion
progress are described by a transport equation for the progress variable C:
∂ρC
∂t
+
∂ρCui
∂xi
=
∂
∂xi
(
ρDC
∂C
∂xi
)
+ ω˙C . (3.55)
Filtering of the previous equation yields
∂ρC˜
∂t
+
∂ρC˜u˜i
∂xi
=
∂
∂xi
(
ρDC
∂C
∂xi
)
+ ω˙C − ∂
∂xi
[
ρuiC − ρu˜iC˜
]
. (3.56)
The three terms on the RHS of the previous equation, the filtered molecular diffusion of C, the
filtered chemical reaction rate and the sub-filter turbulent flux of the reaction progress variable
are unclosed and need to be modelled. In many studies it was shown that a common eddy
32 Chapter 3. Modelling of Turbulent Reactive Particle Laden Flows
diffusivity approach is not suitable to model the unresolved turbulent flux of the progress variable(
ρuiC − ρu˜iC˜
)
, as nicely summarized by Ma et al. [111], amongst others. It was shown that
the impact of counter gradient transport (CGT) is not negligible [101, 111]. Furthermore Lecoq
[101] showed that the model for the sub-filter scalar flux proposed by Weller et al. [215],(
ρuiC − ρu˜iC˜
)
= −ρDt ∂C˜
∂xi
− Ξρ0SL
(
C − C˜
)
Mi (3.57)
with the resolved flame normal vector Mi = −
(
∂C/∂xi
)
/
∣∣∂C/∂xi∣∣ leads to the Favre filtered
transport equation for the progress variable [111] as outlined below.
∂ρC˜
∂t
+
∂ρC˜u˜i
∂xi
=
∂
∂xi
(
ρ(DC +Dt)
∂C˜
∂xi
)
+ ρ0SLΞ
∂C˜
∂xi
(3.58)
In the FSD approach, the filtered reaction rate source term and the filtered diffusion of C are
modelled together based on the displacement speed Sd and the flame surface density Σ according
to the following equation.
∂
∂xi
(
ρDC
∂C
∂xi
)
+ ω˙C = ρSdΣGen (3.59)
For flames in which a unity Lewis number may be assumed, the filtered local displacement speed
is commonly approximated as the laminar flame speed as illustrated below.
ρSd ≈ ρSL (3.60)
Several models have been proposed to determine the flame surface density Σ, for example the
algebraic models proposed by Fureby [51] or Mupalla et al. [131] in which the flame surface
density Σ may be modelled by the wrinkling factor Ξ and the gradient of the filtered progress
variable C.
Σ ≈ Ξ
∣∣∣∣∂C∂xi
∣∣∣∣ (3.61)
More information on FSD models and their implementation in the LES inhouse code PsiPhi may
be found in the work of Ma et al. [111]. Furthermore, transport equation models have been
proposed to determine the evolution of the flame surface density [181].
Eddy break-up and eddy dissipation model
The eddy break-up model (EBM) was originally proposed by Spalding [179] and extended by
Magnussen and Hjertager [115] to the eddy dissipation model (EDM) and assumes that the
chemical reaction is controlled by turbulent mixing. This assumption holds for fast chemical
processes. In the EBU model, the chemical reaction rate is determined from a global one step
reaction with the model constant CEBU , the turbulent time scale τt, i.e. the ratio of turbulent
kinetic energy and its dissipation τt = k/ and the variance of the product mass fraction Y˜
′′2
P , as
outlined below.
˜˙ωP = −ρ 
k
CEBU
(
Y˜
′′2
P
)0.5
(3.62)
In the LES methodology, the turbulent time scale is often determined from the grid size ∆ and
the velocity fluctuation u
′
sgs and the chemical reaction rate may be determined as outlined below.
˜˙ωP = −ρu′sgs
∆
CEBU
(
Y˜
′′2
P
)0.5
(3.63)
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In the EDM model, the fuel consumption rate ˜˙ωf is determined from the local fuel, oxidizer and
product mass fractions (Yf , YO and YP ), the turbulent time scale and the two model parameters
A and B as outlined below.
˜˙ωf = −ρ 
k
min
[
AY˜f , A
Y˜o
s
,A ·B Y˜p
1 + s
]
(3.64)
Flamelet progress variable
The flamelet progress variable (FPV) approach was proposed by Pierce and Moin in a large
eddy simulation formulation and solves two transport equations to describe the evolution of the
mixture composition and the progress of combustion, i.e. the mixture fraction and the reaction
progress variable [146, 148]. Moin and Apte adapted the flamelet progress variable approach to
account for a spray phase, by adding source terms for the transport equations of the mixture
fraction, momentum equation and density [123].
3.2.2 The flamelet generated manifold approach
In the present work, combustion is modelled based on the Flamelet Generated Manifold (FGM)
approach, which was originally proposed by van Oijen and de Goey [201] for premixed flames.
It was, however, successfully applied to the prediction of partially premixed spray flames in the
works of Bekdemir et al. [11], Chrigui et al. [25, 26], De et al. [32] or Rittler et al. [164]. Vreman
et al. [207] applied the FGM model, in which the tables where produced based on premixed and
non-premixed flamelets, to their studies of Sandia flame D [1].
The basic idea of the FGM approach is to combine the flamelet assumption that a three dimen-
sional flame can be represented by a set of one dimensional flamelets [143, 144], with the manifold
approach, in which the thermochemical properties of the gas phase are determined a-priori and are
stored in low dimensional manifolds [112] as a function of control variables. In the present work,
the thermochemical properties are determined from solving a set of one dimensional, premixed,
freely propagating flames with the open source chemical library Cantera [56]. The thermochemi-
cal quantities such as ρ, µ, T or Yα are subsequently stored in a two- or multi-dimensional look-up
table as a function of the control variables − in this work the mixture fraction Z (or Zα) and the
normalized reaction progress variable C are used for the table look-up. Within the flammability
limits, the initial and boundary conditions in the 1D simulations are varied in equidistant steps
∆Z (or ∆Zα) from a minimum to maximum value to ensure a simple table look-up. Outside of
the flammability limits ideal mixing is assumed. (2D effets are neglected in the presented work).
To resolve the flame on the numerical grid, Kuenne et al. [95, 96] combined the FGM approach
with the artificial flame thickening (ATF) method [27]. The idea of the artificial flame thickening
is to avoid numerical instabilities and errors, by increasing the diffusion coefficient D and reducing
the chemical source term ω˙. This artificial flame thickening was also used in this work [164, 165].
The modified and applied FGM/ATF approach for spray flames and flames with three streams
is discussed in the following section.
3.2.2.1 The FGM approach for spray flames
The standard FGM approach was first modified to account for spray combustion. This was
achieved by adding an evaporation source term Γ˙Z to the transport equation of the mixture
fraction [25, 32, 164], as outlined in the equation below.
∂ρZ˜
∂t
+
∂ρZ˜u˜j
∂xj
=
∂
∂xj
(
ρ
(
µ
Sc
+
µt
Sct
)
∂Z˜
∂xj
)
+ Γ˙Z (3.65)
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While the mixture composition is described by the mixture fraction Z˜, the progress of combustion
is described by the reaction progress variable Y˜P . For the standard case of the spray flames
(without liquid precursor), the progress variable is the sum of the mass fractions of carbon
dioxide, water, carbon monoxide and hydrogen as given by Eq. (3.66).
Yp = YCO2 + YH2O + YCO + YH2 (3.66)
The diffusion coefficient DP and the chemical reaction source term ω˙C in the transport equation
for YP are modified by the thickening factor Ft and the efficiency function E to account for
artificial thickening as outlined below.
∂ρY˜P
∂t
+
∂ρY˜P u˜j
∂xj
=
∂
∂xj
[
ρ (FtEDP + (1− Ω)Dt) ∂Y˜P
∂xj
]
+
E
Ft
ω˙C (3.67)
The thickening factor Ft in Eq. (3.45) is determined from the flame sensor Ω and the maximum
value of Ft.
Ft = 1 + Ω (Ft,max − 1) (3.68)
The maximum value of the thickening factor is calculated from the grid spacing ∆, the laminar
flame thickness δ0l and the number of grid points n, on which the flame front is resolved.
Ft,max = max
(
∆n
δ0l
, 1
)
(3.69)
The laminar flame thickness δ0l and the flame sensor Ω, which is used to indicate the location of
the flame front, are calculated as proposed by Proch and Kempf [157] and is outlined below.
Ω =
dYp
dx
max
(
dYp
dx
) (3.70)
The flame thickness δ0l and sensor Ω are determined a-priori in the flamelet calculations, and
are stored as functions of the control variables Z and C in the 2 dimensional look-up tables.
The normalized reaction progress variable C is computed from the progress variable YP and the
minimum and maximum progress variables, which both depend on the mixture fraction YP,min(Z)
and YP,max(Z).
C =
Yp,max(Z)− YP
Yp,max(Z)− YP,min(Z) (3.71)
In the used definition of the progress variable the minimum value of Yp is zero, and only the
maximum value Yp,max is stored as a function of the mixture fraction in the look up table. The
efficiency function E accounts for the loss of the flame speed or flame wrinkling due to thickening
and is calculated as proposed by Charlette et al. [23] and modified by Wang et al. [209] from
the maximum value of the thickening factor Ft,max, the laminar flame speed s
0
l , the velocity
fluctuation u′∆, the turbulent Reynolds number on the sub grid scales Reδ, the fitted efficiency
function Γδ and the model parameter β = 0.5. The Charlette model was implemented in the
PsiPhi code by Proch and Kempf [157].
E =
[
1 + min
(
Ft,max − 1,Γ∆
(
Ft,max,
u′∆
s0l
,Re∆
)
u′∆
s0l
)]β
(3.72)
The turbulent Reynolds number is determined from the maximum thickening factor, the velocity
fluctuations and the laminar flame thickness,
Re∆ = 4Ft,max
u′∆
s0l
, (3.73)
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the fitted efficiency function from
Γ∆
(
Ft,max,
u′∆
s0l
,Re∆
)
=
{[(
f−au + f
−a
∆
)− 1
a
]−b
+ f−bRe
}− 1
b
, (3.74)
and the functions fu, f∆ and fRe from:
fu = 4
(
27Ck
110
)0.5(18Ck
55
)(
u′∆
s0l
)2
, (3.75)
f∆ =
[
27Ckpi
4/3
110
(
f
4/3
t,max − 1
)]0.5
, (3.76)
fRe =
[
9
55
exp
(
−3
2
Ckpi
4/3Re−1∆
)]0.5
Re0.5∆ , (3.77)
with a = 0.6 + 0.2 exp
(
−0.1u′∆
s0l
)
− 0.2 exp (−0.01Ft,max), b = 1.4 and 1.5 for the Kolmogorov
constant Ck.
3.2.2.2 The FGM approach for three feed systems
Flames for the synthesis of nanoparticles are usually three feed systems. These systems consist of
liquid or gaseous mixtures of a carrier fuel and a particle precursor, dispersed by an oxidizer stream
and subsequently injected into a combustion chamber with a secondary heat source. Commonly,
the fuel and precursor of the main flame are different from the fuel used for the secondary flame.
The standard formulation of the FGM approach, based on one mixture fraction and progress
variable, is not suited to describe the mixing and combustion of such three feed systems.
Therefore, in the present work the FGM approach for spray flames was extended to account for
the mixing of three streams, namely (a) a premixed fuel/precursor composition, (b) a secondary
fuel and stream (c) an oxidizer. Even though the approach is capable to account for three stream
mixing and combustion, simplifying assumptions had to be made in the present approach: a)
a unity Lewis number,i.e. equal diffusivity for all species and b) no heat exchange between the
different streams. In contrast to laminar flames, in turbulent flames the assumption of equal
diffusivity may be justified as molecular diffusion is dominated by turbulent mixing.
3.2.2.3 Mixture composition
If hydrocarbon fuels with different C/H ratios are described by a common two mixture fraction
approach, cross terms between the mixture fractions need additional modelling. To avoid this,
two element mass fractions Zα are used as conserved scalars, to model mixing and combustion
and as control variables for the table look-up. The element mass fraction according to Eq. (2.34)
is used.
Zα =
Ns∑
j=1
aj,α
Wα
Wj
Yj (3.78)
Common element mass fractions for the combustion of hydrocarbon fuels are ZC , ZH , ZO and
ZN , (where ZN may represent the sum of nitrogen and argon). In the presence of a particle
precursor, an additionally element mass fraction needs to be accounted for, e.g. for the synthesis
of silica particles ZSi, for iron-oxide particles ZFe or for titania particles ZT i. At each time the
sum of the element mass fractions must be unity 1 =
∑
α Zα. For synthesis flames, using the
hydrogen or the carbon element mass fraction as a first control variable and the particle species
as a second control variable is a good choice, as the particle species element mass fraction is zero
outside of the main stream. Due to the aforementioned reason, interpolation errors from the
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table look-up are minimized. In the presence of spray, the Favre filtered transport equation for
the element mass fraction Zα is given by the equation below.
∂ρZ˜α
∂t
+
∂ρZ˜αu˜j
∂xj
=
∂
∂xj
(
ρDS
∂Z˜α
∂xj
)
+ Γ˙Zα (3.79)
3.2.2.4 Reaction progress
The progress of combustion is described by a joint reaction progress variable. For the cases with
particle synthesis, the sum of carbon monoxide and carbon dioxide mass fractions is used as
progress variable:
YP = YCO2 + YCO. (3.80)
Water and hydrogen are not considered as reaction products in the definition of the reaction
progress variable (for cases with particle synthesis). The formation of the particle monomer
molecules is assumed to occur in the post flame zone by reactions with H2O and H2. These
reactions reduce the mass fraction of water and increases the mass fraction of hydrogen, which
might lead to a discontinuous correlation between the thermochemical properties and the control
variable. As in the standard FGM approach, the Favre filtered transport equation with artificial
flame thickening is solved to describe the evolution of the flame progress.
∂ρY˜P
∂t
+
∂ρY˜P u˜j
∂xj
=
∂
∂xj
[
ρ (FtEDP + (1− Ω)Dt) ∂Y˜P
∂xj
]
+
E
Ft
ω˙C + ω˙E (3.81)
The normalized reaction progress variable C is defined the same way as described above, except
that the minimum and maximum values of YP now depend on the two element mass fractions:
C =
Yp,max(ZH , ZSi)− YP
Yp,max(ZH , ZSi)− YP,min(ZH , ZSi) (3.82)
Also as described before, the minimum reaction progress variable is zero, for the aforementioned
definition of YP . The maximum progress variable Yp,max is stored in the 3D look-up tables.
3.2.2.5 Table generation
As described for the standard FGM approach, a set of 1D premixed flamelets is solved by varying
the initial and inlet conditions. The inlet and initial composition of the flamelets are determined
by varying the control variables ZH and ZSi (or ZFe) in equidistant steps of ∆ZH and ∆ZSi (or
∆ZFe). The resulting thermochemical variables are stored in a set of 2D look-up tables. During
the table generation and for each 2D look-up table, the first control variable ZH is kept constant
and the second control variable ZSi (or ZFe) is varied from a minimum to maximum value (e.g.
ZH = x, ZSi,min(ZH(x)) = 0 and ZSi,max(ZH(x))). An advantage of using the particle species
as second element mass fraction is the fact that the minimum value of the second element mass
fraction for a given value of the first element mass fraction is always 0. The maximum value
of the second element mass fraction is determined before the table generation. The valid range
of ZH and ZFe for a set-up with iron-penthacarbonyl/ethanol as precursor/solvent, a premixed
methane/air pilot and an air coflow is illustrated in Fig. 3.1. Tables generated according to the
explained method result in partially filled tables, enable however a fast and simple generation
and data access. Figure 3.2 illustrates the particle formation source term, tabulated as a function
of the element mass fractions of hydrogen and iron. As described before, the first control variable
ZH is kept constant, the second and third control variables ZFe and YPN = C are varied in
equidistant steps. The last flamelet within the range of validity is used to fill the table for
ZFe > ZFe,max(ZH). As in the standard FGM model, pure mixing is assumed outside of the
flammability limits.
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Figure 3.1: Range of validity of ZH and ZFe illustrated by the mass fractions of oxygen, methane,
ethanol and iron-pentacarbonyl [166].
Figure 3.2: Particle formation source term I tabulated as a function of the element mass fractions
of hydrogen ZH and iron ZFe [166].
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3.3 Modelling nanoparticle synthesis from the gas phase
A population of nanoparticles may be characterized by the size distribution for the correspond-
ing particle properties, such as particle volume, diameter, fractal shape amongst others. The
evolution of the size distribution in space and time for a particle property is described by a pop-
ulation balance equation as outlined and discussed in chapter 2. The general dynamics equation
in discrete or continuous form (Eq. (2.71) or (2.74)) is a PBE for the particle synthesis from the
gas phase. The GDE includes external processes, such as convection, diffusion, thermophoresis
and internal processes, for example nucleation, coagulation, sintering, surface growth and con-
densation. The external processes lead to a change of the PSD in a sampling volume, but do not
change the particle properties in contrast to the internal processes that describe the change of the
particle properties due to interactions between the particles. The choice of the resolved physical
phenomena depends on the investigated case and must be included in the models if necessary. In
the particle synthesis from turbulent flames, the most important external processes are convec-
tion and particle diffusion. This diffusion process is, however, orders of magnitude smaller than
convection. The most important internal aerosol processes are particle formation due to gas to
particle conversion, coagulation and coalescence. The aforementioned external and three internal
processes are included in the scope of the present work.
The numerical expenses are too high to solve the general dynamics equation, which describes
the evolution of the size distribution for a particle property in space and time, parallel to CFD
simulations. Therefore, many modelling approaches have been proposed, which approximate the
GDE, either by resolving the particle size distribution (discrete models and sectional models), or
models which solve for the moments of the GDE (the method of moment models, the bimodal and
the monodisperse model), as illustrated in Fig. 3.3. Furthermore, in flames it may be assumed
that the self preserving size distribution due to coagulation is attained after a specific residence
time [99, 205]. The time needed to attain the self preserving size distribution depends on the
thermochemical state and internal aerosol-dynamic processes involved in the particle formation.
Figure 3.3: Illustration of the particle size distributions as obtained by the discrete, sectional,
moment, bimodal and monodisperse models.
In the following section, first a brief overview about the models for the approximation of
the GDE is given. Subsequently a detailed description of the used monodisperse, bimodal and
sectional model is presented for the large eddy simulation methodology.
3.3.1 Population balance equation model overview
Discrete models
The discrete models are most accurate, since each particle property (e.g. particle volume, area,
diameter or fractal shape) is represented by a particle size distribution, i.e. the number concen-
trations Qk (particles per volume) for the corresponding particle property resolved in discrete
intervals. Commonly, the first resolved particle property is the volume vk and the number con-
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centrations Qk describe the number of particles with volume vk in a reference volume. Therefore,
one additional transport equation has to be solved for the number concentrations Qk(vk) of each
integer multiple k, where the discrete volume vk is equal to the monomer volume times the integer
number k, vk = k×vm. The consideration of more physical phenomena, for example coalescence,
increases not only the modelling effort but also the computational expenses tremendously. This
model is not affordable for cases where wide particle size distributions have to be considered like
in most practical applications. However, it may be useful to describe in detail nucleation and the
initial particle growth and is often used for model validation [47].
Sectional models
The sectional models are based on a similar modelling approach as the discrete model, i.e. ad-
ditional transport equations are solved for the number concentrations of the particle properties.
In the simplest definition of the sectional model, the particle size distribution is given for the
particle volume vk by the corresponding number concentration Qk. However, the model relaxes
the assumption to represent each possible particle property (for example volume vk) by one dis-
crete size and rather summarizes particle properties in a reduced number of bins or sections, i.e.
discretization in size space after continuity assumption, as illustrated in Fig. 3.3 by the PSD for
the particle volume. The number of sections depends on the investigated case and the required
accuracy. In the present work, the sectional model was applied using up to 75 sections, where
section one represents the volume of the monomer particles and the particle volume space was
resolved nonlinearly with increasing section number, more details on the resolution of the particle
volume space is presented in the results section of this thesis.
Method of moments models
In contrast to the discrete and sectional models, the method of moments does not solve for the
different sizes of the particle size distribution, but rather for the moments of the particle size
distribution. (Usually, conservation equations are used to describe the evolution of the moments
in space and time.) The moments Mk are defined based on the size distribution function n and
the particle volume vp, according to Eq. (3.83) [49, 93].
Mk =
∫ ∞
0
n(vp)v
k
pdvp (3.83)
Depending on the order of the moments, they represent different physical properties of the par-
ticle size distribution. The zeroth moment (k = 0) is the total particle number concentration
Nt = M0, with respect to the volume of the dispersion gas. The second moment times pi is the
surface area concentration of all particles At = piM2 and the third moment times pi/6 is the
volume concentration of all particles Vt = pi/6M3. After evaluating the moments by solving their
conservation equations, the particle size distribution is subsequently modelled from the moments,
based on different assumptions to determine the shape of the distribution function. Common ap-
proaches are based on assumed size distribution functions (e.g. normal or log-normal) [93]. The
log-normal size distribution function can be calculated from the zeroth moment Nt, the averaged
particle volume vg and the standard deviation σ, according to Eq. (3.84).
n(vp) =
Nt
3
√
2 lnσ
exp
[
− 1
18
(
ln vp/vg
lnσ
)2] 1
vp
(3.84)
More advanced models have been proposed to describe the shape of the size distribution function,
e.g. based on stochastic methods [55]. A standard transport equation is used to solve for the
moments Mk, with additional terms to describe nucleation, coagulation and sintering, amongst
other processes. The three aforementioned moments are quite useful and can be found in the
monodisperse and bimodal models (for a monomodal or bimodal particle size distribution, how-
ever). Sung et al. [184–186] applied a method of moments model to the prediction of the titania
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formation from non-premixed flames in the LES context. In the LES context, the method of
moments models are also popular for the modelling of soot [6, 126, 127].
Bimodal and monodisperse model
A special form of the moment models are the bimodal model [73] and the monodisperse model
[98]. In the monodisperse model by Kruis et al. [98], nucleation, coagulation and sintering is
described by the number concentration N , surface area concentration A and the volume concen-
tration V of aggregate particles. These three quantities correspond to the moments of the particle
size distribution function, for monodisperse particles with a monomodal size distribution. The
bimodal model solves, additionally to the equations for the aggregation mode, the number con-
centration, area concentration and volume concentration of the nucleation mode. In the bimodal
and monodisperse model, the size distribution is assumed to attain the self preserving size distri-
bution [154] after a certain residence time. The monodisperse and bimodal model were first time
applied to large eddy simulations in the present work (according to the authors knowledge).
3.3.2 Sectional model
Compared to the discrete models, the sectional model has the advantage of resolving the size
distribution at moderate computational costs. In the current work, for each section k a transport
equation for Q˜k is solved, which represents the particle number concentration for particles with
constant volume vk. The model has been adapted from the works of Miller and Garrick [121]
or Loeﬄer et al. [110], who derived the equations for the large eddy simulation approach. The
Favre filtered transport equation for the particle number concentration in section k is outlined in
Eq. (3.85).
∂ρQ˜k
∂t
+
∂ρQ˜ku˜j
∂xj
=
∂
∂xj
(
ρ
(
D
Q˜
+Dt
) ∂Q˜k
∂xj
)
+ ρω˙
Q
k + ρ
E
Ft
Iηk (3.85)
In the above equation, D
Q˜
and Dt are the diffusivity of the particles and turbulent diffusivity
respectively. The unclosed turbulent sub-filter fluxes have been modelled with an eddy viscosity
approach, with Dt = νt/Sct, as proposed by Loeﬄer et al. [110]. To be consistent with the
progress variable, artificial thickening E/Ft may be applied to the nucleation source term I.
Section one represents the particle number concentration for monomer particles, hence, nucleation
is only considered for the particles in section k = 1 with ηk=1 = 1 and ηk 6=1 = 0. The coagulation
source term ω˙
Q
k incorporates the ”birth” and ”death” of particles by coagulation and is determined
according to Eq. (3.86).
ω˙
Q
k =

−
Ns∑
i=1
βi1Q˜iQ˜1︸ ︷︷ ︸
Q˜death
k = 1
1
2
Ns∑
i=1
Ns∑
j=1
χijkβijQ˜iQ˜j︸ ︷︷ ︸
Q˜birth
−
Ns∑
i=1
βikQ˜iQ˜k︸ ︷︷ ︸
Q˜death
k > 1
(3.86)
The term Q˜birth of ω˙
Q
k describes the ”birth” of new particles in section k, i.e. an increase of the
particle number concentration Q˜k. The particles added to the number concentration of section k
originate from sections i and j, the coagulation kernel βij describes the collision frequency. The
term Q˜death of ω˙
Q
k describes the ”death” of particles in section k, i.e. a reduction of the particle
number concentration Q˜k due to coagulation of particles in section k with particles from the
other section, their collision frequency is described by the coagulation kernel βik. The volume of
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the particles which may not be directly added to section k is distributed to the section k and its
neighboring sections k+ 1 or k− 1. The choice of the coagulation kernel depends on the particle
Knudsen number Kn = λgas/rC (the ratio of the mean free path λgas of the gas to particle radius
rC) of the investigated case. If the particle Knudsen number is much larger than one (Kn 1),
then the coagulation kernel for the free molecular regime can be used as given by Eq. (3.87).
βij =
(
3
4pi
)1/6(6kbT
ρp
)1/2( 1
vi
+
1
vj
)1/2 (
v
1/3
i + v
1/3
j
)2
(3.87)
In the previous equation, ρp, vi and vj are the bulk material density and the volume of the particles
in section i and j, respectively. If small and large particles are expected in the investigated case
(Kn  1 and Kn  1), the interpolation expression for the coagulation kernel as proposed
by Fuchs [50] has to be used. Fuchs’ expression of the coagulation kernel is valid for the free
molecular to continuum and is determined from the particles diffusivity, diameters, velocities and
the transition parameters, (Di, di, ci and gi), according to Eq. (3.88).
βij = 2pi (Di +Dj) (di + dj)
 di + dj
di + dj + 2
√
g2i + g
2
j
+
8 (Di +Dj)
(di + dj)
√
c2i + c
2
j
−1 (3.88)
If the volume of the particles coagulating from sections i and j is not exactly the same as the
volume of particles in section k, then the number concentrations removed from sections i and j
(Q˜death) is interpolated and added to the section k and its neighboring section k + 1 for vk ≤
(vi + vj) < vk+1 (or to sections k and k− 1 for vk−1 ≤ (vi + vj) < vk). The interpolation function
χijk is determined as proposed by Miller and Garrick [121] and is outlined in Eq. 3.89.
χijk =

vk+1−(vi+vj)
vk+1−vk for vk ≤ (vi + vj) < vk+1
(vi+vj−vk−1)
vk−vk−1 for vk−1 ≤ (vi + vj) < vk
0 otherwise
(3.89)
The transition parameter gk, for the particles in section k, is determined from the particle diameter
dk and the mean free path of the particles Lk, according to Eq. (3.90).
gk =
[
(dk + Lk)
3 − (d2k + L2k)3/2] [3Lkdk]−1 − dk (3.90)
For small particles, the transition parameter attains large values and the coagulation kernel
accounts for the free molecular regime. For large particles, the transition parameter becomes
small and the second part in Eq. (3.88) becomes important and β accounts for the continuum
regime. The mean free path Lk of the particles in section k in Eq. (3.90) is determined from the
particle diffusivity Dk and velocity ck according to Eq. (3.91).
Lk =
8Dk
pick
(3.91)
Equation (3.92) is used to calculate the particle velocity ck, which depends on the gas phase
temperature T and the mass of the particles mk.
ck =
√
8kbT
pimk
(3.92)
The particle diffusivity Dk is calculated according to the Einstein-Smoluchowski relation [108] as
outlined below.
Dk =
kbT
3piµdk
CS (3.93)
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To account for the inaccuracy of the Einstein-Smoluchowski relation when the particle size is in
the order of the mean free path of the gas phase, the Cunningham slip flow correction factor was
introduced [108] . In the previous equations, µ is the viscosity of the gas phase and CS is the
Cunningham slip flow correction factor, which is determined from the Knudsen number according
to Eq. (3.94).
CS =
5 + 4Knk + 6Kn
2
k + 18Kn
3
k
5−Knk + (8 + pi)Kn2k
(3.94)
The nucleation source term I represents the number of newly produced monomer particles per
time and volume and is defined as the change of the molar concentration C times the Avogadro
number as outlined in Eq. (3.95).
Im =
dCNP
dt
NA (3.95)
In the present work, the nucleation source term is calculated prior to the CFD, within the freely
propagating flames and is stored as a function of the control variables Zα and YP in the look-up
table.
The volume averaged particle diameter dm is determined from averaged particle volume vm:
vm =
∑Ns
k=1Qkvk∑Ns
k=1Qk
⇒ dm =
(
6
pi
vm
)1/3
. (3.96)
3.3.3 Monodisperse model
Kruis et al. [98] proposed the simple monodisperse model for the synthesis of nanoparticles
from the gas phase, in which they introduced one additional transport equation for a) the total
number concentration N , b) the total surface area concentration A and c) the total volume
concentration V of the aggregate particles. As described previously for the moment models,
N is proportional to the zeroth moment: N ∝ M0, A is proportional to the second moment:
A ∝ M2 and V is proportional to the third moment: V ∝ M3. (The three moments (M0,
M2 and M3), however, represent a polydisperse population, in contrast to the monodisperse
model where N , A and V correspond to aggregates with a monomodal size distribution.) In
the original model the evolution of the particles was described by the coagulation of equally
sized particles (or monodisperse particles) and the morphology of the particles by sintering.
Coagulation and sintering are described separately in the transport equations for the number
concentration and surface area concentration, respectively. The volume concentration is needed
to determine different particle properties and diameters. In order to account for nucleation, Panda
and Pratsinis [139] included the nucleation source term I in the monodisperse model, which is
considered in each transport equation. The Favre filtered conservation equation for the particle
number concentration N˜ is outlined in Eq. (3.97).
∂ρN˜
∂t
+
∂ρN˜u˜j
∂xj
=
∂
∂xj
(
ρ (D +Dt)
∂N˜
∂xj
)
+
E
F
ρI − 1
2
βρN˜2 (3.97)
The unclosed turbulent sub-filter fluxes have been modelled, as for the sectional model, with an
eddy viscosity approach, with Dt = νt/Sct. The two different coagulation kernels β, as described
for the sectional model in Eqs. (3.87 and 3.88), have been used and investigated in the studies
with the monodisperse model. The Favre filtered conservation equation for the surface area
concentration A˜ reads:
∂ρA˜
∂t
+
∂ρA˜u˜j
∂xj
=
∂
∂xj
(
ρ (D +Dt)
∂A˜
∂xj
)
+
E
F
ρIam − 1
τ
ρ
(
A˜− A˜s
)
. (3.98)
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The nucleation source term I is multiplied by the surface area of a monomer particle am, which
is determined from the monomer volume as explained below. The specific sintering time τ in Eq.
(3.98) depends on the investigated material system and is also explained below. If the surface
area A approaches AS (the surface area of a completely fused particle), the sintering source term
becomes zero. The Favre filtered conservation of the volume concentration V˜ is outlined in Eq.
(3.99).
∂ρV˜
∂t
+
∂ρV˜ u˜j
∂xj
=
∂
∂xj
(
ρ (D +Dt)
∂V˜
∂xj
)
+
E
F
ρIvm (3.99)
In the previous equation, vm is the volume of a monomer particle, which is determined from
the molar mass of the nanoparticle species WNP , the density of the bulk material ρb and the
Avogadro number NA, respectively, according to the following equation.
vm =
WNP
ρbNA
(3.100)
The volume of the monomer particles vm is assumed to be the volume of the corresponding particle
molecules in gaseous state, the corresponding monomer diameter and area are determined from
the monomer volume. The coagulation kernels used in the monodisperse model are calculated
as described for the sectional model, however by assuming monosized particles with the same
particle volumes, diameters, diffusivities, velocities and transition parameters, vi = vj , di = dj ,
Di = Dj , ci = cj and gi = gj , respectively. Furthermore, the solid sphere diameter dp (or da) is
replaced with the collision diameter dc, to account for the fractal shape of the particles [98]. The
coagulation kernel for the free molecular regime is then determined from Eq. (3.101).
β = 4d2p
2
√
kbT
1
6piρmd
3
c
(3.101)
The coagulation kernel for the free molecular to continuum regime and monodisperse particles is
expressed according to Fuchs’ interpolation formula, as outlined in Eq. (3.102).
β = 4pidcD
[
1
2dc
dc +
√
2g
+
√
2D
c12dc
]−1
(3.102)
With the same assumption as for the coagulation kernel (monodisperse particles and replacing
the particle diameter with the collision diameter), the transition parameter g, the mean free path
of the particles L, the particle velocity and the particle diffusivity are calculated according to
Eqs. (3.102-3.106).
g =
[
(dc + L)
3 − (d2c + L2)1.5] / [3 L dc]− dc (3.103)
L =
8D
pic
(3.104)
c =
√
8kbT
pim
(3.105)
D =
kbT
3piµdc
(3.106)
The applied specific sintering time τ is a linear function of the primary particle diameter dp and
an exponential function of the specific activation temperature Ta and the temperature of the fluid
T , as outlined in Eq. (3.107).
τ = adpe
Ta
T
(
1− dp,min
dp
)
(3.107)
44 Chapter 3. Modelling of Turbulent Reactive Particle Laden Flows
The activation temperature and pre-exponential factor as proposed by Kingery [86] and applied
by Tsantilis et al. [194] in the monodisperse model, with a = 6.5 × 10−17 and Ta = 8.3 × 104,
have been used in the present work to describe sintering of silica particles. The surface area
concentration of the completely fused or sintered particles is determined according to Eq. (3.108).
AS =
(
V
Nvm
) 2
3
Nam (3.108)
The aggregate particle diameter is calculated from the aggregate volume concentration and the
aggregate number concentration according to Eq. (3.109).
da =
(
6V
piN
) 1
3
(3.109)
The primary particle diameter is calculated from the aggregate volume concentration and the
aggregate surface area concentration, as outlined by Eq. 3.110.
dp =
(
6V
A
)
(3.110)
The number of primary particles is determined from the equation below.
np =
6V
piNd3p
(3.111)
The collision diameter is computed according to Eq.(3.112).
dc = dpn
1
df
p (3.112)
3.3.4 Bimodal model
It is well known that the particle formation source term I in the monodisperse model leads to
an underprediction of the particle diameter as new monomers after nucleation are added to the
existing aggregates. For this reason Jeong and Choi [73] proposed ”a simple bimodal model for
the evolution of non-spherical particles undergoing nucleation, coagulation and coalescence” with
two modes − based on Kruis’ monodisperse model. The first mode (nucleation mode) describes
the evolution of monomer particles due to nucleation and coagulation and is fully described by
the monomer particle number-, area- and volume concentration N1, A1 and V1, respectively. The
second mode (aggregation mode) describes the evolution of aggregates due to coagulation and
coalescence by the particle number-, area- and volume concentration of mode two, N2, A2 and
V2, respectively. The modes are coupled via inter-mode coagulation source terms, as explained
in more detail below.
The number concentration of the nucleation moder changes due to particle formation (described
by source term I), intra-mode coagulation of particles from the nucleation mode (the collision
frequency is described by coagulation kernel β11) and inter-mode coagulation of particles from
nucleation mode with particles from aggregation mode (the collision frequency is described by co-
agulation kernel β12). The Favre filtered transport equation for the particle number concentration
is outlined in Eq. (3.113).
∂ρN˜1
∂t
+
∂ρN˜1u˜j
∂xj
=
∂
∂xj
(
ρ (D1 +Dt)
∂N˜1
∂xj
)
+
E
F
ρI − 1
2
β11ρN˜1N˜1
(
r
r − 1
)
− β12ρN˜1N˜2 (3.113)
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As the particles of the nucleation mode are considered to keep their morphology (no coales-
cence), the particle volume concentration and area concentration are calculated from the number
concentration, the monomer area am and the monomer volume vm, as given below.
A˜1 = N˜1am (3.114)
V˜1 = N˜1vm (3.115)
Besides the transport equation for the number concentration of the nucleation mode N˜1, three
additional transport equations are solved for the aggregation mode, i.e. the particle number
concentration N˜2, the particle area concentration A˜2 and the particle volume concentration V˜2 of
the aggregates, as outlined in Eqs. (3.116-3.117), (in a Favre filtered formulation).
∂ρN˜2
∂t
+
∂ρN˜2u˜j
∂xj
=
∂
∂xj
(
ρ (D2 +Dt)
∂N˜2
∂xj
)
+
1
2
β11ρN˜1N˜1
(
1
r − 1
)
− 1
2
β22ρN˜2N˜2 (3.116)
The number concentration of the aggregation mode (N˜2) increases due to intra-mode coagulation
of particles from the nucleation mode (described by the coagulation kernel β11), and reduces due
to intra-mode coagulation of particles from the aggregation mode (described by the coagulation
kernel β22).
The volume concentration of the aggregation mode (V˜2) increases due to intra-mode coagulation
of particles from the nucleation mode (described by the coagulation kernel β11) and due to inter-
mode coagulation of particles from the nucleation mode with particles from the aggregation mode
(described by the coagulation kernel β12), as outlined in Eq. (3.117).
∂ρV˜2
∂t
+
∂ρV˜2u˜j
∂xj
=
∂
∂xj
(
ρ (D2 +Dt)
∂V˜2
∂xj
)
+
1
2
β11ρN˜1N˜1
(
r
r − 1
)
vm + β12ρN˜1N˜2vm (3.117)
The area concentration of the aggregation mode increases due to particles coming from the nu-
cleation mode by intra-mode coagulation (β11), and due to particles from inter-mode coagulation
of particles from nucleation and aggregation mode (β12) and reduces due to sintering of particles
in the aggregation mode, as outlined by the Favre filtered transport equation for A˜2.
∂ρA˜2
∂t
+
∂ρA˜2u˜j
∂xj
=
∂
∂xj
(
ρ (D2 +Dt)
∂A˜2
∂xj
)
+
1
2
β11ρN˜1N˜1
(
r
r − 1
)
am + β12ρN˜1N˜2am − 1
τp
(
A˜2 − N˜2a2,s
)
(3.118)
The coagulation kernel βij (with i{1, 2} and j{1, 2}) in Eqs. (3.113-3.118) is based on the
same assumptions as in the two previous particle models. For the free molecular regime βij is
computed according to Eq. (3.87), for the free molecular regime to continuum regime according to
Fuchs’ interpolation formula, as outlined by Eq. (3.88). The transition parameter gi, the particle
velocity ci, the particle mean free path Li and particle diffusivity Di are calculated according
to Eqs. (3.90-3.93). As described for the monodisperse model, the solid sphere diameter in the
aforementioned equations is replaced by the collision diameter (for mode two, i = 2) to account
for the fractal shape of the aggregate particles. The function r redistributes newly aggregated
particles, whose size does not coincide with the particles in the nucleation or aggregation mode,
so that the particle number and volume is conserved. The function r is determined as described
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by Jeong and Choi [73]. Sintering in Eq. (3.118) is determined as described for the monodisperse
model.
As in the monodisperse model, the aggregate diameter da, the primary particle diameter dp, the
number of primary particles np and the collision diameter dc may be calculated from the number-,
area- and volume concentration of mode two, as outlined below.
da =
(
6V2
piN2
) 1
3
, dp =
(
6V2
A2
)
, dc = dpn
1
df
p (3.119)
np =
6V2
piN2d3p
(3.120)
Besides the diameters of the monomer- and aggregate particles, the bimodal model also yields the
volume averaged particle diameter dav, which is obtained from the total volume concentration
(Vt = V1 +V2) and the total number concentration (Nt = N1 +N2) based on the averaged particle
volume vav = Vt/Nt according to Eq. (3.121).
dav =
(
6
pi
vav
)1/3
=
(
6
pi
Vt
Nt
)1/3
(3.121)
3.3.5 Particle model assumptions
Particle model assumptions are made as in previous works by Sung et al. [185], Gro¨hn et al. [60],
Mueller and Pitsch [126, 127] or Bisette et al. [6], where the particle diffusion is neglected due
to their low diffusivity. The unresolved turbulent fluxes are modelled with an eddy diffusivity
approach as proposed by e.g. Loeﬄer et al. [110]. Furthermore, it is assumed that gas phase
molecules of the particle species represent particle monomers. Hence, the nucleation source term
I is determined from the change of the molar concentration of particle species and the Avogadro
number (as given by Eq. (3.95)) prior to the CFD simulations and is stored in the look-up tables
as a function of the control variables Zα and YPN (I = f(ZH , ZSi, YPN )).
3.3.6 Sub-filter modelling of PBE models in LES
In the presented work, the sub-filter distributions of the nucleation source term, particle number
concentration, particle area concentrations and particle volume concentrations were described by
delta functions. Hence, a sub-filter model for the determination of the nucleation-, aggregation
and sintering source term was neglected. For future work, it is recommended to develop and
apply a sub-filter model for the aforementioned source terms. For the sake of simplicity, the
distribution of the particles within the LES filter width is assumed to be homogeneous for the
modelling of nucleation, agglomeration and sintering. As described in the ATF approach for
combustion modelling, artificial thickening EF is applied to the source terms to be consistent with
the gas phase distribution of the particle species which is looked-up depending on the normalized
reaction progress variable.
3.3.7 Validation of the sectional, bimodal and monodisperse model
Space and time resolved statistics from in-situ measurements of the particle properties, such as
diameter, number concentration, and size distribution are hard to obtain − especially together
with gas phase and spray statics. This is in contrast to the standards of the turbulent flame
community around the TNF [1] workshop, where detailed and complete sets of data are provided
for the PDF’s of velocity, temperature and gas species [8, 172], or the ECN community where
statistics of the liquid droplets such as diameters and velocities are measured [57]. Therefore, a
detailed comparison of the predicted particle properties to experimental data is not possible for
the majority of lab-scale burners. Consequently, the validity and correctness of the models and
their implementation must be proofed differently.
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Chapter 4
Numerical treatment
The conservation equations for the flow field, the spray formation, the chemical kinetics and the
aerosol dynamics describe a reacting multiphase flow with particle synthesis from an arbitrary
flame. Analytical solutions for the derived or given conservation equations are not known must be
solved by numerical treatment. Starting point is the partial differential equation for an arbitrary
quantity φ, which consists of an accumulation term, convection term, diffusion term and source
term, respectively, as outlined in Eq. (4.1). (For the sake of clarity, the numerical treatment is
shown for the non filtered or averaged equations.)
∂ρφ
∂t︸︷︷︸
accumulation
+
∂ρφuj
∂xj︸ ︷︷ ︸
convection
=
∂
∂xj
(
ρDφ
∂φ
∂xj
)
︸ ︷︷ ︸
diffusion
+ ω˙φ︸︷︷︸
source
(4.1)
The methods applied in the numerical treatment for the solution of Eq. (4.1) depend on the
different terms outlined in Eq. (4.1): spatial discretization is required for the convective and
diffusive terms and temporal discretization for the accumulation term to advance the solution
in time. The treatments applied to the aforementioned terms are summarized and discussed in
the following sections, starting with the conservation equations in integral form for the arbitrary
quantity φ as outlined below.∫
V
∂ρφ
∂t
dV +
∫
V
∂ρφuj
∂xj
dV = +
∫
V
∂
∂xj
(
ρDφ
∂φ
∂xj
)
dV +
∫
V
ω˙φdV (4.2)
4.1 Spatial discretization
In the present work, spatial discretization of the convective and diffusive fluxes is achieved by the
finite volume method as in the majority of computational fluid dynamics codes.
4.1.1 Finite volume method
In the finite volume method (FVM), the conservation equations in integral form may be written
for finite volumes ∆V . The volume integrals of the convection and diffusion terms are replaced
by surface integrals using the divergence theorem, also known as Gauss theorem:∫
dV
∂Fj
∂xj
dV =
∫
dA
FjnjdA. (4.3)
Replacing the volume integrals of the convection and diffusion terms, and writing the temporal
derivative outside of the volume integral yields:
∂
∂t
(∫
V
ρφdV
)
+
∫
A
(ρφuj)njdA =
∫
A
(
ρDφ
∂φ
∂xj
)
njdA +
∫
V
ω˙φdV. (4.4)
In the finite volume method, the physical flow field is discretized by a large number of control
volumes, which together form the numerical grid. In the present work, the finite volume cells are
Cartesian and equidistant as sketched in Fig. 4.1. Due to the fact that the cell size ∆ is equal
48 Chapter 4. Numerical treatment
Figure 4.1: Illustration of a Cartesian numerical 2D mesh.
for all three directions, ∆ = ∆x = ∆y = ∆z, the area of one face Af and volume of one cell VC
are determined as outlined below.
VC = ∆
3 and Af = ∆
2 (4.5)
The cell C is surrounded by its neighbours in the east E, west W , north N , south S, top T and
bottom B, separated by the faces f in the corresponding direction of area Ae, Aw, An, As, At
and Ab. The volume and surface integrals of φ in Eq. (4.4) are approximated by the mid-point
rule (even though more sophisticated models are available) based on the values in the cell center
and the cell face center according to∫
V
φdV ≈ φCVC and
∫
A
φdA ≈ φSlAf . (4.6)
For the sake of simplicity, the equations in the following sections are given without density. The
fluxes on the cell face centers Ff as shown in Fig. 4.1, are defined as the sum of the convective
and diffusive flux, for example the flux on the western face is: Fw = Fw,C + Fw,D.
4.1.2 Convective fluxes
The convective fluxes of φ into cell C over the cell faces f are denoted as Ff,C (with Fe,C , Fw,C ,
Fn,C , Fs,C , Ft,C and Fb,C). With this, the surface integral of the convective term is approximated
as the sum of the fluxes over cell faces, as given by Eq. (4.7).∫
A
(φuj)njdA ≈
∑
f=e,w,n,s,t,b
Ff,C (4.7)
These convective fluxes are computed from the velocities uf on and normal to the face center,
the face area Af and the scalar quantity φf on face f , as outlined below.
Ff,C ≈ φfufAf (4.8)
The solution of Eq. (4.8) requires the knowledge of φ and u on the face center, although only
the cell center values are known. The interpolation of the cell center values to the centers of
the cell faces is achieved by different methods, which are more or less accurate and lead to more
or less smoothening of the interpolated quantity φ. An overview about interpolation schemes
in computational fluid dynamics is given for example by Versteeg and Malalasekera [206]. The
methods applied in the scope of this work are summarized below.
The upwind differencing scheme (UDS) is first order accurate, most stable but leads to a
strong smoothening of the solution. The smoothening needs to be avoided to reduce the numerical
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Figure 4.2: Illustration of the accuracy and stability of the numerical schemes for a φ field on
an equidistant 1D mesh, initialized with a sin function (left) and a top-hat function (right).
The numerical domain has a length of 1 m. A constant velocity of 1 m/s is used and periodic
boundaries are applied. The simulation is performed for ten run-through times. An explicit third
order Runge-Kutta scheme is used for temporal integration over 1 s, leading to the wave traveling
one way length.
error. The velocity uf and the scalar quantity φf on the cell face f are not interpolated from two
neighbouring cells, but the cell center value upstream of f is substituted instead:
φf = φU . (4.9)
The second order accurate central differencing scheme (CDS) may introduce instabilities.
φf and uf on the face center f are determined by a simple linear interpolation between the cell
center values of the two neighbouring cells, here shown for φ located on the western cell face w.
φw =
φW + φC
2
(4.10)
The quadratic upstream interpolation for convective kinematics (QUICK) aims to im-
prove the accuracy and reduce the smoothening of the UDS scheme. Therefore, the value of φ on
the cell face is interpolated from the two bracketing nodes and one upstream node.
φw =
{
6
8φW +
3
8φC − 18φWW uw > 0 and ue > 0
6
8φC +
3
8φW − 18φE uw < 0 and ue < 0
. (4.11)
The total variation diminishing schemes (TVD) aim to combine the advantages of the
central differencing and upwind differencing schemes, i.e. high accuracy with low numerical
instability. These properties are achieved by using the CDS as much as possible, especially in
regions where the gradients of φ are small and the UDS in regions where high gradients would
lead to numerical instabilities. A flux limiter function θ(r) is used to weight the portion of CDS
and UDS of the numerical scheme, for example shown for φ on the western face.
φw = φU +
θ(r) (φU − φUU )
2
(4.12)
The non-linear CHARM limiter function θ(r) [226] is used in the scope of this work, which
depends on the gradient ratio of r.
θ(r) =
r∗(3r∗ + 1)
(r∗ + 1)2
(4.13)
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In Eq. (4.13), r∗ is defined as r∗ = max(r, 0) and the gradient ratio r is calculated from the cell
center values downstream, upstream, and two nodes upstream of the node C as outlined below.
r =
φD − φU
φU − φUU (4.14)
Figure 4.2 illustrates the behaviour of the UDS, CDS, QUICK and TVD schemes applied
to two simple test cases. The first test case (left) is the convective transport of a smooth sine
function for φ with a constant velocity of u = 1m/s through a one dimensional numerical domain
with a total length of L = 1m and a grid size of ∆ = 2.5mm. Periodic boundaries are used
in the east and west. An explicit low storage Runge-Kutta scheme of third order accuracy is
used for advancing the solution in time. The simulation is performed for ten run-through times.
The CDS, QUICK and TVD schemes are able to conserve the shape of φ and do not introduce
numerical oscillations. In contrast, the UDS scheme leads to a strong smoothening of φ and can
not conserve the initial shape. The second test case (right) is the transport of a top-hat function
with the same conditions as before. The UDS scheme again leads to strong smoothening, the CDS
and QUICK schemes introduce numerical oscillations, and the applied TVD scheme conserves the
shape of the initial function and does not lead to numerical instabilities.
4.1.3 Diffusive fluxes
The diffusive fluxes of φ into cell C over the cell faces Af are denoted as Ff,D. The surface
integrals in Eq. (4.4) are approximated based on the fluxes over the cell faces according to the
approximation of convective fluxes.∫
A
(
Dφ
∂φ
∂xj
)
njdA ≈
∑
f=e,w,n,s,t,b
Ff,D (4.15)
With the equidistant and Cartesian cell, the diffusive flux over the cell face is approximated
according to the mid point rule and can be written as outlined below (here shown for the western
face Aw).
Fw,DAw ≈
(
Dφ
∂φ
∂x
)
w
Aw (4.16)
The gradient of φ on the face center w is approximated with the central differencing scheme
according to Eq. (4.17). (
∂φ
∂x
)
w
≈ φC − φW
∆
(4.17)
4.2 Temporal discretization
Temporal discretization schemes may be separated into explicit schemes, i.e. the solution of a
later time is completely calculated from the state of a previous time, and into implicit schemes,
i.e. the solution of the later time is calculated from the previous and later time. While larger
time steps may be used in implicit schemes, they are more complicated to implement and harder
to solve. In the present work, the first order accurate, explicit Euler scheme and a third order
accurate, explicit Runge-Kutta scheme are used, as discussed in this section.
Starting point is again the transport equation for an arbitrary quantity φ. The convection,
diffusion and source term of Eq. (4.1) are discretized with the aforementioned methods, (are now
known) and can be written as the RHS term as outlined in the equation below.
∂ρφ
∂t
= − ∂ρφuj
∂xj
+
∂
∂xj
(
ρDφ
∂φ
∂xj
)
+ ω˙φ︸ ︷︷ ︸
RHS
(4.18)
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In contrast to the RANS approach, the LES technique resolves the unsteady property of the flow
variables, i.e. the accumulation term is resolved. Therefore, Eq. (4.18) must be integrated in
time. The first order accurate explicit Euler scheme approximates the solution of (ρφ)n+1 at the
new time step n+ 1 from the known values of the previous time step n:
∂ρφ
∂t
≈ ∆ (ρφ)
∆t
=
(ρφ)n+1 − (ρφ)n
∆t
= RHS. (4.19)
From the previous equation, the solution of the new time step can be written as outlined below.
(ρφ)n+1 = (ρφ)n + RHS∆t. (4.20)
In the large eddy simulation context, a stable and accurate solution of the equations is crucial.
The Euler explicit scheme, however, is not able to fulfill these two conditions. More accurate and
stable schemes are the Runge-Kutta schemes, in which the solution of the equations is still based
on the known solution of the previous time step, but the integration of one time step is achieved
in three subsequent intermediate steps (m = 1, 2, 3) [219].
φnm = φnm−1 + bmqm (4.21)
qm = amqm−1 + RHS(φnm−1) (4.22)
The equations that are solved for temporal integration are outlined below.
φn1 = φn + b1RHS(φ
n)∆t
φn2 = φn1 + a2b2RHS(φ
n)∆t + b2RHS(φ
n1)∆t
φn3 = φn2 + a2a3b3RHS(φ
n)∆t + a3b3RHS(φ
n1)∆t + b3RHS(φ
n2)∆t
(4.23)
The weighting factors used in the previous equations are outlined below.
a1 = 0; b1 = +
1
3 ; w1 = +
1
3
a2 = −59 ; b2 = −1516 ; w2 = + 512
a3 = −153128 ; b3 = − 815 ; w3 = +14
(4.24)
The weighting factors w1 to w3 are used to calculate the time during the three sub-steps in the
Runge-Kutta method: tm = tm−1 + wm∆t.
The time step width must be small enough to ensure stability. This is usually achieved if the
information transported by convection and diffusion does not skip any nodes. This is achieved
based on the Courant-Friedrichs-Lewy condition/number (CFL).
CFL =
max |ui|
∆/∆t
⇒ ∆t = ∆
max |ui|CFL (4.25)
In explicit schemes, the CFL number is restricted to values smaller than one, to ensure the
aforementioned condition. If the problem is dominated by diffusion, a further criterion must be
introduced to limit the time step width as a function of the diffusive flux. This is achieved based
on the diffusivity D, the grid size ∆ and the dimensionality d = {1, 2, 3} of the problem as given
below [156].
∆t ≤ 1 ∆
2
D2d
(4.26)
4.3 Pressure correction
In contrast to compressible codes, where the density ρ is directly calculated from solving the
continuity equation and the pressure from the equation of state, Eq. (2.14), in the present low
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Mach number formulation of the flow solver, the pressure gradient in the momentum equation,
Eq. (2.5) needs to be determined. For the sake of simplicity the solution algorithm is explained
for constant density and the unfiltered conservation equations first.
∂ρuj
∂xj
= 0 (4.27)
∂ρui
∂t
= −∂ρuiuj
∂xj
− ∂p
∂xi
+
∂
∂xj
(
µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− µ2
3
∂uk
∂xk
δij
)
+ ρgi (4.28)
Summarizing the right hand side of Eq. (4.28), except of the pressure gradient yields:
∂ρui
∂t
= RHS− ∂p
∂xi
. (4.29)
Solving Eq. (4.29) by an explicit Euler scheme yields
(ρui)
n+1 +
(
∂p
∂xi
∆t
)n+1
= (ρui)
n + (RHS)n
∆t
V
(4.30)
The pressure term of the new time step is unknown. Therefore, in the first step of the predictor-
corrector algorithm, the pressure term is neglected and a predicted momentum (ρui)
P is calculated
from the known momentum and RHS of the previous time step.
(ρui)
P = (ρui)
n+1 +
(
∂p
∂xi
∆t
)n+1
= (ρui)
n + (RHS)n
∆t
V
. (4.31)
The predicted momentum field does usually not fulfill the required continuity condition of the
new time step:
(
∂ρui
∂xi
)n+1
= 0. (4.32)
Rearranging Eq. (4.31) and substituting it into the previous equations yields the link between the
pressure gradient of the new time step and the predicted divergence, i.e. the error in continuity,
which is a Poisson type equation.
∂
∂xi
(
∂p
∂xi
)n+1
=
1
∆t
(
∂ρui
∂xi
)P
(4.33)
For reactive cases, the density depends also on the physical conditions of the gas phase and must
be considered in calculating the pressure gradient of the new time step (derivation not shown
here).
∂
∂xi
(
∂p
∂xi
)n+1
=
1
∆t
(
∂ρ
∂t
)
+
1
∆t
(
∂ρui
∂xi
)P
(4.34)
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Solution algorithm including predictor corrector method
Prediction
 Add new droplets to the Lagrangian particle list (in the first Runge-Kutta sub-step).
 Add the source terms ω˙
n
φ to the predicted scalar quantities (ρφ˜)
P , here: (ρZ˜α)
P ,
(ρY˜P )
P , (ρN˜i)
P , (ρA˜i)
P and (ρV˜i)
P .
 Solve the transport equations for (ρ)P and
(
ρφ˜
)P
with the velocity from the previ-
ous time step u˜n, to obtain the predicted and integrated variables, (ρ)P∗ (ρZ˜α)P∗,
(ρY˜P )
P∗, (ρN˜i)P∗, (ρA˜i)P∗ and (ρV˜i)P∗.
Chemistry and particle dynamics
 Determine the thermochemical properties, for example the target density ρS , vis-
cosity µ and the chemical source term ω˙
n+1
YP
for ρY˜P , based on the predicted and
integrated variables ρP∗, (ρZ˜α)P∗ and (ρY˜P )P∗ . (The evaluation of the thermo-
chemical properties depends on the combustion model.)
 Solve the population balance models to obtain the particle properties (e.g. dn+1a
or nn+1p ) and source terms (e.g. β
n+1
i,j ) for N˜
n+1
i , A˜
n+1
i and V˜
n+1
i , based on the
predicted and integrated variables (ρN˜i)
P∗, (ρA˜i)P∗ and (ρV˜i)P∗.
Projection
 Calculate the pressure field to satisfy continuity, the corrected velocity and momen-
tum of the new time step (ρu˜i)
n+1.
 Solve the ordinary differential equations of the Lagrangian fields to determine the
droplet motion xn+1d,i , v
n+1
d,i and a
n+1
d,i , mass transfer m
n+1
d and heat transfer T
m+1
d
with the corresponding source terms for the Eulerian fields.
Correction
 Add the source terms ω˙
n+1
φ to the scalar quantities (ρφ˜)
n, here: (ρZ˜α)
n, (ρY˜P )
n,
(ρN˜i)
n, (ρA˜i)
n and (ρV˜i)
n.
 Advance the transport equations of the conservative variables to obtain their corre-
sponding fields at the new time step (ρZ˜α)
n+1, (ρY˜P )
n+1, (ρN˜i)
n+1, (ρA˜i)
n+1 and
(ρV˜i)
n+1.
Finalization
 Apply boundary treatment.
 Interpolate velocities at the cell faces from the momentum.
 Solve turbulence model for the velocity.
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4.4 Lagrangian particles
The droplets of the diluted spray phase are described in a Lagrangian framework. In this work,
each physical droplet is represented by one numerical particle, for which a set of ordinary differen-
tial equations is solved to describe the change of the location xd,i, the velocity ud,i, the acceleration
ad,i, the mass md and temperature Td of the droplets d according to Eqs. (2.45,2.46,2.50,2.54).
The numerical particles are stored in an array, its size is allocated during the initialisation of the
particle routine. Subsequently and in the predictor step of the Euler time integration scheme
or in the predictor step during each first Runge-Kutta sub-step new particles are added to the
particle list (sourced). The solution of the ordinary differential equations is performed during
each Euler step or Runge-Kutta sub-step − after the correction step. For an arbitrary quantity
φ the Euler integration reads:
φn+1 = φn + RHS∆t (4.35)
The RHS that is integrated depends on the quantity φ, for which the equation is solved as
summarized in table 4.1. The data exchange from the liquid phase to the gas phase is achieved by
Table 4.1: RHS for each solved droplet property.
φ RHS
xd ud
ud
f1
τd
(ui − ud,i) +
(
1 +
ρ
ρd
)
md − Sh
3 Sc
md
τd
ln (1 + Bm)
Td
Nu cp
3 Pr cpl
(Tg − Td)
τd
ln (1 + Bh)
Bh
+
m˙dLv
md cpl
trilinear interpolation of the droplet properties to the corresponding Eulerian field, as illustrated
in Fig. 4.3 by a 2D sketch. The distribution of the particle quantity to the eight surrounding cells
(in 3D) is outlined for the evaporated droplet mass m˙d at the location (x, y, z), which is mapped
to mixture fraction source term ΓZ,ijk.
ΓZ,imjmkm = αimαjmαkmm˙d ΓZ,imjmkp = αimαjmαkpm˙d (4.36)
ΓZ,ipjpkm = αipαjpαkmm˙d ΓZ,ipjpkp = αipαjpαkpm˙d
ΓZ,imjpkm = αimαjpαkmm˙d ΓZ,imjpkp = αimαjpαkpm˙d
ΓZ,ipjmkm = αipαjmαkmm˙d ΓZ,ipjmkp = αipαjmαkpm˙d
Due to the fact that an orthogonal and equidistant mesh is used, the cell indices im, jm, ip and
jp for the corresponding particle position are simply determined from the grid size delta ∆, the
location of the droplet xd,i and the number of the ghost cells nG as outlined in the equation below
for indices im and ip.
im =
⌊xd,1
∆
+ nG + 0.5
⌋
and ip = im + 1 (4.37)
The weighting factors αij depend on the location of the droplets with respect to the surrounding
grid cells and are calculated according to the following equations, only shown for x direction.
αim = ip − nG − 0.5− xd,1
∆
and αip = 1− αim (4.38)
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Figure 4.3: Sketch illustrating the trilinear interpolation of a droplet property to a grid in 2
dimensions.
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Chapter 5
LES of the Sydney piloted spray flame series with the PFGM/ATF
approach and different sub-filter models [164]
Authors: A. Rittler, F. Proch, A.M. Kempf
This chapter including all figures and tables was previously published in ’Combustion and Flame,
162(4), A. Rittler, F. Proch and A. M. Kempf, LES of the Sydney piloted spray flame series with
the PFGM/ATF approach and different sub-filter models, 1575-1598, (2015) and is reprinted with
permission from Elsevier.
The author A. Rittler developed the code for the spray treatment and the combustion model,
produced the thermochemical manifolds, ran all the simulations, wrote the paper and generated all
figures and tables.
The author F. Proch developed the code for the gas phase combustion model, and contributed
through discussions and proof reading.
The author A. M. Kempf contributed corrections, discussions, proof-reading and the original code.
5.1 Abstract
Detailed numerical investigations of the Sydney spray flame series [57] are presented for ethanol
flames referred to as “EtF3, EtF6 and EtF8”, which feature identical ethanol mass flow rates
but different carrier gas mass flow rates. Large eddy simulations (LES) are performed, where
the gaseous and liquid phases are modelled by an Eulerian/Lagrangian approach. The turbulent
sub-filter stresses (sgs) are modelled with Nicoud’s sigma model [133] on grids with two different
resolutions. Combustion is modelled with the premixed flamelet generated manifold approach
(PFGM), which is combined with the artificially thickened flame (ATF) method. The sub-filter
distributions of the control variables are modelled with (a) a β function (β-fdf) and (b) a top-hat
function (TH). First, the influence of the variance in the mixture fraction and reaction progress
variable is investigated separately, where the variances are either determined from an algebraic
model or a transport equation model. Subsequently, the TH model is used to account for the
joint impact of Z and Yp. The results are compared against the experimental measurements and
reference simulations without sub-filter model. The particle statistics are in good agreement with
the experimental data. The variances predicted by the two algebraic models are quite similar,
whereas the transport equation model predicts variances which are one order of magnitude higher.
The results obtained with the TH and the β-fdf model are comparable. It is found that the impact
of the sgs models for the mixture fraction and the progress variable increases with an increasing
carrier gas mass flow rate.
5.2 Introduction
Liquid fuel spray combustion is found in many technical devices like gas turbines, internal com-
bustion engines or nanoparticle synthesis reactors. The flow structure in these devices is often
characterised by high Reynolds and Damko¨hler numbers. Complex physical phenomena on dif-
ferent time and length scales take place, especially turbulence, chemical reactions and particle
interactions. This makes the numerical simulations of such multi-physics and multi-scale flows a
challenging task.
The LES method, where the large scales are resolved and only the sub-filter scale quantities
This chapter was first published [164] and is reprinted with permission of the journal
58 Chapter 5. LES of the Sydney Spray Burner with PFGM/ATF [164]
are modelled, has been successfully applied to turbulent combustion: Recent overviews were given
by Peters, Poinsot, Pitsch, Janicka and others [69, 144, 150, 151]. Researchers have also shown
the suitability of LES for the prediction of reactive multiphase flows in research and engineering
[25, 26, 75, 102, 173].
Several models describing the combustion processes in the case of two phase flows are available.
Simple one-step models like the eddy break up model (EBU) [115] are used, e.g. for the simu-
lation of coal combustion [45]. More advanced models have been applied to the LES of reactive
multiphase flows, e.g. the LES probability density function approach (LES/PDF) [66], where a
pdf transport equation is solved by a Lagrangian Monte-Carlo method. The flamelet generated
manifold approach (FGM) has also been successfully applied to LES studies of gaseous flames
[157, 202, 203], spray flames [25] and internal combustion engines [11]. The mixture fraction (Z),
its variance (Z ′′2), as well as the progress variable (Yp) and its variance (Y ′′2p ) are the usual control
variables in the PFGM/ATF approach (for adiabatic conditions). Based on these aforementioned
control quantities, the filtered thermo-chemical quantities are determined.
In single phase combustion, the mixture fraction and progress variable variances are commonly
modelled as functions of their gradients and a characteristic length scale, that is usually set to the
filter width times a model parameter. A constant value is often used for the model parameter,
but dynamic models have also been proposed [7, 78]. Pera et al. [141] suggested to consider
a spray source term in the equilibrium assumption between production and dissipation for the
mixture fraction variance. In gas-phase combustion the variance production depends mainly
on the gradient of the mixture fraction. However, in the presence of spray additional variance
is produced due to evaporation. The proposed spray source term accounts for the evaporated
mass from the liquid droplets. The dissipation is modelled assuming a linear relaxation for the
sgs scalar dissipation rate. The model constants may be determined by a dynamic procedure
[54]. The mixture fraction and progress variable variances can alternatively be obtained from an
additional transport equation, where the spray source term and the sgs scalar dissipation rate
remain as unclosed terms. The spray source term is commonly determined from the mixture
fraction variance, the evaporated mass and a model constant, where again dynamic models may
be applied to determine the constant [141]. Many different approaches have been proposed to
determine the unresolved part of the scalar dissipation rate. It is commonly modelled assuming
a linear relaxation between the variance and the length scale multiplied by the diffusivity [7, 28,
78, 147].
The specific objective of this work is the application of different models to determine the
variances of the mixture fraction and the progress variable and the description of their sub-filter
distributions, to investigate how well they work, how much they affect the flame, and to test
how well the PFGM modelling concept works for diluted spray flames: first, we compare two
different filtered density function (fdf) assumptions: a classical β function (β-fdf) approach for
the sub-filter distribution and a top-hat (TH) model. Additionally, the suitability of the memory
efficient TH approach for spray combustion is demonstrated. The assumed fdf is parameterized
by the Favre-filtered mixture fraction or progress variable (Z˜ or Y˜p) and the respective sub-grid
variances (Z˜ ′′2 or Y˜ ′′2p ). Then, we compare different models for calculating the mixture fraction
variance Z˜ ′′2 , where Z˜ ′′2 is determined from (a) two different algebraic models and (b) a transport
equation model. Combustion is described with the premixed flamelet generated manifold model
combined with the artificial thickened flame approach and a flame sensor formalism [157, 202, 203].
This approach is applied to the well examined experimental spray flame by Gounder, Masri
and coworkers [57], which has already been studied by other modellers, turning it into an ideal
benchmark for model comparison and analysis [25, 66, 163, 196].
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Figure 5.1: Illustration of the jet nozzle exit of the experimental burner setup, as used for the
investigated spray flames.
5.3 Experiments
Non-reactive acetone sprays and reactive acetone and ethanol spray flames have been experimen-
tally investigated with a laboratory scale burner by Masri et al. [57] at the University of Sydney.
The jet nozzle exit region is sketched in Fig.5.1. The spray flames are stabilized by a concentric
pilot flame. The composition of the pilot mixture is stoichiometric and premixed. The fuel used
for the pilot flame has the same C/H ratio as the main jet.
The liquid droplets (referred to as particles) are produced by an ultrasonic nebulizer located
215mm upstream of the jet nozzle exit. The particles are initially fed into air with zero momentum.
Some evaporation will already occur upstream of the jet nozzle exit. The particle statistics for
axial and radial velocities, number density and volume flux are available from Laser Doppler
velocimeter and phase-Doppler anemometer (LDV/PDA) measurements [57]. The measurements
have been performed at several axial locations (x/D = 0.3, 5, 10, 15, 20, 25 and 30). The particles
are clustered in five bin size groups (bg1 to bg5), summarizing the particles with diameters in
the range of bg1: 0− 10 µm, bg2: 10− 20 µm up to bg5: 40− 50 µm. Additionally, one bin size
group is provided which summarizes the statistics including all particles. The temperature was
measured with thermocouples. Of the available fuel and mass flow combinations, we have chosen
the ethanol flames referred to as ”EtF3, EtF6 and EtF8” [57], with a constant ethanol mass flow
rate but different jet mass flow rates. The conditions are summarized in table (5.3).
Table 5.1: Flow conditions for the investigated cases. Shown are the diameters, the mass flow
rates, the velocities and the jet Reynolds numbers, as well as the equivalence ratios for the Ethanol
flames 3, 6 and 8 (EtF3, EtF6 and EtF8).
CASE EtF3 EtF6 EtF8
Jet diameter (mm) 10.5 10.5 10.5
Pilot diameter (mm) 25.0 25.0 25.0
Coflow diameter (mm) 104.0 104.0 104.0
Mass-flow carrier air (g/min) 150 225 301
Mass-flow ethanol liquid (g/min) 45 45 45
Mass-flow ethanol measured (g/min) 30.7 41.3 36.6
Bulk velocity jet (m/s) 24.0 36.0 48.0
Bulk velocity pilot, burned (m/s) 14.7 14.7 14.7
Reynolds number jet (1000) 19.7 27.4 34.8
Total equivalence ratio (-) 2.7 1.8 1.3
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5.4 Modelling Approach
In the present work, the reactive multiphase flow is modelled using an Eulerian/Lagrangian
approach. An equilibrium model is applied to describe the evaporation of the liquid phase.
The phases are fully coupled through the exchange of mass and momentum. The gas-phase is
described in an Eulerian framework, where the Favre-filtered governing equations for mass (5.1)
and momentum (5.2) in the presence of a dilute spray are outlined below.
∂ρ
∂t
+
∂ρu˜j
∂xj
= Γ˙ρ (5.1)
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+
∂τ ij
∂xj
+
τ sgsij
∂xj
+ M˙p (5.2)
In Eqs. (5.1) and (5.2), u˜j is the Favre-filtered velocity, ρ the density and Γ˙ρ the evaporation
mass source term. The term M˙p = M˙dp + M˙ρ represents the combined drag and evaporation
source terms, which appear to account for the presence of the spray droplets, and are determined
from Eq. (5.3).
M˙p =
1
V
Np∑
i=1
(
Fdp,i + m˙p,iup,i
)
(5.3)
In Eq. (5.3), V = ∆3 is the volume of the grid cell and Np the number of particles that contribute
to this cell. The calculation of the drag force (Fdp) and the mass evaporation (m˙p,i) is described
in section 5.4.5.
The mixture fraction Z˜ and the progress variable Y˜P are used to describe the chemical state
of the mixture. The transport equation for the mixture fraction Z˜ is given in Eq. (5.4).
∂ρZ˜
∂t
+
∂ρu˜iZ˜
∂xi
=
∂
∂xi
(
ρDS
∂Z˜
∂xi
)
+ Γ˙
Z˜
(5.4)
The diffusion coefficient DS in Eq. (5.4) is the sum of the molecular and turbulent diffusion
D + Dt. The turbulent diffusivity is calculated according to Dt = νt/Sct, with a constant value
of 0.7 for the turbulent Schmidt number Sct. The turbulent viscosity µt = νtρ is calculated with
the σ-model which is further discussed in section 5.4.1. The evaporation source terms Γ˙ρ and Γ˙Z˜
are identical and calculated according to Eq. (5.5).
Γ˙
Z˜
= Γ˙ρ =
1
V
Np∑
i=1
m˙p,i (5.5)
The transport equation for the progress variable Y˜P , using a thickening procedure was described
by e.g. Kuenne et al. [95] and Proch and Kempf [157] and is outlined in Eq. (5.6).
∂ρY˜P
∂t
+
∂ρu˜iY˜P
∂xi
=
∂
∂xi
([
FEDP + (1− Ω) µt
Sct
]
∂Y˜P
∂xi
)
+
E
F
ω˙P + ω˙P,evp (5.6)
The progress variable YP is defined as the sum of the mass fractions of CO2, H2O and H2,
YP = YCO2 +YH2O+YH2 . The species used for the reaction progress variable has been successfully
applied to large eddy simulations of dilute acetone spray flames by Chrigui et al. [25] - who divided
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the mass fractions by the corresponding molar masses. Although more advanced formulations
exist for Yp [67, 134], we found that this definition works well for the investigated case. The
thickening factor F is applied to Eq. (5.6) to resolve the thin reaction zone on the computational
grid. It is determined from the filter-width ∆, the laminar flame thickness δ0l and the flame sensor
Ω, according to Eqs. (5.7) and (5.8).
F = 1 + Ω(Fmax − 1) (5.7)
Fmax = max
(
n∆
δ0l
, 1
)
(5.8)
The maximum value of F is determined from the number of grid points (n) on which the flame is
resolved (as suggested by Charlette et al. [23], n is set to 5), the grid size and the laminar flame
thickness. The lower limit for Fmax of 1 is used to avoid the flame to be thinned if the grid is fine
enough to resolve the flame. The efficiency function E accounts for the loss of flame wrinkling
due to the artificial thickening of the flame. The source term due to evaporation (ω˙P,evp) is set to
zero in the present study. The normalized reaction progress variable C is determined according
to Eq. (5.9).
C =
Yp − Y minp (Z)
Y maxp (Z)− Y minp (Z)
(5.9)
The flame sensor Ω in Eq. (5.6) indicates the flame region and attains values between zero and
one. Instead of the commonly used flame sensor which was proposed by Durand and Polifke [37],
an alternative formulation for Ω as suggested by Proch [157] is used and outlined in Eq. (5.10).
Ω = Ω(C,Z) =
 dYp(x)dx
max
(
dYp(x)
dx
)

1−D
(5.10)
For further information on the applied PFGM/ATF approach, please refer to recent work by
Proch and Kempf [157].
The source term ω˙P is calculated a priori and stored in the table. Evaporating droplets can
also influence the value of the progress variable [35], this can be considered by an additional
evaporation source term ω˙P,evp. In the investigated spray flames, however, it is assumed that the
major part of the liquid phase evaporates before combustion. For this reason, the source term
ω˙P,evp in Eq. (5.6) is set to zero. Neglecting ω˙P,evp in the LES of dilute spray flames has shown
its suitability for predicting the correct flame behaviour [25, 26, 32].
A trilinear interpolation method in physical space is used to interpolate the source terms (in
Eq. (5.1), (5.2) and (5.4)) to the Eulerian phase.
5.4.1 Sub-filter stress modelling
The sigma model, developed by Nicoud et al. [133], is used to account for the effect of the
unresolved sub-filter fluctuations of the velocity field. Our previous testing [158, 162] has shown
evidence that the model is superior to the static Smagorinsky model, and provided results of the
same quality as the dynamic Smagorinsky model - at considerably lower computational costs.
The model is particularly well suited for combustion simulations as, opposed to other models, it
predicts zero turbulent viscosity and hence no turbulent diffusivity for solid body rotations (which
does not matter if a model is only applied for a non-reacting flow without scalar transport).
Furthermore, and in contrast to the Smagorinsky model, it predicts zero turbulent viscosity for
thermal expansion. Baya-Toda et al. [10] recently showed the supeority of the σ-model over
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the dynamic Smagorinsky model for the prediction of a pulsatile impinging jet in a turbulent
cross-flow. The turbulent viscosity is calculated as outlined in Eq. (5.11).
µt = ρ (Cm∆)
2Dm (5.11)
The model parameter Cm is set to 1.5. The differential operator Dm is calculated from the
singular values σi (with σ1 ≥ σ2 ≥ σ3) according to Eq. (5.12).
Dm =
σ3 (σ1 − σ2) (σ2 − σ3)
σ21
(5.12)
The singular values are identical to the square roots of the eigenvalues of Gij . The tensor Gij is
calculated from the velocity gradient following Eq. (5.13).
Gij =
∂uk
∂xi
∂uk
∂xj
(5.13)
The computational cost for the σ-model is approximately 7 times higher than for the Smagorinsky
model, albeit at a quality that is similar to the still 4 times more expensive dynamic Smagorinsky
model.
5.4.2 Combustion modelling
Combustion is modelled by the PFGM-approach, which is combined with the ATF-method.
Within the flammable region, one dimensional simulations of premixed freely propagating fla-
mes were performed a priori to tabulate the thermo-chemical quantities as a function of the two
control variables (φ = f(Z,C)). Ideal mixing is assumed beyond the flammability limits. The
mechanism library Cantera [56] has been used to solve a detailed kinetic mechanism with 57
species and 383 reactions for the combustion of ethanol, developed by Marinov et al. [118]. The
thermo-chemical properties and the source terms are stored in a table with a resolution of 201 ×
201 equidistant steps for the mixture fraction and the normalized reaction progress variable. The
table ensures a high accuracy in the flammable region, while keeping storage requirements mod-
erate. Without a sub-filter model, the filtered thermo-chemical quantities (φ = e.g. ω˙, ρ, D, ...)
are only determined by a two-dimensional table lookup as a function of Z˜ and C˜: φ˜ = φ(Z˜, C˜).
Figure 5.2(a) illustrates the two-dimensional table for the reaction progress variable source term
(ω˙P ). The investigated spray flame consists of a cold ethanol/air jet, a hot pilot flame (which has
the same C/H ratio as the main jet) and a cold coflow. The applied combustion model is well
suited to describe simultaneously the mixing between the air/ethanol stream and the hot pilot,
between the hot pilot and the coflow and the mixing between the coflow and the air/ethanol jet.
Even though the standard flamelet equations for gas combustion have been applied to turbulent
spray flames (e.g. [25, 26, 32]), there are suggestions to improve the FGM method for liquid
fuel combustion. Neophytou and Mastorakos [132] performed one-dimensional simulations of n-
heptane and n-decane flames and showed that the laminar flame speed is a function of the initial
droplet diameter, the equivalence ratio and the particle residence time. According to Neophytou
the laminar flame speed would then be additionally determined from the droplet-diameter in the
FGM method. In the current work it is assumed that particles evaporate away from the flame
front and the laminar flame speed is determined from the mixture fraction only.
Olguin and Gutheil [136] performed simulations of a mono-disperse laminar ethanol/air spray
flame in a counter flow configuration and suggest to extend the FGM table by considering the
evaporation rate as a third control variable. Two additional terms to account for evaporation
and combined evaporation and mixing within the flamelet equation are proposed by the authors.
However, the suitability of the proposed model and the suggested pdf shape for turbulent spray
flames has not been proven yet.
Furthermore, Hasse and Peters [65] suggested to describe a three-feed system by a two mixture
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Figure 5.2: Illustration of the flamelet generated manifold for the reaction progress variable source
term ω˙Yp (a). Figure (b) illustrates the table for the same quantity, as a function of the mixture
fraction (Z˜), the progress variable (Y˜p) and a mixture fraction variance Z˜ ′′2 of 0.01 (used in βA1,
βA2 and βTr).
fraction approach, where each of them describes the mixing of the one fuel feed with the oxidizer
feed. The authors derive two-dimensional flamelet equations to account for the mass and heat
transfer between the two mixture fraction fields in the flamelet space. The proposed technique
was applied to the simulation of a Diesel engine with a Common-Rail system utilizing a split
injection with a main injection and a pilot, which are represented by the two mixture fractions.
5.4.3 Turbulence chemistry interaction
In the LES framework, however, only the filtered control variables are known and the sub-filter
distributions remain unknown. A common closure approach is the assumption of a presumed
sub-filter distribution for the control variables. In this work, these sgs distributions are described
by (a) the commonly used β-fdf model and (b) by a TH model. Generally, the filtered variables are
determined from the tabulated values weighted with the joint filtered density function P (Z,C),
according to Eq. (5.14).
φ˜ =
∫ +∞
−∞
∫ +∞
−∞
φ(Z,C)P (Z,C)dZdC (5.14)
Assuming statistical independence of Z and C, the joint fdf simplifies to the product of two
separate fdf’s, P (Z,C) = P (Z)P (C). The thermo-chemical quantities can then be determined
from the integration over the mixture fraction and progress variable within their ranges of validity
(Z ∈ (0 : 1) and C ∈ (0 : 1)) according to Eq. (5.15).
φ˜ZC =
∫ 1
0
∫ 1
0
φ(Z,C)P (Z)P (C)dZdC (5.15)
To study the influence of the sub-filter distribution of Z and C separately, a Dirac-δ function for
either P (Z) or P (C) is applied to Eq. (5.15), and the thermo-chemical quantities are calculated
according to either Eq. (5.16) or Eq. (5.17).
φ˜Z =
∫ 1
0
φ(Z,C)P (Z)dZ (5.16)
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φ˜C =
∫ 1
0
φ(Z,C)P (C)dC (5.17)
5.4.3.1 The β-fdf assumption
Within the β-fdf model, it is assumed that the sub-filter distributions P (Z) and P (C) can be
described with the β function. The shape of the β function is described by Eq. (5.18) [144]
(shown here for the mixture fraction and its variance).
P (Z) =
Zα−1(1− Z)β−1
Γ(α)Γ(β)
Γ(α+ β) (5.18)
The two parameters α and β within the gamma (Γ) function are related to the Favre-filtered
mean mixture fraction (Z˜) and its variance (Z˜ ′′2) (or C˜ and C˜ ′′2 respectively) as outlined in Eqs.
(5.19) and (5.20).
α = Z˜
[
Z˜(1− Z˜)
Z˜ ′′2
− 1
]
(5.19)
β = (1− Z˜)
[
Z˜(1− Z˜)
Z˜ ′′2
− 1
]
(5.20)
To include the dependency on the variance of the mixture fraction and the variance of the progress
variable as a third and fourth parameter, the chemistry table must be extended to three or four
dimensions, at a very high memory requirement: Each additional dimension will increase the
memory requirements by one to two orders of magnitude. Figure 5.2(b) illustrates the progress
variable source term for a variance of Z˜ ′′2 = 0.01.
5.4.3.2 The TH-fdf assumption
In the top-hat approach, it is assumed that the real fields of Z and C are smooth with respect
to the computational grid, so that they can be described by tri-linear interpolation between the
support points. Floyd et al. [43] have estimated that this assumption is appropriate on grids
that are sufficiently fine for an accurate LES. They applied the TH model to the LES of Sandia
Flame D and highlighted the shortcomings of the β-fdf in the LES context. Olbricht et al. [135]
performed LES of lifted flames in a gas turbine model combustor using the PFGM method with
the TH model for the joint impact of the mixture fraction and progress variable variance.
Within the TH model the filtered density functions P (Z,C), P (Z) or P (C) are expressed by top-
hat functions which are built within the upper (u) and lower (l) limits of the control variables (Z˜u,
Z˜l, C˜u and C˜l that were derived from Branley and Jones [18] standard gradient model (described
in section 5.4.4). The filtered density function reads:
P (Z,C) =
{
1
(Z˜u−Z˜l)(C˜u−C˜l)
Z˜l ≤ Z˜ ≤ Z˜u and C˜l ≤ C˜ ≤ C˜u
0 for all other Z and C
(5.21)
Equation (5.14) can then be written as:
φ˜ =
1
(Z˜u − Z˜l)(C˜u − C˜l)
∫ Z˜u
Z˜l
∫ C˜u
C˜l
φ(Z,C)dCdZ (5.22)
Usually, a lookup table with 2N -dimensions would be introduced where the N upper and N lower
limits are used as input parameters. Such a 2N -dimensional table would require excessive amounts
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of memory, however, due to the properties of the TH function the 2N storage requirements can
be reduced to 1N only: Instead of introducing new dimensions to the FGM-table, only the
antiderivatives Φ(Z,C) are stored in the table which is integrated a priori according to Eq.
(5.23).
Φ˜ =
∫ Z
0
∫ C
0
φ(Z,C)dCdZ (5.23)
The filtered thermo-chemical quantities φ˜(Z˜, C˜, Z˜ ′′2, C˜ ′′2) are determined from the antiderivatives
according to Eq. (5.24).
φ˜ZC =
1
(Z˜u − Z˜l)(C˜u − C˜l)[
Φ(Z˜u, C˜u)− Φ(Z˜u, C˜l)− Φ(Z˜l, C˜u) + Φ(Z˜l, C˜l)
]
(5.24)
The TH approach may also be used to account for the variances in the mixture fraction space or
progress variable space separately: the FDF in Eq. (5.21) simplifies to 1/(Z˜u− Z˜l) or 1/(C˜u− C˜l)
respectively and the integration in Eq. (5.23) is performed over the mixture fraction or progress
variable only. Generally, small (or zero) variances of Z˜ ′′2 and C˜ ′′2 lead to divisions by zero in
Eq. (5.24). To account for small variances, the upper and lower limits may be expressed by a
narrow interval (Z and C) and the TH may be built for Cl = C− C , Cu = C+ C , Zl = Z− Z
and Zu = Z + Z . (alternatively, φ˜(Z,C) may be determined using a Dirac-δ function). We
recommend to implement the tabulation and table access with at least double precision to obtain
accurate results. Further detailed information about the TH model and its implementation is
given by Floyd et al. [43] or Olbricht et al. [135]. The derivation of the upper (u) and lower (l)
limit of the control variables is discussed in the next section.
Figure 5.3(b) shows the integrated TH table for the progress variable source term (ω˙Yp), that
was determined by integration over C. Figures 5.3(c) and 5.3(d) illustrate the tables for ω˙Yp ,
obtained by integration over Z and over both C and Z.
The standard β-fdf is built within the limits Zmin = 0 and Zmax = 1. In the presence of sprays,
however, the upper physical limit for the mixture fraction depends on the vapour pressure of the
evaporated fuel (Zmax = f(T ) or Zmax = f(X, t)), and thus the standard β-fdf is not valid for
all locations. Therefore, Ge and Gutheil [52] proposed to extend the standard β-fdf and built
the function within the physical limits Zmin = 0 and Zmax, for boiling droplets the upper limit
becomes unity and the scaled function reduces to the standard function. Tyliszczak et al. [195]
recently applied the scaled β-fdf to their LES/CMC (conditional moment closure) simulations
of a liquid fueled swirl burner, where they set the upper limit to Zmax = 0.7. To account for
the temperature dependency, an additional dimension would have to be introduced to the lookup
table, which would again increase the storage requirements by 1-2 orders of magnitude.
The TH-fdf only accounts for the control variables within the physical limits (independent of
e.g. the fuel vapour pressure). In contrast to the β-fdf approach, the lookup table in the TH
approach remains its dimensionality if the variances of the control variables are used as additional
input parameters. The TH assumption is robust, easy to implement and computationally cheap
compared to the β-fdf approach.
5.4.4 Gas phase variance modelling
In the present study we compare two algebraic models (referred to as A1 and A2) and one
transport equation model (referred to as Tr) to calculate the variance of Z˜ ′′2. (The variance C˜ ′′2
is determined with the algebraic model A2.)
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Figure 5.3: Illustration of the PFGM tables for the reaction progress variable source term ω˙Yp
for (a) the not integrated TH-fdf (noSGSC and noSGSF ) and the integrated tables (b)-(d). The
integrations are performed over (b) the normalized reaction progress variable C (THC), (c) over
the mixture fraction Z (THZ) and (d) over both, C and Z (THCZ).
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The gradient model A1 has been proposed by Branley and Jones [18] and was successfully
applied to large eddy simulations of spray flames by Chrigui et al. [26] and others. The model
depends on the gradient of the filtered mixture fraction (or filtered reaction progress variable)
only:
Z˜ ′′2 = CA1∆2
(
∂Z˜
∂xi
)2
(5.25)
In the present work, the coefficient CA1 is set to 0.15 (as applied to the LES of acetone and
ethanol spray flames by Chrigui et al. [25, 26]). Branley and Jones [18] recommended a value of
0.1 for CA1, but dynamic procedures are also available to determine the model parameter [147].
In the β-fdf approach, the filtered variance (Z˜ ′′2 or C˜ ′′2) is directly used as third input parameter
for the table lookup. In the TH model the upper and lower limits of the control variables are
required, which are determined from the filtered variances (Z˜ ′′2 or C˜ ′′2) according to Eq. (5.26),
as suggested by Floyd et al. [43].
Z˜u = Z˜ +
1
2
√
12Z˜ ′′2 and Z˜l = Z˜ − 1
2
√
12Z˜ ′′2 (5.26)
In the second algebraic model A2, the variances Z˜ ′′2 and C˜ ′′2 (as used as third input parameter in
the β-fdf approach) result from the lower (l) and upper (u) limits of the filtered mixture fraction
Z˜ or filtered progress variable C˜ according to Eq. (5.27) or (5.28).
Z˜ ′′2 = CA2
(
Z˜u − Z˜l
)2
(5.27)
C˜ ′′2 = CA2
(
C˜u − C˜l
)2
(5.28)
Within the model A2, the upper and lower values of the control variables (Z˜u, Z˜l, C˜u and C˜l) are
determined from the maximum and minimum values on the cell faces.
Floyd et al. [43] and Proch and Kempf [157] pointed out that for a linear profile of Z˜ (or C˜),
the algebraic models A1 and A2 are identical. The model parameter CA2 is set to a value of 1/12.
It should be noted that the algebraic models can only recover the variance resulting from lean
and rich gas streams, but not the fluctuations in the near particle region due to evaporation.
However, with evaporating droplets the mixture fraction variance can increase, even in laminar
flows. This effect of evaporation can be considered by solving a transport equation (Eq. 5.29) for
the filtered mixture fraction variance, as given by Pera et al. [141].
∂ρZ˜ ′′2
∂t
+
∂ρu˜iZ˜ ′′2
∂xj
=
∂
∂xi
(
ρDS
∂Z˜ ′′2
∂xi
)
+ 2ρDt
(
∂Z˜
∂xi
)2
− 2ρSχ
Z˜
+ ρ˜˙W+ (5.29)
The term Sχ
Z˜
is the unresolved and dominant part of the scalar dissipation rate ρχ˜, commonly
modelled according to Eq. (5.30).
Sχ = CmDt
Z˜ ′′2
L2
(5.30)
The length scale L is usually set to the value of the filter width ∆, with a model constant value of
Cm = 2.0 (as outlined by Tillou et al. [192] or others). For reactive multiphase flows, however, this
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expression is known to lead to insufficient dissipation as the variance resulting from evaporation
is normally not introduced on the filter scale but rather on the much smaller scale of the particle
separation, leading to faster dissipation. To account for the aforementioned effect, the model
constant Cm may be increased. Other approaches for increasing the dissipation rate are to use
the maximum of turbulent and molecular diffusivity for Dt [32], or to use a dynamic procedure
to determine Cm [7, 78]. In this work we apply a constant value of 8.0 for Cm, as suggested by
De et al. [32] (for the same spray flame series).
The unclosed evaporation source term ρ˜˙W+ in Eq. (5.29) is determined according to Eq.
(5.31) as suggested by Pera et al. [141].
ρ˜˙W+ = αZ˜ ′′2 ρ˜˙W
Z˜
(5.31)
A constant value of 0.5 is used for α [192]. However, Pera et al. [141] suggested to use a dynamic
procedure to determine the pre-factor α. The term ρ˜˙W is equal to Γ˙
Z˜
in Eq. 5.4.
5.4.5 The dispersed phase
The dispersed phase is modelled in a Lagrangian framework. In the present work, one numerical
particle represents one physical droplet. For each particle p, a set of differential equations is
solved, where the motion is determined from Eqs. (5.32,5.33).
dxp,i
dt
= up,i (5.32)
dup,i
dt
= ap,i (5.33)
The particle position xp,i and velocity up,i are calculated from the acceleration ap,i, which is
modelled according to Eq. (5.34).
ap,i =
1
τp
(u˜i − up,i) +
(
1− ρ
ρp
)
gi (5.34)
In Eq. (5.34) ρp is the density of the liquid droplet, and gi is the gravitational acceleration.
The particle relaxation time τp relates the particle density ρp and diameter dp to the gas-phase
viscosity µ and the particle Reynolds number Rep as outlined in Eq. (5.35). The typical particle
response time τp represents the duration required to adjust the particle velocity to the surrounding
flow velocity.
τp =
1
18µ
ρpd
2
p
1 + 320Re
0.687
p
(5.35)
The change of the particle diameter is calculated according to the d2-law [2, 120], assuming
equilibrium conditions as outlined in Eq. (5.36).
dd2p
dt
= −4 ρ
ρp
D log (1 +Bm) Sh (5.36)
The diffusion coefficient D of the ethanol vapor into the surrounding gas is calculated with the
Chapman-Enskog theorem and tabulated prior to the simulation. The Spalding mass transfer
number is defined as Bm = (YS − Y∞)/(1 − YS), with the fuel mass fractions at the particle
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surface YS and far away from the particle Y∞. The Sherwood number Sh is calculated according
to Eq. (5.37).
Sh = 2 +
(2 + 0.552Re
1
2
p Sc
1
3 )− 2
Fm
(5.37)
To account for the relative change of the film thickness due to the Stefan flow, the correction
factor Fm is used [2, 120]. The fuel vapor mass fraction at the droplet interface is determined
from the fuel vapor mole fraction Xs, assuming equilibrium conditions, according to Eq. (5.38)
Ys = YS,eq =
XsWF∑
iXiWi
(5.38)
The saturated fuel vapor mass fraction Xs is calculated according to the Clausius-Clapeyron
relation, as outlined in Eq. (5.39).
Xs =
pB
p
exp
LevpWF
R
(
1
TB
− 1
TS
)
(5.39)
In the above equation pB and TB are the pressure and the temperature of the liquid fuel at the
boiling point, the latent heat of evaporation Levp is assumed to be constant, WF is the molecular
weight of the fuel and R is the universal gas constant.
The required Eulerian field properties are mapped onto the Lagrangian phase using a trilinear
interpolation method in physical space.
5.4.6 Numerical setup and boundary conditions
The simulations have been performed with our LES in-house code PsiPhi [20, 82, 145]. The Favre-
filtered conservation equations for mass, momentum, mixture fraction and the reaction progress
variable are discretized and solved on an equidistant and orthogonal grid. A second order central
differencing scheme (CDS) is used for the discretization of the convective terms of the momentum,
and a total variation diminishing scheme (TVD) with a nonlinear CHARM limiter [226] for the
discretization of the convective terms of other scalars. According to Swebys criterion [188] the
applied limiter function yields a second order accurate TVD scheme. An explicit third order low
storage Runge-Kutta scheme is used to advance the solution in time.
The velocity profiles provided by Gounder et al. [57] are used as boundary condition of the gas-
phase velocity. The velocity of the burning pilot is determined from the mass flow rate. Pseudo
turbulence is imposed at the inlet with a turbulent length scale (Lt) of 2.0mm and a magnitude
of 10 % for the velocity fluctuations of the bulk velocity, using the method proposed by Klein et
al. [87]. In the pilot flame, the equivalence ratio and the progress variable are set to unity. The
variances are initially set to zero at all locations.
The boundary conditions for the liquid phase are obtained from the experimental data. The
particles are injected into the computational domain at the jet nozzle exit (x/D = 0.0), where
they are randomly distributed over the plane with a size distribution fitted to the measured
cumulative particle distribution, as illustrated in Figs. 5.4(a) and 5.4(b). The measured particle
velocities of the five bin size classes are used as particle inlet velocities, as shown in Fig. 5.4
(c). Without evaporation and a domain length of 0.4m, approximately 750,000 particles exist in
the domain, which allows representation of each physical droplet by one numerical particle. The
simulations without any sgs model are performed on a coarse and a fine grid with a resolution
of 1.5 mm and 1.0 mm, referred to as noSGSC and noSGSF , respectively. All simulations with
sub-filter model are performed on grids with a resolution of 1.5 mm, since the sub-grid activity
is expected to be highest for the coarse mesh. The performed simulations (summarized in table
5.2) were conducted on the Cray-XT6m computer at the University of Duisburg-Essen with up
to 6 million cells on up to 192 cores within 110 hours (wall time).
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Figure 5.4: The probability density functions (PDFs) with its cumulative distribution functions
(CDFs) (a) for the number of particles, the PDFs and the CDFs for the volume of the particles
(b) and the velocities (c) for the five particle bin size groups (bg1 to bg5) as used as boundary
conditions in the simulations.
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Table 5.2: Sub-filter assumptions and variance models.
Name Zsgs Yp,sgs Z
′′2 C′′2
noSGSC - - - -
noSGSF - - - -
βA1 β-fdf - algebraic 1 -
βA2 β-fdf - algebraic 2 -
βTr β-fdf - transport Eq. -
THZ TH-fdf - algebraic 2 -
THC - TH-fdf - algebraic 2
THZC TH-fdf TH-fdf algebraic 2 algebraic 2
5.5 Results
The investigated spray flames burn in a partially premixed combustion regime. The premixed
and stoichiometric pilot provides the heat for the evaporation of the liquid phase and ignites and
stabilizes the main flame. Depending on the rate of pre-evaporation, the flame tends to burn in
a premixed or stratified combustion regime. Big particles persist up to far downstream locations
and partially release their mass in the burned region. The following sections 5.5.1 and 5.5.2 give
an overview of the results that were obtained assuming zero variance in mixture fraction and
progress variable, providing reference data for the further modelling.
5.5.1 The spray flame characteristics
Figure 5.5 illustrates instantaneous snapshots of the Favre-filtered values for Z˜, Y˜p and T˜ in a
cross section through the center line. The investigated spray flames have the same initial droplet
loading of 45g/min, but different Reynolds numbers of 19, 700, 27, 400 and 34, 800, respectively.
Due to the higher carrier gas mass flow rate, the mixture fraction is shifted towards stoichiometry
(equivalence ratio of 2.7 for EtF3, 1.8 for EtF6 to 1.3 for EtF8). The laminar flame speed (Sl)
increases with decreasing equivalence ratio and Sl competes with the increased carrier gas velocity.
Figure 5.28 illustrates the laminar flame speed as a function of the mixture fraction within the
flammable region, as computed with the flamelet equations for the gas phase. The impact of the
mixture composition and the turbulence level on the flame structure can be seen in Fig. 5.5. Also
the maximum temperature at the center line (predicted by the simulation) is reached earlier for
flame EtF8 compared to flame EtF6, what is also substantiated by Fig. 5.10.
The maximum occurring mixture fraction for EtF3 and EtF6 is slightly below Z˜max ≈ 0.3.
For EtF8, Z˜max is ≈ 0.2 due to the higher carrier gas mass flow rate. The axial location of the
maximum mixture fraction is found at x/D ≈ 15 for EtF3 and at x/D ≈ 20 for EtF6 and EtF8.
Figures 5.6 (b,d,f) illustrate instantaneous snapshots of the Favre-filtered OH mass fraction
for the three investigated flames compared to the laser induced fluorescence (LIF) images (a,c,e),
as measured in the experiments. The OH concentration is a good indicator for the location
and shape of the burned side of the flame front, and may be used as an indicator for the flame
length and the flame lift-off heights. The structures of the OH mass fractions indicate an increase
of the flame wrinkling with increasing Reynolds number, this trend is also captured by the
simulations. Furthermore, the figure illustrates that the flame becomes shorter and narrower
(which is a quantitative observation), and may be related to the increased flame wrinkling and
the aforementioned effect of the carrier gas mass flow rate. Figures 5.7 and 5.8 show the radial
profiles of the mean values for the Favre-filtered mixture fraction Z˜ and the progress variable
Y˜p. The evaporation of the particles increases in the shear layer region between the jet and the
pilot due to the high temperatures of the combustion products from the pilot and the higher slip
velocity between the particles and the gas-phase. Figure 5.9 illustrates the radial mean profiles
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(a) Z˜EtF6 (b) Y˜pEtF6 (c) T˜EtF6 (d) Z˜EtF8
(e) Y˜pEtF8 (f) T˜EtF8
Figure 5.5: Instantaneous snapshots of the Favre-filtered mixture fraction (Z˜), progress variable
(Y˜p) and temperature (T˜ ) on a cross-section through the center for EtF6 (a-c, Re ≈ 27, 000) and
EtF8 (d-f, Re ≈ 35, 000). The results are obtained from the simulations without any sub-filter
model on the fine grid.
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(a) YOH,EtF3 (b) YOH,EtF3 (c) YOH,EtF6 (d) YOH,EtF6
(e) YOH,EtF8 (f) YOH,EtF8
Figure 5.6: Instantaneous snapshots of the Favre-filtered OH mass fractions (Y˜OH) for the in-
vestigated cases EtF3 (a,b), EtF6 (c,d) and EtF8 (e,f) as obtained from the simulations (b,d,f)
compared to the results obtained from the experiments (a,c,e).
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Figure 5.7: Radial profiles of the mean values for the Favre-filtered mixture fraction Z˜ for the
three investigated flames. Shown are the results for the coarse and the fine grid without sub-filter
model (noSGSC and noSGSF ), along with the simulation results obtained with the β-fdf. The
variances are calculated with the algebraic models and the transport equation model (βA1, βA2
and βTr).
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progress variable Yp [−]
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Figure 5.8: Radial profiles of the mean values for the Favre-filtered progress variable Y˜p for the
three investigated flames. Shown are the results for the coarse and the fine grid without sub-filter
model (noSGSC and noSGSF ), along with the simulation results obtained with the β-fdf (βA1,
βA2 and βTr).
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Figure 5.9: Radial profiles of the mean values for the released mass from the particles. Shown
are the results for the fine grid without sub-filter model (noSGSF ).
of the mass released from the particles into the gas-phase for flame EtF8. Close to the jet nozzle
exit the peak value is located between the pilot and the jet stream, further downstream the peak
value shifts towards the center line. The mass released from the particles into the gas enriches the
mixture fraction in the shear layer region, and the flame propagates from the pilot zone into the
core jet region, as illustrated in Fig. 5.8. The maximum value of the progress variable depends
on the mixture fraction (Yp,max ≈ 0.287 for a stoichiometric mixture fraction of ZS = 0.105), and
is found in the pilot and in the shear layer region at an axial location of approximately x/D = 5
to x/D = 10.
Figure 5.10 illustrates the radial profiles of the Favre-filtered temperature above the ambient
temperature (T˜ − T0). The temperature in the jet close to the center line increases further
downstream with increasing mixture fraction and combustion progress. The aforementioned
impact of the increasing carrier gas mass flow rate is also found for the flame temperature,
which is determined by the table lookup as a function of Z and Yp. The flame widths and the
temperature trends are predicted accurately by the simulations, and the grid refinement improves
the agreement of the results compared with the experimental data. However, the simulations
overpredict the temperatures, especially in the core region of the jet, relative to the measurements
conducted by thermocouples. Similar discrepancies are obtained by Masri et al. [25, 26], De et al.
[32] and Ukai et al. [196]. According to Chrigui, Masri, Sadiki and Janicka [26] the discrepancies
(especially at x/D=10) may be explained by the applied measurement technique. The error
introduced by the used thermocouples is larger close to the jet nozzle exit. Ukai et al. [196]
suggest that the cooling effect arises from the droplet collisions with the thermocouples.
5.5.2 Particle statistics
Figure 5.11 illustrates the radial profiles of the volume flux of the liquid phase at three different
axial locations. The jet breakup angle is predicted well by the simulations for all three flames, as
it can be seen from the radial mean velocity profiles in Fig. 5.13. The simulations overpredict the
evaporation of the particles. However, it must be stressed that the uncertainties of the volume
flux measurements are up to 20% [57]. Generally, similar results were obtained by the simulations
with the coarse and fine grid size, except at x/D = 10 where the higher resolution yields a better
accuracy.
Figure 5.12 illustrates the radial profiles of the Sauter mean diameter (SMD or d32). Although
the trend of d32 is predicted quite well for the three spray flames, its magnitude is underpredicted
(especially at far downstream locations). The influence of the grid refinement on d32 is negligible.
The experimental observation of an increasing d32 may be related to the faster evaporation of
the small liquid droplets compared to the big droplets. A further cause for the growth could be
the collision and coalescence of the particles. However, since all three investigated flames arise
from diluted sprays, the major impact on the aforementioned finding may be attributed to the
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Figure 5.10: Radial profiles of the Favre-filtered temperature for the three investigated flames.
Shown are the results for the coarse and the fine grid without sub-filter model (noSGSC and
noSGSF ), along with the simulation results obtained with the β-fdf (βA1, βA2 and βTr).
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Figure 5.11: Radial profiles of the volume flux of the liquid phase for three investigated flames.
Shown are the results for the coarse and the fine grid without sub-filter model (noSGSC and
noSGSF ), along with the simulation results obtained with the β-fdf (βA1, βA2 and βTr).
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Figure 5.12: Radial profiles of the Sauter mean diameter (d32) for the three investigated flames.
Shown are the results for the coarse and the fine grid without sub-filter model (noSGSC and
noSGSF ), along with the simulation results obtained with the β-fdf (βA1, βA2 and βTr).
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evaporation process [32], which is modelled in the present study with an equilibrium assumption.
The increase of the Sauter mean diameter at a radial location of approximately 0.5− 0.75 (in the
shear layer between the jet and the pilot) could be related to dispersion effects, small particles
may escape quicker due to their lower inertia.
Figure 5.13 illustrates the radial profiles of the mean particle and the Favre-filtered gas-phase
velocities. The velocities of the liquid particles at the jet nozzle exit depends on the size of the
particles, where the smaller particles have the higher velocities (Fig. 5.4 and 5.13) (small particles
are faster accelerated from the carrier mass on the way from the nebulizer to the combustion
chamber). After leaving the jet nozzle, the particles decelerate initially due to the expansion of
the jet, but then accelerate again due to the hot core zone where the heat is released.
The velocities of the small and big particles converge when they are accelerated again from the
gas-phase. At far downstream locations (x/D > 20), the liquid phase is faster than the gaseous-
phase as outlined in Fig 5.13. The experiments also confirm that the gas-phase (represented
by the droplets smaller than dp = 10 µm - squared symbols in Fig. 5.13), is faster than the
droplets close to jet nozzle exit and is much slower at far downstream locations. This effect is
more prominent for EtF3 and EtF6. This may again be attributed to the high inertia of the large
particles, which are decelerated slower than the surrounding gas. Generally, the mean velocities
are predicted quite well, except for EtF8 at x/D > 20. One reason for this finding may be related
to the under-prediction of the gaseous-phase velocity [26]. Comparable results for the prediction
of the velocities for similar cases have been achieved by other groups, [25, 26, 32].
Figure 5.14 illustrates the radial profiles of the axial velocity fluctuations at three axial loca-
tions. The velocity fluctuations of the particles are underpredicted at x/D = 0.3, probably due
to the fact that no artificial fluctuations are superimposed to the liquid phase at the inlet. The
fluctuations of the particle velocities predicted on the fine grid are in reasonable agreement with
the experiments. The influence of the grid refinement is clearly visible for axial locations x/D
greater than 20, where the simulations on the fine grid reproduce the experimental values more
precisely.
Overall, a satisfactory agreement with the experiments is already achieved without any sub-
filter modelling for the source term and the chemical state. The quality of these predictions is
similar to the quality of the simulations by other groups [25, 26, 32], indicating that this data
may well serve as a good reference for the subsequent studies, but also implying that the present
test-case may not be very sensitive to the sub-filter modelling.
5.5.3 The influence of the variance model
In this section the impact of the variance model is illustrated and highlighted for the three
investigated spray flames. The simulations are performed on the coarse grid, since the variance
models have a stronger impact here. Results obtained from the β-fdf approach, where the variance
is determined from an algebraic or a transport equation model (βA1, βA2 and βTr) are compared
against reference simulations (noSGSC and noSGSF ) and the available experimental data (Exp).
Figure 5.15 shows instantaneous snapshots of the mixture fraction variance (for EtF 8), ob-
tained from the algebraic and transport equation models (A1, A2 and Tr). The transport equation
model yields a variance which is approximately one order of magnitude higher than the variance
predicted by the algebraic models (high variances are predicted over a wide region, not just in
layers of steep scalar gradients). The algebraic model A1 predicts slightly higher variances com-
pared to the algebraic model A2, since the model constant CA1 in A1 is higher than CA2 in A2.
The shape of the filaments, which are aligned 45◦ to the flow direction of the jet, are similar for
A1 and A2.
Figure 5.16 shows the radial profiles of rms values of the mixture fraction variance for the
investigated flames. As outlined in Fig. 5.16 at x/D = 10 (for EtF3, EtF6 and EtF8), the
mixture fraction variance increases in radial direction first, until it reaches a local maximum and
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Figure 5.13: Radial profiles of the mean velocities for the liquid particles and the gas-phase.
Shown are the results for the coarse and the fine grid without sub-filter model (noSGSC and
noSGSF ), along with the simulation results obtained with the β-fdf (βA1, βA2 and βTr). The
gas-phase velocities are shown for the simulations without sub-filter model for the coarse and fine
grid. The measured particle velocities are shown for the particle bin size group summarizing all
particles (dp,all) and for particles smaller than 10µm (dp1)
This chapter was first published [164] and is reprinted with permission of the journal
82 Chapter 5. LES of the Sydney Spray Burner with PFGM/ATF [164]
particle and gas-phase velocity (rms) urms [m/s]
0
5
10
15
20
0.5 1  
 
 
 
 
r/D  [-]
 
 
 
 
 
0.5 1  
 
 
 
 
r/D  [-]
Expdp,all
Expdp1
ugas,rms,F
ugas,rms,C
noSGSF
noSGSC
βA1
βA2
βTr
 
 
 
 
 
0.5 1  
 
 
 
 
 
r/D  [-]
x/D = 10 x/D = 20 x/D = 30
Et
F3
0
5
10
15
20
0.5 1  
 
 
 
 
r/D  [-]
 
 
 
 
 
0.5 1  
 
 
 
 
r/D  [-]
Expdp,all
Expdp1
ugas,rms,F
ugas,rms,C
noSGSF
noSGSC
βA1
βA2
βTr
 
 
 
 
 
0.5 1  
 
 
 
 
 
r/D  [-]
x/D = 10 x/D = 20 x/D = 30
Et
F6
0
5
10
15
20
0.5 1  
 
 
 
 
r/D  [-]
 
 
 
 
 
0.5 1  
 
 
 
 
r/D  [-]
Expdp,all
Expdp1
ugas,rms,F
ugas,rms,C
noSGSF
noSGSC
βA1
βA2
βTr
 
 
 
 
 
0.5 1  
 
 
 
 
 
r/D  [-]
x/D = 10 x/D = 20 x/D = 30
Et
F8
Figure 5.14: Radial profiles of the velocity fluctuations for the liquid particles and the gas-phase.
Shown are the results for the coarse and the fine grid without sub-filter model (noSGSC and
noSGSF ), along with the simulation results obtained with the β-fdf (βA1, βA2 and βTr). The
gas-phase velocities are shown for the simulations without sub-filter model for the coarse and fine
grid. The measured particle velocities are shown for the particle bin size group summarizing all
particles (dp,all) and for particles smaller than 10µm (dp1)
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(a) Z˜′′2A1 (b) Z˜
′′2
A2 (c) Z˜
′′2
Tr
Figure 5.15: Instantaneous snapshots of the rms of the Favre-filtered variances (Z˜ ′′2) for EtF8
on a cross-section through the center. The variances are modelled according to (a) the algebraic
model A1, (b) the algebraic model A2 and (c) the transport equation model Tr.
subsequently decreases to zero again. In the algebraic models, the variance is determined from
the gradients of the mixture fraction only. The first peak close to the center axis is caused by the
mixture fraction gradients between the core region and the evaporated mass, the second peak is
attributed to the difference in the mixture fraction fields between the pilot and the coflow. The
transport equation model accounts for the evaporation source term and predicts a shift of the
peak value (compared to the algebraic models) in radial direction. The local maximum of the
variance is in the region of the hot pilot (where the particle mass is released) and not at the
location of the gradients. Both model assumptions (A1 and A2 as well as Tr) predict a shift of
the peak value towards the center line further downstream. In the transport equation model, the
variance production competes with its dissipation.
Figures 5.7 to 5.14 show that both algebraic models A1 and A2 predict almost the same results
for the gaseous and liquid phase, what is attributed to the prediction of the similar variances. The
results predicted by the transport equation model deviate stronger from the reference simulations
(than the result from the algebraic models A1 and A2), due to the high variances obtained by the
Tr model. Furthermore, the largest deviations are found for EtF8 (as identified from the mixture
fraction, progress variable and temperature fields Figs. 5.7 to 5.10). The particle statistics
are only slightly affected by the variance models (outlined for the particle mean velocities and
fluctuation, volume flux and d32 Figs. 5.11 to 5.14).
5.5.4 The influence of the sub-filter assumption
In this section, the results obtained from the TH approach for the mixture fraction only (THZ),
the TH approach for the progress variable only (THC) and the joint TH-model (THZC) are
compared against the β-fdf (βA1 and βTr) model and the available experimental data.
Figure 5.17 shows radial profiles of the Favre-filtered mean mixture fraction obtained with
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Figure 5.16: Radial profiles of the Favre-filtered mixture fraction variances Z˜ ′′2 for the three
investigated flames. Shown are the results obtained with the three investigated variance models
βA1, βA2 and βTr.
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Figure 5.17: Radial profiles of the mean values for the Favre-filtered mixture fraction Z˜ for the
three investigated flames. Illustrated are the results obtained by the simulations with the β-fdf
for the mixture fraction (βA1 and βTr) and the TH-fdf for the mixture fraction (THZ), the TH-fdf
for the progress variable (THC) and the joint TH-fdf model for the mixture fraction and progress
variable (THZC).
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Figure 5.18: Radial profiles of the mean values for the Favre-filtered reaction progress variable
Y˜p for the three investigated flames. Illustrated are the results obtained by the simulations with
the β-fdf (βA1 and βTr) and the TH-fdf (THZ , the THC and THZC).
the two different sub-filter approaches (β-fdf and TH-fdf). As already outlined before, there is
no significant effect of the sub-filter distribution on the prediction of the mixture fraction for
EtF3 and EtF6 up to x/d ≈ 20. The impact of the variance model and the sub-filter model
(on the prediction of the Favre filtered mixture fraction fields) increases with a higher carrier
gas mass flow rate and distance from the jet nozzle exit as shown in Fig. 5.17. The models
incorporating the variance for the progress variable (THC and THZC) predict larger deviations
from the simulations without sub-filter model. It was found that the joint fdf model (THZC) yields
the biggest difference compared to the reference simulations (noSGS), what is attributed to the
additional consideration of the variance of the progress variable. The impact of the sub-filter and
variance models on the prediction of the mixture fraction is also mirrored in the prediction of the
reaction progress variable Y˜p, as illustrated in Fig. 5.18. The deviation of the progress variable
(compared to the reference simulations) increases in downstream direction and with increasing
carrier gas mass flow rate. Furthermore, the models βA1, βA2, βTr and THZ cause only a small
deviation compared to noSGS. The highest deviations of Y˜p are found for THZC followed by THC .
Radial profiles of the Favre-filtered temperatures above the ambient temperature are shown in
Fig. 5.19. The temperature is determined from a table lookup as a function of the Favre-filtered
mixture fraction, reaction progress variable and their variances. Worth mentioning is the strong
influence of the sub-filter and variance models on the prediction of the temperature close to the
nozzle exit, as shown in Fig. 5.19 for EtF8 at x/D = 10.
Figure 5.20 illustrates the mean profiles of the OH mass fractions YOH . The impact of the
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Figure 5.19: Radial profiles of the mean values for the Favre-filtered temperature above the
ambient temperature (T˜−T0) for the three investigated flames. Illustrated are the results obtained
by the simulations with the β-fdf (βA1 and βTr) and the TH-fdf (THZ , the THC and THZC).
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Figure 5.20: Radial profiles of the mean values for the Favre-filtered OH mass fractions (Y˜OH)
for the three investigated flames. Illustrated are the results obtained by the simulations with the
β-fdf (βA1 and βTr) and the TH-fdf (THZ , the THC and THZC).
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Figure 5.21: Radial profiles of the mean velocities for the liquid particles for the three investigated
flames. Illustrated are the results obtained by the simulations with the β-fdf (βA1 and βTr) and
the TH-fdf (THZ , the THC and THZC).
incorporated models on the prediction of YOH is significant, particularly for EtF8. Generally, it
is found that with an increasing carrier gas mass flow rate and a growing distance from the jet
nozzle exit the impact of the investigated models on the gas-phase statistics increases (outlined
in Figs. 5.17 to 5.20). Due to the increase of the carrier gas mass flow rate but constant fuel
mass flow rate the equivalence ratio is shifted from rich (ΦEtF3,tot = 2.7) towards stoichiometry
(ΦEtF8,tot = 1.3). For this reason the table lookup is performed in a non-linear table region
with higher gradients compared to the table lookup in the rich region. Even though similar
variances are obtained for EtF3, EtF6 and EtF8, larger deviations are found for the flame
close to stoichiometry. Another explanation may be the increase of the jet velocity and hence
a shorter residence time of the particles leading to a reduced mixing time. A further effect of
the increasing impact may be attributed to an increase of the local evaporation rate due to the
higher slip velocity for particles which are leaving the jet. For the particle statistics the same
trend is observed. Figure 5.21 illustrates the radial profiles of the mean particle velocities for the
investigated flames. Of the investigated sgs models, the THZC model shows the largest deviation
from the simulations without sub-filter modelling. Interestingly, the influence of the sub-filter
models on the particle velocities for EtF8 at x/D = 10 is almost negligible despite the high
variances that are found for Z˜, Y˜p and T˜ . This may be related to the high inertia of the liquid
particles that results in a small influence of the gas-phase velocity on the particle velocities. The
radial profiles of the liquid volume flux and particle Sauter mean diameter obtained from the
simulations with the different sgs models are attached to 5.9.
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5.6 Conclusions
Large eddy simulations of diluted evaporating spray flames with a constant liquid mass flow
rate and three different carrier gas mass flow rates were presented for two different grid sizes.
An Eulerian/Lagrangian approach for the gas and liquid phase was applied. Combustion was
modelled using the FGM technique combined with the ATF approach. The sub-grid stresses were
described by the σ-model. The impact of two different approaches for the sub-filter distribution
(β-fdf and TH-fdf) of the used control variables (Z˜ and C˜) was investigated. The variances were
determined from (a) the standard algebraic gradient model (by Branley and Jones [18]) A1, (b)
a second gradient model A2 and (c) a transport equation model Tr. The algebraic model A2
determined the variance based on the maximum and minimum cell face values of the control
variables. The results from the two algebraic models within the β-fdf approach are similar.
The general flame characteristics and statistics were determined by analysing instantaneous
snapshots of the Favre-filtered mixture fraction and variance, progress variable, temperature and
OH mass fraction for the different flames. The flame lift-off height was found to depend on
the pre-evaporation and the intensity of turbulence of the investigated flames. The simulations
captured correctly the flame length and width for the three flames. Grid refinement was shown to
slightly improve the prediction of the gas-phase properties and the droplet velocities, whereas the
impact of the grid refinement on the Sauter mean diameter and droplet volume flux was rather
small. Reasonable agreement for the temperature predictions with the experiments was achieved.
The prediction of the liquid phase statistics were compared against the experimental data.
Reasonable agreement for the mean particle velocities and its variances was found for EtF3, EtF6
and EtF8. Some deviations occurred at far down stream locations for EtF8, which may be related
to the prediction of the gas-phase velocity. The evaporation of the liquid phase was overpredicted
and the Sauter mean diameter was underpredicted. This observation may be related to the
overprediction of the flame temperature or the equilibrium assumption in the evaporation model.
The spread of the liquid jet, however, was well captured by the simulations.
The influence of the variance model and the fdf-assumption on the prediction of the gaseous-
phase for EtF3, EtF6 for locations x/D < 20 was shown to be small. At far downstream locations,
the impact of the investigated models on the simulations increased for EtF3 and EtF6. The
prediction of the mixture fraction, progress variable and temperature for EtF8 was stronger
influenced by the incorporated variance model. The influence of the two different fdf-assumptions
for the mixture fraction was found to be similar, for comparing the simulation results.
With regards to the sub-filter modelling, the chosen PFGM/ATF approach together with the
TH-fdf assumption has shown to be robust and memory efficient, enabling multi-dimensional
tabulation at little cost. A key question arising from the present paper is on better variance
modelling for spray combustion, where different algebraic models and dissipation models (in
the context of a transport equation) have lead to up to one order of magnitude difference in the
variance. This must however be seen in the context of the present test case, where the predictions
were not significantly affected. Overall, this robustness towards the sub-filter variance modelling
may also be seen as a confirmation of the general strength of the concept of LES. The present
work has confirmed, that the Sydney spray flames are well predicted by LES, and the TH-fdf
approach has shown its suitability for the simulation of reactive multiphase flows. Where the
suitability of different sub-filter modelling approaches was demonstrated, it has become apparent
that the available experimental conditions and data are not sufficient to distinguish the quality
of the different models - in fact not even to show their superiority over no modelling.
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Figure 5.22: Illustration of an exemplary β-fdf function for Z˜ = 0.25 and Z˜ ′′2 = 0.01, in com-
parison to the possible fdf’s from the TH approach. The THm-fdf is built assuming an equal
sub-filter distribution in rich and lean mixture. The THl-fdf (THu-fdf) is built assuming a shift
of the sub-filter distribution towards a lean (rich) mixture. The red vertical lines represent the
Favre-filtered mixture fraction and the physical limit for the mixture fraction, which depends on
the temperature and the partial pressure of the ethanol vapor.
University of Duisburg-Essen for providing the computational recourses.
5.8 Sub-Filter modelling
Figure 5.22 illustrates different possible fdf’s (three TH-fdf’s in comparison to the β-fdf) which are
all built for a Favre mixture fraction of Z˜ = 0.25 and a variance of Z˜ ′′2 = 0.01. The red vertical
line represent the maximum mixture fraction that can be found depending on the temperature.
As described in section 5.4.3.1, the shape of the β function is defined by the Favre-filtered mean
value and the variance of the control variable (here shown for Z). Due to the properties of the β
function, the β-fdf assumption accounts for the control variables beyond their physical limits (as
illustrated in Fig. 5.22 for the mixture fraction Z ≥ Zmax). Furthermore, the β function has a
positive skewness for Z˜ ≤ 0.5 (or negative for Z˜ ≥ 0.5) which may not always correctly describe
the sub-filter distribution of the control variable.
The TH-fdf approach determines the sub-filter distribution by using the local maxima and
minima of the control variable, and hence can not exceed the physical limit. The THm in Fig. 5.22
illustrates the sub-filter distribution for a Favre-filtered mixture fraction of 0.25 and a variance of
0.01. The upper and lower limits of the control variables are obtained by the algebraic variance
model A1, as suggested by Floyd et al. [43]. A shift of the TH-fdf towards a lean (THl) or rich
(THu) mixture is possible with the algebraic variance model A2, where the upper and lower limits
are obtained from the maximum and minimum cell face values.
5.9 Liquid phase results
The radial profiles of the particle mean volume flux (Fig. 5.23) highlight that the influence of
the variance model on the particle statistics is rather small compared to the influence on the gas-
phase statistics. Also the models which predict a higher variance (βTr, THC and THZC) have
a rather small impact on the particle statistics. This finding may be attributed to the inertia of
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Figure 5.23: Radial profiles of the mean volume flux for the liquid particles for the three inves-
tigated flames. Illustrated are the results obtained by the simulations with the β-fdf (βA1 and
βTr) and the TH-fdf (THZ , the THC and THZC).
the particles.
5.10 Mesh quality
According to Pope [152] a LES is assumed to be of “good” quality if more than 80% of the kinetic
energy is resolved in the entire flow field. Celik et al. [21] proposed to express the quality of the
LES as a non-linear function of the viscosity and the modelled turbulent viscosity. A viscosity
ratio smaller than approximately 20 (rν = νt/ν ≤ 20) corresponds to a sufficient resolution of
resolving more than 80 % [145] of kinetic energy, which is achieved for the entire flow field for
∆ ≤ 1 mm (see Fig. 5.24). For the 0.5 mm grid, the maximum viscosity ratio close to the jet
nozzle exit is better than 5. The viscosity ratio obtained from the coarse grid simulations is quite
good for the major part of the flow field, however for flame EtF8, rν locally exceeds 20 (but still
more than 76 % of the kinetic energy is resolved). The region where rν is greater than 20 is close
to the jet nozzle exit. With increasing grid size ∆ the quality of the mesh is reduced.
IQLES ≈ 1
1 + αV
(
1 + νtν
)n (5.40)
However, it must be stressed that this criterion by Celik is not sufficient, as the correctness of
the test depends on a correct model and non-dissipative numerics.
The influence of the mesh on the simulation results is investigated for flame EtF8 without sub-
filter model. Figure 5.25 illustrates the radial profiles of the Favre-filtered temperature, the
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viscosity ratio µt/µ [−]
Figure 5.24: Ratio of the turbulent viscosity to the molecular viscosity µt/µ as a measure for
the grid quality. Top: Simulation result as obtained with ∆ = 0.5 mm, middle: ∆ = 1 mm and
bottom: ∆ = 1.5mm for EtF8 without sgs model.
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Figure 5.25: Radial profiles of the Favre-filtered temperature, particle volume flux, particle Sauter
mean diameter and particle velocity (mean) for EtF8 as obtained without sub-filter model on
the coarse and fine grid, compared against an even finer resolution (hd: ∆ = 0.5mm)
particle volume flux, the particle Sauter mean diameter and the particle mean velocity on three
axial locations.
5.11 Lagrangian particle tracking
Figure 5.26 shows the number of tracked particles for EtF8 without any sub-grid model on three
different axial locations. The statistics are performed for approximately 0.3s physical time which
corresponds to 29 flow through times (for up = 30 and at x/D = 30). Each physical droplet is
represented by one numerical particle, so that the plot represents both, the physical and numerical
droplets. The graph summarizes the particles of all sizes.
5.12 Influence of the stochastic term on particle statistics
The figures shown in the results section are obtained without any sgs model for the particles.
In this section the results for flame EtF8 on the coarse grid are compared for the simulations
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Figure 5.26: Radial profiles of the number of all tracked particles for EtF8.
without any sgs model for the particles with the results as obtained by applying a stochastic
Wiener term. Figure 5.27 illustrates the radial profiles of the Favre-filtered temperature above
the ambient temperature, the particle Sauter mean diameter, the particle mean velocity and its
rms. The profiles suggest that the influence of the stochastic term is rather small.
5.13 Laminar flame speed
Figure 5.28 shows the laminar flame speed as a function of the mixture fraction within the
flammable region. The maximum flame speed is observed for a slightly rich mixture, close to
stoichiometry (ZS = 0.105). Neophytou and Mastorakos [132] performed one-dimensional simu-
lations of n-heptane and n-decane flames and showed that the laminar flame speed is a function of
the initial droplet diameter, the equivalence ratio and the particle residence time. In the present
study, however, the laminar flame speed is determined from the flamelet equations (for freely
propagating flames) for gas-phase combustion.
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Figure 5.27: Radial profiles of the Favre-filtered temperature, particle Sauter mean diameter,
particle mean velocity and particle rms velocity for EtF8 as obtained with and without stochastic
dispersion model.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.05  0.1  0.15  0.2  0.25  0.3
S l
 
 
[m
/s]
Z  [-]
Sl
Figure 5.28: Illustration of the laminar flame speed as a function of the mixture fraction.
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Large eddy simulations of nanoparticle synthesis from flame spray
pyrolysis [165]
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6.1 Abstract
Large eddy simulations of the nanoparticle synthesis from flame spray pyrolysis are presented.
A standard reactor is investigated, with ethanol/hexamethyldisiloxane (HMDSO) mixture as
spray/precursor composition and oxygen as dispersion gas for the production of silica nanopar-
ticles. Spray evaporation, ignition and stabilisation of the flame are achieved by a premixed
methane/oxygen pilot flame. The gas, spray and nanoparticle phases are modelled with Eule-
rian, Lagrangian and Eulerian approaches, respectively. A modified tabulated chemistry model,
adapted from the premixed flamelet generated manifold approach (PFGM) with artificial flame
thickening (ATF) is proposed, tested and applied for the system. The control variables are the
element mass fractions of hydrogen and carbon together with a joint progress variable. The pop-
ulation balance equation of the nanoparticles is modelled in terms of number, volume and surface
area concentration, its subfilter distribution is modelled with a delta function. The combustion of
HMDSO and formation of silica particle monomers is described by a two-step global mechanism.
The nucleation source term is tabulated as a function of the control variables. The submodels for
spray and combustion are validated separately to compensate for the shortage in detailed exper-
imental data for nanoparticle spray flames. Subsequently, simulation results for the particles are
presented and discussed, in particular the polydisperse particle size distributions resulting from
turbulence.
6.2 Introduction
Flame spray pyrolysis (FSP) for the synthesis of ceramic powders (e.g. SiO2, TiO2 or Al2O3)
permits a simple precursor injection into a hot flame and enables a rapid quenching of the aerosol
formation [113]. The synthesis of silica nanoparticles from FSP has been the focus of many
experimental and computational studies [39, 84, 113, 129], but the promising large eddy simulation
(LES) approach has never been attempted for such systems before.
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6.2.1 Nanoparticles from flame spray pyrolysis
In self sustaining FSP processes, a liquid precursor is solved in an organic liquid fuel. This
mixture is fed into a hot environment, which is provided by a secondary heat source. Oxygen or
air are used as dispersion and sheath gas for the stabilisation of the spray flame [113]. Common
precursors for the gas-phase synthesis of silica include Silanes, cyclic and linear siloxanes and
tetraethyl orthosilicate (TEOS), depending on the required properties [76, 113].
Solvents like ethanol, methanol or isopropanol are used, which also affect the particle prop-
erties. Ma¨dler et al. [113] investigated the influence of the fuel and oxidizer composition and
indicated the importance of the evaporation rate and total energy content of the precursor on
the powder characteristics. Studies by Engel et al. [39] and Kilian et al. [84] investigated a
modified version of the aforementioned spray burner, using a HMDSO/ethanol mixture, O2 as
dispersion and sheath gas and a near stoichiometric CH4/O2 mixture for the pilot flame. Laser-
sheet based Mie scatter imaging, 2D-chemiluminescence imaging and coherent anti-Stokes Raman
spectroscopy were applied to obtain the spatial distributions of OH?, CH? and SiO? radicals, the
combustion and nucleation zones, as well as the temperature. In this work, HMDSO has been
chosen as chlorine-free silica precursor, for which we expect more in situ data from future reactor
experiments.
The FSP process can be divided into three main zones [214]: the spray is atomised in the
shear layer between the liquid and surrounding environment and evaporated due to the heat of
the pilot flame in zone A (Fig. 6.1). The turbulent flow enhances the mixing of the fuel/precursor
vapor with the oxidizer and generates a flammable mixture that is burned in zone B, ignited by
the pilot flame. The precursor is decomposed into intermediate species, which react and form
SiO2 molecules that nucleate in zone C. The nuclei coagulate and particles grow, followed by
agglomeration and sintering. The modelling of this three zones is described in section 9.4. These
process steps may happen simultaneously at one instant or place inside the flame, as a result of
turbulence. As the methods for the experimental analysis of these processes in turbulent flames
are limited and costly, deeper insights are likely to become available from detailed simulations by
LES or direct numerical simulation (DNS). It should be noted, that the wide range of scales and
the complexities of turbulence, aerosol dynamics and chemical kinetics are such that complete
simulations with detailed models are not feasible for years. Any simulation must therefor apply
a suitable set of simplifying assumptions and models and should be validated against suitable
experiments.
6.2.2 Numerical studies of flame-made nanoparticles
The evolution of the nanoparticles from the gas phase for cases of practical interest is usually
described by the general dynamics equation (GDE) for the continuous distribution function [49].
The GDE incorporates nucleation, growth, coagulation and coalescence as well as convection and
diffusion and describes the particle size distribution in space and time. Several methods for the
solution of the GDE have been proposed: The most accurate discrete models [46] introduce an
additional differential equation (DE) for each discrete size or particle property. Sectional models
[174, 222, 223] cluster particles of different sizes in classes and introduce additional DE’s for the
sections. Combinations of the discrete and sectional models have also been proposed [15]. The
method of moments (MOM) and modified MOM models (e.g. QMOM, DQMOM [4, 5, 40, 47])
assume that the size distribution can be approximated with a presumed distribution function,
i.e. a self-preserving [99] or as log-normal function [193], and solves for the moments of the GDE.
Kruis et al. [98] proposed a simple model for the GDE, by introducing transport equations for
the number, volume and surface area concentration of the aggregate particles. Coagulation and
sintering are described separately in the equations for the number and surface area concentration.
The morphology of the particles is considered by replacing the solid sphere diameter with the
collision diameter in the coagulation kernel. Sintering is described with an empirical model that
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correlates the sintering time to the primary particle diameter and temperature. In the present
work, the modified Kruis-model with nucleation source term is applied [139, 194]. A detailed
overview on models for the GDE is given by Tsantilis [193].
Numerical studies on the evolution of nanoparticles from flame synthesis are mainly limited
to Reynolds averaged Navier-Stokes (RANS) simulations. However, in recent years LES studies
of TiO2 synthesis have been carried out by Raman et al. [184] or Fox et al. [185], who applied
a QMOM for the solution of the GDE and investigated the influence of the chemical mechanism
on nucleation. Sung et al. [186] extended the model to describe the evolution of the particles
with a bivariate number density function. Related work has been published in the sooting flame
community, e.g. by Bisetti et al. [6] or Pitsch and Mu¨ller [128].
The combination of the LES approach and the monodisperse model was chosen as a path to
more accurate and detailed results that consider (at least) the major effects of turbulence, as a
step forward from our previous work with RANS [214].
6.2.3 Particle distributions in turbulent flows
Moving to a turbulent flow problem, one must first discuss what the particle population actu-
ally means. Mathematically, a probability density function for the particle properties exists at
every point and instant in a turbulent flame. The probability density can be interpreted as the
expectation of the particle population within a sampling volume at this point and time, where
the sampling volume must be smaller than the smallest scalar scale (Batchelor scale). This
Batchelor scale can be orders of magnitudes smaller than the Kolmogorov scale of turbulence
when nanoparticles are concerned. We will refer to this population as the local instantaneous
population (LIP).
The LIP differs from what one is usually interested in, the local time averaged population,
which may be the result of sampling at a point in an experiment. It is possible that a wide local
time averaged population results from many local monodispers LIP’s as a result of turbulence;
or as a result of a wide LIP resulting from the agglomeration of polydisperse particles. Existing
particle diagnostic techniques provide a time averaged local population, which makes it hard to
determine the cause for a wide population. We present the first LES of the nanoparticle synthesis
from FSP focusing on the effect of turbulence, i.e. many different LIPs are considered in the
averaging. Each LIP, in turn, is described by the Kruis-model [98].
6.3 Setup of the experiments by Kilian et al. [84]
The investigated spray burner (Tethis S.p.A., Fig. 6.1) was used by many research groups before
(e.g. [39, 60, 76, 84, 113, 114, 129, 191, 214]). The burner consists of a spray nozzle with a
concentric annular gap for the dispersion gas, an annular gap for the pilot flame and a sintered
matrix for the sheath gas supply. The capillary surmounts the other outlets by 0.5 mm to
guarantee a constant spray angle independent of the liquid flow rate [113]. A solution of 5ml/min
ethanol with 0.5 mol/l HMDSO is fed through the capillary, dispersed by an oxygen stream with
5 l/min. The premixed methane/oxygen pilot with flow rates of 1.5 and 3 l/min is surrounded by
oxygen sheath gas of 10 l/min (4). Ma¨dler et al. [113] showed for a cold ethanol spray and a given
inner nozzle gap that the median droplet mass diameter depends on the oxidant flow rate. The
3-D numerical domain starts 3 mm downstream of the jet-nozzle exit, as primary- and secondary
break-up are not considered in the simulations, as shown in Fig. 6.1 and spans a region of 40 x
40 x 100 mm. A Rosin-Rammler distribution is assumed to describe the droplet diameters, which
are used as initial and inlet conditions in the simulations (with a median diameter of ∼ 8 µm). It
is known that the burner is hard to adjust, so that a perfectly straight flame which is not leaning
to one side is hard to achieve. As the simulated flame burns perfectly straight, we also provide
results 5 mm off the centreline to have additional data for comparison to the experiments.
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Figure 6.1: Sketch of the burner with inlet (1) for the fuel/precursor, (2) dispersion gas, (3) pilot
and (4) the sheath gas supply with the zones A spray, B turbulent combustion and C particle
synthesis.
6.4 Modelling Approach
The Favre filtered conservation equations for mass and momentum are solved accounting for spray
evaporation as outlined below.
∂ρ
∂t
+
∂ρu˜j
∂xj
= Γ˙ρ (6.1)
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+
∂τ ij
∂xj
+
τ sgsij
∂xj
+ M˙d,i (6.2)
In Eqs. (6.1) and (6.2), u˜j , ρ, p, τ ij and τ
sgs
ij denote the Favre filtered velocity, the filtered density,
pressure and the viscous stress tensor, respectively. An eddy viscosity approach is used to model
the residual stresses τ sgsij , where the turbulent viscosity µt is determined with our implementation
[162] of Nicoud’s sigma model [133]. The source terms Γ˙ρ and M˙d account for the exchange of
mass and momentum with the spray and are evaluated for each droplet within a LES filter width
and are applied to the Euler and Lagrangian phases through two way coupling based on trilinear
interpolation.
6.4.1 Spray submodel - zone A
The spray is described in a Lagrangian framework [164], each physical droplet is represented by
one numerical particle d for which a set of differential equations is solved. Motion and evolution
of the droplet mass and temperature (assuming equilibrium conditions [2, 120]) are determined
from Eqs. (6.3-6.6), where xd, ud, ad, md and Td are the position, velocity, acceleration, mass
and temperature of the droplets, respectively
dxd,i
dt
= ud,i (6.3)
dud,i
dt
= ad,i =
f1
τd
(u˜i − ud,i) +
(
1− ρ
ρd
)
gi (6.4)
dmd
dt
= − Sh
3 Sc
md
τd
ln (1 +Bm) (6.5)
dTd
dt
=
Nu cp
3 Pr cpl
(Tg − Td)
τd
ln (1 +Bh)
Bh
+
m˙dLv
md cpl
(6.6)
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Drag, gravity and buoyancy affect the drop acceleration with τd, f1, ρd and gi the relaxation
time, correction factor for the drop drag coefficient, density and the gravitational acceleration,
respectively. The specific heat at constant pressure of the gas cp and liquid cpl and the latent heat
of vaporization Lv are used in Eq. 6.6 to determine the change of the droplet temperature. The
droplet diameter, particle Reynolds number and gas viscosity (dd, Red, µ) are used to determine
τd and f1.
τd =
ρdd
2
d
18µ
and f1 = 1 +
3
20
Re0.687d (6.7)
The changes of the droplet mass and temperature are determined with the Schmidt, Prandtl,
Sherwood, Nusselt and the Spalding numbers for mass and heat transfer Bm = (Y
S
F − Y∞F )/(1−
Y∞F ), Bh = cp(T − Td)/Lv. Two way coupling of the gas and liquid phase values is achieved by
trilinear interpolation.
6.4.2 Combustion submodel - zone B
The premixed flamelet generated manifold approach (PFGM) [201, 202] is used, coupled with the
artificial thickened flame (ATF) method [95]. Our PFGM/ATF implementation [157] for spray
combustion [164] is extended to account for two fuel and one oxidizer species. The composition
of the gas mixture is described by the element mass fractions of carbon and hydrogen (ZC and
ZH) according to Eq. (6.8). The method works for fuels with different C/H ratios.
Zα =
Nsp∑
i=1
aα,i
Wα
Wi
Yi (6.8)
The atomic or molecular weights of element α or molecule i are given by Wα and Wi respectively,
Yi is the mass fraction of molecule i, and aα,i denotes the number of atoms α in molecule i.
Assuming unity Lewis number [144], the filtered conservation equation for Zα reads:
∂ρZ˜α
∂t
+
∂ρu˜iZ˜α
∂xi
=
∂
∂xi
(
ρDS
∂Z˜α
∂xi
)
+ Γ˙Zα (6.9)
In Eq. (6.9), DS = D+Dt is the sum of the molecular and turbulent diffusivity, Dt is calculated
from the turbulent viscosity and turbulent Schmidt number Dt = µt/Sct. A joint progress variable
YP = YCO2 + YCO describes the progress of combustion.
∂ρY˜P
∂t
+
∂ρu˜iY˜P
∂xi
=
∂
∂xi
([
FED + (1− Ω) µt
Sct
]
∂Y˜P
∂xi
)
+
E
F
ω˙C + ω˙E (6.10)
In Eq. (6.10), F , E, Ω and ω˙C are the thickening factor, efficiency function, flame sensor and
chemical source term [157], respectively. The thermochemical quantities (e.g. ρ, ω˙C) are deter-
mined a priori by solving a set of 1D premixed flames with Cantera [56] - by varying the initial
composition of the flamelets as functions of ZH and ZC in equidistant steps. The resulting quan-
tities are interpolated from physical space to element mass fraction and progress variable space
and stored in the 3D look-up table as functions of ZC , ZH , and the normalised progress variable
YPN .
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6.4.3 Population balance submodel - zone C
The GDE for aerosols [49] is described with the monodisperse model [98, 139], which describes the
evolution of the number concentration, size and morphology of the particles through coagulation
and coalescence. A narrow size distribution for the silica primary particles is assumed, as found
by Boldridge [16] for aggregates, as a result of sintering at high temperatures. It may be expected
that the particle size distribution attains the self preserving size distribution by coagulation [100],
implied by the monodisperse model. Gro¨hn et al. [59] justified the application of the monodisperse
model with the aforementioned assumptions in their RANS simulations for the SiO2 synthesis
from a turbulent methane/oxygen diffusion flame with a HMDSO precursor [59] and in the FSP
process of ZrO2 [60].
In the LES context, a particle size distribution can be derived from sampling in time at
one point over monosized particles which have been exposed to different gas histories due to
turbulence. Compared to RANS, the LES enables a more accurate description of the turbulent
flow field and hence of the mixing and resulting thermochemical properties [128].
The Favre filtered, closure modelled transport equations for the particle number N˜ , surface
area A˜ and volume V˜ concentration are outlined below. The assumption of a narrow size distri-
bution is only needed on the sub-filter scales, but not for the resolved scales.
∂ρN˜
∂t
+
∂ρ
∂xj
(N˜uj −Dt ∂N˜
∂xj
) =
E
F
ρI − 1
2
βρN˜2 (6.11)
∂ρA˜
∂t
+
∂ρ
∂xj
(A˜uj −Dt ∂A˜
∂xj
) =
E
F
ρIa0 − ρ(A˜−As)
τ
(6.12)
∂ρV˜
∂t
+
∂ρ
∂xj
(V˜ uj −Dt ∂V˜
∂xj
) =
E
F
ρIv0 (6.13)
The particle diffusion is neglected due to their low diffusivity [59, 60, 185], the turbulent diffusivity
Dt is calculated as described above. The nucleation source term I describes the birth of particle
monomers. It is assumed that particle monomers are represented by silica molecules [199]. A
reduced reaction mechanism for the oxidation of HMDSO with 3 species and 2 reactions is solved
together with a reduced mechanism for ethanol, originating from Marinovs mechanism [118]. The
mechanism was adapted to reproduce the SiO LIF measurements by Feroughi et al. [36] and is
outlined below (in CGS units).
C6H18Si2O + OH → 2 SiO + 6CH3 + H (6.14)
with 6.00× 1012 0.46 15000
SiO + H2O → SiO2 + H2 (6.15)
with 8.50× 1010 0 5650
The source term I is tabulated as a function of the control variables I = f (ZC , ZH , YP ), and
is artificially thickened to be consistent with YP . In Eqs. (6.13 and 6.12), v0 and a0 are the
monomer volume and surface, respectively. The coagulation frequency β is calculated with Eq.
(6.16), the solid sphere diameter is replaced with the collision diameter dc to account for the
fractal shape of the particles [98].
β = 4pidcD
[
1
2dc
dc +
√
2g
+
√
2D
c12dc
]−1
(6.16)
g =
[
(dc + L)
3 − (d2c + L2)1.5] / [3 L dc]− dc (6.17)
In Eqs. (6.16) and (6.17), D = (kbT )/(3piµdc),
c =
√
(8kbT )/(piρb
V
N ), kb, T , ρb and L = (8D)/(pic)) are the particle diffusion, particle velocity,
This chapter was first published [165] and is reprinted with permission of the journal
6.5. Testing 103
Boltzmann constant, gas temperature, bulk density and mean free path of the particles, respec-
tively. The characteristic sintering time τ for silica and the surface area of the completely fused
particles AS in Eq. (6.12) are calculated as outlined below [194, 223].
τ = 6.5× 10−17dp exp 83000
T
(
1− dp,min
dp
)
(6.18)
AS =
(
V
Nv0
) 2
3
Na0 (6.19)
The primary, aggregate and collision diameters (dp, da and dc) are obtained from Eqs. (6.20),
with the number of primary particles np = (6V )/(piNdp
3) and a constant value of 1.8 for the
fractal dimension df , as proposed by Tsantilis et al. [194].
dp =
6V
A
, da =
(
6V
piN
) 1
3
and dc = dpn
1
df
p (6.20)
6.5 Testing
The complex global model must be validated, but the experimental investigations of flame spray
pyrolysis processes do not provide enough data for it. This is different to the situation in the
turbulent flame community around the TNF [1] workshop that provides complete and detailed
measurements for one identical setup including the PDF’s of velocity, composition and tem-
perature [8, 9, 172]. The present case of flame spray pyrolysis is more complicated than these
TNF-flames, which would necessitate even further measurements for model validation and de-
velopment. Until such are available, we try to achieve a sufficient validation for the individual
submodels as outlined below. We would like to urge the nanoparticle flame synthesis commu-
nity to work on the creation of one complete experimental dataset to enable a meaningful model
validation or falsification.
The presented study was performed with the LES in-house code PsiPhi, which was applied,
tested and validated with many LES of non-premixed, premixed and partially premixed flames,
for gaseous, solid or liquid fuels [20, 45, 82, 135, 157, 164].
A detailed validation of the spray submodel, as used in zone A, requires radial profiles of
the droplet distribution, liquid mass or volume flow rate (evaporation rates), velocities and their
fluctuations. Masri et al. [57] provided a detailed data set for ethanol spray flames with different
equivalence ratios and turbulence levels, by LDV/PDA at different radial positions. The spray
modelling in PsiPhi was validated with this dataset for different equivalence ratios and Reynolds
numbers [164].
To show the effectiveness of the multi-mixture fraction PFGM model for zone B, it is applied to
an artificial 2D test-case, where O2, H2 streams and a premixed CH4/O2 stream are fed through
three inlets with velocities of 5m/s - the geometry and mass fractions are shown together with the
velocities in Fig. 6.2. The investigated test case is independent from the FSP reactor, and is only
used for sub-model validation. The results obtained from the PFGM model are compared against
the reference data from a direct simulation with finite rate chemistry [33] using Openfoam. The
reduced mechanism DRM22 [48] is used in both. Figure 6.2 shows the satisfactory agreement
between the PFGM/ATF combustion model and the finite rate chemistry.
6.6 Results
6.6.1 Spray combustion - zones A and B
As shown in Fig. 6.3, the spray evaporation and combustion in zones A and B overlap and
interact between 5 and 25 mm above the burner. Figure 6.3a illustrates where the droplets
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Figure 6.2: Top: contour plots of the velocity ux; dimensions and mass fractions. Bottom: profiles
of the temperature, axial velocity and mass fractions of CH4, OH and H2O at two axial locations
(© finite rate chemistry, - PFGM) for the independent test case.
evaporate due to the heat from the pilot flame and the high slip velocities between the droplet
and the environment with a maximum mass release at the outer radius of the spray jet. The
major amount of the liquid is evaporated upstream of 15 mm, but drops with larger initial mass
and droplets in the core of the jet evaporate further downstream into the burnt gases 6.3a. Spray
evaporation was observed to be completely finished at 25 mm height above burner (HAB). The
vapor increases the element mass fractions ZH and ZC as illustrated for ZC in Fig. 6.3b. The
progress variable YP (Fig. 6.3c) illustrates the flame front of the spray flame at 5 mm. The
intermediate species SiO (Fig. 6.3d) is mainly predicted between 5 and 20 mm, which is in good
agreement with the SiO? measurements by Kilian et al. [84]. An axial shift of SiO compared
to the evaporated particle mass is observed since the evaporated mass is added to the unburnt
mixture and subsequently burnt.
Figure 6.3: Snapshots of (a) evaporated mass dmd, the Favre filtered (b) element mass fraction
ZC , (c) progress variable YP , (d) mass fraction YSiO, (e) the nucleation source term I.
Figure 6.4a shows a high mean temperature up to 3000 K in the premixed CH4/O2 pilot.
Furthermore, a quick increase of the temperature in the spray flame at 5 mm is observed. The
SiO mass fraction and its conversion to SiO2 are shown in Fig. 6.4a. The decrease of YSiO2 is
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Figure 6.4: Axial profiles of the (a) temperature and SiO/SiO2 mass fractions, (b) particle num-
ber concentration and (c) particle surface area concentration and volume concentration at the
centerline (solid) and at a radius of 5 mm (dashed), obtained from the simulations with (labels
with Cs ) and without slip correction factor.
attributed to the spreading of the jet.
6.6.2 Particle synthesis - zone C
The particle number concentration N as shown in Fig. 6.4b and 6.5a, increases first due to the
birth of monomer particles, and decreases afterwards as a result of coagulation. The surface area
A shown in Fig. 6.4c and 6.5b and volume concentration V (Fig. 6.4c and 6.5c) rise sharply at
5− 8 mm due to nucleation (Fig. 6.3e). Subsequent turbulent mixing with the environment leads
to a slow reduction of the mean volume concentration V , as illustrated in Fig. 6.4c. The surface
area concentration A decreases quickly because of sintering in the high temperature region, the
curve flattens out with decreasing temperature.
Figure 6.5 illustrates the influence of turbulence downstream of 30 mm, where the particle
laden flow is mixed with the environment. The model predicts that the primary particle diameter
as illustrated in Fig. 6.5d starts to grow at 15 − 25 mm, where the number of primary particles
(Fig. 6.5e) is at a maximum and starts to decrease. This indicates the high impact of sintering
by a reduction of A at almost constant V .
As shown in Fig. 6.6, a rather good agreement between the particles primary and aggregate
diameter is observed for large HAB, which results from the fast sintering of the aggregates to larger
primary particles. In contrast to the simulations, Kilian et al. [84] observed larger aggregates
predominantly.
6.6.3 Sample averaged particle size distribution
Figure 6.6 illustrates size distributions (based on particle numbers) for the particle primary di-
ameter (a), aggregate diameter (b) and collision diameter (c) obtained by the sampling over 256
This chapter was first published [165] and is reprinted with permission of the journal
106 Chapter 6. LES of nanoparticle synthesis from spray flame pyrolysis [165]
Figure 6.5: Snapshots of the Favre filtered (a) particle number N , (b) surface area A and (c)
volume concentration V , (d) primary particle diameter dp, (e) number of primary particles np,
(f) aggregate diameter da.
instants within 0.01 s, which corresponds to 5-10 flow-through times with respect to the mean
velocities at the sampling points. The sampling-volume is one filter volume with (0.25mm)3.
The sampled size distribution of the primary diameter on the centerline, as shown in Fig. 6.6a
(dark bars), shows a narrow distribution of small particles up to 40 mm due to nucleation with
some first influence of sintering with increasing primary diameter. At this location the aggregate
and collision diameters (Fig. 6.6b and 6.6c) have a bimodal size distribution, indicating a large
number of nucleated particles with small diameters and larger fractal shaped particles with larger
diameters. The larger particles result from coagulation without sintering at this point. This
bimodal shape is the result of particles which have been exposed to different histories due to
turbulence. Further downstream, the distribution of the primary particles diameter is bimodal
first, and the peak value is shifted towards larger values due to sintering. (The mean value changes
into the same direction.) The peak value of the aggregate diameter and collision diameters are also
shifted towards larger values. At 80 mm above the burner, the primary and aggregate particles
still grow, and their size distributions converge towards each other. Furthermore, the distribution
of the collision diameter highlights the location of nucleation, coagulation and sintering. A local
maximum collision diameter is found at 40 mm, where nucleation seems to be finished and
sintering gets dominant. Generally, turbulent mixing has increased at downstream locations,
leading to a broader size distribution of the primary and aggregate particle diameters.
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Figure 6.6: Particle size distribution (based on particle numbers) for the particle primary diameter
(a), aggregate diameter (b) and collision diameter (c), at a radius of 0 (dark) and 5 mm (light),
and at 20, 40, 60 and 80 mm HAB.
6.7 Conclusions
A large eddy simulation of the nanoparticle synthesis from flame spray pyrolysis was presented.
The width of the sampled size distribution of the primary, aggregate and collision diameters
was shown to be narrow first and increase especially at far downstream locations with increas-
ing impact of turbulent mixing. In contrast to RANS simulations, the size distribution is the
direct result of the time-resolved flow field, without applying further models such as presumed
distribution functions.
The proposed approach is helpful in understanding the interaction between the spray evapora-
tion, gas phase combustion and particle synthesis. Furthermore, the simulations with the global
approach can be used to optimize a reactor such that the size distribution can become narrower
by optimising the turbulent flow field. However, there is a case for better modelling in the future,
and a strong need for more complete, detailed and repeated experimental reference data to enable
the development, validation or falsification of existing or future models.
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7.1 Abstract
Nanoparticle formation from the gas phase is simulated to investigate the different models’ ca-
pabilities in the presence of mixing. The population balance equation (PBE) is approximated
by (a) a monodisperse model, (b) a bimodal model and (c) a sectional model, with a view of
using them in three dimensional direct numerical- and large-eddy simulations of real (turbulent)
flames and reactors. The sectional model accounts for nucleation and coagulation and resolves
the size distribution of a particle property, but is typically too costly for CFD simulations. The
monodisperse and bimodal models account for nucleation, coagulation and sintering, but only
solve for the moments of either an aggregation mode (monodisperse) or an aggregation and a
nucleation mode (bimodal).
First, the models are validated against a published reference case and the effect of the different
model assumptions is tested. Then, the impact of mixing different particle populations is dis-
cussed and the evolution of the resulting population is analysed. Furthermore, the capability of
the simple models compared to the sectional model is outlined. It is found that the monodisperse
and bimodal models work reasonably well in predicting the mean particle diameters when very
similar populations are mixed, but that the mean particle size may no longer be representative
and that the size distribution may differ considerably from the normal self preserving distribu-
tion. Indeed, the sectional model is necessary if the real size distribution is of interest in cases
with active mixing. Where mixing has only occurred ”long ago”, the monodisperse and bimodal
models tend to be sufficient to produce a realistic, self preserving size distribution.
7.2 Introduction
The size distribution is the key parameter that controls the properties of nanoparticles, their
functionality and their application [180]. Metal oxide particles such as titania (TiO2), silica
(SiO2), zirconium-oxide (ZrO2) or iron-oxide (Fe2O3) are commonly synthesized from the gas
phase in laminar [76, 155, 204, 220] or turbulent gas [68, 76, 77, 130, 167, 210, 211, 221, 225] or
spray flames [64, 113, 114, 129, 191]. In the processes, particles are nucleated at the supersaturated
state in the post flame zone by the clustering of molecules to particle monomers. These particle
monomers grow due to coagulation or aggregation, surface growth and coalescence [49]. Due to
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the flow and chemical dynamics of turbulent (spray) flames, the aforementioned aerosol dynamic
processes may occur simultaneously in space and time [165, 214]. The size distribution of the
particle population is influenced by the aerosol dynamical processes to which the particles are
exposed. The presence of recirculation zones or turbulence enhances the mixing of different
particle populations and increases the width of the resulting particle size distribution.
The evolution of the particles from the gas phase is described by the general dynamics equation,
a population balance equation (PBE) as outlined by Friedlander [49] and others. Several models
for the approximation of the PBE have been proposed, like discrete models [46], sectional models
[72, 109, 174, 222, 223], discrete-sectional models [15], models based on the method of moments
[6, 40, 47, 116], bimodal models [73] and the simple monodisperse models [61, 98, 139, 165, 180,
194, 214], in order of decreasing model complexity and computational cost, but at the expense of
model accuracy. (It should however be pointed out that most of the so called monodisperse models
are actually just monomodal, as a self preserving size distribution of finite width is assumed.)
From the aforementioned models, a sectional, a monodisperse and a bimodal model and have
been applied in the present work. These models were used before, to study the particle synthesis
from turbulent flows, flames and turbulent spray flames, where mixing of particle populations
with different histories obviously occurred. Gro¨hn et al. [59–61], Buddhiraje et al. [19], Weise et
al. [214] or Rittler et al. [165] applied the monodisperse model for the prediction of SiO2, TiO2
and ZrO2 from turbulent flames and spray flames. The sectional model was used by Miller and
Garrick [121] for the prediction of the particle diameter in a planar jet, by Modem et al. [122]
for the direct numerical simulation of particle coagulation in a temporal mixing layer, by Wang
and Garrick [208] for the simulation of titania formation and growth in temporal mixing layers
or by Das and Garrick [31, 110] for the investigation of the effects of turbulence on nanoparticle
growth in turbulent reacting jets. These aforementioned studies did, however, not outline the
impact of the mixing of different particle populations (with different histories) on the evolution
of the particle size distributions.
The specific objective of this work is the assessment of three different PBE models, with a view
of using them for the simulation and prediction in direct numerical- and large-eddy simulations
(DNS and LES) when particle populations with different residence times and histories are mixed.
The need of such a study can be seen from Fig. 7.1, illustrating the large-eddy simulation of
particle synthesis from spray flames with a detailed sectional model, where the local particle size
distribution (PSD) may be bimodal and the time averaged PSD is wider than the instantaneous
PSD, indicating simultaneous nucleation and coagulation as well as mixing of fluids with different
histories. The models considered are a) a sectional model [110, 121], b) a monodisperse model
[98] and c) a bimodal model [73], which are described later. The models were implemented as
modules for the in-house code PsiPhi [82, 157, 162, 164] and validated against a zero dimensional
test case proposed by Spicer et al. [180]. In the first part of the study, the evolution of the
particle population (diameters, number concentrations and size distributions) is discussed for a
wide range of operating conditions against the reference data by Spicer, to quantify the abilities
of the models without mixing. In the second part of the study, the models are tested when mixing
of fluids with different histories and particle populations occurs, to test how the models react to
mixing due to turbulence, recirculation, or the evaporation of fuel and precursor sprays.
7.3 Test case
A detailed and meaningful testing of the models based on experimental data is not feasible as
time and space resolved measurements of particle diameters and particle size distributions are
almost impossible to achieve. A numerical, well established test case in zero dimensions is used
instead. The case by Spicer et al. [180] describes the formation of titania particles (TiO2) from
the gas phase, with titanium tetrachloride (TiCl4) and oxygen (O2) as precursor and oxidizer,
respectively. At ambient pressure, three different (constant) temperatures T and three different
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Figure 7.1: Large-eddy simulation results for the particle synthesis from a spray flame with a
sectional model. Left and right: instantaneous and time averaged composed particle number con-
centrations of 3 sections (1, 7 and 12) illustrated together with spray droplets and nanoparticles.
Diameters have been scaled by 5 × 107 and 5 × 105. Center: instantaneous and time averaged
particle size distributions at 3 heights above the burner (hab).
initial precursor volume fractions φini are used as operating conditions, as outlined in table 7.1.
The reference work by Spicer et al. [180] studied the particle formation, nucleation, surface
oxidation and coagulation based on a moving sectional model and the modified monodisperse
model [98, 139, 180], with and without surface oxidation. Our work is based on the cases without
surface oxidation, but goes beyond the work of Spicer by investigating the importance and effect
of mixing, that is key to real (turbulent) synthesis flames, and the ability of different models to
describe the mixing effects correctly.
T [K]
1000 1400 1800
0.01 1000-01 1400-01 1800-01
φini [−] 0.10 1000-10 1400-10 1800-10
0.50 1000-50 1400-50 1800-50
Table 7.1: Process parameters used for the nine setups: three temperatures T [K] and initial
precursor volume fractions φini [−] are used.
7.4 Theoretical background
7.4.1 Population balance equations
The evolution of particles from flames includes particle formation (i.e. nucleation of monomer
particles from gas phase molecules), coagulation and coalescence (which may also be referred
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to as sintering) of monodisperse or polydisperse particles and surface growth. Besides these
forming processes (nucleation, coagulation, coalescence and surface growth), the particles are
exposed to external processes like convection, diffusion, gravitational settling or thermophoresis,
which usually do not change the size and morphology of the particles themselves, but their size
distributions at a sampling point. The evolution of the complete particle population by the
aforementioned processes for a transient problem in three dimensions is described by aerosol
dynamics. The general dynamics equation (GDE) − here given in the continuous form − is used
to describe the evolution of a complete particle population [49] and is outlined in Eq. (7.1).
∂n(v)
∂t
+
∂n(v)uj
∂xj
− ∂
∂xj
(
D
∂n(v)
∂xj
)
= I(v)δ(v − v0)
+
1
2
∫ v
0
β(v − v′, v′)n(v − v′)n(v)dv −
∫ ∞
0
β(v, v′)n(v)n(v′)dv′ +
[
∂n(v)
∂t
]
growth
+
[
∂n(v)
∂t
]
coalescence
(7.1)
In Eq. (7.1), n [m−3] is the particle number concentration for a specific particle volume v and
changes by convection and diffusion, the second and third term on the LHS. The five terms
on the RHS of Eq. (7.1) describe particle formation due to nucleation, birth and death due
to coagulation, surface growth and coalescence. Solving this GDE for each possible discrete
particle size (expressed by e.g. the particle volume, diameter, ...) is not possible for the present
case, due to computational limitations. Instead, three different modelling approaches are used to
approximate the GDE, namely a) the numerically still expensive sectional model [15, 109, 121],
b) a monodisperse model [60, 98, 139, 214] and c) a bimodal model [73]. The models are discussed
in the following subsections.
7.4.1.1 Sectional model
The applied sectional model accounts for particle formation due to nucleation and coagulation of
polydsiperse particles and divides the continuous space of a particle property, here the particle
volume, into a finite number of (discrete) size classes, the sections. Therefore, Ns transport
equations for the particle number concentrations Qk of the corresponding particle volume vk are
solved, as outlined in Eq. (7.2) for a transient, three dimensional problem:
∂ρQk
∂t
+
∂ρQkuj
∂xj
=
∂
∂xj
(
ρDk
∂Qk
∂xj
)
+ ρω˙Qk + ρIηk (7.2)
Here, Ns is the number of sections and k indicates the section number. The diffusivity D of
particles in section k is calculated with the Einstein-Smoluchowski relation [108] from the particle
diameter dk, the gas phase temperature T and viscosity µ, the Boltzmann constant kb and the
slip correction factor CS as outlined below.
Dk =
kbT
3piµdk
CS (7.3)
The slip correction factor CS is determined from the Knudsen number Knk = 2 λ/dk, with the
mean free path λ of the gas as given in Eq. (7.4).
CS =
5 + 4Knk + 6Kn
2
k + 18Kn
3
k
5−Knk + (8 + pi)Kn2k
(7.4)
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The coagulation source term ω˙Qk accounts for the ”birth” and ”death” of particles in section k by
coagulation and is determined according to Eq. (7.5).
ω˙Qk =

−
Ns∑
i=1
βi1QiQ1 for k = 1
+12
Ns∑
i=1
Ns∑
j=1
χijkβijQiQj −
Ns∑
i=1
βikQiQk for k > 1
(7.5)
The coagulation frequency βij in Eq. (7.5) is modelled according to Fuchs’ [50] expression for the
free molecular to continuum regime and is calculated from the particle diffusivity, diameter and
velocity Di, di and ci, respectively, as outlined in Eq. (7.6).
βij = 2pi (Di +Dj) (di + dj)
 di + dj
di + dj + 2
√
g2i + g
2
j
+
8 (Di +Dj)
(di + dj)
√
c2i + c
2
j
−1 (7.6)
The interpolation function χijk in Eq. (7.5) accounts for new agglomerated particles, which do
not have exactly the volume of a certain section and redistributes the particle volume to the
neighbouring sections, to conserve the particle number and volume. The interpolation function
χijk is determined as proposed by Miller et al. [121] or Garrick et al. [109] and is outlined in Eq.
7.7.
χijk =

vk+1−(vi+vj)
vk+1−vk for vk ≤ (vi + vj) < vk+1
(vi+vj−vk−1)
vk−vk−1 for vk−1 ≤ (vi + vj) < vk
0 otherwise
(7.7)
The particle velocity ck = [(8kbT )/(pimk)]
0.5 in Eq. (7.6) increases with temperature and de-
creases with the particle mass mk. The transition parameter gk for the free molecular to contin-
uum regime is determined from the particle diameters dk and the mean free path of the particles
Lk = (8Dk)/(pick) according to Eq. (7.8).
gk =
[
(dk + Lk)
3 − (d2k + L2k)3/2] [3Lkdk]−1 − dk (7.8)
In the sectional model, the volume averaged particle diameter dm is determined from the averaged
particle volume vm:
vm =
∑Ns
k=iQkvk∑Ns
k=iQk
⇒ dm =
(
6
pi
vm
)1/3
. (7.9)
The numerical cost of the sectional model results from solving a transport equation for each
section and dominantly from calculating the coagulation source term ω˙Qk for each cell of the three
dimensional computational domain. In the present work, the cost is much reduced by focussing
on a zero dimensional domain.
7.4.1.2 Monodisperse model
The monodisperse model as proposed by Kruis et al. [98] and modified to account for nucleation
[139] describes the evolution of the number concentration, size and morphology of the particles
through nucleation, coagulation and coalescence of locally monosized particles. The fractal shape
of the particles is considered by replacing the solid sphere diameter with the collision diameter
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[98]. Three transport equations are solved for the aggregate number concentration N , the surface
area concentration A and the volume concentration V , as outlined in Eqs. (7.10-7.12).
∂ρN
∂t
+
∂ρNuj
∂xj
=
∂
∂xj
(ρDp
∂N
∂xj
) + ρI − 1
2
βρN2 (7.10)
∂ρA
∂t
+
∂ρAuj
∂xj
=
∂
∂xj
(ρDp
∂A
∂xj
) + ρIam − ρ
τp
(A−As) (7.11)
∂ρV
∂t
+
∂ρV uj
∂xj
=
∂
∂xj
(ρDp
∂V
∂xj
) + ρIvm (7.12)
In our implementation of the monodisperse model, the gas phase density ρ is considered in the
transport equations, as in the work of Gro¨hn et al. [59–61]. The particle diffusivity Dp in Eqs.
(7.10-7.12) is calculated as described for the sectional model, however by replacing the particle
diameter of section k by the collision diameter dc (to account for the shape of the particles [98]),
as outlined in Eq. (7.13).
Dp =
kbT
3piµdc
CS (7.13)
The collision frequency β in the monodisperse model is also determined according to Fuchs’
expression for the free molecular to continuum regime. Assuming collisions of monodisperse
particles only (Di = Dj , di = dj , gi = gj and ci = cj) and by replacing the particle diameter by
the collision diameter dc, Eq. (7.6) reduces to Eq. (7.14).
β = 4pidcDp
[
1
2dc
dc +
√
2g
+
√
2Dp
c12dc
]−1
(7.14)
Alternatively the coagulation diameter may be calculated based on the definition for the free
molecular regime only (with the solid particle density ρp), which is outlined by the equation
below.
β = 4d2c
√
6kbT
ρpd3c
(7.15)
The collision diameter is also used for the calculation of the Knudsen number Kn and transition
parameter g, respectively, as given by Eqs. (7.16,7.17).
Kn = 2λ/dc (7.16)
g = [(dc + L)
3 − (d2c + L2)1.5] / (3 L dc)− dc (7.17)
In the monodisperse model, the diameter of an aggregate particle is determined from the volume
of one aggregate (va = V/N), and may be compared to the volume averaged diameter of the
sectional model. The diameter of the primary particles dp is determined from the aggregate
particles volume and the corresponding area. The collision diameter is determined from the
number of primary particles per aggregate as outlined below.
da =
(
6
pi
va
) 1
3
, dp =
6V
A
and dc = dpn
df
p (7.18)
The number of primary particles per aggregate is the ratio of the aggregate particle volume to
the primary particle volume.
np =
va
vp
=
V
N
6
pid3p
(7.19)
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In this work, the fractal dimension df is set to a value of df = 3, which corresponds to spherical
particles, to enable a comparison to the sectional model, which does not account for sintering.
The particle formation source term I in the monodisperse model leads to an underprediction of
the particle diameter as new monomers are added to the aggregates - a key shortcoming of the
extended monodisperse model.
7.4.1.3 Bimodal model
To resolve the monodisperse model’s weakness of underpredicting the particle diameter when
nucleation and aggregation occur simultaneously, Jeong and Choi [73] proposed ”a bimodal model
for the evolution of non-spherical particles undergoing nucleation, coagulation and coalescence”
with two modes − based on Kruis’ monodisperse model. The first mode describes the evolution
of monomer particles due to nucleation and coagulation and is fully described by the particle
number-, area- and volume concentration with N1, A1 and V1, respectively. The second mode
describes the evolution of aggregates due to coagulation and coalescence by the particle number-
, area- and volume concentration of mode two with N2, A2 and V2, respectively. The number
concentration in mode one changes due to particle formation I, intra-mode coagulation of particles
in mode one with β11 and inter mode coagulation of particles in modes one and two with β12 as
outlined in Eq. (7.20).
∂ρN1
∂t
+
∂ρN1uj
∂xj
=
∂
∂xj
(ρD1
∂N1
∂xj
) + ρI − 1
2
β11ρN1N1
(
r
r − 1
)
− β12ρN1N2 (7.20)
As the particles in mode one are considered to maintain their size, the particle volume and area
are calculated from the number concentration and the monomer area am and monomer volume
vm:
A1 = N1am and V1 = N1vm (7.21)
Further transport equations are solved for the particle number-, area- and volume concentration
of mode two as outlined in Eqs. (7.22-7.24).
∂ρN2
∂t
+
∂ρN2uj
∂xj
=
∂
∂xj
(ρD2
∂N2
∂xj
) +
1
2
β11ρN1N1
(
1
r − 1
)
− 1
2
β22ρN2N2 (7.22)
∂ρA2
∂t
+
∂ρA2uj
∂xj
=
∂
∂xj
(ρD2
∂A2
∂xj
) +
1
2
β11ρN1N1
(
r
r − 1
)
am + β12ρN1N2am − 1
τp
(A2 −N2a2,s)
(7.23)
∂ρV2
∂t
+
∂ρV2uj
∂xj
=
∂
∂xj
(ρD2
∂V2
∂xj
) +
1
2
β11ρN1N1
(
r
r − 1
)
vm + β12ρN1N2vm (7.24)
The coagulation frequency βij (with i ∈ {1, 2} and j ∈ {1, 2}) in Eqs. (7.20-7.24) is calculated
with the same assumptions as in the two previous models, for the free molecular to continuum
regime according to Eq. (7.6), and the particle diffusivity Di according to Eq. (7.3). As described
for the monodisperse model, the collision diameter replaces the solid sphere diameter to account
for the fractal shape of the particles and is used to calculate the collision frequency βij , the particle
diffusivity Di, the transition parameter gi and the Knudsen number Kni of the aggregates. The
function r redistributes new aggregated particles whose size does not coincide with the particles
in mode one or two, so that the particle number and volume is conserved. Besides the diameter
of the aggregates and the monomers, the bimodal model also yields the volume averaged particle
diameter, dav, which is obtained from the total volume concentration Vt = V1 + V2 and number
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concentration Nt = N1 + N2, based on the averaged particle volume vav = Vt/Nt, according to
Eq. (7.25):
dav =
(
6
pi
vav
)1/3
=
(
6
pi
Vt
Nt
)1/3
(7.25)
7.4.2 Reaction mechanism and particle formation
The gas phase oxidation of titanium tetrachloride (TiCl4) and oxygen (O2) is described by a
global one step reaction, according to the following equation [180].
TiCl4 + O2→ TiO2 + 2Cl2 (7.26)
In our current work, the surface reactions are neglected and the molar concentration C of titanium
tetrachloride is reduced according to Eq. (7.27), with kT iCl4 = 8.26× 104 exp (−10681/T ).
dC
dt
= −kT iCl4C (7.27)
A simple model for the particle formation is used, assuming that titania molecules represent the
first particle monomers; therefore the nucleation source term I is calculated as given by Spicer et
al. [180]:
I = −dC
dt
NA = kT iCl4CNA. (7.28)
7.4.3 Modelled particle size distribution
The particle size distributions in the monodisperse (MM) and bimodal (BM) model are modelled
with an assumed log normal size distribution for each mode, parameterised by the mean particle
diameter of mode one dg1 (MM) and the mean diameters of modes one and two dg1 and dg2 (BM)
and the corresponding particle number concentrations N , N1 and N2:
n(dp) =
Ni√
2pi ln(σ)
exp
[
−1
2
(
ln(dp/dgi)
ln(σ)
)2]
/dp (7.29)
The PSD may also be obtained from the particle volumes according to Eq. (7.30):
n(vp) =
Ni
3
√
2pi ln(σ)
exp
[
− 1
18
(
ln(vp/va)
ln(σ)
)2]
/vp (7.30)
A constant value of 1.4 is used for the geometric standard deviation σ.
7.4.4 Quantification of modelling error
To estimate the deviation of monodisperse and bimodal models from the sectional model, an error
E is defined that is calculated from the number concentrations Qi from the sectional model and
the number concentrations Ni from the modelled log-normal size distribution of the monodisperse
and bimodal model:
Ed =
√∫ dmax
dm
(Qi −Ni)2 ddp√∫ dp=vmax
dp=vm
(Qi)
2 ddp
. (7.31)
Alternatively, the error may be determined based on the particle volume vp as outlined in Eq.
(7.32):
Ev =
√∫ vmax
vm
(Qi −Ni)2 dvp√∫ vp=vmax
vp=vm
(Qi)
2 dvp
. (7.32)
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7.4.5 Mixing related phenomena
The mixing cases certainly raise the question of how well the models are able to describe a non-
uniform spatial or temporal distribution of the particle populations that may require modeling in
LES or RANS simulations of turbulent flows. This RANS or LES modeling is beyond the scope
of the present paper. The effect of temporal and spatial fluctuations of the particle population on
RANS and LES simulations is however demonstrated in the appendix, which shows that better
RANS and LES models will be required.
7.5 Results
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Figure 7.2: Illustration of a) the temporal evolution of the particle diameter predicted by the
monomodal (MM), bimodal (BM) and sectional (SM) models (with β1 and β2 in the MM and
BM model; results of the sectional model are shown for 20 and 40 sections) and b) the particle
size distribution obtained with the sectional model (SM) with 40 sections after different residence
times (for reference case 1400-10, with T = 1400 K and an initial precursor volume fraction of
φini = 0.1).
1
7.5.1 Particle evolution
Particle diameter
The evolution of the particle diameter is discussed for case 1400-10 (T = 1400 K and φini =
0.1)2. Figure 7.2a illustrates the predicted volume averaged particle diameters over the particle
residence time3 t. The initial number concentrations for the different models are assumed to
be zero Nini = 0; the calculated initial particle diameter dm = 0.4 nm, representing monomer
particles. In the log-log plot of dp(t), three different particle growth rates may be identified. The
linear slope of dp(t) in zone I is explained by the slow reduction of the precursor concentration C
or consequently the slow growth of the number concentration. In zone II, the nucleation source
term drops, which is caused by the reduction of the precursor concentration and leads to an
increase of the particle number concentration due to particle formation. This internal nucleation
process competes with coagulation, which leads to a reduction of the number concentration and
subsequently a growth of the particle diameter, explaining the steeper gradient ∂dp/∂t in the
second zone. The aforementioned finding is also supported by the particle size distribution as
outlined in Fig. 7.2b. In zone III, the slope flattens as the precursor gets consumed completely,
also shown by the particle size distribution in Fig. 7.2b by the curve for a residence time of 1 ms.
1Figure and figure caption were modified to improve the quality of the paper.
2φ replaced by φini
3The term residence time is used to be consistent with the work of Spicer, even if it may be imprecise in zero
dimensions.
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Particle size distribution
The evolution of the particle size distribution is discussed for the same case, 1400-10 (T =
1400 K and φini = 0.1). Figure 7.2b illustrates the predicted particle size distribution as ob-
tained with the sectional model with 40 sections after residence times of 1 ms, 10 ms, 0.1 s and
1 s, respectively. The sectional model shows the bimodal particle size distribution, with a nucle-
ation mode and an aggregation mode. The nucleation mode vanishes for a residence time of 1 s.
Interestingly, from a residence time of 0.1 s to a residence time of 1 s, particles with intermediate
diameters between 2 nm and 20 nm are hardly found, just small particles from nucleation and
large particles from coagulation.
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Figure 7.3: Illustration of the temporal evolution of the particle diameter predicted by the
monomodal (MM), bimodal (BM) and sectional (SM) models for varying process parameters
(cases 1000-01, 1400-10 and 1800-50, with process temperatures T of 1000 K, 1400 K and 1800 K
and initial precursor volume fractions φini of 0.01, 0.1 and 0.5, respectively).
4
Impact of the process parameters
The particle synthesis is now investigated for three different temperatures and initial precursor
concentrations − the case with the lowest temperature and precursor concentration (case 1000-
01), the case with a medium temperature and precursor concentration (case 1400-10) and the
case with the highest temperature and precursor concentration (case 1800-50). The evolution
of the particle diameter is outlined in Fig. 7.3. The increased temperature leads to a quicker
reduction of the precursor concentration with a faster reduction of the nucleation source term
and therefore a steeper gradient of dp(t) with a faster particle growth. The particle diameter
predicted for the maximum residence time of t = 10 s and the three illustrated cases, increases as
a result of the increased precursor concentration, the increased temperature leads just to a faster
particle growth.
7.5.2 Performance and convergence of the sectional model
To justify the number of used sections for the further study, the well known impact of section
spacing is also investigated in the present study.6 The performance and convergence of the sec-
tional model is investigated based on case 1400-10. Figure 7.2 has shown that the results for the
particle diameter predicted with the sectional model compare very well with the particle diameter
of the reference data by Spicer et al. [180]. The particle size distribution is illustrated in Fig.
7.4 for different numbers of sections, from Ns = 10 to Ns = 75, respectively. By reducing the
number of sections, the resolution and hence accuracy of the particle diameter space (or particle
volume space) is coarsened as the maximum resolved diameter (or volume) was kept constant.
The predicted size distributions of the sectional model with 75 and 40 sections is in very good
agreement with the reference data, which was obtained by Spicer with a moving sectional method
4Figure and figure caption were modified to improve quality of the paper.
5Figure and figure caption were modified to improve quality of the paper.
6This information was added after defense.
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Figure 7.4: Illustration of the particle size distribution obtained with the sectional model (SM)
after residence times of 1 ms, 10 ms, 0.1 s and 1 s for the simulations with 10, 20, 30, 40 and 75
sections in comparison to the reference data by Spicer et al. [180] for the reference case with
T = 1400K and an initial precursor volume fraction of φini = 0.1.
5
[53, 85, 97]. This indicates that resolution independence in size space is reached with 40 sections
for this case. It must be stressed, however, that for the investigated cases a wide range of particle
diameters, of up to 100µm with a very long residence time had to be covered. The residence
time in real flames is usually shorter, leading to a narrower particle size distribution, so that less
sections would be required. The shorter residence time would lead to a narrower particle size
space that needs to be resolved and subsequently a reduced number of required sections.
The coarsening of the resolution of the particle diameter space leads to a widening of the size
distribution. The trend and the volume averaged particle diameter are predicted well with 10
and 20 sections already, as illustrated in Fig. 7.2a.
7.5.3 Performance of the bimodal and monodisperse model
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Figure 7.5: Temporal evolution of the particle diameter predicted by the monomodal (MM),
bimodal (BM) and sectional (SM) models (with β1 and β2 in the MM and BM model) for the
case with T = 1400 K and increasing initial precursor volume fraction φini of 0.01, 0.1 and 0.5,
respectively. Results of the sectional model (SM) are shown for 20 and 40 sections.7
The performance and validity of the bimodal and monodisperse models are investigated for the
cases with a process temperature of 1400 K and for all three initial precursor concentrations. Up to
a short residence time (zone I), when the nucleation mode is dominant over the coagulation mode,
the bimodal and monodisperse model are able to predict the same volume averaged diameter as
the sectional model, as illustrated in Fig. 7.5, (for the number concentrations and diameters,
refer to Fig. 7.6). With a further growth of the aggregated particles and ongoing nucleation
7Figure and figure caption were modified to improve quality of the paper.
8Figure and figure caption were modified to improve quality of the paper.
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Figure 7.6: Particle size distributions for case 1400-10 (for T = 1400 K and an initial precursor
volume fraction of φini = 0.1) after residence times of a) 1 ms, b) 0.1 s and c) 0.3 s, respectively,
together with the aggregate diameter predicted by the MM model, the monomer-, aggregate- and
averaged diameter obtained from the BM model and the volume averaged diameter as predicted by
the SM model. Additionally shown are log-normal distribution for the aforementioned diameters.8
(zone II, Fig. 7.6c), the bimodal model is still able to predict the volume averaged particle
diameter in good agreement with the sectional model. The bimodal model is even able to capture
the correct diameter of the aggregates. The monodisperse model, however, under-predicts the
particle diameters strongly. This under-prediction is attributed to the model property of having
only one mode, and adding the nucleation source term to the aggregate particles. Even if the
model predicts the right average diameter, the particles predicted by the monodisperse model
may not be representative as only larger and smaller particles exist, as illustrated in Fig. 7.6b.
In zone III, where nucleation has completed and coagulation is the determining aerosol process,
the diameters predicted by the monodisperse model converge towards the diameters predicted
by the bimodal and sectional model. This also indicates that for cases where nucleation and
coagulation do not occur simultaneously, the monodisperse model is a good alternative to the
bimodal or sectional model. This finding is also supported by Fig. 7.14, which illustrates the
evolution of the particle diameter for a case with an initial number concentration and without
nucleation, the monodisperse model predicts the same diameter as the sectional model for all
residence times. Figure 7.6 also illustrates the assumed size distributions superimposed to the
number concentrations and diameters of the monomers and aggregates for the MM and BM
models. These log-normal distribution functions are determined from Eqs. (7.29) and (7.30).
The modeled size distribution of the BM model predicts the aggregates reasonable well compared
to the sectional model, the SD of the monodisperse model is not representative for the illustrated
residence times.
One parameter affecting the performance of the monodisperse and bimodal model is the coag-
ulation kernel. The improper choice of this can lead to a strong over prediction for large particles
after long residence times as shown in Fig. 7.5.
The errors of the bimodal and monodisperse model, relative to the sectional model, can be
quantified according to Eqs. (7.31) and (7.32). The error of the bimodal model is small as it
accounts for an inception mode, the error of the monodisperse model is much higher, especially
as long as nucleation and coagulation occur simultaneously, as outlined in Fig. 7.9a. The error
of the monodisperse model, however, converges towards the error of the bimodal model for high
residence times, when nucleation has less impact.
7.6 Impact of mixing
In the presence of mixing due to turbulence or recirculation zones, an increased mixing of fluid
volumes with different particle populations occurs. Depending on the geometry of the burner and
This chapter was submitted to the journal of Aerosol Science
7.6. Impact of mixing 121
housing, particle populations with histories of a few seconds may be mixed with newly formed
particles.9 Figure 7.1 illustrates exemplarily results for the particle synthesis from a spray flame
based on a large-eddy simulation with the sectional model and 20 sections. The left part of the
figure illustrates instantaneous snapshots of the composed particle number concentrations for the
monomers and particles with a diameter of 6 nm and 40 nm respectively, on a 2D cross section
of the 3D simulation. The figure in the center illustrates instantaneous and sample averaged
particle size distributions on the centreline for three different heights above the burner. The PSD
in the center of the figure indicates that a) nucleation and coagulation occurs simultaneously and
b) that mixing occurs for all investigated locations. The mixing of two particle populations with
different histories raises the question how well the different models are able to describe a further
evolution of the particle properties, e.g. the diameter for turbulent reacting flows. It needs to be
stressed, that the rate of particle mixing is very small in laminar flows due to the small Schmidt
numbers, but that it is greatly enhanced by turbulence, typically by several orders of magnitude
(which is why most chemical processes that require mixing are designed to feature strong levels of
turbulence). The parameter ”mixing” could be quantified by the coagulation and nucleation time
or length scales.10 This quantification, however, would require very detailed and costly direct
numerical simulations.11 These simulations would greatly extend the scope and volume of the
present paper and are part of our future work.12
Generic test cases are now developed which consider the mixing of particle populations from
the previous simulations at different residence times − as a realistic representation of the mixing
of ”old recirculated fluid” with ”fresh, just reacted fluids”. The five new cases are based on the
process with T = 1400 K and φini = 0.1, and describe the evolution of the particle population
starting from a bimodal/trimodal size distribution that results from mixing. As it is known that
the sectional model is capable of describing the population that results from mixing, the data
from the sectional model is used as the reference against which the monomodal and bimodal
models are tested.
Mixing of populations with similar residence times without nucleation
The first test case and particle size distribution is obtained by mixing the particle popula-
tions of case 1400-10 at a residence time of 1 ms with the population after 10 ms, respectively.
Nucleation is not considered, the initial particle size distribution is shown in Fig. 7.7a. (Such a
configuration may be found in a setup with a fast consumption of a precursor and a small recir-
culation zone.) The mixing of these populations leads to a trimodal population, which cannot
be described by the mono- and bimodal models. The trimodal shape of the population changes
first to a bimodal distribution at t = 1 ms, which converges towards the self preserving size
distribution due to coagulation, as illustrated in Figs. 7.7c and 7.7d. The bimodal and monodis-
perse models predict the evolution of the mean particle diameter reasonably well in comparison
to the sectional model. For long residence times, the presumed log-normal size distributions of
the monodisperse and bimodal models are in good agreement with the predicted PSD from the
sectional model. However, for an early residence time the width of the PSD cannot be represented
by simple log-normal distributions.
The errors of the monodisperse and bimodal models for the case without nucleation but mixing
particle populations with similar residence times are high directly after mixing, but decrease for
longer residence times as the particle size distribution can attain the self preserving size distribu-
tion, undisturbed by nucleation or mixing, as shown in Fig. 7.9b. As nucleation is not included
in this case, the error results from mixing only, and hence, the bimodal model is not superior to
9This information was added aftre defense.
10This information was added after defense.
11This information was added after defense.
12This information was added after defense.
13Figure and figure caption were modified to improve quality of the paper.
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PSD evolution after mixing populations from 1ms with 10ms
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Figure 7.7: Illustration of new particle populations as obtained by mixing the populations from
case 1400-10 (for T = 1400 K and an initial precursor volume fraction of φini = 0.1) after 1 ms
with 10 ms (Fig. a)-d)) and 1 ms with t = 1 s (Fig. e)-h)), respectively without nucleation.13
the monodisperse model.
Mixing of populations with different residence times without nucleation
The second test case is obtained by mixing the particle populations of case 1400-10 at residence
times of 1 ms and 1 s, respectively. This case excludes nucleation, the initial size distribution is
illustrated in Fig. 7.7e. (This configuration may be found in a setup with a fast consumption of
the precursor, as in the previous configuration, but with a large recirculation zone.) From the
mixing, a trimodal distribution results, which changes first to a bimodal distribution, which is
conserved for a much longer residence time up to t = 1 s. The bimodal and monodisperse models
predict the evolution of the mean particle diameter well. However, neither the monodisperse nor
the bimodal model are able to capture the diameters of the modes. The bimodal model can’t
capture the second mode, as it is not a nucleation mode. The shape and the width of the particle
size distribution cannot be represented by a presumed PSD determined from the monodisperse
and bimodal model for an early residence time.
If the strength of mixing is increased, the errors of the monodisperse and bimodal models have
the same trend as with less mixing, i.e. the high error directly after mixing drops with times,
but the error is and remains larger, as illustrated in Fig 7.9c. Here again, the error results from
mixing only and the bimodal model is not superior to the monodisperse model.
Mixing of populations with different residence times, with medium nucleation
The previous test cases excluded nucleation, which is now included: The setup is obtained
by mixing the particle populations and precursor concentrations of case 1400-10 after residence
times of t = 1 ms and t = 1 s, however with medium nucleation as outlined in Figs. 7.8a to
7.8d. The nucleation rate is calculated according to Eq. (7.28) as in the previous study, however
14Figure and figure caption were modified to improve quality of the paper.
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PSD evolution after mixing populations from 1ms with 1s, with medium nucleation
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PSD evolution after mixing populations from 1ms with 1s, with strong nucleation
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PSD evolution after mixing populations with 1ms and 1s, with iterating nucleation
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Figure 7.8: Illustration of new particle populations as obtained by mixing the particle size dis-
tributions and precursor concentrations for the case with T = 1400 K and an initial precursor
volume fraction of φini = 0.1 at residence time of t = 1 ms with t = 1 s. The nucleation rate
is calculated from (Fig. a-d) the precursor concentration after mixing, (Fig. e-h) the precur-
sor concentration after mixing which was artificially set constant and (Fig. i-l) the precursor
concentration after mixing which was artificially and iteratively set constant or to zero.14
from the precursor concentration after mixing.15 (Such a setup may be found in flames with
large recirculation zones, flames with a slow precursor consumption or in spray flames where the
precursor is continuously supplied over a large physical range). Again, a trimodal size distribution
results from mixing, which is conserved over a longer residence time as compared to the two
previous setups. In the presence of nucleation and mixing, the bimodal model is able to capture
the volume averaged particle diameter, as well as the diameters of the monomers and aggregates
after longer residence times. The monodisperse model predicts the averaged particle diameter
well, it is, however, far off the diameter of the aggregates or monomers. The presumed particle
size distribution from the bimodal model cannot represent the real SD directly after mixing, for
longer residence times, however, the agreement between the modelled and real PSD is improved.
The SD from the monodisperse model is only in agreement with the real PSD after very long
15This information was added after defense.
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residence times, when the SD attains the self preserving distribution undisturbed.
The error for the setup with mixing and medium nucleation is much higher for the monodis-
perse model than for the bimodal model, as outlined in Fig. 7.9d, which is however, higher as
the error for the setup without mixing (compare Figs. 7.9a and 7.9d).
(It must be stressed that the total mass of the particles and the gas phase is conserved for the
previously investigated cases. The following two cases are canonical test-cases to highlight the
behaviour of the models in the limit of very strong nucleation.).16
Mixing of populations with different residence times with strong nucleation
As in the previous setup, mixing of populations with different residence times is considered
in this case, just with strong nucleation. The nucleation rate is calculated according to Eq.
(7.28) as in the previous study, however from the precursor concentration after mixing which was
artificially set to a constant value.17 (It must be stressed that for this set-up, the mass fractions
may be not conserved, but this case represents a suitable well-defined canonical test-case.)18 Both
simple models predict the averaged diameter well, as shown in Figs. 7.8e to 7.8h. As for the
previous setup, the bimodal model predicts the correct aggregate diameter for longer residence
times. Directly after mixing, however, the bimodal model is not able to predict the aggregate
diameter correctly, as shown in Fig. 7.8f. The modelled particle size distributions determined
from both simple models fail to predict the real PSD up to a residence time of 0.1 s. For longer
residence time, a good agreement of the PSD predicted by the bimodal model is observed. The
monodisperse model also fails to predict the correct PSD for long residence times, as illustrated
in Fig. 7.8h.
In the presence of strong nucleation and initial mixing of particle populations, the error of the
bimodal model appears to be smaller than for the setup with less nucleation, but only due to a
stronger impact of the nucleation mode and hence a relatively weaker effect of the agglomerate
mode, as illustrated in Fig. 7.9e. Because of the strong impact of nucleation, the error of the
monodisperse model increases continuously.
Mixing of populations with different residence times with repeated nucleation
Finally, the impact of initial mixing and repeated nucleation is investigated and shown in Figs.
7.8i to 7.8l. As in the two previous cases, the nucleation rate is calculated from the precursor
concentration after mixing.19 In this case however, the precursor concentration was artificially
and repeatedly set to a constant value or to zero.20 (Also for this case it must be stressed
that the mass fractions may be not conserved, but this set-up represents a suitable well-defined
canonical test-case.)21 As outlined for the previous setups, the volume averaged particle diameters
predicted by all three models are in good agreement. The particle size distribution obtained from
the bimodal model represents the real PSD reasonably well after longer residence times when
nucleation and coagulation occur simultaneously. The PSD predicted by the monodisperse model
is in reasonable agreement when nucleation and coagulation do not occur simultaneously.
The error resulting from initial mixing and iterative nucleation is shown in Fig. 7.9f: while
nucleation is present, the impact of mixing on the error of the bimodal model appears to be small.
The error of the monodisperse model increases when nucleation occurs.
Findings
16This information was added after defense.
17This information was added after defense.
18This information was added after defense.
19This information was added after defense.
20This information was added after defense.
21This information was added after defense.
22Figure and figure caption were modified to improve quality of the paper.
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Figure 7.9: Evolution of the errors of the monodisperse (MM) and bimodal (BM) model on
basis of the particle diameter d and particle volume v determined according to Eqs. (7.31) and
(7.32), respectively. Illustration of the error quantification for a) the reference case 1400-10,
b) case 1400-10 with mixing of populations after 1 ms with 10ms without nucleation, c) case
1400-10 with mixing of populations after 1 ms with 1 s without nucleation, d) case with mixing
the populations after 1ms with 1s with medium nucleation, e) high nucleation and f) repeated
nucleation.22
The error measure indicates a) that nucleation strongly increases the error of the monodisperse
model (as expected), b) that the impact of mixing leads to a reduced accuracy of the monodisperse
model but also of the bimodal model, c) the need for a model that accounts for mixing and d)
that the error drops as soon as mixing and nucleation cease - leading to a self preserving size
distribution after a sufficiently long time. These findings indicate that the simple monodisperse
and bimodal model are suitable for cases where the particles are exposed to long residence times
after mixing, so that the PSD may return to the self preserved distribution again. But it also
indicates that in recirculation zones and turbulent flows with simultaneous nucleation, coagulation
and mixing, an elaborated particle model may be inevitable, as the PSD is prevented from
attaining the self preserving distribution again.
7.7 Conclusions
A sectional-, a bimodal- and a monodisperse model have been compared for cases with and
without mixing. The models were validated against an artificial reference case by Spicer et al.
[180], which described the synthesis of TiO2 from TiCl4 in O2 by a global one step reaction and a
simple nucleation model. The evolution of the particle properties and the impact of the process
parameters have been discussed based on the particle diameter, particle size distribution and the
particle number concentrations. An error measure was introduced, based on the particle size
distribution from the sectional model and the simple models, to analyse the evolution of the error
in time. Furthermore, the importance of a proper turbulence model for the aggregation source
term was illustrated for an idealized intermittent case.
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Very good agreement of the particle size distribution could be achieved with our implementa-
tion of the static sectional model in comparison to the reference data [180]. A too low resolution
of the particle volume space lead to a light widening of the particle size distribution, but did not
influence the prediction of the volume averaged particle diameter. The bimodal model was able
to capture the diameters of the aggregates and the averaged particle diameters for all cases with
simultaneous nucleation and coagulation, the monodisperse model was only able to capture the
averaged particle diameters for a dominant nucleation or coagulation mode. It was also shown
that the particle size distribution constructed from a presumed distribution function represents
the real particle size distribution reasonably well for cases without nucleation and mixing.
The impact of mixing was investigated for five generic test-cases based on combining two
different populations and monitoring their evolution. Results of the sectional model were con-
sidered as a reference. The size distributions predicted by the monodisperse and bimodal model
strongly deviate right after mixing, but return to a good agreement eventually, well after mixing
had finished, when a monodisperse or bimodal model would suffice again. This means that cases
dominated by mixing will require a sectional method, whereas cases with negligible mixing can
be described reasonably well with the bimodal or even monodisperse model.
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Appendix
23 Figure 7.10 illustrates the evolution of the particle diameter for the complete set of investigated
test-cases. The particle evolution as discussed in the previous section is also found for the cases
that were not discussed in detail in the paper.
Impact of time-averaging or spatial filtering
Simulations of turbulent flows normally reduce the computational effort by only considering time-
averaged <φ> or spatially filtered φ quantities φ, using the RANS (Reynolds Averaged Navier
Stokes) or LES (Large-Eddy Simulation) approaches. This means that for a point or a filter
volume, the distribution of the quantity φ is not known, but only a mean value (time-averaged
or spatially filtered). The distribution of the quantity φ does, however, affect averaged or filtered
quantities that non-linearly depend on φ. Therefore, the knowledge of the mean value is not
enough. In RANS, the distribution of φ is known as the PDF (Probability Density Function),
in LES as the FDF (Filtered Density Function). In the context of nanoparticle synthesis, the
agglomeration term depends not just on the mean particle number density, but actually on its dis-
tribution, which hence affects the evolution of the time-averaged or filtered particle distribution.
Thus, the development of suitable turbulence models is necessary
The effect of the distribution is demonstrated in the following section for an idealised intermit-
tent case. In this case, the mean number concentration <Ni> (or the filtered concentration N i)
is obtained as the average of samples of a high value Nhi =<Ni> /α with a probability of α and
samples of a low value N li = 0 with the probability of 1 − α. (For example in RANS, one could
think of a time series that repeatedly takes the value of Nhi for α seconds and of N
l
i for (1− α)
seconds.) This means that either a high concentration Nhi exists or a zero one (N
l
i = 0) − with
23All figures in the appendix were modified to improve the quality of the paper.
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Figure 7.10: Evolution of the volume averaged particle diameter with respect to time for three
different temperature regimes and three different initial volume fractions. Comparison of the
simulation results against the results by Spicer et al. [180].
a corresponding effect on aggregation that depends non-linearly on the number concentration as
βNiNj . The difference between correctly computing the evolution of the particle population based
on the intermittent concentration (either Nhi or N
l
i = 0) and of incorrectly computing it from
the constant mean value <Ni> is illustrated in Figs. 7.16a to 7.16d, for α ∈ {1, 0.1, 0.01, 0.001}.
This clearly shows that the very high instantaneous (or spatial) concentrations lead to a very
fast agglomeration and hence increase of particle size and reduction of particle number. A quan-
titative representation of the evolution of the error with time is illustrated in Figs. 7.16e to
7.16h, showing that the error is zero to start with, increases rapidly and then drops off slowly
after the agglomeration has slowed down due to very few remaining particles. It also needs to
be pointed out that very considerable errors can result, depending on the intermitency factor α
− errors that can well exceed the error caused by a simplistic model (e.g. monodisperse) even
for a complicated size distribution function. This means that further work on proper turbulence
modelling for nanoparticle synthesis is needed, although the LES tends to yield smaller errors
than RANS, as much of the fluctuations are resolved.
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Figure 7.11: Particle size distribution for the case with 1000 K and all initial precursor concen-
trations. The PSD are shown for four different residence times and for the sectional model with
75, 40, 30, 20 and 10 sections compared against the simulation results by Spicer et al. [180].
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Figure 7.12: Particle size distribution for the case with 1400 K and all initial precursor concen-
trations. The PSD are shown for four different residence times and for the sectional model with
75, 40, 30, 20 and 10 sections compared against the simulation results by Spicer et al. [180].
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Figure 7.13: Particle size distribution for the case with 1800 K and all initial precursor concen-
trations. The PSD are shown for four different residence times and for the sectional model with
75, 40, 30, 20 and 10 sections compared against the simulation results by Spicer et al. [180].
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Figure 7.14: Evolution of the particle diameter without nucleation, as predicted by the sectional,
bimodal and monodisperse model.
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Figure 7.15: Evolution of the particle diameter without nucleation, as predicted by the sectional,
bimodal and monodisperse model.
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Figure 7.16: Evolution of a) the particle diameter, b)-d) the particle size distribution and e)-h)
the error index for case 1400-10 without nucleation or mixing, but with an α−1 times higher initial
number concentration for the sectional model. (The number concentrations in the simulations
with the monodisperse and bimodal model are the same as in the original setup. It should be
noted that for plotting the graphs the resulting PSD’s for the initial scaled PSD’s are devided by
α−1).
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8.1 Abstract
Large eddy simulation results are presented for the iron-oxide synthesis from a spray flame process.
The liquid iron precursor is dissolved in ethanol and injected into a combustion chamber, dispersed
by an air stream and subsequently evaporated and ignited by a premixed methane air pilot flame.
The simulations are performed with the LES and DNS in-house code PsiPhi. Combustion is
modelled with the flamelet generated manifold approach, coupled with the artificially thickened
flame method (FGM/ATF). The evolution of the nanoparticle population is described by a) a
monodisperse model and b) a sectional model. Results are presented for diameters, number
concentrations and particle size distributions. The reactor was investigated for a wide range of
operating conditions.
8.2 Introduction
The flame spray pyrolysis (FSP) for the synthesis of metal oxide particles (e.g. SiO2, TiO2,
Al2O3, ZrO2 or Fe2O3 ) allows a simple precursor supply into a hot flame with a rapid quenching
of the particle formation [113] and overcomes the limits of the partial pressures of the precursor.
The synthesis of iron oxide nanoparticles from FSP has been investigated by many experiments
([58, 105, 183]), but numerical investigations have not been reported for iron oxide formation from
spray flames. Iron oxide formation from laminar flames, however, was investigated by numerical
simulations (e.g. Wlokas et al. [220]), based on a detailed reaction mechanism for the oxidation of
iron pentacarbonyl and the simple monodisperse model for approximating the population balance
equation.
In the flame spray pyrolysis process, the liquid precursor is solved in an organic liquid fuel,
which is injected into a combustion chamber with a pilot flame as a secondary heat source. Usually,
air or oxygen are used as dispersion and sheath gas [113]. Precursors that have been used for the
gas-phase synthesis of iron oxide particles are include iron pentacarbonyl, iron acetylacetonate,
iron propionate or iron (III) nitrate solved in ethanol or xylene, a good overview is given by
Ma¨dler et al. [191].
In the spray flame process, the liquid spray is atomised in the shear layer between the liquid
and surrounding gas and subsequently evaporated due to the heat of the pilot flame. The mixing
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of the fuel and precursor vapor with the environment is enhanced due to turbulence of the flow
field. This mixture is ignited by the pilot flame. During the combustion of the main flame,
the iron containing precursor is decomposed into intermediate species, which react to Fe2O3
molecules. These molecules nucleate and form the first particle monomers, which coagulate, grow,
agglomerate and coalesce. The aforementioned fluid dynamic and aerosol dynamic process steps
may happen simultaneously in space and time inside the flame, due to the impact of turbulence.
Direct and large-eddy simulations are promising tools to allow deeper insight into the underly-
ing processes, as experiments are costly and limited. It must be stressed however, that complete
simulations with detailed models for the fluid dynamics, spray formation, chemistry and aerosol
dynamics will not be feasible for years. The simulations must therefore apply a set of simplifying
assumptions.
The aim of the presented work is the development, implementation and validation of a model
for the prediction of the nanoparticle sysnthesis from a spray flame in the LES context [165].
Subsequently, the process parameters of the synthesis reactor are varied and the particle evolution
is investigated for different process parameters.
8.3 Experimental setup
Figure 8.1: Illustration of the investigated spray synthesis burner (at the ”Institut fu¨r Energie-
und Umwelttechnik e. V.” (IUTA) in Duisburg, Germany).
The investigated burner consists of four concentric inlets, which are illustrated in Fig. 8.1.
The liquid precursor and solvent mixture is injected through inlet 1, dispersed by air supplied
through the concentric inlet 2. The heat for evaporation of the liquid droplet, as well as the
ignition and stabilisation of the spray flame is achieved by the pilot flame which consists of a
premixed methane air mixture and is supplied through concentric inlet 3. An air sheath gas is
supplied through concentric inlet 4. The operating conditions are summarized in the table below.
Inlet Species flow rate unit
1 ethanol 400 g/h
1 ironpentacarbonyl 100 g/h
2 air 18 slm
3 methane 4 slm
3 air 24 slm
4 air 90 slm
Table 8.1: Operating conditions of the standard setup for iron pentacarbonyl.
Except of the spray angle, the boundary conditions for the droplets are unknown. In the
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simulations, the spray angle at the inlet is set to 20◦, the droplet size distribution is prescribed
by a Rosin Rammler distribution with a diameter of 40 µm at the 80th percentile.
8.4 Modelling Approach
An Eulerian-, Lagrangian- and Eulerian specification of the flow field is used to describe the
gas-, liquid- and particle phase, respectively. In the LES context, the Favre filtered conservation
equations are solved as discussed below. The continuity and momentum equation with source
terms for mass (Γ˙ρ) and momentum exchange (M˙d,i) between the phases are outlined below.
∂ρ
∂t
+
∂ρu˜j
∂xj
= Γ˙ρ (8.1)
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+
∂τ ij
∂xj
+
τ sgsij
∂xj
+ M˙d,i (8.2)
In Eqs. (8.1) and (8.2), u˜j , ρ, p, τ ij and τ
sgs
ij represent the Favre filtered velocity, the filtered
density, pressure and the viscous stress tensor, respectively. Two way coupling between the gas
and liquid phase is achieved based on a trilinear interpolation method. The residual stresses τ sgsij
are determined based on an eddy viscosity approach from the turbulent viscosity µt, which is
calculated with our implementation [162] of Nicoud’s sigma model [133].
In the Spray phase model, the Lagrangian specification is used to describe the evolution
of liquid droplets. A set of differential equations is solved for each numerical particle d, which
represent the liquid droplets. Assuming equilibrium conditions [2, 120], the motion and the
evolution of the droplet mass and temperature are described by Eqs. (8.3-8.6), with xd, ud, ad,
md and Td denoting the position, velocity, acceleration, mass and temperature of the droplets,
respectively.
dxd,i
dt
= ud,i (8.3)
dud,i
dt
= ad,i =
f1
τd
(u˜i − ud,i) +
(
1− ρ
ρd
)
gi (8.4)
dmd
dt
= − Sh
3 Sc
md
τd
ln (1 +Bm) (8.5)
dTd
dt
=
Nu cp
3 Pr cpl
(Tg − Td)
τd
ln (1 +Bh)
Bh
+
m˙dLv
md cpl
(8.6)
The droplet acceleration is calculated from drag, gravity and buoyancy forces, where τd, f1, ρd
and gi are the particle relaxation time, the correction factor for the drop drag coefficient, the
density and the gravitational acceleration, respectively. The gas viscosity, the droplet diameter
and Reynolds number (µ, dd, Red) are used to determine τd and f1 as outlined below.
τd =
ρdd
2
d
18µ
and f1 = 1 +
3
20
Re0.687d (8.7)
The Schmidt, Prandtl, Sherwood, Nusselt and the Spalding numbers for mass transfer Bm =
(Y SF − Y∞F )/(1− Y∞F ) and heat transfer Bh = cp(T − Td)/Lv are used to determine the changes
of the droplet mass and temperature.
In the Combustion model, the thermochemical state of the gas phase is determined based on
the flamelet generated manifold approach (FGM) [201, 202] coupled with the artificial thickened
flame (ATF) method [95]. Our implementation of the FGM/ATF approach for spray combustion
[157, 164] was extended to account for 2 fuels and 1 oxidizer [165].
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In the present work, the mixture composition is described by the element mass fractions of
hydrogen and iron (ZH ,ZFe), which are determined from the atomic and molecular weights of
atom α and species i (Wα, Wi), the species mass fraction (Yi) and the corresponding number of
atoms α in species i (aα,i).
Zα =
Nsp∑
i=1
aα,i
Wα
Wi
Yi. (8.8)
With the eddy diffusivity approach, a unity Lewis number assumption for all species [144] and
accounting for spray evaporation by the source term Γ˙Zα , the Favre filtered equation for the
element mass fraction of species α reads
∂ρZ˜α
∂t
+
∂ρu˜iZ˜α
∂xi
=
∂
∂xi
(
ρDe
∂Z˜α
∂xi
)
+ Γ˙Zα . (8.9)
The effective diffusivity De in Eq. (8.9), is determined from the molecular and turbulent diffu-
sivity: De = D+Dt. The turbulent diffusivity is the ratio of the turbulent viscosity and Schmidt
number: Dt = νt/Sct. The progress of combustion is described by the joint progress variable YP ,
in the present work the sum of carbon dioxide and monoxide mass fractions: YP = YCO2 + YCO.
The Favre filtered transport equation for YP , with the thickening factor, efficiency function, flame
sensor, the chemical and evaporation source term [157] F , E, Ω, ω˙C and ω˙E reads
∂ρY˜P
∂t
+
∂ρu˜iY˜P
∂xi
=
∂
∂xi
([
FED + (1− Ω) µt
Sct
]
∂Y˜P
∂xi
)
+
E
F
ω˙C + ω˙E . (8.10)
The thermochemical quantities, such as ρ, ω˙C or the particle source term I, as illustrated in
Fig. (8.2) bottom row, are determined a priori by solving 1D premixed flames with Cantera
[56]. Detailed reaction mechanisms for ethanol and iron-pentacarbonyl [137, 220] were combined,
resulting in mechanism with 79 species and over 400 reactions. In the 1D simulations, the inlet
composition of the flamelets are varied as functions of ZH and ZFe in equidistant steps. The
resulting thermochemical variables are interpolated from physical to element mass fraction and
progress variable space and stored in 3D look-up table as functions of ZFe, ZH , and YPN .
Figure 8.2: Top: validity range of ZH and ZFe, with the mass fractions of O2, CH4, C2H5OH and
Fe(CO)5. Bottom: nucleation source term I for constant hydrogen mass fractions, ZH = 0.009,
ZH = 0.015, ZH = 0.024 and ZH = 0.039.
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The population balance models approximate the general dynamics equation either by re-
solving the particle size space and polydispersity, or assume monodispersity and model the size
distribution based on their moments, i.e. the total number-, area- and volume concentration of
the aggregates. The two applied particle models are described below.
The sectional model [72, 110, 121] describes the particle evolution due to nucleation and
coagulation of a polydsiperse particle population. Therefore, Ns Favre filtered transport equations
are solved for the particle number concentrations Qk in sections k as given by Eq. (8.11).
∂ρQ˜k
∂t
+
∂ρQ˜ku˜j
∂xj
=
∂
∂xj
(
ρDkt
∂Q˜k
∂xj
)
+ρ˜˙ωQk + EF ρI˜ηk (8.11)
The particle diffusivity Dk =
kbT
3piµdk
CS is determined from the Boltzmann constant kb, the slip
correction factor CS ,
CS =
5 + 4Knk + 6Kn
2
k + 18Kn
3
k
5−Knk + (8 + pi)Kn2k
, (8.12)
the Knudsen number Knk = 2λ/dk and the mean free path of the gas λ. The coagulation source
term ω˙Qk accounts for the change of the number concentrations of particles in sections i and j.
ω˙Qk =

−
Ns∑
i=1
βi1QiQ1 k = 1
+12
Ns∑
i=1
Ns∑
j=1
χijkβijQiQj −
Ns∑
i=1
βikQiQk k > 1
(8.13)
The coagulation kernel βij , according to Fuch’s expression for the free molecular to contin-
uum regime and is calculated with the particle diffusivity, diameter and velocity (Di, di, ci =
[(8kbT )/(pimk)]
0.5) according to:
βij = 2pi (Di +Dj) (di + dj) / di + dj
di + dj + 2
√
g2i + g
2
j
+
8 (Di +Dj)
(di + dj)
√
c2i + c
2
j
 (8.14)
Aggregated particles which do not fit into one specific section are redistributed by the interpo-
lation function χijk, to conserve the particle number and volume [110] - χijk is determined as
proposed by Miller et al. or Loeﬄer et al. [110, 121] as outlined in Eq. (8.15).
χijk =

vk+1−(vi+vj)
vk+1−vk for vk ≤ (vi + vj) < vk+1
(vi+vj−vk−1)
vk−vk−1 for vk−1 ≤ (vi + vj) < vk
0 otherwise
(8.15)
The transition parameter gk for the free molecular to continuum regime is determined from the
particle diameters and the mean free path of the particles Lk = (8Dk)/(pick) according to Eq.
(8.16).
gk =
[
(dk + Lk)
3 − (d2k + L2k)3/2] / [3Lkdk]− dk (8.16)
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Besides the particle volumes and diameters of the Ns sections, also the averaged particle volume
vm and diameter dm are determined by the sectional model.
vm =
∑Ns
k=iQkvk∑Ns
k=iQk
and dm =
(
6
pi
vm
)1/3
(8.17)
The monodisperse model [98, 139] describes the evolution of the particle size and morphol-
ogy through nucleation, coagulation and coalescence based on the number-, surface area- and
volume concentration of an aggregation mode. It is expected that the particle population attains
the self preserving size distribution by coagulation [100]. Gro¨hn et al. [59–61] and Weise et al.
[214] applied the monodisperse model in their numerical studies based on the Reynolds averaged
(RANS) approach for the prediction of SiO2 and ZrO2 from turbulent spray flames without any
further closures; Rittler et al. [165] applied the monodisperse model in the large-eddy simula-
tion context for a FSP process of SiO2. The Favre filtered transport equations for the particle
number-, surface area- and volume concentration (N˜ , A˜ and V˜ ) are outlined below.
∂ρN˜
∂t
+
∂ρ
∂xj
(N˜uj −Dt ∂N˜
∂xj
) =
E
F
ρI − 1
2
βρN˜2 (8.18)
∂ρA˜
∂t
+
∂ρ
∂xj
(A˜uj −Dt ∂A˜
∂xj
) =
E
F
ρIa0 − ρ(A˜−As)
τ
(8.19)
∂ρV˜
∂t
+
∂ρ
∂xj
(V˜ uj −Dt ∂V˜
∂xj
) =
E
F
ρIv0 (8.20)
As in the sectional model, the coagulation kernel is determined according to Fuch’s expression
for the free molecular to continuum regime. Assuming only mono-sized particles, with Di = Dj ,
di = dj , ci = cj and gi = gj , and by replacing the solid sphere diameter by the collision diameter
dc [98], the coagulation kernel and transition parameter can be written as:
β = 4pidcD
[
1
2dc
dc +
√
2g
+
√
2D
c12dc
]−1
(8.21)
g =
[
(dc + L)
3 − (d2c + L2)1.5] / [3 L dc]− dc (8.22)
The characteristic coalescence time τ for iron oxide particles [220] and the surface area of the
completely fused particles AS in Eq. (8.19) are calculated as outlined below.
τ = 8× 1016d4p exp
30000
T
(8.23)
AS =
(
V
Nv0
) 2
3
Na0 (8.24)
The primary, aggregate and collision diameters (dp, da and dc) are obtained from:
dp =
6V
A
, da =
(
6V
piN
) 1
3
; dc = dpn
1
df
p (8.25)
The number of primary particles is obtained from np = (6V )/(piNdp
3) and a constant value of
1.8 for the fractal dimension df is used.
Particle model assumptions are made as in previous work: particle diffusion is neglected
due to their low diffusivity [59, 60, 165, 185] and the unresolved turbulent fluxes in Eqs. (8.11,
8.18-8.20) are modelled with an eddy diffusivity approach [110, 165]. Furthermore, it is assumed
that Fe2O3 molecules represent particle monomers, and hence, the nucleation source term I is
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determined from the change of the molar concentration of Fe2O3 and the Avogadro number a
priori to the simulations and is stored in the look-up tables, I = f (ZH , ZFe, YP ).
I = −dCFe2O3
dt
NA, (8.26)
The distribution of the particles within the LES filter width is assumed to be homogeneous for
the modelling of agglomeration. Artificial thickening is applied.
8.5 Results and Discussions
Figure 8.3 (a) illustrates the Favre filtered axial velocity u, (b) iron element mass fraction ZFe, (c)
temperature T , (d) particle nucleation source term I, (e) particle number concentration N and
(f) the aggregate particle diameter da on a 2D cross section. Theses results have been obtained
by the simulations with the monodisperse particle model. Due to the high inertia of the main
jet, including the liquid droplets, the pilot stream and the co-flow stream are entrained towards
the centerline as shown by Fig. 8.3 (a). The majority of the liquid droplets evaporate due to
the heat of the pilot upstream of 100 mm and lead to an increase of the element mass fraction
of iron as outlined in Fig. 8.3 (b). The spray flame is found to have a length and diameter
of approximately 150 mm and 40 mm, respectively. The nucleation source term I as shown in
Fig. 8.3 (d) indicates that particle formation occurs within a large region of the flame, which is
attributed to the continuous evaporation of the liquid droplets and the subsequent combustion
of its vapour. The particle number concentration N , as outlined in Fig. 8.3 (e), increases due
to nucleation and decreases due to coagulation simultaneously. The monodisperse particle model
predicts an aggregate particle diameter da (Eq. (8.25)) below 10 nm on the centerline and above
10 nm off the centerline, in the investigated flow region. The different particle diameters on and
off the centerline are explained by the different residence times and different process parameters
(temperature and iron concentration) to which the particles are exposed.
Figure 8.4 (b) and (d) illustrate the particle number concentrations of section 1 (N01) and 6
Figure 8.3: Top row: instantaneous snapshots of the Favre filtered element mass fractions ZH
and ZFe and temperature T . Bottom row: the snapshots of the Favre filtered nucleation source
term, the number concentration and the resulting aggregate particle diameter da.
(N06) as predicted by the sectional model. These two sections represent the monomer particles
and particles with a diameter of 12.8 nm. As also found with the monodisperse model, particle
formation occurs within a large physical space. The sectional model predicts an volume averaged
particle diameter (dm, Eq. (8.17)) of around 10 nm on the centerline and above 20 nm off the
centerline, as illustrated in Fig. 8.4 (f). The volume averaged particle diameter predicted by the
sectional model is larger than by the monodisperse model. This difference may result from the
fact that the monodisperse model does not account for different modes, and the nucleation source
term is added to the aggregates.
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Figure 8.4: Instantaneous snapshots of the Favre filtered particle number concentrations of section
1 (N01) and 6 (N06) with particle diameters of the monomers and 12.8 nm, as well as the volume
averaged particle diameter dm.
The particle size distribution obtained by the sectional model is illustrated in Fig. 8.5,
for three axial and two radial locations. Close to centerline and to the burner exit (x = 50, r =
0 mm and x = 50, r = 15 mm), nucleation is the determining process and small particles are
predominant. For further downstream locations on the centerline, new particles are nucleated
and larger particles are aggregated, what leads to a widening of the PSD and a shift towards
larger particles. Off the centerline aggregation gets dominant, the nucleation mode disappears
and the number concentrations are reduced.
Figure 8.6 illustrates the PSD as obtained from the monodisperse model. This size distribution
represents the particle number concentrations of the aggregates obtained from the monomodal
model over 256 time steps in sampling volumes of vs = (2∆)
3. The findings discussed for the
PSD of the sectional model, are also found for the monodisperse model: simultaneous nucleation
and aggregation on the centerline with a widening of the PSD; predominant aggregation off
the centerline for downstream locations, with a shift of the PSD towards larger particles and a
reduction of the corresponding number concentrations.
Additionally shown in Figs. 8.5 and 8.6 are the modelled PSD for each mode. Therefore, a log-
normal distribution function was assumed with a constant value of 1.4 for the geometric standard
deviation. Superimposed to the presumed log-normal PSD for each mode of the monodisperse
and sectional model is a PSD, which results from the sum of the concentrations of the presumed
size distributions. This PSD predicted by the monodisperse model is too narrow if nucleation
and coagulation occurs simultaneously, compared to the sectional model. When coagulation is
dominant the PSD’s of the monodisperse model is in a better agreement with the results from
the sectional model. The presumed PSD as determined for the mean volume averaged particle
diameter (sectional) and the sample averaged aggregate particle diameter (monodisperse) are
also too narrow as compared to the PSD from the sectional model. For the mono-disperse model,
this difference can be identified as the effect of the large-scale turbulence resolved by the LES,
demonstrating that turbulence has a very strong effect on the width of the particle size distribution
that must be included in simulations.
8.6 Conclusions
The resolved (sectional) and modelled particle size distributions (monodisperse) were shown to
be narrow close to the burner exit and widen for downstream locations. The monodisperse model
under-predicted the particle diameter relative to the sectional model, and over-predicted the
particle number concentration. The particle size distributions obtained by the monodisperse and
monomodal model are in a reasonable agreement with the polydisperse and sectional model, as
long as aggregation is dominant with a similar shape of the distribution. When nucleation and
aggregation occurred simultaneously the PSD of the simple model is too narrow, the diameter
too small and the concentration too high. The effect of turbulence on the size distribution was
found to be significant and must be properly included in the simulations.
This chapter was first published in the proceedings of the European Combustion Meeting and is
reprinted with permission of the journal
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Figure 8.5: PSD’s predicted by the sectional model. Shown are the calculated concentrations
(blue boxes), presumed log-normal distributions for each section (grey), the resulting distribution
for the sum of the concentrations of the presumed SD’s (black) and the SD for the volume averaged
diameter (red).
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Figure 8.6: PSD for the temporal resolved modes of the monodisperse model. Shown are the
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Chapter 9
Large Eddy Simulation with Sectional Modelling of Silica
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9.1 Abstract
Large eddy simulations of the nanoparticle synthesis from a spray flame are presented with hex-
amethyldisiloxane/ethanol as precursor/spray composition dispersed in oxygen for the synthesis
of silica particles. A premixed methane/oxygen pilot flame is used as secondary heat source for
spray evaporation, ignition and stabilization of the flame. The spray, gas and particle phases are
described by Lagrangian, Eulerian and Eulerian approaches, respectively. A premixed flamelet
generated manifold approach with artificial flame thickening (PFGM/ATF) is proposed and ap-
plied to model combustion. The control variables are the element mass fractions for hydrogen,
silicon and a joint progress variable. Accounting for nucleation and coagulation, the general
dynamics equation of the particles is approximated by a) a polydisperse sectional model and
b) a monodisperse moment model that accounts additionally for coalescence. The evolution of
the particles and their size distribution is discussed based on instantaneous and sample averaged
results which are obtained from both models. The studies highlight the differences of the particle
properties and the particle size distributions predicted by the two models and show the validity of
the simple monodisperse model - for the investigated test case, but also the feasibility of applying
a detailed, sectional model in the LES of spray flame synthesis for nanoparticles.
9.2 Introduction
Nanoparticles on a large-scale are commonly produced by the simple and cost efficient flame
synthesis processes [167], which enable an effective supply of the precursor into a hot environment,
i.e. the reaction zone of the flame. The synthesis of ceramic-powders is usually based on the
combustion of a precursor injected into a premixed or non-premixed gaseous flame or in partially
premixed spray flames [76, 113, 154, 167]. The particles produced by flame pyrolysis processes are
of high purity and have a relatively narrow particle size distribution (PSD) [113, 154]. This size
distribution of the particles depends mainly on the thermochemical state, i.e. the temperature,
the saturation pressure and the relevant species concentrations and the residence time, during
which the particles are exposed to aforementioned thermochemical state. The particle size and
morphology is relevant for several particle properties, since it affects the ratio between the particle
volume and particle surface area. Therefore, controlling the PSD is one of the key parameters to
control the particle properties.
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In laminar flames, all particles gathered in a sampling volume are exposed to the same ther-
mochemical state, have the same residence time and histories. Therefore, the measured PSD
in laminar flames results from the interaction of different sized particles (polydisperse particles)
only. In turbulent flames however, the measured PSD is not only the result of the interaction of
polydisperse particles but the particles are also exposed to different states and residence times.
In turbulent flame experiments, it is difficult to differentiate the impact of pure particle dynamics
and turbulence on the particle size distribution. Hence, numerical methods are promising tools
to investigate the impact of turbulence and polydisperse particle dynamics independently.
9.2.1 The flame spray pyrolysis process
A liquid precursor is commonly solved in an liquid fuel, in a self-sustaining flame spray pyrolysis
(FSP) processes. This liquid mixture is injected into a hot environment, provided by a secondary
heat source, to evaporate the liquid and ignite the main spray flame. Air or oxygen are used as
dispersion gas, for the stabilisation of the spray flame and as sheath gas to protect the reactor walls
[113]. Depending on the required particle properties, the gas-phase synthesis of silica is obtained
from different precursors including Silanes, linear and cyclic siloxanes and tetraethyl orthosilicate
(TEOS) [76, 113]. The choice of the solvent like methanol, ethanol or isopropanol amongst others
also affects the particle properties. Also the evaporation rate and the total energy content of the
precursor is known to influence the powder characteristics, what was investigated by Ma¨dler et
al. [113] by varying the precursor and solvent composition for different dispersion gas flow rates.
Recent studies by Engel et al. [39] and Kilian et al. [84] used a modified version of Ma¨dler’s
standard spray flame reactor for their studies producing silica particles from an HMDSO/ethanol
mixture, pure oxygen as dispersion and sheath gas and a premixed CH4/O2 mixture as pilot flame
composition. Engel and Kilian et al. [39, 84] applied coherent anti-Stokes Raman spectroscopy
(CARS), 2D-chemiluminescence imaging and laser-sheet based Mie scatter imaging to measure
the temperature, the combustion and nucleation zones as well as the spatial distributions of OH?,
CH? and SiO? radicals. In our work, the chlorine-free silica precursor HMDSO was chosen, for
which we expect more in situ data from future reactor experiments [165].
Weise et al. proposed to separate the FSP process into three main zones (as outlined in Fig.
9.1): in zone (A) the spray droplets are atomized in the shear layer between the environment
and the liquid and is subsequently evaporated due to the heat of the pilot flame. In zone (B),
the fuel/precursor vapor is mixed with the surrounding oxidizer, ignited by the pilot flame and
subsequently burned to decompose the precursor into intermediate species which finally form SiO2
molecules. These molecules nucleate to monomer particles in zone (C), which further downstream
coagulate, coalesce and aggregate.
In sections 9.4.2, 9.4.3 and 9.4.4 detailed discussions of the sub-models for the liquid phase in
zone (A), the gas-phase combustion in zone (B) and for the particles synthesis in zone (C) are
given. As a result of turbulence, the aforementioned processes usually happen simultaneously
at certain instants and locations inside the flame. Detailed numerical studies by LES or even
direct numerical simulations (DNS) are promising techniques to obtain deeper insights into the
underlying physical processes of the FSP, as the methods for the experimental analysis in turbulent
flames are limited and costly. It should however be noted, that complete simulations with detailed
models are not feasible for years due to the complexities of the wide range of scales of turbulence,
chemical kinetics and aerosol dynamics. Therefore, any simulation must apply a set of suitable
simplifying assumptions.
9.2.2 Numerical studies of flame-made nanoparticles
The general dynamics equation (GDE) for the continuous distribution function [49] describes the
evolution of nanoparticles from the gas phase for cases of practical interest. The evolution of
particles by nucleation, growth, coagulation and coalescence as well as their transport through
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diffusion and convection in space and time are incorporated in the GDE. Including the aforemen-
tioned models in the solution method for the GDE, influences the predicted particle properties
and size distribution. Many, more or less accurate, models have been proposed to solve the GDE.
Firtsly, discrete aerosol models [46] resolve the particle property space by introducing and solv-
ing one additional differential equation (DE) for each possible particle size (volume, diameter,
. . . ) or property. The discrete models are known to be most accurate, however due to the high
computational costs their usage is limited to certain applications and it is often used for model
validation. Secondly, sectional models [109, 121, 174, 222, 223] introduce and solve additional
DE’s for a finite number of sections or bins, which cluster and represent particles within a certain
size range. The discrete and sectional models are quite similar except of the degree they resolve
the particle property range. Hence, also combinations of the two aforementioned models have
been proposed [15] where the small particles are resolved directly by the discrete model and the
larger particles are clustered in sections. A further popular group of models are the method of
moment models [40, 44, 47, 116, 184–186], which introduce and solve transport equations for
several moments of the GDE. The method of moments (MOM) and their successors (e.g. QMOM
or DQMOM) determine the size distribution based on presumed functions, e.g. self-preserving
[99] or log normal [193], or use stochastic methods. The monodisperse model proposed by Kruis
et al. [98] and modified by Pratsinis et al. [139], accounts for nucleation, coagulation and coa-
lescence and introduces three additional transport equations for the aggregate number-, surface
area and volume concentrations, respectively. The monodisperse model assumes that the particle
size distribution may be represented by a mean particle diameter and a presumed function.
The aerosol models described before, have been mainly applied to numerical studies using
the Reynolds Averaged Navier-Stokes (RANS) equations as basis for turbulence modelling. The
downside of the computationally cheap RANS based turbulence model and simulation technique is
the fact that the complete energy spectrum of turbulence has to be modelled and a function must
be presumed to describe the distribution of a quantity at a given point. We use the LES approach
for the current studies, as, in contrast to RANS, it resolves the major effects of turbulence and
a huge amount of the energy contained in the small turbulent structures and is therefore more
accurate in describing the mixing, combustion and the resulting thermochemical state [128].
9.2.3 Specific objective
The present study investigates the particle formation from a spray flame pyrolysis process by
numerical techniques. The impact of the state and flow field on the particle size distribution is
outlined and discussed. The LES approach is used as turbulence model, with our implementation
[162] of Nicouds σ-model [133], which yields the same accuracy as the dynamic Smagorinsky
model at much lower numerical cost [164]. For the solution of the GDE equation two different
particle models are coupled to the 3D LES in-house code PsiPhi [165], a) a polydisperse sectional
model [121] and b) a simple monodisperse moment-model [98]. The unresolved turbulent fluxes
are determined as additional diffusion terms as suggested by Garrick et al. [109]. Sample averaged
PSD obtained from the two different particle models within 256 sample steps in sampling volumes
of 0.253 mm3 are discussed and compared. The sample averaged PSD from the monodisperse
model is only a result of turbulence, while the sample averaged PSD obtained with the sectional
model results from particle dynamics and turbulence. Subsequently, instantaneous PSD from the
sectional model, where only the particle dynamics is accounted for, is compared to the sample
averaged PSDs. Furthermore the validity of the monodisperse and sectional models for the
investigated FSP reactor are discussed.
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Figure 9.1: Sketch of the burner near region with inlet (1) for the fuel/precursor, (2) dispersion
gas, (3) pilot and (4) the sheath gas supply with the zones A spray, B turbulent combustion and
C particle synthesis [165, 214].
9.3 Investigated experiments and numerical setup
The investigated spray flame reactor was originally developed and designed by Ma¨dler et al. for
the Controlled synthesis of nanostructured particles by flame spray pyrolysis [113]. The original
burner and a variety of it with several modifications is used by many research groups for the syn-
thesis of metal oxide nanoparticles, as for example SiO2, TiO2, Bi2O3 ,Al2O3, BaTiO3 as reported
in [39, 60, 76, 84, 113, 114, 129, 191, 214]. The burner may be operated with and without housing
to control the operating pressure and to provide a safe environment and consists of a spray nozzle,
two concentric annular gaps and a sintered matrix as illustrated in Fig 9.1. A liquid mixture of
5 ml/min ethanol with 0.5 mol/l HMDSO is fed through the capillary, which surmounts the other
outlets by 0.5 mm to allow for a constant spray angle independent of the liquid flow rate [113].
The liquid solution is dispersed by an oxygen stream with 5 l/min, which is supplied through the
inner annular gap (inlet 2). A premixed methane/oxygen pilot with flow rates of 1.5 and 3 l/min
is fed through the second annular gap (inlet 3) and is surrounded by an oxygen sheath gas of 10
l/min, which is fed through the sinter matrix (inlet 4). In the studies of Ma¨dler et al. [113] it
was shown that the median droplet mass diameter depends on the oxidant flow rate - for a cold
ethanol spray and a given inner nozzle gap.
In the simulations, the primary- and secondary break-up of the liquid core are not considered
and hence the 3-D numerical domain starts 3 mm downstream of the jet-nozzle exit as shown in
Fig. 9.1. The simulation domain covers a region of 70 × 70 × 220 mm and is discretized by an
equidistant orthogonal mesh with a spacing of ∆ = 0.25 mm throughout the hole domain. The
LES in-house code PsiPhi is used as in many previous studies [82, 157, 164, 165]. The convective
fluxes of the moment equations are discretized by a second order central differencing scheme
(CDS) and the convective fluxes of the scalars by a second order total variation diminishing
scheme (TVD) with a nonlinear CHARM limiter [188, 226]. An explicit third order Runge-Kutta
scheme is used for temporal integration. Artificial inflow fluctuations are superimposed to the
mean profiles of the velocities at the inlet [83, 87]. A Rosin-Rammler distribution is assumed to
describe the droplet diameters, which are used as initial and inlet conditions in the simulations
(with a median diameter of ∼ 10 µm) [113].
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9.4 Modelling approach
9.4.1 Gas phase equations
The large eddy simulation approach is well suited for simulating turbulent reacting flows [69, 143,
150]. In the presence of a second phase with mass, momentum and energy exchange the conser-
vation equations have to be modified [71, 173]. The underlying equations and their modifications
are discussed in the following chapter.
In the LES technique, the low-pass filtered conservation equations for mass and momentum
are solved. To decompose the small scales from the large scales - which are directly solved on
the numerical grid - a density weighted filtering operation, i.e. Favre filtering, is applied to the
aforementioned conservation equations. An arbitrary filtered quantity φ˜ is obtained by applying
the filtering kernel G(xi − ri) as outlined in Eq. (9.1), to the corresponding unfiltered quantity
φ.
φ˜(xi, t) =
1
ρ
∫
ρφ(xi, t)G(xi − ri)dxi (9.1)
The Favre filtered continuity equation is then given by Eq. (9.2).
∂ρ
∂t
+
∂ρu˜j
∂xj
= Γ˙ρ (9.2)
In the previous equation, ρ is filtered density (non density weighted) and u˜j is the filtered gas
phase velocity in direction of j (density weighted). To account for the exchange of mass from the
evaporating droplet to the gas phase, the source term Γ˙ρ arises in Eq. (9.2), which is discussed
later. The Favre filtered conservation equation for momentum is outlined in Eq. (9.3)
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+
∂τ˜ij
∂xj
+
τ sgsij
∂xj
+ M˙d,i, (9.3)
where p, τ˜ij , τsgs and M˙d,i are the pressure, the viscous stress tensor based on the resolved
quantities, the sub-filter stress tensor and a source term to account for the exchange of momentum
between the spray and the gas phase. The viscous stress tensor τ˜ij is determined from the strain
rate S˜ij and the dynamic viscosity µ according to Eq. (9.4).
τ˜ij = µS˜ij = µ
(
u˜i
xj
+
u˜j
xi
)
(9.4)
The sub-filter stress tensor τsgs is solved with our implementation [162] of Nicouds σ-model [133],
where the turbulent viscosity µt is determined from the model parameter Cm, the grid size ∆
and the differential operator Dm as outlined in the equation below.
µt = ρ(Cm∆)
2Dm (9.5)
The differential operator Dm is determined from the singular values σi (where σ1 ≥ σ2 ≥ σ3)
according to
Dm =
σ3(σ1 − σ2)(σ2 − σ3)
σ21
, (9.6)
where the singular values are equivalent to the square roots of the eigenvalues of tensor Gij , which
is defined according to Eq. (9.7).
Gij =
∂uk
∂xi
∂uk
∂xj
(9.7)
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The σ-model has the well known advantages to a) predict zero turbulent viscosity for solid body
rotation and b) to predict zero turbulent viscosity for thermal expansion, in contrast to the
Smagorinsky model [164]. Furthermore, compared to the dynamic Smagorinsky model the σ-
model requires approximately 25% of the computation time and yields the same accuracy. Ar-
tificial turbulences at the inlet are superimposed to the mean velocity profiles, generated with
Kempf’s inflow generator [83, 87].
9.4.2 Liquid phase equations
The dispersed liquid phase is described by the Lagrangian specification of the flow equations. In
the present work each physical droplet is represented by one numerical particle. Therefore, a set
of differential equations has to be solved for each physical droplet d. The motion of the particles
is described by Eqs. (9.8) and (9.9).
dxd,i
dt
= ud,i, (9.8)
where xd,i is the location of droplet d in direction of i, with the corresponding droplet velocity
ud,i.
dud,i
dt
= ad,i =
f1
τd
(u˜i − ud,i) +
(
1− ρ
ρd
)
gi (9.9)
The droplet velocity ud,i is calculated from the forces acting on them, here represented by the
acceleration ad,i. Relevant and here considered forces are the drag, gravitational and buoyancy
force. The drag force is calculated from the correction factor for the droplet drag coefficient
f1 = 1 +
3
20Re
0.687
d , the droplet relaxation time τd and the slip velocity between the gas phase
and drolet velocity u˜i − ud,i. The droplet relaxation time represents the time required to adjust
the droplet velocity to the surrounding gas phase velocity and is determined from the gas phase
viscosity, the droplet diameter dd and density ρd according to Eq. (9.10).
τd =
ρdd
2
d
18µ
(9.10)
In the present work, the change of the droplet mass is determined from the Schmidt number
Sc, the Sherwood number Sh = 2 + 0.552Re
1/2
d Sc
1/3 and the Spalding mass transfer number
Bm = (YS−Y∞)/(1−YS) (with the fuel mass fraction Y at the droplet surface S and the far-field
∞) as outlined in Eq. (9.11).
dmd
dt
= − Sh
3 Sc
md
τd
ln (1 +Bm) (9.11)
The change of the droplet temperature Td is determined from the Prandtl number Pr, the Nusselt
number Nu = 2+0.552Re
1/2
d Pr
1/3 and the Spalding number for heat transfer Bh = cp(T −Td)/Lv
according to the following equation.
dTd
dt
=
Nu cp
3 Pr cpl
(Tg − Td)
τd
ln (1 +Bh)
Bh
+
m˙dLv
md cpl
(9.12)
In Eq. (9.12), cp and cpl are the specific heat at constant pressure of the gas phase and the liquid
and Lv is the latent heat of vaporization, respectively. The source terms arising in the transport
equations for mass and momentum, Eqs. (9.2) and (9.3) are calculated as outlined below.
Γ˙ρ =
1
V
Nd∑
j=1
(m˙d,j) (9.13)
M˙d,i =
1
V
Nd∑
j=1
(Fd,i,j + m˙d,i,jud,i,j) (9.14)
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In the previous equations, V = ∆3 is the volume of one cell, Nd is the number of droplets which
contribute to the volume and Fd,i,j is the drag force of of droplet j in direction of i. The coupling
between the liquid and gas phase is achieved by trilinear interpolation.
9.4.3 Combustion modeling
The combustion model used for the present study is based on the premixed flamelet generated
manifold approach (PFGM) as proposed by van Oijen et al. [201, 202]. To resolve the flame on the
numerical grid the PFGM technique is coupled with the artificial thickened flame (ATF) method
[95]. Our implementation of the PFGM/ATF method for pure gas-phase combustion [157] was
extended for spray combustion [164] with additional source terms in the transport equations to
account for evaporation, and subsequently modified to account for two different fuel species [165].
The element mass fractions of hydrogen and silicon (ZH and ZSi) are used to describe the mixture
composition, which are defined according to Eq. (9.15).
Zα =
Nsp∑
i=1
aα,i
Wα
Wi
Yi (9.15)
In Eq. (9.15) aα,i denotes the number of elements α in molecule i, with the corresponding
elemental or molecular masses Wα and Wi and species mass fractions Yi, respectively. With the
unity Lewis number assumption [144], the Favre-filtered transport equation for Zα is outlined in
Eq. (9.16).
∂ρZ˜α
∂t
+
∂ρu˜iZ˜α
∂xi
=
∂
∂xi
(
ρDS
∂Z˜α
∂xi
)
+ Γ˙Zα (9.16)
The unclosed turbulent fluxes are modeled with the eddy viscosity approach, introducing an
effective diffusivity as the sum DS = D + Dt of the molecular D and turbulent Dt diffusivity,
which is calculated from the turbulent viscosity and Schmidt number Dt = µt/Sct. The reaction
progress of a given mixture composition ZH and ZSi is described by a joint progress variable
YP . In this work the mass fractions of carbon-monoxide CO and carbon-dioxide CO2 are used
as progress variable species YP = YCO2 + YCO. The Favre-filtered transport equation for Yp is
outlined in Eq. (9.17)
∂ρY˜P
∂t
+
∂ρu˜iY˜P
∂xi
=
∂
∂xi
([
FED + (1− Ω) µt
Sct
]
∂Y˜P
∂xi
)
+
E
F
ω˙C + ω˙E , (9.17)
where F , E, Ω and ω˙C denote the thickening factor, efficiency function, flame sensor and chemical
source term [157], respectively. A priori to the LES simulations, a set of 1D premixed flames with
different initial and inlet conditions is solved with the open source library Cantera [56] and
the resulting thermo-chemical quantities φ (e.g. ρ, T , ω˙C) are stored in 3-D look-up tables as
functions of the control variables ZH and ZSi and the normalized reaction progress variable YPN ,
respectively.
9.4.4 Population balance equations
Nucleation of monomer particles from gas molecules, coagulation, coalescence and surface growth
are the most relevant aerosol processes in flames. Furthermore, the particle population changes
as a result of external processes as for example convection, diffusion, gravitational settling or
thermophoresis. The external processes do not change the size and morphology of the particles,
but the particle size distribution at a certain sampling point. The general dynamics equation
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(GDE) of the aerosol dynamics describes the evolution of a complete particle population for a
three dimensional and transient problem. The GDE in the continuous form [49] is outlined below.
∂n(v)
∂t︸ ︷︷ ︸
accumulation
+
∂n(v)uj
∂xj︸ ︷︷ ︸
convection
− ∂
∂xj
(
D
∂n(v)
∂xj
)
︸ ︷︷ ︸
diffusion
= I(v)δ(v − v0)︸ ︷︷ ︸
nucleation
+
1
2
∫ v
0
β(v − v′, v′)n(v − v′)n(v)dv︸ ︷︷ ︸
coagulation birth
−
∫ ∞
0
β(v, v′)n(v′)dv′︸ ︷︷ ︸
coagulation death
+
[
∂n(v)
∂t
]
︸ ︷︷ ︸
growth
+
[
∂n(v)
∂t
]
︸ ︷︷ ︸
coalescence
(9.18)
The second and third term on the LHS of the previous equation are convection and diffusion
of the particle number concentration n (i.e. particles per reference volume) for a specif particle
volume v. Nucleation, the birth and death of particles due to coagulation, particle growth and
coalescence are described by the five term on the RHS of Eq. (9.18). Due to computational
limitations it is (at the current state) not possible to solve the GDE for each particle property.
Therefore, two modeling approaches are used to approximate the general dynamics equation,
namely a) the numerically still expensive sectional model [15, 109, 121] and b) a monodisperse
model [60, 98, 139] which are outlined and discussed below.
9.4.4.1 Sectional model
Sectional models discretize the particle property space into a finite number (Ns) of intervals, the
sections. Accounting for nucleation and coagulation of polydisperse particles, the sectional model
solves Ns additional transport equations for the particle number concentration Q of sections k
and is outlined for a three dimensional and transient problem in Eq. (9.19).
∂ρQk
∂t
+
∂ρQkuj
∂xj
=
∂
∂xj
(
ρDk
∂Qk
∂xj
)
+ ρω˙Qk + ρIηk (9.19)
The Einstein-Smoluchowski relation [108] is used to calculate the particle diffusivity D in section
k from the particle diameter dk, gas temperature T , gas viscosity µ, the Boltzmann constant kb
and the slip correction factor CS as given by Eq. (9.20).
Dk =
kbT
3piµdk
CS (9.20)
The Knudsen number Knk = 2λ/dk with the mean free path of the gas λ is used to determine
the slip correction factor CS as outlined in Eq. (9.21).
CS =
5 + 4Knk + 6Kn
2
k + 18Kn
3
k
5−Knk + (8 + pi)Kn2k
(9.21)
Coagulation of particles in section k is described by the source term ω˙Qk , which accounts for the
”birth” and ”death” of the particles and is determined according to Eq. (9.22).
ω˙Qk =

−
Ns∑
i=1
βi1QiQ1 k = 1
+12
Ns∑
i=1
Ns∑
j=1
χijkβijQiQj −
Ns∑
i=1
βikQiQk k > 1
(9.22)
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Fuch’s expression [50] is used to calculate the coagulation frequency βij in Eq. (9.22) for the
free molecular to continuum regime from the particle diffusivity, particle diameter and particle
velocity Di, di and ci respectively as outlined in Eq. (9.23).
βij = 2pi (Di +Dj) (di + dj)
 di + dj
di + dj + 2
√
g2i + g
2
j
+
8 (Di +Dj)
(di + dj)
√
c2i + c
2
j
−1 (9.23)
New agglomerated particles with volume v?k, which do not have the exactly the volume vk of a
certain section k are redistributed by the interpolation function χijk to the neighbouring sections,
to conserve the particle number and volume. The interpolation function χijk proposed by Miller
et al. [121] or Garrick et al. [109] is determined as outlined in Eq. (9.24).
χijk =

vk+1−(vi+vj)
vk+1−vk for vk ≤ (vi + vj) < vk+1
(vi+vj−vk−1)
vk−vk−1 for vk−1 ≤ (vi + vj) < vk
0 otherwise
(9.24)
The particle velocity ck in Eq. (9.23) is determined from the gas temperature, the particle mass
mk and the van Boltzmann constant kb as outlined below.
ck =
(
8kbT
pimk
)0.5
(9.25)
The particle diameter dk and the mean free path of the particles Lk = (8Dk)/(pick) are used
calculate the transition parameter gk for the free molecular to continuum regime according to Eq.
(9.26).
gk =
[
(dk + Lk)
3 − (d2k + L2k)3/2] [3Lkdk]−1 − dk (9.26)
Applying the filtering procedure as explained in section 9.4.1 to Eq. (9.19) yields the transport
equation for the low pass filtered particle number density as outlined in Eq. (9.27), with the
unclosed terms for the turbulent fluxes and source terms.
∂ρQ˜k
∂t
+
∂ρQ˜ku˜j
∂xj
=
∂
∂xj
(
ρDk
∂Q˜k
∂xj
)
+ ρ
(˜˙ωQk + (ω˙Qk )sgs)+ ρ(I˜ + Isgs) ηk − ∂∂xj ρ
(
u˜jQk − u˜jQ˜k
)
(9.27)
The turbulent flux term and the source terms in Eq. (9.27) are closed as proposed in the work
of Garrick et al. [109], with a turbulent viscosity approach as given in Eq. (9.28) and assuming
a equal distribution for the source term.
− ∂
∂xj
ρ
(
u˜jQk − u˜jQ˜k
)
= +
µt
Sct
∂Q˜k
∂xj
, (9.28)
The final solved transport equation for the filtered number density Q˜ of section k reads:
∂ρQ˜k
∂t
+
∂ρQ˜ku˜j
∂xj
=
∂
∂xj
(
ρDk,sum
∂Q˜k
∂xj
)
+ ρ˜˙ωQk + EF ρI˜ηk (9.29)
The volume averaged particle diameter dm is determined from averaged particle volume vm
vm =
∑Ns
k=iQkvk∑Ns
k=iQk
⇒ dm =
(
6
pi
vm
)1/3
(9.30)
Using the sectional model for a three dimensional and transient problem leads to high computa-
tional costs, which result from solving additional transport equations of each section Qk (here 20)
and dominantly from solving the coagulation source term ω˙Qk in each numerical cell (here approx-
imately 80,000,000 cells). The modified monodisperse model [98, 139], overcomes the numerical
expenses and reduces the model complexity.
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9.4.4.2 Monodisperse model
Accounting for nucleation, coagulation, sintering and the particle morphology the monodisperse
model solves three additional transport equations for the aggregate number concentration N ,
aggregate area concentration A and the aggregate volume concentration V . The model assumes
locally monosized particles. Including the gas phase density, the additional transport equations
are outlined in Eqs. (9.31-9.33) [59, 60, 165].
∂ρN
∂t
+
∂ρNuj
∂xj
=
∂
∂xj
(ρDp
∂N
∂xj
) + ρI − 1
2
βρN2 (9.31)
∂ρA
∂t
+
∂ρAuj
∂xj
=
∂
∂xj
(ρDp
∂A
∂xj
) + ρIam − 1
τp
(A−As) (9.32)
∂ρV
∂t
+
∂ρV uj
∂xj
=
∂
∂xj
(ρDp
∂V
∂xj
) + ρIvm (9.33)
The surface and volume of a monomer particle are denoted as am and vm, respectively, in the
previous equations. To account for the fractal shape of the particles [98], the particle diffusivity
Dp in Eqs. (9.31-9.33) is calculated from the collision diameter dc as outlined in Eq. (9.34).
Dp =
kbT
3piµdc
CS (9.34)
As described for the sectional model, the collision frequency β in Eq. (9.31) is determined
according to Fuchs’s expression for the free molecular to continuum regime, however by replacing
the solid sphere diameter dk with the collision diameter dc. Assuming collisions of monodisperse
particles only (Di = Dj , di = dj , gi = gj and ci = cj), Eq. (9.23) reduces to Eq. (9.35).
β = 4pidcDp
[
1
2dc
dc +
√
2g
+
√
2Dp
c12dc
]−1
(9.35)
The collision diameter is also used for the calculation of the Knudsen number Kn and transition
parameter g, respectively givne by Eqs. (9.36,9.37).
Kn = 2λ/dc (9.36)
g = [(dc + L)
3 − (d2c + L2)1.5] / (3 L dc)− dc (9.37)
Favre filtering of Eqs. (9.31-9.33), with the assumptions described for the sectional model, yields
the transport equations for the LES technique N˜ , A˜ and V˜ [165], respectively.
∂ρN˜
∂t
+
∂ρN˜u˜j
∂xj
=
∂
∂xj
(ρDt
∂N˜
∂xj
) +
E
F
ρI − 1
2
βρN˜2 (9.38)
∂ρA˜
∂t
+
∂ρA˜u˜j
∂xj
=
∂
∂xj
(ρDt
∂A˜
∂xj
) +
E
F
ρIa0 − ρ(A˜−As)
τ
(9.39)
∂ρV˜
∂t
+
∂ρV˜ u˜j
∂xj
=
∂
∂xj
(ρDt
∂V˜
∂xj
) +
E
F
ρIv0 (9.40)
The diameter of the aggregate particles is determined from the aggregate volume va = V/N and
may be compared to the volume averaged diameter dm of the sectional model (Eq. (9.30)). The
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primary particle diameter dp is calculated from the volume concentration V and area concentra-
tion A of the aggregates. The number of primary particles per aggregate np is the determined
from the aggregate particle volume and the primary particle volume.
da =
(
6
pi
va
) 1
3
, dp =
6V
A
, np =
va
vp
=
V
N
6
pid3p
(9.41)
To account for the fractal shape of the aggregate particles the fractal dimension df is used to
calculate the collision diameter dc as outlined below.
dc = dpn
df
p (9.42)
In this work, the fractal dimension df is set to a value of df = 1.8 as proposed by Tsantilis et al.
[194].
9.4.4.3 Particle model assumptions
Particle model assumptions are made as in previous work: particle diffusion is neglected due to
the very low diffusivity in contrast to the turbulent diffusivity [59, 60, 165, 185] and the unre-
solved turbulent fluxes in Eqs. (9.29, 9.38-9.40) are modelled with an eddy diffusivity approach
[109, 165]. Furthermore, it is assumed that SiO2 molecules represent particle monomers, and
hence, the nucleation source term I is determined from the change of the molar concentration
of SiO and the Avogadro number a priori to the simulations and is stored in the look-up tables,
I = f (ZH , ZSi, YPN ).
I = −dCSiO2
dt
NA (9.43)
The distribution of the particles within the LES filter width is assumed to be homogeneous for the
modelling of agglomeration, justified by the small grid size and the fact that particle formation
occurs over a wide range of equivalence ratios. (Accounting for the sub-filter distribution of the
particles within a LES filter width is part of our future work). Artificial thickening EF is applied
to the source terms to be consistent with the progress variable.
9.5 Results
In the following section first the droplet dynamics and gas phase combustion is briefly discussed
and subsequently a detailed investigation on the evolution of the particle properties is presented.
The particle dynamics is first discussed based on the monodisperse model. Further insight on the
particle size distribution is then presented based on the results from the sectional model.
9.5.1 Flame dynamics
Figure 9.2a illustrates the mass evaporated from the liquid droplets and highlights that the
spray transport and evaporation occurs mainly below 25 mm above the burner. A minor number
of droplets survives to a further downstream location and releases a fresh and unburned pre-
cursor/fuel mixture in the flame zone. Furthermore, it can be seen that the droplets start to
evaporate at the outer radius first. This finding is explained by the high slip velocities between
the droplet and the environment in the shear region and more relevant due to the heat of the
pilot flame [165]. It can be seen that spray evaporation is completely finished at 35 mm above
the burner.
Figure 9.2b illustrates the axial component of the velocity. A small recirculation zone is
observed close to the burner exit between the main spray jet and pilot flame. A maximum
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Figure 9.2: Instantaneous (left half) and sample averaged (right half) Favre filtered fields on a
2D cross section. Shown are (a) the mass evaporated from the liquid droplets dM , (b) the axial
gas phase velocity U , (c) and (d) the element mass fraction of hydrogen ZH and silicon ZSi and
(e) the progress variable YP .
Figure 9.3: Instantaneous (left half) and sample averaged (right half) Favre filtered fields on a
2D cross section. Shown are (a) the gas temperature T , (b) to (d) the mass fractions of OH, SiO
and SiO2 and (e) the nucleation source term I.
velocity of approximately 90 m/s is predicted between 10 mm and 40 mm in the center of the jet,
which is the region where the spray vapor is burned. The fuel vapor released from the droplets
increases the element mass fractions of hydrogen ZH and silicon ZSi as illustrated in Figs. 9.2c
and 9.2d. As observed for the droplet mass, the element mass fractions increase at the outer
radius first and up to approximately 35 mm. Downstream of 35 mm, the jet breakup leads to a
redistribution of ZH and ZSi from the center of the jet in radial direction. The main spray flame
is ignited at approximately 5 mm downstream of the jet nozzle exit, as illustrated in Fig. 9.2e by
the reaction progress variable YP [165]. The maximum temperature for the investigated flame is
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approximately 3000 K as illustrated in Fig. 9.3a. The mass fractions of the intermediate species
SiO and OH are outlined in Fig. 9.3b and 9.3c. Silicon-Oxide is mainly predicted between 5 mm
and 20 mm - which is found to be in good agreement with the SiO? measurements by Kilian et
al. [84]. Downstream of approximately 20 mm, Silicon-Oxide is converted to Silicon-Dioxide as
illustrated in Figs. 9.3c and 9.3d. As described by Eq. (9.43), the change of SiO to SiO2 is
considered as nucleation source term, which is illustrated in Fig. 9.3e.
Figure 9.4: Instantaneous (left half) and sample averaged (right half) Favre filtered fields on
a 2D cross section. Shown are the aggregate particle (a) number concentration N , (b) area
concentration A and (c) volume concentration V , as well as the diameters of the (d) primary
particles dp and (e) aggregate particles da predicted by the monodisperse model.
9.5.2 Particle synthesis
Particle monomer molecules are formed by the conversion of the intermediate species SiO to
species SiO2 in the flame front, which is indicated by the nucleation source term I and illustrated
in Fig. 9.3e. Nucleation is found to occur mainly in the region where the spray is evaporated and
subsequently burned, i.e. in the central jet and below 35mm HAB (height above the burner). The
nucleation source term increases the number concentration of the aggregate particles N first, with
a maximum value of approximately 6 × 1020 particles per m3 at 25 mm HAB in the central jet,
as illustrated in Fig. 9.4a. Further downstream, the aggregate number concentration decreases
as a consequence of particle growth by coagulation. The structures of the nucleation source term
I can also be found in the instantaneous fields of N , which disappear for larger heights above the
burner (HAB > 100 mm). The surface area concentration A and the volume concentration V of
the aggregate particles increases rapidly at 5mm to 8mm as a result of nucleation, compare Figs.
9.4b and 9.4c. In the high temperature regions, sintering with coalescence of particles leads to a
quick reduction of the surface area concentration A, further downstream the area concentration
is only reduced as a result of turbulent mixing with the environment. The aggregate volume
concentration V reduces for further downstream location only as a result of the jet break-up and
due to turbulent mixing with the environment [165].
The primary particle diameter, illustrated in Fig. 9.4d, starts to grow at approximately 25mm
above the burner and reaches a maximum value of approximately 12nm in the flame. The growth
of the primary particles results from sintering with a reduction of the surface area concentration
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A at almost constant volume concentration V [165]. In the post flame zone, where the impact of
sintering is of minor importance, the primary particle diameter remains constant. The aggregate
particle diameter, illustrated in Fig. 9.4e, represents the volume averaged particle diameter
and starts to grow at 15 mm HAB. In contrast to the primary particle diameter, the aggregate
particle diameter grows also for further downstream locations (for HAB > 100 mm) and attains
a maximum value of 22 nm for the investigated region. The aggregate particles outside of the
central jet are larger than the aggregate particles found close to the centreline. This finding is
attributed to the longer residence times of the particles away from the central jet.
Figure 9.5: Instantaneous (left half) and sample averaged (right half) Favre filtered fields on a
2D cross section. Shown are the particle number concentrations for particles with diameters of
(a) dp = 0.4nm, (b) dp = 6.4nm, (c) dp = 25.6nm, (d) dp = 102.4nm and (e) the total number
concentration predicted by the sectional model.
Figures 9.5a to 9.5d illustrate the number concentrations for particles with diameters of a)
0.4nm, b) 6.4nm, c) 25.6nm, d) 102.4nm and Fig. 9.5e the number concentration of all particles.
The figures indicate nicely that a) a much higher number of small particles is found for the
investigated region and b) the reduction of the number concentrations of small particles leads
to an increase of the number concentrations of the larger particles as a result of coagulation.
The major particle volume, however, is found for particles with a diameter of dp = 10 nm to
dp = 40nm, as illustrated in Figs. 9.6a to 9.6d for the particle volume concentrations of particles
with diameters of a) 1.0nm, b) 6.4nm, c) 25.6nm and d) 102.4nm. The volume averaged particle
diameter dm, illustrated in Fig. 9.6e, starts significantly to grow at HAB = 15 mm and reaches
a maximum of dm = 26 nm for the investigated region. The volume averaged particle diameters,
da predicted by the monodisperse model and dm obtained from the sectional model, are in a good
agreement. The monodisperse model underpredicts the particle diameter slightly as the nucleated
particles are added to the aggregates.
9.5.2.1 Particle size distribution
The spatial evolution of the volume- and time averaged particle diameters (< da > and < dm >)
and the corresponding particle size distributions for the monodisperse model and the sectional
model are illustrated in Figs. 9.7a and 9.7b. As described in the previous section, a good
agreement is found for the mean particle diameters predicted by the two different models for
far downstream locations. As long as ”new” particles from nucleation and ”old” particles from
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Figure 9.6: Instantaneous (left half) and sample averaged (right half) Favre filtered fields on a
2D cross section. Shown are the particle volume concentrations for particles with diameters of
(a) dp = 0.4 nm, (b) dp = 6.4 nm, (c) dp = 25.6 nm, (d) dp = 102.4 nm and (e) volume averaged
particle diameter dm predicted by the sectional model.
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Figure 9.7: Evolution of the particle diameter and particle size distribution obtained from the
sectional model (left) and the monodisperse model (right). Shown are the volume- and time
averaged particle diameters < dm > and < da >, the resolved and time averaged size distribution
predicted by the sectional model and a presumed log-normal size distribution around < da >
predicted by the monodisperse model, for three axial and two radial locations.
coagulation are present, however, the monodisperse model predicts to small diameters as shown
in Figs. 9.7a and 9.7b at HAB = 100 mm for both radial locations.
The time averaged particle size distribution obtained from the sectional model shows a bimodal
size distribution in the central jet and close to the burner (HAB = 25 mm and HAB = 100 mm)
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Figure 9.8: Particle size distribution obtained from the sectional model for two radial and four
axial locations.
as a result of simultaneous nucleation and coagulation. With reducing impact of the inception
mode, the bimodal distribution changes to a monomodal distribution off the centerline and for
larger HAB, as illustrated in Fig. 9.7a. The size distribution also highlights that in the central jet
small and large particles are found while a shift of the size distribution towards larger particles
is observed further downstream. Furthermore, the PSD converges towards the self-preserving
distribution as a result of coagulation only at HAB = 200mm for both illustrated radial locations.
A presumed log-normal size distribution from the monodisperse model has been obtained from
the time averaged aggregate diameter da, the time averaged aggregate number concentration N
and a standard deviation of 1.4. The predicted PSD is much too narrow, compared to the
PSD from the sectional model, as long as two modes are present, compare Figs. 9.7a and 9.7b.
Although the aggregate diameter da compares well with the volume averaged diameter dm, for
pure coagulation, the presumed log-normal size distribution from the monodisperse model is still
too narrow for further downstream locations. For longer residence times and pure coagulation,
it can however be assumed that a presumed log-normal size distribution represents the real PSD
reasonably well.
The temporal variation of the particle size distributions is illustrated in Figs. 9.8a and 9.8b for
256 samples, which have been obtained over a sampling period of 10ms. The instantaneous PSDs
from the sectional model highlights the more or less distinct bimodal shape at HAB = 25 mm
and HAB = 100 mm. For the investigated case, it is observed that dominantly the number
concentrations of the small particles vary, especially close to the burner and in the central jet
(HAB = 25 mm and HAB = 100 mm). For large HAB the particle size distribution is found to
be stable. Also the volume averaged particle diameter varies close to the burner within a range
of approximately 10 nm.
Figure 9.8b illustrates the presumed particle size distributions from time averaged particle
number densities, as obtained from the monodisperse model. The particle diameter range has
bin separated into 20 sections, for which 20 presumed log-normal distributions (logda) have been
constructed. The resulting PSD (< logda >) captures the different states to which the particles
have been exposed and is wider than the PSD around the averaged particle diameter (log<da>),
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it is however still narrower than the real size distribution (< Ni >) predicted by the sectional
model. Due to the fact that the investigated burner is only mildly turbulent the variations of the
particle diameter and particle size distribution is found to be small especially for large heights
above the burner. This finding is supported by both PSD predicted by the sectional model and
the monodisperse model.
9.6 Conclusions
The nanoparticle formation and evolution from spray flame synthesis was investigated with the
large eddy simulation technique. A modified version of the flamelet generated manifold approach
combined with the artificial thickened flame model was proposed and used to describe combustion
and precursor oxidation. A polydisperse sectional model accounting for nucleation and coagu-
lation and a simple monodisperse model accounting for nucleation, coagulation and coalescence
where used to approximate the general dynamics equation.
Particle nucleation, coagulation and sintering where shown to occur simultaneously for low
heights above the burner. Sintering where shown to be only present in the high temperature
region of the flame. Due to coalescence, primary particles with a diameter of up to 12 nm
were observed. Larger aggregated particles and volume averaged particles of up to 26 nm were
predicted by the simulations. The instantaneous and time averaged particle size distribution
was shown to be bimodal as long as nucleation and coagulation occurred simultaneously. The
bimodal distribution converged towards the self-preserving size distribution for conditions with
pure coagulation. Temporal variations of the volume averaged particle diameter and the particle
size distribution were shown especially for smaller particles close to the burner and in the jet
break-up region, which results from different gas-phase and particle histories.
The simple monodisperse particle model predicted the volume averaged particle diameter well.
The presumed log-normal size distribution obtained from the monodisperse model did however
not capture the shape and width of the real size distribution from the sectional model, especially
for low heights above the burner. Turbulence was shown to affect the particle size distribution,
the impact of the aerosol dynamics was found to be of major importance.
The proposed global approach can be used to understand the interaction between the spray
evaporation, gas phase combustion and particle synthesis. The numerical expenses of the sectional
model limits its applications to a small domains, the numerical cheaper monodisperse model is
however not able to capture to correct size distribution for conditions with simultaneous nucleation
and coagulation.
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Chapter 10
Summary and outlook
The nanoparticle formation from spray flame synthesis was investigated by highly resolved large
eddy simulations (LES) using tabulated chemistry and both simple and detailed population bal-
ance equation models (PBE) in a three dimensional implementation.
First, a Lagrangian particle method was implemented in the LES flow solver PsiPhi − which
was originally developed by Kempf [81] and extended by Proch [156] for massive parallel com-
putations − to describe the spray transport and spray evaporation in turbulent reactive flows.
The standard implementation of the flamelet generated manifold (FGM) approach coupled with
the artificial thickened flame (ATF) method was modified to account for spray combustion. The
FGM/ATF model for spray combustion was validated by detailed comparisons against a lab scale
spray burner [57]. Subsequently the FGM/ATF approach for spray combustion was extended
to account for two different fuels. A simple monodisperse model was included into PsiPhi to
approximate the general dynamics equation (GDE) in the continuous form, to describe the par-
ticle synthesis from the gas phase by simultaneous nucleation, coagulation and sintering. The
combination of the modified FGM/ATF approach and the monodisperse model was applied to
describe the silica particle formation from an ethanol/hexamethyldisiloxane spray flame pyrolysis
process (FSP). The findings of this study raised the question how well the monodisperse model
is suited to describe the particle formation for cases with simultaneous aerosol-dynamics and
mixing. In a next step, the more advanced sectional and bimodal PBE models were implemented
into PsiPhi, which describe the particle evolution also by nucleation, coagulation and sintering,
but these models are able to resolve the particle property space more accurate than the monodis-
perse model. The three PBE models were validated by a detailed comparison with results from a
generic reference case [180]. Afterwards, the models capabilities in predicting the particle prop-
erties were tested in the presence of simultaneous nucleation, coagulation and mixing of particle
populations with different histories. To show the applicability of the detailed and simple models
for spray flames in the LES context and to demonstrate the differences of the models, they were
used to describe the silica and iron-oxide synthesis from lab scale burners.
In the first part of the thesis, the modified version of the FGM/ATF approach was applied
to investigate three diluted ethanol spray flames with varying equivalence ratios from the Syd-
ney piloted spray flame series [57]. The liquid ethanol droplets were produced upstream of the
burner by an ultrasonic nebulizer and injected into the combustion chamber, where the heat of a
premixed pilot flame evaporated the droplets and subsequently ignited and stabilized the spray
flame. A model for the spray transport and an equilibrium evaporation model were implemented
into PsiPhi in a Langrangian framework [164]. The standard flow solver and the FGM/ATF com-
bustion model were extended by source terms in the density, momentum and mixture fraction
to account for mass-, momentum- and heat- exchange between the evaporating liquid droplets
and the gas phase. Two dimensional look-up tables were generated a priori to the simulations.
Therefore, a set of one dimensional premixed freely propagating flames was solved for ethanol and
air with varying mixture compositions at the inlet. The thermochemical properties were stored
in the look-up tables as functions of the control variables, here the mixture fraction and the
reaction progress variable. Furthermore, the sub-filter distributions of the control variables were
described by presumed filtered density functions (FDF). The variances of the control variables
were either calculated by algebraic models or by a transport equation model. Overall good and
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satisfactory results were obtained for the gas phase and liquid droplet statistics compared to the
experimental results. The impact of the presumed FDF-shape and the variances of the control
variables on the flow field were shown to be small. Further, the impact of the grid resolution
was investigated and it was shown that a finer grid could slightly improve the predictions of the
gas phase statics, whereas the impact on the liquid statistics was shown to be negligible. The
presented studies of the Sydney piloted spray flame series indicated the suitability of the applied
models for spray combustion, lead to a peer-reviewed journal publication and were necessary to
be able to describe reactive two phase flows with the LES methodology.
In the second part of the study, the silica particle formation from the spray flame pyrolysis
process of hexamethyldisiloxane as precursor was investigated numerically by utilizing a modified
version of the FGM/ATF approach and a simple monodisperse particle model. In the investi-
gated flame spray pyrolysis process, the liquid precursor was dissolved in ethanol and injected
into a combustion chamber, where the liquid was subsequently evaporated, ignited and stabilized
by a premixed methane/oxygen flame. To describe the aforementioned system with two fuels
(hexamethyldisiloxane and methane), the FGM/ATF approach, developed and implemented in
the first part of the thesis, was extended by a second mixture fraction. The mixture composition
was described by the element mass fractions for carbon and hydrogen (instead of two standard
mixture fractions) and the progress of combustion by one joint reaction progress variable. The
three dimensional look-up table for the oxidation of hexamethyldisiloxane, ethanol and methane
in pure oxygen were generated by solving one dimensional freely propagating flames, by varying
the initial conditions of the fuel and oxidizer mass fractions as functions of the element mass frac-
tions. To also account for the chemistry of the precursor in the manifolds, an existing reaction
mechanism for the oxidation of ethanol was extended by a sub-mechanism for hexamethyldis-
iloxane, which was developed by Wlokas et al. [42]. The evolution of the particle population
by simultaneous nucleation, coagulation and coalescence by sintering, was described by solving
transport equations for the number concentration, area concentration and volume concentration
of aggregate particles, which are proportional to the zeroth, first and third moments of the gen-
eral dynamics equation. The nucleation source term was determined a priori to the simulations
during the flamelet calculations and stored in the look-up table as a function of the control vari-
ables. The particle formation was investigated and discussed in terms the three moments and
the resulting aggregate and primary particle diameters. The developed and presented global sim-
ulation approach enables a deeper understanding of the interactions of the spray formation, the
gas phase combustion and particle synthesis and is suitable for simulations and optimizations
of real synthesis reactors [165]. Furthermore, a particle size distribution (PSD) was obtained
as a result of turbulence − even from the monodisperse particle model − which was shown to
be narrow close to the burner exit and widen further downstream with locally bimodal distri-
butions. The obtained local size distributions are the result of monodisperse particles exposed
to different histories and do not result from the synthesis of polydisperse particle populations.
A key question that arose from this study is: how important is the impact of turbulence and
polydispersity on the resulting particle size distribution? This point was addressed in the forth
and fifth part of the thesis. Furthermore, a validation of the implemented monodisperse model
by a comparison to experimental data could not be performed, as space and time resolved mea-
surements of particle diameters and size distributions are hard to obtain in turbulent spray flames.
In the third part of this thesis, the formation of titania particles from gas phase synthesis was
simulated with the simple monodisperse model, a more advanced bimodal model and a detailed
sectional model to a) validate and b) further investigate the models’ capabilities in the presence
of mixing. The three models were first implemented into PsiPhi and then validated by a detailed
comparison against the results from a published reference case, which describes the titania par-
ticle formation from the oxidation of titanium-tetrachloride in pure oxygen [180]. The oxidation
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of titanium tetrachloride was described, as in the reference case, by a global one step reaction.
Particle formation was modelled as the change of the gas phase precursor to titania molecules.
The applied bimodal model described the evolution of the particle population by nucleation, coag-
ulation and sintering and solves transport equations for the number concentration of a nucleation
mode, and transport equations for the number-, area- and volume concentration of an aggrega-
tion mode. The implemented sectional model described the particle formation by nucleation and
coagulation and resolved the particle property space by solving transport equations for particle
number concentrations of different particle volumes. A very good agreement of the predicted
particle diameter and size distributions from the sectional model was obtained in comparison to
the reference data for all investigated process conditions and residence times. The bimodal model
predicted the diameter of the monomer molecules, aggregates and the volume averaged parti-
cle diameter very well for all investigated cases and residence times. The monodisperse model
however, under predicted the particle diameter as long as nucleation and coagulation occurred
simultaneously. Presumed log-normal PSDs were determined from the particle diameters and
number concentration from the monodisperse- and bimodal model, which were compared to the
real PSD from the sectional model. The presumed PSDs were shown to be in a good agreement
as long as coagulation is the driving internal aerosol dynamic process and the real PSD converges
towards the self-preserving PSD. To investigate the models’ capabilities in the presence of simul-
taneous nucleation, coagulation and mixing, five generic cases were designed in which particle
size distributions obtained from the reference case after different residence times were mixed.
Nucleation was neglected in the first two cases, but considered in the third to fifth test case.
The further evolution of the resulting particle size distribution and particle diameter predicted
by the bimodal and monodisperse model were compared against the results from the sectional
model. It was shown that the particle diameter and size distributions predicted by the monodis-
perse and bimodal model strongly deviate right after mixing, but also that the PSD returns to
a good agreement for longer residence times after mixing had finished. The studies indicated a)
the accuracy of the implemented models, b) the need of a more detailed particle model when
nucleation, coagulation and mixing occurred simultaneously, c) that the simple models may by
sufficient as long as mixing may be negligible and d) the importance of a proper sub-filter model
for coagulation.
In the fourth part of the thesis, the developed FGM/ATF approach coupled with the sec-
tional model and the monodisperse model were applied to investigate the iron-oxide particle
synthesis from iron pentacarbonyl and to show the suitability of the developed methods also for a
different material system. Iron oxide particles were produced by the spray flame pyrolysis process
of iron pentacarbonyl solved in ethanol, which was injected into a combustion chamber, where a
premixed methane air flame provided the heat for evaporation, ignition and stabilization of the
spray flame. The element mass fractions of iron and hydrogen were used as control variables in
the FGM/ATF approach. The look-up tables were produced by solving one dimensional freely
propagating flames for varying inlet conditions. An existing reaction mechanism for the oxida-
tion of ethanol was extended by a sub-mechanism for iron pentacarbonyl, which was developed
by Wlokas et al. [220]. Particle diameters and presumed log-normal particle size distributions ob-
tained from the simple monodisperse model were compared against the results from the detailed
sectional model. The diameters predicted by the monodisperse model were slightly smaller than
the diameters predicted by the sectional model. Narrow particle size distributions were found
by both models close to the burner exit, which widened further downstream only as a result of
turbulence. The presumed and predicted PSDs from the monodisperse model were too narrow
compared to the real PSDs from the sectional model. The studies presented in the fourth part of
this thesis indicated the material independency of the developed global simulation approach.
In the fifth part of the thesis, the developed FGM/ATF approach coupled with the sectional
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model and the monodisperse model were applied to improve the investigations of the silica par-
ticle synthesis from the spray flame pyrolysis described in part two. The studies showed that
the particle formation, coagulation and sintering (with the monodisperse model) occurred si-
multaneously for low heights above the burner, and coagulation is the dominant process further
downstream. (Primary particles of up to 12 nm and larger aggregates of up to 26 nm were found
in the investigated flow domain). A bimodal particle size distribution from simultaneous nucle-
ation and coagulation could be shown by the sectional model for low heights above the burner,
which converged towards a self preserving size distribution further downstream as a result of
pure coagulation. The studies also highlighted the impact of turbulence and polydispersity on
the evolution of the PSD and outlined the differences of the simple and detailed sectional model.
In summary, it was shown that tabulated chemistry approaches combined with PBE models
and the large eddy simulation methodology is a suitable tool to numerically investigate spray
flames with subsequent nano particle synthesis. Therefore, the presented work may be seen as a
step towards the detailed modelling of the spray flame synthesis of nanoparticles. However, there
are still open research questions to be worked on: a) how to incorporate the sub-filter distribution
of the particle population in the modelling of coagulation and sintering, b) how to improve the
modelling of diffusion in the monodisperse and bimodal model for low turbulent or laminar cases,
c) how should the gas and particle phases be treated for flows with a high particle loading and
d) how can the accuracy of the sectional model and the numerical efficiency of the monodisperse
model be combined.
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