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Abstract
Room temperature photoreflectance (PR) is shown to be influenced by optical 
interference between Si/SiGe/Si layers. The PR changes with wafer position due to a 
variation of Si cap thickness. By comparing the phase found from experiment with the 
theoretical phase calculated from the Séraphin coefficients, the thickness of the Si cap layer 
is detennined across the wafer.
Energies of the SiGe and E^+Aj critical point transitions found from room 
temperature PR measurements of thin stiained SiGe layers are greater than expected. It is 
known that the SiGe interfaces are graded in composition, but this does not fully explain 
the energies found from the PR. Therefore, a simple square quantum well model is 
compared with experiment. It is likely that both composition grading and quantum 
confinement contiibute to the energy shifts.
Franz-Keldysh oscillations (FKO) are observed in room temperature PR spectra of 
InGaAsP and InP layers. Electio-modulation theory has been developed to fit the FKO. It 
is found that tlie InGaAsP spectia aie best fitted when considering light and heavy holes. 
This is applied to the FKO from the InP layers, and a good match between experiment and 
theory is achieved.
Energy transitions between electron and hole confined states in strained InGaAs quantum 
wells have been measured using room temperature PR and photoluminescence. The 
transition energies found from the PR have been compared with a theoretical quantum well 
model, and the band offsets found from the comparison. The agreement between experiment 
and theory is good for tensile strained InGaAs/InGaAsP quantum wells, and the band offset 
appears to vary little with tensile strain. A low energy feature in the PR spectra of 
IiiGaAs/InP quantum wells with compressive and tensile strain is attributed to a Zn impurity 
state. Despite difficulties in matching experiment with theory, the band offsets are also 
found for these structures. ^
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Chapter 1 
Introduction
1.1 Thesis Overview
The work undertaken during this PhD has included several material systems at the 
forefront of semiconductor research. The materials studied are SiGe and III-V alloys, both 
of which are important components in modern day semiconductor devices. The principle 
aims of this work have been to further understanding of the mechanisms contributing to 
photoreflectance (PR) spectra in these materials, and to use PR as a tool to investigate the 
properties of layered structures. The fonner aim is fulfilled in chapters 3 and 5, where a 
theoretical study of PR is compared with experiment. The latter aim is realised in chapters 
4 and 6, where both SiGe and III-V quantum wells are investigated.
The properties of the semiconductor materials examined in this work are introduced in 
this chapter. These are InGaAs/InP, InGaAs/IiiGaAsP and Si/SiGe layers. As an intioduction 
to the reader, early work on the theoiy of electroreflectance (ER) is presented, where much 
of the theoretical work done for ER can be directly applied to PR. Least squares fitting is 
essential in all PR work, and so this chapter is concluded with a brief description of the 
least squares fitting routine used to fit the PR spectra.
In chapter 2, the experimental anangements for measuring infrared and ultra violet PR 
are described. The infraied system at the University of Surrey was set up at the outset of 
this work, and so is described in detail. In contrast, the ultra violet system was established 
before this work was begun, so only the refinements for which the author has been 
responsible are described in detail.
In chapter 3, theoretical work on tlie effect of optical interference on PR spectra of 
layered structures is presented. The terms in PR theoiy which are influenced by optical 
inteiference are the Séraphin coefficients. These aie calculated using a method not 
previously applied to Séraphin coefficients. Comparing these calculations with room 
temperature ultra violet measurements of samples comprising of Si/SiGe/Si layers allows 
PR to be used for the first time to deteiinine the thickness of the Si cap layer in such 
structines.
Room temperature and low temperature ultra violet PR measurements of thin SiGe 
layers grown on Si aie shown in chapter 4. Anomalies in the critical point energies found 
from least squares fits to the spectra are investigated in tenus of quantum confinement in 
the SiGe layer, and composition grading at the SiGe interfaces. Although no definite 
conclusions as to the origin of the systematic shift in critical point energies can be diawn 
from this work, there is strong evidence that quantum confinement occurs at the L point in 
Si/SiGe structures.
In chapter 5, Franz-Keldysh (FKO) oscillations in the room temperature PR spectra of 
InGaAsP and InP bairiers in quantum well structures are observed. A method of fitting the
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oscillations, based on expressions containing Airy functions, is developed. This is then 
successfully applied to the FKO in the experimental spectra by assuming that spectral 
features originate from contributions of light and heavy holes, and in the case of InP, split- 
off holes also.
Transitions between confined electron and hole states in InGaAs/InGaAsP and 
InGaAs/InP quantum wells are measured using room temperature PR and photoluminescence 
for wells of vaiying strain in chapter 6. The transition energies deduced from least squares 
fits to the PR are compared with a quantum well model. The band offsets are determined 
from this comparison.
1.2 Introduction to Semiconductors
This section is intended to be a brief introduction to the crystal and electronic structure 
of the semiconductors investigated in this tliesis. This is followed by a description of 
quantum wells, and an ovei*view of some applications of the materials and structures studied 
in this work. An interested reader requiring more detailed information may refer to the 
references herein.
1.2.1 Crystal and Electronic Structures
At room temperature and pressure, the semiconductors studied in this work have either 
diamond or zincblende ciystal lattice structures. The tetrahedral bonding between atoms in 
such structures is shown in figure 1.1. In the figure, each atom is suiTounded by four 
equidistant nearest neighbours which lie at the comers of a tetraliedion, and the covalent 
bond between two nearest neighbours is foimed by two electrons with opposite spins. Both 
ciystal structures can be considered in teims of two inteipenetrating face-centred cubic 
lattices, that are displaced relative to one another along the main diagonal. For a diamond 
lattice, such as Si, all the atoms ai e the same, whereas in a zincblende lattice, such as GaAs, 
one sublattice is Ga and the other As. Most III-V materials crystallise into the zincblende 
structure.
Figure 1.1 The unit cells of a diamond (Si) and zincblende (GaAs) lattice (Kelly (1995)).
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When considering the electronic structure of covalently bonded diamond and zincblende 
semiconductors, it is infonnative to begin with a single free atom made up of s and p 
electronic orbitals. When forming ciystals, many atoms are brought into proximity and the 
outennost s and p electrons of the atoms interact with their nearest neighbours to fonn 
bonding and anti-bonding states. This electron interaction is repeated throughout the crystal, 
and the states consist of a linear combination of the s and p orbital states of the single 
atoms. All of the bonding states fonn what is known as a : valence energy band, and the 
anti-bonding states fonn a conduction energy band. Wlien these states aie formed, there is a 
distinct gap in energy between electrons in the conduction and valence bands, and the 
difference in energy between the lowest point of the conduction band and the highest point 
of the valence band is called the bandgap. The number of electrons in the conduction band 
is largely controlled by the ratio of the bandgap and the temperature, such that at absolute 
zero a perfect semiconductor would be an insulator with all electrons in the valence band.
Brillouin described energy band theory in tenus of a reciprocal lattice Brillouin zone, 
or Wigner-Seitz cell. This zone represents tlie different interactions of the atomic orbitals 
for elections with different velocities, and is the unit cell of the reciprocal lattice. It is 
constructed by drawing perpendicular- bisector planes in the reciprocal lattice fiom the centre 
to the nearest reciprocal lattice sites. These planes are important in the theoiy of wave 
propagation in crystals, because a wave whose wave-vector drawn from the origin 
terminating on any of these planes will satisfy the condition for diffraction. The central cell 
in the reciprocal lattice is important in the theoiy of solids, and is called the first Brillouin 
zone. The first Brillouin zone of diamond and zincblende ciystal structures is shown in 
figure 1.2.
Figure 1.2 The first Brillouin zone of diamond and zincblende structures (Kelly (1995)).
The relation between the crystal momentum k, represented by a point in the first Brillouin 
zone, and energy is given by the band structure. This band stiucture represents electronic 
states in the conduction and valence bands. The band structure of GaAs is shown in figure 
1.3. In general, the valence band in the zincblende crystal stiucture consists of four 
subbands. At k=0 (T point), three of the four bands are degenerate, but spin-orbit interaction 
causes one of these to split, leaving two degenerate bands. Similarly, the conduction band 
is made up of subbands. It is important to realise that for some materials, notably Si, the 
bottom of the conduction band does not necessarily occur at k=0.
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Figure 1.3 Simple energy band structure of GaAs (Kelly (1995)).
An photon with momentum q can stimulate an electron from a state in the valence band 
with momentum k to a state in the conduction band with momentum k'. Creating an 
electron-hole pair has little effect on the overall electionic state of tlie ciystal because the 
electron wave functions are spread through large regions of it. If the wave function 
representing the single electron is a Bloch fimction (found from solutions of Schrodinger's 
equation), then the probability of finding an electron in the excited state is zero unless k- 
k'+q=0. If the momentum of tlie photon is small compared with k and k', then the 
absorption of a photon connects states in the conduction and valence bands with the same 
momentum. That is, within the one electron approximation, an optical photon with an 
energy larger than the bandgap will promote electrons vertically in the band structure.
At points in the band structure corresponding to particular points on tlie Brillouin zone 
surface, the curvature of the conduction and valence bands are highly symmetiical and the 
probability of an electron interacting with a photon at these points is greater than elsewhere. 
This occurs at the F, K, L and X points, and these are known as critical points. There are 
four types of critical points, defined by the signs of the effective masses in the three 
dimensions of reciprocal space. The Mq and Mg critical points can be described as paiabolic, 
and the M, and Mj critical points as hyperbolic or saddle point. For a detailed description 
of critical points, see Séraphin (1972). If the effective mass in one direction of reciprocal 
space is infinite then the critical point is two dimensional, otherwise it is three dimensional.
For a comprehensive explanation of crystal and band structures, the autlior recommends 
the book by Kittel (1986).
1.2.2 Quantum Wells
If two semiconductors with different bandgaps are brought together, then the valence 
and conduction bands of the two materials line up in a certain way at a certain critical point. 
This band alignment can be classified into two types, shown schematically in figure 1.4. For 
a type I interface, the smaller bandgap lies entirely inside the larger bandgap. For a type II 
interface, the bandgaps are staggered, or totally misaligned.
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Figure 1.4 A representation of heterojunction band alignments for type 1 and type 11 
quantum wells. The shaded areas represent the band gaps in both materials.
If the material with the smaller bandgap is sandwiched between two layers with a larger 
bandgap (as in figure 1.4), then a quantum well can be fornied. For this to occur, the 
thickness of the quantum well layer must be sufficiently small, so that the free movement 
of electrons and holes in the growth direction (across the page) is suppressed and they are 
confined quantum mechanically. Discrete energy states are formed in such a structure, given 
by solutions of Schrodinger's equation. A schematic diagram of the energy states in a type 
1 quantum well is shown in figure 1.5. The most common study of quantum wells concerns 
the Eq critical point transition at the f  point. In this work, however, confinement of the E, 
and E,+A, transitions at the L point is also considered. A more detailed description of 
quantum wells and their applications can be found in the book by Kelly (1995).
barrier quantum
well
barrier
Cl
ei
h,
h:
hi
Figure 1.5 A schematic diagram of the electron (red) and hole (blue) energy states in a type 
1 quantum well, and possible transitions (green).
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1.2.3 III-V Alloy Materials
Chapter I
This section is intended to give the reader an idea of the development and applications 
of the III-V alloys studied in this work. It is not intended to be a comprehensive review, but 
an illustration of tlie importance of tliese materials.
The development of low loss optical fibres in the 1950s initiated a communication 
revolution that demanded improved optoelectionic devices. Some of the most important 
gains in device performance stemmed from the development of III-V alloy giowth 
technology. These alloys showed much promise, but suffered from a significant drawback: 
the relationship between the bandgap and lattice constant shown in figure 1.6. From this 
figure, it is obvious that there lies enormous potential for engineering the bandgap by 
changing alloy compositions. Few compositions could be grown, however, as they had to 
be lattice matched to available substrates. Despite this limitation, it is clear from figure 1.6 
that the III(Ga,Al) - V(P,As,Sb) alloys can be formed with varying bandgaps at almost 
constant lattice parameter. Since GaAs technology was well developed, the most popular' 
of these alloys was AlGaAs, and the first devices were comprised of GaAs/AlGaAs 
structures. The most prominent of these devices was the AlGaAs lieterqjunction laser.
2.8
AWt
2.0
,lnPg
O.G ICoSb
0.4
r 58 5.9 , 6.0
LATTICE CONSTANT(A)
62
Figure 1.6 Variation of the lattice constant with bandgap (Antypas (1982)).
Although AlGaAs was sufficient for optoelectronic applications over certain energy 
ranges, there was an increasing demand for alloys with bandgaps lower in energy tlian 
GaAs. To this end, research was expanded to other III-V ternary alloys such as InGaAs, 
GaAsSb and InAsP. It was discovered tliat the bandgap and lattice constant could be 
adjusted independently by incorporating a fourth component to the alloy. Such a material 
is InGaAsP, and in figure 1.6, this system is bounded by tlie InGaAs, InAsP and GaAsP 
alloy lines. The advantage of these quaternary alloys was that they could be grown on 
commercially available substrates, such as InP.
A more recent development in bandgap engineering has stemmed from the ability to 
grow strained layers. This has opened a whole new realm of device design. The effects of 
strain are briefly discussed later in this chapter.
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Since the development of III-V alloys, many important devices have been fabricated 
from them. A few of these devices, relevant to the materials studied in this work, aie 
described below.
InGaAs/InGaAsP/InP heterojunction bipolar transistors (HBTs) (Tsang et. al. (1988)) are 
attractive for microwave and high speed switching applications, particularly for 
optoelectronic integrated circuits. Not only aie they compatible with long wavelength 
sources and detectors, but a superior high fiequency performance is expected compared with 
GaAs based HBTs due to the higher electron mobility of InGaAs, and a greater drift 
velocity of InP at high fields.
InGaAs/InP structures have been used to construct long wavelength photodiodes. In 
conventional pin photodiodes, tliere is a trade off between quantum efficiency and 
bandwidth. This problem can be overcome by using a microcavity photodiode. Using a 
series of InP/IiiGaAsP layers as a Bragg reflector, the incoming light bounces off the 
reflectors, leading to a buildup of the optical field at the resonant wavelength. For a further 
explanation of this, see Dentai et. al. (1991).
Probably the most important application of III-V alloys has been in the area of quantum 
well lasers. Strained-layer InGaAs/InGaAsP lasers at 1.5 pm wavelength for fibre 
communication systems are of paiticular interest. The introduction of strain to these devices 
has several advantages. The effect of compressive strain is to reduce the in-plane effective 
mass in the quantum well, and so reduce the threshold cunent of the laser. In addition, 
strain induced band stmcture modifications result in a reduced magnitude of hannfiil loss 
mechanisms like Auger recombination and intervalence band absorption. For a detailed 
description of strained InGaAs/InGaAsP quantum well lasers, see Thijs et. al. (1991).
1.2.4 Si/SiGe Alloy Materials
In contrast to the recent developments in III-V materials. Si has been the major material 
used in the semiconductor industiy since the invention of the bipolar transistor by Bardeen 
and Brattain(1948). The recent advancements in Si technology, coupled with its high 
mechanical strength and insulating oxide, ensure the future of Si devices. The main 
drawback of Si based materials when compared with III-V materials is that the fundamental 
bandgap in the band structure is indirect. This means that they are unsuitable for 
optoelectronic applications. This deficiency has been the main stimulus for research into III- 
V materials. There have been several attempts to integrate III-V alloys with existing Si 
devices, but this has proved difficult.
Bandgap engineering of Si has recently been achieved by incorporating Ge into Si 
structures. If strained SiGe alloys are used, greater flexibility can be achieved when 
designing devices. In tlie following paragraphs, some current device structures that utilise 
SiGe layers grown on Si are described.
The Ge p-i-n photodetector was first proposed by Luryi et. al. (1984), and consisted of 
a p-n Ge junction diode with an intrinsic doped region at the junction where light is 
absorbed. This comprised of a Si substrate, a graded SiGe alloy buffer and a series of Ge 
layers. The device perfonnance was improved by incorporating a SiGe superlattice in the 
buffer region.
An optical device making use of the fact that the bandgaps of SiGe alloys are smaller 
than those of Si is the multi-quantum well photodetector. This was reported by Temkin et.
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al. (1986), who fabricated a structure with SiGe quantum wells. The effect of using quantum 
wells, as opposed to simple alloy layers, is to shift the response of the absorption to shorter 
wavelengths. The absorption of light in such structures is still indirect, however, and so only 
a small amount of light is absorbed.
The first transport devices that utilised SiGe structures were based on buried channel 
Field Effect Transistors (FETs). In such structures, the different bandgaps and different band 
alignments between the alloy and bulk Si were used to confine carriers in a channel (People
(1985)).
By growing alternate Si and SiGe alloy layers with short periods, band theory predicts 
that the atomic potentials of this superlattice modify the bulk crystal properties. This 
changes the bandstructure in such a way that the fundamental bandgap changes from being 
indirect to direct.
1.2.5 Strain Effects
Strained layer semiconductors were initially developed for the convenience of bandgap 
engineering, but it was subsequently realised that strain incorporated during growth can also 
be used to engineer the band structure as a whole, as is the case with the laser devices 
described earlier.
Any sufficiently thin semiconductor overlayer will be strained if the bulk lattice constant 
of the overlayer differs slightly from that of the substrate. For small differences in the lattice 
constants, the overlayer will distort. If the lattice constant of the overlayer is larger than the 
substrate, the unit cell of the strained layer is compressed in the growth plane, as in figure 
1.7a. If the lattice constant is smaller than that of the substrate, however, the overlayer has 
tensile strain, as in figure 1.7b.
Compressive Strain
(a)
Tensile Strain
(b)
Substrate Substrate
Figure 1.7 A schematic diagram showing overlayers with (a) compressive strain and (b) 
tensile strain.
Strained layers can be successfully grown to thicknesses up to a critical thickness, above 
which it is energetically favourable to relieve the strain via dislocations. A good description 
of the critical thickness of different materials has been published by O'Reilly (1989).
The total strain in an overlayer can be resolved into two distinct components, hydrostatic 
and axial. The hydrostatic component changes the crystal unit volume, but not the crystal 
symmetry. The effect of this is to change the bandgap of the material. As a result of the 
axial component, however, the symmetry of the crystal is changed. This in turn removes the 
degeneracy of the light and heavy holes in the valence band at the T point. For a detailed
8
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explanation of the effects of strain, see O'Reilly (1989).
Chapter I
1.3 Electroreflectance and Photoreflectance of Bulk and Layered Materials
It is appropriate at this point to introduce the concept of electroreflectance (ER) and 
photoreflectance (PR), and to describe the principles behind the measurements. Surface 
states in bulk semiconductors, and interface states in layered structures, trap charge near the 
surface or interface. In ER, the ensuing built-in field is modulated periodically by applying 
an ac voltage across the material. This modulation changes the optical properties of the 
material, and the ER is given by the resulting change in reflectance from the sample
The main disadvantage of ER is that contacts must be formed on the surface and 
underside of the sample in order to apply the voltage. Not only are these contacts difficult 
to fonn, but they often damage the sample. PR however, provides a non-destnictive method 
of probing the built-in fields. The underlying mechanisms of PR are similar to those of ER, 
which means that much of the theory derived for ER can be applied to PR.
A schematic diagram of the built-in electric field at the surface of a bulk material is 
shown in figure 1.8a. If the surface is illuminated with light of energy greater than the 
bandgap of the material, electron-hole pairs are formed. The photogenerated electrons or 
holes migrate to the surface, and reduce or eliminate the electric field. In the case of PR, 
laser light is used to fonn the electron-hole pairs. The chopped laser provides periodic 
illumination, resulting in a periodic suppression of the electric field, leading to a periodic 
change in the optical properties. The application of laser light is shown schematically in 
figure 1.8b.
The main disadvantage of PR is that it relies solely on the built-in fields. If these fields 
are weak, then they cannot easily be varied.
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Figure 1.8 A schematic representation of (a) the electric field due to surface or interface 
states and (b) the effect of laser light on the field.
1.4 The History of Electroreflectance
The author endeavours in this section to plot the historical development of 
electroreflectance (ER), and to present the theory from it that is most relevant to this thesis.
Since the conception of quantum mechanics, investigations of the effect of an electric 
field on crystalline solids has been a great challenge to many scientists. The first
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investigations concentrated on transport in conducting solids, and the first quantum 
mechanical treatment of the problem of conduction was given by Bloch (1928). It was not 
until 1958 that the effect of an electric field on the optical properties of solids was 
considered.
1.4.1 Early Optical Absorption and Modulation Spectroscopy
The absorption properties of the Mg fundamental edge were investigated independently 
by Franz (1958) and Keldysh (1958). They found that for an election in the periodic electric 
field present in a crystal, the low energy edge of the absorption profile was sharp. If, 
however, they considered an electron in a uniform electric field as well as the periodic field, 
they found that the absorption edge consisted of an exponential tail extending into the 
forbidden gap.
Bulyanitsa (1960), Thannalingham (1963) and Callaway (1963,1964) extended the 
theoretical work of Franz and Keldysh to include absorption for energies greater than the 
bandgap, and experimental measurements of this were perfonned by Frova and Handler 
(1965) and by Handler (1965). Both of these authors showed that the Franz-Keldysh theory 
described the observed electro-absorption, and that the absoiption was dependent on the 
magnitude of the electric field.
Séraphin (1964) was the first to realise that the electric field at the surface of Ge was 
strong enough to obsei've the Franz-Keldysh effect at the fundamental edge in reflectance 
spectra. The reflectance study was then extended into the energy region above the 
fundamental edge (Séraphin and Hess (1965a)). They found that by modulating the surface 
electric field externally, the nonnalised change in reflectance ARyR due to the modulation 
yielded shaiper structure than that observed in reflectance spectra. Séraphin and Bottka 
(1965b) later showed that the Franz-Keldysh effect could be observed in refractive index 
measurements.
Following the ER observations of Séraphin, Séraphin and Bottka (1965b) showed that 
ER spectra depend on the change in refractive index due to the electric field modulation. 
Aspnes (1966) explained ER in terms of the effect of the electric field on the absorption 
coefficient, and then in tenns of the dielectric constant (Aspnes (1967)).
Rees (1968) and Aspnes et. al. (1968) showed that the effect of an electric field on the 
dielectric properties in the one electron approximation could be represented by a convolution 
which gave a broadening of the zero field dielectric function. As a result of this, the theory 
was no longer restricted to tlie region close to the critical points in the Brillouin zone.
The important mathematical conclusions of the above pioneers of modulation 
spectroscopy are presented in the following sections.
1.4.2 The Theory of Electroreflectance
Following the first experimental observation of ER, Séraphin and Bottka (1965b) 
proposed that the nonnalised change in reflectance AR/R could be expressed in terms of the 
change in refractive index due to modulation. They then proposed that ER could be 
expressed in tenns of the change in dielectric function due to modulation (Séraphin and 
Bottka (1966)),
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AR
= a  (8^, 8 2 )  Ae^+P ( E i ,  8 3 )  A82 ( 1 1 )
where As, and AS2 are the changes in the real and imaginary parts of the dielectric fimction 
respectively, and a  and p are called Séraphin coefficients. The Séraphin coefficients are 
described in more detail in chapter 3. Aspnes and Frova (1969) showed that if the electric 
field is not luiifonn, then mixing of the real and imaginary parts of the dielectric function 
occurs and the ER lineshapes change. Rowe and Aspnes (1970) also examined the effect 
of excitons on electiic field modulation spectra, and deduced that an additional tenn should 
be included in equation 1.1 to account for this.
If the two obseiwations of field non-uniformity and exciton effects mentioned above are 
included, equation 1.1 becomes.
AR = Re (C^C^QAc) (1.2)
where As = Asi+iAsj, C, = a  - ip , Q  is the exciton term and C, is the field non-unifonnity 
tenn.
1.4.3 Importance of the Magnitude of the Electric Field
Electroreflectance (ER) can be classified into three distinct regimes, depending on the 
strength of the electric field. The first of these is the high field regime, where the energy 
gained by an electron across the unit cell of the ciystal due to the field approaches the 
energy of the bandgap. Fields that are this strong change the band structure, and these 
effects are observed experimentally as Stai'k shifts.
If the energy gained by an electron across a unit cell is significantly less than the 
bandgap energy, the bandgap is not changed and the ER is classified into two additional 
field regimes. These two regimes depend on the relative magnitude of two characteristic 
energies; the collision broadening, F, and the electro-optic energy h0 (defined by equation 
1.8). In the intennediate regime, the acceleration of electrons due to the field dominates the 
effects of collision broadening ie h9>F. This regime is characterised in ER spectra by 
Franz-Keldysh oscillations above the bandgap energy. In the low field regime, where 
collision broadening is the dominant mechanism ie F>h0, spectra do not contain Franz- 
Keldysh oscillations.
Only the intennediate and low field regimes are described by the theoiy in the next 
section.
1.4.4 The Effect of an Electric Field on the Dielectric Function
The two-particle Schrodinger equation for electrons and holes, with r  as the relative 
coordinate of the electron-hole pair is,
( r )  =V i|; ( r )  (1-3)2 p
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where h is the Planck constant, V the sum of the electron and hole energies measured 
from the respective band edges and p the reduced mass given by,
(1.4)
where m  ^and m^ , are the electron and hole masses respectively. The solutions for the wave 
function from equation I .3 are of the fonn,
( r )  = (1.5)
where A is a constant
In the presence of a uniform electric field the wave function is given by the 
Schrodinger equation,
(r) = (e@ r+P) r|r (r) (1-6)^ p
The solutions to this equation are of the form (Thannalingham (1963)),
where C is a constant. A, is an Airy function, and the electro-optic energy h0 is given by,
( 1.8)
Aspnes (1967) derived the imaginary part of the dielectric function 62 in terms of the 
wavefunction T . More important than this, he derived the change in dielectric function due 
to the field modulation in terms of the wavefunction. The details of this derivation are 
beyond the scope of this thesis, but the final conclusion of Aspnes is important. That is, the 
change in the real and imaginary parts of the dielectric function due to modulation for an 
Mq critical point with energy gap Eg are given by,
where,
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G{x) =—  A^ix) Bi ix)  -xA^{x) B^{x)]+ {x) ^u{x) (1-^ 1)
and.
F(x) (x)-xAj (x) |-(-x) ^u{~x) (1-12)
and B is an amplitude tenn, hco is the energy, N is a normalisation constant, u(x) is the unit 
step function (zero for negative argument and one for positive argument), Aj and Bj are Aiiy 
functions (Abramowitz and Stegim (1965)) and A/ and B/ are derivatives of the Airy 
functions. Collision broadening can be included in the model by using a Lorentzian 
broadening term F. In this case, the change in dielectric function due to modulation is given 
by (Aspnes 1972a),
1.4.5 Aspnes' Third Derivative Functional Form (TDFF)
Although the details of the derivation of Aspnes' third derivative functional fonn are 
beyond the scope of this thesis, the important conclusions from his work are presented here. 
If the energy bands are assumed to be parabolic, and the field is sufficiently small, then the 
modulated dielectric function can be expressed as (Aspnes and Rowe (1970,1972b)),
Aga. ^ ^ v c ^ c v l  2 \ f T r .  (h0)\ [ d ^ k — M l ! —  (1.15)
where e is the electronic charge, and P^  ^ aie momentum matrix elements, m is the 
election mass, E is the energy, k is the momentum. Eg is the energy gap, h9 is the electro­
optic energy and F is the broadness. This was shown by Aspnes to be equivalent to a third 
derivative fimction differentiated with respect to energy,
( £ 2e) (1.16)12E^ dE^
From this, it can be shown that the change in dielectric fimction can be expressed as a third
13
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derivative Lorentzian-like function.
where A is a real amplitude term, and the value of n depends on the type of critical point 
under investigation.
When comparing experimental spectia with theoiy using equation 1.2, it is common to 
assume that the exciton and non-uniformity tenns are unity. In addition to this, the Séraphin 
coefficients are assumed to be energy independent, and are included as a phase tenn ((). 
Thus, in the low field regime, ER spectra are given by.
(1.18)
This is an important equation in modulation spectroscopy, and is laiown as Aspnes' third 
derivative functional fonn (TDFF). The TDFF is an approximation to the Aiiy function 
expressions introduced in section 1.4.4, but only valid for small electric fields.
An important parameter in equation 1.18 is n, the exponent of the Lorentzian-like 
function. This value depends on the joint density of states of the critical point, which 
depends on the dimensionality of the critical point. For a detailed explanation of this, see 
Aspnes (1972b). For three dimensional critical points, such as Eq (F point), n==5/2 is used. 
For two dimensional critical points, such as E^  (L point), n=3 is used. For excitons, n=2 is 
used.
1.5 Photoreflectance of Quantum Wells
Photoreflectance (PR) is a useful probe of quantum well structures because higher order 
confined state transitions, as well as the ground state transitions are usually obsei"ved. Over 
the last decade, PR has been used extensively to investigate the confined states for the Eq 
critical point transition at the F point.
PR has several advantages over photoluminescence (PL), which is usually used to 
measure quantum well transition energies. PL is usually performed at low temperatures 
because the room temperature spectra are too broad. The features in PR spectra, however, 
are sufficiently sharp at room temperature. The most important advantage of PR over PL 
is the ability to measure higher quantum well transitions, as well as ground state transitions. 
Thus, more information about the confined states in the well can be found.
The mechanism by which PR probes quantum wells is different from that of bulk 
materials. The effect on a boimd state of changing the electric field, is to tilt the confining 
potential such that electrons and holes become spatially polarised but remain confined. This 
in turn changes the band stiucture, and the amount of overlap of the wavefunctions of the 
confined states. A good review of the differences between the PR of bound and free 
particles is given by Gleinbocki et. al. (1992), and the most important point to note from 
this summary is that the PR fiom confined states is first derivative (FDFF), and not third
14
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derivative (TDFF).
The first fits of quantum well transitions in PR spectra were perfonned by Shen eL al.
(1986) for GaAs/AlGaAs structures. They obtained reasonable fits to room temperature PR 
spectra by assuming that the lineshape of the well transitions were TDFFs with n=3 in 
equation 1.18 (ie that of a two dimensional critical point). This was a surprising result at 
that time, as it is predicted that confined states yield first derivative spectra. In order to 
clarify this observation, Shanabrook et. al. (1987) compared PR with photoluminescence 
excitation spectroscopy at temperatures down to 6K. They found that the model that fitted 
best at low temperatures was an FDFF, but when they increased the temperature to room 
temperature, the TDFF fitted best. So it appeared that the well transitions were first 
derivative at low temperatures, and third derivative at room temperatures. Glembocki and 
Shanabrook (1987) explained this as being temperature dependent inhomogeneous 
broadening, which changes the absorption profile from Lorentzian-like at low temperatures 
to Gaussian-like at higher temperatures. This change is not abrupt, and the lineshape takes 
an intermediate fonn over a certain temperature range. The reason that Shen et. al. (1986) 
could fit room temperature PR spectia of quantum well transitions with Lorentzian-like 
TDFFs, is that they mimic Gaussian-like FDFFs.
1.6 Least Squares Fitting
The key to any PR analysis is the fitting of experimental spectra. The spectra in this 
work were fitted using a Marquardt least squares fitting routine written by Dr. T. J. C. 
Hosea'. The program was wiitten in BASIC, and allows the user to fit several oscillators 
simultaneously.
An important aspect of any fit aie the values of the initial guesses for all parameters. 
This can be straightfoiward for oscillators that are well separated in energy, but becomes 
difficult for spectra containing overlapping oscillators. A useful method has been developed 
(Hosea (1995b)) to help the user of the fitting program to choose values for the initial 
guesses. A PR spectrum can be thought of as the real part of a complex phasor (see 
equation 1.18). Using a Kramers-Kronig transfoiination, the imaginary part of the phasor 
can be found. From the real and imaginary parts of the spectrum, a modulus spectrum can 
be deduced. Hosea (1994) showed an example of a PR spectmm with three TDFFs, and its 
coiTesponding modulus spectrum. This is shown in figure 1.9. Each oscillator is shown as 
a peak in the modulus spectrum. The position of this peak is an estimate of the oscillator 
energy, the height of the peak is an estimate of the amplitude of the oscillator, and the half 
width at half maximum of the peak is an estimate of the broadness of the oscillator. This 
means that the only parameter for which no information is known is the phase. A discussion 
of the accuracy of this technique is reported by Hosea (1995b). Where possible, this method 
was used to fit the TDFF oscillators in this work.
A useful feature of the fitting program is the calculation of a symmetric covariance 
matrix of the parameters found from the fits. The diagonal elements of this matrix 
correspond to the uncertainties in the fitted parameters. Therefore, this matrix can be used 
to determine an eiTor for each parameter in a fit. For a comprehensive description of the
'Department of Physics, University o f Surrey, Guildford, Surrey
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covariance matrix see Press et. al. (1992).
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Figure 1.9 A simulated PR spectrum consisting of three TDFF oscillators (dashed curve), 
and the conesponding modulus spectrum (solid curve) (Hosea (1994)).
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Appendix 1
(I) The SiGe Band Structure
The band structures of Si and Ge are shown in figure 1.10. An important feature of 
the band structures is the bandgap ie the difference in energy between the lowest point in 
the conduction band and the highest point in the valence band. For both Si and Ge, the 
valence barid maximum is at the F-point. The lowest conduction band minimum in Si is 
located in the (100) direction (about 3/4 of the way between the F-ppint and X-point), and 
the lowest minimum in Ge is located in the (111) direction (at the L-point). Therefore, the 
bandgaps of Si and Ge are indirect.
Ge
CONDUCTION
ELECTRONS
Ï
I5 LIGHT AND H ^V Y  HOLES
- 2
-4 [1 0 0 ]  XL [H I][100] rX
WAVE VECTOR
Figure 1.10 The band structures of Si and Ge (S. M. Sze, Physics o f  Semiconductor 
Devices^ Wiley, 1981).
It follows from the positions of the valence band maximum in Si and Ge that the 
valence band maximum for a SiGe alloy is at the F-point. The position of the conduction 
band minimum in such an alloy, however, is not straightforward. Consider a SiGe alloy 
with a small percentage of Ge. As the Ge composition is increased, one would expect a 
transition from a Si-like bandgap (with conduction band minimum along the (100) 
direction) to a Ge-like bandgap (with conductioh band minimum along the (111) 
direction). This transition is shown in figure 1.11, where the bandgap versus percentage 
of Ge is shown. As Ge is added, the conduction band minima in the (000), (111) and 
(100) directions move down in energy relative to the valence band maximum, but at 
different rates. Beyond about 80% Ge, the minimum in the (111) direction dips below the
16(i)
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minimum in the (100) direction, and then remains the lowest all of the way to Ge. In this 
region, the bandgap changes more rapidly with Ge composition because the minimum 
along the (100) direction shifts more slowly with composition than the minimum in the 
(111) direction.
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Figure 1.11 Composition dependence of the bandgap for a Si .^^Ge  ^alloy (T. P. Pearsall, 
J. Luminescence, 44, 367 (1989)).
(II) Electro-optic effects
(a) Bulk Semiconductors
When an electric field is applied to bulk materials, the conducUon and valence bands 
are spatially tilted. The wavefunctions representing states in the bands consist of an 
oscillatory structure, and these are shown in figure 1.12. Transitions can occur below the 
band edge because wavefunctions have tails in the forbidden gap with some overlap. An 
oscillatory structure in the absorption is observed for energies greater than the bandgap 
due to interference effects between the conduction and valence band wavefunctions.
The presence of an electric field has an effect on the joint density of states function. 
With zero field, the joint density of states of an Mq critical point is zero below the 
bandgap and non-zero above the bandgap; solid line in figure 1.13. With a finite field, the 
joint density of states is modified. It has a finite value for energies below the bandgap, 
and there is oscillatory structure above the bandgap.
16(ii)
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Figure 1.12 A schematic diagram of the effect of an electric field on a bulk 
semiconductor (C, Weisbuch and B. Vinter, Quantum Semiconductor Structures^ Academic 
press, 1991).
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Figure 1.13 Joint density of states for an Mq critical point with zero electric field (solid 
curve) and with a finite field (dotted curve) (F. Bassani and G. P. Parravinicini, Electronic 
States and Optical Transitions in Solids, Pergamon press, 1975).
(b) Quan tum  wells ^
Applying an electric field to quantum wells has a quite different effect. This is shown 
in figure 1.14. The conduction and valence band wavefunctions occur at discrete energy 
levels. The probability of a transition between a valence and a conduction band confined
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state is given by the overlap integral between the states. For a perfectly abrupt rectangular 
quantum well without an electric field, only transitions between valence and conduction 
band states with the same parity can occur ie the 'selection rule' is (m-n)=odd (index m 
is electron subband and n the hole subband).
When a field is applied, the “shape of the well changes (figure 1.14). The field shifts 
the electron and hole confined states closer together, and so changes the transition 
energies between states; the Quantum Confined Stark Effect (QCSE). In this case, the 
wavefunctions change dramatically and there is a finite probability for parity forbidden 
transitions to occur.
QW-NO APPLIED E-FIELD QW-WITH APPLIED E-FIELD
Eg + Eicont
Figure 1.14 A schematic diagram of the effect of an electric field on an infinite quantum 
well (C. Weisbuch and B. Vinter, Quantum Semiconductor Structures, Academic press, 
1991).
The difference between quantum wells with and without an electric field can be shown 
by considering Schrodinger's equation. For a quantum well with no electric field, the 
energy eigenvalues E are given by.
(1.19)
where h is the Planck constant, m is the mass, x is the distance across the well and V is 
the potential; zero in the well and a finite value in the barrier. When an electric field @ 
is applied, the Schrodinger equation becomes.
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where e is the electronic charge. In this case, the field term is a function of x, and so the 
wavefunctions given by the solutions of equation 1.20 are different from those given by 
equation 1.19.
(I ll)  Modulation Doping
The idea behind modulation doping is shown in figure 1.15: Two materials with 
different bandgaps are grown on top of each other to form a heterojunction. In figure 1.15 
these materials are AlGaAs and GaAs. If the material with the larger bandgap (AlGaAs) 
is doped with shallow donors, the Fermi level is shifted from the middle of the bandgap 
of AlGaAs to the donor level. In order to maintain a constant Fermi level throughout the 
two materials, electrons will flow from the AlGaAs to the GaAs. This causes the band 
edges to bend at the interface. From this band bending, the electrons are confined by an 
approximately triangular potential and form a two-dimensional electron gas in the GaAs 
layer. Using this technique, the electrons are physically separated from the charged 
impurities in AlGaAs
Ionized
Donors
2-DEG
AlGaAsMclal
Figure 1.15 The structure and band diagram of a modulation-doped heterojunction 
between GaAs and n-type AlGaAs (M. Cardona and P. Y. Yu, Fundamentals o f  
semiconductors. Springer, 1996).
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Chapter 2 
Experimental Arrangement
The equipment and techniques used to measure photoreflectance (PR) and 
photoluminescence (PL) spectra are described in this chapter. Infrared PR and PL 
measurements were performed using a setup developed at the University of Siiney as part 
of this work. Visible and ultra violet PR were measured using an existing setup located at 
the DRA.^ The refinements made to this system by tlie author are presented in detail in this 
chapter.
2.1 Introduction
When measuring PR, a monochromatic beam of light, wavelength %, is focused onto the 
sample. The light reflected is measured as a dc detector signal I(1)R(^); where 1(1) is a 
tenn that depends on the optical characteristics of the light source, optics and detector, and 
R (l) is the reflectance. When a laser beam hits the sample at the same spot as the 
monochromatic beam, R (l) changes by an amount AR(1). If the laser light is chopped 
periodically, the change in R (l) can be detected as an ac signal I(1)AR(1). The PR spectra 
are given by AR/R, and so 1(1) is eliminated.
To measure PL from a sample, laser light of energy greater than the bandgap must be 
used. A monochromator is then used to determine the energy of the luminescent light.
2.2 Infrared Photoreflectance
2.2.1 Equipment Setup
Infrared PR was used to investigate the Eq and Eq+Aq critical point transitions in III-V 
materials. A schematic diagram of the apparatus is showrr in figure 2.1. The white light 
source was a lOOW Philips tungsten-lralogen lamp, powered with a stabilised mains supply. 
This provided light in the rairge 0.65eV to 3.00eV, with a maximum output at 1.5eV. The 
light from the bulb was focused orrto the input slit of a monochromator using a concave 
mirror. The monochromator was a 0.5m Spex 1870, with a 600 lines/rnm grating blazed at 
Iprn, giving a worst-case resolution of 2.1meV at 2.5eV, with a 600pm slit width in first 
order. This resolution is acceptable, because tlie features in room temperature PR spectra 
have widths of the order of lOmeV (Poliak (1993)). The widths of the monochromator slits 
were set between 300pm and 600pm. The probe beam was focused onto the sample with
'Defence Research Agency, Malvern, Wo res
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a 5cm diameter biconvex glass lens, with a 10cm focal length. The light spot on the sample 
was typically I mm wide and 2mm high for an incident angle of 50" with respect to the 
nonnal. The light spot was overlaid with a 2mW or a 5mW HeNe laser (632.8nm) with a 
2mm diameter spot, mechanically chopped at frequencies typically between l75Hz and 
330Hz.
Lamp — >—
Chopper
He-Ne Laser
Monochromator
M irro r
ref signal
SampleDetector
Spectrometer
Lock-m 
Amplifier
Figure 2.1 Schematic diagram of apparatus used to measure infrared photoreflectance.
The light reflected from the sample was focused onto a detector using a 5cm diameter 
biconvex glass lens, with a 5cm focal length. To cover the energy range required for 
experiments, two detectors were used; Si and InGaAs. The Si detector (RS 308-067) was 
mounted in a diecast steel box and powered using two 9V batteries. The InGaAs detector 
(A+G FDIOOOWX) was used for lower energy measurements, and was mounted in a diecast 
steel box and powered with a mains supply. The system response I(X) for both detectors is 
shown in figure 2.2. It is clear from this figure that experiments can be performed within 
the range 0.75eV to 2.50eV. The dc detector output, R, was measured using a Keithley 196 
digital multimeter, and the ac output, AR, was measured using either an EG+G 9503-SC or 
an EG+G 5110 lock-in amplifier.
Samples were mounted on a microscope slide using melted wax. The slide was clipped 
to a stage mounted on the rotating table of an adapted prism spectrometer, which allowed 
the angle of incidence of the monochromator beam on the sample to be accurately set 
(±0.5"). The prism spectrometer is shown in figure 2.3. This consisted of two arms, one 
fixed and one that could be moved. The lens that focused the probe beam onto the sample
8
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was mounted on the fixed ann, and the collection lens and detector were positioned on the 
moveable arm.
100
InGaAs
20
0.5 1.0 1.5 2.0 2.5
Energy (eV)
Figure 2.2 Spectral response for the Si and InGaAs detectors, normalised with respect to 
the peak signals. The peak signal of the Si detector was about 10 times greater than that of 
the InGaAs detector. The feature at about 0.95eV in the InGaAs spectrum is due to water 
vapour absorption. The optical characteristics of the apparatus are included.
D etector Ho.\
I M oiiochroniatoi Output Slit
Sam ple Siam
Kotating Arm
la.xetl Arm
Prism
Spectrom etei
Figure 2.3 A photograph of a section of the infrared spectroscopy apparatus. The 
photograph shows two focusing lenses in place of the one used in this work.
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2.2.2 Measuring Infrared Photoreflectance
Chapter 2
A BASIC computer program was developed to control the equipment and record spectra 
using a PC. It was extensively adapted as part of this work from a program previously used 
to measure PL. A schematic diagram of the program is shown in figure 2.4. The program 
was based around three menus; information, manipulation and scan menus.
The information menu allowed the user to store sample information, as well as 
information about the experimental settings. These included temperature, chopper frequency, 
laser power, lock-in phase, monochromator slit width and incident angle of the probe beam. 
Measured spectra, and the associated settings from the information menu, were saved in 
binary fonnat from the manipulation menu. Related spectra were saved in a single file, thus 
reducing the size of files and disk space used. Ten spectra could be loaded into the program 
at one time. These spectra could be scaled, offset by a constant value, or divided by another 
spectrum. In addition, an option allowed all spectra stored in the program to be plotted 
simultaneously. To ensure compatibility with graphing and fitting programs, spectra could 
also be saved in ASCII format.
Input Scan 
Settings
Input System 
Inl'ormationManipulateSpectra Plot Spectra
Manipulation
Menu
Information
Menu
Scan Menu
Input Sample 
Information
Load
Spectrum
Save
Spectrum Perform a Scan n times
Pause
Move Monochromator to 
start of scan yes
Is this the nth 
scan?
Input R and z\R
yes
Is this the last point 
in the Scan?
Move Monochromator 
forward one increment
Figure 2.4 A schematic diagram showing the structure of the BASIC program written to 
control the equipment and record spectra when measuring infrared photoreflectance.
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The scan parameters which could be set include the wavelength limits, number of points, 
lock-in sensitivity, and the number of scans over which to average. During a scan, the 
monochromator stepper motor was moved using an RS 440-098 control boaid, programmed 
using a language similar to C. The boaid was connected to the PC via an RS232 interface. 
The output from the lock-in amplifier was measured using a Keithley 197A digital 
multimeter. IEEE488 interfaces were used to input R and AR from the two multimeters. The 
simultaneous input of R and AR eliminated problems that can occur with systematic diifts 
in the measurement.
The procedure for measuring a PR spectnim is as follows. The angle of incidence of the 
probe beam, and the angle of the detector aim were set. The sample was moved using the 
xyz adjustments until the probe beam spot was at its centre. The detector was moved 
vertically and horizontally until a maximum in the reflectance amplitude at a certain 
wavelength was found. This allowed the optimum detector position to be accurately set. The 
laser beam was directed onto a mirror, which was adjusted until the laser light was 
superimposed on tlie probe beam spot. To reduce the amount of reflected laser light 
measured by the detector, the laser was positioned below the level of the sample. This 
ensured that the plane of the incident and reflected laser light was different to tliat of tlie 
probe beam ie the laser light was reflected away from the detector.
Once stiucture in the AR spectrum had been observed, the monochromator was moved 
to a dominant peak in the AR spectmm. The lock-in phase was then adjusted to maximise 
this signal. Caution was observed when adjusting the lock-in phase because a constant offset 
was usually present in AR spectia. This was due to sample luminescence or scattered laser 
light, both of which are modulated at the same frequency as AR. Luminescence often occurs 
during measurements near the fundamental gap, particulaily when a high laser power is used 
or the temperature is decreased. The amount of scattered laser light incident on the detector 
was reduced by using a coloured glass light filter which absorbed light above 1.77eV. 
Where this was inadequate, the laser power was reduced using neutral density filters. A 
constant background was subtracted from AR before dividing by R. This was found by 
measuring regions of the spectium where AR was expected to be zero.
A problem which occurs when using single pass monochromators is second order grating 
reflections. For measurements above about 0.88eV (below about 1400nm), the light filter 
mentioned above reduced the effect of these reflections. Caie was taken when interpreting 
spectra which included energies below tliis.
2.2.3 Infrared Photo luminescence
To complement the PR measurements, room temperature PL was performed using a 
setup similai' to that shown in figure 2.1. The light source was removed, and the detector 
positioned in its place. The chopped laser beam was shone onto the same part of the sample 
as it had been during PR measurements, and light from the luminescence passed backwards 
through the monochromator. The light emerging from the input slit was focused onto the 
detector, and the PL signal measured using the lock-in amplifier. Thus, PL could be 
performed at the same position on the sample as PR simply by moving the detector.
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2.3.1 E quipm ent Setup
Ultra violet PR was used to investigate the E,, E,+A, and Eq critical point transitions 
in Si, SiGe and 111-V materials. A schematic diagram of the apparatus is shown in figure 
2.5. The light source was a Cathodeon 150W Xe lamp. A 5cm diameter fused silica plano­
convex lens, with an 8cm focal length, focused the light onto the input slit of a 0.22m Spex 
1680 double grating spectrometer with two 1200 lines/mm gratings blazed at 0.33pm. The 
width of the monochromator slits was set at 700pm. The monochromatic probe beam was 
focused onto the sample using two 5cm diameter fused silica plano-convex lenses with focal 
lengths of 8cm. The incident angle of the probe beam was set close to the Brewster angle 
(about 70"), giving a typical probe beam size at the sample of 2x2mm. Fischer and Séraphin 
(1967) proposed that the PR signal increases at the Brewster angle due to an increase in the 
Séraphin coefficients.
Monochromator
rel signalLock-in Amplifier
J  Chopper
Beam Expander 
>
# Detector
Sample
Mirror
Lens
Figure 2.5 Schematic diagram of the apparatus used to measure ultra violet 
photoreflectance.
A 15m W HeNe laser beam was mechanically chopped at frequencies typically between 
175Hz and 330Hz, and passed through a beam expander. To minimise the scattered laser 
light entering the detector, the laser was positioned parallel to the detection optics. If a large 
background signal, B, was observed in the AR signal, the laser power was reduced using
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neutral density filters similar to that done for the infrared measurements.
The reflected probe beam was focused onto a detector using two 5cm diameter fused 
silica plano-convex lenses with focal lengths of 8cm. A UV enhanced Si detector was used. 
It was mounted in a diecast steel box and powered with a mains supply. The system 
response I(X,) for the detector is shown in figure 2.6. This figure shows that measurements 
can be performed within the range 1.5eV to 3.5eV. The ac AR signal was measured using 
either an EG+G 9503-SC or an EG+G 5210 lock-in amplifier.
Samples were mounted on a microscope slide using either melted wax or adhesive paper. 
The slide was placed in a mount with xz adjustments, so that the sample could be 
positioned accurately at the focal point of the beam.
100
80
I  40uOC
1.5 2.0 2.5 3.0 3.5
Energy (eV)
Figure 2.6 Spectral response for the UV enhanced Si detector, normalised with respect to 
the peak signal . The optical characteristics of the apparatus are included.
2.3.2 Measuring Ultra Violet Photoreflectance
The detector and lock-in signals were input to a PCL 816 data acquisition card installed 
in a PC; PCI in figure 2.5. A BASIC program was written on PCI to process AR and R 
data. Before a spectrum was measured, the probe beam was covered, and the background 
signal, B, was averaged for 10-20 minutes, depending on the noise. The real time (AR-B)/R 
was input to PC2, and recorded using Jobin-Yvon commercial spectroscopy software. The 
background, B, was again measured at the end of a scan to ensure that it had not changed 
significantly.
The procedure for measuring spectra was similar to that described earlier for infrared 
PR. It should be noted that the signal to noise ratio was smaller for the ultra violet PR, 
than for the infrared PR. Therefore, the ultra violet PR required more averaging, and more 
care in detennining the background B.
2.3.3 Low Temperature Ultra Violet Photoreflectance
In general, as the temperature is decreased, the broadening of features in PR spectra is 
decreased. This was used to resolve features close in energy. Low temperature ultra violet 
PR was performed using a setup based on that described above, and shown in figure 2.5.
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Samples were cooled using an MMR Technologies Microminiature Refrigeration System 
(K2105). The cryostat is shown schematically in figure 2.7. The refrigerator was situated 
at the end of a raised 'finger'. This ensured that the refrigerator was not in contact with the 
system base plate. The top half of the cryostat, not shown in figure 2.7, contained a single 
sapphire window through which the incident and reflected probe beams and laser beam were 
passed. The transmission of light through the window for the energy range used in this work 
was constant: 85±5% transmission. To maintain a 70” incident angle, the sample was raised 
closer to the window using a 9mm high copper block. Silver conductive paint was used to 
attach the sample to the block, and ZnO paste was smeared on the underside of the block 
before it was clipped to the refrigerator. This ensured good thermal contacts.
The temperature was measured using an Oxford Instruments (PHZ 0012) rhodium-iron 
resistance thermometer, covered with ZnO paste and placed in a hole through the copper 
block. The four wire thermometer was used as a two wire device, as there were only two 
electrical connections on the cryostat case. This was valid because the resistance of the 
resistor was much larger than the resistance of the connecting wires inside the cryostat. This 
was the case for all temperatures.
Cooling was achieved by the Joule-Thompson effect using Nj gas, filtered to remove 
water vapour. Once a pressure of 10'  ^mbar had been achieved using a rotary vacuum pump, 
the sample was cooled by Nj gas at pressures between 1500psi and 1 SOOpsi. The refrigerator 
system included a thermometer and a 6W heater, which were connected to a temperature 
controller. A BASIC program written on a Hewlett Packard computer was connected to the 
temperature controller via an IEEE488 interface. The program recorded the temperature and 
heater power, and allowed the required temperature to be set.
Connections to temperature controller
N? out
Refrigerator
Sample
in
Raised finger' 
Thermometer connections 
Clip 
Copper block
Thermometer
Figure 2.7 Schematic diagram of the base section of the refrigerator system used to cool 
samples for low temperature ultra violet photoreflectance.
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Chapter 3 
The Effect of Interference on the 
Photoreflectance of Layered Structures
The aim of the work presented in this chapter is to calculate Séraphin coefficients for 
semiconductor structures consisting of many layers. Optical interference is included in the 
analysis by calculating the reflectance using the Jones matiix tecluiique, from which the 
Séraphin coefficients aie found. The calculations are then compared with experimental 
photoreflectance (PR) spectra of Si/SiGe/Si layers measured by Dr. R. T. Carline at the 
DRA‘, and anomalies in these specti a explained in terms of the effect of interference on the 
Séraphin coefficients. From these calculations, a new method of determining layer thickness 
from PR spectra is developed, and used to deduce the thickness of the Si cap layer.
3.1 Introduction
Over the past few years, PR has increasingly been used as a research tool to probe 
semiconductor structures. As this continues, a deeper understanding of the origins of PR 
spectra is required. The PR of bulk materials is well established, but there are still many 
uncertainties related to the PR of layered structures. The main aim of the work presented 
in this chapter is to develop a greater understanding of the underlying mechanisms 
contributing to the PR of layered structures. The chapter commences by discussing the 
Séraphin coefficients.
It was shown in chapter 1, that if election-hole interaction and electric field non- 
unifonnities are negligible, PR can be described in terms of changes in the real and 
imaginary parts of the dielectric function and the Séraphin coefficients (equation 1.1).
The change in reflectance, R, resulting from modulation of the dielectric function 
(s^Si+iSj) can be expressed as a partial differential equation,
(3.1)^ 0 8 2
From this, PR can be expressed by the equation,
'Defence Research Agency, Malvern, W orcs
25
The Effect o f  Interference on the Photoreflectance o f  Layered Structures Chapter 3
(3.2)
where the Séraphin coefficients are defined as,
oc = 1 dE R de^ (3.3)
1 dR  
R dtr, (3.40
Botli R and s are functions of energy, so a  and (3 are also functions of energy.
3.2 Séraphin Coefficients o f Bulk Materials
In this section, expressions for the Séraphin coefficients of bulk materials are presented. 
The reflectance of light at normal incidence to the surface of a bulk material is given by 
Fresnel's equations, and is dependent on the dielectric function.
(81+82) 2 - [ 281+2 (81+82)  ^ ^ +1
1 1 (3.5)
(Gi+82) 2 + [281+2 (81+82) 2+1
If equation 3.5 is analytically differentiated according to equations 3.3 and 3.4, then the 
Séraphin coefficients are given by.
1 1  1.2 . _2\ 1, . _ 1 1) r / _ 2 . _ 2
a  =_ y S " ( 6 i - l )  [ ( € 1 + 6 2 )  2 + ê i j   ^ [ ( € 1 + 6 2 )  2 - € i l
[ (€1 - 1 ) 2 +6 2 ] (€^+€2 )
(3.6)
P = -2 8o
[  ( 8 i “ l ) ^ + 8 2 ]  ( 8 1 + 8 2 )
(8i - l )  (81+82) 2 82(81+82)
L /2 [(8 ^ + 8 :) 2 +Gi] " v/2[(8? + 8l) 2 - 81] 2
(3.7)
It can be seen from these equations that a  and p aie simply functions of the unperturbed 
dielectric functions. If light is shone onto a surface at non-nonnal incidence, Fresnel's 
equations become more complex, and an incident angle (j)o must be considered. The 
coefficients for this case are polaiisation dependent, and are given by (Fischer and Séraphin 
(1967)),
0£c=- 2 US(li^+v^) [ [u -s)^+ v^]  [(lz+s)^+v^] (3.8)
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2 V S  ( 3 i z 2 - y 2 _ g 2 )
where.
S=I2oCOS(t)(
( u ^ + v ^ )
2 u t
[ ( l z - s )  [ { u + s ) ^  +  v ^ ]  
( u ^ - 3 v ^ - t )
[ i u ~ t ) ^ + v ^ ]  [ { u + t ) ^ + v ^ ]
2 v t
i u ^ + V ^ ) [ { u - t ) ^ + v ^ ]  [ ( u + t ) ^ + V ^ l
ü=i2oSiri(j)otanci)o
u  ^  =e 1 - 22q s  in({)Q
Chapter 3
(3.9)
(3.10)
(3.11)
uv=--
and  q is the refiactive index of the non-absorbing incident medium. So for non-normal 
incidence there are two sets of coefficients; for s and p polarisations. Figure 3.1 shows 
Séraphin coefficients calculated using equations 3.8 to 3.11 for bulk Ge using 
experimentally-measured dielectiic functions of Ge. From this figure, it can be seen that the 
s and p polarisation coefficients can differ greatly.
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Figure 3.1 s (n) and p components of the Séraphin coefficients as a fimction of the angle 
of incidence for bulk Ge. The coefficients were calculated at several energies, and for angles 
near the Brewster angle. (Fischer and Séraphin (1967)).
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3.3 Optical Interference in Layered Structures
It is well known that optical interference affects the PR spectra of layered 
semiconductors. In this section, previous observations of interference effects in the PR of 
semiconductors aie reviewed. The Jones matrix method used in this work to calculate the 
reflectance is also described in this section, and the technique used to calculate the Séraphin 
coefficients of each layer in a multilayer stack is shown.
3.3.1 Literature Review
Following the work on the effect of the Séraphin coefficients on the PR of bulk 
materials shown above, McIntyre and Aspnes (1971) were the first to introduce the problem 
of optical interference due to overlayers. They derived expressions of AR/R for s and p 
polarisations using approximations based on the assumption that the thickness of the surface 
films were very much less than tlie wavelength of the monochromatic light. Following this, 
Aspnes (1973a) applied the Jones matrix technique (Klein and Furtak (1986)) to derive an 
expression for AR/R including thick Ni/Al^O^ layers deposited on Ge. This method 
described all multiple reflections at the layer interfaces in the form of simple matrices. The 
derivation assumed that modulation occurred only in the bulk Ge, and considered the normal 
incidence of light only.
It was not until the 1980s that the problem of interference in the PR of layered 
semiconductors was addressed again. The development of heterostructures, and in particular 
quantum wells, has been the driving force behind work on the effects of interference in 
layered semiconductors.
Klipstein and Apsley (1986) considered electroreflectance (ER) of a single 
GaAs/AlGaAs quantum well, and used the Jones matrix method to calculate the reflectance 
from the structure. They considered modulation only in the well, and calculated the ER for 
various incident light angles. This was done by calculating the reflectance, and then shifting 
the energy in their dielectric function equation by a small amount. The reflectance was tlien 
recalculated and subtracted from the unshifted value. The agreement with experiment was 
good. Thorn et. al. (1987) used this approach to study the dependence of ER on the incident 
angle of light and temperature for a single quantum well. They found that an approximation 
which considered only light reflected from the semiconductor/air and the quantum well 
interfaces agreed well with the exact matrix calculation. Lineshape broadening was included 
in this approximation by Shields et. al. (1989). In 1990, the approximate model was 
extended to describe multiple wells (Shields and Klipstein (1990)). The experimental ER 
of GaAs/AlGaAs multiple quantum wells, however, did not agree well with the theoretical 
calculations using this technique (Shields and Klipstein (1991)).
A different approach was considered by Zheng et. al. (1988a). They perfonned 
reflectance experiments on GaAs/AlGaAs single quantum wells. To explain tlieir 
experimental results, the reflectance of these structures was calculated for nonnal incident 
light, assuming there were no multiple reflections and that absorption only occurred in the 
well. An explicit expression for the dielectric fimction was used, and they found that the 
reflectance was dominated by two terms. The first was from the air/AlGaAs interface, and 
the second from the AlGaAs/GaAs interfaces. The Séraphin coefficients for a single 
quantum well were later calculated by algebraically differentiating the approximate
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expression for the reflectance (Zheng et. al. (1988b)), in a similar way to that done in 
section 3.2. This was considered only to be valid for wells with small discontinuities in the 
dielectric function. Liu et. al. (1990) used this approximate model and included teims for 
the angle of the incident light. They found good agreement between experimental and 
calculated PR spectra for a single quantum well as a function of incident angle of light.
Nakayama et. al. (1990) calculated PR for many repeating GaAs/AlAs layers grown on 
a GaAs substrate. They considered the GaAs/AlAs layers as being a single layer, and 
calculated the reflectance for a two layer system. They used the effect of interference to 
explain the changes in experimental spectra they had observed.
Haraguchi et. al. (1991) calculated the PR for the GaAs buffer of a GaAs/A1 As 
stmcture, assuming that the reflection from the top surface of the wells was the dominant 
tenn in the reflectance, and that modulation occuiTed only in the well.
HumliÊek et. al. (1991) compared experimental PR of GaAs/A1 As superlattices with 
numerically differentiated reflectance spectra. In this case, the agreement was poor.
Huang et. al. (1989) obsei'ved oscillations below the ground state transition energy in 
PR specti a of GaAs/AlGaAs quantum wells. They attributed them to interference within the 
layers, and showed that the thickness of epilayers could be deteiiniiied using a simple 
model. Oscillations below the band gap of GaAs in layered stmctures were obsei*ved by 
Kallergi et. al. (1990). They used the same approach to detennine the GaAs layer thickness. 
Interference effects below the bandgap were also obsei*ved in GaAs and InP layered 
structures by Tober and Bruno (1990) and Lipsanen and Airaksinen (1993).
As can be seen from the above references, many attempts have been made to model the 
effects of optical interference in PR spectia, but the methods used to date have achieved 
only limited success in matching the models with experiment.
3.3.2 Calculating Reflectance using Jones Matrices
Before the Séraphin coefficients are calculated for a particular layer in a stack, the 
reflectance of the whole stmcture must be calculated. This is done using the Jones matrix 
method and experimentally-detennined dielectric functions. The Jones matrix technique 
(Klein and Furtack (1986)) has been shown to be the most comprehensive way of 
calculating the reflectance from multilayer systems. This is because all multiple reflections 
are included, as well as main interface reflections.
Consider the layered stmcture shown in figure 3.2. This consists of an infinite substrate 
and k finite layers in air. All reflections at a single interface can be described by the 
complex refractive indices of the two adjacent layers in the foim of a reflection matrix 91^ , 
where i corresponds to the layer above the interface, and j to the layer below the interface. 
All components of this matrix are derived from Fresnel's equations for the electric field 
components of the incident and reflected beams. The matrix for s polarised light is given 
by.
^ i r
1  ^ iijCosQj 1 _ zijCosOj
2  2 J 2 ^ c o s 9 j  2  2r2jCOS0_^ 
1  _  1 I l j C O S d j
2 2J2^C O S 0^ 2 2 ] ] j C O 8 0 j
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where n is the complex refractive index and 0 is the angle of incident light at an interface 
with respect to the normal. A similar matrix can be derived for p polarised light, but is not 
shown here. The propagation of the light through a layer j is described by a propagation 
matrix.
2ndj njcos0j
• 2nd, ^1 —^ /3jCO80j
(3.13)
where dj is the thickness of layer j, and A, is the wavelength of the light in vacuum. In the 
Jones matrix formalism, the electric field component of the light incident at the air/first 
layer interface ®,, and the net reflected light can be expressed in terms of the light 
incident on the last interface ,
0
""^k^k{k*D (3.14)
Finally, the reflectance R of the whole structure is given by the ratio of the incident and 
reflected intensities.
l ^ i l '
(3.15)
Layer 2
Layer k
Figure 3.2 Schematic diagram of light passing through a stack of k semiconductor layers 
on an infinite substrate. The electric field values and angles are those used in equations 3.12 
to 3.14.
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3.3.3 Calculating Séraphin Coefficients for Many Layers
It was shown in section 3.1 that the Séraphin coefficients for a particular layer in a 
structure are given by differentiating the reflectance witli respect to the dielectric function 
of that layer (see equations 3.3 and 3.4). This means that each layer has a set of four 
coefficients; a  and P for each polarisation. As more layers are added to the structure, the 
algebraic differentiation becomes more complex, and the practical limit is two or three 
interfaces. A new, but simple metliod has been employed in this work to overcome these 
algebraic difficulties.
The Séraphin coefficients for each layer in a multilayer stack are calculated using a 
method similar to that proposed by Baumeister (1962), and used by Klipstein and Apsley 
(1986). Baumeister suggested a way of calculating the partial differential ôRJdt for a 
particular layer in a stack, where R was the reflectance and t the thickness of the layer. To 
do this, Rj was calculated for the structure. The thickness of the layer was then increased 
or decreased by a small amount 8t, and R  ^calculated for the new structure. The differential 
was then given by.
dR „ ^1 ^2 
d t  Ô t (3.16)
In this work, the partial differentials for the Séraphin coefficients (equations 3.3 and 3.4) 
are evaluated as follows. To calculate a,' for a particular layer i, the s polarised reflectance 
from the whole structure R, is calculated using the Jones matrix method with dielectric 
functions detennined from SE experiments (equation 3.15). The real part of the dielectric 
function of that layer a / is then changed by a small amount ôs/. The reflectance is again 
calculated, but this time using the adjusted value of Si‘+ôs,'. The difference between the 
two values of reflectance, ÔR/, can then be found. From equation 3.3, a j  is given by.
Similarly, from equation 3.4, p,' for the same layer can be expressed as,
^  (3.18)ÔE2
The Séraphin coefficients can be calculated for a single layer in a multilayer stack using this 
technique, provided that the bulk dielectiic functions of the layers are known.
In order to test the validity of this method, the Séraphin coefficients calculated using this 
technique at an air/layer interface were compared with those obtained using the analytical 
equations 3.8 to 3.11. This comparison for bulk Si is shown in figure 3.3, where the 
agreement is excellent. To further check the approximate model, an algebraic differentiation
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of the reflectance was performed for a two layer structure in air, but this derivation is too 
long to include in this thesis. The Séraphin coefficients calculated from the resulting 
expressions are compared with the numerical differentiation in figure 3.4, and the agreement 
is again excellent. The comparisons with the exact solutions showed that the approximate 
method is accurate to within ± 0.5%. It was found that the accuracy is not greatly dependent 
on the magnitude of the small change in dielectric function needed for the calculation. The 
value used is typically I  8 | /1000.
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Figure 3.3 A comparison between p 
polarisation Séraphin coefficients calculated 
for bulk Si using equations 3.10 and 3.11 
(circles), and using the approximate method 
described in the text (lines). Both 
calculations were perfonned for a 70” 
incident angle. The coefficient a  is shown 
in red, and P is shown in blue.
Figure 3.4 A comparison between p 
polarisation Séraphin coefficients calculated 
explicitly for a 63.5nm Sipg^gGcQ,2$ layer 
grown on a Si substrate (circles), and using 
the approximate method described in the 
text (lines). Both calculations were 
perfonned for 70° incident angle. The 
coefficient a  is shown in red, and P is 
shown in blue.
3.4 The Effect of Interference in Si/Si,.^Ge^ Layers
Samples with strained epilayers of Sii.^Ge^ (0.07<x<0.26) grown on Si (001) were 
studied using PR by Carline et. al. (1994b). They showed that the PR consisted of E, and 
E,+A, transitions from the SiGe layer, and found that the Séraphin coefficients had an 
important effect on the PR. A device incorporating a SiGe layer would, in practice, be part 
of a multilayer system. Therefore, studies previously perfonned on SiGe grown on Si 
substrates are developed in this work to include more layers. The sample studied in this 
section is described in Appendix A, labelled o2c29. It was grown at the DRA by low 
pressure vapour phase epitaxy (LPVPE) for spectroscopic ellipsometry (SE) measurements 
of layer thicknesses and Ge compositions. Sample o2c29 consists of Si/Sio 827Gco ,73/Si layers, 
and has been studied using ultra violet PR and SE by Dr. R. T. Carline. It is important to 
note that the PR and SE measurements shown in this section were not perfonned by the 
author. The nominal thicknesses of the SiGe layer and Si cap are 60nm and 58nm
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respectively.
PR was measured at three different positions along the radius of the wafer: 15mm, 
25mm and 35mm from tlie edge. The PR spectra are shown in figure 3.5. For Si capped 
samples, the dominant oscillator in the PR is associated witli the Si Eg tiansition (about 
3.4eV), and the SiGe E, and E^+A, oscillators are obscured. In figure 3.5, the lineshapes of 
the three spectia at energies near the Si Eg' transition are similar, whereas for energies 
corresponding to the SiGe E, and E,+Ai transitions, the spectra differ greatly.
SE was performed at the same positions on the wafer as the PR was measured. A 
detailed description of SE is not wananted here; it is enough to say that SE directly 
measures the pseudo-dielectiic function of a sample. That is, a composite dielectric function 
made up of all penetrable layers. The imaginary parts of tliis pseudo-dielectric function 
measured at the three positions is shown in figure 3.6. It is clear from this figure that the 
SE spectra aie also different for each position on the sample. Similar structure is observed 
in the pseudo-dielectric functions near the Si E f  energy, but they vaiy greatly for energies 
below this.
It is possible to detennine the compositions and thicknesses of layers within a sample 
ft'om SE spectra. Analysis of tlie SE showed tliat the only difference between tlie 
measurements is the thickness of the Si cap, and the Si cap thicknesses deduced from the 
analysis aie 55nm, 45nm and 33nm for positions 15mm, 25mm and 35mm respectively from 
the edge of the wafer. It is believed that a radial temperature gradient during growth 
resulted in a radial vaiiation of the Si cap thickness.
The differences observed in the PR spectia originate from tlie different interference 
effects given by different cap thicknesses. The terms in the expression for the PR (equation 
1.1) that are influenced by the interference are the Séraphin coefficients. Therefore, the 
Séraphin coefficients for the SiGe layer in the above stmcture are calculated using tlie 
method outlined in section 3.3. The reference dielectric functions used are those previously 
obtained for bulk Si and Sio.827Gso.173 using SE (Carline (1993a)). The coefficients for the 
SiGe layer calculated for p polarised light, which is believed to be dominant in the 
experiment, are shown in figure 3.7. Above about 3.35eV, the Séraphin coefficients are 
almost zero for all three cap thicknesses. This is consistent with the PR shown in figure 3.5, 
where the SiGe features occur at lower energies. Below this energy, however, the 
coefficients vary significantly for different cap thicknesses. This suggests that the 
differences in PR lineshape observed in figure 3.5 can be explained in terms of changes in 
Séraphin coefficients resulting fi'oin changes in optical interference due to different Si cap 
thicknesses.
In summaiy, differences in PR spectra measured along the radius of a Si/Sio.827Geo.n3/Si 
layered stmcture have been observed for energies in the region of the SiGe E, and Ej+A, 
transitions. In addition, differences in SE spectra were also obsei*ved for the different 
positions. The Séraphin coefficients for the SiGe layer vary gieatly over the energy range 
that the PR varies. Thus, it is likely that the differences in the PR spectra may be explained 
in tenus of changes in the Séraphin coefficients due to changes in optical interference from 
the variations in the thickness of the Si cap layer.
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Figure 3.5 Photoreflectance spectra 
measured at three positions along the radius 
of wafer o2c29. The positions are 15mm 
(blue), 25mm (red) and 35mm (green) from 
the edge of the wafer. The expected SiGe 
transition energies are shown as arrows.
Figure 3.6 The imaginary part of the 
pseudo-dielectric function for sample o2c29, 
measured at the same positions on the wafer 
as the PR in figure 3.5. Measurements were 
performed using spectroscopic ellipsometry. 
The positions were 15mm (blue), 25mm 
(red) and 35mm (green) from the edge of 
the wafer.
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Figure 3.7 p polarised Séraphin coefficients calculated for the Sio827^ 60 ,73 layer of sample 
o2c29, measured 15mm (blue), 25mm (red) and 35mm (green) from the edge of the wafer.
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3.5 Calculation of Layer Thickness using Photoreflectance Phase Shifts
As observed in the previous section, the Séraphin coefficients can greatly influence the 
lineshape of oscillators in PR spectra. Hosea et. al. (1995a) used Séraphin coefficients 
calculated using the same method as that reported in this chapter, to describe phase shifts 
of oscillators in PR spectra. Not only were they able to explain the phase shifts in terms of 
Séraphin coefficients, but they used the phases to predict the layer thickness of a GaAs cap 
in a GaAs/AlGaAs quantum well structure as it was progressively etched. In this section, 
PR of Si/SiGe/Si structures is used to predict the Si cap layer thicknesses, and this is then 
compared with results from SE. Both the PR and SE measurements were performed by Dr. 
R. T. Carline.
3.5.1 Photoreflectance Spectra and Fitting
Two samples were investigated, and in both cases it is known from SE measurements 
that the Si cap layer varies in thickness across the wafer. The nominal structures of the 
samples are shown in Appendix A, labelled o2c29 and o2c31. The first is that studied in 
the previous section; a Si (001) substrate with a layer of about 58nm of Siog27Ge(, ]73 and a 
60nm Si cap. The second consists of a Si (001) substrate with a layer of about 48nm of 
Sio764Geo236 sod a 60nm Si cap.
It was known that the thickness of the Si cap layer varies across the wafer for both 
samples, so a systematic study across the wafer was perfonned. PR and SE spectra were 
measured at six positions 4mm apart along the radius of both 100mm diameter wafers, 
starting 20mm from the centre. The PR probe beam was 4mm long and about 5mm wide. 
A schematic diagram of the positions on the wafer is shown in figure 3.8, where T' refers 
to the position closest to the centre of the wafer. The PR spectra for samples o2c29 and 
o2c31 are shown in figures 3.9 and 3.10 respectively. As observed in the previous section, 
the lineshapes of all spectra measured for a particular sample are similar near the Si Eq 
transition (about 3.4eV), but change dramatically with wafer position for lower energies.
50m m
20m m
Figure 3.8 A schematic diagram of the six positions at which PR and SE were measured 
for samples o2c29 and o2c31.
The spectra were fitted with three TDFFs, associated with the Si Eq' transition, and the SiGe 
E, and E,+A, transitions. Least squares fits were performed using n=3 for the SiGe 
oscillators, and n=5/2 for the Si oscillator (see equation 1.18). The transition energies Eg and
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broadening parameters Tj vary little across the wafer, and the largest variations in the Si,. 
^Ge  ^ critical point energy correspond to a variation in x of less than 0.01. Thus, the only 
differences between the fitted parameters for each spectrum is the phase term (j). This phase 
parameter is related to the Séraphin coefficients. It is likely that the position dependent 
spectral change of the PR for each wafer is due to changes in the Séraphin coefficients 
resulting from changes in interference between the layers. It should be noted at this point, 
that if spectra are fitted using n=3 for the Si transition, the fit is improved, but the transition 
energies do not change significantly.
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Figure 3.9 Photoreflectance spectra 
measured at different positions along the 
radius of sample o2c29. Position 1 refers to 
the position closest to the centre of the 
wafer. Spectra are offset for clarity. The 
expected SiGe transition energies are shown 
as arrows.
Figure 3.10 Photoreflectance spectra 
measured at different positions along the 
radius of sample o2c31. Position 1 refers to 
the position closest to the centre of the 
wafer. Spectra are offset for clarity. The 
expected SiGe transition energies are shown 
as arrows.
3.5.2 The Experimental Phase
It was established in the previous section that the only difference between the PR 
spectra measured at different positions along the radius of the samples is the phase (j). The 
phase parameter used in TDFF fitting is not always a good indication of the phase of an 
oscillator in experimental PR spectra. Not only are the phases of each oscillator assumed 
to be independent of energy in the model, but many experimental spectra consist of several
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oscillators which overlap and distort the phase information. Consequently, the phase of the 
whole spectrum is more useful. Hosea et. al. (1995a) demonstrated that the phase of a whole 
experimental spectrum could be deduced by a Kramers-Kronig transfonnation. The 
experimental PR was considered as being the real part of a phasor, with a Kramers-Kronig 
transformation yielding the imaginary part of this phasor. The energy dependent modulus 
and phase angle were found from the measured real part, and the transformed imaginary 
part, of the phasor. Indeed, the modulus spectrum has been shown to contain information 
about the strength, broadening and energy of critical point transitions (see Hosea (1995b) 
and chapter 1 ). Phase information similar to that determined for the GaAs/AlGaAs structure 
by Hosea is found for the first time for Si/SiGe structures in this thesis.
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Figure 3.11 The phase angles for sample 
o2c29, given by the spectra shown in figure 
3.9 (solid lines). The circles show the 
phases given by TDFF fitting, and are 
plotted at the fitted critical point energies.
Figure 3.12 The phase angles for sample 
o2c3l, given by the spectra shown in figure 
3.10 (solid lines). The circles show the 
phases given by TDFF fitting, and are 
plotted at the fitted critical point energies.
The phase angles for samples o2c29 and o2c31, determined from the spectra in figures 
3.9 and 3.10 are shown as lines in figures 3.11 and 3.12. The phases are indeterminate by 
integral multiples of 7i, so the relative position of each curve is arbitrarily chosen within an 
integral multiple of k. It can be seen from the figures that at high energies, where the Si 
transition dominates, the phase shift between spectra is zero (or multiples of 2tt which is 
equivalent to zero). This can be compared to the PR spectra in the high energy range 
(figures 3.9 and 3.10), where the lineshape of the Si oscillator does not change significantly
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between spectra measured at different positions. Over the energy range corresponding to the 
SiGe transitions, however, a systematic phase shift between positions is obsei'ved, indicative 
of a systematic change in structure across the wafer. The values of phase (j) found from the 
TDFF fits are shown as circles in figures 3.11 and 3.12, and they are plotted at the 
transition energies given by the fits. For the two oscillators at the extremes of the spectra, 
the fitted phase values agree well with the experimental phases. The phase of the higher 
energy SiGe oscillator, however, does not coiiespond well with the experimental phase for 
any position on the wafer. Thus, we can conclude that the phase information for the SiGe 
Ej+A, oscillator given by the fits must be distorted by its overlap with the Si oscillator. This 
conelation between the fitted and experimental phases gives confidence in the TDFF 
interpretation of isolated oscillators, but shows that caution must be obsei*ved when 
considering the phase of closely spaced oscillators.
3.5.3 The Theoretical Phase
In the previous section, the experimental PR was transfoiined into the experimental 
phase by assuming that tlie PR is the real part of a phasor. If that phasor has a magnitude 
M and a phase angle y, then the experimental PR for a particular layer is given by,
(3.19)R
So comparing this with equation 1.1,
( a - i p )  (A e i + i A e 2) (3.20)
From this equation, it can be shown that,
Af =[ ( «2+p2) (Ae?+Ae^)]  ^  (^-21)
and
Y= a rc ta n |- -& J  + a r c t a n | ^ ^ j  (3.22)
So each layer has an associated PR magnitude and phase which dominates the overall 
magnitude and phase over an energy range conesponding to the critical point tiansitions of 
that layer. If the spectral changes across the wafer obseived in this chapter are due to 
changing Séraphin coefficients of a single layer, and not changing electric fields (which 
would change Ac), then the phase difference between two positions on a wafer would be 
given by (equation 3.22),
P i \  PAy= a r c t a n | - - ^ J  -  a r c t a n | - - ^ J  (3.23)
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where a , and P, are the coefficients for a single layer at position 1, and «2 and P2 are the 
coefficients for the same layer at position 2.
3.5.4 Phase Shift Analysis
It has been shown in previous sections that an experimental phase can be extracted from 
a PR spectrum, and that the phase change between two similar structures can be determined 
by the Séraphin coefficients of those structures (equation 3.23). Thus, it is useful to compare 
experimental phase shifts between two spectra measured at different positions on the wafer 
with theoretical phase shifts calculated from the Séraphin coefficients. These relative phase 
shifts can be realised in two ways. The first is used for sample o2c29, where the phase shift 
with respect to the position closest to the wafer edge is found for each of the remaining 
positions. For sample o2c31, the phase shift between adjacent positions is found starting at 
the position closest to the centre of the wafer. Using these methods, the experimental phase 
shifts are given by subtracting the phases shown in figures 3.11 and 3.12, and are shown 
as symbols in figures 3.13 and 3.14.
275
225
<
2.80 2.90 3.00 3.10 3.20
100
u  -100
-200
-300
2.80 2.90 3.00 3.10 3.20
Energy (eV) Energy (eV)
Figure 3.13 The phase differences between 
the spectra at positions 1 to 5 with respect 
to position 6, for sample o2c29. The phase 
differences are plotted over the energy 
range of the SiGe transitions.
Figure 3.14 The phase differences between 
the spectra at positions 2 to 6 with respect 
to adjacent positions, for sample o2c31. The 
phase differences are plotted over the 
energy range of the SiGe transitions.
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If the angle of incident light and the dielectric functions of the layers in the structures 
are known, the only parameters that aie unknown in the Séraphin coefficient calculation are 
the layer thicknesses. If the only difference between the PR measured at two different 
positions on the wafer is the thickness of one of the layers, the difference in thickness 
between the two positions can be found by comparing the experimental phase difference 
with the theoretical phase difference.
As mentioned earlier, SE was perfoimed at the same positions on the wafers as the PR. 
The SE light spot was 1mm long, compared with the 4mm PR spot. The SE analysis 
showed that the SiGe layers on both samples varied little across the wafer, and were shown 
to be 57.7±0.2nm and 48.4±0.4nm for samples o2c29 and o2c31 respectively. The analysis 
also showed that the Si cap layer varies greatly across the wafer. The cap thicknesses 
measured by SE for both samples along the radius of the wafers are shown as red squares 
ill figures 3.15 and 3.16.
If the thickness of the Si cap is known for the reference position fiom which the 
experimental phase difference is calculated, the thickness of subsequent positions can be 
deteimined by compaiing the experimental phase with the theoretical phase. The reference 
thicknesses used aie those given by the SE. The phase differences aie matched over the 
energy range of the SiGe critical point transitions, so the Séraphin coefficients of the SiGe 
layer are used to calculate the theoretical phase difference. The p polarised coefficients are 
used in the calculation, but it is only weakly dependent on the polarisation. The thickness 
of the Si cap was adjusted until the calculated phase change matched the experimental phase 
change as well as possible. The calculated phase differences are shown as solid lines in 
figures 3.13 and 3.14. The agreement is clearly satisfactory. The Si cap thicknesses deduced 
fi'om the PR are shown as blue circles in figures 3.15 and 3.16. The horizontal PR error bars 
represent the length of the probe beam image at the sample, and the vertical bars represent 
the uncertainties in matching the experimental and theoretical Ay. The agreement between 
PR and SE is veiy good, and within the enors of both techniques.
The PR was perfoimed with the probe beam incident at 70 degrees to the normal, but 
it was found that the angle could be varied by ±5 degrees in the calculation with little 
change in the theoretical phase shift. The calculation was also shown to be insensitive to 
the thickness of the SiGe layers. These could be varied by ±30nm with little change in 
phase shift. It was also found that the choice of the reference thicknesses was not cmcial. 
These could vary by ±5nm and ±10nm for samples o2c29 and o2c31 respectively, without 
a significant difference in the thickness changes deduced.
In summai*y, PR spectra have been measured across the radius of two Si/SiGe/Si wafers. 
The features in the energy range of the SiGe E, and Ej+Ai transitions change with position 
on the wafer for both samples. The experimental phases of the spectra have been shown to 
agree well with the phases found from the TDFF fits for the SiGe E^  and Si Eg' transitions, 
but not for the SiGe Ei+Aj transition. The theoretical Séraphin coefficients have been 
calculated for the SiGe layer, and the results of this calculation used to find a theoretical 
phase. From compaiisons between the theoretical and experimental phases, the thickness 
variation of the Si layer across the wafers has been deduced. These thicknesses agree well 
with those found fiom SE measurements.
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Figure 3.15 Variation in Si cap thickness 
across the wafer for sample o2c29. Red 
squares are from SE analysis, and blue 
circles are given by matching experimental 
and theoretical PR phase differences. 
Horizontal error bars are given by the size 
of the PR and SE light spots, and the 
vertical PR error bars are given by the 
uncertainty in matching the experimental 
and theoretical phase differences.
Figure 3.16 Variation in Si cap thickness 
across the wafer for sample o2c31. Red 
squares are from SE analysis, and blue 
circles are given by matching experimental 
and theoretical PR phase differences. 
Horizontal error bars are given by the size 
of the PR and SE light spots, and the 
vertical PR error bars are given by the 
uncertainty in matching the experimental 
and theoretical phase differences.
3.6 Conclusions and Future Work
The work presented in this chapter has demonstrated the importance of the effect of 
optical interference in photoreflectance spectra. This has been shown by the effect of 
interference on the Séraphin coefficients, which have been calculated for a semiconductor 
stack using a numerical differentiation of the reflectance. This method has been shown to 
agree well with analytical solutions for one and two layer systems in air, and has been used 
to calculate the coefficients for a three layer system.
The unique Séraphin coefficient calculation has been used to find energy-dependent 
theoretical phases. Experimental and theoretical phases for a Si/SiGe/Si structure have been 
used to find the thicknesses of the Si cap layer, which varied across two wafers with similar 
structures. The thicknesses found from the PR of such structures agreed well with the 
thicknesses found using SE. This is a new method of using PR to calculate the thickness 
changes of layers in a multilayer structure.
A useful progression of this work would be the construction of PR spectra from the 
Séraphin coefficients of individual layers and the numerically differentiated dielectric 
functions, similar to that done previously for a SiGe layer grown on Si (Carline (1994b)).
The dielectric functions used to calculate Séraphin coefficients in this work were 
determined using spectroscopic ellipsometry. If the dielectric functions of quantum wells
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could be found, or accurately predicted, then this work could be extended to describe 
transitions of confined states in quantum wells.
The success of this technique implies that PR could be used to monitor thickness 
variations during growth, or to detect undesirable thickness variations across wafers.
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Chapter 4 
Photoreflectance of Thin Strained Sij.^Ge 
Layers (0.17<x <0.23) X
In this chapter, ultra violet photoreflectance (PR) measurements of thin SiGe layers are 
presented. The experiments were perfoimed by the author at the DRA.^ The spectra are 
fitted with third derivative functions (TDFFs). The critical point energies found from the 
fits are compared with the results of calculations using a simple square quantum well model, 
and with calculations based on the effects of composition grading at the SiGe interfaces.
4.1 Introduction
The importance of Si based structures as electronic devices, in particular strained SiGe 
stiuctmes, has been outlined in chapter 1. As devices become smaller, and their stinctures 
become more complex, conventional growth and processing techniques are stretched to the 
limit. Optical monitoring teclmiques, in particular spectroscopic ellipsometiy (SE), are being 
developed to provide the real-time contiol of epilayer composition and thickness necessaiy 
for optimum peifonnance in such devices. At the DRA, real-time in-situ SE is being applied 
to low pressure vapour phase epitaxial growth (LPVPE) of strained Si/SiGe structures 
(Pickering et. al. (1995)). SE measured in the energy range of the E /^E^+A  ^ critical point 
transitions at the L point of Si .^^Ge  ^has been used to detennine alloy composition and layer 
thicknesses. The composition dependence of tlie Ej and E^+A  ^ transitions for SiGe layers 
grown on Si (001) is given by the equations (Carline et. al. (1994a)),
£■^  ^= 3 . 3 9 5 - 1 .  4 2 1 X - 0 .  0 0 5 x 2  (4-1)
£'^ ^'"^^ = 3 . 4 2 4 - 0  . 848X+0 . 2 1 4 x 2  (4.2)
Ex-situ SE perfoimed on Si/SiGe structures with thin SiGe layers (<50Â) were found 
to underestimate the Ge fraction when compared with double ciystal X-ray diffraction 
(DCXRD) measurements (Carline et. al. (1993b)). Two possible causes of this 
underestimation were suggested: confinement effects at the L point and grading at the SiGe 
interfaces. Recently, Pickering et. al. (1995) showed that the Si/SiGe interface in such 
structures is not abnipt. The grading, however, did not explain the observed discrepancy in 
composition found from Carline's SE analysis.
’Defence Research Agency, M alvern, Worcs
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The main aim of this work is to use PR to investigate SiGe layers as thin as 30Â. To 
this end, the two explanations proposed for the anomalies in the SE described above are 
modelled, and compaied with the PR results. These aie quantiun confinement and 
composition grading. In particular, PR should shed light on the possible presence of 
quantum confinement in such thin SiGe layers. Although little information is available in 
the literature discussing confinement at the L point in Si/SiGe structures, PR and ER have 
been used to obsei-ve confinement at the L point in III-V materials. Pearsall et. al. (1986) 
are the only authors to have investigated confinement at the L point in Si/Sij.^Ge^ quantum 
wells. They studied structures with compositions x=0.45 and x=0.65, and obsei-ved energy 
variations for the E  ^ and ErfA, transitions compared with unstrained SiGe. These energy 
differences were attributed to the effect of strain only. Indeed, the confinement of the 
electrons and holes for these transitions is expected to be small because of the heavy 
electron and hole masses tliat occur at the L point.
4.2 Pliotoreflectance Measurements and Fitting
PR spectra of thin strained Si .^^Ge  ^layers (x~0.2) grown on Si (001) consist of features 
from three critical point transitions. The E  ^ and ErfA, transitions from the SiGe are 
observed on the low energy side of the most dominant Si Eg' transition, as was shown in 
chapter 3. The seven samples studied in this chapter are described in Appendix A. They 
consist of single and multiple Si/SiGe layered structures grown on Si (001) substrates using 
LPVPE at the DRA. The number of Si/SiGe periods vaiies between 1 and 20, with widths 
of the SiGe layer vaiying between 30Â and 105Â and compositions, x, between x=0.17 and 
x=0.23. Some of the samples studied have previously been investigated by SE (Carline et. 
al. (1993b)). As part of that work, the composition and thickness of the Si .^^Ge  ^layers were 
deduced from DCXRD and cross-sectional transmission election microscopy (XTEM). It 
was found that the variations in composition, x, and well width from the nominal growth 
parameters were ±0.01 and ±5Â respectively.
Room temperature PR measurements were perfonned on the seven samples, and these 
are shown as blue circles in figure 4.1. The oscillators of the three critical point transitions 
overlap considerably, and it is not possible to identify the individual lineshapes. This means 
that fitting the spectra is difficult, because even the modulus spectrum does not distinguish 
between the individual oscillators. Despite this, it was possible to perform least squaies fits 
for each specti iun. With the exception of the spectrum fiom the sample with tlie fiiinnest 
SiGe layer (33c4), the spectra could not be fitted with less than three TDFF oscillators. This 
gives confidence as to the presence of the three expected critical point transitions. Despite 
obtaining an adequate fit to the spectrum of sample 33c4 with two TDFFs, three TDFFs 
were used to fit this spectrum. The E  ^ and ErfAj transitions are two dimensional critical 
points, and so were fitted using n=3 in equation 1.18. The Si Eq' transition is a three 
dimensional critical point, and should be fitted using n=5/2. It was found in chapter 3, 
however, that using n=3 for the Si oscillator in structures similar to those studied here did 
not affect the oscillator energy, but improved the quality of the fit. In this case, the overlap 
of oscillators is such that the quality of the fit is important, so n=3 was used for all of the 
Si Eq' critical points.
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Figure 4.1 Room temperature PR measurements (blue circles) and TDFF fits (red lines) for 
the seven samples with different SiGe layer widths (shown in brackets). The critical point 
energies of the individual TDFF oscillators are also shown. Spectra are offset for clarity.
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Figure 4.2 A breakdown of the TDFF oscillators fitted to the experimental PR spectra in 
figure 4.1, for the seven samples with different SiGe layer widths (shown in brackets). 
Spectra are offset for clarity.
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Figure 4.3 PR (blue circles) and fitted (red lines) spectra for the two samples with the 
thinnest SiGe layers measured at I50K. A breakdown of the TDFF oscillators fitted to the 
spectra is shown in green. Spectra are offset for clarity.
The fitted PR spectra are shown as solid lines in figure 4 .1. The fits are good for all spectra, 
except for the high energy region of the 22c3 and c20f25 spectra. As an aid to the reader, 
the critical point energies deduced from the fits are also plotted in figure 4.1. On closer 
inspection of these energies, it appears that the energy of the Si Eq' transition remains 
constant between samples within some random error. The SiGe E, and E,+A, transition 
energies, however, appear to increase as the SiGe layer width is decreased.
The individual TDFF oscillators for each sample are plotted in figure 4.2. It is
interesting to note from this figure that the lowest energy oscillator from the SiGe E, 
transition is the broadest and weakest in most of the spectra. This is not what is expected, 
as in general the E, transition is more dominant than the E,+A, transition. In addition, the 
oscillator from the SiGe E,+A, transition appears to be similar in magnitude and broadness 
to the Si Eq' oscillator for some of the spectra. This differs from the observations of the PR 
from thicker SiGe layers shown in chapter 3, where the Si E '^ oscillator was found to be 
dominant. The reasons for this are not clear.
It can be seen from figure 4.1, that for the samples with the thinnest SiGe layers, the
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features are not as well resolved as those in the other spectra. Indeed, the spectrum from 
sample 33c4 appears to resemble a single TDFF oscillator. In an attempt to better resolve 
the features for the two samples with the thinnest SiGe layers, low temperature PR was 
perfonned. These measurements were performed at 150K using the cold finger cryostat 
described in chapter 2. The low temperature PR spectra of these two samples are shown in 
figure 4.3. In low temperature PR, the broadness of each oscillator is expected to decrease. 
For sample 33c4, the apparent single oscillator in the room temperature spectrum is shown 
to consist of features from more than one oscillator. Similarly, the features from the lower 
energy oscillators for sample 22c84 are clearer at 150K than at room temperature.
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Figure 4.4 The variation of the energy with SiGe layer width for the two lowest energy 
TDFF oscillators in the fits to the PR spectra, corresponding to the E, (blue) and E,+A, 
(red) critical point transitions. The results for the samples with x=0.17, x=0.20 and x=0.23 
are shown as squares, circles and triangles respectively. The errors in energy are given by 
the covariance matrix from the least squares fitting (see chapter 1).
As was done for the room temperature PR, the low temperature spectra were fitted with 
three TDFFs. These fits are shown as red lines in figure 4.3, and the breakdown of the 
individual TDFF oscillators is also shown in figure 4.3. In this case, the three TDFF 
oscillators are similar in magnitude and broadness. It can be seen from these fits that the
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Si Eq’ transition energies are greater than those given by the room temperature fits. This is 
consistent with previous observations of the Si Eq' transition (Lautenschlager et. al. (1987)). 
Although the low temperature study is not comprehensive, it shows the oscillators more 
clearly than the room temperature PR, and gives more confidence in the inteipretation of 
the room temperature spectra. The reader may be interested to note the change with 
temperature of the broadness par ameters. For example, for sample 33c4 these are 0.08, 0.07 
and 0.06 for the E '^, Ej and Ej+A, transitions respectively at 150K, and 0.10, 0.18 and 0.13 
for the Eq', E^  and Ej+Aj respectively at room temperature.
The energies of the E, and Ej+Ai Sii.^ ^Ge^  transitions from the fits to the room 
temperature PR are shown as a function of layer width in figure 4.4, where the compositions 
x=0.17, x=0.20 and x=0.23 are shown as triangles, circles and squares respectively. It is 
evident from this figure, that for layer widths greater than about 50Â, the energies do not 
vary significantly with the layer width. For layer widths less than about 50Â, however, there 
is a definite increase in the critical point energies.
In summary, the increase in SiGe transition energies with decreasing layer widtli 
observed in PR is consistent with previous measurements of thin SiGe layers using SE 
(Carline et. at. (1993b)), where SE underestimated the composition.
4.3 A Quantum W ell Model
A possible explanation for the increase in energy of the SiGe E^  and E^+A, transitions 
observed in the fits to the PR spectra is quantum confinement in the SiGe layer. The effect 
of confinerneirt would be to irrcrease the SiGe transition energies, but the Si energies would 
not be affected. To investigate this, quantum well transitions between electron and hole 
ground state confined energy levels are calculated using a simple square quantum well 
model. This is based on that given by Greenhow (1990). For a square well, width 2a, such 
as that shown schematically in figure 4.5a, the Schrodinger equation in the well is given by,
^ (4.3)2m
and in tlie bamer the Schrodinger equation is given by.
2/77,
where V is the deptli of tlie well, E is tlie energy of the confined state, h is tlie Planck 
constant and m^  ^ and m^ are the particle masses in the well and barrier respectively. The 
solutions of the above equations for the ground state energy are of the fonn,
ijj^(x) = A cos (icx) (4.5) 1)1^  (x) (4 6)
From these solutions, it can be shown that,
_i _i
[2 m ^ l 2 (4.7)  ^ (4.8)
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From the boundaiy conditions and the substitution 0=ka,
Chapter 4
where.
Y =
z  = t a n 0 = ( ^ ^ -  —  \ 02
(4.10)
m ^\\
0 = a {2 m ^ ]
(4.9)
(4.11)
If the two expressions for z in equation 4.9 are plotted as a function of z, then the value of 
z at the point of intersection of the curves con esponds to a value for the confined energy 
E. Such a plot is shown in figure 4.5b.
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V
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Figure 4.5 (a) The lowest confined state in a finite quantum well (b) The graphical method 
used to calculate the confinement energy E.
The conduction and valence band masses are important parameters in the confinement 
model. Each of the seven samples investigated here was giown on a Si (001) substrate, and 
therefore any confinement that is obsei*ved in the PR occurs along tlie (001) direction. The 
effective mass in the (111) direction (at the L point) in tlie (001) growth direction is given 
by.
1
m
1{ 1 ^ 1
3 iïï, (4.12)
where m, and m^  are the transverse and longitudinal masses at the L point. The electron 
masses used in tliis work are those calculated by Rieger and Vogl (1993); for Si 
m,®=1.693mo, m,®=0.130mn and for SiggGegg mi“=1.680mQ, m/=0.124mg, where lUg is the free 
electron mass. The hole masses used are based on the masses of Si and Ge calculated by 
Dresselhaus and Dresselhaus (1967). For Si E, m,^=1.530mo, m,^=0.230mg and Si E^+A, 
m,‘-1.530mo, m/*=0.210mo. To establish values of masses for SigggGeggo, it is assumed that 
the masses vaiy linearly with Ge composition for the valence bands of both E, and E^+A  ^
critical points. This assumption yields: for SiggGegg E, in,’-1.486mg, m/-0.208mg and
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Sio8Gco2 E,+A, .486it1o, m,'’=0.194mo.
The confined energies of electrons and holes were calculated using a MATHCAD^ 
routine. The bulk critical point energies for the strained Si,.^Ge^ layers used in the 
calculation are those given by equations 4.1 and 4.2. Calculations were performed for the 
structure in figure 4.6.
SiGewell
Figure 4.6 A schematic diagram of the possible electron and hole confinement in the SiGe 
quantum wells with Si barriers.
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Figure 4.7 Quantum well transition energies as a function of the well width calculated using 
the square well model for a 20% (blue), 50% (black) and 80% (green) valence band offset. 
These are calculated for composition x=0.20.
M ATHCAD 5.0+ (1994) © M athsoft Inc.
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It is well known that confinement at the F point in SiGe heterostructures occurs mainly 
in the valence band (Van de Walle and Martin (1986)), but there has been no evidence to 
suggest that this is the case at the L point. Consequently, the band offset was treated as a 
variable in the analysis. Confinement energies calculated for valence band offsets between 
20% and 80% are shown in figure 4.7. As can be seen from this figure, the value of the 
band offset has little influence on the calculated confined energies. Therefore, the transition 
energy does not depend greatly on the distribution of confinement between conduction and 
valence bands. This was also found to be the case for the compositions x=0.17 and x=0.23.
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Figure 4.8 The critical point energies found from the PR fits (symbols) compared with the 
calculated quantum well transition energies (solid lines). The confinement calculation for 
x=0.17, x=0.20 and x=0.23 are given by the dashed, solid and dotted lines respectively.
In figure 4.8, the calculated confinement energies are compared with the energies found 
from the PR fits. Despite the simplicity of the square well model, the predicted transitions 
agree well with the energies from the PR fits.
In summary, confinement energies calculated using a finite square quantum well model 
predict a similar shift in SiGe E, and E,+A, transition energies to that observed from the 
PR. The confinement energies are most significant for SiGe widths less than about 50Â. 
This means that quantum confinement is a possible explanation for the energy shifts.
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4.4 The Effect o f Composition Grading
Given that in-situ SE measurements of the growth of thin SiGe layers perfonned by 
Pickering e t a i  (1995) at the DRA showed that the Si/SiGe interface is graded in 
composition, this effect must be considered as an alternative explanation for the energy 
shifts. The importance of the composition grading was realised after the PR energies had 
been compared with the confinement model. The aim of this section is to examine the 
possibility of explaining the energy shifts obseiwed in the PR spectra in terms of 
composition grading at the SiGe interfaces. This is done below in two ways, and in both 
the possibility of quantum confinement in the SiGe layer is ignored.
To establish the extent of grading in SiGe structures grown at the DRA, Electron Energy 
Loss Spectroscopy (EELS) was perfonned by Mr. T. Whalter^ on a nominally 100Â 
Sig^oGcogo layer. This EELS composition profile is shown in figure 4.9 as blue circles, 
where OA conesponds to the centre of the SiGe layer. It can be seen from this figure that 
the profile consists of a flat central region where the Ge composition is lower than the 
nominal (x=0.20). In addition to this, the composition tails off towards the Si/SiGe and 
SiGe/Si interfaces. It is clear from figure 4.9 that the composition profile is similar in 
appearance to a trimcated Gaussian function (shown in figure 4.9 as a solid red line). The 
Gaussian agrees well with tlie EELS data, and so is subsequently used as an approximation 
to the composition profile.
The PR signal for bulk samples is believed to originate from the largest value of the 
electric field within the layer (Poliak and Shen (1993)). The position of tlie maximum 
electiic field can be found from tlie Ge composition profile if it is assumed that the band 
energy is proportional to the composition x. From this, the electric field @ is given by,
(4.13)dy dy
where y is the distance across the layer. Therefore, numerically differentiating the 
composition profile shown in figure 4.9 yields relative electiic field values along the width 
of the layer. Although this analysis does not yield absolute values for the field, it does 
indicate the position in the SiGe layer of the largest electric field. The electric field profile, 
given by the differentiation of the flattened Gaussian function in figure 4.9, is shown in 
figure 4.10. From this figure, the maximum in the field occurs at a distance of 38Â from 
the centre of the layer for the 100A wide alloy layer. To give an indication of tlie values of 
the SiGe transitions across the layer, the Gaussian composition profile in figure 4.9 is 
converted into energy profiles of the E  ^ and ErfA, critical point transitions, and shown in 
figure 4.11. It is important to realise that this profile is not the energy profile of the 
conduction or valence band, but that of the energy gap. Also shown in figure 4.11, is the 
position of the maximum electiic field, as found from figure 4.10.
^Department o f Physics, Cambridge University, Cambridge
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Figure 4.9 An EELS composition profile 
(blue circles) of a nominally 100Â 
Sio8oGeoj2o layer, compared with a truncated 
Gaussian function (red line).
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Figure 4.10 The electric field profile given 
by the differentiation of the truncated 
Gaussian function shown in figure 4.9.
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Figure 4.11 The E, (red) and E,+A, (blue) 
critical point energy profiles calculated for 
the Gaussian profile in figure 4.9 using 
equations 4.1 and 4.2.
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Figure 4.12 The composition profile for a 
100Â layer width (red) (see figure 4.9), and 
equivalent profiles for a 50Â layer and a 
30Â layer.
From similar EELS measurements to that shown above, it was found that during the 
growth of layers thinner than 100Â, the tails of the interfaces do not change significantly. 
Therefore the composition profiles of 50Â and 30Â layers are estimated from the data for 
the IOOÂ layer shown in figure 4.9. This is done by shifting the composition profiles of both 
Si/SiGe and SiGe/Si interfaces towards the centre of the layer. These profiles are shown in 
figure 4.12. At about 50Â. the flat region has almost disappeared, and at 30Â, a triangular 
profile with a maximum Ge composition much lower than that from the IOOÂ profile is
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shown. Thus, the EELS data has allowed the position of the maximum electric field to be 
estimated along with the composition profiles of the SiGe layers studied here.
Assuming that the PR signal from the 100Â alloy layer originates from the position of 
the maximum electric field, then the composition corresponding to that position can be 
found from figures 4.9 and 4.10. An analysis of the profiles in figure 4.12, revealed that the 
composition at the maximum field is independent of the layer width. Therefore, if the PR 
measurements are sensitive to the composition grading, the energies of the E, and E,+A, 
transitions should be higher than the energies expected from the nominal Ge compositions, 
but independent of the width of the SiGe layer. The maximum field for the 100Â alloy layer 
occurs 38Â from the centre of the layer (figure 4.10). This position corresponds to a Ge 
composition x=0.127,or E, and E,+A, energies of 3.215eV and 3.320eV respectively. These 
energies are plotted as solid lines in figure 4.13, and compared with the energies from the 
PR fits. The energies corresponding to the compositions at the maximum field were also 
estimated for the two samples with nominal compositions x=0.17 and x=0.23, and these are 
also shown in figure 4.13. It is clear from the figure that this explanation of the energy 
shifts is not satisfactory.
3.45
3.40 Ei+A
3.35
^ 3 .2 5
3.20
3.15
3.10
3.05
0 20 40 60 80 100 120
Layer Width (A)
Figure 4.13 E, and E,+A, TDFF oscillator energies as a function of layer width (symbols), 
compared with the energies corresponding to the composition at the maximum value of the 
electric field (lines). The compositions x=0.17, x=0.20 and x=0.23 are given by dashed, 
solid and dotted lines respectively.
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An alternative explanation for the shift in PR energies can be considered by assuming 
that the PR originates from an "average" SiGe layer composition. To investigate this, the 
composition profiles expected for each layer width were estimated, as in figure 4.12. The 
composition profiles were averaged over the expected layer width, and the E, and E,+A, 
transition energies corresponding to these compositions calculated. A comparison between 
the critical point energies found from the PR, and those detenuined from the average Ge 
compositions is shown in figure 4.14. The energies given by the average compositions agree 
reasonably well with the PR energies for layer widths greater than about 50Â. The averaging 
appears to underestimate the PR energies for widths smaller than this.
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Figure 4.14 Energies of the E, and E,+A, TDFF oscillators from the PR fits as a function 
of layer width (filled symbols), compared with the energies found when averaging the 
compositions of the layers (open symbols). The compositions x=0.17, x=0.20 and x=0.23 
are shown as squares, circles and triangles respectively.
An important observation from the energy values found from the PR fits should be 
considered at this point. If the Ge composition measured by the PR is less than the nominal 
value, then the different gradients of equations 4.1 and 4.2 mean that the separation of the 
E, and E,+A, energies is expected to decrease (for a graphical confirmation of this, see 
Carline el. a/. (1994b)). Consequently, as the SiGe layer width is decreased, the separation
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of transition energies would also be expected to decrease. It is clear from figure 4.14, 
however, that this is not the case, and that the separation of SiGe transitions does not 
change systematically with layer width. Thus, it is likely that the shifts in energy observed 
in the PR are due only partially to composition grading at the interfaces.
In summary, composition profiles for the SiGe layers are estimated from an EELS 
composition profile of a 100Â Sio 8(,Geo 2o layer. Using these profiles, the position within the 
layer of the maximum electric field has been found. When the SiGe E, and Ej+Aj transition 
energies conesponding to this position are compaied with the energies found from fitting 
the PR spectra, the agreement is poor. If, however, the PR is assumed to originate from an 
average Ge composition across the layer width, the energies match reasonably well with 
experiment for layers greater than about 50Â, but not for thinner layers.
4.5 Conclusions and Future W ork
In an attempt to investigate anomalous compositions detenuined from SE of thin 
strained SiGe layers, PR spectra were fitted with three TDFF oscillators, representing the 
Si Eq transition, and the SiGe E  ^ and Ej+Ai transitions. From these fits, it appears that the 
SiGe transition energies increase as the SiGe layer width is decreased. This is consistent 
with the underestimation of composition observed in the SE, From EELS measurements, it 
is known that the SiGe interfaces are graded in composition, but the aim of this work has 
been to detennine whether this can satisfactorily explain the energy shifts, or if there is 
confinement at the L point in the SiGe layer.
The SiGe E  ^and Ej+Aj transition energies from a square quantum well model show the 
correct trend and reasonable agieement with the fitted PR energies, but predict energies 
slightly lower than those found from experiment. No account of the grading was included 
in this model. If an "average" composition across the SiGe layer width is considered, based 
on measured composition profiles, then the unconfined bulk E^  and E^+A, energies found 
from this composition agree well with the calculated transition energies for layers greater 
than about 50Â, but not for thinner layers. The most likely explanation appears to be a 
combination of botli composition giading (dominant for layers >50Â) and quantum 
confinement. More definitive conclusions about the origins of the energy shifts could be 
found by modelling the SiGe layers as quantum wells with graded interfaces.
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Chapter 5 
Analysis of Franz-Keldysh Oscillations in 
III-V Materials
In this chapter, room temperature pliotoreflectance (PR) spectra with Franz-Keldysh 
oscillations (FKO) are compaied with the Franz-Keldysh theoiy. Firstly, an asymptotic 
approximation of the period of FKO is described. Then, work on the analysis of FKO using 
Aiiy function expressions is presented. These two methods of analysis are compared with 
FKO observed in PR spectra from InGaAsP and InP.
5.1 Introduction
The driving force behind reseaidi into III-V materials has been their use as 
optoelectronic devices. As the number of applications increase, so chaiacterisation of the 
materials becomes increasingly important. PR has been shown to be a useful chaiacterisation 
tool in the low field regime, but for the intennediate field regime researchers have 
encountered difficulties in matching electromodulation theory with the FKO that are 
observed in spectra.
In recent years, FKO have been used to study electric fields and their related effects. For 
example, Gaskill eL al. (1988) studied the surface space-charge layer in GaAs films, 
Bhattacharya et. a l (1988) investigated doping levels and Fermi pinning in (In-Sn-0)/InP 
and crystal quality of GaAs/AlGaAs stiuctures has been studied by Yin et.al (1990). Many 
of these studies have relied on approximations to the FKO to determine electric fields, and 
few workers have used the complete electromodulation theory. The main reason for this has 
been the complexity of the Airy function expressions present in this theory.
The aim of this work is to model FKO in PR spectra with the simplest, physically 
significant, Aiiy function model. The FKO measured for InGaAsP layers are analysed using 
Aspnes' asymptotic approximation. These FKO are then fitted with Aiiy function 
expressions. The conclusions from the fits to the InGaAsP FKO are applied to FKO in 
spectra from InP layers.
5.2 Asymptotic FKO Analysis
The theoretical interpretation of FKO has proved difficult to compare directly with 
experiment, mostly because of the difficulty of calculating the complicated theoretical 
functions which are based on Airy functions and their derivatives. In 1973, Aspnes and 
Studna (1973b) avoided this problem by reporting a simple method of interpreting FKO. 
They showed that the subsidiary oscillations in FKO spectra, at energies larger than the 
energy gap, could be expressed in tenus of a cosine function multiplied by a decaying
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exponential function.
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(5.1)
where O is a phase factor depending on the electron-hole interaction strength, 
dimensionality, short range scattering processes and optical interference, A is the magnitude, 
r  is the Lorentzian broadening, E is the energy. Eg is the critical point energy gap and h0 
is the electi'o-optic energy. Since successive extiema in equation 5.1 represent a change of 
71 in the argument of the cosine term, Aspnes deduced that.
nn  -  0 +  — w (5.2)
where E„ is the energy of the extremum labelled n (n=l,2,3,....). Using this equation, the 
value of h0, and so the magnitude of the electric field (see equation 1.8), can be found from 
the slope of a plot of (E„-Eg) '^  ^ vs n. So, the field can be found simply from the positions 
of the FKO extrema.
This method of analysis is useful when the energy gap Eg is known, but not if Eg is 
unknown. In this case, an alternative analysis can be performed by rearranging the terms 
in equation 5.2, such that.
(5.3)
where
4
(5.4)
The energy gap Eg is given by the intercept of a plot of E„ vs F„, and h0 is given by the 
gradient. Although this alternative plot is desirable when the energy gap is not known, it 
is necessary to assume a value for the phase 0 . Aspnes and Studna (1973b) reported that 
the phase depends on the critical point dimensionality.
4 (5.5)
where d is the dimension of the critical point, and 0  has units of radians. There is much 
scepticism as to the validity of equation 5.5, as the phase is dependent on several processes 
not included in the equation such as electron-hole interaction strength, short range scattering
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and optical interference. A further limitation in using this alternative analysis is that it relies 
on the correct assignment of the extremum number n. If the extrema were wrongly labelled, 
then the analysis would be in error.
Both foiins of this asymptotic analysis have foiined the basis of much of the FKO 
analysis performed to date.
5.3 Airy Function FKO Analysis
Despite the problems when using the electromodulation theoiy to describe experimental 
spectra, several authors have recently attempted to do so. The Aiiy function analysis 
published in the literature is reviewed in this section, followed by a detailed description of 
the Aiiy function expressions used to fit PR spectra in this work.
5.3.1 Literature Review
Following the work of Aspnes and co-workers, it was not until the 1980s, when 
computational methods became more sophisticated, that the rigorous Airy function analysis 
of FKO was applied directly to experimental specti a. Since then, FKO from ER and PR 
have been used to study electric field effects in different material systems, and in a variety 
of different structures.
Bhattachaiya et. al. (1988) studied the space-charge region of an (In-Sn-0)/InP structure 
using ER and PR. Previous theories describing the electric field induced changes in the 
dielectric function due to modulation, considered modulation from the flatband condition. 
That is, the difference in the value of the dielectric function between a finite and zero field. 
Bhattacharya proposed a generalised Franz-Keldysh theory, based on Aspnes' Aiiy function 
analysis (Aspnes et. al. (1968)) that considered the presence of a constant dc field 
superimposed on the modulated ac field. This dc field component was shown to influence 
the functions F(x) and G(x) (see equations 1.11 and 1.12), but they did not calculate 
theoretical ER or PR spectra from these functions. They did, however, use the asymptotic 
expression described in the previous section to show that the period of the experimental 
FKO was dependent on the constant dc field, and not dependent on the ac modulating field. 
They also showed that the envelope function of the spectra depends on the ac modulating 
field.
Van Hoof et. al. (1989) investigated electiic fields in a GaAs depletion region using PR. 
They observed FKO, and attributed them to light and heavy hole tiansitions at the GaAs E  ^
critical point. They assumed that the modulation of the imaginary part of the dielectric 
function, Asg, was negligible, and described the PR using two expressions for the light and 
heavy hole As/''' and Ac/'', Experimental spectra were fitted with this model. The agreement 
was good, despite not including the effects of broadening, .
Batchelor et. al. (1990) studied GaAs using electrolyte ER. They calculated theoretical 
spectra, and found that the theoiy mimicked the experiment if an empirical exponential 
expression for the broadness, r=roexp[5(E-Eg)], was used. Their explanation for this was 
simply that the broadness increased with energy, due to the more rapid relaxation of higher 
energy electrons. The theoretical FKO were not compaied with the ER spectra.
Shen and Poliak (1990) presented a generalisation of the Franz-Keldysh theoiy, similar 
to that given by Bhattachaiya et. al. (1988), and described above. They considered ac and
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dc electric field components, and included the effects of broadening. They showed that the 
period of the FKO was influenced only by the dc component of the field. The theory was 
not compared with experimental results.
Estrera et. al. (1994) used simple Airy function expressions with the energy dependent 
exponential broadness used by Batchelor et. al. (1990). The exponential broadness was 
reported to account for the effects of non-uniform electric fields, non-flatband modulation 
and collision broadening. Experimental PR spectia of bulk GaAs, InP and InGaAs were 
fitted with Airy function expressions, and tlie fits agreed well with experiment when a 
contribution from light and heavy holes was considered.
Hsu et. al. (1994) considered a uniform electric field in 5-doped GaAs. They observed 
FKO in experimental PR and ER spectra, and used the model given by Bhattachaiya et. al. 
(1988) to describe the FKO observed ie they included the effect of a dc electric field. Two 
Airy function expressions were used to describe light and heavy holes, and although 
theoretical spectra were calculated, they were not compared with experiment.
A recent paper by Shen and Dutta (1995) reviews previous studies of FKO and the 
effects contributing to spectra during electromodulation.
In summaiy, although much work has been reported on the effects and origins of FKO 
in ER and PR spectra, only two authors (Van Hoof and Estrera) have successfully fitted 
experimental spectra with the Airy function expressions derived in chapter 1.
5.3.2 Fitting using Airy Function Expressions
It was shown in chapter 1 that changes in the real and imaginary paits of the dielectric 
function due to modulation at an Mq critical point can be expressed in terms of Airy 
functions and their derivatives (Aspnes (1967)). More recently, Batchelor et. al. (1990) 
showed that.
A8^=B0 2 Jiïï
where.
H{z)
(R - i r ) 2 (5.6) .82=J50
J .
^Re
z  = +1 h0
H{z)
( s - i r ) 2 (5.7)
(5.8)
B is the amplitude, E is the energy. Eg is the energy gap, F is the collision broadness, h0 
is the electro-optic energy and H(z) is given by.
- i J I  ~x 3JLH{z)  =2Tz^e ^ A i { z ] A i { z e  ^ ) + z e   ^ A^{z )  A ^ { z e  ^ ) ] + i / z (5.9)
where A; and A;' are the Aiiy function and its derivative respectively. Thus, the PR given 
by equation 1.1 can be expressed as.
Ai?
i? = Re H{z) (5.10)
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where A is the amplitude and (j) is a phase term representing the effect of the Séraphin 
coefficients.
It can be seen from equation 5.9 that the fimction H(z) is comprised of the Aiiy function 
Ai and its derivative A^ '. In this work, these are calculated using the summations given by 
Abramowitz and Stegun (1965),
Aj^{z) = c . ^ f { z ) - c ^ g i z )  (5.11)
where
A ^ i z )  { z ) - 0 2 9  ^{z) (5.12)
3 A- (3ic) ! (5.13)
f ' ( z )  . ^ 3 ' 1 \  3ic z 3k-13/* (3ic) ! (5.15) k=0
Cj=0.35502 and C2=0.25881. A detailed description of calculating complex Airy functions 
is given by Schulten et. al. (1979).
Although successful, calculating the Airy functions using equations 5.11 and 5.12 proved 
to be time consuming. It was found that for high energies, a large number of terms were 
required in the series approximations given by equations 5.13 to 5.16. An approximation to 
the Aiiy functions, valid at high energies was used to reduce the time taken when 
calculating them. This approximation was originally reported by Aspnes (1974), and 
consisted of an expression with TDFF and oscillatory terms. Aspnes concluded that this 
function provided a good representation of the exact Aiiy fimction lineshape when (E- 
Eg)>2ti0. It is important to note that the approximation in the paper by Aspnes contained 
enors, and so the coirect expression is given by.
H{z) ¥4:Z - 1 3 2 z
(5.17)
The first tenu in equation 5.17 is an oscillatoiy term, and the second is a TDFF. Dr. T. J. 
C. Hosea' found that the Airy fimction calculation is only necessaiy within a certain range 
of r  and fi0. He compared the approximation with the Airy function calculation and 
established an empirical boundary in z. Outside this boundary the eiTor in the approximation 
when compared with the Airy function calculation is 1% or better when the error is defined
as,
(5.18)
’Department o f Physics, University o f  Surrey, Guildford, Surrey
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In addition. Dr. T. J. C. Hosea found that only a TDFF, or only a oscillatoiy function are 
needed to approximate the Aiiy function calculation for certain ranges of z. The bouiidaiy 
of the region where only the TDFF tenu in equation 5.17 is required, is when the magnitude 
of the maximum value of the TDFF is 100 times that of the oscillatory term. Similaiiy, the 
boundary for the region where only the oscillatory term in equation 5.17 is required, is 
when the magnitude of the maximum value of the oscillatory tenn is 100 times that of the 
TDFF. These ranges are shown schematically in figure 5.1. Inside the central region in this 
figure. Airy functions are required to describe the lineshape, but outside this region the 
spectra can be described by the approximation. The time taken to calculate the Airy 
functions was significantly reduced by using this approximate expression for the high energy 
points in the spectra.
The main aim of this work is to fit PR spectra with Airy function expressions. The 
program used to fit TDFF functions was written in BASIC (see chapter I), and so it was 
convenient to calculate H(z) using a BASIC routine. This was written by Dr. T. J. C. Hosea 
and later incorporated into the least squares fitting program. Before using the Airy functions 
to fit experimental spectra, it is useful to compare the functions calculated in BASIC with 
those calculated using another method. The values of H calculated from the BASIC routine 
were compared with those calculated from a FORTRAN program incorporating a NAG^ 
routine (S17DGF) which calculated A; and A/. This comparison is shown in figure 5.2, 
where the real and imaginary parts of H (H=F+iG) were calculated using the two programs 
for typical values of broadness, T, and electro-optic energy, hO. It can be seen from this 
figure that there is good agreement between the data from the two sources.
As an additional check, and to show the transition between the Airy function and 
approximate expressions, F and G were calculated using the BASIC program for various 
values of F/hG, encompassing three of the regions shown in figure 5.1. This is shown in 
figure 5.3. For comparison, F and G calculated using the FORTRAN program described 
above are also shown in figure 5.3. There are no visible discontinuities at the junction 
between the Aiiy function calculation and the approximation.
In order to show the importance of the two parameters F and h0, they are varied 
independently in figures 5.4 and 5.5. In figure 5.4, h6 is varied between 0.15eV and 0.50eV 
with F=OeV. The effect of increasing h0 is to increase the period of the oscillations. In 
figure 5.5, F is vaiied between 0.05eV and 0.25eV. The effect of increasing F is to dampen 
the oscillations, so much so that they are no longer visible in F and G for F=0.25eV. In 
addition, increasing F has the effect of decreasing the amplitude of F and G.
In summaiy, the method used to calculate Airy functions in this work has been 
described in detail, including an approximation employed for high energies.
"The Numerical Algorithm Group Ltd
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Figure 5.1 Methods of calculating the Figure 5.2 A comparison of the functions F
functions F(z) and G(z) used in the fitting (red) and G(blue) calculated using equations
program for certain ranges of the real and 5.11 to 5.16 in the BASIC routine (circles).
imaginary parts of z. and calculated using the FORTRAN NAG 
routine (lines). For these calculations, 
r^O.OleV and h0=O.O5eV. G is offset for 
clarity.
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Figure 5.3 F (red) and G (blue) calculated using the BASIC routine (circles), and the 
FORTRAN routine (lines). The values of (E-Eg)/h0 where the Airy function calculation 
ends and the various approximations begin are shown as vertical lines.
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Figure 5.4 The influence of fi0 on the 
functions F (red) and G (blue). These are 
calculated with F=OeV. Spectra are offset 
for clarity.
Figure 5.5 The influence of F on the 
functions F (red) and G (blue). These are 
calculated with h6=0.1. Spectra are offset 
for clarity.
5.4 Analysis of FKO from In^^Ga^As P, ^
The samples studied in this section are described in Appendix A, labelled MR358 to 
MR361. They were grown by metal-organic vapour phase epitaxy (MOVPE) by C. C. 
Button.^ The nominal structures consist of a single strained In  ^^ ^Gag^ g^As quantum well with 
Ino74Gao26Aso56P()44 baiTiers lattice matched to InP substrates. The InGaAsP barriers are 
made up of an undoped spacer layer grown next to the well, and a Zn-doped p-type layer. 
The samples were originally grown to investigate hole masses in transport measurements, 
but the heavy doping provides large electric fields at the interfaces, ideal for measuring 
FKO in PR spectra. The only difference between the samples is the width of the doped and 
undoped InGaAsP barrier layers, which vary between 125Â and 200Â and 150Â and 200Â 
respectively. The PR from the structures is not expected to vary significantly because the 
four samples are similar. PR was measured at room temperature over the energy range of 
the InGaAsP critical point transition for the four samples, and the spectra are shown in 
figure 5.6. It is clear from this figure that similar lineshapes are observed in the spectra 
from three of the samples; MR358, MR359 and MR361. The spectrum from sample MR360, 
however, is significantly different. Not only is the amplitude smaller than the other three 
spectra, but features are present below the expected barrier energy (0.98eV).
’EPSRC Facility for III-V Semiconductors, University o f Sheffield, Sheffield
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Figure 5.6 Room temperature PR spectra (blue circles) and modulus spectra (green lines) 
in the energy range of the InGaAsP Eg critical point transition for samples MR358 to 
MR361. The numbered extrema correspond to the values of n in equation 5.3. Spectra are 
offset for clarity.
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The modulus spectra calculated using a Kramers-Kronig transformation (see chapter 1) 
are also shown for each sample in figure 5.6. The modulus spectrum can provide critical 
point transition information (see chapter 1). The modulus spectra calculated from PR with 
FKO are difficult to inteipret because each FKO extremum shows either a peak or a dip in 
the modulus spectrum. In addition, the modulus spectia near the transition energy in figure 
5.6 show a single broad peak, adding to the difficulty in determining the Eq bandgap energy. 
Despite these difficulties, the main peak in the modulus spectra does give an indication of 
the Eq bandgap energy, and these modulus peaks are at 0.981eV, 0.987eV, 0.944eV and 
0.981eV for samples MR358, MR359, MR360, MR361 respectively.
From the PR and modulus spectra for sample MR360, it is obvious that the Eq bandgap 
is lower in energy than for the other samples. In addition, two features are observed below 
the Eq bandgap in both PR and modulus spectra. These are most likely to be quantum well 
transitions. These two peaks occur in the modulus spectnim at about 0.90eV and 0.92eV.
It is important to note that no quantum well transitions were obsei'ved for samples 
MR358, MR359 and MR361. This is a surprising result, but a possible explanation is the 
migration of Zn dopant into the InGaAs well. The effect of this would be to quench any 
quantum well transitions. When tliese results were presented to the sample suppliers, they 
commented that at the time at which the samples were grown there were problems with the 
contiol of gas flow in the MOVPE chamber. The PR measurements perfonned during this 
work highlighted problems experienced during growth, and as a result of this a new series 
of similar samples were grown. The PR of these samples is presented in chapter 6. So, 
although Zn migration is a possible explanation, it is not fully understood why no quantum 
well transitions were observed for three of the samples.
5.4.1 Asymptotic Analysis of the InGaAsP FKO
The commonly used asymptotic analysis was perfonned to establish an initial impression 
of the parameters associated with the FKO in the spectra. Due to the uncertainties in 
composition of the Iiii.^Ga^ASyPi.y layers that occur during growth, the value of the E  ^
energy gap is not well known. This means that the alternative asymptotic expression must 
be used in this case (equation 5.3). This expression assumes that the phase tenn is known 
and that the energy gap is not known. As explained in section 5.2, two problems exist when 
using this expression. Firstly, the identification of the first extremum is crucial, and this is 
particularly difficult for the spectram of sample MR360, where the structure from the 
critical point transition is obscured by quantum well transitions. For the spectra in figure 
5.6, the main peaks in the modulus spectra were used as references when assigning values 
of n. The integers n assigned to the FKO extrema are shown in figure 5.6. Secondly, there 
is the problem of the phase. The Eq critical point is three dimensional, and so tlie phase 
given by equation 5.5 is 0 =-tt/2 radians (270°). The asymptotic analysis was performed 
using this phase value, and the plots of E„ vs F„ for each sample are shown as circles in 
figure 5.7. The lines in the figure ar e a linear regression of the circles, and the values of the 
intercept (E q ) and gradient ( h 0 )  found fiom the regression are shown in table 5.1.
The alloy compositions conesponding to the energy gaps given by the analysis are found 
using the equation given by Naliory et. al. (1978) for In^ _^ Ga^ ASyP,_y lattice matched to InP,
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£'^ {eV ) = 1 . 3 5 - 0 . 7  2 y + 0 . 1 2 y 2  (5-19)
The values of y are shown in table 5.1. For all four samples, the As composition appears 
to be greater than nominal, and for sample MR360, y is much greater than nominal (0.56).
A value for the reduced mass is required to calculate the magnitude of the electric field 
from the value of h0 given by the gradient (see equation 1.8). It is not clear from the 
analysis if the FKO originate from a heavy or light hole transition, or a combination of 
both, because the Eq critical point transition energy of unstrained InGaAsP is the same for 
light and heavy holes. The field is therefore calculated using the reduced mass of light holes 
and also calculated using the reduced mass of heavy holes. The reduced mass is given by 
equation 1.4, and the value of the heavy hole mass for all compositions is given by Adachi 
(1992); m,,,=0.46mo, where mg is the free election mass. The values of the light hole and 
election masses are calculated for the compositions determined above using the equations 
given by Adachi (1992) for In .^^Ga^ASyPi.y lattice matched to InP,
^  =0 . 0 7 9 -0  . 0 3 8 y  (5.20)Wq
=0 .1 2 0 -0  . 099y+0 . 030y2 (5.21)IHq
and tliese masses are used to calculate the electric fields, which are shown in table 5.1.
It is deal' from the values of Eg and ti0 in table 5.1, that samples MR358, MR359 and 
MR361 are indeed similai'. The field values found from the analysis show that similar fields 
are present in the three stiuctures. An interesting obsei-vation to emerge from the analysis 
is that for all four samples, the energy gaps given by the asymptotic analysis are about 
lOmeV lower tlian the peaks in the modulus spectra.
One of the problems with the E„ vs F„ asymptotic plot mentioned in section 5.2, is the 
uncertainty in the value of the phase tenn 0 . This not only depends on the dimensionality 
of the critical point, but also on processes which are difficult to quantify ie electron-hole 
interaction stiength, short range scattering and optical interference. Consequently, it should 
be remembered that the phase used in this analysis is unlikely to be the true phase. Hughes 
el. al. (1995) have compared the two methods of asymptotic analysis described in section 
5.2. They found that the uncertainties in the energy gap of the GaAs Eg critical point when 
using the alternative analysis could be as much as lOmeV. An important effect of an error 
in the phase when using such a plot is to change the value of ti0. This then changes the 
value of the electric field found from the analysis.
In summaiy, the alternative asymptotic analysis of the FKO in the PR spectra has shown 
that the composition and electric fields of the InGaAsP layers are similar for three of the 
four samples. The analysis shows a significant difference between these three samples and 
MR360.
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Figure 5.7 Asymptotic FKO plots from the spectra of samples MR358 to MR36I shown 
in figure 5.6, as described by the alternative asymptotic analysis (circles). The value of the 
phase is -nl2 radians. The solid lines are the results of a linear regression through the 
circles, and the parameters from the regression are shown in table 5.1.
Sample Intercept Eo (eV)
Gradient 
W  (eV) y Field,(kV /cm ) Field,h(kV/cm)
MR358 0.974±0.0002 0.0139±0.00004 0.58 19.o' 14.5
MR359 0.978±0.0003 0.0141±0.00006 0.57 19.4 14.9
MR360 0.936±0.0021 0.0160±0.00039 0.64 22.7 16.4
MR361 0.970±0.0003 0.0140±0.00005 0.59 19.2 15.2
Table 5.1 Results of the asymptotic analysis of the FKO from the In,.xGa^As^P,.y spectra 
shown in figure 5.6. The plots of E„ vs F„ are shown in figure 5.7. The gradients and 
intercepts are given by a linear regression, and the errors are standard errors. The electron 
and hole masses used to calculate the electric field values are given in the text. The 
compositions are calculated using equation 5.19 (the nominal composition is y=0.56).
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5.4.2 Fitting the InGaAsP FKO with one Airy Function Expression
The next stage in the analysis of the InGaAsP spectra is to fit them with one Aiiy 
function expression, as given by equation 5.10. This is the simplest model and should be 
tried first. The values of Eq and fiO given by the asymptotic analysis were used as initial 
guesses in the fits. To account for the two quantum well features observed for sample 
MR360 (figure 5.6), this spectrum was fitted with one Aiiy function expression and two 
TDFF s. The experimental and fitted spectia are shown in figure 5.8, and the fitted 
parameters are shown in table 5.2. The parameters of the two TDFFs fitted to the spectrum 
of MR360 are shown in table 5.3. As was done for the asymptotic analysis, the electric 
fields are calculated for both heavy and light holes using the masses given in section 5.4.1, 
These electric field values are shown in table 5.2.
The Eq critical point energies from the fits for samples MR358, MR359 and MR361 are 
similar to those found from the asymptotic analysis. In addition, the values of Ii0 for 
MR358 and MR359 are similar to those found from the asymptotic analysis, but IiG differs 
for MR361.
The energies of the two TDFFs in the fit for sample MR360 are 0.891eV and 0.925eV. 
The lower energy TDFF is consistent with tlie peak in the modulus spectrum (0.90eV), but 
the TDFF at 0.925eV is higher in energy than the banier (0.920eV). Although confined 
states above the barrier have been obseived in the PR of double quantum wells (Nakayama 
et. al. (1995)), none have been reported in single quantum well stnictures such as those 
investigated here. So, although the fit with a single Aiiy function for sample MR360 is 
good, the respective energies of the banier and TDFFs are not physically meaningful.
If the fits in figure 5.8 are examined closely, it is clear that the period of the fitted 
spectra match the experiment well, but the oscillations appear to decay more rapidly in the 
experimental spectra. It was shown in figure 5.5 tliat the effect of increasing the broadness, 
r  is to dampen the oscillations, and this seems to be what is required in this case. 
Therefore, the spectra were also fitted using an Aiiy function expression with an energy 
dependent broadness tenn. The empirical expression used for the broadness is that proposed 
by Batchelor et. al. (1990), and used by Estrera et. al. (1994) to include the effects of non- 
unifonn electric fields and non-flatband modulation; E^Egexp[ô(E-Eg)]. Suiprisingly, the 
exponentially increasing broadness had little effect on tlie fits, and the values of ô are 
smaller than most of those reported by Estrera et. al. (1994). The parameters from these fits 
are shown in table 5.4. The spectra fitted using the energy dependent broadness were similar 
to those shown in figure 5.8, and so aie not shown here. It should be noted that the energies 
of the two TDFFs for sample MR360 did not change significantly with the introduction of 
the energy dependent broadness. Therefore, the respective energies of the hairier and TDFFs 
are still not physically meaningful.
In summaiy, FKO from InGaAsP have been fitted using one Airy function expression. 
The period of the fitted spectra match the experiment well, but the oscillations appear to 
decay more rapidly in the experimental spectra. The inclusion of an exponential broadness 
term has little effect on the fits.
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Figure 5.8 Experimental (blue circles) and fitted (red lines) PR in the energy range of the 
InGaAsP critical point transition for samples MR358 to MR36I. The fits were perfonned 
using one Airy function expression. For MR360, two TDFFs were included in the fit. 
Spectra are offset for clarity.
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Sample A Eo(eV)
r
(eV) <!>(degrees)
he
(eV)
Field,,,,
(kV/cm)
Field,h
(kV/cm)
MR358 0.00382 0.971 0.00478 140.6 0.0139 19.0 14.5
MR359 0.00404 0.976 0.00538 126.2 0.0137 18.6 14.2
MR360 0.00809 0.917 0.0112 25.0 0.0176 26.2 20.7
MR361 0.00518 0.974 0.00564 211.7 0.0132 17.6 13.5
Table 5.2 Parameters from the least squares fits of the FKO from InGaAsP using one Airy 
function expression. The electric fields are calculated using the masses given by equations 
5.20 and 5.21. The parameters for the two TDFFs used to fit the spectium of sample 
MR360 are shown in table 5.3.
A Eg r 4)(e)/) (e)/) (degrees)
32.32 0.925 0.0224 168.0
107.96 0.891 0.0078 79.5
Table 5.3 Parameters of the two TDFFs included in the spectra of sample MR360 when 
fitting the FKO from the InGaAsP banier with one Airy function expression.
Sample A E„(eV)
Eo
(eV)
Ô
(eV)-' 4>(degrees)
he
(eV)
MR358 0.00337 0.971 0.00411 0.09 147.5 0.0139
MR359 0.00361 0.977 0.00468 0.07 143.6 0.0136
MR360 0.00777 0.917 0.00977 2.93 29.9 0.0176
MR361 0.00516 0.974 0.00561 0.17 112.1 0.0132
Table 5,4 Parameters from the least squares fits of the FKO from InGaAsP using one Airy 
function expression and an empirical exponentially decaying broadness. The parameters for 
tlie two TDFFs used to fit the spectrum of sample MR360 are similar’ to those found for the 
fit with an energy independent broadness shown in table 5.3, and so are not presented.
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5.4.3 Fitting the InGaAsP FKO with two Airy Function Expressions
Only limited success was achieved using one Aiiy function expression, so the model is 
now developed to include a second Airy function expression. Van Hoof et. al. (1989) were 
the first to fit FKO using two Aiiy function expressions ie an expression for both light and 
heavy holes. This model is initially applied to the InGaAsP FKO in this work using an 
energy independent broadness, T. The InGaAsP barrier is unstrained, and so the Eq energy 
gap is the same for the light and heavy holes. The energy gaps for both Airy function 
expressions were therefore forced to be equal in the fits, and all other parameters were 
varied independently. The experimental and fitted spectra aie shown in figure 5.9, and the 
parameters from the fits are shown in table 5.5. The parameters of two TDFFs used to fit 
the spectrum of sample MR360 are shown in table 5.6.
Sampl
e
Eo
(e)/)
Heavy Hole Light Hole
A r(e\f) 4)(degrees)
he
(eV) Ehh(kV/cm) A
r
(eT/) 4>(degrees)
he
(eT/)
E,„
(kV/cm)
MR358 0.966 0.1495 0.0190 19.3 0.0131 17.3 0.0957 0.0190 197.8 0.0157 18.0
MR359 0.972 0.0987 0.0173 37.6 0.0130 17.1 0.0638 0.0178 214.8 0.0157 17.4
MR360 0.935 0.0253 0.0177 161.7 0.0160 22.7 0.0258 0.0235 345 0.0174 18.6
MR361 0.969 0.1676 0.0190 84.1 0.0122 15.6 0.0980 0.0190 261.5 0.0153 17.3
Table 5,5 Parameters from the least squares fits of the FKO fiom InGaAsP using two Airy 
function expressions. The parameters for the two TDFFs used to fit the spectrum of sample 
MR360 are shown in table 5.6.
A Eg r 4)(eV) (eV) (degrees)
54.61 0.922 0.0129 62.9
96.52 0.892 0.0084 119.0
Table 5.6 Parameters of the two TDFFs used when fitting the FKO from the InGaAsP 
barrier in the spectmm of sample MR360 with two Airy function expressions.
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Figure 5.9 Experimental (blue circles) and fitted (red lines) PR in the energy range of the 
InGaAsP Eq critical point transition for samples MR358 to MR361. The fits were perfonned 
using two Airy function expressions, and two TDFFs were included below E„ for sample 
MR360. Spectra are offset for clarity.
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It can be seen from figure 5.9 that this model matches the experiment much better than 
the previous one. Indeed, the fitted spectra match the experiment exceptionally well. If this 
light/heavy hole model is valid, however, the parameters found from the fits must be 
physically meaningful. The electric field values calculated for light and heavy holes must 
be similar if the PR is sensitive to light and heavy holes, because they must originate from 
the same field within the structure. This is certainly the case for all four samples, giving 
confidence in the model.
For sample MR360, the TDFF energies are similar to those found from the modulus 
spectrum ie the TDFF are lower in energy than the Eq energy gap, and so are physically 
reasonable. This also gives confidence in the model.
It can be seen from table 5.5, that the amplitudes of the Airy function expressions 
obtained for the heavy holes are greater than those for the light holes for the three samples 
MR358, MR359 and MR36I. This is consistent with the observations of Estrera el. al. 
(1994). When an exponential broadness is included in the two Airy function fits described 
here, the fitted spectra do not change significantly. Consequently the results for the 
exponential broadness are not presented here.
When fitting spectra consisting of several overlapping oscillators, it is important to 
examine the contribution of the individual oscillators to the spectrum. This is done in figure
5.10, where the two oscillators from the fit to the spectrum of sample MR358 are shown. 
Only the breakdown for this sample is shown because the other three samples are similar. 
It is interesting to observe that few FKO are present in either oscillator, and that there is 
a destructive interference effect for energies close to Eq.
5
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Figure 5.10 The light (red) and heavy (blue) hole Airy function oscillators contributing to 
the spectrum of sample MR358 from fig 5.9, and their sum (green).
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In siunmai7 , adding a second Aiiy function expression has significantly improved the 
fit to the experimental PR. The values of fiG and T given for all spectra are consistent with 
the PR originating from light and heavy hole band edges. In addition, the energies of the 
TDFFs for sample MR360 are physically meaningful, ie they are both below the Eg energy 
gap.
5.5 Analysis o f FKO from InP
The samples studied in this section aie described in Appendix A, labelled MOQT1442 
to MOQT1445. They were grown by MOVPE by P. Thijs'*. The stnictures consist of either 
a single or a pair of strained InGaAs quantum wells, with InP baniers giown on InP 
substrates. The composition of the InGaAs wells varies between samples, yielding different 
strains in the quantum well layer. The nominal structures of the four samples are as follows 
(a) MOQT1442 is a pair of Iiig 7oGao3oAs (compressive sti ain) wells (b) MOQT1444 is a pair 
of Ino.6gGao.35As (compressive strain) wells (c) MOQT1443 is a pair of Iiio53GaQ47As 
(unstrained) wells (d) MOQT1445 is a single Iiio3oGao.7oAs (tensile strain) well. The InP 
barriers consist of an undoped spacer layer next to the well, and a p-type layer, similar to 
the series studied in the previous section. The samples were originally grown to investigate 
hole masses in transport measurements. PR was measured in the energy range of the InP 
Eq and spin split-off Eq+Aq critical point transitions, and the spectra are shown in figure
5.11.
The spectra appear to consist of a dominant feature from the Eg transition, and a smaller 
feature from the Eg+Ag transition. From the literature, the energy gaps of these transitions 
are expected to be 1.349eV and 1.472eV respectively (Lahtinen and Tuomi (1985)), and 
these energies are shown as arrows in figure 5.11. Weak features at about 1.25eV are 
observed in the PR of samples MOQT1443 to MOQT1445. These aie most likely to be 
quantum well transitions. Indeed, quantum well transitions are observed for energies below 
those shown in figine 5.11, and these are studied in chapter 6.
The modulus spectra for all four samples, calculated with a Kramers-Kronig 
transformation (see chapter 1), are also shown in figure 5.11. A peak below the Eg bandgap 
is observed for some of the specti a. This is consistent with below bandgap features observed 
in PR and ER of GaAs, InP and InGaAs (Sydor et. al. (1989) and Estrera et. al. (1994)), 
where they were attributed to excitonic effects. The features in the modulus spectra were 
examined closely, and where possible peaks near the expected bandgap energies are 
assigned to the critical points. The energies of these peaks are shown in table 5.7. It should 
be emphasised that these energies deduced from the modulus spectia are only crude guesses 
of the actual transition energies.
‘Philips Optoelectronics Centre, 5600 JA Eindhoven, Netherlands
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Figure 5.11 PR spectra (blue circles) and modulus spectra (green lines) in the energy range 
of the InP Eq and Eq+Aq critical point transitions for samples MOQTI442 to MOQTI445. 
The numbered extrema correspond to the values of n in the asymptotic expression. The 
accepted energy gaps of the InP Eq and E(,+Ao critical point transitions are shown as arrows. 
Spectra are offset for clarity.
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Sample peak < Eq (eV) Eo(e\f)
Eq+Aq
(eV)
MOQT1442 1.340 1.350 1.453
MOQT1444 1.354
MOQT1443 1.339 1.360 1.436
MOQT1445 1.364 1.446
Table 5.7 Possible transition energies extracted from the modulus spectra for the energy 
range of the Eq and Eq+Aq critical point transitions in InP for samples MOQT1442 to 
MOQT1445.
5.5.1 Asymptotic Analysis of the FKO
As was done for the InGaAsP FKO, the alternative asymptotic expression is applied to 
the four spectra in figure 5.11. When using this expression, it is assumed that the phase is 
known, but the energy gap is not known. The choice of extrema in this analysis is crucial, 
but assigning numbers to the extrema of the InP FKO is more difficult than in the study of 
InGaAsP FKO, because the FKO of the Eq and Eq+Aq transitions overlay and interfere with 
each other. This is particularly severe for MOQT1445, where no distinct FKO can be 
identified. Consequently, no asymptotic analysis was perfonned for this sample. The 
integers n, chosen for the remaining three samples, correspond to the numbered extrema in 
figure 5.11. The Eq critical point is three dimensional, so tlie phase used in the asymptotic 
expression is <î>=-7c/2 radians (270®) (equation 5.5). Plots of E„ vs F„ for samples 
MOQT1442 to MOQT1444 are shown as circles in figure 5.12. The lines in the figure are 
linear regressions to the circles, and the values of the intercept (Eq) and gradient Ch0) found 
from the regression are shown in table 5.8. The Eg energy gaps found from the analysis 
agree well with the accepted value (1.349eV). Some of the FKO extrema in the spectrum 
of sample MOQT1444 are greater in energy than the expected Eq+Aq transition energy. 
Thus, it is possible that these FKO originate from the split-off band transition. This 
possibility warrants a more detailed investigation. The asymptotic analysis described above 
was also performed for sample MOQT1444 using only the extrema labelled 7 to 14 in 
figure 5.11, but reniunbered I to 8. This plot of E„ vs F„ is shown in figure 5.12 as squares, 
and the results of the linear regression to the plot are shown in table 5.8. The Eq+Aq 
transition energy from this analysis agrees well with the accepted value (1.472eV).
The InP hole masses used to calculate the values for the electric fields in table 5.8 are 
those calculated by Lawaetz (1971); m,,,=0.85mo, mi,=0.089mo, mg^=0.17mo. The InP 
electron mass used is that calculated by Bowers (1969) and also by Palik and Wallis (1961); 
m =0.077mn.
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Figure 5.12 The alternative asymptotic FKO plots from the spectra of samples MOQT1442 
to MOQT1444 shown in figure 5.11, as described by equation 5.3 (circles). The solid lines 
are linear regressions through the symbols, and the parameters from the regression are 
shown in table 5.8. The alternative asymptotic FKO plot for sample MOQT1444, found by 
assuming that the eight higher energy extrema originate from the split-off band transition, 
is shown as squares.
Sample Intercept Eo (eV)
Gradient 
fi0 (eV)
Fieldhh
(kV/cm)
Field,h 
(kV/cm)
MOQT1442 1.348±0.0027 0.0140±0.0007 22.4 17.2
MOQT1444 1.359±0.0027 0.0232±0.0001 47.8 36.7
MOQT1443 1.355±0.0027 0.0163±0.0006 28.1 21.6
Sample Intercept Eq+Ao (eV)
Gradient 
ti0 (eV)
Field,.
(kV/cm)
MOQT1444 1.474±0.0027 0.0172±0.0005 26.6
Table 5.8 Results of the alternative asymptotic analysis of the FKO from the InP spectra 
shown in figure 5.11. The plots of E„ vs F^  are shown in figure 5.12. The gradients and 
intercepts are given by linear regressions, and the errors are standard errors. The electron 
and hole masses used to calculate the electric field values are given in the text. The 
alternative analysis for the Eq+Aq transition for sample MOQT1444 was perfonned using 
the extrema labelled 7 to 14 in figure 5.11, but renumbered 1 to 8.
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The energy of the Eq critical point transition in InP is well known, so it makes more 
sense to use the first asymptotic expression described by equation 5.2. This assumes that 
the energy gap is known, but the phase is not. The InP E^  critical point energy (1.349eV) 
was used in equation 5.2, and the corresponding plots of (E-E^)^^ vs n are shown as circles 
in figure 5.13. The linear regressions to the circles are shown as lines in the figure, and the 
results from the regressions are shown in table 5.9. The extrema labelled 7 to 14 for 
MOQT1444 in figure 5.11 are again used in the analysis for the Eq+Ao transition. This plot 
is shown as squares in figure 5.13, and the results from the linear regression are shown in 
table 5.9.
Surprisingly, the phases found from this analysis (table 5.9), which assumes that the 
phase is unknown, are close to those expected for a three dimensional critical point (270" 
(-71/2 radians)). Also, the energies found from the alternative analysis (table 5.10), where 
the energy is unknown, are close to the expected Eg critical point transition energy 
(1.349eV). When the FKO in the spectrum from sample MOQT1444 are assumed to 
originate from the Eg transition, the value of h0, and consequently the field, is much larger 
than that found for samples MOQT1442 and MOQT1443. If the transition is assumed to 
originate from the Eg+Ag transition, then the resulting field value is consistent with the fields 
found for samples MOQT1442 and MOQT1443. Therefore, it is most likely that the FKO 
at energies higher than the Eg+Ag critical point transition originate from this transition for 
MOQT1444, and not from Eg.
^oiu
0.15
MOQT1444
0.10
MOQT1444 (Eo+Ao)0.05
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Figure 5.13 Asymptotic FKO plots from the spectra of samples MOQT1442 to MOQT1444 
shown in figure 5.11, as described by equation 5.2 (circles). The solid lines are results of 
linear regressions through the symbols, and the parameters from the regressions are shown 
in table 5.9. The asymptotic FKO plot for sample MOQT1444, assuming that the extrema 
originate from the split-off band transition, is shown as squares.
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Sample Gradient(eVy'^xlO"
Intercept
(eV)"'"xl0"
h0
(eV) <i>(degrees)
Field,.,,
(kV/cm) Field,,,(kV/cm)
MOQT1442 3.88+0.10 1.51+0.55 0.0140 289.9 22.3 17.1
MOQT1444 8.61+0.05 7.82+0.51 0.0237 196.6 43.1 38.0
MOQT1443 5.16+0.19 3.82+0.51 0.0169 226.7 29.7 22.8
Sample Gradient(eVf&lO^
Intercept
(eVf^xlO^
h0
(eV) 4)(degrees) Fieldso(kV/cm)
MOQT1444 5.47+0.15 2.94+0.70 0.0175 263.3 27.4
Table 5.9 Results of the asymptotic analysis of the FKO from the InP spectra shown in 
figure 5.11. The plots of (E„-Eg) vs n are shown in figure 5.13. The gradients and intercepts 
are given by a lineai' regression, and the errors aie standard errors. The electron and hole 
masses used to calculate the electric field values are given in the text. The analysis for the 
Eg+Ag transition for sample MOQT1444 was perfonned using the extrema labelled 7 to 14 
in figure 5.11, but renumbered 1 to 8.
In summary, two methods of asymptotic analysis have been applied to the InP FKO 
originating from the Eg and Eg+Ag critical point transitions. There is good agreement 
between the two methods, despite the difficulties that arise due to the overlap of the features 
from the two transitions. There is some uncertainty as to whether the higher energy FKO 
originate from the Eg or Eg+Ag transitions for sample MOQT1444, but fiom the deduced 
field values it is most likely that the oscillations originate from the Eg+Ag transition.
5.5.2 Airy Function Analysis of the FKO
The Airy function analysis of the FKO from InGaAsP presented in section 5.4, was 
initiated by fitting the FKO with the simplest model ie a single Aiiy function expression. 
It was found, however, that the best fit for InGaAsP was achieved using two Airy function 
expressions. Not only was this fit visually better, but the parameters found from the fits 
agreed well with the assumption that the spectra originate from light and heavy hole bands. 
The InP FKO observed in the PR spectra shown in this chapter were also fitted with two 
Airy function expressions. In the energy range of the InP spectra, two energy tiansitions are 
expected; Eg and Eg+Ag. So in this case, three Aiiy function expressions are required to fit 
the spectra, corresponding to the light, heavy and spin split-off holes. A feature below the 
Eg transition energy was observed in the modulus spectra of samples MOQT1442 and 
MOQT1443 (figure 5.11). The presence of a below bandgap feature in all spectra became 
apparent when fitting, in that the spectra could only be fitted with three Airy function 
expressions if a TDFF describing tliis feature was included. Consequently, all four spectra 
were fitted using one TDFF and three Airy function expressions with energy independent
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broadness. The spectra were fitted for energies greater than 1.3eV in order to exclude any 
possible quantum well transitions. The experimental and fitted spectra are shown in figure 
5.14, and the values of the parameters from the fits are shown in tables 5.10 and 5.11.
It can be seen from figure 5.14 that the fitted spectra agree veiy well with the 
experimental PR in the region of the transition energies. For energies greater than this, the 
fit agrees well with experiment for sample MOQT1442, but not for the other three samples. 
In particular, the high energy oscillations in the experimental spectrum of sample 
MOQT1444 are not present in the fitted spectrum.
The Eg energy gaps for samples MOQT1442 to MOQT1444 are similar to those deduced 
from the asymptotic analysis. The variation in the fitted Eg energy gap between samples 
MOQT1442 and MOQT1444 is 7meV, and the variation in the Eg+Ag energy gap is 9meV. 
The correlation between the electric field values found from each fit is considered to be 
important in the intei'pretation of the fits. With the exception of the spectrum from sample 
MOQT1445, the light and heavy hole electric fields agree well for each sample. In the case 
of the split-off holes, however, the electric field values are not consistent with the light and 
heavy hole values. This is significant, because the fits deteriorate for energies greater than 
the Eg+Ag transition. The value of tlie amplitude for tlie heavy holes is larger than that for 
the light holes, which is similar to the InGaAsP fits.
The InP spectra were also fitted using an exponential broadness term in the Airy 
function expressions. Adding this term had little effect on the fit or fitted parameters, as was 
the case for the InGaAsP FKO in section 5.4. Therefore the results are not presented here.
From the parameters in tables 5.10 and 5.11, and the spectra in figure 5.14, it appears 
that the Aiiy function fits match the experiment well near the Eg energy gap, but at higher 
energies the fits are not as good. Also, the value for the Eg+Ag energy gap is lower than 
expected in each case. Problems while fitting the energy region between the Eg and Eg+Ag 
ill InP FKO were overcome by Estrera e t al. (1994). They included a second TDFF below 
the Eg+Ag bandgap, and found that the fit was improved. When a second TDFF was added 
to the fit of the InP spectra in this work, it was found that the fit improved visually, but the 
parameters were similar to those found from the fit without the extra TDFF. It should also 
be mentioned that Estrera gave no clear physical explanation for including a TDFF below 
the Eg+Ag energy.
To show the contribution of the TDFF and three Airy function expressions to the fits, 
a breakdown of them for sample MOQT1443 is shown in figure 5.15. As found when fitting 
the InGaAsP FKO in the section 5.4 (figure 5.10), few FKO are present in the individual 
oscillators.
In summaiy, the FKO in PR spectra from InP have been successfully fitted near the Eg 
and Eg+Ag critical point tiaiisition energies, using a TDFF to describe a feature below the 
Eg bandgap, and three Airy function expressions to describe the light, heavy and split-off 
holes. There appeal to be problems in fitting energies neai' the Eg+Ag transition energy in 
all spectra. Using an exponentially decaying broadness term, or an additional TDFF below 
the Eg+Ag bandgap energy does not significantly improve the fits.
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Figure 5.14 Experimental (blue circles) and fitted (red lines) PR in the energy range of the 
InP Eq and Eq+Aq critical point transitions for samples MOQT1442 to MOQT1445. The fits 
were perfonned using three Airy function expressions and one TDFF below the Eq 
transition. Spectra are offset for clarity.
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Sample Eo(eV)
Heavy Hole Light Hole
A r(eV) 4)(degrees)
he
(eV) Ehh(kV/cm) A
r
(eV) 4>(degrees)
he
(e\f) F,„(kV/cm)
MOQT
1442 1.355 0.0030 0.0168 38.1 0.0124 18.8 0.0013 0.0111 279.0 0.0175 24.0
MOQT
1444 1.362 0.0037 0.0227 173.6 0.0164 28.7 0.0036 0.0229 12.4 0.0200 29.3
MOQT
1443 1.356 0.0424 0.0199 351.6 0.0157 26.9 0.0174 0.0196 158.7 0.0187 26.5
MOQT
1445 1.345 0.0287 0.0169 246.3 0.0194 36.9 0.0053 0.0144 336.1 0.0275 47.3
Table 5.10 Light and heavy hole parameters from the least squares fits of the InP FKO 
using one TDFF and three Aiiy function expressions.
Sampl
e
' Split Off Hole TDFF
Eo+Ao
(eV) A
r
(eV) 4)(degrees)
he
(eV) Fso(kV/cm) A Eg(eV)
r
(eV) 4)(degrees)
MOQT
1442 1.435 0.0482 0.0009 213.0 0.0250 46.6 18.73 1.337 0.0146 73.2
MOQT
1444 1.440 4.9809 0.0059 178.5 0.0164 24.8 14.86 1.340 0.0217 130.0
MOQT
1443 1.431 0.4660 0.0055 183.6 0.0203 34.1 6.88 1.331 0.0230 61.0
MOQT
1445 1.436 4.7436 0.0028 220.3 0.0257 48.6 5.00 1.337 0.0380 6.9
Table 5.11 Split off hole and TDFF pai ameters from the least squaies fits of the InP FKO 
using one TDFF and three Aiiy function expressions.
84
Analysis o f Franz-Keldysh Oscillations in III-V Materials Chapter 5
O
X
Qc:
25
5 heavy hole
TD FF
5
'5 light hole
5
-25
-35
1.2 1.3 1.4 1.61.5
Energy (eV )
Figure 5.15 The TDFF (red), heavy hole (blue), light hole (green) and spin spit-off hole 
(black) oscillators contributing to the spectrum of the fit to the PR of sample MOQT 1443 
from figure 5.14.
5.6 Conclusions and Future Work
Franz-Keldysh oscillations (FKO) have been observed in PR spectra of InGaAsP barriers 
from InOaAs/lnOaAsP quantum wells with tensile strain. It is clear from the PR and 
modulus spectra that the composition of one of the samples differs significantly from the 
nominal value. Another anomaly in the spectra is that no quantum well transitions are 
observed for the three remaining samples. From these PR measurements, problems in the 
growth process have been revealed.
From asymptotic analysis of the FKO, it has been found that the magnitude of the 
electric field in the barrier is about 20kV/cm. When the FKO in the spectra from the 
InGaAsP barrier are fitted with a single Airy function expression, the period of the 
oscillations match the PR, but the experimental oscillations decay more rapidly than the 
fitted spectra. Introducing an energy dependent exponential broadness term for the single 
Airy function expression model has little effect on the fits. When two Airy function 
expressions with energy independent broadnesses were used in the fitting, the fitted spectra 
matched the experiment well. The values of the electro-optic energy fi0 and broadness F 
were consistent with the presence of light and heavy hole band edges. An exponential 
broadness was not required to attain a good fit. This is contrary to the observations of 
Estrera et. al. (1994), where the energy dependent broadness term was important.
FKO are also observed in the PR of InP barriers from InGaAs/InP quantum wells with 
compressive or tensile strain. The spectra consist of overlapping features from the Eq and 
Eq+Aq critical point transitions. The FKO were analysed using two asymptotic expressions, 
where one assumes that the phase is known, and the other assumes that the energy gap is 
known. These two methods were consistent, and the electric field values found from them
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were about 20kV/cm, similar to those obseiTcd for the InGaAsP layers.
The FKO from the InP layers were fitted with three Aiiy function expressions 
representing the light, heavy and spin split-off holes. In addition, a TDFF was required to 
describe a feature below the bandgap of the Eq critical point transition. Using an energy 
dependent exponentially increasing broadness tenn did not significantly improve the fits. 
When an extra TDFF with energy below the bandgap of the Eq+Ao critical point transition 
was added to the fits the fit was still not significantly improved.
It would be interesting to investigate from which interface, or interfaces, the FKO 
originate from. It is possible that the spectra consist of features from more than one 
interface. The origins of the FKO could be investigated by progressively etching away the 
layers, and measuring the PR between each etch, as done by Hughes et. at. (1995).
The most rigorous improvement to the Airy fimction expressions would be to include 
the theory reported by Bhattachaiya et. at. (1988). They proposed that electric fields are not 
modulated from the flatband condition, but that the field includes a dc component. To do 
this, the expression for As would have to include two terms; one for the electric field before 
modulation and one for the electiic field after modulation. If this effect were included, it 
may be possible to fit the FKO with a single Airy function expression.
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Chapter 6 
Confined States in Strained III-V Quantum 
Wells.
In this chapter, the optical transitions between confined states in strained III-V quantum 
well structures are investigated using room temperature photoreflectance (PR). Transition 
energies deduced from fitting PR spectra of IiiGaAs/InGaAsP quantum wells, and 
InGaAs/InP quantum wells are presented. These energies are then compared with theoretical 
calculations of the confined states.
6.1 Introduction
As outlined in chapter I, the number of applications of III-V materials are increasing, 
and the recent introduction of strain into layered structures has increased the scope of these 
materials even further. As new applications are realised, knowledge of the fundamental 
properties becomes of utmost importance. The main aim of this chapter is to investigate the 
properties of strained quantum well structures.
The quantum well structures investigated in this work consist of strained InGaAs layers. 
These are studied using two series of samples; the first with InGaAsP baniers, and the 
second with InP barriers. The first series of quantum wells have tensile strain, with strain 
varying from 0.6% to 1.5%, and the InGaAsP baniers are lattice matched to InP. The strain 
in the second series of samples varies between 1.2% compressive and 1.6% tensile. To 
investigate the properties of these quantum wells, the energies of transitions between 
quantum confined states in the wells are found using PR. These energies are then compared 
with a quantum well model in an attempt to match theoiy with experiment.
An important parameter in the match between the experimental and theoretical quantum 
well transitions is the offset of the bands between the barrier and the quantum well. Using 
PR to do this is not new; several authors (eg Hosea et. at. (1996)
) have previously used modulation specti oscopy to determine the band offset between 
two materials. Little experimental work has been published in the literature concerning 
experimentally deteimined band offsets of strained materials, and one of the aims of this 
work is to determine the band offsets of strained InGaAs/InGaAsP and InGaAs/InP.
6.2 Theoretical Modelling o f Quantum Well Transitions
Before presenting the photoreflectance of quantum wells, it is useful to begin this 
chapter with a description of the quantum well model. The model itself was not developed 
by the author, so only the essential information is collated here. The section continues with 
a brief review of band offsets. It is then concluded with a description of the method used 
to compare the confined transition energies found from PR with those given by the model.
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6.2.1 Quantum Well Model
Chapter 6
The model used in this chapter to analyse the optical transitions between confined states 
in quantum wells has been developed by Dr. M. Silver.' The calculations are performed 
using a FORTRAN program QUAT95, which has been refined over several years by 
comparing the model with experimental results. The confined states are calculated using the 
effective mass fonnalism (Andreani ei. al. (1987)), with the bulk valence band described 
by a 3-band k.p Hamiltonian (O'Reilly (1989)). The conduction band confined states are 
assumed to be decoupled from the valence band states. This assumption is valid because of 
the large bandgap of the materials. Coupling between the light hole and spin orbit split-off 
band is included, but non-parabolicity effects are not. The excitonic binding energy is not 
considered in the model, but is believed to be included implicitly because the material 
parameters have been derived from a comparison with experimental results.
Parameter InAs GaAs InP GaP
Lattice constant a (Â) 6.058 5.653 5.869 5.451
Bandgap Eq (eV) 0.36 1.42 1.35 2.74
Spin-orbit splitting Ag (eV) 0.380 0.340 0.114 0.080
Electron mass m/mg 0.0223 0.0665 0.079 0.17
Heavy hole mass m,,,/mg 0.342 0.382 0.56 0.79
Light hole mass m„/ing 0.0225 0.08 0.12 0.14
Valence band average E„ ,,„ (eV) -6.68 -6.84 -7.04 -7.06
Valence band hydrostatic 
deformation potential a,, (eV) 1.00 1.16 1.27 1.7
Conduction band hydrostatic 
deformation potential a^  (eV) -5.88 -8.06 -6.18 -9.45
Elastic constant C,, (10'^ dyii cm" )^ 0.83 1.18 1.62 1.41
Elastic constant C,^ (10'" dyn cm'^) 0.45 0.54 0.58 0.62
Shear deformation potential b (eV) -1.62 -1.53 -1.35 -1.35
Bandgap bowing (eV) 0.41(InGaAs)
0.79
(GalnP)
0.28
(InPAs)
0.21
(GaPAs)
Table 6.1 Material parameters used to interpolate the IiiGaAs and IiiGaAsP parameters.
’Department o f Physics, University o f Surrey, Guildford, Surrey
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The interpolation formulae used to map the binary compounds onto the temaiy 
compounds, and the temaiy compounds onto the quantemaiy compounds aie given by Krijn 
(1991). The material parameters used in the program are shown in table 6.1. They are based 
on those given by Krijn (1991) and O'Reilly (1989), but the values of the bowing 
parameters and shear defonnation potentials have recently been adjusted to match PR 
measurements (Rowland (1996)).
For quantum wells with finite well depths, allowed transitions between electron 
subbands (index m) and hole subbands (index n) obey the selection rule (m-n)=even. In 
certain circumstances, such as wavefunction mixing or the presence of electric fields (Shen 
et. al. (1992)), this rule may be violated and 'forbidden' transitions with (m-n)=odd occur. 
Quantum well transitions between an electron state m, and a light hole or heavy hole state 
n will be subsequently denoted h„,„ and 1„,„ respectively.
6.2.2 Band Offset
One of the most important parameters in the design and analysis of quantum well 
devices is the heterojunction band offset, which describes the lineup of the bands of two 
adjacent materials. Low dimensional structures are routinely used as devices, but there is 
still controversy over the values of the band offsets. It is possible to determine the band 
offsets indirectly by experiment. One of the aims of this work is to use PR to determine the 
band offset of the structures studied. This is achieved by considering the band offset as a 
variable when matching the experimental and theoretical quantum well transitions. The 
details of this method are described later. These experimentally determined band offsets are 
compared with those expected from the solid model theory (Van de Walle and Martin 
(1986)), using the inteipolation parameters given in table 6.1.
There have been several definitions for the band offset published in the literature, so it 
is important to define the offset used in this work. The conduction band offset is defined 
as.
AS
where AE  ^is the discontinuity in the conduction band between the two materials, and AE^ .’'*' 
is the discontinuity in the heavy hole valence band. The offset between two materials is 
shown schematically in figure 1.4.
Although band offsets cannot be measured directly, a number of experimental techniques 
have been used to deduce them. The values of band offsets reported in the literature for the 
materials studied in this work are reviewed here.
For the InGaAs/InP interface, much work on IngggGag^yAs layers which are lattice 
matched to InP has been published, but little on strained InGaAs layers. For lattice matched 
InGaAs, transport and optical techniques have been used to determine Q^ . The Q^  values 
found using these techniques for unstrained Ing ^ ^Gag^^As are summarised in table 6.2. There 
is much evidence that the value of the conduction band offset for the unstrained 
Inoj3Gao47As/IiiP interface is about 0.40. To the author's knowledge, no values of for 
strained InGaAs have previously been deduced from experiment.
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The only experimental deteiinination of the band offset for IiiGaAs/InGaAsP structures 
was performed on materials lattice matched to InP by Soucail et. al, (1990a/I990b). They 
measured photoluminescence excitation spectroscopy of Ing sgGag^^As/Ing g^ Gao igAsg^ gPg gQ, 
grown by metal-organic chemical vapour deposition (MOCVD), and found the band offset 
Q=0.43±0.02.
Qc Technique Growtli Reference
0.87 Subnikov de Haas MOCPE Guldner et. al. (1982)
0.3960.01 Capacitance-V oltage LPE Forrest et. a l  (1984)
0.50 Absorption / PL MBE Temkin et. al. (1985)
0.60 PLE CBE Sauer et. a\. (1986)
0.38 PL/PLE/ER/Photo-current MOCVD Skolnick et. al. (1986)
0.4260.02 AdmittanceSpectroscopy MBE Lang et. al. (1987a/I987b)
0.3860.03 Absolution MOCVD Skolnick et. al. (1987)
0.45 Absorption / PL MOCVD Westland et. a l  (1987)
0.58 X-ray photoemision specti’oscopy MBE Waldrop et. al. (1989)
0.3660.01 ElectrochemicalCapacitance-Voltage LPE Furtado et. al. (1989)
0.36 Capacitance-V oltage Zachau et. al. (1989)
0.43 X-ray photoemision spectroscopy MBE Waldrop et. a l (1991)
Table 6.2 Values of the conduction band offset for unstrained lUg ggGag^yAs grown on 
InP, found using various experimental techniques.
6.2.3 Comparison of Experiment with Theory
It seems appropriate at this point to describe the method used to compare experimental 
and theoretical quantum well transitions. It is well known that the material compositions and 
layer widtlis can vary from the nominal growth values. Therefore, these two parameters 
should be considered as variables in the quantum well model. As mentioned earlier in this 
chapter, the band offset is also an unknown parameter in the model.
The procedure for matching experiment with theoiy is as follows. The energies of the 
quantum well transitions are calculated as a function of the conduction band offset using
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the nominal composition and quantum well width. These energies are compared with those 
found from the PR using a plot similar to that shown in figure 6.1. In this plot, the fitted 
energies are shown as blue horizontal lines, and the calculated energies are shown as red 
sloping lines. To obtain a match between the fitted and theoretical energies, the well 
composition and the well width are varied within reason until the intersection of each 
experimental and theoretical line occurs close to a single value of the band offset. Using this 
method, the match between experiment and theory can be judged by eye. The greatest 
weight can then be given to the match of the more dominant transitions in the PR spectra. 
Errors in well composition, well width and band offset are then given by the range of values 
for which the match between experiment and theory is considered reasonable.
1.05
.00
u 0.95
E?^ 0.90
0.85
0.80
0 2 4 6 8 10 12 14 16 18 20
Q c ( % )
Figure 6.1 A plot showing the method used to match quantum well transition energies 
found from PR fitting (horizontal blue lines) with those calculated from the model (sloping 
red lines) for sample MR688 (see section 6.3). The vertical green line shows the choice of 
band offset.
6.3 Photoreflectance of Strained InGaAs/In,.^Ga^As,P,., Quantum Wells
The quantum wells studied in this section were grown as a result of the PR 
measurements of samples MR358 to MR361 described in chapter 5. The PR of those 
samples revealed problems with the growth, and so a new series of four samples were 
grown. These are described in Appendix A, labelled MR688, MR744, MR742 and MR738, 
and were grown by metal-organic vapour phase epitaxy (MOVPE) by C. C. Button.^ The 
structures consist of a single 90Â wide InGaAs quantum well with tensile strain. The 
barriers are nominally In,,
composition and strain are as follows (a) MR688 In^^^Ga,
ASo4i)Pq5, lattice matched to an InP substrate. The nominal
gAs (1.47% tensile strain) (b)
"EPSRC Facility for III-V Semiconductors, University o f Sheffield, Sheffield
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MR744 IiiojsGaoôsAs (1.27% tensile strain) (c) MR742 Inq^oGao^oAs (0.92% tensile strain) 
(d) MR738 Ino4gGao55As (0.58% tensile strain).
6.3.1 Experimental and Fitted Spectra
PR was measured in the energy range of the InGaAs quantum well transitions and the 
Eq critical point transition of the InGaAsP banier. In addition, photoluminescence (PL) was 
perfonned on the same spot on the sample and under the same conditions as the PR. The 
PR and PL measurements for each sample are shown in figures 6.2 to 6.5 as blue circles 
and green lines respectively. From these figures, the energy of the barrier transition in the 
PR spectra appears to be about 1.02eV for each sample. Two dominant quantum well 
transitions are observed in each spectrum, most likely to be the ground state light and heavy 
hole transitions. Two peaks are also observed in the PL spectra, and these appear" to 
correspond in energy with the ground state light and heavy hole quantum well transitions 
observed in the PR. For sample MR738, the lower energy peak appears as a shoulder on 
the side of the main PL peak, and is therefore not clearly resolved in tire PL, while the PR 
shows the two features as clearly separated. It is clear from the energies of the features in 
the PL and PR spectra that the ground state light and heavy hole transitions increase in 
energy as the Ga composition, and so the tensile strain, is increased.
It should be noted that the water vapour absorption features observed at about 0.9eV in 
the reflectance spectra measured using the InGaAs detector (see chapter 2) also appear in 
the PR spectra. This is a surprising result because such features are expected to be 
eliminated during the nonnalisation AR/R. This feature resulted in problems when least 
squares fitting the spectra, especially for the spectrum of sample MR744, where a quantum 
well transition peak occurs at about 0.9eV.
The PR spectia in figures 6.2 to 6.5 were fitted using the least squares routine described 
in chapter 1. The spectra were fitted with the minimum number of TDFF oscillators, and 
the value n=3 in equation 1.18 was used for each TDFF. For a more detailed description 
of fitting quantum well transitions, see chapter 1. The fitted spectra are shown as red lines 
in figures 6.2 to 6.5. These figures show that the fitted spectra agree well with the 
experiment. In order to clarify the influence of each TDFF on the overall fitted spectium, 
a breakdown of the individual TDFF oscillators is shown for each sample in figures 6.2 to 
6.5. The energies found fii'oin the fits to the PR for each spectrum are shown in tables 6.3 
to 6.6. It can be seen from these tables, that for all four samples, the energies of the ground 
state quantum well transitions agree well with the energies estimated from the PL peaks.
When fitting the banier region in the PR spectra of quantum well structures, it is often 
possible to use a single TDFF oscillator. Suiprisingly, this could not be done for the 
InGaAsP barrier features observed here. This is unusual because transitions which do not 
exhibit clear FKOs can usually be fitted with TDFFs. To fit the banier feature, the results 
of fitting InGaAsP FKO spectra in the previous chapter must be considered. No FKO are 
observed in the banier region of the PR for this series because the barriers are not doped, 
and so the electric fields at the banier interfaces are smaller.
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Figure 6.2 Experimental PL (green line) and PR (blue circles) spectra for sample MR688.
Also shown is the fitted PR spectrum (red line), and its constituent TDFF oscillators. The
strain shown in the label is the nominal value. Spectra are offset for clarity.
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Figure 6.3 Experimental PL (green line) and PR (blue circles) spectra for sample MR744.
Also shown is the fitted PR spectrum (red line), and its constituent TDFF oscillators. The
strain shown in the label is the nominal value. Spectra are offset for clarity.
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Figure 6.4 Experimental PL (green line) and PR (blue circles) spectra for sample MR742.
Also shown is the fitted PR spectrum (red line), and its constituent TDFF oscillators. The
strain shown in the label is the nominal value. Spectra are offset for clarity.
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Figure 6.5 Experimental PL (green line) and PR (blue circles) spectra for sample MR738.
Also shown is the fitted PR spectrum (red line), and its constituent TDFF oscillators. The
strain shown in the label is the nominal value. Spectra are offset for clarity.
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Transition
In
111 I
M2
M2
M3
M4
Barrier
PL
(eV)
0.848
0.922
PR Fit 
(eV)
0.845±0.001
0.922±0.001
0.956±0.007
0.973±0.018
1.012± 0.012
1.029±0.002
(y=0.48)
Theoiy
(eV)
0.848
0.919
0.939
0.951
0.972
1.014
set at 
1.029
Table 6.3 Quantum well transition energies 
from the PL, the PR fit, and the theoretical 
model for sample MR688. The nominal 
barrier composition is y=0.49. The theory 
values are those given by the best match 
with PR. The PR errors are given by the 
covariance matrix found from the least 
squares fit.
Transition
M2
M3
M2
M4
Barrier
PL
(eV)
0.836
0.869
PR Fit 
(eV)
0.832±0.001
0.876±0.004
0.902±0.001
0.941±0.003
0.982±0.008
1.020±0.003
(y=0.50)
Theory
(eV)
0.834
0.876
0.898
0.935
0.937
0.983
set at 
1.020
Table 6.5 Quantum well transition energies 
from the PL, the PR fit, and theoretical 
model for sample MR742. The nominal 
barrier composition is y=0,49. The theory 
values are those given by the best match 
with PR. The PR erTors are given by the 
covariance matrix found from the least 
squares fit.
Transition
1,1
111,
M2
M2
hJ3
M4
Barrier
PL
(eV)
0.841
0.898
PR Fit 
(eV)
0.839±0.001
0.896±0.001
0.954±0.004
1 .002± 0.001
(y=0.53)
Theory
(eV)
0.840
0.896
0.918
0.942
0.952
0.995
set at 
1.002
Table 6.4 Quantum well transition energies 
from the PL, the PR fit, and the theoretical 
model for sample MR744. The nominal 
barrier composition is y=0.49. The theory 
values are those given by the best match 
with PR. The PR errors are given by the 
covariance matrix found from the least 
squares fit.
Transition
Ihi
M2
M3
M2
h,.14
BaiTier
PL
(eV)
0.827
0.839
PR Fit 
(eV)
0.819^=0.009
0.836=t0.001
0.845=t0.008
0.908=h0.003
0.923±0.002
0.949±0.002
1 .022± 0.001
(y=0.49)
Theory
(eV)'
0.821
0.835
0.859
0.898
0.921
0.951
set at 
1.022
Table 6.6 Quantum well transition energies 
from tlie PL, the PR fit, and the theoretical 
model for sample MR738. The nominal 
barrier composition is y=0.49. The theory 
values are those given by the best match 
with PR. The PR errors are given by the 
covariance matrix found from the least 
squares fit.
97
Confmed States in Strained III-V Quantum Wells Chapter 6
For the PR spectra of InGaAsP barriers measured in chapter 5, it was found that the best 
fit was achieved when the effect of light and heavy holes was considered. Therefore, it is 
logical to assume that the barrier features in the InGaAsP spectra in this chapter also 
contains contributions from light and heavy holes. From these considerations, the barrier 
region in all four spectra were fitted with two Aiiy function expressions. If the electric field 
is small enough, then these expressions are approximated by TDFF oscillators. The barrier 
energies, and corresponding compositions y (see equation 5.19) found from the fits are 
shown in tables 6.3 to 6.6.
In summaiy, there is good agreement between quantum well transition energies found 
from PL measurements and those found from least squares fits to PR measurements. The 
compositions of the InGaAsP barriers deduced from fitting the spectra with two Aiiy 
function expressions agree well with the nominal compositions.
6.3.2 Comparison of Well Transitions with Theory
Now that the transition energies between confined electron and hole states have been 
determined from the PR spectra, the next stage is to compare these energies with those 
given by the quantum well model. The InGaAsP barrier transition energies are known 
from the fits to the ban ier region of the PR. It is assumed that the banier remains lattice 
matched to InP, and the composition is then given by equation 5.19. Using these barrier 
compositions, the energies from the quantum well model were compared with those from 
the PR, as described in section 6.2.3. The three variables in such an analysis are the 
quantum well composition, the well width and the band offset. The theoretical energies from 
the best match are shown in tables 6.3 to 6.6, where they are compared with the PR 
oscillator energies.
A more informative presentation of the best match between experiment and theory is to 
plot the theoretical energy vs PR fit energy. In such a plot, the points for a perfect match 
would lie on a straight line with slope equal to unity. Such plots are shown in figures 6.6 
to 6.9, for the PR and model data shown in tables 6.3 to 6.6. It can be seen from the tables 
and figures that for all four samples, the values of the theoretical energies agree well with 
the fitted PR energies.
Most important in matching theoiy with experiment, are the values of well composition, 
well width and conduction band offset. These are shown along with the nominal values in 
table 6.7. For all four samples, the Ga compositions are close or identical to the nominal 
values, and the well widths are consistently greater than nominal. A curious result of this 
analysis is the band offsets deduced from the match between experiment and theoiy. The 
model solid theory predicts an offset of 0.32 for the least strained InGaAs well, decreasing 
to 0.14 for the well with the most tensile strain. A significant observation from this work, 
however, is that the offset varies little as the Ga composition, and so the strain, of the 
InGaAs layer changes.
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Figure 6.6 Energies of the quantum well 
transitions calculated from the theoretical 
match with experiment, compared with the 
energies given by the fit to the PR for 
sample MR688. The strain given in the 
label is the deduced value.
MR744 
.1.27%  tensile strain 
h,3
0.80 0.85 0.90 0.95 1.00 1.05
Theory (eV)
Figure 6.7 Energies of the quantum well 
transitions calculated from the theoretical 
match with experiment, compared with the 
energies given by the fit to the PR for 
sample MR744. The strain given in the 
label is the deduced value.
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Figure 6.8 Energies of the quantum well 
transitions calculated from the theoretical 
match with experiment, compared with the 
energies given by the fit to the PR for 
sample MR742. The strain given in the 
label is the deduced value.
Figure 6.9 Energies of the quantum well 
transitions calculated from the theoretical 
match with experiment, compared with the 
energies given by the fit to the PR for 
sample MR738. The strain given in the 
label is the deduced value.
99
ConfineJ  Stales in Slrained III-V Ouantum Wells Chapier 6
Sample NominalX
Deduced
X
Nominal
width(A)
Deduced
width(A)
Nominal
tensile
strain
(%)
Deduced
tensile
strain
(%)
Model
Qc
Deduced
Qc
MR688 0.68 0.68±0.01 90 100±5 1.47 1.47±0.07 0.14 0.07±0.05
MR744 0.65 0.65±0.01 90 97±5 1.27 1.27±0.07 0.17 0.06±0.05
MR742 0.60 0.62±0.01 90 98±5 0.92 1.06±0.07 0.25 0.06±0.05
MR738 0.55 0.56±0.01 90 97±5 0.58 0.64±0.07 0.32 0.06±0.05
Table 6.7 The nominal and deduced compositions and widths of the In .^^Ga^As quantum 
wells from the match of theoretical transition energies with those from the PR fits. Also 
shown are the conduction band offsets given by this match, and those given by the solid 
model theory.
An important result from the analysis described above is the variation of the light and 
heavy hole quantum well ground states, 1,, and h,,, with strain. The energies of the states 
given by the PR are shown as a function of the deduced strain in figure 6.10. On close 
examination of this figure, it appears that both 1,, and h,, points lie on two straight lines. 
Therefore, a linear regression to both sets of points is also shown in figure 6.10. If both 
regression lines are extrapolated, they intersect at 0.42% tensile strain with an energy of 
0.812eV.
0.92
_  0.90 >^  0.88
0.86
0.84
0.82
0.80
0.4 0.6 0.8 1.2 1.4 1. 6
Tensile Strain (% )
Figure 6.10 The variation of the ground state h,, (red) and 1,, (blue) quantum well 
transitions given by the PR. The strain is detennined from the match of theory with 
experiment, and the error in strain is given by the error in the deduced well composition. 
The solid lines are linear regressions to the circles.
In summary the experimental PR energies have been compared with a theoretical
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quantum well model, where the well composition, well width and conduction band offset 
are variables. From a match between experiment and theory, it has been found that the 
composition of the InGaAs layer is close to the nominal value for each sample, and that the 
well widths are between 7Â and 10Â greater tlian nominal. The most significant result 
however, is that the value of the conduction band offset given by the match does not change 
significantly with tensile strain, and has a value of about Qg-0.06. This obseiTation is 
contrary to the variation in band offset with tensile strain given by the solid model theoiy 
(0.14 to 0.32).
6.4 Photoreflectance of Strained InGaAs/InP Quantum Wells
The samples studied in this section were investigated in chapter 5, where the FKO of 
the InP Eg critical point transition in each PR spectrum was fitted using Airy function 
expressions. The four samples are described in Appendix A, labelled MOQT1442 to 
MOQT1445, and were grown by MOVPE by P. Thijs^ to investigate hole masses in 
transport measurements. They consist of either a single or a pair of strained InGaAs 
quantum wells, with InP barriers grown on InP substrates. The strain of the quantum well 
varies between samples by varying the composition. The nominal structures and strains of 
the four samples are as follows (a) MOQT1442 is a pair of lUo^gGag^gAs wells (1.15% 
compressive strain) (b) MOQT1444 is a pair of IngggGag^gAs wells (0.81% compressive 
strain) (c) MOQT1443 is a pair of Ingj^Gag^^As wells (unstrained) (d) MOQT1445 is a 
single lUojoGaojoAs well (1.61% tensile strain). The InP baniers consist of an undoped 
spacer layer next to the well, and a Zn doped p-type layer.
6.4.1 Experimental and Fitted Spectra
As was done for the InGaAs/InGaAsP samples, PR and PL measurements were 
performed for all four samples at room temperature in the energy range of the InGaAs 
quantum well transitions. The PR measurements were performed 6 months prior to the PL, 
and so there may be some discrepancy between the position at which the PR and PL were 
measured. Also, at the time the PL was measured, no signal from sample MOQT1444 could 
be obtained. The PR and PL measurements for these samples are shown in figures 6.11 to 
6.14. In contrast to the samples examined earlier, a single broad peak is observed in the PL. 
It is not possible to resolve the light and heavy hole transitions from the PL, whereas the 
PR shows these two transitions quite well resolved. The estimated energies of the PL peaks 
are shown in tables 6.8, 6.10 and 6.11. In all cases, this peak corresponds roughly in energy 
with the most prominent feature in the PR. If the PR spectra in figures 6.11 to 6.14 are 
examined, it can be seen that the spectra stop abrnptly at the low energy end. The InGaAs 
detector response decreases rapidly for energies below about 0.8eV (see figure 2.2), and so 
the signal to noise ratio of R and AR also decreases. Consequently, any features in the 
spectra that occur below these energies cannot be measured reliably by the InGaAs detector.
^Philips Optoelectronic Centre, 5600 JA Eindhoven, Netherlands
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Figure 6.11 Experimental PL (green line) and PR (blue circles) spectra for sample
MOQT1442. Also shown is the fitted PR spectrum (red line), and its constituent TDFF
oscillators. The strain given in the label is the nominal value. Spectra are offset for clarity.
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Figure 6.12 Experimental PR (blue circles) spectrum for sample MOQT1444. Also shown
is the fitted PR spectrum (red line), and its constituent TDFF oscillators. The strain given
in the label is the nominal value. Spectra are offset for clarity.
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Figure 6.13 Experimental PL (green line) and PR (blue circles) spectra for sample
MOQT1443. Also shown is the fitted PR spectrum (red line), and its constituent TDFF
oscillators. The strain given in the label is the nominal value. Spectra are offset for clarity.
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Figure 6.14 Experimental PL (green line) and PR (blue circles) spectra for sample
MOQTI445. Also shown is the fitted PR spectrum (red line), and its constituent TDFF
oscillators. The strain given in the label is the nominal value. Spectra are offset for clarity.
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The PR spectrum from sample MOQT1445, in figure 6.14, is somewhat unusual in 
appearance, with multiple oscillations of roughly equal amplitude. These features do not 
resemble any quantum well transitions published in the literature. The well is wide, and so 
many transitions are expected from this sample, and it is clear that the PR spectrum must 
be made up of many transitions. What is unusual, however, is that the higher order 
transitions are not apparently weaker than the ground state ones. The reason for tins unusual 
result is not clear at this time.
The PR spectra in figures 6.11 to 6.14 were fitted using the least squares routine 
described in chapter 1. The value n=3 was used for each TDFF, and the spectra were fitted 
with the least number of TDFFs possible. Analysis of the barrier was shown in chapter 5, 
but the accepted value of the InP Eq transition was used for all four samples (1.349eV). It 
is important when considering PR fits to plot the individual oscillators that make up the 
spectia, so a breakdown of the fitted oscillators for each spectium is shown in figures 6.11 
to 6.14, and the energies of the oscillators are shown in tables 6.8 to 6.11. An unexpected 
observation fioin the PL and PR energies should be noted here; the lowest energy found 
from the PR fit does not conespond with the energy from the PL for sample MOQT1442. 
This is a peculiar' result, and is discussed in more detail later.
Transition
42
4 2
43
44
PL
(eV)
0.793
PR Fit 
(eV)
0.776±0.001
0.793±0.001
0.919±0.001
0.980±0.004
1.082±0.006
Theoiy
(eV)
0.794
0.927
0.981
1.081
1.081
1.081
Transition
42
43
42
l.Vl13'44
PR Fit 
(eV)
0.773±0.001
0.793±0.003
0.889±0.010
0.948±0.005
1.017±0.001
1.070^0.004
1.123±0.034
1.167^0.004
Theoiy
(eV)
0.798
0.887
0.891
1.032
1.063
1.120
Table 6.8 Quantum well transition energies 
fi'oin tlie PL, the PR fit, and the tlieoretical 
match for sample MOQT1442. The theory 
values are those given by the best match 
with experiment. The PR errors are given 
by the covariance matrix from the least 
squares fit.
Table 6.9 Quantum well transition energies 
from the PR fit and the theoretical model 
for sample MOQT1444. The theoiy values 
are those given by the best match with 
experiment. The PR errors are given by the 
covai'iance matrix from the least squares fit.
106
Confined States in Strained III-V Quantum Weils Chapter 6
PR Fit 
(eV)
Theory
(eV)
PL
(eV)Transition
0.789
0.813±0.G01 0.813
0.852
0.854
0.928±0.001 0.921
0.949±0.001 0.954
0.982
0.994
0.995
1.015
1.064±0.001 1.063
1.102
1.123
1.154
1.156
1.244
1.295
Theoiy
(eV)
PR Fit 
(eV)
PL
(eV)Transition
0.803
0.833±0.001 0.835
0.883
0.882±0.001 0.892
0.917
0.940
0.963
0.964
0.978±0.001 0.978
0.991
1.011
1.030±0.003 1.026
1.026
1.039
1.074
1.072
1.121
Table 6,10 Quantum well transition Table 6.11 Quantum well transition
energies from tlie PL, the PR fit, and the energies from the PL, the PR fit, and the
theoretical model for sample MOQT1443. theoretical model for sample MOQT1445.
The theoiy values aie those given by the The theory values aie those given by the
best match with experiment. The PR errors best match with experiment. The PR errors
are given by the covariance matrix from the are given by the covai'iance matrix from the
least squares fit. least squares fit.
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In summary, the energies of transitions between confined electron and hole states in 
strained InGaAs quantum wells with InP barriers have been found from PR and PL 
measurements. For sample MOQT1442, the PL peak does not correspond in energy with the 
lowest energy TDFF from the PR fit. This is a surprising result
6.4.2 Comparison o f Well Transitions with Theory
The next stage in the analysis is to compare the transition energies found from the PR 
with those given by the theoretical model. This was done as described in section 6.2.3. 
Starting with the nominal parameters, the well compositions, well widths and conduction 
band offsets were varied until the transition energies from the theoretical model matched 
as well as possible those from the PR fits. When trying to match these energies, it became 
apparent that the lowest energy transitions from the PR fits are about 25meV below those 
predicted by the model using the nominal well composition and well width. This difference 
is too great to be explained in terms of likely discrepancies between the nominal and growth 
well composition and well width.
To ascertain whether the well compositions and well widths vary significantly from the 
nominal values, double-crystal X-ray diffraction measurements (DCXRD) were performed 
on sample MOQT1445 by Mr. H. C olson.T his sample is the only one in the series in 
which the quantum well layer is wide enough to be analysed using DCXRD. The measured 
X-ray plot, and the simulated X-ray data are shown in figure 6.15. The composition and 
width of the ln,.^Ga^As quantum well deduced from the match between the simulation and 
experiment are x=0.67±0.05 and 160±10Â. Thus, the X-ray measurement shows that for 
sample MOQT1445, the well composition and well width are close to the nominal values 
(x=0.70 and width=160Â). This gives confidence in the expectation that the well 
compositions and well widths for the other three samples are close to the nominal values.
-2000 2000
arcseconds
4000 6000
Figure 6.15 Experimental (red) and simulated (blue) DCXRD spectra for sample 
MOQT1445. The results for the In .^^Ga^As layer given by the simulation are x=0.67±0.005 
and well width=160±10Â.
■^Department o f Materials Science, University o f Surrey, Guildford, Surrey
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Given the results of the X-ray analysis and the theoretical predictions of the quantum 
well transition energies, it is obvious that the lowest energy TDFF in all four PR spectra is 
lower in energy than any predicted quantum well transition. There are several possible 
explanations for this. Two of these ar e associated with the limitations of the apparatus. The 
energies of the features are close to the limit of the light filter positioned in front of the 
detector. This means that second order grating reflections may be detected. In addition to 
this, the detector response is poor at these energies, decreasing rapidly below 0.8eV. It is 
therefore possible that the anomalous features observed in the PR spectra are due to a 
feature in detector response, second order grating reflections, or a combination of both.
For samples MOQT1443 and MOQT1445, the estimated energy of the PL peak is close 
to the lowest energy TDFF. Thus, it is unlikely that this feature originates from a limitation 
of the apparatus. A TDFF oscillator lower in energy than the expected ground state 
transition for an InGaAs quantum well lattice matched to InP was reported by Airaksinen 
et. a\. (1990). Their lowest energy TDFF was about 20meV below the expected heavy hole 
ground state transition, but they offered no explanation as to its origin. This is consistent 
with those found here, which are about 25meV below the lowest expected quantum well 
transitions. Features about lOmeV below the bandgap of bulk InGaAs have previously been 
observed by Estrera et. al. (1994) when fitting FKO from InGaAs, and by Gaskill et. al.
(1990) when investigating the strain dependence of the bandgap in InGaAs. Both authors 
attributed the feature below the bandgap to excitons. Indeed, such features have been 
observed in the room temperature PR spectra of several materials, including the InP PR in 
chapter 5, where features were obseiwed between 8meV and 25meV below the Eq critical 
point transition. It is therefore possible that the features observed in this work are due to 
excitons. In general, the energy shifts observed in this case are slightly laiger than the 
energy shifts previously attributed to excitons.
A further explanation of the anomalous feature in the PR could lie in the presence of 
Zn doping in the InP banier layers. It is possible that Zn has migrated into the InGaAs well 
layer and formed a shallow impurity state. It is laiown that Zn fonns an acceptor level about 
28meV above the valence band maximum (Bhattacharya et. al. (1983)), and this seems to 
be the most likely explanation for the feature observed about 25meV below the predicted 
ground state quantum well transition energy for each sample.
Assuming that the lowest energy TDFF oscillator is not a quantum well transition, the 
energies from the PR fits were matched with those from the quantum well model, as 
described in section 6.2.3. It was found that if  this assumption was made, a good agreement 
between experiment and theoiy was achieved. The theoretical energies found from the match 
are shown in tables 6.8 to 6.11, and the energies from the PR fits and the model are 
compared in figures 6.16 to 6.19.
It is common to observe forbidden tiansitions in PR measurements, as described earlier 
in this chapter (section 6.2.1). There is concern, however, that for samples MOQT1443 and 
MOQT1445, some forbidden transitions appear to be obsei'ved, whereas some allowed 
transitions are not. For example, the I122 transition is not observed for MOQT1443, but II23 
is observed (table 6.10), and I22/I122 tiansitions are not obsei'ved for MOQT1445, while hgg 
is observed (table 6.11). This perhaps casts doubt on the validity of the match between 
experiment and theoi'y for these two samples. It may be significant that there is doubt in the 
interpretation of the spectra with the most quantum well tiansitions. There is still 
considerable doubt as to the reasons why certain transitions are observed in PR spectra of
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quantum wells, yet others are not. The results of the present work indicate that considerable 
effort has still to be made before the PR of quantum wells can be fully understood.
MOQT1442 112/ 113/1 
1.35% compressive strain ^.05
■s 0.95
0.85
0.75
0.950.75 0.85 1.05 1.15
MOQT1444 
0.81% compressive.05
>0>
0.95
0.85
0.75
0.75 0.85 0.95 1.05 1.15
Theory (eV) Theory (eV)
Figure 6.16 Energies of the quantum well 
transitions calculated from the theoretical 
match compared with the energies given by 
the fit to the PR for sample MOQT1442. 
The strain given in the label is the deduced 
value.
Figure 6.17 Energies of the quantum well 
transitions calculated from the theoretical 
match compared with the energies given by 
the fit to the PR for sample MOQT1444. 
The strain given in the label is the deduced 
value.
MOQT1443 
0.05% compressive strain
0.95
0.85
0.75
0.75 0.85 0.95 1.05 1.15
Theory (eV)
Figure 6.18 Energies of the quantum well 
transitions calculated from the theoretical 
match compared with the energies given by 
the fit to the PR for sample MOQT1443. 
The strain given in the label is the deduced 
value.
15
MOQT1445 
40% tensile strain
1.05
0.95u.
CL
0.85
0.75
0.75 0.950.85 1.05 1.15
Theory (eV)
Figure 6.19 Energies of the quantum well 
transitions calculated from the theoretical 
match compared with the energies given by 
the fit to the PR for sample MOQT1445. 
The strain given in the label is the deduced 
value.
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Despite the difficulties that have arisen during the investigation of these samples, the 
values of the In^.^Ga^As quantum well compositions and widths deduced from the best 
match of experiment with theory are shown in table 6.12. It can be seen from the table that 
the deduced compositions are similar or identical to the nominal values. Also, the deduced 
well widths are identical to the nominal values for samples MOQT1442 and MOQT1443, 
but slightly greater than nominal for MOQT1444 and MOQT1445.
The values of the conduction band offsets deduced from the match between experiment 
and theory, and those given by the solid model theory are also shown in table 6.12. The 
deduced values agree well with those given by the model, except the offset of sample 
MOQT1442, which is slightly lower than that given by the model.
Sample NominalX
Deduced
X
Nominal
width
(A)
Deduced
width
(Â)
Nominal
strain
(%)
Deduced
strain
(%)
Model
Qo
Deduced
Qc
MOQT1442 0.30 0.27±0.01 30 304=5 1.15 1.354=0.07 0.40 0.254=0.05
MOQT1444 0.35 0.354=0.01 45 474=5 0.81 0.814:0.07 0.39 0.394=0.05
MOQT1443 0.47 0.464=0.01 75 754=5 0.00 0.054=0.07 0.38 0.344=0.05
MOQT1445 0.70 0.674=0.01 160 1674=5 -1.61 -1.404=0.07 0.31 0.28=h0.05
Table 6.12 The nominal and deduced compositions and widths of the Iiii.^Ga^ As quantum 
wells from the best match of theoretical transition energies with tliose from the PR fits. Also 
shown are the conduction band offsets given by this match, and those given by the solid 
model theory. Tensile strain is denoted as a negative value.
In summaiy, energies from the fits to the PR spectra have been compared with the 
theoretical model. It is clear from this comparison that the lowest energy TDFF does not 
correspond to a quantum well transition. The most likely explanation for this feature is 
concluded to be a Zn impurity state within the well. Despite these difficulties, a good match 
with the quantum well model has been achieved for each sample. The well compositions 
and widths found from the match agree well with the nominal values. Also, the conduction 
band offsets found from this match agree with those found from the solid model theory.
6.5 Conclusions and Future W ork
Photoreflectance (PR) and Photoluminescence (PL) measurements have been perfonned 
on samples with tensile strained InGaAs quantum wells, and InGaAsP barriers lattice 
matched to InP. The ground state light and heavy hole transitions were observed as two 
peaks in the PL spectra, which corresponded in energy with the main features in the PR 
spectra. The energy range conesponding to the critical point transition of the InGaAsP
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barriers were successfully fitted with two Aiiy function expressions. The critical point 
energies found from the barrier fits agree well with the energies expected from the nominal 
compositions. The PR spectra were fitted with TDFF oscillators to determine the quantum 
well transition energies for each sample. Transition energies calculated using a quantum 
well model agree well with the experimental energies for well compositions close to the 
nominal, and well widths about 8Â greater than nominal. The band offsets deduced from 
the match with theoiy vary little with tensile strain (Q^-O.Oô). This is the first experimental 
detenuination of the band offset for strained IiiGaAs/InGaAsP interfaces. These deduced 
band offsets disagree with those calculated from the solid model theory.
If more InGaAs/InGaAsP samples were available, with compressive as well as tensile 
strain, a complete picture of the vai iation of the ground state transitions, and the band offset 
with strain could be found. This characterisation would be useful in the design of 
semiconductor devices in the future.
PR and PL measurements have been performed on samples with compressive, tensile 
and unstrained InGaAs quantum wells with InP baniers. One broad peak is observed in the 
PL spectra, and this corresponds roughly in energy with a feature in the PR spectra. During 
analysis, a feature was identified in tlie PR at an energy lower than tlie expected ground 
state transition. The most likely explanation of this feature is tlie presence of a Zn acceptor 
level in the InGaAs quantum well, due to migration of Zn ft om the p-doped InP baniers. 
This effect should be investigated further. The transition energies given by PR fits match 
those given by the quantum well model if the lowest energy TDFF is assumed not to be 
associated with a quantum well transition. The band offsets found from this match vary 
between 0.25 and 0.39. This is the first experimental detennination of the band offsets in 
strained InGaAs/InP. The values for the band offsets agree well with previous measurements 
for unstrained InGaAs/InP interfaces, and also agree with those given by the solid model 
theoiy.
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Sample Structures
The nominal structures of the samples studied in this thesis are listed in this appendix.
(1) Si/SiGe Layers
These samples are studied in chapter 3, and were grown at the DRA, Malvern in 1995. 
They were grown by low pressure vapour phase epitaxy (LPVPE) for spectroscopic 
ellipsometry measurements, with a view to using SE for growth control in the VPE 
reactor.
o2c29 o2c31
600Â Si cap
580Â S^ 0.827^ ®0.173
500Â Si buffer
Si substrate
600Â Si cap
480Â Slo.764^ ®0.236
500Â Si buffer
Si substiate
(2) Si/SiGe Quantum Wells
These samples are studied in chapter 4, and were grown by LPVPE at the DRA,
Malvern between 1994 and 1996. Some were grown to study the effects of thin SiGe 
layers on spectroscopic ellipsometry measurements, and others were grown for this work.
33c4 22c84
20Â Si cap
400Â Si xlO barrier
30Â S^ 0.80^ ®0.20 quantum well
400Â Si xlO banier
500Â Si buffer
Si substiate
20Â Si cap
480Â Si x20 banier
36Â ^^ 0.77^ 0^.23 ^20 quantum well
480Â Si x20 barrier
500Â Si buffer
Si substiate
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42f83 c20f25
20A Si cap
200Â Si banier
50Â Slo.80^ ®0.20 quantum well
200Â Si barrier
500Â Si buffer
Si substrate
20Â Si cap
150Â Si xlO barrier
60Â i^o.80^ ®0.20 quantum well
150Â Si xlO banier
500Â Si buffer
Si substrate
22c3 cl9f25
20Â Si cap
100Â Si xlO banier
72Â ^^ 0.80^ 0^.20 quantum well
100Â Si xlO barrier
500Â Si buffer
Si substrate
20Â Si cap
150Â Si barrier
80Â ^^ 0.80^ ®0.20 quantum well
150Â Si barrier
500Â Si buffer
Si substrate
33c6
20Â Si cap
105Â Si xlO banier
105Â L^.83^ ®0.17 quantum well
105Â Si xlO banier
500Â Si buffer
Si substiate
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(3) InGaAs/InGaAsP Quantum Wells
These samples are studied in chapter 5, and were grown by metal-organic vapour phase 
epitaxy (MOVPE) at the EPSRC Facility for III-V Semiconductors, University of 
Sheffield, Sheffield. Series MR358 to MR361 were grown in 1994 to investigate hole 
masses in transport measurements. Series MR688. MR744, MR742 and MR738 were 
grown in 1996 for this work, as a result of experiments on the first series.
MR358
(tensile strain)
MR359
(tensile strain)
50Â 11^ 0.53^ 0^.47^ 8 cap
125Â ,gAso jgPo^4 p-doped 5x10”  cm'^
150Â Iiiq 74^ 180 jgASojgPo^ ^ undoped barrier
90Â lHoszGao.ügAs quantum well
150Â IHq jftASf, 5gt^ 0.44 undoped barrier
125Â 1110.74^ .^26^^0.56^0.44 p-doped SxlO'^cm'^
5000Â 1^ 0.74^ **0.26^ ®0.S6l^ 0.44 buffer
InP substrate
50Â 1110.53^^0.47^8 cap
125Â ll^ O 74G80.2G ASg 56^0.44 p-doped 5xlO” cnU
200Â IiIq 74GaQ 2qASo 5el*0.44undoped barrier
90Â 111o.32^J^0.68As quantum well
200Â 1*Io.74^ ®0.26ÂSo.36Po.44 undoped barrier
125Â l*^0 74G9o 26ASQ ggPg 44 p-doped 5xlO” cm"^
5000Â 1*^0.74^30 26AS() 5gPo 44 buffer
InP substrate
MR360 
(tensile strain)
MR361 
(tensile strain)
50Â 1i1o.53^^0.47As cap
200Â IOq 74G8q 2Q ASq jgPg 44 p-doped 5xlO” cm‘^
150Â 1**0 74^ 30.26^ 30 SgPp 44 undoped bairier
90Â lno32Gao6gAs quantum well
150Â 1**0.74^ 30 ofiASo jgPo 44 undoped barrier
200Â l**0.74^ ®0.26^ 3o.56p0.44 p-doped 5xlO” cm ^
5000Â l**0.74*^ ®0.26ÂSo 5(jPo 44 buffer
InP substrate
50Â lllo.53^ 0^.47^ ® cap
200Â I i I q  7 4 G 3 o jfiASo 5 g p 0  44 p-doped 5xlO” cm'^
200Â 1 * * 0 . 7 4 G 3 o  26^3o.56Po.44 undoped baiiier
90Â lllo.32^ 0^.68-^ S quantum well
200Â 1**0 74^ .^26^ 30.56^ 0.44 undoped banier
200Â 1*^0.74^30 26^ 3o 5 g p 0  44 p-doped 5 x l0 ” cm'^
5000Â 1**0.74^30 26-^ 0^.56^0.44 buffer
InP substrate
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MR688 
(tensile strain)
500Â IiIq 23 Asq 49P0.51 undoped barrier
90Â 1i1o.32^ 0^.68As quantum well
5400Â IiIq 77680 23AS0 49P0 51 undoped banier
6400Â InP buffer
InP substrate
MR742 
(tensile strain)
500Â 1**0.77G8o,23'^ So 49P0 51 undoped barrier
90Â 1i1o.40^ 0^.6oAS quantum well
5400Â Ino77Gao23ASo.49Po.51 undoped banier
10000Â InP buffer
InP substrate
MR744
(tensile strain)
500Â IIIq 77680 23 ASo 49Po,5 1 undoped barrier
90Â lllO.35GUo.65AS quantum well
5400Â Ino 77680 23 AS0 49P0.51 undoped barrier
10000Â InP buffer
InP substrate
MR738
(tensile strain)
500Â 1**0.77^ 80 23^ So 4gPo,5i undoped barrier
90Â lllo.45Gao.55AS quantum well
5400Â Ing 77680 23 ASq 49P0 5I undoped barrier
10000Â InP buffer
InP substrate
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(4) InGaAs/InP Quantum Wells
These samples are studied in chapters 5 and 6, and were grown by MO VPE at the 
Philips Optoelectronic Centre, Eindhoven, Netherlands in 1991. They were grown to 
investigate hole masses in transport measurements, and were designed such that the 
lowest energy quantum well transition for all four samples occurs at about 1550nm 
(0.8eV).
MOQT1442
(compressive strain)
MOQT1444 
(compressive strain)
500Â InP undoped cap
125Â InP p-doped
150Â InP undoped banier
30Â liio.7oGao.3oAs quantum well
150Â InP undoped barrier
30Â liio.7oGao.3oAs quantum well
150Â InP imdoped banier
125Â InP p-doped
1000Â InP buffer
Substrate InP
500Â InP undoped Cap
125Â InP p-doped
150Â InP undoped Barrier
45Â l1io.65Gao.35As quantum well
150Â InP undoped baiTier
45Â l1io.65Gao.35As quantum well
150Â InP undoped banier
125Â InP p-doped
1000Â InP buffer
Substrate InP
MOQT1443
(unstrained)
MOQT1445
(tensile strain)
500Â InP undoped cap
125Â InP p-doped
150Â InP undoped spacer
75Â l1io.53Gao.47As quantum well
150Â InP undoped banier
75Â l1io.53Gao.47As quantum well
150Â InP imdoped barrier
125Â InP p-doped
1000Â InP buffer
Substrate InP
500Â InP undoped cap
125Â InP p-doped spacer
150Â InP imdoped barrier
160Â liio.3oGao 7qAs quantum well
150Â InP imdoped banier
125Â InP p-doped
IOOOÂ InP buffer
Substrate InP
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