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Abstract
Flash boiling can occur in rocket thrusters operating in the vacuum of space when cryogenic propellants are injected into the
reaction chamber that is initially at low pressure. The dynamics of this process will determine the spray breakup that will
then drastically affect the mixing of fuel and oxidizer, the reliability of the ignition and the subsequent combustion process.
A multiphase solver with interface capturing is used to perform direct numerical simulations (DNS) of the primary breakup
of the liquid oxygen jet that is driven by homogeneous nucleation, growth, coalescence and bursting of vapour bubbles in the
superheated liquid. Considering the main breakup patterns and droplet formation mechanisms for a range of conditions, we
evaluate the effectiveness of the volume of fluid (VoF) with continuum surface stress (CSS) method to capture the breakup of
thin lamellae formed at high Weber numbers. A grid refinement study shows convergence of the mass averaged droplet size
towards a droplet diameter. The order of magnitude of the resulting diameter can be estimated based on the thermodynamic
conditions.
1 Introduction
Flash boiling can occur in rocket thrusters operating in the
vacuum of space when the liquid propellants are injected
into the reaction chamber that is initially at very low pres-
sure. The dynamics of this process will determine the spray
break-up that will then drastically affect the mixing of fuel
and oxidizer, the reliability of the ignition and the subsequent
combustion process. This becomes particularly relevant in
upper stage engines and orbital maneuvering systems where
multiple precise ignitions are to be performed. To simplify
the spacecraft design and facilitate ground handling, there
is a trend to replace toxic mono-propelants like hydrazine
with cryogenic bi-propellant alternatives such as LH2-LOx
or LCH4-LOx, as well as eliminating the use of igniter flu-
ids with the use of focused lasers (Manfletti (2014); Hurlbert
et al. (1998)). Particularly when coaxial injectors are used,
one key parameter is the spreading angle of the central jet
(LOx) as it will influence the location of the mixing layer.
This is highly influenced by the occurrence of flash boiling
along with other characteristics of the spray.
The fundamental physics of flash atomization are intro-
duced in the work of Sher et al. (2008). Flashing occurs when
a liquid experiences a rapid drop in pressure to a value below
its saturation condition. In this meta-stable superheated state,
microscopic vapour bubbles spontaneously nucleate within
the continuous liquid phase (homogeneous nucleation). This
is followed by rapid expansion that leads to the jet disinte-
gration and extremely fast evaporation.
In this work we focus on the microscopic processes lead-
ing to the primary break-up of a liquid oxygen jet in fully
flashing conditions (high levels of superheat) and without the
influence of aerodynamic breakup. Direct Numerical simula-
tions (DNS) are performed on a small domain, representative
of the conditions that would be found near the exit of the in-
jector nozzle. With fully resolved bubbles and the introduc-
tion of phase change at the interface, we simulate the growth,
deformation and coalescence of multiple bubbles, leading to
the formation of ligaments and liquid films that breakup and
burst into small droplets that constitute the spray.
An overview of the dynamics of bubble growth can be
found in various works including Sher et al. (2008) and Pros-
peretti (2017). With the assumption of spherical symme-
try, the various stages of growth are generally modeled us-
ing the Raleigh-Plesset equation coupled with heat transfer
at the bubble interface due to the latent heat of evaporation.
This can be done using approximate analytical solutions,
e.g. Scriven (1959), or solved exactly using numerical meth-
ods (Lee and Merte (1996)). Although the model of Scriven
(1959) is widely used in DNS with phase change, it is shown
by Bardia and F. Trujillo (2018) that it is only valid in the
later stages of bubble growth. As detailed in Loureiro et al.
(2018), the numerical approach of Lee and Merte (1996) is
used as a reference throughout this work and will be referred
to as R-P solution.
Based on dimensional analysis for general types of
breakup, a model for droplet size estimation was proposed by
Hinze (1955). Estimation of droplet sizes resulting from flash
atomization were proposed by Sher and Elata (1977), with
the assumption that under very high nucleation rates, the bub-
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bles would form a close-packing cubic array and merge im-
mediately. Later, Razzaghi (1989) used an analytical model
based on Rayleigh-Taylor instability and Monte-Carlo com-
putational methods to estimate the droplet sizes resulting
from the growth of a single bubble inside a droplet that is
already detached from the bulk of the liquid. More recently,
Zeng and Lee (2001) combined this approach with a conven-
tional aerodynamic breakup model. For all these approaches
there are severe assumptions and simplifications regarding
the microscopic structure of the problem, while studies in-
volving the interaction of an arbitrary number of bubbles in
irregular distributions have not been found in the literature.
In this work, no assumptions are necessary regarding bub-
ble distribution or the type of interface instability behind the
breakup. Nonetheless, regular arrays of equally spaced bub-
bles are used here, simply for the purpose of repeatability,
systematic comparison of different setup conditions and for
the initial validation of the method.
Simulations of atomization processes using high fidelity
capturing of the liquid vapour interface have recently become
possible thanks to modern computational resources. Early
DNS of liquid jet breakup include Desjardins et al. (2008),
Lebas et al. (2009) and Shinjo and Umemura (2010), where
the formation of the small scale liquid structures and their
breakup into small droplets is analysed. More recently Zhu
et al. (2013) and Ertl et al. (2018) have used similar setups
for the breakup of Non-Newtonian fluids using structured
meshes, using the same numerical tools as used in this work.
Chen et al. (2013) simulated the breakup of impinging jets
using adaptive mesh refinement (AMR).
These are generally referred as DNS in the sense that the
smallest Kolmogorov length scale is resolved, at least in the
liquid phase. However, for primary atomization DNS, the
smallest possible liquid structure needs to be resolved. As
pointed out by Gorokhovski and Herrmann (2008), every
DNS of liquid breakup implies topological changes that can-
not be resolved by DNS within the continuum assumption of
the Navier-Stokes equations. However, in interface capturing
methods, the topological change is automatically introduced
once the distance between two interfaces can no longer be
resolved by the mesh. This means that the size of the small-
est liquid structure and the exact moment of the breakup are
related with the resolution and methods used. It is gener-
ally observed in these works that the number of artificially
generated droplets is highly dependent on the mesh resolu-
tion, even when AMR is used, particularly for higher Weber
and Reynolds numbers. For the numerical methods used in
this work, this problem has been analysed by Liu and Bothe
(2016). However, in most situations, it is possible to verify
that these droplets represent a very small fraction of the to-
tal liquid mass and have very little effect in the global spray
characteristics.
Following the observations in Loureiro et al. (2018) we
now focus on the breakup of thin lamellae. These are formed
in between bubbles. They deform and resist merging, until
they burst into a very large number of artificial droplets once
the resolution threshold is reached. An analysis on stability
of thin films (Ruckenstein and Jain (1974)) implies the ac-
tion of inter-molecular forces which are not modeled here.
However, it is expected that – once the initial (artificially in-
duced) puncture of the lamella has occurred – the lamella
breakup process can be fully resolved as it is driven by the
propagation of capillary waves.
In this context, a resolution criterion for DNS is sought
such that the artificial droplets related to the mesh size are
insignificant in terms of mass and area compared to the real
droplet size distribution, and a resolution criterion could thus
be established.
2 Numerical Methods
In flashing of cryogenic liquids, the low temperatures and the
near vacuum pressure ensures sub-critical conditions, where
the gas and liquid phases have a large density ratio and a well
defined interface for each individual bubble. At this scale
the interface velocities are relatively low and these conditions
are well suited for DNS using a multi-phase incompressible
solver with high fidelity interface capturing.
The DNS is performed using the in-house code Free-
Surface 3D – FS3D (Eisenschmidt et al. (2016)). The code
uses a finite volume method to discretize the incompressible
Navier-Stokes equations, while capturing a fully resolved
liquid-vapour interface with phase change and surface ten-
sion, using the Volume of Fluid (VoF) method with PLIC
reconstruction.
In the VoF method (Hirt and Nichols (1981)) an additional
variable is transported representing the volume fraction of
liquid in the cell, f . Hence, f = 1 in the liquid phase, f = 0
in the gas phase and 0 < f < 1 in the cells containing the
interface. Following Schlottke and Weigand (2008), the dis-
cretized transport equation with evaporation can be written
as
∂f
∂t
+∇ · (fuΓ) = m˙
′′′
ρ`
, (1)
where uΓ is the interface velocity and m˙′′′ is the liquid evap-
oration rate at the interface.
The PLIC (piecewise linear interface calculation) scheme
(Rider and Kothe (1998)) consists of determining an inter-
face plane for each finite volume cell, the normal vector
of which is determined from the gradient of the VoF field,
nˆΓ = − ∇f‖∇f‖ , and the exact position within the cell is deter-
mined by matching the volume bound by the plane with the
volume fraction f .
Volume averaged fluid properties are used – density ρ =
ρ`f + ρv (1− f) and viscosity µ = µ`f + µv (1− f) – in
order to solve the Navier-Stokes equations using a single con-
tinuous velocity, u, and pressure, p, field, viz.
∂
∂t
(ρu)+∇·[ρuu] = ∇·µ
[
∇u +∇ (u)T
]
−∇p+fσ. (2)
Here, buoyancy forces have been neglected and the only ad-
ditional force considered is surface tension, fσ .
The surface tension term fσ is introduced as a volumet-
ric force acting only in the vicinity of the interface, using
the continuum surface stress (CSS) model of Lafaurie et al.
(1994).
This model is selected for its flexibility and low resolu-
tion requirements when modeling bubble coalescence, liquid
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breakup and droplet collisions. However, as shown by Liu
and Bothe (2016), it may lead to unphysical interaction be-
tween the two interfaces of a thin lamella, if their distance is
smaller than 4 computational cells. This corresponds to the
width of the stencil around the interface used to calculate fσ .
With the assumption of incompressibility, the pressure
field p is defined implicitly by the pressure Poisson Equation
∇ ·
[
1
ρ(f)
∇p
]
=
∇ · u
∆t
(3)
where the continuity equation is introduced through the ve-
locity divergence term ∇ · u and solved using an efficient
multi-grid solver (Rieber (2004)).
Due to phase change with large density ratio, there is a
jump condition in the continuity equation at the interface.
This means ∇ · u = 0 except in cells with 0 < f < 1,
where it is determined as a function of the evaporation rate
m˙′′′. This naturally introduces the jump condition in the mo-
mentum conservation equation through the pressure field p.
As detailed by Schlottke and Weigand (2008), mass conser-
vation is ensured in the volume weighted velocity field u,
through a correction of the divergence term, ∇ · u?, which
is based on the individual velocities of the vapour and liquid
phases, uv and uΓ, under consideration of the reconstructed
interface geometry, evaporation rate and fluid densities.
In the current approach no additional equations are solved
and the evaporation rate is introduced as an external parame-
ter. Assuming ρv to be approximately constant, we define
m˙′′′ = aΓm˙′′ = aΓρvR˙ (4)
where m˙′′ is the evaporation mass flux and aΓ is the interface
density (interface area per unit of volume). Here, we replace
the unknown m˙′′ by growth rate of a spherical bubble, R˙,
which acts as an imposed interface velocity.
3 Setup Method
As previously detailed in Loureiro et al. (2018), the simula-
tion domain represents a small volume of continuous liquid
near the exit of the injector nozzle or within a large droplet
within the spray as depicted in Fig. 1.
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Figure 1: Schematic of flashing flow in the injector and sim-
ulation domain.
The DNS domain is populated with a regular array of uni-
formly spaced bubbles that grow and coalesce, leaving be-
hind droplets resulting from the breakup of liquid ligaments,
lamellae and other liquid structures formed by the interstitial
liquid. The liquid is initially static (relative to the jet veloc-
ity), has no interaction with the injector walls (no shear layer)
and is free to expand through the use of continuity boundary
conditions (outflow). Large buffer zones of pure liquid are
used to prevent the interaction of the liquid vapour interface
with the boundaries. Finally, symmetry conditions are used
to reduce the computational cost.
The reference liquid temperature and ambient pressure
conditions for the DNS, T∞ and p∞, correspond to local con-
ditions that could be found in the relevant jet section. These
are the injection temperature T` and the local pressure p(x).
They are treated as free parameters.
The initial spacing between the bubbles is assumed to be
uniform and should be related to the nucleation rate J and
the mass flow rate. Since here a mass flow rate is not defined,
such dependence is avoided and the bubble spacing is treated
as a free geometric parameter. As such, we define the param-
eterRf as the final bubble radius at which the bubbles are ex-
pected to touch and start merging. Considering p∞ and T∞,
we use the critical radius as a reference value and normalize
Rf , R∗f = Rf/Rcrit. The normalized quantity represents a
growth factor since nucleation.
The critical radius corresponds to the minimum bubble ra-
dius at which the surface tension is in equilibrium with the
vapour pressure, pv = psat(T∞), and is given by
Rcrit =
2σ
psat(T∞)− p∞ , (5)
where σ is the surface tension coefficient at T∞.
Finally, we estimate the initial bubble distance that will
lead to coalescence given the final bubble radius Rf with the
equation
D0 = Rf
3
√√√√8− 4pi
3
(
1− ρv
ρ`
)(
1− R
3
i
R3f
)
. (6)
This equation results from conservation of mass in the con-
trol volume (2Rf )3.
The geometric parameterRf orR∗f can therefore be corre-
lated to a nucleation rate or bubble number density that would
be expected for a particular injection condition or, in the con-
text of an LES-SGS model, to the local (current) value of the
transported variables such as vapour volume fraction and sur-
face area.
With the parameters p∞ and T∞, we use the R-P solution
for single bubble growth to determine the growth rate, R˙,
vapour density ρv , surface tension coefficient, σ, and vapour
viscosity, µv , as functions of Rf or R∗f .
This approach calibrates the parameters that account for
the influence of interface cooling and vapour compressibil-
ity at the target bubble size and implicitly compensates for
the constant properties assumption that holds throughout the
DNS simulation. This is particularly relevant for the volume
of vapour generated through Eq. 4, which determines the liq-
uid velocity and the breakup characteristics, together with
surface tension and viscous forces.
For cases where extreme variations of R˙ are expected
(early stages of bubble growth), the growth rate can be tabu-
lated as a function of the bubble size and adjusted in real-
time, as detailed in Loureiro et al. (2018). However, for
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the results presented here, R˙ is assumed constant, which is
a good approximation (order of 10%) for bubbles in the tran-
sition to the diffusion controlled stage of growth.
The liquid properties ρ` and µ` are obtained directly as
function of p∞ and T∞, using the equation of state library
CoolProp (Bell et al. (2014)).
Using the interface velocity, R˙, and the final bubble diam-
eter, 2Rf , as reference velocity and length scales, we define
the Weber and Ohnesorge number as
Web =
ρ`R˙
22Rf
σ
, (7)
and
Ohb =
µ`√
ρ`σ2Rf
. (8)
Here, the subscript b denotes that these numbers relate to the
characteristics of the bubbles and not to the injector flow.
4 Study Description
In this study, we focus on two cases with T∞ = 120 K
(case A) and T∞ = 80 K (case B), both at pressures of
p∞ = 1000 Pa. This corresponds to the range of injection
temperatures and the minimum vacuum pressure for corre-
sponding experiments carried out at a test bench for cryo-
genic injection that is maintained in the Institute of Space
Propulsion at DLR Lampoldshausen.
These two cases are selected as earlier studies showed that
Ohb is generally below 0.1 for the entire range of conditions
examined at DLR and that the type of break-up primarily de-
pends on Web. It is apparent that Web depends onRf and we
therefore set for both cases R∗f = 50, for which Web > 20
and the formation of thin lamellae is expected (Loureiro et al.
(2018)).
For each case the simulation domain represents a regular
array of 3×3×3 bubbles. Considering the symmetry bound-
ary conditions, this means that 3 bubble contact points are
fully resolved, resulting in one lamella parallel to each Carte-
sian plane. The initial setup and final lamellae formation will
be shown in Fig. 2 in the following section.
Although the same type of breakup patterns are expected
for these Weber numbers, the difference in T∞ implies a 2
order of magnitude scaling factor in terms of length scales.
A third case, C, with R∗f = 175 was chosen to match the
same Web as case B, but at the higher temperature T∞ =
120 K. This acts as a plausibility check to verify the negligi-
ble effects of Ohb, the thermodynamic conditions, and length
scale. As expected case B and C generate qualitatively simi-
lar sprays and show the same trend regarding the mesh refine-
ment, except for a scaling factor of the spatial dimensions.
Therefore, the results for case C are not shown.
A list of set up parameters and relevant characteristics is
defined in Tab. 1. The physical conditions for flash atomiza-
tion are typically characterised by p∞, T∞, the superheat and
the pressure ratio. The level of superheat is defined as
∆T = T∞ − Tsat(p∞), (9)
or in terms of pressure, through the pressure ratio as
Rp =
psat(T∞)
p∞
, (10)
where the subscript, "sat" denotes saturation conditions. The
table also contains the levels of mesh refinement tested,
where ∆x denotes the cell length, with ∆x = ∆y = ∆z.
Table 1: Simulation parameters and grid refinement levels
Case A B C (Control)
T∞ 120 K 80 K 120 K
p∞ 1000 Pa 1000 Pa 1000 Pa
∆T 58.71 K 18.71 K 58.71 K
Rp 1022 30.12 1022
R∗f 50 50 175
Rcrit 0.012 µm 1.01 µm 0.012 µm
Web 33 80 80
Ohb 2.9× 10−2 5.66× 10−3 1.5× 10−2
Dref 0.285 µm 10.77 µm 0.418 µm
1283 grid:
∆x = Rf/14 4.2× 10−8 m 3.8× 10−6 m 1.5× 10−7 m
2563 grid:
∆x = Rf/28 2.1× 10−8 m 1.9× 10−6 m 7.4× 10−1 m
5123 grid:
∆x = Rf/57 1.1× 10−8 m 9.5× 10−7 m 3.7× 10−8 m
10243 grid:
∆x = Rf/114 5.3× 10−9 m – –
As a reference for the expected droplet size, a lower bound
for the droplet diameter, Dref , can be estimated in terms of
energy conservation. Here, we equate the droplet’s volumet-
ric surface energy, 4σ/Dref , with the available kinetic energy
in the liquid, ρ`R˙2/2, as
Dref =
8σ
ρ`R˙2
. (11)
This estimator shall be understood as an order of magnitude
estimate for the prediction of mesh resolution requirements.
The real minimum droplet diameter may deviate from this es-
timate since R˙ considers a local interface velocity of a single
bubble only and bubble interactions and convective effects
may alter the local (relevant) kinetic energy that leads to a
lamella breakup.
5 Results
The mechanics of the breakup process are visualised in
Fig. 2. The bubbles grow and merge at the first point of con-
tact (see Fig. 2.b as indicated by the "punctured" bubbles).
The fluid between the bubble does not fully retract imme-
diately, but relatively flat thin liquid layers persist. At the
puncture point, a rim is formed, which starts to retract radi-
ally. The fluid velocity, shown by the colour scale shows that
the rim retraction propagates rather quickly in comparison
to the growth rate, and more droplets seem to be generated
when this velocity is at its peak (Figs. 2.c and .d). For this
case, the number of droplets generated is rather low and and
most of the droplets are well resolved.
In Fig. 3, Case B is shown at it’s final stage of breakup,
for different refinement levels. Here, the colour scale depicts
the local radius, which helps to identify the presence of very
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(a) t = 0.022 µs (b) t = 0.067 µs (c) t = 0.089 µs (d) t = 0.126 µs
Figure 2: Sequence of time steps of bubble growth and lamella rupture for Case A with 5123 grid. the bubble interface is
rendered by the f = 0.01 iso-surface and coloured according to the velocity magnitude.
small satellite droplets generated artificially. With increased
resolution, the droplets generated seem to be well resolved
and stable, but their number and size still changes between
the 2563 grid and 5123 grid. It is expected, however, that as
in case A, differences to a 10243 grid case would be small as
will be subject of future work.
5.1 Statistical Analysis
To verify convergence of the results with mesh refinement,
the statistics of droplet sizes are analysed.
The first step in the analysis requires the classification of
the liquid structures, droplets and ligaments, that constitute
the the spray. A domain search is performed to find the limits
of continuous regions with f > 0.01 that correspond to a
liquid structure or droplet. For each identified zone, i, the
liquid volume is calculated by
Vi =
nk∑
k=1
fk(∆xk)
3, (12)
where nk is the number of cells in the droplet and (∆xk)3
is the cell volume. The equivalent spherical diameter Di is
then calculated as
Di =
3
√
6
pi
Vi. (13)
As shown in figures 2 and 3, at any given instant the do-
main contains a combination of large ligaments still in the
process of breaking up, medium sized stable droplets, small
artificial or satellite droplets and isolated cells with f < 1
which cannot be resolved. To achieve robust result, only the
stable droplets (both medium size and artificial/satellite) are
included in the statistical sample. This is achieved through
the following steps:
1. for each droplet the inertia tensor [I] and principal mo-
ments of inertia, Ixx, Iyy and Izz , are calculated by
eigendecomposition;
2. the equivalent ellipsoid with the semi-axes a, b, c is de-
termined by
a2 =
5 (−Ixx + Iyy + Izz)
2Vi
,
b2 =
5 (Ixx − Iyy + Izz)
2Vi
,
c2 =
5 (Ixx + Iyy − Izz)
2Vi
(14)
and its volume calculated as
V ei =
4
3
piabc; (15)
3. a filter is applied to select only the droplets for which
the ellipsoidal volume V ei matches the original f -based
volume Vi within an adjusted tolerance of 20%, viz.
j ∈
{
i :
V ei
Vi
− 1 < 20%
}
. (16)
This filter implies that the fully atomized (stable) droplets
are approximately spherical or ellipsoidal (possibly oscillat-
ing) and excludes large ligaments or any residual droplets
that do not have enough volume to be resolved.
Finally, the representative diameters of the spray are de-
fined using the filtered set of droplets. D10 corresponds to
the arithmetic mean
D10 =
Nj∑
i∈j
Di
/
Nj , (17)
D32 is the Sauter mean diameter (area-weighted mean)
D32 =
Nj∑
i∈j
D3i
/ Nj∑
i∈j
D2i , (18)
and D43 is De Brouckere mean diameter
D43 =
Nj∑
i∈j
D4i
/ Nj∑
i∈j
D3i (19)
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(a) 1283 (b) 2563 (c) 5123
Figure 3: Refinement levels Case B. breakup patterns represented by Iso-surface VoF= 0.5 and coloured by local radius.
which corresponds to the mass-weighted mean of the spray.
This filtering process ensures the analysis’ independence of
the specific time during the break-up process when statistics
are sampled.
The dependency of the mean droplet diameters, D10, D32
and D43 on the mesh refinement is shown in Fig. 4. Both
cases demonstrate convergence of the D32 and D43 mean di-
ameters, but final conclusions may require the additional data
from a final simulation of case B with 10243 grid nodes.
The convergence of the D32 and D43 means that the di-
ameter of the droplets with the largest area and volume (or
mass), respectively, does not not vary significantly with reso-
lution beyond the 5123 grid. This provides a resolution crite-
rion of dx = Rf/57. The larger sensitivity of D10 is due to
the generation of a large number of artificial droplets. This is
expected as has been documented in the archival literature.
The normalized droplet size distributions shown in Fig. 7
provide a more quantitative measure and demonstrate more
clearly the dependence of the droplet sizes on grid resolu-
tion. For all cases, a bimodal droplet distribution is observed,
with a clear segregation between one group of droplets that
represent "physical" droplets after breakup and the artifi-
cial/satellite droplets. For the higher refinement levels the
number density of smaller diameters increases. Nonetheless,
as demonstrated by the distribution functions shown in Fig. 6,
that show the distribution of mass-weighted droplet diame-
ters, these droplets account for a very small fraction of the
spray mass or volume.
It is also noted that the reference droplet size Dref (Eq.11)
offers a good estimation for the minimum droplet size (see
horizontal dashed line in Fig. 4). For Case B the size of the
main droplet group seems to converge towards this value. For
Case A, the resulting droplets are – on average – half the size
of Dref , still indicating that Dref may provide a suitable esti-
mate but cannot be taken as a precise measure for the droplet
distribution after breakup.
The results shown in Fig. 7 provide and indication of the
importance of lamella breakup for the final droplet distribu-
tion of the entire spray. The spray volume fraction, QVol, is
calculated relative to a reference control volume that approx-
imates the liquid initially in the domain, Vdom. Then, using
the total (unfiltered) volume of liquid given by Eq. 12, QVol
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Figure 4: Dependency of the D10 (arithmetic), D32 (Sauter)
and D43 (De Brouckere) mean diameters with the
mesh refinement for both cases studied and com-
parison with the cell size ∆x and estimated droplet
size Dref (Eq.11)
is given by:
QVol =
Ni∑
i=1
Vi
Vdom
, (20)
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Figure 5: Discrete probability density functions (PDF) of the
equivalent droplet diameter Di (filtered) for cases
A and B at the two highest levels of mesh refine-
ment for each case
It is shown that the volume associated with lamella
breakup is much larger for Case B, which has a larger We-
ber number (Web = 80), and is highly dependent on the grid.
This may indicated the need for 10243 grid points for case
B despite the relatively small variation (25%) of D43 shown
in Fig. 4b. For case Case A, not only the variation of D43
shown in Fig. 4a is extremely small, but the relative volume
consumed by the lamella, shown in Fig. 7, is also very small.
6 Conclusions
A mesh refinement study corroborates existing studies inas-
much the minimum droplet size decreases with increasing
resolution and seems to be mesh dependent. However, the
mass weighted droplet diameter tends to converge towards a
given size that can be estimated by analysis of surface and
kinetic energy acting on the bubble walls.
The exact average droplet diameter may deviate from this
estimate by a factor of 2, however, an increase in resolution
also demonstrates that the overall liquid mass associated with
lamellae breakup approaches single digit percentage values
and the highest resolution may not be needed for adequate
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Figure 6: Discrete volume fraction distribution function of
the equivalent droplet diameter Di (filtered) for
cases A and B at the two highest levels of mesh
refinement for each case
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Figure 7: Spray volume fraction relative to the initial volume
of liquid.
approximation of the entire spray breakup process.
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