This paper introduces new nonparametric diagnostic tools for detecting propensity score misspecification. These tests may be applied to assess the validity of different treatment effects estimators that rely on the correct specification of the propensity score. Our tests do not suffer from the "curse of dimensionality" when the vector of covariates is of high-dimensionality, are fully data-driven, do not require tuning parameters such as bandwidths, and are able to detect a broad class of local alternatives converging to the null at the parametric rate n −1/2 , with n the sample size. We show that the use of an orthogonal projection on the tangent space of nuisance parameters both improves power and facilitates the simulation of critical values by means of a multiplier bootstrap procedure. The finite sample performance of the tests are examined by means of a Monte Carlo experiment and an empirical application. Open-source software is available for implementing the proposed tests.
Introduction
The propensity score, which is defined as the conditional probability of receiving treatment given covariates, is one of the most widely used tools in causal inference. Part of its popularity can be credited to the seminal result of Rosenbaum and Rubin (1983) : if the treatment assignment is independent of the potential outcomes conditional on a vector of covariates, then one can obtain unbiased and consistent estimators of different treatment effect measures by adjusting for the propensity score alone, greatly reducing the dimensionality of the underlying problem. Several methods that exploits this important insight are now an essential part of the applied researcher's toolkit. Examples includes matching, see e.g. Rosenbaum and Rubin (1985) , Heckman et al. (1997) , and Imbens (2006, 2016) ; inverse probability weighting (IPW), see e.g. Rosenbaum (1987) , Hirano et al. (2003) and Donald and Hsu (2014) ; regression methods, see e.g. Hahn (1998 ), Firpo (2007 ; and many others. For a review, see Heckman and Vytlacil (2007) and Imbens and Wooldridge (2009) 
Despite their popularity, a main concern of these methods is that the propensity score is usually unknown, and therefore has to be estimated. Given the high dimensionality of available covariates, researchers are usually coerced to adopt a parametric model for the propensity score since nonparametric estimation methods suffer from the "curse of dimensionality", implying that the resulting treatment effects estimator can have considerably poor properties, even for large sample sizes. Such a common practice raises the important issue of model misspecification. Indeed, as shown by Frölich (2004) , Kang and Schafer (2007) , Huber et al. (2013) and Busso et al. (2014) , propensity score misspecifications can lead to misleading treatment effects estimates.
In this paper we propose new specification tests for parametric propensity score models. In contrast to existing proposals, our tests are fully data-driven, do not require user-chosen tuning parameters such as bandwidths, and are able to detect a broad class of local alternatives converging to the null at the parametric rate n −1/2 , with n the sample size. Furthermore, by exploiting the balancing property of the propensity score -i.e.
that conditioning on the true (unknown) propensity score, the treatment assignment is independent of the covariates (Rosenbaum and Rubin, 1983 ) our tests do not suffer from the "curse of dimensionality" when the vector of covariates is of high-dimensionality, and have dramatically greater power than competing tests for many alternatives. Of course, such power gains do not come without a cost: there exist some classes of alternative hypotheses in which our tests have trivial power. Nonetheless, we believe that such a compromise is reasonable since, as pointed out by Janssen (2000) and Escanciano (2009) , achieving reasonable power over all possible directions seems hopeless.
The proposal closest to ours is Shaikh et al. (2009) , who also exploits the balancing property of the propensity score. Despite using a similar characterization of H 0 as Shaikh et al. (2009) , our proposal greatly differ from theirs. Whereas Shaikh et al. (2009) adopts the local smoothing approach, see e.g. Hardle and Mammen (1993) , Zheng (1996) , Fan and Li (1996) and Li and Wang (1998) , we adopt the integrated conditional moment (ICM) approach, see e.g. Bierens (1982 Bierens ( , 1990 , Bierens and Ploberger (1997) , Stute (1997) , and Escanciano (2006a) . As a consequence, our approach inherits some advantages when compared to Shaikh et al. (2009) . First, our tests do not require delicate bandwidth choices, unlike Shaikh et al. (2009) test whose performance can be very sensitive to it. Second, in contrast with Shaikh et al. (2009) , our approach has power against local alternatives converging to null at the parametric rate.
Another popular procedure to assess misspecification of the propensity score model is to use "balancing score" tests. Initially proposed by Rosenbaum and Rubin (1985) , these tests consist of assessing if each covariate is independent of the treatment assignment, conditional on the propensity score. This is often implemented examining whether moments (usually just the mean) of the observable characteristics between the two "matched" or "weighted" groups are the same; see e.g. Dehejia and Wahba (2002) and Smith and Todd (2005) . One should bare in mind that because "balancing score" tests are usually based on a finite number of orthogonality conditions, there are uncountably many misspecification that cannot be detected with these tests. Furthermore, as shown by Lee (2013) , balancing score tests tend to have severe size distortions due to the "multiple testing problem", and the failure to account for the estimation effect of the propensity score.
Such drawbacks put at stake the reliability of many of these procedures. Our proposal, on the other hand, does not suffer from these.
Our paper also contribute to the literature on ICM tests. What appears distinctive to our approach is that (i) we exploit the dimension-reduction coming from balancing property of the propensity score, and (ii) we acknowledge our lack of knowledge of the "true" correct specification of the propensity score, by means of an orthogonal projection of certain weight-functions into the tangent space of nuisance parameters. The result of (i) and (ii) is a test with improved power properties. The power improvement due to the dimension reduction has been noticed by Stute and Zhu (2002) , Escanciano (2006a) and Shaikh et al. (2009) , whereas the power improvement due to the use of orthogonal projections has been noticed in different contexts, see e.g. Neyman (1959) , and more recently, Bickel et al. (2006) and Escanciano and Goh (2014) . To the best of our knowledge, our
proposal is the first to incorporate both procedures.
The rest of the paper is organized as follows. In Section 2 we present the testing framework. The asymptotic properties of our tests are established in Section 3. We next examine the finite sample properties of our tests by means of a Monte Carlo study in Section 4. We provide an empirical illustration of our procedures in Section 5. Section 6 concludes. Mathematical proofs are gathered in an appendix at the end of the article.
Finally, all proposed tests discussed in this article can be implemented via opensource R package pstest, which is freely available from GitHub (https://github.com/ pedrohcgs/pstest).
Testing Framework

Background
Let D be a binary random variable that indicates participation in the program, i.e. D = 1 if the individual participates in the treatment and D = 0 otherwise, and let X be an observable d × 1 vector of pre-treatment covariates. Denote the support of X by X ⊆R d . Define the propensity score p (x) = P (D = 1|X = x). We have a random sample
from (D, X ) . Throughout the rest of this paper, all random variables are defined on a common probability space (Ω, A,P) .
In this paper, we are interested in testing whether a parametric putative model for p (x) is correctly specified. Formally, we want to test
where Θ ⊂ R k , and q (X, θ) : X ×Θ → [0, 1] is a family of parametric functions known up to the finite dimensional parameter θ. Common specifications for q (X, θ) are the Probit, Φ (X θ) , and the Logit, Λ (X θ), where Φ (·) and Λ (·) are the normal and logistic link-function, respectively.
In order to assess the validity of (1), one can use standard nonparametric goodness-offit tests for regression models; see González-Manteiga and Crujeiras (2013) for a review.
For instance, one can adopt the local smoothing approach and use Zheng (1996) test.
Alternatively, one can adopt the ICM approach and use Stute (1997) test. Although both procedures would provide asymptotic valid tests under weak regularity conditions, their finite sample performance are likely to be poor when the dimensionality of X is large, as is often the case in policy evaluation applications. This problem is often referred as "the curse of dimensionality".
To circumvent such a problem, we build on Rosenbaum and Rubin (1983) and Shaikh et al. (2009) , and exploit the balancing property of the propensity score, i.e., that conditional on the propensity score p (x), the treatment assignment D is independent of the covariates X,
see Rosenbaum and Rubin (1983) . Such important result implies that (1) can be rewritten as
It is important to observe that the characterization of the null hypothesis in (3) only involves a one-dimensional conditional expectation, which is in sharp contrast to (1).
As a consequence, tests based on this characterization do not suffer from the "curse of dimensionality", and therefore enjoy better size and power properties against many alternatives. However, one must also bear in mind the "conditioning variable" in (3) is not observed, implying that tests based on this characterization must handle the "generated regressor" problem. Shaikh et al. (2009) adapts the test proposed by Zheng (1996) to assess (3). More precisely, Shaikh et al. (2009) consider a tests statistic based on
where
is a kernel. Note that, in addition to the estimation of θ 0 under the H 0 , Shaikh et al. (2009) procedure requires smoothing of the data, implying that its finite-sample properties relies on the adequate choice of the smoothing parameter h n , a task that is far from trivial in testing problems.
To provide a "smoothing parameter free" testing procedure for (3), we adopt the ICM instead of the local smoothing approach. We exploit that the conditional moment restriction in (3) can be expressed as a continuum number of unconditional moment restrictions, i.e., we can re-write (3) as
where Π is a properly chosen space and the parametric family {w (·, u) : u ∈ Π} is such that the equivalence between (3) and (5) holds; see e.g. Bierens and Ploberger (1997) and Escanciano (2006b) for primitive conditions on the family w (·, u) to satisfy this equivalence. The two most popular weighting functions are the exponential function, w (q, u) = exp (iuq), as in Bierens (1982 Bierens ( , 1990 , where i = √ −1 denotes the imaginary number; and the indicator function, w (q, u) = 1 {q ≤ u}, as in Stute (1997 ), Stute et al. (1998 , Stute and Zhu (2002) , Delgado and Stute (2008) , among many others.
Other possible weight functions include w (q, u) = exp (qu), w (q, u) = (1 + exp (−qu)) −1 , w (q, u) = sin (qu), and w (q, u) = sin (qu) + cos (qu), see Stinchcombe and White (1998) and Escanciano (2007) .
Our tests have two main differences with respect to the standard ICM tests. First, the weight functions w depends on X only through the propensity score model under H 0 , a one-dimensional (unknown) function. As a consequence, the ICM in (5) is insensitive to the dimension of the explanatory variables X. Second, we explicitly acknowledge that θ 0 is a nuisance parameter in testing for (5) by proposing to use weight functions w that leads to test statistics whose limiting distributions do not depend on the estimator used.
To achieve such desirable feature, we make use of orthogonal projections on the tangent space of nuisance parameters. The result of these two features is a test with higher power properties, as is shown in Section 4.
In the next subsection we describe how we construct our new projection-based tests, highlighting the role played by the orthogonal projection. It is worth stressing that our projection-based tests cover a large class of weighting functions w (q, u).
The projection-based specification test
, it seems natural to construct test statistics for (5) based on the sample analoguê
whereθ n is a √ n-consistent estimator for θ 0 under H 0 . For instance, when the propensity score is assumed to be a member of the logistic (or Gaussian) family, one can estimate θ 0 by maximum likelihood (ML), non-linear least squares (NLLS), or generalized method of moments (GMM).
Tests for (5) can be constructed by comparing how "close" in an appropriate sense (6) is to zero. In the Appendix, we show that under H 0 and some weak regularity conditions provided below, the processR w,n (u) can be decomposed aŝ
uniformly in u ∈ Π, where g(x, θ) = ∂q(x, θ)/∂θ. The representation in (7) has a very important implication: whenever standard weights w such as the indicator and exponential functions are used, the asymptotic distributions of tests based on (6) are sensitive to the estimatorθ n used. As a consequence, for a given parametric specification p (x) = q(X, θ 0 ), the asymptotic null distributions of tests based on (7) will depend on whether one estimates θ 0 using ML, NLLS or GMM, even though the underlying specification for the propensity score is the same across these methods.
To avoid the aforementioned drawback, we consider a convenient class of
In particular, we consider a projection-based transformation of w(q(X, θ), u), Pw(q(X, θ), u),
with
and
The intuition behind (9) is very simple. First, note that ∆ −1 (θ) G w (u, θ) is the vector of linear projection coefficients of regressing w (q (X, θ) , u) on g(X, θ). Thus, it follows
and that (9) is nothing more than the associated projection error. It then follows that
Based on the aforementioned properties, our tests are based on proper continuous functionals of the (feasible) projection-based empirical processR
whereθ n is a √ n-consistent estimator for θ 0 under H 0 , and P n w(q(X, θ), u) is the sample analogue of projection in (9),
Two examples that we use in the simulations and the empirical example towards the end of this paper are the following Cramér-von Mises-type and Kolmogorov-Smirnov-type functionals,
respectively, where F n (u) = n −1 n i=1 1 q X i ,θ n ≤ u is the empirical distribution function (EDF) of q X i ,θ n , 1 ≤ i ≤ n, and whereR p 1,n (u) is defined as in (10) with
The test statistics CvM n and KS n should be small if the null hypothesis (3) is true, while "large" values of CvM n or KS n imply the rejection of H 0 . Obviously, different test statistics could be developed by applying other distances, or choosing alternative weighting functions. For ease of exposition, we concentrate on CvM n and KS n .
Asymptotic theory
In this section, we establish the asymptotic distribution of the projection-based empirical processR p w,n (u) under the null hypothesis H 0 , under the fixed alternative hypothesis H 1 , which is the negation of (5), and under a sequence of local alternatives that converges to H 0 at the parametric rate n −1/2 , n being the sample size. In addition, we show that critical values can be computed with the assistance of a multiplier-type bootstrap that is easy to implement.
Asymptotic null distribution
The asymptotic distributions of our tests are the limiting distributions of continuous functionals ofR Let ⇒ denote weak convergence on (l ∞ (Π) , B ∞ ) in the sense of J. Hoffmann-Jφrgensen, where B ∞ denotes the corresponding Borel σ-algebra -see e.g. Definition 1.3.3 in van der Vaart and Wellner (1996) .
We assume the following regularity conditions.
Assumption 1 (i) The parameter space Θ is a compact subset of R k ; (ii) the true parameter θ 0 belongs to the interior of Θ; and
Assumption 2 (i) q(x, θ) is twice continuously differentiable at each θ in a neighborhood of θ 0 . Denote
Assumption 3 The parametric family of weight functions
is such that the equivalence between (3) and (5) holds. Furthermore, W is a Donsker class of functions.
Assumption 1 is a standard one. Under some standard moment conditions, it is satisfied for ML, NLLS and GMM estimators, for example. Assumption 2 is a condition concerning the degree of smoothness of the propensity score q(x, θ), and is satisfied for standard parametric models such as the Probit and the Logit specifications. Assumption 3 imposes some additional regularity conditions on the family of weights w and allows for the use of the most popular weight functions, including in particular the indicator and the exponential weights,
respectively.
Next, we derive the asymptotic distribution of the projection-based empirical procesŝ R p w,n (·) under H 0 . We do this in two steps. First, we show that, under H 0 ,R p w,n (·) is asymptotically equivalent, with respect to the supremum norm on Π, to the process
where Pw(q(X, θ), u) is as defined in (9). From this result it follows that the weak convergence under H 0 of the processR Theorem 1 Let Assumptions 1-3 hold. Then, under H 0 , we have that
where R p w,∞ denotes a Gaussian process with mean zero and covariance structure given
Theorem 1 and the continuous mapping theorem(CMT), see e.g. Theorem 1.3.6 in van der Vaart and Wellner (1996) , yield the asymptotic null distributions of continuous functionals ofR p w,n (u), including the test statistics CvM n and KS n given in (12) and (13), respectively.
Corollary 1 Under the assumptions of Theorem 1 and H 0 , for any continuous functional
Furthermore,
denotes the distribution function of q (X, θ 0 ), and
Note that the integrating measure in CvM n is a random measure, but Corollary 1
shows that the asymptotic theory is not affected by this fact. Further details can be found in the Appendix.
Asymptotic power against fixed and local alternatives
Now, we investigate the power properties of tests based on continuous functionals Γ(R p w,n ), like CvM n and KS n in (12) and (13), respectively. We consider both fixed and local alternatives that converge to H 0 at the parametric rate n −1/2 .
Next theorem analyses the asymptotic properties of our tests under the fixed alternative
Note that H 1 is simply the negation of H 0 (3).
Theorem 2 Suppose Assumptions 1-3 hold. Then, under the fixed alternative hypothesis
Theorem 2 implies that the test statistic Γ(R p w,n ) will diverge to infinity under the alternative hypothesis H 1 , because, under
for a set with positive Lebesgue measure. Nonetheless, it is important to observe that, since ours tests are based on (3), there are certain alternative hypotheses other than (16) in which our tests will have trivial power. These type of alternatives only arises
As pointed out by Shaikh et al. (2009) , the only case this happens is when the conditional expectation of D given a subset of available covariates is correctly specified, but the omitted regressors have non-zero effect on the true propensity score, e.g. when
As one can see, such
class of alternative hypotheses is rather exceptional. Furthermore, such cases can be circumvented by including all available covariates into the specification of q(X, θ 0 ).
Next, we study the performance of our projection-based tests under certain types of local alternatives. In particular, we derive the asymptotic distribution ofR given by
for some θ 0 ∈ Θ. The function r : [0, 1] → R is required to satisfy the following assumption.
Assumption 4 The function r(q(X, θ 0 )) is continuous in q a.s. and satisfies E|r(q(X, θ 0 )| <
∞.
Theorem 3 Suppose Assumptions 1 -4 hold. Then, under the local alternatives H 1n
given by (17), we haveR
where R p w,∞ is the same Gaussian process as defined in Theorem 1, and ∆ r,w is a deterministic shift function given by
Note that, in general, the deterministic shift function ∆ r,w (u) = 0 for some u ∈ Π, implying that tests based on continuous even functionals ofR p w,n (·) will have non-trivial power against local alternatives of the form in (17). A situation in which our tests will have trivial power against such alternatives is when directions r(q (X, θ 0 )) are a linear combination of g(X, θ 0 ), that is, when r(q(x, θ 0 )) = βg(x, θ 0 ) for some β. More precisely, in order to estimate the critical values, we propose to approximate the asymptotic null distribution ofR p w,n (u) by that of
Computation of critical values
where is simply given by Γ R p, * w,n . For instance, the bootstrapped versions of CvM n and KS n in (12) and (13), respectively, are given by
The asymptotic critical values are then estimated by
where P * n means bootstrap probability, i.e. conditional on the original sample {(
.
In practice, c Γ * n,α is approximated as accurately as desired by Γ R p, * w,n B(1−α)
, the
of Γ R p, * w,n .
The next theorem establishes the asymptotic validity of the multiplier bootstrap procedure proposed above.
Theorem 4 Assume Assumptions 1-3. Then 
Monte Carlo simulation study
In this section, we conduct a series of Monte Carlo experiments in order to study the finite sample properties of our proposed projection-based tests. In particular, the performance of our Cramér-von Mises and Kolmogorov-Smirnov tests CvM n and KS n given in (12) and (13) 
whereV n (h n ) is given in (4), and
Critical values for CvM n and KS n are obtained using the multiplier-bootstrap procedure described in Section 3.3. Fort T n (h n ) , we use the critical values from the standard normal distribution.
As in Shaikh et al. (2009) , we consider samples sizes n equal to 100, 200, 400, 500, 800 and 1, 000. For each design, we consider 10, 000 Monte Carlo experiments. The
used in the bootstrap implementations are independently generated as V with
, where κ = √ 5 + 1 /2, as proposed by Mammen (1993) . The bootstrap critical values are approximated using 1, 000 replications.
To compute Shaikh et al. (2009) test, we use the normal kernel
The bandwidth h n is chosen to be equal to cn −1/8 for c equal to 0.01, 0.05, 0.10, 0.15 and 0.50. Note that our selection of c goes beyond those considered by Shaikh et al. (2009) simulations (c = 0.05, 0.10 and 0.15). We do this to assess how sensitive Shaikh et al.
(2009) test may be with respect to the bandwidth h n .
Simulation 1
We first consider the following data-generating processes (DGP):
For each of these DGP, D = 1 {D * > 0} , ε ⊥ ⊥ (X 1 , X 2 ), where
and Z 1 and Z 2 are independent standard normal random variables. All the DGPs considered are taken from Shaikh et al. (2009) .
For DGP1-DGP5, the H 0 considered is
where Φ(·) is the cumulative distribution function (CDF) of the standard normal distribution. We estimate θ 0 using the Probit ML, i.e.
DGP1 falls under H 0 , whereas DGP2-DGP5 fall under H 1 . The simulation results are presented in Table 1 . We report empirical rejections at the 5% significance level. Results for 10% and 1% significance levels are similar and available upon request.
We first analyze the size of our test. From the result of DGP1, we find that the actual finite sample size of both KS n and CvM n tests is very close to their nominal size, even when the sample size is as small as 100. On the other hand, we find that Shaikh et al. We now go on to consider the relative performance of the tests in terms of power.
Our proposed KS n and CvM n tests performs admirably well for the DGPs given by DGP 2 − DGP 4, even with n = 100. In these scenarios, CvM n performs better than 
Simulation 2
In this simulation, we push forward the dimensionality of the covariates to see how our
and Shaikh et al. (2009) tests perform in scenarios with 10 continuous covariates. To investigate further this issue, we consider the following DGPs:
where X 1 and X 2 are defined as before, {X i } 10 k=3 are independent standard normal random variables, D = 1 {D * > 0} , and ε ⊥ ⊥X , with X = (1, X 1 , X 2 , . . . , X 10 ) . We increase the variance of ε to avoid D having a (close to) degenerated distribution.
For DGP 6-DGP 10, the H 0 considered is
We estimate θ 0 by ML. Note that DGP6 falls under H 0 , whereas DGP 7-DGP 10 fall under H 1 . The simulation results for DGP 6-DGP 10 are presented in Table 2 .
As before, we first discuss the size properties of the tests. From the results of DGP 6, we find that KS n and CvM n tests are oversized when n is relatively small, but as n increases, the empirical size gets very close to its nominal value. Shaikh et al. (2009) test, on the other hand, tends to be very conservative (with the exception when c = 0.01), and sensitive to the choice bandwidth.
Next, let us discuss the relative performance of the tests in terms of power. What is clear from Table 2 
according to the model given by DGP 7, and estimate a correctly specified propensity score model which include the interaction term between X 1 and X 2 , and also a misspecified model that simply omit such interaction. Figure 1 displays the resulting estimates of the CDF of such estimated propensity score models.
As one can clearly see, the two graphs lie very close to one another, suggesting that indeed alternative hypotheses like DGP 7 are hard to detect. Note: Simulations based on 10,000 Monte Carlo experiments. "CvM n " and "KS n " stands for our proposed Cramér-von Mises and Kolmogorov-Smirnov tests. "T n (c)" stands for Shaikh et al. (2009) 
Empirical Illustration
In this section, we provide an empirical illustration of our testing procedure. Specifically, we model the probability of having Internet access before and after the emergence of Napster (June 1999) and test whether these models are correctly specified. Hong (2013) uses these propensity scores as inputs into a difference-in-differences matching analysis of the effects of Napster on recorded music sales. Hong (2013) shows that in order to overcome compositional changes challenge, in which the treatment group (Internet users) may expand over time by including more diverse individuals, one should perform the matching based on at least two propensity scores, one for the probability of being a internet user before and one for after the emergence Napster. Following Hong (2013) we model the propensity score of Internet access separately for the pre-Napster and post-Napster period model. We consider a standard Probit model, with a vector of covariates X that includes all variables described in Table 3 . This is the specification used in Hong (2013). For this specification, we test the null
against H 1 , which is simple the negation of H 0 . Table 4 shows the test results for each sub-sample. P -values are based on 1,000 bootstrap draws.
At the 1% level, we see that Specification 1 is rejected for both the pre-Napster and post-Napster period. This finding suggests that the propensity scores used by Hong (2013) are misspecified, potentially raising some concerns about Hong (2013) findings.
To overcome such potential concerns one could use more flexible parametric propensity score models. Alternatively, one could adopt a nonparametric approach to estimate the propensity scores, see e.g. Li et al. (2009) . Given that the available sample size is relatively large and that only few covariates are continuous, the "curse of dimensionality" associated with nonparametric methods may not be severe. Thus, such an alternative seems indeed feasible. 
Conclusion
In this article, we have proposed new nonparametric projection-based tests for the correct specification of the propensity scores. We have shown that, in contrast to other proposals, our tests are asymptotically not sensitive to the estimation method used to estimate the propensity score under the null, and do not rely on the potentially ad hoc choice of bandwidths. We have derived the asymptotic properties of the proposed tests, and have proved that they are able to detect local alternatives converging to the null at the parametric rate, and that critical values can be easily computed via a simple multiplier bootstrap procedure. Our Monte Carlo simulation study illustrates that, for a large class of alternatives, our projection-based tests perform better in finite samples than existing tests, though there are some rather exceptional classes of alternatives in which our tests have trivial power. All these finite sample findings are in line with our asymptotic results.
Finally, our empirical application concerning the effect of Napster on recorded music sales showed the feasibility and appeal of our tests in relevant scenarios. Given that the validity of many policy evaluation procedures rely on the correct specification of the propensity score, we argue that the tests proposed in this article are important additions to the applied researcher's toolkit.
We would like to emphasize that our proposed specification tests can also be useful in contexts other than treatment effects, in which "selectivity" plays an important role. A leading example is in estimation with missing data when missingness is random conditional on a set of covariates, see e.g. Wooldridge (2007) . A common approach to overcome the missing data problem is to model the missingness probability with a parametric specification, and then rely on inverse probability weighted estimators. Our specification tests could then be straightforwardly applied to assess the reliability of the resulting estimator.
Appendix: Mathematical Proofs
We provide the proofs of the main theoretical results in this appendix. Several elementary lemmas are first established. Define an auxiliary process
The first lemma states that the processR w,n (u) in (6) is asymptotically equivalent under H 0 to the processR w,n (u) defined above.
Lemma 1: Under Assumptions 1-3 and under the null hypothesis H 0 , we have
Proof of Lemma 1: We write uniformly in û
where the second to last equality follows by the first order Taylor expansion and Assumptions 1 and 2.
Define the process
Since under H 0 the ε's are centered conditionally on X's, α n (u, θ) has i.i.d. centered summands. Clearly, the first term A 1n can be expressed as α n (u,θ n ) − α n (u, θ 0 ). Under Assumption 3, α n (·, ·) is asymptotically equicontinuous, see e.g. van der Vaart and Wellner (1996) . Sinceθ n → p θ 0 by Assumptions 1(iii), A 1n → 0 in probability uniformly in u.
For the second term A 2n , since by Assumption 1(iii),
to show that, uniformly in u,
However, this follows straightforwardly from the uniform convergence of
in u and θ together with the continuity of its limits.
With the help of Lemma 1, the next lemma establishes the asymptotic representation of the processR w,n (u).
Lemma 2: Under Assumptions 1-3 and under the null hypothesis H 0 , we have
Proof of Lemma 2: From Lemma 1, we have uniformly in û
By the Mean Value Theorem (MVT) and Assumption 1, the second term in the previous expression is
withθ n betweenθ n and θ 0 , where the latter equality follows by the uniform law of large numbers (ULLN) of Newey and McFadden (1994) , Lemma 2.4. This finishes the proof of Lemma 2.
Define the following quantitŷ
Lemma 3: Under Assumptions 1-3 and under the null hypothesis H 0 , we havê
Proof of Lemma 3: We can rewritê
We first show
. Note that
withθ n betweenθ n and θ 0 , where the second to last equality follows by the MVT, and the last quality follows from the ULLN of Newey and McFadden (1994) ), Lemma 2.4.
It remains to show that both C 2n and C 3n are asymptotically negligible. Note that
where the first equality follows by MVT, the second equality by ULLN of Newey and McFadden (1994) , and the last equation by Assumptions 1 and 2 as well as the law of iterated expectations under H 0 .
On the other hand, for the term C 3n , we get
following similar arguments in proving the negligibility of C 2n . Hence C 3n = O p (n −1/2 ) = o p (1). This ends the proof of Lemma 3.
The next two lemmas establish the uniform convergence of G n,w (u,θ n ) and ∆ −1 n (θ n )
to G w (u, θ 0 ) and ∆ −1 (θ 0 ), respectively.
Lemma 4: Under Assumptions 1-3, we have sup u∈Π G n,w (u,θ n ) − G w (u, θ 0 ) = o p (1).
Proof of Lemma 4:
The proof follows directly from the ULLN of Newey and McFadden (1994) .
Lemma 5: Under Assumptions 1-2, we have
Proof of Lemma 5: The proof follows from the ULLN of Newey and McFadden (1994) and the continuous mapping theorem.
Proof of Theorem 1: By straightforward decomposition, we havê
:=R w,n (u) − G n,w (u,θ n )∆ −1 n (θ n )Ŝ n .
By Lemmas 2-5, we have that For the test statistic CvM n , we will prove that Π Proof of Theorem 3: Note that under the local alternatives H 1n in (17), we have that uniformly in u ∈ Π:
ε i (θ n ) − r(q(X i ,θ n )) √ n P n w(q(X i ,θ n ), u)
r(q(X i ,θ n ))P n w(q(X i ,θ n ), u) The last step follows and we finish the proof of Theorem 3.
Proof of Theorem 4:
As in Theorem 1, we have the following decomposition:
By Assumption 3, it follows from a stochastic equicontinuity argument and the consistency ofθ n that, uniformly in u ∈ Π, 
