High-energy electrons that are used as a probe of specimens in transmission electron microscopy exhibit a complex and rich behavior due to multiple scattering. Among other things, understanding the dynamical effects is needed for a quantitative analysis of atomic-resolution images and spectroscopic data. In this study, state-correlation functions are computed within the multislice approach that allow to elucidate behaviors of transversely bound states in crystals. These states play an important role as a large fraction of current density can be coupled into them via focused electron probes. We show that bound states are generically unstable and decay monoexponentially with crystal depth. Their attenuation is accompanied by a resonant intensity transfer to Bessel-like wavefunctions that appear as Laue rings in the far-field diffraction patterns. Behaviors of bound states are also quantified when thermal effects are included, as well as point defects. This approach helps to bridge the Bloch wave and multisliced electron propagation pictures of dynamical scattering providing new insights into fundamental solutions of the wave equation, and may assist in developing quantitative STEM/TEM imaging techniques.
Introduction
The relativistically-corrected Schrodinger equation, as can be derived from the Dirac equation, is widely used to model high-energy electron propagation in crystals. Elastic scattering is arguably one of the fundamental mechanisms by which structural information is retrieved in (scanning) transmission electron microscopy, (S)TEM. Dynamical scattering also affects the spatial localization of electronic excitations as captured in the electron energy-loss spectroscopy.
Numerical simulations are required in many cases to assist image interpretation and to perform quantitative analysis. Furthermore, ensuing advancements in instrumentation, including electron detectors and high-energy electron optics, require that theory and computational technique developments also go in tandem [1] [2] [3] [4] [5] [6] .
Extensive theoretical and numerical work on elastic and thermal scattering of high-energy electrons in crystals can be found in the field of transmission electron microscopy. General approaches include the S-matrix, Bloch wave, and the multislice [7] [8] [9] [10] . There are also variations and hybrid methods tailored for inelastic scattering simulations and electron propagation in nonperiodic systems [11] [12] [13] . Solutions of the wave equation reflect crystal symmetries resulting in Bloch waves. It is known that such high-energy electron Bloch waves, in particular their wavefunctions transverse to the high-momentum direction, can be spread out or delocalized, and also dispersionless core-like states bound to atomic-columns. Boundary conditions at the crystal surface determine which states are populated. Theoretical work has shown that in STEM a highlyfocused electron beam can couple a large fraction of the current density into s-states bound to individual atomic-columns. Subsequent dynamics in conjunction with thermal effects has been suggested to be responsible for the observed contrast formation in high-angle annular dark-field (HAADF) and annular bright-field (ABF) imaging modes [14] [15] [16] [17] [18] .
The s-state models discussed in literature typically neglect 3-dimensional treatment of the bound states. Their excitation coefficients are assumed to be constant, but due to quasi-elastic thermal scattering phenomenological exponential decay factors are usually added. In this study, we apply new computational methods within the multislice approach to extract the high-energy transversely bound states and compute state-correlation functions. This allows to elucidate behaviors of bound states within a purely elastic scattering regime and their link to formation of Laue rings. Thermal effects in the frozen-phonon approximation and scattering from point defects in a form of substitutional atoms are also examined within this framework [19] [20] [21] .
This article is organized as follows. We review the numerical multislice approach to be used in the computational section. In order to analyze results presented in the computational part, we propose a model theoretical framework describing the high-energy electron atomic-column states. New computational techniques are then implemented within the multislice code and are used to quantify behaviors of bound states. Practical applications of the findings are discussed.
The wave equation and the multislice method
We seek solutions to the wave equation describing a high-energy spinless electron in an external electrostatic crystal potential. The usual ansatz is taken by factoring a large momentum plane wave along the optic-axis and a slower varying component, The subsequent numerical implementation can be arrived at in several ways, such as the original
Cowley and Moodie physical optics treatment, formal quantum mechanical operator method as described in [10] , among others [21, 22] . Here, we follow a formal integral approach [23] . One notes that terms in the brackets of Eq. (1.1) represent a transverse Hamiltonian with z-dependent potential. Eq. (1.1) has a mathematical form of a time-dependent Schrodinger equation and a general integral solution can be written as:
Above, is the z-ordering operator for the transverse Hamiltonian ( , ) in the brackets of Eq.
(1.1). The traditional multislice algorithm results from "Troterrization" (Suzuki-Trotter approximation) of the z-evolution operator in Eq. (1.2). In particular, z-axis is discretized with small steps ∆z, possibly of different sizes, and also some sort of an approximation to the continuous electrostatic potetial V(r,z) is applied. A straightforward approach is to integrate an atomic potential along the z-axis and replace it with a constant value for an extent ∆z. This translates to a subdivision of an entire crystal into slices stacked normal to the large momentum direction. The zvariation over each slice is replaced by a mean potential by averaging over the slice thickness ∆z:
The total electrostatic potential of a slice j is a sum i of atomic potentials assigned to j which are individually averaged along z. exhibit resonance phenomena and decay of bound states [24] [25] [26] [27] [28] . This is in contrast to the Bloch wave methods which explicitly seek stationary and linearly independent states of the high-energy electrons in crystals. In the following sections, we will analyze behaviors of states induced by zevolution operators in the multislice approach.
Theoretical framework
In this section, a theoretical model of atomic-column electron states is introduced. It will serve to analyze numerical results presented in Sections 3 and 4. This framework also helps to lay the ground for the numerical techniques presented in the Appendices. We note that this model framework is only approximate, since the excitation coefficients are assumed to be constant and states are linearly independent. Nevertheless, the high-energy electron bound states exhibit stationary-like behavior due to long lifetime of their resonance character, as will be shown numerically.
Atomic-column electron states
Starting from the paraxial Eq. (1.1), the total Hamiltonian is expressed as:
We seek solutions with a short-ranged isolated atomic-column potential satisfying periodicity ( , + ) = ( , ). According to the Bloch/Floquet theorem, there are solutions to Eq. (2.2) of the form:
The z-dependent functions are eigenstates of the Hamiltonian ℋ (Eq. 2.1) with eigenvalues , and obey periodicity ( , + ) = ( , ). Without loss of generality, z-periodic eigenfunctions ( , ) can be expanded in Fourier series. An arbitrary high-energy electron wavefunction is then decomposed into a linear superposition of (2.3) and has the following form:
The summation with respect to in (2.5) is to be understood as a sum over discrete bound states ( < 0) and an integral over the continuum of scattering states. Here, is a complex-valued expansion factor, also called an excitation coefficient, and is for now assumed to be constant. Using Dirac notation, the inner-product and orthogonality of eigenfunctions ( , ) are defined as: 
General remarks
To build a picture of the dynamics described above, it is worthwhile first to consider a Hamiltonian which does not depend on z, ̂( ), e.g. averaged continous column-string potential is used. The wavefunction expansion (Eq. 2.5) becomes ( , ) = ∑̂( ) −̂. Here, ̂̂=̂̂ and so eigenvalues ̂ are exactly the transverse electron energies corresponding to eigenfunctions ̂.
For a fixed relativistic γ-factor, the eigenfunctions ̂ form a complete and orthonormal basis for a Hilbert space ℳ = 2 (ℝ 2 ) where solutions admit a discrete bound (̂< 0) as well as absolutely continous scattering spectrum (̂> 0), for an isolated column. This is the starting point for traditional 1s-state models, which can be recovered in the current framework if coefficients ≠0 = 0 in the expansion Eq. (2.5).
The electrostatic potential is felt weakly along z at large energies and so the periodic columnpotential can be considered as a small perturbation to the fully-projected counter-part above. We then expect that 0 ( ) ≈̂( ) and ≈ 0 = 〈⟨ 0 | ( , )| 0 ⟩〉, which is a condition that ≠0 ≪ 0 ∨n. Eventhough this condition is met for many bound states, as we will find numerically, nevertheless, n=0 modes 0 ( ) are not eigenfunctions of ( , ) (see Eq. 2.1,2.2). The equivalent of the transverse energy ̂ is now instead the expectation value of ( , ) in an eigenstate: [29] . The states can thus be also qualified behaving as scattering(bound) if − ⊥, 2 > 0 (<0).
Excitation of electron states in crystals
At the crystal surface z=0, the incident probe is represented by a 2-dimensional transverse wavefunction. We decompose an initial state into a superposition of crystal electron states, Eq. 
Spatial form of wavefunctions
A subset of eigenstates that are studied here correspond to transversely bound states with < 0.
The azimuthal-invariance of an atomic column-potential implies that each transverse harmonic inherits this symmetry. It follows that ( ) amy be treated as eigenfunctions of a Hamiltonian with an effective 2D atomic-potential V(r). The general form of such wavefunctions in polar coordinates is:
The radial wavefunctions are characterized by the principal and the angular momentum quantum numbers, → . The angular-part is an eigenfunction of the orbital angularmomentum operator Lz , which can be labeled by l=0,1,2,3... as s,p,d,f…. [30] . States with l≠0 are doubly degenerate, although this degeneracy may be lifted within a crystal. Atomic-column bound states are thus called 1s, 2s, 2p, etc., and should not be confused with orbitals of atoms.
Given the localized nature of bound states, weakly-bound states in a full crystal potential could be constructed following the tight-binding formalism [31] . Eigenvalues , ⊥ will then generally differ from the isolated-column states:
The term corresponds to the eigenvalue of an isolated-column state, but which now also includes a correction from the full-crystal potential (e.g. inner-potential). The second term adds the transverse ⊥ -dependence, weighted with overlap integrals ( ). 
Electron states in

Subslicing
The STO crystal structure viewed down <100> is composed of a motif of three distinct atomic columns, pure Sr and O columns as well as a mixed Ti-O column. The unit cell along the beam direction is naturally sliced twice separating atoms within 1.9525 Å slabs. Note that higher harmonics, ( ) − , (Eq. 2.5) have associated longitudinal frequencies such that to sample them, and faithfully extract wavefunctions , the propagation steps in the multislice algorithm need to be finer. There is no unique way to accomplish this, and in fact, a subslicing scheme pertains to the accuracy of a scattering approximation from individual atoms, since steps become a small fraction of an atomic potential's range [21] . The method adopted in this article simply takes the two distinct periodic STO slices and subdivides propagation over their thickness into four identical substeps. In particular, propagation over each individual z-constant slice (Eq. 1.4,1. shows the transverse momentum probability distribution in these states and also corresponds to their far-field diffraction patterns. In the far-field, the Bessel-like functions have the form and radii of the first and second-order rings, referred to as higher-order Laue zone features (HOLZ) [34] . 
Wavefunctions
Dynamical evolution of bound states
By employing transverse modes of bound state eigenfunctions, such as the ones presented above, state-correlation functions are computed in this section. These complex functions relate to state excitation coefficients, while their absolute value squared is the survival probability (here also called state population), and can be tracked as a function of specimen depth. It is shown that an attenuation of a bound state is accompanied by an emergence of HOLZ rings. Individual atomic columns are examined, including effects of thermal displacements and point defects.
Attenuation of excitation coefficients
We use a normalized 1s-state' n=0 mode, The non-exponential transitioning interval ̅ ≈ 10 Å, more pronounced for Sr 1s-state, can be seen in Fig. 4b ), which is a zoomed-in interval from 0 to 70Å of Fig. 4a ). It reflects settling-in of the higher-order modes upon the state excitation with a pure n=0 mode, as mentioned in Sect. 2.3.
This effect is more pronounced for states that have larger amplitudes | ≠0 |.
The 1s-state survival probability functions plotted in Figures 4 a) 
Intensity in HOLZ rings
The appearance of HOLZ rings in dynamical scattering is associated with an excitation of bound states [7, 34] . To show quantitatively how these features are a result of bound state attenuation, we plot the intensity transfer from decaying Sr and Ti-O 1s states into the simultaneously emerging HOLZ rings in Figure 4c ). This graph is obtained by separately propagating initial states 0 1 within the multislice scheme and integrating the electron intensity | ( ⊥ ; )| 2 in the momentum-space as a function of z reaching thin annulus of width 1.0 Å -1 centered on the 1 st order HOLZ rings (Fig.   3h ). Fig. 4c ) accompanies the state decay plot in For completeness, a fundamental dynamical Bloch wave eigenvalue equation in crystals is presented in the Appendix. It is noted there that the matrix equation is non-Hermitian, although its full form is rarely used in actual calculations in the electron microscopy. factors to atomic scattering factors, 2) the frozen-phonon model thermal displacements (300K), and 3) without any thermal effects [35] . The values were obtained from the state spectra and fitting of the state population decays. Frozen-phonon and Debye-Waller methods show the real component of ε being pushed to higher values because of the effective interaction potential broadening experienced in both cases by a propagating high-energy electron. As is expected, the Debye-Waller approach predicts a much lower state population decay which is captured in the complex component . Note that the multiplicative interaction constant is slightly larger at lower accelerating voltages but Table I lists 
Bound states with thermal effects and point defects
Discussion
Certain conditions must be established in order for bound states to play a role in STEM/TEM imaging and EELS. Non-negligible probe current density needs to be coupled to these spatially localized states by maximizing their excitation coefficients (Section 2. Current work based on the robust multislice approach reveals initial dynamics at the sample surface, i.e. the complex settling of localized Bloch waves in the first few nanometers, and also helps to quantify strong HOLZ scattering components without use of phenomenological absorptive factors. Higher-order modes' transverse wavefunctions and the central regions of resonant Bessel waves have spatial localization over atomic-columns comparable in the extent to core atomic orbitals.
Hence, these dubious modes may have a non-negligible contribution to the ionization and coreloss EELS. Quantifying 3-dimensional distributions of individual dopants in bulk crystals is currently challenging for a number of reasons, including a rather coarse depth resolution achievable in STEM, and dynamical scattering effects. We briefly touched on the effect of point defects, quantifying how 1s-state population abruptly drops at the impurity positions in proportion to state population reaching that depth. Further work is needed to investigate how this intensity redistributes, which may allow to fingerprint such impurity scattering. Pixelated electron detectors could be used to tap diffraction intensity fingerprints of individual bound states excited in a sample, as well as decay contributions towards HOLZ features, which provide crystallographic information along specimens' depth-dimension.
Summary and Conclusions
One of the key findings in this study is a generic decay of bound high-energy electron states in crystals. The higher-order modes, analogous to the photon field-dressed states in driven quantum systems, appear to be responsible for the transitioning into the continuum of scattering states. The description of a probe-electron propagating in a crystal as a linearly independent sum of Bloch states is hence somewhat limited. However, bound states still retain their stationary-like character, but as long-lived resonances. The decay was shown here to result in a coherent intensity transfer into scattering states which form HOLZ rings. Use of absorptive scattering-factors and complex eigenvalues is commonly encountered in the phenomelogical Bloch wave, and sometimes multislice approaches, to treat thermal scattering. We found that within the frozen-phonon model bound states are still established, however, the monoexponential decay constants are enhanced.
Further systematic studies will help to determine relationship between the phenomenological absorptive factors and presently observed attenuation.
The numerical techniques that were employed here are auxiliary to the multislice approach. In particular, they merely extract the transverse wavefunctions and longitudinal frequencies that are naturally established within a multislice simulation. No fine unit-cell subslicing, as was done here, is necessary, to observe the decay and HOLZ features. Nevertheless, the subslicing allows to 23 analyse effects of higher-order modes, since these states have frequencies that require finer sampling. This article mainly focused on 1s-states, which play a major role in the atomic-resolution HAADF and ABF characterization with modern STEM instruments, since large fraction of the probe current density can be coupled into them. However, other bound states, e.g. 2p, 2s, molecular-like and hybridized states, are amenable to same techniques. Their contribution may prove important for other modes of imaging and spectroscopy. The framework of analysis and findings presented in this article will assist in quantitative information retrieval about a specimen via feature detection in pixelated electron detectors, efficient utilization of vortex beams and to gauge dynamical scattering effects in atomic-resolution electron energy-loss spectroscopy.
to recover relative weights | | by choosing appropriate initial trial and reference wavefunctions.
Furthermore, the phase factors in (we write = | | ) can be extracted from curve fitting of the correlation function (see Appendix 2) . The spectral peaks are broadened due to finite propagation depth T, and there is an intrinsic resolution and maximum value of : ∆ =2π/Z, and max= π/∆z, respectively. Complex eigenvalues could also be employed to take into account an additional Lorentzian broadening due to monoexponential decay of states. To uncover modes in the spectra with non-zero n requires reduction of ∆z, as can be seen by comparing with the expression for max. In this study, the subslicing is done according to the composition property of 's such that (∆ ) = [ (∆ / ) ] . Alternatively, a subintegration of atomic potentials can be used, which may provide a more accurate approximation to scattering from individual atoms.
The transverse wavefunction ( ) of a particular harmonic n can be extracted by multiplying both sides of Eq. (2.5) with a complex-conjugate phase-factor corresponding to a particular modes' longitudinal part 
The integration is replaced by summation of the propagated wavefunction, with the additional phase-factor The FFT algorithm used in the multislice imposes periodic-boundary conditions, hence the transverse numerical grid needs to be large enough to avoid wavefunction wrap-around and spurious interference effects for large propagation T. An absorbing smooth function with a form of a circular 2-dimensional Fermi-Dirac distribution was used here to prevent the wavefunction from reaching grid boundaries, in addition to clipping maximum transverse wavevectors to reduce aliasing errors.
A1.2 Quantum diffusion
The The QD is applicable to 0 transverse wavefunctions. However, now each targeted mode is 'dressed' with all the higher-harmonics composing the eigenstate and are being simultaneously amplified with fixed ratios. Therefore, care needs to be taken to minimize the contribution from these modes. To illustrate this effect, we plot in Figure A1 the state-correlation function propagated using the Wick-rotated axis with the multislice evolution operators .
The QD correlation function was obtained using Sr 1s 0 1 as a reference state and a wide Gaussian as an input (0). The resulting graph is purely real-valued and represents a monoexponential increase of all associated with the Sr 1 . The tooth-saw modulation arises due to piecewise constant potentials and show mainly the highest amplitude containing superposition of −1 1 and 1 1 modes, which form a standing sinusoidal wave. To obtain 0 1 ( ) wavefunctions with the least contribution from higher harmonics, the trick is to stop the QD evolution process at a value z which corresponds to the minima, i.e. where the sinusoid of the superimposed modulations is ~0. The quasi-energy ε κ can be extracted by fitting the QD correlation function, or approximately computed using Eq. (2.9).
A2. Fitting of bound state-correlation functions
The real and imaginary parts of the state-correlation functions of Sr and Ti-O 1s, obtained from simulations, are shown in Figure A2 . Tooth-saw appearance arises from the piecewise constant
Hamiltonians used in the multisliced propagation. The correlation functions were fitted in Fig. A2 b) according to: The fitting constants sought after are phases , . Real and imaginary parts of the eigenvalues, = −112.7 and = 0.00074, are extracted before hand via the spectral technique and fitting of excitation coefficient decays, respectively. The effective weigthing coefficients are realvalued here, obtained from the spectra and taken as constant from the onset z=0. Assuming that are constant rather than being populated within the transition interval ̅ causes some issues with normalization. To match Fig. A2 b) with A2 a) we introduce an ad-hoc overall phase-factor = /20 to Sr 1s state in Fig. A2 b) . It is then found that the sinusoid of n=1 modes is out of phase from n=0 by 1 =-π/2, while n=2 sinusoid shows 2 =π difference. This agrees with an inspection of 2p wavefunctions obtained via the spectral filtering method (Fig. 3 c,f ).
A3. Fundamental Bloch wave eigensystem
For completeness we quote here the Bloch wave eigensystem describing dynamical high-energy electron propagation in crystals. Starting from the fundamental equations: Otherwise, a non-orthogonal transformation of the eigenvectors can be introduced that renders the eigensystem symmetric, defining bi-orthogonal left-hand and right-hand eigenvectors (see for example [7] ).
