Abstract-Humans generally teach their fellow collaborators to perform tasks through a small number of demonstrations, often followed by episodes of coaching that tune and refine the execution during practice. Adopting a similar framework for teaching robots through demonstrations makes teaching tasks highly intuitive and imitating the refinement of complex tasks through coaching improves the efficacy. Unlike traditional Learning from Demonstration (LfD) approaches which rely on multiple demonstrations to train a task, we present a novel one-shot learning from demonstration approach, augmented by coaching, to transfer the task from task expert to robot. The demonstration is automatically segmented into a sequence of a priori skills (the task policy) parametrized to match task goals. During practice, the robotic skills self-evaluate their performances and refine the task policy to locally optimize cumulative performance. Then, human coaching further refines the task policy to explore and globally optimize the net performance. Both the self-evaluation and coaching are implemented using reinforcement learning (RL) methods. The proposed approach is evaluated using the task of scooping and unscooping granular media. The self-evaluator of the scooping skill uses the realtime force signature and resistive force theory to minimize scooping resistance similar to how humans scoop. Coaching feedback focuses modifications to sub-domains of the action space, using RL to converge to desired performance. Thus, the proposed method provides a framework for learning tasks from one demonstration and generalizing it using human feedback through coaching achieving a success rate of ≈ 90% .
I. INTRODUCTION
For collaborative robots to become ubiquitous in domestic settings, there is a greater need to reduce explicitly programming them to perform each task, by taking advantage of the different social learning strategies. This can be achieved through leveraging knowledge of tasks in the form of demonstrations from task experts (humans) who can work in such settings with ease. These approaches are broadly referred to as learning from demonstration (LfD) or programming by demonstration (PbD) [1] . LfD and PbD are very intuitive to humans because it is similar to how they teach a fellow human. These approaches need only demonstrations of the task and require minimal knowledge about robot configuration or programming, hence can be done with little to no training. Instead of providing the robot with multiple demonstrations, it is efficient to provide [2] robot test-bed with multimodal sensors a single demonstration followed by episodes of coaching making it natural for users to program the robot. These approaches, which use a single demonstration to learn task policy, are referred to as one-shot learning methods. The policy learnt from one demonstration can be incorrect or suboptimal, if the demonstration has ambiguity or is noisy. This reinforces the need for additional feedback through coaching, where, the human feedback is used to refine this suboptimal policy. Coaching feedback is a means to correct or extend the task to a desired task goal similar to how humans coach each other. For example, consider the task of throwing a basketball into the hoop. After teaching the basic technique for throwing the ball, the coach will then provide additional modifications to how the ball is thrown (arch, angle, speed) to adapt the throwing action to different distances from the basket. Hence, coaching complements the demonstration in learning a task. In this paper, we propose a framework for one-shot learning through coaching to learn the task policy from a demonstration to achieve different desired task goals.
The interface used for demonstrating the task plays a crucial role in LfD approaches, it determines the richness of data available to learn the task. Since many tasks in domestic settings require the robot to interact with the environment, making them contact-intensive or force-based, using interfaces like sensorized gloves [3] , or kinesthetic teaching (hand-held guiding) [4] which capture the forces makes it easier for learning the policy. But these interfaces are not ergonomic to the human demonstrator. Thus, a vision interface (Kinect RGBD camera) is used as the means to acquire the demonstrations in a natural way, while the robot learns the force signatures of the task through the means of self evaluating the policy learnt.
In the one-shot learning approach proposed, the task policy is learnt as a composition of a priori skills, which are pre-learnt sensorimotor primitives. Using a visual interface and one demonstration to learn from, enables a natural and ergonomic interface for task experts to program the robot through demonstration. But, estimating forces from a visual demonstration is difficult. This limitation is overcome through self evaluating using real-time force signatures and force models. This is motivated by the [5] , where an evaluator evaluates the performance of a port based object, and this performance metric is used as evidence for self-adaptation. Similarly, here the robot evaluates the performance of each skill and then tunes the skill parameters such as force signatures or trajectories using Q-Learning. Additional domain information like force models for fluids and granular media are provided to estimate baseline forces which are used to reduce or bias the RL action space. Thus, the proposed approach generates a policy for task execution as follows, segment the task into sequence of skills, refine the skills using self-evaluation and finally correct or extend the policy through coaching.
Coaching in this framework is formulated as a reinforcement learning problem, where the human feedback is used to form the reward function and create the action space. This differs from earlier human-in-the-loop RL approaches that use feedback directly as the numeric reward, which has been shown to be ineffective [6] . The self-evaluation and coaching components create a two level policy refinement framework, where the self evaluation module tries to locally refine the skills to match the demonstrated performance, and coaching step aims to extend or correct the errors in the learnt policy. The proposed framework is evaluated with scooping granular media as the task, using the SuperBaxter robot testbed shown in Fig. 1 , where self-evaluation layer attempts to achieve scooping with least resistance and coaching is used to extend the task to unscoop specified quantities.
II. RELATED WORK
Different LfD architectures have been explored that employ various machine learning techniques, such as Gaussian Mixture Models, Hidden Markov Models, Neural Networks, Dynamic Motion Primitives [1] , [7] . These methods require multiple demonstrations and are based on generalizing using demonstrated kinematic states. Extensions to these methods used reinforcement learning for learning contact-intensive tasks [1] , but require creating well-tuned reward functions. Inverse Optimal Control or Inverse Reinforcement Learning [1] , [8] propose methods where RL policy rewards are inferred from the demonstrations rather than being provided. Kinesthetic demonstrations provide necessary force information to learn contact-intensive tasks [9] , [10] which visual demonstrations do not easily provide. Here, a generalized approach to learn contact-intensive tasks from visual demonstration is proposed, where a gross policy is learnt from demonstration based on physical interactions among agent and objects, and the corresponding forces are self learnt by the robot using reinforcement learning.
LfD paradigms today have transitioned to using only few to one demonstration to infer the task. In these cases, methods like inverse reinforcement learning would not help as these methods depend on multiple demonstrations to shape the reward functions. A one-shot gesture recognition method is presented in [11] , where multiple instances can be created from one example video by using Gaussian mixture regression, around inflection points in the trajectory. One shot learning methods [12] have also been used to infer the task directly from a single demonstration using policies learnt for related tasks. Using one demonstration which does not address ambiguities in the task, results in a suboptimal learnt policy. This can be overcome by using human in loop coaching or evaluation frameworks, where human feedback can be used to correct, generalize or extend the learnt policy.
Early works in coaching include various forms of human feedback based reinforcement learning methods [13] . In these RL methods a human trainer provides a reward to the robot agent during the agent's policy execution. Other actor critic [6] methods have also been used to perform coaching using policy dependent feedback methods. In these methods, the feedback provided by the human is a direct reward value depending on the action the agent takes. Thus, these approaches use human in the loop only for evaluation rather than to coach an action to achieve the task goal. Kinesthetic coaching methods [14] , [15] involve having a human teacher refine the learnt policy by manually making adjustments on the robot kinesthetically during its policy execution. [16] uses multiple forms of human coaching to determine which method among visual feedback, positional feedback and force feedback works best among subjects using the coaching interface. The results from our self-skillevaluation experiments indicate that introducing coaching in our LfD approach shall improve task performance. The human feedback provided in this paper is not used as the direct reward metric unlike earlier methods, rather we use the feedback to shape our reward function. An additional coaching parameter is provided which is used to shape the action space the robot needs to achieve the specified goal. The two coaching parameters provided to the robot agent are only guides which are further shaped/modelled to help achieve the skill goals.
III. TASK LEARNING FROM DEMONSTRATION
This section describes the proposed LfD framework, with self-evaluation and coaching. The task policy is learnt as a composition of parametrized a priori skills whose initial parameters are obtained from the demonstration and object property database. Then self-evaluation layer is described, which tunes the skill parameters to achieve the demonstrated goal state at end of each skill. Finally the coaching layer is explained, which incorporates user feedback to extend the learnt policy. The entire framework of the proposed approach is shown in Fig. 2 . 
A. Policy inference from vision
The demonstration obtained is in the form of a single RGB-D video recorded using Microsoft KINECT. The robot has a pre-learnt database of objects, containing features and possible states for different objects. The features include mass, stiffness, shape signatures, states like peeled or unpeeled for vegetables, grasp orientation and filled/empty status of containers. This one-shot task learning is inspired by other one-shot methods which use characteristic key points [17] , [11] in the trajectories to break it down into segments. The inference framework uses physical interaction keypoints (PIKs) to segment the demonstration into skills (sensorimotor primitives). PIKs signify points on the hand trajectory where there is change in contact condition between agent and object or object in hand and any other object in the scene. Two binary features φ i signifying interaction between hand and object nearest to hand, and ψ i between object in hand and nearest object in the scene are computed, which indicate interaction (1) or lack thereof (0),. The PIKs indicate the points of transition from one skill to next, and are used for temporal segmentation of the entire demonstration into multiple segments Θ i . For each of the segments, relative motion trajectories X i between hand and the object it is interacting with are extracted. If the hand is not interacting with any object i.e. φ i = 0 then the relative motion trajectories are computed with the object it interacts with in segment Θ i+1 . Then each segment is represented as
where Y i is the absolute velocity of the hand, and
Let the skill class label of segment Θ i be C i . Then the set of φ i , ψ i , u(Ẋ i ), the class label of previous class C i−1 , and object ID values is used to classify each segment Θ i into a priori skill using decision tree classifier. The learnt policy is obtained in two steps -firstly, the sequence of the inferred skill classes is obtained as above. Then any necessary skills required for transition from skill C i to C i+1 are added into the sequence. The final learnt policy is the sequence of the a priori skills,
where s * i is the state of object agent is interacting with after skill C i in the demonstration. This state is the reference goal state for the skill execution. m is the number of skills and Θ i the i th demonstration segment. Each skill C i is associated with an execution sensorimotor control model to perform the skill. This is described in the following section.
B. A priori skills
A priori skills are atomic sensorimotor control actions which the robot can perform. Fig 3 shows some of these skills. Each skill is defined as a control action with a particular sensor feedback and goal condition. The database of skills is segmented into two types -force-based and positional. Force-based skills have an impedance control policy for achieving desired force trajectories and positional skills have a positional control policy as shown in 2. Let the state of the system be denoted by s, the pose at time t by x t , the goal state by s * , and the desired pose by x d . Then, the skill control policy for kinematic skills can be defined as follows,
, where k 1 and k 2 are gain parameters, f is the total sensor feedback error function which depends on the desired pose x d and goal state. We use an impedance control policy for force-based skills like move with contact as follows,
where τ is the 7-dof joint torque vector, J(θ t ) is the Jacobian at joint configuration θ t and F d is the desired pose at the end-effector. The feedback error function is a combination of feedback from the different sensing modalities based on the skill being used like tactile forces for grasp skill and vision for visual servoing.
C. Inferring force signatures
For tasks that involve manipulation in any other media than air, like stirring, scooping granular media, digging, humans generally adapt a goal driven least resistance or least effort path. Instead of the skill reinforcement learner searching the entire space for least resistance path, we bias the action space based on expected theoretical least effort path estimated using force models. Essentially, the action space is constrained to be bounded orientation changes around the least resistance path, to account for assumptions in the force model. The least effort path in media is computed using a variational approach, where the path is the functional to be estimated. Force in a granular or fluid media can be modelled using resistive force theory [18] as shown in the equation below.
where dF ⊥ is the resistive force normal to the direction of motion and dF || is the frictional force on the surface. For granular media the forces are found to be,
where kρg|z| is the pressure at depth |z| due to weight of material, with effective density ρ and k is a constant based on material (k=2.5 for glass particles with diameter 0.3mm).
The least effort path is computed by minimizing total work done along the curve, from a given start pose to end pose obtained from demonstration. This is computed using the KKT conditions as follows,
w(x) subject to h(x) (8)
where g(x) is the 6-DoF pose trajectory of the robot, h(x) is the boundary conditions i.e. h 1 (x 1 ) = h 2 (x 2 ) = 0 where x 1 and x 2 are start and end poses of the trajectory in the media. Solving this gives the least effort path around which the action space for RL is defined.
D. Self-evaluation and Reinforcement learning
As described in section III-A, the task policy is the sequence of the skills as observed in the demonstration. The a priori skills have an evaluator associated, which tunes the skill parameters to achieve demonstrated performance. Each skill has different parameters that can be refined using the evaluator to specialize the skill to the demonstrated task. For example, the move with contact skill has parameters of trajectory and contact force. The trajectory can be obtained for the video of demonstration, but the contact force should be refined to achieve demonstrated performance.
Self-evaluation is done by means of Reinforcement Learning. In essence, the robot agent performs an action from a set of actions as part of its exploration to achieve a desired state change. Each action would generate a sensor-based feedback which would help model the reward. The goal of the reinforcement learning algorithm is finding out the policy (set of actions to take) that maximizes the agents rewards. This potential reward is a weighted sum of the expected values of the rewards of all future steps starting from the current state. The learning is performed over a finite set of iterations. The states, actions and rewards enlisted below are the input to the learning algorithm.
1) State Space: The state space within our RL framework is dependent on how we define our environment and the elements within that environment. The states are defined depending on the reward outcomes at each state. The goal state is already known to us to help tune the skill. In this paper, we deal with binary state space where we are either in the desired state which would provide us with a maximized reward that depends on the feedback obtained for the desired state, or alternatively, we are in a state which is not the desired state leading to a reward value that need not be zero but is definitely lesser than that of the reward obtained when present in the desired state.
2) Action Space: Through the inference from a demonstration, we obtain a baseline trajectory for any skill that was demonstrated. The self evaluation RL framework tunes features in this trajectory and these features in their ranges represent the action space. The baseline trajectory is tuned to obtain the desired trajectory for the desired skill. This tuning (force tuning in our experiments) is also performed due to the fact that vision cannot help estimate all the required information from the trajectory especially in tasks where other sensing modes are involved. The baseline trajectory is sampled into multiple points and on each point an action can be performed. In our experiment, each of these points can be tuned to an orientation to achieve the least resistive force along that point in the trajectory while doing the scooping action.
3) Rewards: The reward for the reinforcement learner is a function of the force feedback obtained from the environment after performing the desired action. This is different in comparison to using binary rewards where we can only hope to get a reward in the goal state. Since our defined state space is binary, we can model the reward function to provide a reward for cases where we are not in the desired goal state.
The reward for the reinforcement learner is a high positive reward if desired goal state s * is reached, or, a lower positive reward if it remains in the same state that is not the desired goal state. Let system transition from current state s to new state s on performing action a. Then the reward is given by,
where δ s ,s * is the Kronecker delta function resulting in 1 when s * and s are same and 0 otherwise and c 2 > c 1 > 0 4) Q Learning: Q learning [19] is a form of temporal difference learning. The motive of Q learning is to learn a policy that maximizes rewards over time by performing the best action at a given state. The algorithm uses Q values which are defined for every state action pair. Each q value is the maximum expected future reward for every state action pair. Q Learning has no defined policy initially and it works on improving the policy or achieving the desired policy over time by performing a set of state action trials. The best action at any state is the largest q value corresponding to an action for that state in the Q table.
In our application, we use the Q learning algorithm to perform self-evaluation and help tune our trajectories to optimize the skill in modalities that cannot be inferred through vision. A new Q table is assigned every time the robot encounters an object, whose properties are completely different from the objects the robot has been dealing with so far. This would ensure that the RL framework can optimize the skill for multiple classes of objects or multiple groups of objects. The Q learning algorithm has two hyperparameters we deal with. Learning rate determines how much weight we give to the current q value versus the older q value. The second hyperparameter of importance is the discount rate. Discount factor determines how to give higher weight to near rewards received than rewards received further in the future.
E. Coaching
Once the task is learnt by means of inference and selfevaluation, a task expert or coach would guide the robot to explore and globally optimize the task performance by providing inputs. Coaching enables extension of learnt policy by tuning parameters to achieve different goals. For example, if the task is shooting an arrow, first a policy is learnt to shoot the arrow. Then the coach would provide inputs on amount of pull and angle of release to shoot the arrow at targets in different distances (different goals). Coaching in the proposed approach is achieved through a a multi armed bandit reinforcement learning approach, where the task expert is prompted by the robot to provide a specific task goal and the required action space as the coaching input. These inputs are used to optimize the task policy. The coaching feedback on action is a sense of direction for the Fig. 4 : The least resistance path estimated using resistive force theory robot agent guiding it to move along a path provided by the task expert. Since the robot only gets a vague idea of what is to be done from the coaching input, it uses the Reinforcement Learning framework to help tune the policy to accomplish the desired goal. The other input is the specific task goal, a numeric input, that is treated as the desired state to be achieved and the rewards to the reinforcement learner would be modeled as a function of the feedback the robot obtains when tuning the skill to achieve the desired state similar to the reinforcement learner used in the self-evaluation scenario. Section IV provides more details on how a coaching input is provided in our experiments in the context of a scooping task.
IV. EXPERIMENT
To evaluate the extended one-shot learning approach, we use scooping granular media (steel ball bearings) as the task. The task involves scooping ball bearings from one container and unscooping into a different container. The policy is learnt as composition of sensorimotor skills some of which are tuned to achieved observed performance. The learnt policy is extended through coaching to scoop and unscoop desired amount of media. Scooping was chosen because it is a very common task in homes, kitchens, restaurants, and industries like in glove box operations. We consider the action of scooping to be the task learnt through the inference from demonstration and the coaching section would coach the robot on how to unscoop specific desired quantities provided by the coach.
A. Demonstration
A single demonstration of the task is performed by the task expert. Importance is given to the task of scooping during inference which will then be tuned using self evaluation. The coach can choose to modify any of the skills, but here we use coaching to transfer desired amount of media. Hence the unscooping skill is modified using an RL framework through coaching The example of the demonstration used is shown in Three PIKs were identified in this task -when scooper enters the box with media, scooper leaves the box with media, and when media leaves the scooper at start of unscooping. For the scooping task the policy learnt after identifying keypoints, segmenting, and classifying is,
where skill C 1 is approach with container as reference, skill C 2 is scoop, C 3 is move to goal, and C 4 is unscoop. The object states include position and orientation of tool w.r.t container and goal, and forces on the hand. The containers and the orientation of scoop is detected through vision and embedded encoders. The forces experienced by the hand is estimated using the 6-DoF Force/Torque sensor in the Barrett hand.
C. Execution
For both the scoop and unscoop skills force sensor readings are used as feedback for the skill execution as described in the a priori skills section. The execution of the learnt policy is done based on the control policy described in section III-B. The control policy for approach is a PD controller performing visual servoing. The execution controller for scoop uses a force controller. The unscoop skill uses position controller but with force as the feedback to ensure the material was successfully unscooped. The execution of the learnt policy by the robot is shown in Fig. 6 . For tuning the skill we use Q Learning bootstrapped with baseline least effort path which is shown in Fig. 4 .
D. Self Evaluation
The state space is essentially binary with two states in our specific experiment of scooping. The transition from the current state to the next state occurs when the robot performs the scooping task by experiencing the least effort which is the reward. The action space is not the trajectory inferred from the demonstration but rather discrete points along the trajectory that can orient themselves within a bounded action space. The goal of the self evaluation is to optimize the orientations across the trajectory such that the minimal effort is obtained when performing the tasks of scooping. Rewards is chosen to be a function of w(g(x)), which is the effort. 
E. Coaching
Once the robot performs self evaluation and learns to perform the task of scooping, it prompts the task expert for the desired task goal which in our case is to unscoop a desired quantity. The task expert inputs a desired weight quantity which is a numeric value the robot has to unscoop. The robot agent then prompts the task expert for the coaching input regarding action to be modified. This input can be one of seven possible values x, y, z, roll, pitch, yaw each associated with a particular degree of motion for the robot.The coaching input specified for unscooping by the task expert is the pitch angle. The coaching input also specifies what direction the action space is to be defined in (down) depending on the degree of motion chosen (pitch). Once the coach input (pitch, down) is provided we define our action space across that input space. The orientation actions were discretized into 7 0 steps. The starting position and orientation of the hand in our action space is obtained from the demonstration when the user moves to a start location after scooping. Once the action space and unscoop quantity (task specific goal) is provided, the robot agent uses reinforcement learning to refine its orientation to achieve the desired unscooping quantity thereby optimizing task performance. Fig. 7 shows the robot performing the unscooping task. Using the task experts inputs provided we were able to coach the robot to unscoop desired quantities as required. The learning algorithm used an epsilon approach to handle exploration vs exploitation. Epsilon was modeled such that initially we have a higher weight towards exploration and, as the epochs increase, we provide higher weight to exploitation. Convergence was obtained within 30 iterations as seen in Fig. 8 . The robot managed to unscoop the desired quantity specified by the user through the proposed human in loop reinforcement learning framework by means of coaching.
Method
Successs rate LSTM 15% Our method without coaching 54% Our method with coaching 89%
TABLE I: Success rates for the scooping and unscooping task with specific mass of material to be unscooped.
To evaluate the task performance of the proposed coaching architecture it was compared against two methods, an LSTM based approach and one shot learning approach without coaching. The evaluation was carried out for 50 trials. Each trial involved the task expert performing a demonstration and the robot executing the task after the demonstration. At the end of each demonstration by the task expert the quantity unscooped was used as the task goal. The LSTM approach was implemented similar to the architecture mentioned in [20] , and was trained over 100 samples of the task prior to evaluation. The proposed coaching architecture uses only first trial to learn the policy and the subsequent trials were evaluated using the quantity unscooped as the coach input. The execution was deemed successful if the quantity unscopped was within 10% of the observed quantity. Table I shows the success rates for the three methods. The proposed coaching architecture achieved a success rate ≈ 90% inspite of the policy being learnt from one trial.
V. CONCLUSIONS In this paper, we presented a coaching framework to extend policies learnt through one-shot learning from demonstration using our Super Baxter robot. Reinforcement learners are used to perform self-evaluation which is used to tune a set of skills. The goal is to perform such skills as observed and provide coaching through feedback from task experts in a natural manner. Such feedback is used to extend the learnt policy to globally optimize the task performance . The policy is extended so as to be adaptable to specified task goals, in turn, enabling generalization of the learnt model. The proposed framework was evaluated using the task of scooping and unscooping, where the desired task goal was to transfer a specific amount of granular material. The framework uses force models to bootstrap self-evaluation RL to reduce the search space hence, enabling faster convergence to observed policy. The transferred specific amount in the scooping task was seen to converge within 30 episodes, signifying the success of the proposed method. The presented coaching methods implemented in this paper can be used on any task to extend the task capabilities or to correct suboptimal policies by guided feedback from the task experts.
