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Analog models of earthquakes and seismic cycles are characterized by strong variations
in strain rate: from slow interseismic loading to fast coseismic release of elastic energy.
Deformation rates vary accordingly from micrometer per second (e.g., plate tectonic
motion) to meter per second (e.g., rupture propagation). Deformation values are very
small over one seismic cycle, in the order of a few tens of micrometer, because of the
scaled nature of such models. This cross-scale behavior poses a major challenge to
effectively monitor the experiments by means of digital image correlation techniques,
i.e., at high resolution (>100 Hz) during the coseismic period but without dramatically
oversampling the interseismic period. We developed a smart speed imaging tool which
allows on-the-fly scaling of imaging frequency with strain rate, based on an external
trigger signal and a buffer. The external trigger signal comes from a force sensor that
independently detects stress drops associated with analog earthquakes which triggers
storage of a short high frequency image sequence from the buffer. After the event has
passed, the system returns to a low speed mode in which image data is downsampled
until the next event trigger. Here we introduce the concept of smart speed imaging and
document the necessary hard- and soft-ware. We test the algorithms in generic and real
applications. A new analog earthquake setup based on a modification of the Schulze
ring-shear tester is used to verify the technique and discuss alternative trigger systems.
Keywords: analog modeling, digital image correlation, seismotectonics, data analysis, monitoring
1. INTRODUCTION
During earthquakes elastic stress and strain is suddenly released in the lithosphere, causing abrupt
relative motion of two adjacent crustal blocks. Earthquakes are usually bound spatially to a
discontinuity (e.g., fault, or fault zone) and often occur in a quasiperiodic manner over geological
timescales (ka to Ma) (Hyndman and Hyndman, 2016). According to the elastic rebound theory,
each earthquake is preceeded by a period of seismic quiescence, followed by the earthquake and
associated postseismic deformation (Reid, 1910). This cyclic behavior is termed “seismic cycle”
and is the basis for assessing the geologic evolution of a seismogenic fault and the seismic hazard
associated with it (Scholz, 2010). It is characterized by strongly contrasting strain rates in the
interseismic and coseismic phase. During the interseismic period the system is frictionally locked,
loaded at low rates (mm/a) and elastic strain gradually builds up (Tse et al., 1985; Schurr et al.,
2014). In some cases the fault is not completely locked and shows slow creep deformation, e.g., in
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the form of slow slip events (Ide et al., 2007; Bürgmann, 2018). If
the accumulated strain leads to stresses that exceed the frictional
strength of the locked patch, a slip event nucleates and results in
an earthquake with slip velocities in the range of m/s.
Although the recurrence behavior of earthquakes on a single
fault is quasiperiodic, under the assumption of constant loading
rates and frictional parameters, it is not possible to predict the
onset of seismic slip (Ben-Zion et al., 2003). Therefore, numerical
simulations and physical experiments have been designed to
model fault slip and the seismic cycle (Rosenau et al., 2017).
Because of the multiscale nature of fault slip, many numerical
simulations are limited to either short (e.g., rupture models)
(Heinecke et al., 2014) or long timescales (e.g., geodynamic
models) (Dinther et al., 2013). Only few numerical techniques
allow the combination of short term and long term processes,
and frequently the parametrization and implementation of
the non-linear, multiscale interactions between the long and
short timescales remains difficult (Avouac, 2015). Seismotectonic
analog experiments allow to address the multiscale nature of slip
on a laboratory scale and may provide additional insight into the
deformation over multiple seismic cycles (Rosenau et al., 2017).
Even though the analog experiments are strong simplifications
of a seismogenic fault system, they inherently show stick-slip
dynamics without the need of a complex integration scheme
(Caruso et al., 2007; Markovic´ and Gros, 2014).
The strong variation of slip rate during the interseismic
and coseismic period is the main challenge for monitoring the
physical experiment (Figure 1). To capture the full rupture and
associated coseismic deformation, the camera has to run at high
image rates. Usually, there are two modes of recording a slip
event. Either the camera is always running at high frame rate,
and the images are only stored after a trigger is send (typical
for very high speed cameras F > 1kHz). This only captures one
rupture at a time, and does not provide constant monitoring over
the complete seismic cycle. The other possibility is to monitor at
a constant frame rate and storing all the images. This provides
a constant monitoring but requires large amounts of data to
be stored during an experiment which either is limited by the
total amount of storage available (e.g., on the harddrive) or by
the maximum rate of data transfer (e.g., memory to harddrive).
Although, some cameras allow a change in recording frequency
during the recording, this is not possible for experiments with
non-predictable and very short events (td < 3s), because the
event is over before the frame rate can be adjusted manually.
The images taken during the experiment are then processed
using digital image correlation which yields the displacement
field of slip on the fault. Ideally, the experiments run for a long
time, to supply a large number of seismic cycles under constant
experimental conditions (N > 100), for a good statistical
analysis. For the presented experiments, this means a very large
number of images which have to be processed which takes a long
time, even when using a longer time interval and fewer images,
the slip events have to be selected and individually processed.
In this study we present a new technique which allows for
continuous monitoring of seismic cycles in seismotectonic scale
models and analog earthquakemodels. The setup provides in-situ
of shear stress and dilation, under variable normal stresses and
loading rates, combined with a dynamic imaging technique. The
measurements coming from the setup are used to trigger a switch
from low to high framerates, resulting in drastically reduced
amounts of data generated by the monitoring system. Moreover,
the trigger system is combined with a buffer of images, supplying
a temporary storage, which is used to fetch a certain amount of
older images previously taken. Internally in the camera system
this is implemented similar to a first-in-first-out (FIFO) but with
access to the contained elements. This allows to increase the
total duration of an experiment, while maintaining the ability to
monitor the onset of seismic slip and the coseismic deformation
at high rates.
2. EXPERIMENTAL SETUP AND METHODS
To produce regular stick-slip oscillations we utilize a rotary
shear apparatus (ring-shear-tester), normally used for testing
granular material properties (details in Schulze, 1994; ASTM
International, 2016). Two different sets of experiments are
used to show the performance and suitability of the triggering
mechanism. The first configuration uses the ring-shear-tester in
standard configuration, filled with rice which produces strong
stick-slip events that are very regular (Rosenau et al., 2009). The
second configuration is a rotary version of typical block sliders,
featuring an annular gelatine block that slides on glass beads. The
individual experiments are monitored using a camera system that
is connected with the triggering system. A complete overview of
all components used and how they are connected is provided by
Figure 2 and Table 1.
2.1. Experimental Setup
A Schulze ring-shear-tester (Schulze, 1994) is used as a basis for
the experimental setups (Figure 2). This machine measures shear
forces during rotary shear of a granular material (e.g., sand, glass
beads; see also Panien et al., 2006; Klinkmüller et al., 2016; Ritter
et al., 2016). During the experiment, it is possible to vary normal
load and shear velocity. The ring-shear-tester uses a cantilever in
combination with a motorized weight to hold a constant normal
stress. The cantilever pulls the lid downwards onto the sample
inducing normal stresses of 0.5–20 kPa. A digitally controlled
motor rotates the shear cell at velocities VL in the order of 10
−4
to 10−1 mm/s. For the experiments in this study, we use velocities
from 8.3 × 10−4 to 1.6 × 10−2 mm/s and normal stresses
between 5 and 20 kPa. A twin beam system coupled to inductive
displacement transducers measures the shear forces during the
experiment at a frequency of up to F = 50kHz. The stiffness of the
complete experimental setup is k = 1, 354Nm (Schulze, 1994).
2.1.1. Standard Configuration
We use the ring-shear-tester RSTpc.01 in standard configuration
with the annular shear cell that has an inner sample diameter
of 10 cm, an outer diameter of 20 cm, and a thickness of 4 cm
(Figure 2A, cell type (Schulze, 1994). The aluminum shear cell
has a high friction bottom, defined by evenly spaced grooves.
As granular material we use a typical “thai” rice (sample “RI-
1,” Table 2), which has previously been found to show ideal
stick-slip characteristics that are needed to test the triggering
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FIGURE 1 | Comparison of the slip velocity in the experimental setup during the interseismic (Left) and coseismic (Right) phase. The slip velocity during an event is
almost 2 orders of magnitude higher than during the interseismic phase. The colorbar is valid for both plots.
FIGURE 2 | Schematics and photographs of the setups on which the trigger algorithm is tested. (A) Standard configuration with cell and high stiffness. The basal cell
is rotated while the lid is stationary and used to measure the shear force. According to Schulze (1994), a shear zone forms below the lamellae within the glass beads.
(B) Half-elastic configuration with a rigid base block, an elastic gelatine ring with a layer of glass beads in between. Here the shear zone originates at the contact
between gelatine and glass beads.
algorithm (Rosenau et al., 2009, 2017). A solid, aluminum lid,
with lamellae providing a high friction interface, is placed on top
of the rice. The upper surface of the lid is covered with a white-
on-black random pattern of dots, which is ideal for the later
digital image correlation (section 2.2). Because the lid is rigid,
only the bulk deformation of the rice is recovered by monitoring
the surface. We use this setup to illustrate the performance of
the trigger system, because it produces almost perfect stick-slip
cycles with a very long interevent phase in comparison to the slip
events.
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TABLE 1 | Components and input parameters needed for the triggering algorithm.
Used Alternative
Experimental setup Ringsheartester - Schulze RST.pc01 Any other setup with sensors
Digitizer and triggering National Instruments CompactRIO Any programmable microcontroller with integrated FPGA, e.g.,
Arduino + MKR Vidor
+4 channel analog card
+16 channel digital card
Camera system LaVision Strainmaster Controller Digital camera that allows remote triggering with external signal
+ Camera Imager MX4M (4MPx, 8–12 bit, 1–700Hz)
Trigger software “Ringshear-Control,” self developed LabView software Software adapted for used microcontroller
Camera control software LaVision StrainmasterDIC 1.1.0+ or DaVis 10+ Camera control software for used camera
TABLE 2 | Recording rates and data savings per experiment.
No. VL Framerate Images Data Savings (%)
mm/s Low (Hz) High (Hz) Taken Full Used (GB) Full (GB)
GB-1 8.2×10−4 0.5 10 1,930 18,635 8.6 82.9 GB 89.6
GB-2 1.7×10−3 1 25 4,335 47,767 19.1 210.6 GB 90.9
GB-3 1.7×10−2 1 25 1,403 2,852 6.2 12.5 50.8
RI-1 8.2×10−4 1 500 45,260 862,913 17.6 335.8 94.8
2.1.2. Block Slider Configuration
For the block slider model, we use a thinner shear cell (Figure 2B,
gelatin not included in the image), which is completely filled with
glass beads (samples “GB-1” to “GB-3,” Table 2). On top of the
glass beads an annular ring of gelatin provides elastic boundary
conditions and acts as a lid. The gelatine is 25w% pig skin gelatin
(Italgelatin, see also Di Giuseppe et al., 2009) which has a Young’s
Modulus E ≈ 150...200kPa and is transparent. On top of the
gelatin a polycarbonate lid provides a stiff connection to the force
transducers and provides the possibility to observe the glass bead
layer from the top.
The shear cell has a bottom that is covered with a pattern
of 2 × 2 × 2 mm pyramids which provides a very high basal
friction along the bottom of the glass beads. The glass beads
are filled into the shear cell according to the procedure given
by Klinkmüller et al. (2016). The glass beads are spherical with
an average diameter of 300–400 µm and a coefficient of friction
µ of 0.3 to 0.5. For better detection with the image correlation
algorithm 10% of glass beads are colored with diluted black
acrylic paint. We use the same mixture of glass beads throughout
all experiments.
2.2. Monitoring System
Over the whole experimental duration the top surface of
the lid (standard configuration), or glass bead layer (block
slider configuration), is monitored with a 4 MPx and 8–12
bit CMOS1 camera (top left in Figure 3, Imager MX4M, by
LaVision). Depending on the speed of the observed process
the frame rate is adaptable to values between 0.5 and >500
Hz. The observed surface is illuminated by a continuous
1Complementary metal-oxide semiconductor.
LED light (100 kHz, 100% duty cycle) to prevent changing
brightness because of the 50 Hz power grid frequency. The
images are calibrated with a rectangular pattern of dots. This
calculates the spatial scale per pixel and adjusts for lens
distortion.
In our study, each acquired image has a bit depth of 8
bit which gives 265 grayscale values. In combination with a
spatial resolution of 2,048 × 2,048px this results in a file
size of ≈ 8 MB per image. The images are processed using
the built-in digital image processing algorithm by LaVision
StrainMasterDIC (top right in Figure 3). It utilizes affine
transformation to match patterns at equally spaced interrogation
points (step width: 8 px) between two successive images
(Bouguet, 2001; Fleet and Weiss, 2005). At each point, a
subset of 31 pixels is matched using the least squares matching
algorithm. The algorithm gives back the displacement in the
form of a 2D vector at each interrogation point. This results
in a high resolution displacement field over the whole analyzed
domain.
To get an appropriate catalog size, the experiments run over
at least 1 h. Usually, the camera takes a continuous time series
of images at a fixed frequency, e.g., 10 Hz. Due to the nature
of the modeled system, the deformation during the interseismic
phase of a stick-slip cycle is very low. Previously, the acquisition
rate was a tradeoff, between the amount of storage available,
and the speed of the process. As an example, 1 h of continuous
measurement at 10 Hz covers 60–70 seismic cycles and uses
approximately 288 GB of storage. For this study, we developed
a triggering system that uses the shear stress measurements from
the ring-shear tester to trigger a change in camera frequency from
0.5 to 1 Hz during the interseismic phase, to 10–25 Hz in the
coseismic phase.
Frontiers in Earth Science | www.frontiersin.org 4 January 2019 | Volume 6 | Article 248
Rudolf et al. Smart Speed Imaging
FIGURE 3 | Schematic diagram showing the setup and the connections to the monitoring system. The ring-shear-tester is controlled by a computer (RST-PC), which
sets the parameters for the experiment (e.g., shear velocity, normal stress). The CompactRIO (cRIO) is connected to the output channels and provides the triggering
and recording on all four channels (Fshear , Fnormal ,1H,VL). A second computer (Camera Control PC) is connected to the camera system which consists of a
controller (StrainMaster Controller) and a software (StrainMasterDIC by LaVision). It supplies the settings for the camera (recording rate, exposure time,...) and stores
the incoming image data for digital image correlation (DIC). All components are also listed in Table 1.
The trigger system consists of an embedded controller
(center in Figure 3, National Instruments, CompactRIO) that
is connected to the four channel analog output of the ring-
shear tester and the trigger input of the camera system. The
controller records the data with a frequency of 50 kHz which is
downsampled to the requested recording frequency depending
on what the user wants to record. The trigger algorithm
independently utilizes the incoming 50 kHz stream and uses
every 50th value to calculate the trigger level. Higher rates are
theoretically possible with a more powerful logical processor
(field-programmable gate array, FPGA) and digitizer (analog
digital converter, ADC). Additionally, the algorithm is very
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simple and thus also able to run on less powerful, cheaper
hardware, such as e.g., an Arduino MKR Vidor, although at a
reduced rate.
2.3. Trigger Algorithm
The trigger algorithm consists of a set of conditions T =
{T1,T2,T3,T4,T5}which are logically combined to determine the
output of a trigger signal Ta (Figure 4). The algorithm uses any
provided input signal x and detects changes in x by comparing
two differences 1short and 1long over two time intervals. These
two differences are the basis for the detection and are defined as
follows:
tshort = [t−1, t0] (1)
tshort is a small time interval between the current value at t0 and
the previous value at t−1 which leads to:
1short = xt0 − xt−1 (2)
And the long time interval tlong is defined by:
tlong = [tw . . . t−1] (3)
This is the time between the previous value t−1 and a value at a
defined time the past tw, leading to:
1long = xt−1 − xtw (4)
The moving window size tw can be chosen by the user to adjust
the sensitivity of the trigger algorithm. It mainly decides the time
scale over which the change is going to occur. For example, if
the targeted process happens over a time scale of 100 ms then
the window size should be tw ≤ 100ms. The two differences
show a different reaction to transients (Figure 4A). The long
term difference is slower to react, but shows a larger amplitude,
whereas the short term difference is quicker but with a much
smaller amplitude.
To detect changes in the signal, we introduce the first
condition T1 which is true when the long term difference
1long is twice the amplitude of the short term difference 1short
(Figure 4B):
T1(1long ,1short) : =
{
1 if |1long | > 2|1short|
0 if |1long | ≤ 2|1short|
}
(5)
The factor of two reduces the influence of noise on T1. To keep
the algorithm simple and easy to predict, the factor is predefined
and not changeable by the user.
Because T1 reacts on any change, negative and positive, a
second condition T2 is used to be able to switch the polarity of
the trigger (Figure 4C). The user is able to select the polarity on
which the trigger should detect. In our case the input signal for
the trigger algorithm is the measured shear stress. During a slip
event the shear stress decreases and therefore both differences
show a negative polarity. As a result, in our case T2 is true when
1long is negative:
T2(1long) : =
{
1 if 1long < 0
0 if 1long ≥ 0
}
(6)
Equations (5) and (6) are used to determine a third condition T3,
which is true when both other conditions are true:
T3 = T1 ∧ T2 (7)
Although T1 includes a noise reducing factor of two, T3 is
sometimes true for a few milliseconds and then deactivates again
(Figure 4D). For a real slip event the conditions are met over
a longer period of time, without switching off in between. As
a consequence, the next trigger condition T4 is set to true,
when T3 has been active for at least the long window size tw
(Figure 4E). This is facilitated with a simple counting variable k
that is incremented when T3 is true and set to zero when T3 is
false:
k : =
{
k+ 1 if T3 = 1
0 if T3 = 0
}
(8)
As a result T4 is defined by:
T4 : =
{
1 if k ≥ tw
0 if k < tw
}
(9)
To capture processes happening after a slip event, e.g., afterslip,
we implemented an optional hold time th which defines for how
long the trigger should stay active after T4 switches back to off.
This is also facilitated with an internal clock type variable that
defines the trigger condition T5 (Figure 4F). As a result, the final
trigger activity that is send to the camera system Ta is a logical
OR connection of T4 and T5, where T4 is a combination of all
previously defined conditions and T5 only depends on the hold
time th (Figure 4G):
Ta = T4 ∨ T5 (10)
As Figures 4B–G shows, the combination of the individual
trigger conditions leads to an increasingly precise detection of
transients. It also detects transients which are not easily observed
by the naked eye, such as the slow slip events marked in
Figure 4A.
2.4. Implementation in LaVision
StrainMasterDIC
Our trigger system has been integrated into the image analysis
software suites StrainMasterDIC and DaVis 10 by LaVision, as
an additional method of changing the framerate via an external
trigger signal. The microcontroller that calculates the final trigger
activity Ta gives out a 5V TTL (transistor-transistor logic) signal
that is interpreted by the imaging software to trigger the cameras.
The signal is in low state (0 V) when Ta = 1 and in high state (5
V) when Ta = 0. It is transferred over 50 coaxial cables to the
programmable timing unit (LaVision Strainmaster Controller) of
the camera system which then triggers the cameras.
Inherently, the trigger system is only activated when a slip
event is already happening (Figure 4). Therefore, it is combined
with a buffer of images (FIFO) on the memory of the computer
(RAM) which is constantly filled with images from the camera
at high-speed frequency Fhigh. The size of the buffer can be set
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FIGURE 4 | Behavior of the trigger algorithm during an experiment. Input parameters are: tw = 30ms, th = 100ms, polarity is negative, Fhigh = 20Hz, n = 5, i = 5.
(A) Typical shear curve of an experiment. The data contains very fast slip events and slower slip events. The latter are very difficult to detect by eye. (B–G) Individual
results of the trigger conditions, with successively increasing accuracy. (H) Images taken during the experiment, distinguished by low, fast, and buffer acquisition.
in the software. For this study it is set to be the number of high-
speed images between two subsequent low-speed images, e.g., if
Flow = 1Hz and Fhigh = 25Hz, then the number of images in
the buffer i = 25. The two different acquisition frequencies are
realized by giving the high speed frequency Fhigh and a division
factor n which slows down the acquisition when no slip event is
happening. When the trigger is off (Ta = 0), the system only
selects each nth image that comes out of the image buffer to
be saved. As soon as the trigger is on (Ta = 1), all images in
the buffer are fetched and marked for saving. Then it continues
recording at high speed until the trigger switches back to off.
Figure 4H shows the sequence of images recorded and whether
they are taken in slowmode, fast mode, or loaded from the buffer.
3. RESULTS
3.1. Slip Events in the Different
Configurations
Both configurations show quasiperiodic stick-slip oscillations of
varying amplitude and recurrence (Figure 5A). The shear force
in all experiments oscillates in a sawtooth shaped pattern analogs
to the shear force along a seismogenic fault. This is characteristic
for sheared granular shear materials (e.g., Losert et al., 2000).
Here we only give a brief overview of some of their characteristics
in our setup, to illustrate the application of the trigger system.
The experiment in standard configuration (RI-1, blue color)
was carried out at a loading rate of VL = 8.2 × 10
−4 mm/s
and a normal stress of 5 kPa. The strength of the rice grains is
relatively high and reaches values above the normal stress several
times. The recurrence time trec is very regular and is 18.3 ± 2.3s
(Figure 5B). The stress drops 1τ = 3, 650 ± 150 Pa, are two
orders of magnitude higher that for the block slider configuration
(Figure 5C).The duration of a slip event in rice is around 0.1 s
(Figure 5D). The ratio between recurrence and duration is very
high ( trectdur
≈360), and as a result the potential for saving image
data is very high.
In the block slider configuration three different shear rates are
realized, which are in the range of the targeted values for the
application of the trigger setup (GB-1, -2, and -3 in Figure 5A).
Shear rates range from 8.2 ×10−4 to 1.7 ×10−2 at normal
stresses of 5 kPa. The recurrence time nonlinearly decreases with
increasing shear rate, which is an expected behavior for this
rate-and-state-dependent material (Figure 5B). At the highest
realized shear rate the recurrence time is reduced by one order
of magnitude from around 60 s down to 4 s. This is due to the
occurrence of some smaller precursory events, also reflected in
the lower tail of the stress drop distribution. The slip events in
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FIGURE 5 | Shear force curves and characteristic parameters derived from the stress measurements. (A) Shear force measurements during the experiments with a
characteristic saw-tooth shape. The y-axis is shear force in Newton and the x-axis is time in seconds for all experiments. (B) The realized recurrence times cover two
orders of magnitude and are similar for both setups. For higher shear rates the recurrence time is significantly reduced, which is in accordance with the
rate-and-state-dependent friction. (C) Stress drops cover the same range for the block slider configuration and is much higher for the standard configuration. This
results mostly from the stiffness of the setup, which is several orders of magnitude higher in the standard configuration. (D) The duration of the events decreases with
increasing shear rate. The detected durations of the rice stick-slips are very low and truncated at 0.1 s.
the block slider configuration are of much lower magnitude than
in standard configuration with median stress drop ranging from
27 ± 8 to 41 ± 14 Pa (Figure 5C). Furthermore, they are less
regular and have a less homogenous magnitude-size distribution,
log-normal instead of normal, especially at the highest shear rate
the events cover a broad range of stress drops. The duration of
slip in the block slider is also decreasing with increasing shear
rate and ranges between 0.6± 0.6 and 4± 2 s. The resulting ratio
between duration and recurrence is in the range of 14–20 for the
two lower shear rates and 7 for the higher shear rate. This ratio is
not as high as for rice but because the recurrence behavior is less
regular a manual trigger switch is not feasible.
3.2. Trigger Algorithm
The amount of data saved during the image acquisition
ranges between ≈50 and 95% (Table 2). Experiments which
show a very regular and ideal stick-slip behavior show the
highest amount of data saved (GB-1, GB-2, and RI-1). If
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the slip events are less regular, or are dissected by transient
slip events that are much slower than the actual event, the
algorithm triggers more often, and therefore more data is
produced (GB-3). Nevertheless, the trigger system is able to
save more than 50% of data. Slight refinements to the detection
thresholds or frame rates can help to push this limitation a
bit further. Correctly adjusting the window size to the faster
events lowers the amount of false detections and a higher
“slow” framerate helps to cover the slower events with more
accuracy.
The trigger algorithm also decreases the average framerate
over the duration of the whole experiment, e.g., ≈26Hz for RI-
1. This limits the average amount of data per second from 200 to
10 MB/s which enables the use of inexpensive single hard-drive
systems instead of a raid configuration. The software does not
immediately save the images onto the harddrive, but transfers
the selected images into another buffer (FIFO) in the RAM that
saves the images as fast as the harddrive can save them. Therefore,
the incoming images are distributed over a longer period of time
which reduces the storage rate needed. The delay between trigger
signal and reaction of the camera system is in the order of a few
µs which provides a very quick reaction to the trigger signal. If
the two window sizes are well adjusted, the complete onset of
the slip event and the postseismic effects are recorded at high
speed, whereas the interseismic phase is covered at reduced rate.
In extreme cases (full resolution and framerate) the camera used
in this study produces around 1 GB/s which can be lowered to
around 100 MB/s, assuming a typical reduction by 90%. Usually
this system requires amulti-disk raid that can store up to 1.8 GB/s
in combination with a large RAM (>128 GB) to record images
over the duration of 1 h. This is not needed anymore, when using
the provided trigger system.
4. DISCUSSION AND CONCLUSION
4.1. Time Synchronization
Combining experimental results from different monitoring
systems requires a reliable time stamp on the images and on
the signal data. To synchronize the time between multiple
computers in our setup we use the network time protocol
(NTP). A specialized software continuously synchronizes each
computer with the two network time servers of the local
area network at the institute. The network time servers
synchronize with GPS signals and the software automatically
calculates the delay and offset within the network. This is a
standard facility that is necessary for many LAN networks
and should be generally available at most universities or
research institutions. If only the time synchronization with
internet servers provided by the operating system is used,
e.g., Windows time service, we found that the time difference
between two individual computers can be up to several seconds.
For seismotectonic scale models with slip events that occur
on the millisecond time scale, this is not feasible. Therefore,
it is advised to either use a single computer for everything,
or to synchronize the time between the individual devices
by using an external clock generator using a specialized
software.
4.2. Digital Image Correlation
The reduction of produced images yields much faster processing
times for the digital image correlation. This speeds up the typical
workflow of an analog experiment. Additionally, the signal to
noise ratio is improved during the interseismic time. Because the
framerate is adjusted to the coseismic velocities, the interseismic
deformation often is below the detection threshold of the digital
image correlation algorithm, which is usually in the subpixel
range. Lower framerates during the interseismic time increase
the total amount of deformation recorded per image providing a
much more accurate estimation of interseismic deformation, that
is needed for example to calculate the interseismic locking.
4.3. Alternative Triggering Systems
4.3.1. With a Priori Data Reduction
Our trigger system serves as an a priori reduction of data. It
is therefore most efficient when the observations are preceded
by some sort of precursor, or if additional observations, such
as the force measurements, are available. Furthermore, it relies
on the temporal storage of images with dynamic access to
the buffer which is not available for most systems. Some
camera systems allow for post-triggering, which means that
they have a static buffer which is emptied after an event has
been triggered. These only support one frame rate, and the
triggering process has to be fast enough, that an overflow
of the buffer is prevented. The triggering can be automated
with the presented setup, or manual by visual inspection
of the experiment. This technique can be feasible when a
reliable signal is not available and should be accompanied by
a continuous monitoring at lower frequency with a second
camera.
In some cases a reliable secondary signal, such as the force
measurements, is not available because the setup is technically
not feasible. This is the case for many analog experiments,
like wedges and sandboxes. For these experiments a reliable
stress measurement is geometrically hindered or the stress
transmission to a sensor is limited. Such experiments can be
monitored using a simultaneous strain measurement by digital
image correlation. Especially when the observed deformations
are too small to be visible by the naked eye, which makes
the manual post-triggering impossible. The real-time strain
gage also requires a buffer and a performant computer system
which is able to compute a quick strain estimation from
the images. If these requirements are met, the system is
similar to our trigger system and can either use a velocity or
acceleration threshold to trigger the high-speed acquisition of
images.
4.3.2. With a Posteriori Data Reduction
If a buffer on the computer ram or camera ram is not
available, e.g., for consumer grade digital cameras, the above
algorithm can be used to do quick a posteriori sorting
of images. During the experimental run but with some
time delay. Then the images have to be transmitted to a
computer during the experimental run which is also possible
for many standard digital cameras where the manufacturer
supplies a specialized software to remote control the camera
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via USB. Using a script, or the PC component of the
embedded microcontroller (“RealTime” for the CompactRIO),
the trigger is used to delete the unnecessary images during the
interseismic phase. Alternatively, the recorded signal can be
used after the experiment, to select only the images where a
slip event has happened which quickens the post-experiment
analysis.
4.4. Conclusions
In this study we developed a smart speed imaging technique
based on an external trigger algorithm that allows for a well
defined, feedback controlled change of image rate during an
experiment. Our experiments verify that it is able to greatly
reduce the needed amount and speed of storage. The use of a
double time-frame approach is easy to adjust, while maintaining
a rapid and robust response to changes in the triggering
signal. The fully modular specification of the algorithm and
hardware system, allows to add further input signals (e.g.,
acoustic emissions) without major changes. Furthermore, the
lower amount of images provides a faster processing speed
because less images have to be processed during digital image
correlation.
In comparison with traditional approaches, such as manual
triggering, the presented algorithm provides a well defined and
quantifiable constraint on the detection of slip events in real-
time data. It only relies on the triggered event itself and does
not require any knowledge about precursory phenomena. In
addition, only a few observations are needed to adjust the
parameters to the optimal value.
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