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Inferring the parameters of a Markov process from snapshots of the steady state
Simon L. Dettmer and Johannes Berg∗
Institute for Theoretical Physics, University of Cologne, Zu¨lpicher Straße 77, 50937 Cologne, Germany
We seek to infer the parameters of an ergodic Markov process from samples taken independently
from the steady state. Our focus is on non-equilibrium processes, where the steady state is not de-
scribed by the Boltzmann measure, but is generally unknown and hard to compute, which prevents
the application of established equilibrium inference methods. We propose a quantity we call propa-
gator likelihood, which takes on the role of the likelihood in equilibrium processes. This propagator
likelihood is based on fictitious transitions between those configurations of the system which occur in
the samples. The propagator likelihood can be derived by minimising the relative entropy between
the empirical distribution and a distribution generated by propagating the empirical distribution
forward in time. Maximising the propagator likelihood leads to an efficient reconstruction of the
parameters of the underlying model in different systems, both with discrete configurations and with
continuous configurations. We apply the method to non-equilibrium models from statistical physics
and theoretical biology, including the asymmetric simple exclusion process (ASEP), the kinetic Ising
model, and replicator dynamics.
PACS numbers: 02.50.Ga,02.30.Zz,02.50.Tt,89.75.-k 75.50.Lk,05.70.Ln
Keywords: stochastic inference, Markov process, non-equilibrium steady state, Ising model, neural networks,
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I. INTRODUCTION
The problem of inferring the parameters of a stochastic
model from data is ubiquitous in the natural and social
sciences, and engineering. Many systems, like gene regu-
latory networks, electric power grids, virus populations,
or financial markets have a complex dynamics which is
often modelled by stochastic processes. Such stochastic
processes are characterised by potentially many free pa-
rameters, which need to be estimated from data. For a
review in the context of the inverse Ising problem, see [1].
Here, we ask how to infer the parameters characteris-
ing a non-equilibrium stochastic process. We consider
a system with configurations x in some configuration
space and time-homogeneous transition probabilities be-
tween configurations. Our focus is on time-homogeneous
Markov processes, which are fully defined by instanta-
neous transition rates. These rates are parametrized by
a model with parameters denoted Θ. Configurations can
be discrete or continuous, and also time can be discrete or
continuous. For the concrete example of a colloidal parti-
cle undergoing Brownian motion, the configurations x are
positions in space and the model parameter specifies the
diffusion constant of the particle. We restrict ourselves
to ergodic processes, so for any initial state the system
eventually settles into a unique steady state characterised
by the steady-state probability distribution pΘ(x). Our
aim is to infer the underlying parameters Θtrue from M
samples xµ, with µ = 1, . . . ,M , drawn independently
from the steady state distribution.
Parameter inference hinges on the description of the
empirical data by a model. For a model whose steady
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state pΘ(x) is known explicitly, the maximum-likelihood
estimate
Θinf = argmax
Θ
M∏
µ=1
pΘ(x
µ) (1)
provides an estimate of the model parameters which be-
comes exact in the limit of a large number of samples.
However, for non-equilibrium models, the steady state
pΘ(x) is hard to compute and generally unknown. This is
a major difference to equilibrium models and prevents the
use of established inference methods. In some cases, time
series data is available and one can use the empirically
observed transitions between configurations to compute
the likelihood of the observed time series. This likelihood
can be computed directly from the transition probabili-
ties specified by the model; the underlying model param-
eters are then estimated as the parameters that maximise
the likelihood of the time series [2, 3]. Inference from
time series can be performed even more efficiently using
mean-field approximations [2, 4, 5].
However, for many systems, classical as well as quan-
tum, time series data is not available. An extreme case is
whole-genome single-cell gene expression profiling, where
cells are destroyed by the measurement process. In such
cases, we have only independent samples from which to
infer the model parameters. To this end, we use the tran-
sition rates between configurations and their dependence
on the model parameters to construct a quantity we call
the propagator likelihood. We show how this likelihood
can be used to infer the model parameters from indepen-
dent samples taken from the steady state.
This article is organised as follows: First, we introduce
the propagator likelihood through an intuitive argument
and then offer a systematic derivation based on relative
entropies. Second, we apply the propagator likelihood
2to pedagogical examples with both discrete and contin-
uous configurations, specifically the asymmetric simple
exclusion process (ASEP) and the Ornstein-Uhlenbeck
process. Finally, we address the more challenging prob-
lem of inferring the parameters of two prominent models
from statistical physics and theoretical biology: the ki-
netic Ising model and replicator dynamics.
II. THE PROPAGATOR LIKELIHOOD
Suppose we knew the functional dependence of the
steady-state distribution pΘ(x) on the model parameters
Θ. Then a standard approach would be to maximise the
(log-) likelihood of the samples
L(Θ) = 1
M
M∑
µ=1
log pΘ(x
µ) =
∑
x
pˆ(x) log pΘ(x) , (2)
where the set of sampled configurations characterises the
empirical distribution pˆ(x) with probability mass func-
tion
pˆ(x) =
1
M
M∑
µ=1
δxµ,x , (3)
and δxµ,x denotes a Kronecker-δ.
However, in non-equilibrium systems we frequently do
not know the steady-state distribution. Non-equilibrium
systems lack detailed balance, so the steady state is
not described by the Boltzmann distribution and lacks
a simple characterisation. Our solution to this infer-
ence problem is based on exploiting one elementary fact:
since the distribution pΘ is stationary, it remains un-
changed if we propagate it forward in time by an ar-
bitrary time interval. Thus, we can replace the steady-
state distribution pΘ(x) in the log-likelihood function (2)
with the same distribution propagated forward in time∑
y pΘ(x, τ |y, 0)pΘ(y). The propagator pΘ(x, τ |y, 0) is
the conditional probability of observing the system in
configuration x at time t = τ , given it was in configura-
tion y at time t = 0. By replacing the unknown steady-
state distribution pΘ(y) with the empirical distribution
pˆ(y), we arrive at the propagator likelihood
PL(Θ; τ) =
∑
x
pˆ(x) log
∑
y
pΘ(x, τ |y, 0)pˆ(y)
=
1
M
M∑
µ=1
log
(
1
M
M∑
ν=1
pΘ(x
µ, τ |xν , 0)
)
. (4)
In this way, we have shifted the parameter-dependence
from the (unknown) steady-state distribution pΘ(x)
to the (known) propagator pΘ(x, τ |y, 0). For models
with continuous configurations, pΘ(x
µ, τ |xν , 0) is the
transition probability density. The propagator likeli-
hood (4) has a straightforward probabilistic interpre-
tation: 1M
∑M
ν=1 pΘ(x, τ |xν , 0) is a probability distri-
bution over x, conditional on the sampled configura-
tions {xν}. The propagator likelihood is the correspond-
ing log-likelihood of this probability distribution, eval-
uated for M independent draws of the empirically ob-
served configurations and rescaled by M . In the limit
τ → ∞, the propagator likelihood (4) approaches the
log-likelihood (2), since limτ→∞ pΘ(x, τ |y, 0) ≡ pΘ(x).
However, the complexity of calculating the propagator
increases with τ .
In principle, the propagation time interval τ is arbi-
trary: it parameterizes different measures of how close a
given empirical probability distribution is to being sta-
tionary under a particular set of model parameters. Dif-
ferent choices of τ will be discussed in sections IVA
and VA. Maximizing the propagator likelihood does not
involve sampling the probability distribution at differ-
ent times, but seeks model parameters that would leave
the empirical distribution invariant, if one did propa-
gate it forward in time. Correspondingly, although rates
of transitions between configurations xν and xµ appear
in (4), these transitions are entirely fictitious: the empir-
ical configurations {xν} are sampled independently from
the non-equilibrium steady state. In the following, we
will assume that the parameters maximizing the propa-
gator likelihood are unique. One might want to prove this
for the particular model used by analytically calculating
the propagator likelihood and checking its convexity.
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FIG. 1. The propagator likelihood. The set of independent
samples {xµ}Mµ=1 characterize the empirical distribution pˆ de-
fined by equation (3), shown on the left. We use the transition
probabilities pΘ(x, τ |y, 0) to propagate pˆ forward in time by
an arbitrary interval τ to generate a new distribution qΘ,τ
(see Eq.(5)), shown on the right. The functional form of the
propagator is thought to be known, but it is parametrized
by a set of unknown parameters Θ. Demanding stationarity
of the empirical distribution, we can estimate the underlying
parameters Θtrue by finding the parameters Θinf that min-
imise the distance between pˆ and qΘ,τ as measured with rela-
tive entropy. This is equivalent to maximising the propagator
likelihood (see main text).
3A. Minimising relative entropy
A second interpretation of the propagator likelihood
can be found by rephrasing parameter inference from a
steady state as finding a set of parameters Θ such that
the propagator pΘ(x, τ |y, 0) is compatible with the em-
pirical distribution pˆ being stationary (see Fig. 1). De-
manding stationarity corresponds to requiring that pˆ is
in some sense close to a distribution qΘ,τ generated by
propagating the empirical distribution for an arbitrary
time interval τ ,
qΘ,τ (x) =
∑
y
pΘ(x, τ |y, 0)pˆ(y) . (5)
To quantify this notion of closeness for discrete configu-
rations, we use the relative entropy or Kullback-Leibler
divergence [6]
D(pˆ‖qΘ,τ) =
∑
x
pˆ(x) log
pˆ(x)
qΘ,τ (x)
. (6)
Inserting the probability mass function qΘ,τ (x) defined
by (5) into the relative entropy, we find that the rela-
tive entropy can be written as the negative sum of the
Shannon entropy of the empirical distribution, S(pˆ) =
−∑x pˆ(x) log pˆ(x) and the propagator likelihood (4):
D(pˆ‖qΘ,τ) = −S(pˆ)− PL(Θ; τ) . (7)
The first term depends only on the sampled configura-
tions and is independent of the model parameters; thus
minimising the relative entropy with respect to Θ is
equivalent to maximising the propagator likelihood. Fur-
thermore, due to the positivity of relative entropy, the
propagator likelihood is bounded from above by the neg-
ative Shannon entropy, and this bound will be saturated
only for a model that makes the empirical distribution
exactly stationary. The propagator likelihood (4) thus
emerges from a variational approach aiming to find the
model parameters that are most consistent with the sam-
pled distribution being the steady state.
A similar argument can be made also for
models with continuous configurations x ∈ Rd.
We consider the differential relative entropy
D =
∫
dx pˆs(x) log(pˆs(x)/qΘ,τ,s(x)), which can be
computed by estimating the probability density of the
steady state from the samples via a Gaussian mixture
model pˆs(x) =
1
M
∑M
µ=1 exp(−(x− xµ)2/2s2)/(2πs2)d/2.
Here, s > 0 is the width of the Gaussians in the mixture
model, and qΘ,τ,s(x) =
∫
dy pΘ(x, τ |y, 0)pˆs(y) denotes
the time-propagated density estimate. Minimising this
estimate of the differential relative entropy is then
equivalent to maximising a quantity that converges to
the propagator likelihood for s→ 0.
It is easy to show that the maximum propagator like-
lihood estimate Θinf converges to the underlying pa-
rameters Θtrue in the limit of large sample sizes: for
M → ∞, the empirical distribution pˆ(y) converges
to the steady-state distribution pΘtrue(y). Hence, the
propagator likelihood converges to PL(Θ; τ,M =∞) =∑
x pΘtrue(x) ln
∑
y pΘ(x, τ |y, 0)pΘtrue(y). According
to (7), this function has its maximum over Θ
where the relative entropy between the underly-
ing distribution pΘtrue(x) and its propagated version∑
y pΘ(x, τ |y, 0)pΘtrue(y) is minimal. This minimum is
realised for Θ = Θtrue, since the relative entropy is
non-negative and the steady-state by definition remains
unchanged when propagated with the parameter value
Θ = Θtrue.
III. MODELS WITH DISCRETE
CONFIGURATIONS
A. Discrete time: a simple two-configuration model
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FIG. 2. The propagator likelihood for a simple two-
configuration system. The inset shows the single-step dynam-
ics of the system with configurations 0 and 1, controlled by the
hopping probability r ∈ (0, 1). In the main figure, the solid
lines show the propagator likelihood for varying propagation
time intervals τ . The dashed line shows the log-likelihood (2),
which corresponds to an infinite propagation time interval.
The maximum likelihood estimate of the hopping probability,
rinf = 1−pˆ(0)
pˆ(0)
, is marked on the top axis and coincides with
the maximum for all propagator likelihoods with an uneven
number of time steps τ (see the main text for the case of even
time steps).
To illustrate the propagator likelihood with a toy ex-
ample, we consider a system with only two configura-
tions, denoted by 0 and 1 (see inset of Fig. 2). At each
time step, if the system is in configuration 1, it moves to
configuration 0. If it is in configuration 0, it moves to
configuration 1 with probability r ∈ (0, 1) or remains in
configuration 0 with probability 1 − r. The steady-state
distribution is easily computed, giving pr(0) = 1/(1 + r)
and pr(1) = 1− pr(0) = r/(1 + r).
4We are now given samples {xµ}Mµ=1 ∈ {0, 1}M taken
independently from the steady state and want to infer
the model parameter r. The empirical distribution is
given by the frequencies of the two configurations, pˆ(0) =
1
M
∑M
µ=1 δ0,xµ and pˆ(1) = 1 − pˆ(0). Since we know the
steady state for this particular model, we can infer r from
the relationship 〈pˆ(0)〉 = 1/(1 + r), yielding rinf = (1 −
pˆ(0))/pˆ(0). For comparison, we also use the propagator
likelihood (4) with the single-step propagator pr(x, τ =
1|y, 0) = δy,1δx,0 + δy,0(rδx,1 + (1− r)δx,0), giving
PL(r; 1) = pˆ0 log((1− r)pˆ0︸ ︷︷ ︸
0→0
+ pˆ1︸︷︷︸
1→0
) + pˆ1 log( rpˆ0︸︷︷︸
0→1
)
= pˆ0 log(1− rpˆ0) + (1− pˆ0) log(rpˆ0) . (8)
Maximising the propagator likelihood analytically with
respect to r by setting dPLdr (r
inf) = 0, we recover the same
result as obtained above by analysing the known steady-
state distribution. Indeed, for uneven propagation time
intervals, the propagator likelihood shows a unique maxi-
mum at the same point where the likelihood has its max-
imum, rinf = 1−pˆ0pˆ0 . Also, the propagator likelihood ap-
proaches the log-likelihood for increasing τ , as expected.
For even propagation time intervals, however, a second
(global) maximum occurs at the boundary r = 1: since
the choice r = 1 makes the two configurations simply ex-
change their probabilities in each step, the Markov chain
loses its ergodicity and becomes periodic. In this case,
any distribution is stationary over an even number of
time steps. While stationarity with respect to a single
time step is both necessary and sufficient to define the
steady state, stationarity with respect to longer propaga-
tion time intervals is necessary but not sufficient. Hence,
spurious maxima of the likelihood can appear when using
longer propagation time interval.
B. Continuous time: the asymmetric simple
exclusion process (ASEP)
Markov processes with discrete configurations in con-
tinuous time are characterised by instantaneous transi-
tion rates between distinct configurations WΘ(x|y) =
limτ→0 pΘ(x, τ |y, 0)/τ , (x 6= y). The system hops
away from configuration y at a random time that is
exponentially distributed with parameter −WΘ(y|y) ≡∑
x 6=yWΘ(x|y). For the purpose of inferring the model
parameters, it is convenient to map the continuous-time
process onto a discrete-time process with the same steady
state. This can be achieved by choosing the single-step
transition matrix
p˜Θ(x, τ = 1|y, 0) = δx,y + λWΘ(x|y) . (9)
The parameter λ affects the overall rate at which transi-
tions occur. Choosing 0 < λ < [maxy{−W (y|y)}]−1 en-
sures a well-defined stochastic matrix. Since the steady-
state distribution pΘ(y) itself is not associated with a
time scale, the choice of λ is in principle arbitrary.
As an example of a model with continuous time,
we consider the asymmetric simple exclusion process
(ASEP) on a ring with asynchronous updates (see in-
set of Fig. 3). The ASEP is a simple model of a driven
lattice gas and has been applied to traffic flow, surface
growth, and directed paths in random media [7–9].
The steady-state distribution in 1D can be calculated
analytically in terms of matrix products [8, 9]. In higher
dimensions, however, there is no such systematic ap-
proach and, to the best of our knowledge, the steady-
state distribution is unknown.
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FIG. 3. Reconstruction of hopping rates in the asymmet-
ric simple exclusion process (ASEP). The inset schematically
shows the dynamics: K particles move on a periodic one-
dimensional lattice with N > K lattice sites, see text. In
the main figure, we plot the relative mobilities µˆinfi inferred
using the propagator likelihood versus the underlying relative
mobilities µˆtruei = µ
true
i /
∑
j µ
true
j that were used to gener-
ate the data. We simulated K = 10 particles hopping on a
lattice with N = 15 sites and took M = 1010 samples inde-
pendently from the steady state. The underlying mobilities
µi were drawn independently from a uniform distribution on
the unit interval (0, 1).
The model consists of K particles moving on a pe-
riodic one-dimensional lattice with N > K lattice sites.
Each lattice site can be occupied by at most one particle.
Particles labelled i = 1, . . . ,K independently attempt to
jump one step in the clockwise direction at a rate µi,
which is called the intrinsic mobility or hopping rate of
a particle. The configuration of the system can be char-
acterised by the number of free lattice sites in front of
each particle, n = (n1, . . . , nK) ⊂ (N0)K , with the re-
striction that the particle gaps add up to the number
of free lattice sites: n1 + n2 + . . . + nK = N − K. For
the transition n = (n1, . . . , nK) → n′ = (n′1, . . . , n′K)
between two distinct configurations there is a non-zero
transition rate only if the configurations are connected
by the jump of a single particle i, i.e. all gaps are iden-
tical except for the gap in front of particle i, which must
be decreased by one, n′i = ni−1, and the gap behind par-
5ticle i, which must by increased by one n′i−1 = ni−1 + 1.
The transition rate is then simply the hopping rate of the
particle Wµ(n
′|n) = µi. To infer the parameters, we de-
fine a discrete-time version of the process with transition
probabilities defined by (9). We choose λ such that the
hopping rates add to one, λ = (µ1 + µ2 + . . .+ µK)
−1 in
(9). The steady-state distribution is characterised by the
relative hopping rates µˆi ≡ µi/
∑
j µj . The single-step
propagator likelihood of the discrete-time process then
reads
PL(µˆ, 1) =
∑
n
′
pˆ(n′) log
{
pˆ(n′) +
∑
n
Wµˆ(n
′|n)pˆ(n)
}
.
(10)
We use this result to evaluate the propagator likeli-
hood (4) and infer the relative mobilities µˆi. As an ex-
ample, we consider a system of K = 10 particles hopping
on N = 15 lattice sites. The particle mobilities µi are in-
dependently and uniformly drawn from the interval (0, 1).
We generate M = 1010 Monte Carlo samples, recorded
every 10 jumps after an initial settling time interval of
105 jumps to reach the steady state. We then maximise
the propagator likelihood numerically using the sequen-
tial least squares programming algorithm as implemented
in the SciPy library [10]. In Fig. 3 we plot the inferred
relative mobilities versus the relative mobilities used to
generate the samples.
IV. MODELS WITH CONTINUOUS
CONFIGURATIONS
Markov processes with continuous configurations pose
an additional challenge: Finite-time propagators are gen-
erally not known explicitly. Instead, finite-time propa-
gators are characterised indirectly as the solution of a
Fokker-Planck equation. Rather than solving a Fokker-
Planck equation, which for systems with a large number
of degrees of freedom is generally infeasible, we proceed
by approximating the propagator for short time intervals
τ via a linearisation of the corresponding Langevin equa-
tion (LE) that describes the stochastic dynamics of the
model.
Again, we first demonstrate this procedure using a toy
model. We consider one of the simplest processes with
continuous configurations, the Ornstein-Uhlenbeck pro-
cess (OUP), which describes the Brownian dynamics of
an overdamped particle in a quadratic potential. Note
that, again, for this particular case the steady-state dis-
tribution is known exactly, so one could infer the model
parameters using the standard maximum likelihood ap-
proach. We use this case to illustrate the propagator
likelihood before turning to more complex models where
the likelihood-based approach is not feasible.
A. The Ornstein-Uhlenbeck process
Consider a single particle diffusing in a one-
dimensional harmonic potential U(x) = b2x
2 with diffu-
sion constant σ2. A physical realisation of this model is
a colloidal particle in solution being held in place by op-
tical tweezers and confined to a one-dimensional channel.
The dynamics of the particle is modelled by the Langevin
equation
dx
dt
= −bx+ σξ(t) , (11)
where the random force ξ(t) describes δ-correlated white
noise interpreted in the Itoˆ convention.
As for the exclusion process, one model parameter
must be eliminated by rescaling time, since the steady-
state distribution is time-independent. We rescale time
to be dimensionless with t′ = tσ2, so that the particle
has unit diffusivity. To calculate the propagator likeli-
hood for short time intervals τ ≪ 1, we linearise the
LE (11) in time
x(τ) ≈ x(0)− b
σ2
x(0)τ +
∫ τ
0
dt′ξ(t′) . (12)
Since the integrated white noise
∫ τ
0
dt′ξ(t′) is normally
distributed with mean 0 and variance τ , we obtain an
approximate short-time Gaussian propagator
pb/σ2 (x, τ |y, 0) ≈
exp
(−[x− x]2/2τ)√
2πτ
, (13)
where x = y− (b/σ2)yτ is the most likely future position
of the particle.
Such a Gaussian form of the propagator emerges for
any linearised LE with white noise and is not spe-
cific to the OUP. For coloured and multiplicative noise,
ξ(t) → f(x(t), t)η(t), where f is some function and the
random force η(t) has a finite correlation time, we can
proceed similarly. In this case, the normal distribution
of the integrated white noise is replaced with the ap-
propriate distribution of the integrated coloured noise∫ τ
0 dt
′f(x(t′), t′)η(t′) ≈ f(x(0), 0) ∫ τ0 dt′η(t′).
Inserting the short-time propagator (13) into the prop-
agator likelihood (4), we perform a one-dimensional max-
imisation of the propagator likelihood to infer the param-
eter Θ = b/σ2. Fig. 4(a) shows the relative reconstruc-
tion error versus the dimensionless propagation time in-
terval τ for various sample sizes, both for the short-time
propagator and for the exact finite-time propagator. The
non-monotonic behaviour of the error for the short-time
propagator shows that the optimal choice for τ involves
a trade-off: At short time intervals τ , the distances typ-
ically crossed during the interval τ are small. In this
case, the sum over pairs of sampled configurations in the
propagator likelihood (4) is dominated by few transitions
with small steps, and, in the limit τ → 0 it is dominated
by transitions of the type xµ → xµ. For this reason, the
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FIG. 4. Parameter inference in the Ornstein-Uhlenbeck pro-
cess. (a) The inset shows a schematic plot of the model de-
scribing a single particle moving in the harmonic potential
U(x) = bx2/2. In the main figure, we show the relative re-
construction error ǫ = |Θinf − Θtrue|/Θtrue of the parameter
Θ = b/σ2 (characterising the steady state) versus the dimen-
sionless propagation time interval τ used in the propagator
for sample sizes M = 103 (), M = 104 (N), and M = 105
(•). The solid lines with markers show the reconstruction er-
rors for the approximate short-time propagator, the dashed
lines indicate the reconstruction errors for the exact finite-
time propagator.
(b) shows the estimated rate of change of the inferred parame-
ter with respect to the propagation time interval τ . The rates
of change are computed using forward difference quotients
|∂Θinf/∂τ (τi)| ≈ |Θinf(τi+∆τ )−Θinf(τi)|/∆τ and are shown
on the vertical axis for the differentiation step size ∆τ = 10−3.
The minimal rate of change corresponds to the optimal choice
of the propagation time interval (see main text).
The data was generated by independent sampling from the
stationary distribution, i.e. a centred Gaussian with variance
σ2/(2b) = 1/4. In order to remove fluctuations between dif-
ferent sample sets {xµ}Mµ=1 and demonstrate the dependence
of the average error on the sample size M and propagation
time interval τ , the results were averaged over 50 independent
sample sets. The minima of the reconstruction error and the
rate of change coincide also for individual sample sets, while
the position of the minima may vary across sample sets.
parameter inference at small values of τ is more strongly
affected by sampling fluctuations than at large values of
τ . At large values of τ , on the other hand, the approx-
imation used to derive the short-time propagator (13)
becomes invalid. As a result, both the optimal value of τ
and the total reconstruction error decrease as the sample
size is increased.
The exact finite-time propagator exhibits only sam-
pling fluctuations, so the reconstruction error decreases
monotonically with τ , converging to the maximum like-
lihood estimate at large τ . Note that the results for the
approximate and exact propagators do not converge for
τ → 0, since the relative difference of the propagators
converges to 0 only for the peak x = y, even though the
absolute difference converges to 0 for all values of x.
a. Choosing the optimal propagation time interval.
The non-monotonic behaviour of the reconstruction er-
ror ǫ = |Θinf − Θtrue|/Θtrue raises the question how
to choose the optimal propagation time interval with-
out prior knowledge of the underlying parameter Θtrue.
We find an answer by assuming that the error is a
smooth function of the propagation time interval: we
seek the minimal error by demanding 0 = ∂ǫ/∂τ =
sgn(Θinf−Θtrue)
|Θtrue|
∂Θinf
∂τ ∼ ∂Θinf/∂τ . The error derivative will
become small only for ∂Θinf/∂τ → 0. The latter quan-
tity can be estimated directly from the data by repeat-
ing the inference for a set of propagation time intervals
{(τi, τi+∆τ)} and computing the forward difference quo-
tients ∂Θinf/∂τ(τi) ≈ [Θinf(τi+∆τ)−Θinf(τi)]/∆τ . Since
estimating the derivative from the data will incur numer-
ical errors, we relax the condition 0 = ∂Θinf/∂τ and de-
mand only that |∂Θinf/∂τ | is minimal. In Fig. 4(b) we
show that these minima indeed coincide with the optimal
choice of τ as judged from the reconstruction error shown
in Fig. 4(a).
V. NON-EQUILIBRIUM MODELS IN
STATISTICAL PHYSICS AND THEORETICAL
BIOLOGY
We now turn to non-equilibrium applications where the
standard maximum likelihood approach is not feasible, as
the steady-state distribution is unknown.
A. The kinetic Ising model
The kinetic Ising model consists of a set of N binary
spins si = ±1, which interact with each other via cou-
plings Jij and are subject to external fields hi (see inset
of Fig. 5). Crucially, the couplings are not symmetric
(Jij 6= Jji in general). A stochastic dynamics of this
model is specified by the so-called Glauber dynamics [11]:
In each time step, a spin i is chosen in and its value
si(t+ 1) one time step later is updated according to the
7probability distribution
p(si(t+ 1)|s(t)) = exp{si(t+ 1)θi(t)}
2 cosh(θi(t))
, (14)
where the effective local field at time t is
θi(t) = hi +
N∑
j=1
Jijsj(t) . (15)
The kinetic Ising model has been used to model gene
regulatory and neural networks [12–14].
For a symmetric coupling matrix without self-
couplings, the Glauber dynamics (14) converges to
the equilibrium state characterised by the Boltzmann
distribution pB(s) = e
−H(s)/Z with the well-known
Ising Hamiltonian H(s) = −∑i si(hi +∑j>i Jijsj). For
asymmetric couplings, however, Glauber dynamics (14)
converges to a non-equilibrium steady state, which lacks
detailed balance and is hard to characterise.
In recent work we have shown how the spin couplings
Jij and external fields hi can be inferred from indepen-
dent samples taken from the steady state by fitting cou-
plings and fields to match the magnetisations, two-, and
three-point correlations sampled in the data [15]. Here we
demonstrate that the couplings can be inferred even more
accurately with the propagator likelihood (4), which uses
information from the full empirical distribution. We in-
sert the single-step propagator (14) into the propagator
likelihood (4) and maximise the propagator likelihood
with respect to the external fields hi and off-diagonal cou-
plings Jij (we consider a model without self-interactions:
Jii = 0). For the last step, we use the Broyden-Fletcher-
Goldfarb-Shanno algorithm as implemented in the SciPy
library [10], and initialise the algorithm with the naive
mean-field parameter estimate as described in [15]. Fig. 5
compares the relative error of coupling reconstruction
ǫ = ‖Jinf−Jtrue‖2/‖Jtrue‖2 based on the single-step prop-
agator likelihood with the corresponding reconstruction
error of fitting finite spin moments up to three-point cor-
relations.
It turns out that parameter inference in the kinetic
Ising model requires more samples than in the equilib-
rium inverse Ising problem. To achieve a relative re-
construction error of 10−2 for an equilibrium system of
N = 10 spins, the pseudolikelihood method requires of
the order of 106 samples [16]. In the non-equilibrium
model considered here, we require at least 108 inde-
pendent samples for a similar reconstruction accuracy
(see Fig. 5). Naturally, inference in the kinetic Ising
model becomes significantly easier if time-correlated data
is available. For example, the Gaussian mean-field the-
ory [4] requires only on the order of 106 pairs of samples
{s(t), s(t + 1)} to achieve a similar reconstruction accu-
racy for a system as large as 100 spins. The reason for
this is that, in the kinetic Ising model, couplings are not
uniquely determined by pairwise correlations. Instead,
many different models can reproduce the same pairwise
correlations. For this reason, we need information from
higher order spin correlations, which require more sam-
ples to determine them accurately.
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FIG. 5. The inference of couplings in the kinetic Ising model.
The inset schematically shows a system of binary spins in-
teracting via couplings Jij subject to external fields hi (not
shown). In the main figure, we plot the relative error of
couplings ǫ = ‖Jinf − Jtrue‖2/‖Jtrue‖2 versus the number
of independent samples used for inference, using (i) finite
spin moments up to three-point correlations (•) and (ii) the
single-step propagator likelihood (). Both methods are ex-
act, so the relative error decreases with the sample size as
ǫ ∼ M−1/2. The propagator likelihood (which uses the full
set of configurations sampled) performs only a little better
than the fit to the first three moments, showing that most
information required for reconstruction is already contained
in the first three moments. The underlying off-diagonal cou-
plings were drawn independently from a Gaussian distribu-
tion with mean 0 and standard deviation 1/
√
N (we excluded
self-interactions, Jii = 0), the external fields were drawn in-
dependently from a Gaussian distribution with mean 0 and
standard deviation 1. The system size was N = 10 spins.
a. Sparse networks. We now consider a particular
situation, where the parameter inference requires fewer
samples: sparse coupling matrices with known topology
of the couplings, so only the values of the couplings are to
be reconstructed. Specifically, we look at the kinetic Ising
model with sparse couplings (so most interactions are
zero) and assume as prior knowledge the pairs (i, j) that
have a non-zero coupling between them, i.e. J trueij 6= 0
or J trueji 6= 0, regardless of the direction of the coupling.
This problem has been addressed for undirected equi-
librium systems like Ising models with ferromagnetic or
binary couplings [16, 17]. We apply the propagator like-
lihood to a network of N = 10 spins, where each possible
directed link Jij from spin i to spin j is non-zero with
probability p = 0.2. The non-zero couplings are again
drawn independently from a Gaussian distribution with
8mean 0 and variance 1/N . Self-interactions are excluded
and the external fields hi drawn independently from a
Gaussian distribution with mean 0 and variance 1. Fig-
ure 6 shows that the directed couplings can be inferred
with slightly fewer samples when the topology of the cou-
plings is known.
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FIG. 6. Coupling inference in the sparse kinetic Ising model.
The inset schematically shows a system of binary spins inter-
acting via sparse couplings Jij subject to external fields hi
(not shown). In the main figure, we plot the relative error of
couplings ǫ = ‖Jinf − Jtrue‖2/‖Jtrue‖2 versus the number of
independent samples. The underlying off-diagonal couplings
were chosen sparsely: they were set to zero with probability
1−p = 0.8, and with probability p = 0.2 were drawn indepen-
dently from a Gaussian distribution with mean 0 and variance
1/N (we excluded self-interactions, Jii = 0 ). The external
fields were drawn independently from a Gaussian distribution
with mean 0 and variance 1. The system size was N = 10
spins. The couplings were inferred by maximising the single-
step propagator likelihood over the set of couplings between
directly interacting spin pairs (i, j), i.e. there is at least one
true non-zero coupling between the spin pair, Jtrueij 6= 0 or
Jtrueji 6= 0, regardless of the direction.
b. Increasing the propagation time interval. So far
we have restricted ourselves to the single-step propaga-
tor (τ = 1). Can the inference be improved by increas-
ing the propagation time interval? Intuitively, we ex-
pect that the single-step propagator cannot be improved
on when all configurations have been sampled, since this
implies that all transitions over longer propagation time
intervals consist of single-step transitions that have al-
ready been probed by the single-step propagator likeli-
hood: xν
τ→ xµ =∑x1,x2,...,xτ−1 xν τ=1→ x1 τ=1→ x2 . . . τ=1→
xτ−1
τ=1→ xµ. Indeed, the examples with discrete time
considered so far in this article fall into this category
and our numerical evidence confirms that increasing the
propagation time interval does not improve the infer-
ence. If, however, the configuration space is undersam-
pled, some of the transitions appearing in the longer-time
propagator likelihood will involve intermediate configu-
rations that are not present in the sample and therefore
do not appear in the single-step propagator likelihood.
In this case, we expect to find that increasing the prop-
agation time interval improves the inference for a fixed
sample size. In principle, one could even compute the log-
likelihood (2) numerically by using sufficiently long prop-
agation time intervals τ . However, the computational
cost of taking the 2N -dimensional transition matrix to a
large power τ is often prohibitive. Furthermore, the ma-
trix products needs to be computed many times in order
to evaluate the likelihood and its (N2-dimensional) gra-
dient over many iterations of a maximisation algorithm.
In Fig. 7 we consider a kinetic Ising model where only
a small fraction of system configurations appear in the
sampled configurations. Increasing the propagation time
interval from τ = 1 to τ = 3 improves the inference
markedly. Also, we find that the reconstruction error
is much smaller for the symmetric part of the coupling
matrix (shown in Fig. 7(a)) than for the antisymmet-
ric part (shown in Fig. 7(b)). This is because the sym-
metric part of the couplings is governed by the pairwise
spin-correlations, while the antisymmetric part is dom-
inated by higher-order spin-correlations, which require
more samples for an accurate computation, see [15]. The
benefit of increasing the propagation time interval is also
larger for the symmetric part, suggesting that the recon-
struction of the antisymmetric part of the couplings is
mainly limited by the sample size and that increasing
the propagation time interval even further will not lead
to a more accurate reconstruction.
B. The replicator model
The replicator model describes a dynamics of self-
replicating entities, for instance genotypes, different an-
imal species, RNA-molecules, or an abstract strategy
in the game-theoretic problem. The replicator model
has been used in population genetics, ecology, prebiotic
chemistry, and sociobiology [18]. We consider a popula-
tion consisting of N different species and denote by xi
the fraction of species i in the total population (scaled
for convenience by a factor on N so
∑
i xi = N). The
growth rate of species i, called its fitness, is denoted by
fi. The population fraction change in time depends on
the growth rate fi and the average growth rate of the
population f
dxi
dt
= xi(t)(fi(x, t)− f(x, t)) , (16)
with f(x, t) = 1N
∑N
j=1 xj(t)fj(x, t). The set of equa-
tions (16) defines the replicator model. The average fit-
ness f enters to ensure that the fractions remain nor-
malised such that
∑
i xi(t) = N for all times.
Here we consider a fitness which for each species i de-
pends linearly on the population fractions of the other
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FIG. 7. Increasing the propagation time interval in the undersampled kinetic Ising model. (a) shows the reconstructed symmetric
part of the coupling matrix Jsymij = (Jij+Jji)/2 based on the single-step propagator likelihood (N) and on the longer propagation
time interval τ = 3 (•). (b) shows the reconstructed antisymmetric part of the coupling matrix Jasymij = (Jij−Jji)/2 also based
on the single-step propagator likelihood (N) and on the longer propagation time interval τ = 3 (•).
The underlying off-diagonal couplings were drawn independently from a Gaussian distribution with mean 0 and standard
deviation 0.5/
√
N (we excluded self-interactions, Jii = 0), the external fields were drawn independently from a Gaussian
distribution with mean 0 and standard deviation 0.5. The system size was N = 16 spins and M = 104N samples were used.
As a result, less than a third of the 216 system configurations were present in the sample.
species
fi(x(t)) =
N∑
j 6=i
Jijxj(t) . (17)
The inter-species interactions Jij are quenched random
variables with mean u (called the cooperation pres-
sure) and standard deviation 1/
√
N . There are no self-
interactions, Jii = 0.
For symmetric interactions, Jij = Jji, the fitness vec-
tor can be written as the gradient of a Lyapunov function.
This implies that the system converges to an equilibrium
steady state, which can be characterised by methods from
statistical physics [19]. In the socio-biological context,
however, there is no reason for the interactions to be
symmetric, or in fact to assume deterministic dynamics.
Assuming an asymmetric matrix Jij and allowing ran-
dom fluctuations σξi(t) in the reproduction of species i
leads to a set of Langevin equations
dxi
dt
= xi(t) (fi(x(t)) + σξi(t)− λ(x, t)) , (18)
where the ξi(t) are N independent sources of white noise
interpreted in the Stratonovich convention, the param-
eter σ > 0 controls the overall noise strength, and the
factor λ(x(t), t) = 1N
∑
j xj(t)(fj(x(t)) + σξj(t)) ensures
normalisation, i.e.
∑
i xi(t) = N for all times. This dy-
namics converges to a non-equilibrium steady state. Its
characteristics for typical realisations of the matrix of
couplings have been studied in the limit of a large num-
ber of species using dynamical mean field theory [20].
We now turn to the problem of inferring the couplings
Jij of the replicator model from a set of configurations
{xµ}Mµ=1 taken independently from the non-equilibrium
steady state. For simplicity, we focus on the so-called
cooperative regime, in which all species survive in the
long-time limit, i.e. limt→∞ xi(t) > 0 ∀i. This regime
is characterised by a sufficiently large value of the coop-
eration pressure u [20]. Our results can be generalised
to the case where species go extinct by restricting the
transitions xν → xµ considered in the propagator likeli-
hood to those between configurations with the same set
of surviving species.
Again, to make time dimensionless, we rescale time
t′ = tσ2, resulting in a noise-term with unit magnitude.
The steady state and the propagator depend only on
the rescaled couplings Jˆij ≡ Jij/σ2. By linearising the
LE (18) for short times and eliminating xN via the nor-
malisation constraint, xN = N −
∑N−1
i=1 xi, we arrive at
the Gaussian short-term propagator
p(x, τ |y, 0) ≈ 1√
2πτ
N−1√
DetΣ
×
exp

− 12τ
N−1∑
i,j=1
(xi − yi − µiτ)Σ−1ij (xj − yj − µjτ)


(19)
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FIG. 8. Reconstruction of the inter-species interactions in replicator dynamics.
(a) The inset schematically shows the replicator model describing the population dynamics of different species competing for
fractions of the total population size. The population moves on a N − 1-dimensional simplex defined by the normalisation∑
i xi = N, xi ≥ 0. In the main figure, we plot the inferred rescaled inter-species interactions Jˆ infij ≡ J infij /σ2 versus the
rescaled underlying interactions Jˆtrueij = J
true
ij /σ
2 for the propagation time interval τ = 5.0× 10−6. The error bars indicate the
error due to the ambiguity associated with the choice of the propagation time interval τ as described next. (b) shows how the
propagation time interval was chosen and how the reconstruction error can be estimated without recourse to the underlying
couplings. For this plot, an arbitrary parameter (here Jˆ12) was chosen and its inferred value plotted for different propagation
time intervals τi (). The horizontal line shows the value of the true underlying parameter Jˆ
true
12 . For small values of τ the
effects of sampling fluctuations dominate and the inferred parameter saturates as discussed in section IVA. For large τ , the
error due to the linearisation of the Langevin equations is large and the inference becomes unstable, as signalled by the erratic
changes in the value of the inferred parameter. The interval of reasonable propagation time intervals must lie between those
two regimes and we choose a propagation time (marked by the circle) that lies in the (logarithmic) centre of this transition
region (marked by the two vertical dashed lines). The other parameters show a similar behaviour and the same transition time
interval, so the choice of the propagation time interval does not depend on the parameter considered. For each parameter, we
take the vertical extent of the transition region as the estimation error. To illustrate the effects of sampling fluctuations, we
repeated the procedure above a second time with the same model parameters but different samples (continuous line without
markers). As expected, the sampling fluctuations influence mainly the inferred parameters for τ → 0, while the inference for
larger values of τ is far less sensitive to the fluctuations.
The system consisted of N = 3 species, the noise strength was set to σ = 0.1, and the underlying interactions Jtrueij were
quenched random variables chosen independently from a Gaussian with mean u = 2.0 and standard deviation 1/
√
N (no self-
interactions: Jii = 0). We used an Euler discretisation of the Langevin equation (18) with time steps of length ∆t = 10
−6/σ2
and a total of M = 104 samples were taken every 104 steps after an initial settling time of 109 steps.
with drift 1
µi = yi(fˆi(y)− fˆ(y)) − yi
N

yi − 1
N
N∑
j=1
y2j


(20)
and covariance matrix Σ = AAT ∈ RN−1×N−1 with
Aij = yi(yj/N − δi,j) . (21)
1 The second term in the drift arises from the difference between
the Itoˆ and Stratonovich convention in the Langevin equation.
We denote by fˆi(y) the fitness (17) calculated with the
rescaled variables Jˆij = Jij/σ
2, instead of the original
interactions Jij , and by fˆ(y) =
1
N
∑
j yj fˆj(y) its species-
weighted average.
To reconstruct the rescaled interactions Jˆij , we insert
the Gaussian short-term propagator (19) into the propa-
gator likelihood (4) and maximise it using the Broyden-
Fletcher-Goldfarb-Shanno algorithm (see Fig. 8). As
for the OUP, the reconstruction error depends non-
monotonically on the choice of the dimensionless prop-
agation time interval τ , due to the trade-off between the
error from linearising the LE and the error from effec-
tively reducing the sample size by exponentially damp-
ing the propagators of most transitions. Unfortunately,
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the simple procedure we used for the OUP, minimis-
ing the parameter derivative |∂Θinf/∂τ |, cannot easily
be generalised to higher dimensions. The reason is that
the derivative of the reconstruction error ∂ǫ/∂τ is a
linear combination of the individual parameter entries
(∂Θinfi /∂τ)
K
i=1, which can cancel each other without van-
ishing individually (here K = N(N − 1) denotes the
number of model parameters). To see that not all in-
dividual derivatives can vanish simultaneously, we re-
mind ourselves that the inferred parameters must sat-
isfy 0 ≡ ∂PL∂Θi (Θinf(τ), τ) , i = 1, . . . ,K. Additionally
demanding ∂Θinfi /∂τ = 0, i = 1, . . . ,K, corresponds to
solving the system of equations {∂PL∂Θi = 0, ∂
2PL
∂Θi∂τ
= 0}Ki=1
for the K + 1 variables (Θi, τ). This system of 2K non-
linear equations for K + 1 variables will in general have
no solution for K > 1. Instead, we can find a good
propagation time interval by plotting a single inferred
parameter versus the propagation time interval τ used
for inference [see Fig. 8(b)]. The regime where the infer-
ence is dominated by the error from the linearisation for
large values of τ is characterised by an erratic change of
the value of the inferred parameter. At small values of
τ , the reconstruction is dominated by sampling fluctua-
tions (see section IVA). These regimes are connected by
a transition region, from which the propagation time in-
terval should be chosen. We checked that this transition
region stretched across the same time interval (approx-
imately [2 × 105, 2 × 106]) for all parameters and chose
the logarithmic center of this transition interval as the
propagation time interval τ . We found this produced a
good reconstruction quality, however, a method to pin-
point the optimal value of τ is currently lacking.
VI. CONCLUSIONS
We study parameter inference for a non-equilibrium
model from independent samples taken from the steady
state. Our approach is based on a variant of the likeli-
hood we call the propagator likelihood. In the limit of
a large propagation time interval, the propagator like-
lihood converges to the likelihood of the model. How-
ever, for non-equilibrium system, the likelihood and the
limit of large propagation time intervals is generally in-
tractable. The propagator likelihood can be derived from
a variational principle aiming to find model parameters
for which the distribution of configurations sampled from
the steady state is invariant under propagation in time.
For systems with discrete configurations, we base our
reconstruction on the single-step propagator, although
increasing the propagation time interval can improve the
inference when not all configurations have been sampled.
This can be understood as follows: at short times, most
pairs of sampled configurations have a small or even
vanishing propagator, and the propagator likelihood (4)
is dominated by a few pairs of close configurations.
At higher values of the propagation time interval τ ,
more configuration pairs contribute to the propagator
likelihood, which reduces sampling fluctuations. How-
ever, as the computational complexity of evaluating
the propagator grows exponentially with the number
of time steps, there is a competition between inference
quality and computational complexity. For systems
with continuous configurations, we use a short-time
approximation to the propagator. Also in this case,
inference improves with the propagation time inter-
val τ until the short-time approximation becomes invalid.
Inferring model parameters from the steady state re-
quires a large number of samples: Inferring couplings of
the kinetic Ising model with N = 10 spins to within a
reconstruction error ǫ ≈ 0.01 requires M ≈ 108 sam-
ples, compared to the equilibrium case requiring approx-
imately 106 samples (for couplings drawn independently
from a Gaussian with mean 0 and variance 1/N). The
bottleneck in practical applications may thus well be the
number of available samples. Non-equilibrium inference
is also computationally expensive: evaluating the prop-
agator likelihood takes O(M2) operations for systems
with continuous configurations and O(M) operations for
systems with discrete configurations (provided that only
a small number of neighbouring configurations can be
reached in a single step with non-zero transition prob-
ability). A challenge for the future is to find more ef-
ficient inference methods, both in terms of the number
of samples required and in terms of the computational
complexity.
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