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Abstract
Let (X,τ) be a Hausdorff space and n ∈ ω. We prove that if X
admits a continuous selection over Fn(X) (nonempty subsets of X of
cardinality at most n), then for every n ≤ m ≤ 2n such that m is not
a prime number, X admits a continuous selection over [X]m (subsets
of X of cardinality m). As a consequence of this, a space X admits a
continuous selection for every natural number if and only if the same
is true for every prime number. For Hausdorff spaces (X,τ) which
admit continuous selections over [X]2, we characterize the existence
of continuous selections over [X]n for n ≥ 2, in terms of a covering-type
property.
1 Preliminaries
Our notation is fairly standard. [X]n is the set of all subsets ofX of cardinal-
ity n. If (X,τ) is a topological space, F(X) will be the set of all nonempty
closed subsets of X , and if n ∈ ω, then Fn(X) ∶= {A ∈ F(X) ∣ ∣A∣ ≤ n}. We
can endow F(X) with the topology generated by the sets
⟨V⟩ ∶= {A ∈ F(X) ∣ ∀V ∈ V(A ∩ V /= ∅) ∧A ⊆ ⋃V}
where V is a finite subset of τ . We will refer to this topology as the Vietoris
topology τV . All the spaces considered here are at least T2, and from now
on, we fix a space (X,τ).
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The study of continuous selections began in the early 1950’s by E. Michael
[7]. Since then, there has been an impressive amount of research that seems
far from ending in the near future.
Definition 1. Given F ⊆ F(X), we say that f ∶ FÐ→X is a selection if for
every A ∈ F we have that f(A) ∈ A. Moreover, f is a continuous selection
if it is a selection and it is continuous with respect to the Vietoris topology
restricted to F. Additionally, given n ∈ ω we define
• Seln(X) ∶= {f ∶ [X]n Ð→ X ∣ f is a selection}.
• Sel≤n(X) ∶= {f ∶ Fn(X)Ð→X ∣ f is a selection}.
• Selcn(X) ∶= {f ∶ [X]n Ð→ X ∣ f is a continuous selection}.
• Selc≤n(X) ∶= {f ∶ Fn(X)Ð→X ∣ f is a continuous selection}.
Selecting and ordering are two closely related concepts. Examples of
this can be found in [7] where it is proven that connected spaces for which
Selc
2
(X) /= ∅ are exactly those spaces which are weakly orderable, or in [8],
where it is proven that the same is true for compact spaces. In [8] it was
asked if the same was true for locally compact spaces. A negative answer was
given to that question in [6] by constructing an almost disjoint family A for
which Selc
2
(Ψ(A)) /= ∅ but Ψ(A) is not weakly orderable. From this, we can
conclude that although these concepts behave similar in many ways, they are
not equivalent. Because of this, it is natural to ask how close are spaces for
which Selc
2
(X) /= ∅ to being weakly orderable. For example, if (Y, τy) is a
weakly orderable space, then for every n ∈ ω we will have that Selc≤n(Y ) /= ∅.
So in general, what can we say of Selcn(X), knowing that Selc2(X) /= ∅?. The
following question was posed in [4].
Problem 1 ([4]). Does there exist a space X such that Selc
2
(X) /= ∅, but
Selc≤n(X) = ∅ for some n > 2?
This question is still open even in the case n = 3. In [1], it is proven that
if Selc
2
(X) /= ∅, then it is equivalent that Selc
3
(X) /= ∅ and Selc≤3(X) /= ∅.
This result was later generalized in [2] by the following Theorem.
Theorem 1 ([2]). Let n ∈ ω such that Selc≤n(X) /= ∅. The following state-
ments are equivalent:
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a) Selc≤n+1(X) /= ∅ .
b) Selcn+1(X) /= ∅.
By means of Theorem 1, we can restate Problem 1 as:
Problem 2. Does there exist a spaceX for which Selc
2
(X) /= ∅, but Selcn(X) =
∅ for some n > 2?
A partial answer to this question can be found [6], where the next Theo-
rem shows up.
Theorem 2 ([6]). Let X be a separable space for which Selc
2
(X) /= ∅. Then,
there exists an orderable space L and a continuous map f ∶ X Ð→ L such that
∣f−1[{y}]∣ ≤ 2 for every y ∈ L. In particular, X admits a continuous selection
over [X]<ω.
In [5] it is proven that Selc
4
(X) /= ∅ provided that Selc≤3(X) /= ∅. This
result was later generalized in [2] by means of the following Theorem.
Theorem 3 ([2]). Supose that X is a space for which Selc
2n+1(X) /= ∅ for
some n ∈ ω. Then Selc
2n+2(X) /= ∅.
So in particular, if Problem 2 has an affirmative answer, there must exist
X for which Selc
2
(X) /= ∅ but Selcn(X) /= ∅ for some odd number n. More-
over, if we aim to answer Problem 2, we may only worry about Sel2n(X) for
odd numbers n.
The aim of this paper is to generalize Theorem 3 by means of Theorem
4, which will be achieved in Section 1. In Section 2 we will define the con-
cept of good chains, and use it characterize spaces X for which Selcn(X) /= ∅
provided that Selc
2
(X) /= ∅.
Let us start with some notation.
Definition 2. Let F ⊆ F (X), f ∶ FÐ→ X a selection, and x⃗ ∈ Dom(f). We
will write
x⃗Ð→f y
if f(x⃗) = y. Additionally, if U ⊆ P (X), then We will write
U ⇉f V
if V ∈ U and for every x⃗ ∈ ⟨U⟩ ∩Dom(s), it happens that s(x⃗) ∈ V . If f is
clear from context then we’ll omit it’s reference in the notation.
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By means of this Definition, we intend to think about continuous selec-
tions as directed graphs. The next Proposition is easy to prove, and charac-
terizes the continuity of selections in a way coherent with our intuition.
Proposition 1. Let F ⊆ F (X), and s ∶ F Ð→ X a selection. The following
statements are equivalent:
a) f is continuous.
b) for every n ∈ ω and {x1, . . . , xn} ∈Dom(s)∩[X]n, there exist U1, . . . , Un ∈ τ
pairwise disjoint open neighborhoods of x1, . . . , xn respectively, , y j ≤ n,
such that {U1, . . . , Un}⇉ Uj.
Definition 3. Let n ≤ m ∈ ω, f ∈ Seln(X) and U ∈ [τ/{∅}]m a set of
pairwise disjoint open sets. We will say that U preserves f -relations if for
every V ∈ [U]n there exists some V ∈ V such that
V ⇉ V.
In general, if k,m ∈ ω, f ∈ Sel≤k(X) and U ∈ [τ/{∅}]m a set of pairwise
disjoint open sets. We will say that U preserves f -relations if for every
0 < n ≤min(k,m), it happens that U preserves f ∣[X]n-relations.
Proposition 1 told us, that by continuity, we can fatten the arrows between
points to make them arrows between open sets. Next proposition tells us that
we can do the same if we consider ”finite subgraphs” of X .
Proposition 2. Let n ∈ ω and f ∈ Selc≤n(X)(or f ∈ Selcn(X)). For every n ≤
m ∈ ω and for every {x1, . . . xm} ∈ [X]m There exists U1, . . . , Um ∈ τ pairwise
disjoint open neighborhoods of x1, . . . , xm respectively, such that {U1, . . . , Um}
preserves f ∣[X]k-relations for every k ≤ n.
2 Isomorphisms of Selections
The main purpose of this section is to prove Theorem 4. Before explaining
the main idea of the proof, we will give some definitions.
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Definition 4. Given n ∈ ω, s ∈ Seln(Z), y r ∈ Seln(Y ). We will say that f
and g are isomorphic if there exists φ ∶ Z Ð→ Y biyective such that for every
z⃗ ∈ [Z]n it happens that
φ[z⃗]Ð→g φ(f(z⃗)).
In this case, we will say that φ is an isomorphism between f and g.
Definition 5. Let n ≤ k ∈ ω, f ∈ Sel≤k(X) and g ∈ Seln(Y ). We define
P(g) ∶= {x⃗ ∈ [X]m ∣ f ∣[x⃗]n is isomorphic to g}.
Now, let us explain the strategy. Suppose that we have a space X for
which Selc≤k(X) /= ∅ for some k ∈ ω, and let f be a continuous selection that
testifies this fact. For m between k and 2k, and n ≤ k we will partition [X]m
into {P(g) ∣ g ∈ Seln(m)} and show that each piece of the partition is clopen
in [X]m. Having done this, the problem will be reduce to find a continuous
selection over P(g) for every g ∈ Seln(m)}. This will be done in two steps;
First we will show that if g is not too ”messy”, P(g) admits a continuous
selections, and then we will show that if n is prime and divides m, then there
are no ”messy” g′s.
In the next two propositions we will show that each P(g) is clopen.
Proposition 3. Let n ≤ m ∈ ω, f ∈ Seln(X) and U = {U1, . . . , Um} ∈
[τ/{∅}]m who’s elements are pairwise disjoint. If U preserves relations,
then for every x⃗ = {x1, . . . , xm}, y⃗ = {y1, . . . , ym} such that for every i ≤ m
it happens that xi, yi ∈ Ui, the function φx⃗y⃗(f) ∶ x⃗ Ð→ y⃗ given by
φx⃗y⃗(s)(xi) = yi
is an isomorphism between f ∣[x⃗]n a f ∣[y⃗]n.
Proof. Let i1 < ⋅ ⋅ ⋅ < in ≤m and j ≤ n such that
{xi1, . . . , xin}Ð→ xj .
Since U preserves relations, we can conclude that {Ui1 , . . . , Uin} ⇉ Uj, and
since yi1 ∈ Ui1 , . . . , yin ∈ Uin then
φx⃗y⃗(f)[{xi1 , . . . , xin}] = {yi1, . . . , yin}Ð→ yij = φ
x⃗
y⃗(f)(xij).
Consequently φx⃗y⃗(f) is isomoprhism.
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Proposition 4. Let n ∈ ω, Y such that ∣Y ∣ =m , f ∈ Selcn(X) y g ∈ Seln(Y ).
Then P(g) is clopen in [X]m.
Proof. Since {P(g) ∣ g ∈ Seln(Y )} form a partition of [X]m, it’s enough to
proof that for every r ∈ Seln(Y ), P(r) is open.
Take g ∈ Seln(Y ) and x⃗ = {x1, . . . , xm} ∈ P(g). Using Proposition 2, we
find U1, . . . , Um ∈ τ pairwise disjoint open neighborhoods of x1, . . . , xm respec-
tively, such that {U1, . . . , Un} preserves f -relations. To finish, just notice that
x⃗ ∈ ⟨U1, . . . , Um⟩ and by Proposition 3 it follows that ⟨U1, . . . , Um⟩ ⊆ P(g).
By now, our first task is completed. The next definition is crucial to
understand which are the messy g’s that we were referring to.
Definition 6. Given n ∈ ω, g ∈ Seln(Y ) and x ∈ Y , we define
Wg(x) ∶= ∣g−1[{x}]∣.
Additionally, if k ∈ ω we define
Qg(k) ∶= {x ∈ Y ∣ Wg(x) = k}.
If g is clear by context, we’ll omit it.
Lemma 1. Let k,n,m ∈ ω with n ≤ k, and Y such that ∣Y ∣ =m, f ∈ Selc≤k(X)
y g ∈ Seln(Y ). If there exists x, y ∈ Y such that Wg(x) /= Wg(y) and m2 ≤ k
then there exists a continuous selection h over P(r).
Proof. The set Q = {Qg(r) ∣r ∈ ω and Qg(r) /= ∅} is a partition of Y , and
by hipotesis, it has at least two elements. Thus, there exists r ∈ ω such that
Qg(r) /= ∅ y ∣Qg(r)∣ ≤ m2 . take r0 ∈ ω the least natural with this property and
let k0 ∶= ∣Qg(r0)∣.
We define h ∶ P(g) Ð→ X given by h(x⃗) = f(Qf ∣[x]n(r0)). We know h is
well defined, since for every x⃗ ∈ P(g) it happens that ∣Qf ∣[x⃗]n(r0)∣ = k0 ≤ k. To
proof that h is continuous, take x⃗ = {x1, . . . , xm} ∈ P(g). Applying 2, we can
find U1, . . . , Um ∈ τ pairwise dijsoint open neighborhoods of x1, . . . , xm respec-
tively, such that {U1, . . . , Um} preserves f ∣[X]n-relations and f ∣[X]k0 -relations.
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Consider i1 < ⋅ ⋅ ⋅ < ik0 ≤ n such that Qf ∣[x]n(r0) = {xi1 , . . . , xik0}, thus for
every y⃗ = {y1, . . . , yn} with y1 ∈ U1, . . . , ym ∈ Um it happens that
{yi1, . . . , yik0} = Qf ∣[y⃗]n(r0) = φ
x⃗
y⃗[Qf ∣[x⃗]n(r0)].
Since {U1, . . . , Um} preserves f ∣[X]k0 -relations, so it does {Ui1, . . . , Uik0}. No-
tice that for every j ≤ k0 we have that xij , yij ∈ Uij , consequently
h(x) = f(Qf ∣[x⃗]n(r0)) ∈ Uij if and only if h(y) = f(Qf ∣[y⃗]n(r0)) ∈ Uij .
We conclude that {U1, . . . , Um}⇉h Uj where j ≤ n is such that x⃗ Ð→ xj , thus
h is continuous.
Basically, Lemma 1 is telling us that the messy g’s are exactly those for
which Wg is constant. We will study this in more detail on section 3.
Lemma 2. let k,m ∈ ω and f ∈ Selc≤k(X). If
m
2
≤ k, and there is n ≤ k such
that for every Z ∈ [X]m there exists x, y ∈ Z such thatWf ∣[Z]n(x) /=Wf ∣[Z]n(y),
then Selcm(X) /= ∅.
Proof. Fix a set Y such that ∣Y ∣ = m. Then for every g ∈ Seln(Y ) such that
P(g) /= ∅, The hipotesis of the Lemma 1 are fulfilled , thus there exists a
continuous selection hg ∶ P(g)Ð→ X . Since P(g) is clopen, then
h = ⋃{hg ∣ g ∈ Seln(Y ) y P(g) /= ∅}
is a continuous selection over [X]m.
Lemma 3. Let p ≤m ∈ ω and suppose that p is prime, and ∣Y ∣ =m. If there
exists g ∈ Selp(Y )such that for every x, y ∈ Y if happens that W(x) =W(y),
then p does not divides m.
Proof. Le g be as in the hypothesis. Suppose toward a contradiction that
there is j ∈ ω such that pj =m, and let k such that for every x ∈ Y if happens
that k =W(x). Notice that
p(jk) =mk = ∑
x∈Y
W(x) = ∣[Y ]p∣ =
m!
p!(m − p)!
Thus, p divides m!
p!(m−p)! ,but this is impossible since p is prime and p
divides m. We conclude that p does not divides m.
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Theorem 4. Let p, k,m ∈ ω and supose Selc≤k(X) /= ∅. If p,
m
2
≤ k and p
divides m, then Selcm(X) /= ∅.
Proof. Let f ∈ Selc≤k(X)Since p divides m, applying Lemma 3 we can con-
clude that for every Z ∈ [X]p there exist x, y ∈ Y such that Wf ∣[Z]n(x) /=
Wf ∣[Z]n(y), thus, k,m and f fulfill the hypothesis of the Lemma 2, and in
consequence Selcm(X) /= ∅.
Corollary 1. Let 2 ≤ n and suppose that Selc≤n(X) /= ∅. If n+1 is not prime,
then Selcn+1(X) /= ∅.
Theorem 5. Let (X,τ) be a T2 topological space. The following statements
are equivalent:
a) For every 1 < n ∈ ω, Selcn(X) /= ∅.
b) For every prime p, Selcp(X) /= ∅.
Proof. a)→ b) trivial.
b) → a) By induction. Let 1 < n ∈ ω and suppose that for every 1 < m < n
we know that Selcn(X) /= ∅. If n is prime, we use the hypothesis . If n is
not prime, then we make use of Theorem 1 to conclude that Selc≤n−1(X) /= ∅.
Thus, by Corollary 1 it follows that Selcn(X) /= ∅.
3 Good chains
The purpose of this section is to characterize the spacesX for which Selcn+1(X) /=
∅ provided that 2 ≤ n and Selcn(X) /= ∅. To do this, recall that we showed
in Lemma 1 that for k ≤ n and g ∈ Selk(n + 1), we have that P(g) admits a
continuous selection unless Wg(x) =Wg(y) for every x, y ∈ n + 1. Now we’ll
fix our atention in the case k = 2.
Definition 7. Let 2 ≤ n ∈ ω odd. We define
Regn ∶= {g ∈ Sel2(n) ∣ ∀x, y ∈ n(Wg(x) =Wg(y))}
More over, if 2 ≤m ∈ ω and f ∈ Selc≤m(X), we define
P(Regn) = ⋃
g∈Regn
P(g).
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If Selc≤n(X) /= ∅ and f testifies this fact, then Sel
c
n+1(X) /= ∅ if and only
if there is a continuous selection over P(Regn+1). A simple argument shows
that when X is infinite then [X]n+1/P(Regn+1) /= ∅, so analysing P(Regn+1)
really simplifies the problem.
An important property of elements in Regn is the following.
Proposition 5. Let 2 ≤ n ∈ ω odd and g ∈ Regn. For every x, y ∈ n such that
xÐ→ y, there is z ∈ n/{x, y} such that y Ð→ z Ð→ x.
Proof. Let Ax = {z ∈ n/y ∣ z Ð→ x} and Ay = {z ∈ n/x ∣ z Ð→ y}. Since
g ∈ Regn, ∣Ax∣ = n−12 y ∣Ay∣ =
n−1
2
− 1. Thus, Ax/Ay /= ∅. Notice that every
z ∈ Ax/Ay works.
Before explaining the main idea behind this characterization, let’s write
one more definition.
Definition 8. For m ∈ ω we can define
Fm(X) ∶= {U ∈ [τ/{∅}]m ∣ ∀U,V ∈ U , if U /= V then U ∩ V = ∅}.
Suppose that f ∈ Sel≤n(X) and we want to construct a continuous se-
lection over P(Regn+1), namely g . For every x⃗ ∈ P(Regn+1) we may take
Ux ∈ Fm(X) such that x⃗ ∈ ⟨Ux⟩ and define the value of the selection g in
such way that U Ð→g U for some U ∈ Ux, in order to ensure continuity by
Proposition 1. The problem is that in some cases, the ”information” that
caries some U about the selection g is transferred to some other V’s, in the
sense that if we define the value of g at ⟨U⟩ then the value of those V ′s will
be determined as well, and in some cases, this fact may translate into con-
tradictions if we define our g in careless way.
The next few definitions capture the core of this problem.
Definition 9. Let n ∈ ω and U ,V ∈ Fn(X). We’ll write U ⌣ V if for every
U ∈ U there exists a unique V ∈ V such that U ∩ V /= ∅. If this is the case,
we’ll denote as γ(U ,V) ∶ U Ð→ V the only function which satisfies that for every
U ∈ V, γ(U ,V)(U) ∩U /= ∅.
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Definition 9 is telling us the easiest way possible in which the value of a
selection at U can determine the value of the selection at V(under circum-
stances that wil be clear in the proof of Theorem 6). Now we define the
concept of chain, which will describe essentially all the ways in which the
information of a given selection can be passed from one set to another.
Definition 10. Let n,m ∈ ω, D ⊆ Fn(X) and U0, . . . ,Um ∈ Fn(X). We say
that K = (U0, . . . ,Um) is a D-chain from U0 to Um(or simply a D-chain), if
for every i <m it happens that Ui ∈D and Ui ⌣ Ui+1. Additionally, we define
the function
ΓK ∶= γ(Um−1,Um) ○ ⋅ ⋅ ⋅ ○ γ(U0,U1).
Finally, we’ll say that U ,V ∈D are D-chainable if there exists a D-chain
from U to V.
Definition 11. Let n ∈ ω and D ⊆ Fn(X). We say that D is nice if for every
A,B ∈D the following statements are true:
• If ⟨A⟩ ∩ ⟨B⟩ /= ∅ then A ⌣ B.
• If A and B are D-chainable, then for every K,L
D-chains from A to B, we have that ΓK = ΓL.
Before we state our characterization, let’s give one last Lemma.
Lemma 4. Let 2 ≤ n ∈ ω even, f ∈ Selc
2
(X) and U , V ∈ Fn+1(X) which
preserve relations. If ⟨U⟩, ⟨V⟩ ⊆ P(Regn+1), then ⟨U⟩ ∩ ⟨V⟩ /= ∅ implies that
U ⌣ V.
Proof. Suppose towards a contradiction, that there is U ∈ U such that for
every V ∈ V it happens that U ∩ V = ∅. Notice that for every x ∈ ⟨V⟩ we
have that x∩U = ∅. Thus x ∉ ⟨U⟩, and then ⟨U⟩∩⟨V⟩ = ∅ which is impossible .
To prove uniqueness, suppose towards a contradiction that there is U ∈ U
and V0, V1 ∈ V distinct such that for every i ∈ 2 it happens that U ∩ Vi /= ∅.
Let V2, . . . , Vm ∈ τ/{∅} such that V = {V0, V1, V2, . . . , Vm}, y suppose without
loss that V0 ⇉ V1. Since V preserves relations and ⟨V⟩ ⊆ P(Regn+1), it follows
that there g ∈ Regn+1 such that ⟨V⟩ ⊆ P(g). Thus, making us of Proposition
3 we find 2 ≤ j < n+ 1 such that V1 ⇉ Vj ⇉ V0. We divie the rest of the proof
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in two cases:
Case 1) (There exists U /= U ′ ∈ U such that U ′∩Vj /= ∅) In this case, take
x0 ∈ U ∩ V0, x1 ∈ U ∩ V1 y x2 ∈ U ′ ∩ Vj. In one hand, since V1 ⇉ Vj ⇉ V0 then
x1 Ð→ x2 Ð→ x0,
By the other side, since U preserves relations, U /= U ′, x2 ∈ U ′ y x0, x1 ∈ U ,
we have that x1 Ð→ x2 if and only if x0 Ð→ x2, which is a contradiction.
Case 2) (For every U /= U ′ ∈ A it happens that U ′∩Vj = ∅) Notice that in
this case Vj ∩U /= ∅. If for every U /= U ′ ∈ A we had that U ′ ∩V0 = U ′ ∩V1 = ∅
We could argue in a similar way as in the first paragraph of this proof, to
conclude that ⟨U⟩ ∩ ⟨V⟩ = ∅, Which is impossible. Thus, there is i < 2 and
U /= U ′ ∈ U such that U ′ ∩ Vi /= ∅. Let x0 ∈ U ∩ V1−i, x1 ∈ U ∩ Vj and
x2 ∈ U ′ ∩ Vi. Proceeding in a completely similar way to case 1 we get to the
desired contradiction.
Now, we are ready.
Theorem 6. Let (X,τ) be a topological space, 2 ≤ n ∈ ω even and f ∈
Selc≤n(X). The following statements are equivalent:
a) Selcn+1(X) /= ∅ .
b) There is a nice D ⊆ Fn+1(X), such that
⋃
U∈D
⟨U⟩ = P(Regn+1).
Proof. (a)⇒ b)) Let h ∈ Selcn+1(X) and g = f∪h. For every x⃗ = {x0, . . . , xn} ∈
P(Regn+1), let’s take U x⃗0 , . . . , U x⃗n ∈ τ/{∅} open pairwise disjoint neighbor-
hoods of x0, . . . , xn respectively,such that for every i ≤ n + 1 it happens
thatU x⃗ = {U x⃗
0
, . . . , U x⃗n} preserves g∣[X]i-relations ( We can do this by applying
repeatedly Lemma 2 and intersecting witnesses ). Let
D = {U x⃗ ∣ x⃗ ∈ P(Regn+1)}.
Evidently D ⊆ Fn+1(X). Since for every x⃗ ∈ P(Regn+1) it happens that
U x⃗ preserves g∣[X]2-relations and x⃗ ∈ ⟨U x⃗⟩, then
⋃
U∈D
⟨U⟩ = P(Regn+1).
11
It’s only left to show that D is nice. For this, we take U ,V ∈D, and prove
the following:
1. ( If ⟨U⟩ ∩ ⟨V⟩ /= ∅ then U ⌣ V.) This is a direct consequence of Lemma
4.
2. ( If U and V are D-chainable, then for every K,L D-chains from U to
V,it happens that ΓK = ΓL.) To prove this, we’ll make use of the next
claim.
Claim 1: if x⃗ = {x0, . . . , xn}, y⃗ = {y0, . . . , yn} ∈ P(Regn+1) are such
that U x⃗ ⌣ U y⃗, then for every k ≤ n and i0, . . . , ik ≤ n it happens that
{U x⃗i0, . . . , Uik}⇉ U
x⃗
i0
if and only if {ΓK(U x⃗i0), . . . ,ΓK(U
x⃗
ik
)}⇉ ΓK(U x⃗i0)
where K = (U x⃗, U y⃗).
To prove this claim, notice that if k ≤ n and i0, . . . , ik ≤ n, then for ev-
ery s ≤ k we can choose zs ∈ U x⃗is ∩ΓK(U
x⃗
is
), and since U x⃗ and U y⃗ preserve
g∣[X]k- relations, then
{U x⃗i0, . . . , Uik} ⇉ U
x⃗
i0
if and only if {z0, . . . , zk} Ð→ z0 if and only if
{ΓK(U x⃗i0), . . . ,ΓK(U
x⃗
ik
)}⇉ ΓK(U x⃗i0).
Having proved Claim 1, let’s continue with the proof of (2). Let
x⃗ = {x0, . . . , xn}, y⃗ = {y0, . . . , yn} ∈ P(Regn+1) and suppose that U x⃗ and
U y⃗ are chainable. Without loss, we can suppose that x0, . . . , xn and
y0, . . . , yn are enumerated in such way that for every i ≤ n it happens
that {xi, . . . , xn} Ð→ xi and {yi, . . . , yn} Ð→ yi. Let K be a D-chain
from U x⃗ to U y⃗ and let k ∈ ω and z⃗0, . . . , z⃗k ∈ P(Regn+1) be such that
K = (U x⃗,U z⃗0 , . . . ,U z⃗k ,U y⃗) and for every j ≤ k letKk = (U x⃗,U z⃗0 , . . . ,U z⃗k).
We wil prove by induction that for every i ≤ n, ΓK(U x⃗i ) = U
y⃗
i .
If i = 0, notice that since {x0, . . . , xn} Ð→ x0, then {U x⃗0 , . . . U x⃗n} ⇉ U x⃗0 ,
which, by Claim 1, implies that {ΓK0(U x⃗0 ), . . .ΓK0(Ax⃗n)} ⇉ ΓK0(U x⃗0 ).
Applying repeatedly Claim 1, and ussing the fact that for every j ≤ k
if happens that Γ(U z⃗k ,U z⃗k+1) ○ ΓKj = ΓKk+1 , we conclude that
{ΓK(U x⃗0 ), . . .ΓK(U x⃗n)}⇉ ΓK(U x⃗0 ),
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but ΓK is a bijection U x⃗ and U y⃗, so {ΓK(U x⃗0 ), . . .ΓK(U x⃗n}) = {U
y⃗
0
, . . . U
y⃗
n}.
Thus, ΓK(U x⃗0 ) = U
y⃗
0
.
Let n > i > 0 and suppos that for every j < i we had proven that
ΓK(U x⃗j ) = U
y⃗
j .Proceeding in the same way as Case i = 0, we can con-
clude that
{ΓK(U x⃗i ), . . .ΓK(U x⃗n)}⇉ ΓK(U x⃗i ),
but ΓK is a bijection from U x⃗ to U y⃗. Thus,by induction hypothesis
we have that {ΓK(U x⃗i ), . . .ΓK(U x⃗n)} = {U
y⃗
i , . . . U
y⃗
n}. we conclude that
ΓK(U x⃗i ) = U
y⃗
i . With this, the induction ends.
To finish, notice that what we have just proved, implies that for every
K and L D-chains from U x⃗ a U y⃗ we have that ΓK = ΓL. Thus, we have
proved a)⇒ b).
(b)⇒ a)) For this, we only have to show that there exists a continuous
selection over P(Regn+1).
We define the relation ∼⊆ P(Regn+1)2 fiven
x⃗ ∼ y⃗ if and only if there are U ,V ∈DD-chainables, such that x⃗ ∈ ⟨U⟩ and
y⃗ ∈ ⟨V⟩.
It is easy to see that ∼ is an equivalence relation, which generates a par-
tition L(∼) over P(Regn+1). Given C ∈ L(∼) and x⃗ ∈ C there is U ∈ D such
that x⃗ ∈ ⟨U⟩, and by definition ∼ we also have that ⟨U⟩ ⊆ C. By this observa-
tion, we can conclude that the elements of L(∼) are clopen over P(Regn+1).
Thus, we only need to show that for every C ∈ L(∼) there exists a continuous
selection over C.
Let C ∈ L(∼). For every x⃗ ∈ C, fix U x⃗ ∈ D such that x⃗ ∈ ⟨U x⃗⟩. Now fix
z⃗0 ∈ C, U ∈ U z⃗0 and for every x⃗ ∈ C le’ts take D-chain, namely, Kx⃗ from U z⃗0
to U x⃗. We define fC ∶ C Ð→X given by
fC(x⃗) is the unique element x⃗ in ΓKx⃗(U).
fC is well defined. Since D is nice, for every x⃗ ∈ C and y⃗ ∈ ⟨U x⃗⟩ it happens
that fC(y⃗) ∈ ΓKx⃗(U). Thus, fC is continuous.
13
References
[1] Garc´ıa-Ferreira, S., Gutev, V., Nogura, T.:Extensions of 2-point selec-
tions. New Zealand J. Math. 38, 1-8(2008).
[2] Gutev, V.: Selections and hyperspaces of finite sets., Topology Appl.
157(1), 83-89 (2010).
[3] Gutev, V., Nogura, T.: A topology generated by selections. Topology
Appl. 153, 900-911(2005).
[4] Gutev, V., Nogura, T.: Some problems on selections for hyperspace
topologies. Appl. Gen. Topol. 5(1), 71-78(2004).
[5] Gutev, V., Nogura, T.:Weak selections and flows in networks. Comment.
Math. Unv. Corlin. 49(3), 509-517(2008).
[6] Hrusˇa´k, M., Mart´ınez-Ruiz, I.: Selections and weak orderability, Fund.
Math, Vol. 203, (2009), pp. 1-20.
[7] Michael, E.: Topologies on spaces of subsets, Trans. Amer. Math. Soc.
71, 152-182(1951).
[8] Mill, J. v., Wattel, E.: Selections and orderability, Proceedings of the
American Mathematical Society, Vol. 83, (1981), pp. 601-605.
14
