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ABSTRACT 
First necessary and sufficient conditions are presented for a square matrix over an 
arbitrary field to be a product of k > 2 matrices with prescribed traces. Then the 
same is done for products in which both the nullities and traces of the factors are 
prescribed. Finally these results are applied to products of additive commutators to 
obtain similar results. 0 Elsetier Science Inc., 1997 
1. INTRODUCTION 
Let A be an m X m (m > 2) matrix over a field [F, and let t,, . . . , t, 
(k > 2) be elements of lF. It will be shown (Theorem 2.3) that if A is singular 
it can always be written as a product of k matrices of traces t,, . . . , t, 
respectively. If A is nonsingular the same holds for m > 3 (Theorem 2.81, 
but for m = 2 two cases have to be excluded, namely when k = 2, A is 
a 2 x 2 scalar matrix and exactly one of t,, t, is zero or when ff = Z,, 
A- [ I 7 A and t, = ... = t, = 1 (- denotes similarity). 
For singular matrices we also investigate the nullities and traces the 
factors can take simultaneously. For k > 2, let (nl, t,), . . . , (n,, tk) denote a 
sequence in N X [F, where IW = (0, 1,2,. . .I. For an m X m (m > 2) singu- 
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lar matrix A over [F to be a product 
A =A, ... A,, where nullity( A,) = ni and trace( Ai) = tj 
the conditions n > ni > 0 and n, + ... +nk > n can be shown to be neces- 
sary, where n = nullitfi A). 
In Section 3 it will be investigated when these conditions are also 
sufficient. This turns out to be the case when m > 3 and A # 0,. For 
A = O,,, (m > 2) a further condition must be added, viz. no pair of the form 
(m, t) with t z 0 may occur. For m = 2 these conditions are also sufficient 
except in two cases, both regarding k = 2, A - y i . The first is when [ 1 
(n,, t,) = (n,, tz) = Cl,01 over any lF, and the second is when (n,, t,) = 
(IO>, (n,, tz) = (0, 1) over [F = Ze (Theorem 3.10). 
In Section 4 products of additive commutators (i.e., matrices expressible 
in the form BC - CB for some square matrices B, C> are investigated. 
From the previous results can be deduced that any m x m (m > 2) matrix A 
is expressible as a product of two additive commutators. This generalizes a 
result in [6, Theorem 5.121 for the case where IF is of characteristic zero 
(Theorem 4.1). 
If A is singular it can be expressed as a product of k > 2 additive 
commutators of arbitrary nullities ni provided n = nulli+ A) 2 ni > 0 and 
121 + *a* +nk > n, and in the case k = 2, A { JZ (Theorem 4.2). It is 
possible to prove a stronger result by requiring that these factors be nilpotent 
as well (Theorem 4.3). 
Note that in this paper all matrices are presumed to be square with 
entries in an arbitrary fixed field, and all factorizations of a given matrix are 
presumed to be over the same field. 
2. PRODUCTS WITH PRESCRIBED TRACES 
LEMMA 2.1. Let A be u matrix over a field F and’let t,, . . . , tk (k z 2) 
be elements of F. 
(a) In order to establish a factorization 
A =A,... Akwheretrace(A,) =ti, l<i<k (I) 
it su.ices to establish it for a matrix similar to A. 
(b) Zf A has a factorization (l), it also has a corresponding factorization 
for any permutation oft,, . . . , tk. 
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Proof. (a) If X-‘AX = A,. . . A,, where trace(A,) = tj then 
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A = (xAIX-‘)(xA,X-‘)...(xA,X-‘) 
and 
trace( X-‘A,X) = trace( Ai) = ti 
since trace is preserved by similarity. 
(b) Since any matrix is similar to its transpose it follows that 
AiAi+l - ( AiAi+l)T = A:+,& 
Since trace is preserved by transposition it follows from (a) that Ai Ai+ I can 
be written as a product of two matrices in which the order of the traces is 
reversed. Hence the result follows by repeated application of this property as 
any permutation is a product of adjacent transpositions. ??
LEMMA 2.2. lf for a given k >, 2 a matrix A over [F has the property 
that for any sequence t,, . . . , t, in [F it can be written as A =A,...Ak, 
where trace(Ai) = tj, 1 Q i < k, then the same holds for A @ B, where B is 
any m X m (m > 1) matrix over IF. 
Proof. For any given sequence t,, . . . , t, in IF, let t; = t 1 - trace(B), 
tH = t, - m.l,..., t; = t, - m.1. By assumption A can be written as A = 
A i . . . A,, where trace( Ai) = ti. Hence the result follows from 
A @ B = ( A, @ B)( A, @ I,) ... (A, @ I,,). ??
THEOREM 2.3. Let A be an m X m (m 2 2) singular matrix over afield 
[F. For any sequence t,,..., t, (k > 2) in [F, A can be written as A = 
A 1”. A,, where trace(A,) = ti, 1 < i < k. 
Proof. It suffices to prove the result for k = 2. By Lemma 2.la it may 
be assumed that A is in its rational canonical form. Since A is singular it 
must have a summand equal to JI (I > l), the O-Jordan block of size 1 
(11 = Km. 
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If A = [;yO], (I E F, the result follows from 
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[:: :] = [r: e][ _o::t;l a] ctl #O) 
If A = [0] @ C with n = size(C) > 2, let E be an n X n nonsingular 
matrix of trace t, 
diagtsl, s2, 1,. . . , 
over [F. (For example, if [F Z Z,, let E = 
1) be an 72 X n diagonal matrix with sl, s2 # 0 and s1 + 
s2 + (n - 2) * 1 = t,. If IF = Z, and trace(Z,,) = t, let E = Z,, otherwise 
let 
1 1 
E= .*. 
I I 
1 
*) 
1 0 
Then A = ([xl @ CE-‘X[O] @ E) with x = t, - trace(CE-‘) yields the re- 
quired factorization. 
The following factorizations show that the result holds for Jl (1 2 2): 
0 =o [ 0 0 0 0 1 0 10 I[ 0 1 
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= 
0 0 0 
0 . . -t, 1 
1 -. 0 
0 t1 0 
0 -10 0 
0 1 0 
0 
1 
Hence by Lemma 2.2 with k = 2 the result follows for A. ??
-t1 
0 
1 
t2 
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For the rest of this section we assume all matrices are nonsingular unless 
otherwise stated. 
We first consider the case where k = 2, i.e., factorizations involving two 
matrices. 
LEMMA 2.4. (a) A (nonzero) 2 X 2 scalar matrix over a field F cannot 
be written as a product of two matrices such that the trace of one factor is 
zero and the trace of the other factor is nonzero. 
(b) Over F=Z,, A- yh [ 1 cannot be written as a product of two 
matrices such that the trace of both is 1. 
Proof. (a) The proof is done by contradiction. Suppose therefore A = 
BC where A # 0 is a 2 X 2 scalar matrix, trace(B) = 0 and trace(C) # 0. 
If the characteristic of IF, char(F) z 2 then B is nonscalar since trace(B) = 0. 
If char@) = 2 then C is nonscalar since trace(C) # 0, hence B is nonscalar 
too since C = B -‘A and A is scalar. In both cases it therefore follows from 
[3, Theorem 21 that a matrix X exists such that X-‘BX = [E ~01, where 
zL, v # 0 since B is nonsingular. 
Hence 
A = X-lAX since A is scalar 
= (X-9.3X)( x-‘CX) 
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where w, z are not both 
zero since trace(C) # 0 
= 
[ I uy uz VW vx ’ 
Since A is scalar, VW = uz = 0. Hence w = z = 0 since u, v # 0, which 
yields a contradiction. 
The proof is similar for trace(B) # 0 and trace(C) = 0. 
(b) By Lemma 2.la it suffices to prove the result for A = 1 1 : A . For such 
a factorization to exist both diagonals must consist of one 0 and one 1 since 
the trace of both factors must be 1. This gives four possible factorizations to 
consider. For example, if both factors have diagonal (0, 1) this gives 
which has no solution. Similarly the other possibilities yield no solution. ??
LEMMA 2.5. Let A be an m x m (m > 2) nonsingular matrix over a 
field IF. For th e o f 11 owing choices of A we investigate for which t,, t, E IF it 
can be expressed as a product of two matrices over lF of traces t,, t, 
respectively : 
(a) For A diagonal such a factorization is possible for all choices oft,, t, 
except when A is a 2 X 2 scalar matrix and exactly one oft,, t, is zero. 
(b) For a companion matrix A such a factorization is possible for all 
choices oft,, t, except when [F = R,, A = [: A] and t, = t, = 1. 
(c) ForA=[l]@[Th] andA= [:A] 
tion is possible for all choices of t 1, t, . 
@[:t] over& suchafactoriza- 
Proof. (a) The following two factorizations settle the cases t, = t, = 0 
and t, # 0, t, # 0: 
A= I 
0 
a, 
al 0 
am-l 
0 
0 
1 . 
0 
(tl = t, = 0) 
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A= 
t1 a1 0 
t1 0 *. 
t1 
a,b,’ 
a m-1 
0 
0 bl 
1 *. 4 
0 b,‘_ 1 
0 1 62 
where 
b, = 
-%I- It2 a, - 1t2 
t1 
b, = - 
a, - lt2 
a1 
,..., b,_, = a_. 
m 2 
For t, = 0, t, Z 0, and m > 3, 
A= 
0 
0 
0 
am-2 
-1 
%I - 1t2 
0 
-I 
_I 
0 1 
1 
1’ 0 0 
0 0 t2 t2 
(t, = 0, t, # 0) 
yields the required factorization. Using Lemma 2.Ib one can deduce from 
this that a factorization where t, # 0 and t, = 0 is also possible. 
We now consider m = 2 and exactly one of t,, t, zero. If a, z a2 the 
required factorization can be obtained as follows: 
This leaves us with the case where A = al, (a + 0) and exactly one of t,, t, 
is zero, but by Lemma Ma such a factorization is not possible. 
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(b) The proof is done by induction on m. Suppose therefore m = 2 and 
0 no 
A= 1 u. 
[ 1 1 
0 -1 
A= 
-a,,x I[ t, + x (tz + X)(Ul + xt1) (tz +x)-l t, 0 --x 1 
(x # 0, t, + x # 0) 
yields the required factorization with traces t , , t, respectively, except when 
t, = --x for all x z 0, i.e., when [F = Z, and t, = 1. We may also assume 
t, = 1; otherwise the roles of t, and t, may be interchanged. Since a0 # 0 
(A is nonsingular) there are only two possible values for A in this case, viz. 
[Y :] and [El* In the first case 
[: :I = [: ;I[: :I 
yields the required factorization over Z,. By Lemma 2.4b a similar factoriza- 
tion for A = y A 1 1 over Z, does not exist. Hence the result follows for 
m = 2. 
Now assume the companion matrix has size m > 3. Adding (1 - a,_ r> 
times the second last column to the last column and subtracting (1 - a,_ i) 
times the last row from the second last row we obtain 
0 0 63 
* * 
1 1 
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Hence by Lemma 2.la we may assume A is of the form 
A= 
where a, f 0, 
B= 
0 a0 
1 . . 
0 . 
0 . 1 am-2 1 and R= 
181 
0 . . . 
0 . . . 
0 --a0 
--an,- 3 
0 4, - 2 
(2) 
with a’,,_2 = a,_, - a,_2. 
B is a nonsingular companion matrix of size m - 1. If it can be written as 
B = CD, where trace(C) = t, and trace(D) = t, (3) 
then 
A= 
B + zyT By 
XTB rTBy 
yields the required factorization, where the vectors x, y, z (all of length 
m - 1) are given by xT = column of R (Note that ,(;yf,l i., 01, yT = (0,. . . ,O, 1) and .Z is the last 
T 
In the case m = 3, B can be factored as in (3) except when (F = Z,, 
B = [y t] and t, = t, = 1. It f 11 o ows from (1) and (2) that A must then be 
182 
of the form 
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[ 0 1 %-I 0 1 0 1 1 1 
where a,_ 1 is equal to 0 or 1. If a, _ i = 0 then the trace of A is already 1, 
hence A = I, A yields the required factorization since trace(Z,) = 1 over 
F = Z,. If a, _ 1 = 1 the following factorization shows that the result holds 
also in this case: 
Hence the result holds for any 3 X 3 nonsingular companion matrix, and 
therefore by the above induction step it holds for all nonsingular companion 
matrices of size m > 3. 
(c) Since the trace of a matrix over 5 = Z, is either 0 or 1, we have only 
four factorizations to consider for each matrix. By (b), C = [y A] can be 
written as C = C,D, = C,E, = F,D,, where each subscript denotes the 
trace of the matrix. The following factorizations establish the result: 
[l] @ c = ([1] @ F,)([l] @ DJ (tl = 1,t, = 0) 
= ([I] @ C,)([l] @ G,) (tl = O,t, = 1) 
= (ill @ C,)([ll @ QJ (5 = t, = 1) 
=[n ; sl[s 1 a] (t1=t2=0) 
c a3 c = (C, @ C,)( D, @ D,) (tl = t, = 0) 
= (Co @ C,>(Ql @ Eo) (tl = 1,t, = 0) 
= (Co Q3 ~cl)(al @ 4) (tl = 0, t, = 1) 
= (Cl @ Fo)(-% @ 4) (t1 = t, = 1) 
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THEOREM 2.6. Let A be an m X m (m > 2) nonsingular matrix over a 
field F, and let t,, t, be elements of IF. A can be written as a product of two 
matrices over [F of traces t ,, t, respectively except when A is a 2 X 2 scalar 
matrix and exactly one of t,, t, is zero or when F = Z,, A N y t , and [ 1 
t, = t, = 1. 
Proof. By Lemma 2.la we may assume A is in its rational canonical 
form. It follows from Lemma 2.4a, b that the factorizations in the two 
exceptional cases are not possible. To prove the others are always possible we 
proceed as follows: 
If A is a diagonal or companion matrix the result follows from Lemma 
2.5a, b. Hence we may assume A = B @ C, where B is a companion matrix 
of size 1 > 2 and size(C) > 1. If IF z Z, or if [F = Z, and B z [y h] the 
result follows from Lemma 2.2 with k = 2 since by Lemma 2.5b B can be 
expressed as a product of two matrices of arbitrary traces. 
We may therefore assume F = Z, and A can be written as A = B @ C, 
where B = [I] @ [y A] or B = [E] “p] and size(C) > 0 (if size(C) = 0 
then A = B). Hence the result follows rom Lemma 2.2 with k = 2 since by 
Lemma 2.5~ B can be expressed as a product of two matrices of arbitrary 
traces. W 
Hence it follows in particular that any nonsingular matrix A of size 
m > 3 over F can be written as a product of two matrices over [F of arbitrary 
traces t,, t,. 
Now we consider the case where k 2 2, i.e., factorizations involving two 
or more matrices. 
LEMMA 2.7. (a> A 2 X 2 non-singular matrix A of trace zero over 
F = Z, is similar to y h or I,. 
(b) IfA- [‘j; 
1 
1 I 
over F = Z, is factored as a product of two matrices 
over F = Z,, one actor has to be similar to A. 
(c) A N [; ;] over IF = Z, cannot be factored as a product of k > 2 
matrices over IF = Z, all of trace 1. 
Proof. (a) If A # I, then by [3, Theorem 21 A N p ; . Since A is 1 1 
nonsingular both off-diagonal elements must be nonzero, hence both must be 
equal to 1 since F = 77,. 
(b) If A = BC then by Lemma 2.4b the trace of one factor must be zero. 
Suppose trace(B) = 0. If B f A, then B N I, by (a). Hence B = I,, and 
the result follows since C = A. The result follows similarly if we start with 
trace(C) = 0. 
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(c> Suppose A = A,. . . A,, where the trace of each Ai is 1. Since 
trace( Ak) = 1 and trace(A) = 0, it follows by (b) that A - A, . . . A,_ r. By 
repeating this argument it follows that A - A, A,, which by Lemma 2.4b is a 
contradiction. W 
THEOREM 2.8. Let A be an m x m (m > 2) nonsingular matrix over a 
field IF, and let t,, . . . , t, (k 2 2) be elements of IF. A can be written as a 
product of k matrices over IF of traces t,, . . . , t, respectively except when 
k = 2, A is a 2 x 2 scalar matrix and exactly one oft,, t, is zero or when 
IF = Z,, A - [y ~1, and t, = ... = t, = 1. 
Proof. It follows from Lemmas 2.4a and 2.7~ that the factorizations in 
the two exceptional cases are not possible. We now proceed to prove that the 
others are always possible. 
Consider the class 
B = A : A # aZ,( a f 0) and A + [i i]iflF=Z,) 
of nonsingular matrices of size m > 2. We show by induction that each 
member of g has the property that it can be written as a product of k > 2 
matrices of arbitrary traces t 1, . . . , k t : For k = 2 the result follows from 
Theorem 2.6. For k 2 3 we write (using induction) A = A, . . . A,, where 
0 
trace( A*) = 
if char(lF) f 2 
1 if char( E) = 2 
and trace(A,) = ti, 3 < i < k. It follows that A, E 55’ since tracecal,) = 
2 * a # 0 if char@) # 2 (a # 0) and trace(aZ,) = trace 7 h = 0 if char@) = ] 1 
2. Hence the result follows since A, can be written as a product of two 
matrices of traces t,, t, respectively. 
We are left with the following three cases: 
Case 1: char(lF) # 2, A = al,, a # 0. 
Suppose all ti are nonzero. 
It actually follows by induction that such a factorization is possible for any 
nonsingular matrix over any [F # z2: For k = 2 the result follows from 
Theorem 2.6. For k 2 3, first write (using induction) A = A, . . . A,, where 
trace( Ai) = ti, 2 < i < k, and then write A, as a product of two matrices of 
traces t,, t, respectively. 
Suppose at least one ti is zero. By Lemma 2.Ib we may assume t, = 0. 
It follows that such a factorization (for A = aZ,, a # 0) is always possible 
except when k = 2 and t, # 0: For k = 2 the result follows from Theorem 
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2.6. For k 2 3, first write A = A, A,, where the trace of both factors is zero. 
Since A, E G? by the choice of trace( A,) it can then be written as a product 
of k - 1 matrices of traces t,, . . . , t, respectively. 
Case ZZ: char(F) = 2, A = aZ,, a # 0. If t, = *-- = t, = 0, then the 
result follows from A = A . Zj- ’ since trace(A) = trace( I,> = 0. 
Hence suppose t, # 0. It follows that such a factorization is always 
possible except when k = 2 and t, = 0: For k = 2 the result follows from 
Theorem 2.6. For k > 3, first write A = A, A,, where the trace of both 
factors is t,. Since A, E g by the choice of trace( A,) it can then be written 
as a product of k - 1 matrices of traces t,, . . . , tk respectively. 
Case III: [F = Z,, A - y A . If t, = -a- = t, = 1 the factorization is 
not possible by Lemma 2.7~. 
[I 
Hence suppose t, = 0. It follows that such a factorization is always 
possible: For k = 2 the result follows from Theorem 2.6. For k > 3, first 
write A = A, A,, where trace( A,) = 0 and trace( A,) = 1. Since A, E %? by 
the choice of trace( A,) it can then be written as a product of k - 1 matrices 
of traces t,, . . . , t, respectively. 
Hence the proof is complete. ??
3. PRODUCTS WITH PRESCRIBED NULLITIES AND TRACES 
In what follows we denote the pair (nullity(A), trace(A)) consisting of the 
nullity and trace of a matrix A over a field IF respectively by nt( A). 
LEMMA 3.1. Let A be a matrix of nullity n > 0 over a field F and let 
(n,, t,), . . . , (n,, t,), k > 2, be a sequence in N x lF, where N = (0, 1,2,. . .}. 
(a> In order to establish a factorization 
A = A,... A, where nt( Ai) = (ni, ti), 1 < i < k (1) 
it suffices to establish it for a matrix similar to A. 
(b) Zf A has a factorization Cl), it al.so has a corresponding factorization 
for any permutation of (n,, tl), . . . ,(nnk, t,). 
Proof. The proof is similar to that of Lemma 2.1 since nullity and trace 
are both preserved by similarity and.by transposition. ??
This result will be useful later since it enables us to assume n, < ... < nk- 
For a factorization as in (1) to exist it can be shown that the conditions 
n = nullity(A) 2 n, 2 0 and n1 + *a* +nk > n are necessary. 
DEFINITION 3.2. A matrix A of nullity n > 0 over a field [F has property 
NT, (k > 2) if for any sequence (n,, tl), . . . , (nk, t,) in fV X F such that 
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n 2 ni > 0 and n1 + me* +nk > n, A can be written as A = A,. . . A,, 
where nt(Ai) = (n,,t,), 1 < i ,< k. 
If A in this definition is nonsingular then all ni = 0, hence for such A we 
only need to consider the traces the factors can take. This was done in 
Section 2. 
LEMMA 3.3. A matrix A of nullity n over a field F is a product 
A = A,A, of matrices of nullities nl, n2 over IF respectively if and only if 
n > n, > 0 and n1 + n2 > n. 
Proof. It follows that the conditions are necessary. 
To prove they are sufficient we use induction on n. For n = 0 (i.e., A 
nonsingular) both nl, n2 are zero; hence A = IA will suffice, where I 
denotes the identity matrix. 
Hence assume n > 1 and the result holds for n - 1. Since A has nullity 
n > 1 in this case, A N A’ @ JI, where 
0 0 
JIX l 1.. 1. I 0 ‘10 
is a O-Jordan block of size 1 z 1 (J1 = [O]). For each i = 1,2 choose n: equal 
to ni or n, - 1 such that n - 1 > n\ > 0 and n; + nk > n - 1. Since 
n, + n2 > n > 1, at least one ni can be chosen n, - 1. By induction 
A’ = A’,A!,, where nullity(Ai) = n’. 
Let J1 = A’; A;, where 
A’; = Zl, A’; == JI 
1, nl, = n2 - 1 
if ni = n1 - 1, n\=n2 
if n; = nl, ni = n2 - 1. 
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The result now follows from A N A’ @ JI = ( A> CIS A’;)( A\ @ A’;) since 
nullity( A; CB A’;) = ni and nullity( A\ @ A’; > = n2. ??
The next lemma characterizes products of matrices with prescribed 
nullities. 
LEMMA 3.4. A matrix A of nullity n over a field IF is a product 
A =A,... A, of k > 2 matrices over IF of nullities nI,. . . , nk respectively if 
and only if n > ni >, 0 and n1 + *a* +n, >, n. 
Proof. It follows that the conditions are necessary. To prove they are 
sufficient we use induction on k. For k = 2 the result follows from Lemma 
3.3. Hence assume k > 3 and the result holds for k -. 1. 
It follows from Lemma 3.Ib that we may assume n1 < . . . < nk. 
Suppose n2 + *.* +nk > n. By induction A can be written as A = 
A 2 . . . A,, where nullit$ A,) = ni, 2 < i < k. Since n, = nullity( A,) z 
nl, n2 > 0 and the result holds for k = 2, A, can be written as a product of 
two matrices of nullities nl, n2 respectively. Hence the result follows in this 
case. 
Suppose n2 + **a +n, < n. First write A = A,A,, where nullity(Ai) = 
nl and nulhty( A,) = n2 + ... +nk, and then use induction on A, to write it 
as a product of k - 1 matrices of nullities n2, . . . , nk respectively. Hence the 
result also follows in this case. m 
LEMMA 3.5. lf a matrix A has property NT, over a field F then the 
same holds for A @ B, where B is any square matrix over IF. 
Proof. Let (n,, t,), (n,, tz) E N X F and suppose n = nullit$ A @B) z 
ni 3 0 and n1 + n2 > n. 
For each i = 1,2, choose n\, ny such that ni = n: + n:I, nullity(A) > 
n\ > 0, nullity(B) > ny > 0, n; + n: > nullity(A), and n: + n’;. > 
nullity(B). This can, for example, be done as follows: Begin by choosing 
n\ = min( n,, nullity( A)) and n: = ni - ni. If n’i + ni 2 nullit$ B), we are 
done. If not, subtract from ni and add to n:, keeping n’ >, 0, until n’; + n’; 
= nullit$ B). Then n, + nz 2 n will ensure that n; + n\ > nullity(A) still 
holds. 
By Lemma 3.3, B = BIB,, where nullity(Bi) = n:, and by assump- 
tion A = A,A,, where nt( Ai) = (nl, tj - trace(B Hence A @ B = 
(A, @I B,X A, @ B,) yields the required factorization. ??
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COROLLARY 3.6. Zf a matrix A over a field IF has property NT, for some 
fixed k > 2, then the sum holds for A @ B, where B is any square matrix 
over IF. 
Proof. The proof is similar to that of Lemma 3.5 by using Lemma 3.4 to 
write B as a product of k matrices of suitably chosen nullities. ??
We are now ready to consider the factorization problem of this section for 
the case k = 2, i.e., factorizations involving two matrices. 
LEMMA 3.7. Let (n,, tl), (n,, tz) be elements of N X F such that 
n = nullity(A) > ni > 0 and n, + n, > n. We investigate for which values 
of (ni, ti) A can be written a.s a product A = A, A, such that nt( Ai) = 
(ni, ti). 
(a) y A = JZ, the 0-]oro!an bl oc o size 2, then such a factorization is k f 
possible except when (n,, tl) = (nz, t,) = (1, 0) (over any F> or when ff = Z, 
and one nt-value is (1,O) and the other is (0,l). 
(b) If A = 0, ( n > 2), then such a factorization is possible except when 
an nt-value is of the form (n, t> with t + 0. 
Proof. (a) In the factorization 
J2= [y ;] = [(t_+ox)-l :,Jty xtly’] (t,+x#O) 
the first factor can assume the nt-values (1, t,) for all t, E F, while the 
second factor can assume (1, t,) for all t, # 0 (by choosing r = 0) and (0, tz> 
for all t, such that t, + x # 0 for some x # 0. The last condition gives all 
values of t, except when t, = --x for all x f 0 i.e., when IF = Z, and 
t, = 1. 
Since in this case n = 1, hence 1 > ni > 0, and n1 + n2 2 1 implies that 
nl, n2 cannot both be 0, it follows that all choices of (ni, ti) are included 
above except when both are equal to (1,0) (if n, = n2 = 1 and t, # 0, t, = 0, 
interchange their roles above) or when IF = Z,, one factor is (0,l) and the 
other factor is either (1,O) or (1,l). By Lemma 3.Ib the order of the 
nt-values may be interchanged, hence we are left with the following three 
cases: 
(I) (n,, tl> = (n,, t,) = (1,0) over any field F 
(II) (n,, t,) = (l,O), (nz, t2) = (0,l) over [F = Z, 
(III) (nl, t,) = (1, l), (n2, tz> = (0, 1) over IF = Z, 
(I) and (II): Suppose they were possible. Hence in both cases we may 
write J2 = BC, where nt( B) = (l,O). Since B is nonscalar (its nullity is l), by 
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[3, Theorem 21 there exists a matrix X such that XP’BX = [ !J i ] , where one 
off-diagonal entry is zero (since the nullity of B is I). Since the off-diagonal 
entries may be interchanged by first interchanging the rows and then the 
columns, which is a similarity operation, we may assume XP ‘BX = [z i], 
where c # 0. 
Hence 
x-‘],X = (x-%x)( x-‘CX) 
= [: :I[;: ;:] 
0 0 
zz 
[ 1 a1 a2 (c # 0). 
Since JZ is nilpotent, cx2 = 0, hence x2 = 0. 
In case (I) C is singular, hence x1 yZ - x2 yi = xi yZ = 0. Using the fact 
that trace(C) = xi + y2 = 0, it follows that xi = y2 = 0. Hence in this case 
which is a contradiction. 
In case (II) C is nonsingular, hence xi yZ - x2 yi = xi yZ # 0, hence 
Xl = yz = 1 sine e ot are nonzero and F = Z,. But then trace(C) = xi + b h 
yZ = 0 which is a contradiction. 
Hence both factorizations (I) and (II) are not possible. 
(III) It follows from 
that this factorization is possible. 
(b) Since 0, is the only n x n matrix of nullity n, and its trace is 0, it 
follows that the nt-value (n, t), t # 0 must be excluded. (Note that this 
condition is also necessary for more than two factors.) We now prove the 
sufficiency part. 
Let E,, = [e,j] be the n X n matrix consisting of entries eij such that 
ejj = 0 for all (i,j) # (k, m) and ekm = 1. If nl # 0, n2 # 0 then A, = 
JIl + t,E,, and A, = Jz” + tlE,, have nt-values (nl, t,) and (n,, t2) re- 
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spectively, and 
AiA, = (J? + V&)(1,“’ + G%,) 
= J;I+~~ + te];‘E,n + t,E,,J,“2 + t,tzE,,E,, 
= 0,. 
(J:l+n 2 = 0, since 12i + nz > n). 
If n, = 0, then nz = n, and hence t, = 0 by assumption. Choosing 
A, = J,, + t,E,, + E,, (which has nt-value (0, t,)> and A, = 0, yields the 
required factorization in this case. ??
LEMMA 3.8. The following matrices all have property NT, (cf. DeJini- 
tion 3.2): 
(2) LO1 e [cl, c + 0 
(3) Jg @ [cl, c + 0 
(4) 12 @ [Ol 
(5) 12 @ Jz 
(6) [Ol @[;;I 
(7) JZ @[E]. 
Proof. (1) By adding the first column of lrn to the last column and 
subtracting the last row from the first row we have 
B 
II72 -XC 
e2 
[ 1 ei-l 0 ’ where B = 
0 -1 
1 ** 
0 1 0 
and ei is the column vector of length m - 1 with zeros everywhere except a 
1 in the ith position. 
Since B is a nonsingular companion matrix it follows from Lemma 2.5b 
that B can be written as B = CD where trace(C) = 0 and trace(D) = t,. 
(Note that this is true also for F = Z, and B = [ 1 y t since trace(C) = 0.) 
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Since -eTBe, = -ef’CDe, = 0, 
lm -X= 
CD + zOT CDe, 
de;CD 0 ] = [ -:;C tj[; D;l]’ 
where .Z is arbitrary. Since e;l‘C # 0, z can always be chosen such that the 
first factor has nullity 0 or 1. Hence the result follows since the nullity of the 
second factor is 1, and nl, n, cannot both be zero. 
(2) The result is established by the following four factorizations, with the 
corresponding nt-values indicated on the right of each factorization: 
[ 0  o= c I[ 1 - c-Q 0 t, 0 I[ 0  t, c 1 (l~tJ~(l~t,) 
0 0 
[ I[ --t,‘c 0 = t1 t1 t; lc t,‘c 1 (Lt1), (O,O), t, # 0. 
The case (nl, tl> = (LO), (n,, 2 t ) = (O,O> follows from the second last 
factorization. 
(3) Since the nullity of A = Js @ [cl is 1 each n, is equal to 0 or 1 
provided not both are 0. Hence by Lemma 3.Ib we may assume nl = 1. 
For 
x+0 and t;=t,-xx0 (1) 
it follows from Lemma 3.7a that JZ = B, B,, where nt( Bi) = (n,, ti) with tb 
arbitrary. Choosing th = t, - 1c-l~ it follows that A = (B, @ [x])(B, @ 
[ x-‘cl) yields the required factorization. 
The conditions in (1) can always be satisfied unless t, = x for all r # 0, 
i.e., [F = Z, and t, = 1. If n2 = 1 we may also assume t, = 1; otherwise the 
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roles of (n,, t,), (n2, t,) may be interchanged. Hence we have the case 
E = &,(n,,t,> = (n,,t,) = (I,I) 
to consider separately. But we have two further possibilities for (n2, t,) to 
consider, viz. (nz, t2) = (0,O) and (n,, te> = (0,l). 
For (n,, ti> = (1, 1) and (n,, t2) = (0, l), the roles of (n,, ti), (n,, t,) 
may be interchanged and the above factorization carried out by choosing in 
(1) x = 1 and t’, = 0 (and n, = 0). This leaves us with one further case to 
cases: 
[ 0 10 0 o= 0 1 I
[! 1 e][ 8 i p] (n,,t,) = (n,,t,) 
consider separately, viz. 
[F = Z,, (n,,t,) = (ITI), (‘rz,t,) = (0,O). 
The following two factorizations establish the result also for these two 
= (1,1) 
(4) By Lemma 3.Ib we may assume n, Q n2. Since the nullity of A = 
JZ @ [0] is 2 we have 2 > n, > 0 and r~, + n2 > 2. 
(i) Suppose ni = 0. Then n2 = 2. It follows from Lemma 3.7a that for all 
values of t,, t, except when [F = Z, and t, = t, = 0, Jz can be written as 
J1 = IJiB,, where ntCB,> = (0, t, - l), &Be) = (1, t2). In all these cases 
A = (B, @ [l]XB, @ [O]) yields the required factorization. 
The factorization in the exceptional case follows from 
(n,,tl) = (O,O), (n,,t,) = (2,O) 
(ii) Suppose fki = 1. Then n2 = 1 or 2. It follows from Lemma 3.7a that 
for all values of t,, t, except when IF = Z, and t, = 1, t, = 0, J2 can be 
written as JZ = B,B, where nt(BrI = (0, tl), nt(B,> = (1, t,). In all these 
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cases the required factorization is obtained from 
by choosing z = 0 or ,zT G ro\N(B2) depending on whether n2 = 2 or 
n2 = 1 respectively. 
in the exceptional case, since n, = 1 or 2 there are two possibilities, viz. 
F = E,, (n,,t,) = (1,l) and(n,,t,) = (1,O) 
or 
IF = z,, (n,,t,) = (1,l) and(n,,t,) = (CO). 
The first factorization can be obtained by interchanging the roles of (nl, t 1>, 
(nz, tz) in the above factorization. The second factorization follows from 
(n,,t,) = (l,l), (n,,t,) = (CO) 
(iii) Suppose ni = 2. Then n2 = 2 since nl < n2. It follows from Lemma 
3.7a that for all values of t,, t, except when t, = t, = 0, JZ can be written as 
JZ = B,B,, where nt(B,) = (1, ti). In all these cases A = (B, @ [O]XB, 8 
[O]) yields the required factorization. 
The factorization in the exceptional case follows from 
A=[: i !I=[! i :][H W !] (n,,t,)=(n,,t,) =(2,0). 
(5) By Lemma 3.lb we may assume n1 < n2. Since the nullity of A = 
JZ 8 J2 is 2 we have 2 > n, z 0 and n, + n, > 2. 
(i) Suppose n, >/ 1. By Lemma 3.7a Jz can be written as JZ = B,B, = 
CrC,, where nt(B,) = (1, 11, nt(B,) = (n, - 1, t, - 11, nt(C,> = (n, - 1, 
t, - l), and nt(C,) = (1,l). Hence A = (B, @ C,XB, @ C,) yields the 
required factorization. 
‘0 0 0 
A= 0 0 1 = 
.o 1 0 I [; d ;I[: y 81 
(n,,t,) = (O,O),(n,,ts) = (1,l). 
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(ii) Suppose 72r = 0. Then n2 = 2. By Lemma 3.7a I2 can be written as 
Jz = B,B, = C,C,, where nt(B,) = (0, O), nt(Bs) = (1, t, - l), nt(C,) = 
(0, t,), and nt(C,) = (1, 1). Hence A = (B, Q C,XZ?, @I C,) yields the 
required factorization. 
[03 (6&i! Lemma 3.lb we may assume n1 < ns. Since the nullity of A = 
is 1 we have 1 2 n, > 0 and trl + n2 > 1. 
(i> Suppose nl = 0. Then n2 = 1. It follows from Lemma 2.5b that for 
all values of t,, t, except when IF = Z, and 1, = 0, t, = 1, B = [:A] canbe 
written as B = B,B,, where nt(B,) = (0, t, - l), r&B,) = (0, ts). In all 
these cases A = [O] @ B = ([l] @ B,X[O] @ B,) yields the required factor- 
ization. 
The factorization in the exceptional case follows from 
(ii) Suppose rrl = 1. Then n2 = 1 since n, Q n,. It follows from Lemma 
2.5b that for all values of t,, t, except when 5 = Z, and t, = t, = 1, 
B = [E] can be written as B = BIB,, where nt(B,) = (0, ti). In all these 
cases A = [0] @ B = ([O] @ B,X[O] @I B,) yields the required factorization. 
The factorization in the exceptional case follows from 
(n,,t,) = (Ll),(n2’&) = (Ll). 
(7) Since the nullity of A =J~ @[:;I is 1 we have 1 > n, > 0 and 
n1 + n2 2 1. By Lemma 3.7a JZ can be written as JZ = C,C,, where 
nt(C,) = (n,, ni>, nt(C,) = (n,, t,) and by Lemma 2.5b B = [y A] can be 
written as B = B, B,, where nt(B,) = (0, t, - n,>, nt(B,) = (O,O). Hence 
A = lz @ B = (C, @ B,XC, @ B,) yields the required factorization. ??
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TIIEOREM 3.9. Let A be an m X m (m 2 2) singular matrix over a field 
F, and let (nl, tl>, (n2, tz) be elements of N X IF such that n = nullity(A) > 
n, > 0 and n, + n2 > n. A can be written as a product A = A, A, such that 
nt(A,> = (n,, ti) except when A = 0, and an nt-value is oftheform Cm, t) 
with t # 0 or when A - J2 and (n,, t,) = (n,, tz) = (IO) or when lF = Z,, 
A - I2 and one nt-value is (IO) and the other is (0,l). 
Proof. It follows from Lemma 3.7 that the factorizations in the excep- 
tional cases are not possible. We proceed as follows to prove that the others 
are always possible. 
By [4, Theorem I, p. 1131 A is similar to A = N @ B, where N is 
nilpotent and B nonsingular. By Lemma 3.la we may assume that both N 
and B are in rational canonical form. 
Since A is singular, size(N) > 1. If N contains a summand JI, I! 2 3 the 
result follows from Lemma 3.5 since JI has property NT, by Lemma 3.8(l). 
Hence we may assume that N is a direct sum of matrices equal to [O] or Jz. 
Similarly, if B contains a companion matrix not equal to y ,$ or a 1 1 
diagonal matrix of size 2 2 not equal to cl, (c # 0) the result follows from 
Lemmas 3.5 and 2.5a, b. Hence if A contains a nonsingular component (i.e., 
size(B) > 1) we may assume B is a direct sum of matrices equal to [c] 
(c + 0)or [:;I. 
If A = 0, or A = Jp the result follows from Lemma 3.7. Hence we may 
assume A has a summand equal to one of the matrices in (2)-(7) of Lemma 
3.8. Since all these matrices have property NT, the result follows from 
Lemma 3.5. ??
THEOREM 3.10. Let A be an m X m (m B 2) singular matrix over a 
Jield F, and let (nl, tl>, . . ., (nk, tk), k > 2, be elements of N X [F such that 
n=nullity(A)>,ni>O and n,+ *** +nk > n. A can be written as a 
product A = A,. . . A, such that nt( Ai) = (n,, ti> except when A = 0, and 
an nt-value is of the form (m, t> with t # 0 or when k = 2, A - Jz and 
(nl, t,) = (n,, tz) = (IO> or when k = 2, [F = Z,, A - Jz, and one nt-value 
is (IO) and the other is (0, 1). 
Proof. It follows from Lemma 3.7 that the factorizations in the excep- 
tional cases are not possible. To prove that the others are always possible we 
proceed by induction on k >, 2. For k = 2 the result follows from Theorem 
3.9. Hence suppose k > 3 and the result holds for k - 1. By Lemma 3.Ib we 
may assume n1 < ~0. < nk. 
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If ?Z2 + *** fn, 2 12, then it follows by induction that A = A, . . . A,, 
where &A,) = (n,, ti>, k - 1 > i 2 2, and 
nt(Ak) = 
i 
( nkJ O> if r?L = n = nk 
(nk,l) otherwise. 
Note that this factorization is possible also if k = 3 and A = O,, or A = J2 
(in the latter case nullity(Ak) # 0 and trace( Ak) # 0). A, is singular since 
nullity(Ak) = nk > 1. If m = n = nk then A, = A = O,,, and in the other 
cases A, + O,,,, ]a since trace( A,) = 1. The result follows since in both 
cases A, can be written as a product of two matrices of nt-values (n,, t, ), 
(nk , tk > respectively. 
If n2 + ... +n, < n, we first write A = A,A,, where nt(A,) = (n,, t,) 
and nt(Az) = (n, + -1. +n,, 1) and then use induction on A, (which is 
singular and not similar to O,,, or J1> to write it as a product of k - 1 
matrices of nt-values ( n2, t, ), . . . , ( nk, t, ) respectively. ??
4. ADDITIVE COMMUTATORS 
A square matrix A over a field IF is an additive commutator over IF if there 
exist square matrices B and C over [F such that A = BC - CR. 
From the results obtained in Sections 2 and 3 the following results on 
products of additive commutators can be derived. 
THEOREM 4.1 (Refer to [6, Theorem 5.121 for the case where IF is of 
characteristic zero). Any m X m (m > 2) matrix over a field [F is a product 
of two additive commutators over IF. 
Proof. It was shown in [I] that a matrix over [F is an additive commutator 
over [F if and only if its trace is zero (see also [5, Theorem 31 for a proof for 
fields of characteristic zero). Hence the result follows from Theorems 2.3 and 
2.6 by letting k = 2 and t, = t, = 0. ??
The following result investigates the nullities these factors can take. 
THEOREM 4.2. An m X m (m > 2) matrix A over a field F is a product 
of k z 2 additive commutators over F of nullities rz,, . . . , nk respectively if 
andonlyifn = nullity(A) >,n, > 0, n, + ... tnk >nandinthecasek =2 
and A N Jz both n, and n2 are not equal to 1. 
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Proof. It can be shown that in any factorization A = A,. . . A, the 
conditions n >/ ni > 0 and n1 + me* +n, > n are necessary. Using the fact 
that a matrix over [F is an additive commutator over [F if and only if its trace is 
zero (cf. [l] or [5, Theorem 31 for char(F) = 0) it follows from Lemma 3.7a 
that if A _ J2 ‘t 1 cannot be a product of two additive commutators both of 
nullity 1 since then (n,, t,) = (n2, t,) = (IO). 
The converse follows from Theorems 2.8 and 3.10 by letting t, = 0.. = 
t, = 0 and using the fact that for A nonsingular all ni = 0. ??
For singular matrices the following stronger result can be obtained by 
requiring that all the eigenvalues of each factor be zero. 
THEOREM 4.3. A singular matrix A of nullity n over a field F is a 
product of k >, 2 nilpotent matrices over F of nullities nl, . . . , nk respectively 
ifandonlyifn>ni>l,nl+ 0.. +nk > n and in the case k = 2, A fJZ. 
Proof. It can be shown that in any factorization A = A, ~1’ A, with 
each Ai singular the conditions n > ni 2 1 and n1 + *** +n, > n are 
necessary. It follows from Lemma 3.7a that if A - J2 it cannot be a product 
of two nilpotent matrices since then (nl, t,) = (n,, t,) = (i, 0). 
The converse is done by induction on k > 2. For k = 2 the result was 
established in [2]. Hence assume k > 3 and the result holds for k - 1. Since 
nilpotency is preserved by transposition and similarity we may assume as in 
Lemma 3.Ib that n, < *** < nk. 
Suppose size(A) # 2. If n2 + ... + nk >, n, write (using induction) A = 
A . . A,, where nullit$ Ai) = n, and each Ai is nilpotent, and then write 
AZ ‘as a product of two nilpotent matrices of nullities nl, n2 respectively 
(which is possible since the result holds for k = 2). If n, + .*a +n, < n, first 
write A = A, A,, where A,, A,, are nilpotent and nullity( A,) = n,, 
nullity( A,) = n2 + ... +nk, and then use induction on A, to write it as a 
product of k - 1 nilpotent matrices of nullities n2, . . . , nk respectively. 
Suppose size(A) = 2. If A = 0, the result follows by letting A = 
N l... Nk, where Nj = Jz or 0, depending on whether ni = 1 or 2 respec- 
tively. Hence assume nullity(A) = 1. Then n, = **. = nk = 1. By Theorem 
3.9 A can be expressed as A = A, A,, where nt( A,) = (1, 0) and nt( A,) = 
Cl). 
A, is nilpotent: Since A, is singular one eigenvalue is zero, and since 
trace( A,) = 0 the other eigenvalue is zero too. This implies A, is nilpotent 
of nullity 1, hence A, - J2. 
A, is singular and since trace( A,) = 1, A, 71 JZ. The result now follows 
by induction by writing A, as a product of k - 1 nilpotent matrices, each of 
nullity 1. ??
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