Abstract-In this paper, we propose and analyze a generalized construction of distributed network codes for a network consisting of users sending independent information to a common base station through independent block fading channels. The aim is to increase the diversity order of the system without reducing its throughput. The proposed scheme, called generalized dynamic-network codes (GDNC), is a generalization of the dynamic-network codes (DNC) recently proposed by Xiao and Skoglund. The design of the network codes that maximize the diversity order is recognized as equivalent to the design of linear block codes over a nonbinary finite field under the Hamming metric. We prove that adopting a systematic generator matrix of a maximum distance separable block code over a sufficiently large finite field as the network transfer matrix is a sufficient condition for full diversity order under link failure model. The proposed generalization offers a much better tradeoff between rate and diversity order compared to the DNC. An outage probability analysis showing the improved performance is carried out, and computer simulations results are shown to agree with the analytical results.
I. INTRODUCTION

I
N a cooperative wireless communication system with multiple users transmitting independent information to a common base station (BS), besides broadcasting their own information, users help each other by relaying their partners' information [1] - [7] . In the decode-and-forward (DAF) relaying protocol [8] , the codeword relayed to the BS is a re-encoded version of the previously decoded codeword received in the broadcasting phase. A simple 2-user DAF network is illustrated in Fig. 1 . In the first phase [ Fig. 1(a) ], each user broadcasts its own information (usually through orthogonal channels). In the second phase [ Fig. 1(b) ], each user transmits its partner's information to the BS after decoding and re-encoding it. If the user cannot decode the partner's information, it sends its own information again. By transmitting the same information through independent channels, a cooperative diversity of order two is achieved [1] , [2] .
Network coding [9] , [10] , a method originally proposed to attain maximum information flow in a network, has recently been applied to cooperative wireless communication systems to improve the bit error rate (BER) performance [4] - [7] , [11] - [14] . In a network coded system, relays process information from different users and perform linear combinations of the received signals, with coefficients chosen from a finite field GF .
A two-user cooperative system that employs binary network coding (BNC) was proposed in [4] , where each user transmits the binary sum (XOR) of its own source message and the message received from its partner (if correctly decoded). While some energy savings are obtained, the scheme proposed in [4] does not improve the system diversity order.
In [11] , it was shown that binary network coding is not sufficient for achieving full diversity in multiple user-multiple relay systems when link failures are taken into account. A similar result was shown in [5] with regard to the scenario where users themselves act as relays for each other. The authors in [5] then considered nonbinary network coding and proposed the so-called dynamic-network codes (DNC), which works as follows. In the first phase, each user broadcasts a single packet 1 of its own to the BS as well as to the other users, which try to decode the packet. From the second time slot until the th time slot, each user transmits to the BS nonbinary linear combinations of the packets that it could successfully decode. With DNC, by using an appropriately designed nonbinary network code, the diversity order was shown to be higher than that obtained with binary network coded systems. The scheme is called "dynamic" in the sense that the network code is designed to perform well under a possible occurrence of outages in the interuser channels. However, this design approach can become extremely complex as the number of users grows, as shown in [6] . In [15] and [16] , Yeung and Cai derived a generalization of the Hamming, the Singleton and the Gilbert-Varshamov bounds, extending concepts from the classical point-to-point coding theory to a communication network, and focusing on its error correction capability. In [17] , it was shown that the minimum distance of a network error-correction code for a single-source multicast case plays the same role as it plays in classical coding theory. The decoding performance under the occurrence of different types of errors and erasures was also evaluated.
In this paper, we investigate another relationship between network codes and classical error-correcting codes. We elaborate on the DNC scheme by first recognizing the associated network code design problem as equivalent to that of designing linear block codes over for erasure correction. In particular, for perfect interuser channels, we note that the diversity order equals the minimum Hamming distance of the block code, so the network transfer matrix should correspond to the generator matrix of an optimal block code under the Hamming metric. The Singleton upper bound [18] , [19] for the minimum Hamming distance of a linear block code appears as a natural limit to the diversity order, and this bound is achieved with a sufficiently large field size [19] .
We then extend the DNC scheme by allowing each user to broadcast several (as opposed to just one) packets of its own in the broadcast phase, as well as to transmit several nonbinary linear combinations (of all correctly decoded packets) in the cooperative phase. From the block coding perspective, the so-called generalized dynamic-network codes (GDNC) consider a longer codeword, with more parity symbols, which improves the Singleton bound at the expense of a larger delay.
Codes that achieve the Singleton bound are called maximum distance separable (MDS) codes [19] . Regarding the GDNC network code design, we show that if a generator matrix of a MDS code is used as the GDNC network code, the maximum diversity order is guaranteed. We also show that a much better tradeoff between rate and diversity order can be achieved, e.g., it is possible to improve both rate and diversity order over the DNC scheme.
For a very large number of users in the network, the decoding of such a MDS code may become too complex. In this situation, one could consider a sparse matrix as the network transfer matrix, so that the effect of a nonbinary low-density generator matrix (LDGM) code would be created at the destination. This implementation may be viewed as a nonbinary extension of the adaptive network coded cooperation (ANCC) scheme proposed in [20] . However, this approach is out of the scope of this paper and is left as future work.
The rest of this paper is organized as follows. The next section presents the system model and some relevant previous works, including binary network coded cooperative systems [4] and the DNC scheme [5] . The motivation for GDNC is presented in Section III. Section IV presents the proposed GDNC scheme. We begin with a simple 2-user network for demonstration purposes, and then consider the general case of a network with
users. An outage probability analysis is carried out in Section V, and the network code design problem is addressed in Section VI. Simulation results are presented in Section VII. Finally, Section VIII presents our conclusions and final comments.
II. PRELIMINARIES
A. System Model
The system consists of a multiple access channel (MAC) network, in which users have independent information to send to a common BS. One time slot (TS) is defined as the time period in which all the users perform a single transmission (through orthogonal channels). That is, one TS corresponds to transmissions from individual users. The received baseband codeword at User at time is given by (1) where represents the transmit user index and the receive user index (0 corresponds to the BS). The index denotes the time slot. and are the transmitted and the received codewords, respectively. is the zero-mean additive white Gaussian noise with variance per dimension. The channel gain due to multipath fading is denoted by , which is assumed to have independent identically distributed (i.i.d.) (across space and time) Rayleigh distribution with unit variance. Assuming 's to be i.i.d. Gaussian random variables and considering all the channels with the same average signal-tonoise ratio (SNR), the mutual information between and is (2) where the factor follows from the division of the channel's resources among the users. In this work, we do not consider a joint network-channel code design [7] , [12] , [13] . It is assumed that powerful enough channel codes are being used at a link level, so that can be correctly decoded at User if , where is the information rate from User to User in the time slot . Considering that all the users have the same rate, the index of can be dropped. Thus, cannot be correctly decoded at User if (3) where . The probability that such an event happens is called the outage probability. For Rayleigh fading, the outage probability is calculated as [2] , [21] (4) where the approximation holds for a high SNR region. Considering block fading, the diversity order is defined as [21] ( 5) where is the probability that a frame cannot be recovered by the BS.
In this paper, block fading means that fading coefficients remain constant during the transmission of a single packet and vary in an i.i.d. fashion for one packet transmission to another and for different users. It is also assumed that the receivers have perfect channel state information (CSI), but the transmitters do not have any CSI.
Before we continue, we establish throughout this paper that the operators and represent operations over real numbers, is the binary addition (XOR), and and are the addition and subtraction operations over a nonbinary field, respectively.
B. Binary Network Coded Cooperation
Instead of transmitting only the partner's information in the second phase, as shown in Fig. 1 , each user of this 2-user system can transmit a binary sum of its own information and its partner's information. Considering for the moment that the two interuser channels are reciprocal (i.e., ), if the interuser channel is not in outage, which happens with probability , the four different packets transmitted to the BS are and . Upon receiving two copies of the same message, the BS performs maximum ratio combining (MRC). In this case, is not recovered by the BS if , with probability [2] . Without loss of generality, we analyze the performance of User 1. The same result holds for User 2 due to symmetry. The information packet is not recovered by (i.e., it is erased in) the BS when the direct transmission of and one or two packets from and cannot be decoded by the BS. In this case, the outage probability for User 1 is If the interuser channel is in outage, which happens with probability , each user just retransmits its own information. Upon receiving two copies of the same information packet, the BS performs MRC, resulting in the following outage probability for User 1 [2] Considering the two possibilities for the interuser channel, the outage probability of User 1 is then given by If the interusers channels are nonreciprocal, it can be shown that the outage probability of a 2-user binary network coded system is also given by [4] (6) which corresponds to a diversity order according to (5) . We can see that the diversity order obtained from (6) is not optimal, since the information of each user is transmitted through three independent paths (the direct transmission and the two network-coded packets transmitted in the cooperative phase) and higher diversity order can be achieved, as will be explained later. By a similar analysis, the outage probability of the 2-user DAF scheme, presented in Fig. 1 , considering nonreciprocal interuser channels, can be shown to be (7) 
C. Dynamic-Network Codes
In [5] and [6] , Xiao and Skoglund showed that the use of nonbinary network coding is necessary to achieve a higher diversity order, and then proposed the so-called DNC. A simple 2-user DNC scheme is presented in Fig. 2 , where nonbinary coefficients are used.
Assuming reciprocal interuser channels and considering that they are not in outage, which happens with probability , the BS receives and . We can see that the BS is able to recover the original messages and from any 2 out of the 4 received packets. For User 1 (the same result holds for User 2 due to symmetry), the information packet is not recovered by the BS when the direct packet and at least 2 out of the 3 remaining packets cannot be decoded. This occurs with probability [5] However, when considering the link failure of interuser channels, with probability a user cannot decode its partner's message. In this situation, it retransmits its own information. The BS performs MRC, and the outage probability for User 1 is then [2] . Thus, the overall outage probability for User 1 is [5] It is easy to see that the diversity order is . If the interuser channels are nonreciprocal, then the outage probability was shown to be [5] For users, in the DNC scheme, each user transmits a fixed number of nonbinary linear combinations in the cooperative phase. It is shown in [5] that the diversity order achieved by DNC is (8) however, with a low, fixed rate . The network code necessary to achieve the diversity order in (8) was proved to exist through an association between the DNC scheme and the single-source linear robust network codes [10, Th.11]. The network code design proposed in [5] is to find the transfer matrix which is nonsingular for all possible outage patterns in the interuser channels. This network design method can have high complexity as increases. In [6] , a simplified construction of DNCs was presented. This reduction in the design complexity is obtained at the expense of a poorer performance, which is negligible if the field size is as large as [6] (9)
III. MOTIVATION FOR THIS WORK
The multiple-source-one-destination network can be represented by a transfer matrix which in turn can be seen as a generator matrix of a systematic linear block code. The generator matrix obtained from the 2-user system, illustrated in Fig. 2 , is given by (10) In the DNC scheme [5] , [6] , the diversity order is related to the minimum number of correctly received packets at the BS from which the information packets from all users can be recovered. A packet which is not received correctly may be thought of as an erasure, and is discarded by the receiver. The receiver's ability to recover the information packets from the nonerased packets is thus equivalent to the erasure correction capability of the associated (network) block code. It is well-known that the transmitted codeword of a linear block code with minimum Hamming distance can be recovered if no more than of its positions have been erased by the channel [18] . The connection between these two problems establishes that the diversity order of the 2-user DNC system shown in Fig. 2 , under the assumption of perfect interuser channels, is equal to the minimum Hamming distance of the rate 2/4 block code with generator matrix given in (10) .
In general, for a rate linear block code, the minimum Hamming distance is upper bounded by the Singleton bound [18] (11)
As shown in [19, Ch. 11, Coroll. 7] , the Singleton bound can only be achieved if the alphabet size is large enough. For example, for a 4/8 block code, the Singleton bound gives . However, the largest minimum Hamming distance in GF is 3. In GF , it is possible to achieve . The upper bound is achieved if the field size is at least 8 [22] . In the DNC scheme [5] , [6] , the overall rate is . From (11), the diversity order is thus upper bounded by . We observe that a system with rate (for ) would have the same overall rate as the DNC scheme , but the diversity upper bound would be increased to (12) This motivates us to modify the DNC scheme accordingly and to propose an even more general scheme which is more flexible in terms of rate and diversity order.
Due to interuser channel outages, the upper bound presented in (12) cannot be achieved. In Section V, the discrepancy between the upper bound and the real diversity order obtained is quantified by the outage probability analysis.
IV. GENERALIZED DYNAMIC-NETWORK CODES
We begin the description of the proposed GDNC scheme by elaborating on the 2-user DNC scheme presented in Fig. 2 , whose associated generator matrix is given in (10) . The new scheme is illustrated in Fig. 3 .
Each user broadcasts three packets of its own in the broadcast phase, and then each user transmits two nonbinary linear combinations (of the six previously broadcasted packets) over in the cooperative phase, where is an integer greater than zero. The receiver collects the 10 packets, which can be seen as a codeword of a systematic 6/10 linear block code.
Without loss of generality, we analyze the outage probability for User 1 in the first TS. Let us assume for the moment that the interuser channels are reciprocal. In this case, the probability that no outages occur in the interuser channel is . If User 2 can correctly decode , the message of User 1 in the time slot 1, then will be erased in the BS if the direct packet and, in the worst case, the 4 parity packets containing cannot be decoded by the BS 2 , which happens with probability . If User 2 cannot correctly decode , which happens with probability , it will not be able to help User 1 by relaying . In this case, the BS receives only 3 packets containing (the direct transmission plus 2 parity-checks sent by User 2 If User 2 can correctly decode , there are other situations yielding the same outage probability for message . But, for the moment being, we are not interested in the multiplicity of the outage patterns, but only in the diversity order. Fig. 4 . GDNC scheme for a network with users.
1 itself). Message will then be erased in the BS if the direct packet and, in the worst case, both of the parity-checks transmitted by User 1 cannot be decoded. This happens with probability . Therefore, considering reciprocal interuser channels and all the outage patterns, the overall outage probability of message is given by (13) We can show that the same result is obtained when the interuser channels are nonreciprocal.
We can see from (13) that the diversity order achieved by the rate 6/10 GDNC scheme with users presented in Fig. 3  is , which is higher than the one obtained by the rate 2/4 DNC scheme of [5] and [6] with users in (8) . Therefore, both the rate and the diversity order have been increased.
We can also verify that the outage probability is dominated by the term related to the interuser channel being in outage, when User 2 cannot help User 1. Similarly, for a -user network, we will see that all the interuser channels being in outage is also the worst-case scenario for the outage probability of a given message.
A. Multiple Users
The generalization of the scheme presented in Fig. 3 to the case of users is illustrated in Fig. 4 . represents the information packet transmitted by User in time slot of the broadcast phase (at left), and corresponds to the parity-check packet transmitted by User in time slot of the cooperative phase (at right).
Following Fig. 4 , each user first broadcasts independent information packets of its own 3 . In the cooperative phase, each user transmits parity-check packets consisting of nonbinary linear combinations of its own information packets and the partners' information packets (if decoded correctly). If a user cannot correctly decode an information packet from one of its partners, this information packet is replaced by an all-zero packet in the formation of the linear combination. Herein, as in [5] , we assume that the BS knows how each parity packet is formed. This may lead to some overhead. However, if the packet is long enough, the overhead is negligible. Thus, the GDNC overall rate is given by (14) 3 These packets can be sent in any order. Recall that the channels are considered uncorrelated across both space and time (not only from the broadcast phase to the cooperative phase but also for different time slots within a given phase).
From (11) and (14), we can see that the diversity order of the GDNC scheme is upper bounded by (15) However, due to outages in interuser channels, this upper bound cannot be achieved. In the next section, we determine the achievable diversity order of the proposed scheme.
V. OUTAGE PROBABILITY AND DIVERSITY ORDER
Denote by the index set corresponding to the users that correctly decoded , the information packet of User in time slot in the broadcast phase. For convenience, include index itself to . The number of users in is denoted by . Let again be the outage probability of a single channel, and let denote the complement set , i.e., contains the indices of the users which could not decode correctly. The probability of is approximately . We define a new set as the set of all messages correctly decoded by the users in in the broadcast phase, including itself. There are at least packets containing messages of (the messages themselves from the systematic part and parities). Assuming that a well designed network code is used, the messages can be recovered from any received packets 4 . For a fixed (which fixes as well), is declared erased in the BS only if the direct transmission and at least out of the remaining received packets are not correctly decoded by the BS, which occurs with probability
where is the binomial coefficient and is a positive integer representing the number (multiplicity) of outage patterns leading to that same probability. We can see that increases as increases. In particular, since , we must have that (17) The outage probability of the information message is then given by
where is the probability of out of interuser channels in time slot being in outage, and corresponds to the value that results in the lowest exponent term in (18b), which, for , is . For , the exponent in (18b) is equal to independently of . It should be noted that, if , then the exact value of can be easily calculated. In this case, we have that and . As a result, (18) is given by (19) If , then the analysis becomes more complicated since there can be other outage scenarios contributing to the multiplicity of . Regardless of the value of , we have proved the following result.
Theorem 1: The diversity order of the GDNC scheme for an appropriately designed network code with sufficiently large field size is . Finally, we can note that, when and , the proposed scheme reduces to the DNC scheme [5] , [6] , with rate and diversity order , as mentioned at the end of Section II-C. In particular, for we have the 2-user DNC scheme shown in Fig. 2 . The design approach in the current paper allows for different values of and , effecting different rates and different diversity orders. By varying and independently, we can obtain a tradeoff between rate and diversity. From (14) and Theorem 1, we can see that an appropriate choice of and can simultaneously improve rate and diversity order over the DNC scheme.
VI. ON THE NETWORK CODE DESIGN
It was shown in Theorem 1 that the proposed GDNC scheme can achieve diversity order if the network code is appropriately designed. In this section, we design such network codes in the light of classical coding theory. First, we present some useful linear block codes properties.
Let (20), is MDS if and only if every square submatrix of is nonsingular. The following lemma is a direct consequence of Theorem 2.
Lemma 1: For any MDS code with generator matrix , the matrix has no zero entry. Proof: From Theorem 2, any one-by-one submatrix of is nonsingular for MDS codes. Alternatively, any row of is a codeword, and must have Hamming weight at least .
A. A Theory of Faulty Generator Matrices
In this section, we study some properties of new block codes obtained from systematic MDS codes by zeroing some entries of its generator matrix, and we refer to the obtained generator matrix as a faulty generator matrix. In particular, we are interested in the minimum Hamming distance or the least erasure-correction capability of MDS codes that can be assured when these codes are encoded by a faulty generator matrix. We will see that the theory of faulty generator matrices we develop next is related to and will shed light on our main problem: the design of network codes to maximize the diversity order of cooperative wireless communications assuming possible link failures.
When a set of entries of the generator matrix of the MDS code is replaced by zeros, the new code produced is no longer MDS. Let be a subset of entries of that are replaced by zeros, where is the entry in row and column of matrix . We call a fault. Let be a collection of faults. We consider that two different faults and cannot contain a common entry of the matrix . That is,
. It is also considered that every fault has fixed cardinality, i.e., . Although these considerations may look too restrictive, we will see that they are sufficient for the purpose of solving our main problem.
Let be the binary indicator vector associated with the occurrence of faults, where For a nonnegative integer , let denote the binary (vector) representation of . We denote the collection of all possible com-binations of faults by , with . Each event , which consists of the occurrence of faults, where stands for the cardinality of the set, gives rise to a new generator matrix of a block code with minimum Hamming distance . We also define the minimum composite distance of the code as (21) which is composed of its minimum Hamming distance plus a "compensation" term related to the number of faults in the combination . A parameter of fundamental importance to indicate the performance of a MDS code subject to a set of faulty generator matrices is the least minimum composite distance of any possible combination of faults. In particular, given a MDS code and a collection of faults , this distance is defined as (22) where, when there is no confusion, it is simply called minimum composite distance.
We next prove a sequence of results which constitute a theory of faulty generator matrices.
Lemma 2: The weight between two codewords and is lower bounded by the difference between their individual weights, i.e., . Proof: From the triangular inequality, . If we set and , where is the additive inverse of , we obtain , which proves the lemma.
Theorem 3: Let be an MDS code with systematic generator matrix . The replacement by zeros of entries in any single row of the matrix gives rise to an code . The proof is provided in Appendix A. Lemma 3: Let be an code (with generator matrix ) obtained from an MDS code according to Theorem 3. The replacement by zeros of additional entries in any of the columns of where zeros have previously been inserted gives rise to a code with the same minimum Hamming distance as .
Proof: Each codeword of can be obtained from a codeword of by changing positions, which are fixed for all codewords. Therefore, we must have that . Since (see Appendix A), a codeword of of Hamming weight , is also a codeword of , the Lemma is proved.
Lemma 4: If is an MDS code with systematic generator matrix , the replacement by zeros of arbitrary entries of its matrix generates a code with minimum Hamming distance . Proof: Similar to Lemma 3, with equality if the new code has a codeword with Hamming weight . For example, if all the replacements occur in a single row of .
According to Lemma 4, a single fault (confined to the matrix ) can reduce the minimum Hamming distance of the original MDS code by at most . On the other hand, Theorem 3 tells us that the worst scenario for a single fault is when all of its entries belong to a single row of . The last result of this section refers to the worst scenario for a collection of faults. Lemma 5: Let be an MDS code with systematic generator matrix . Consider a collection of faults, where . If all the faults occur in a single row of , then the minimum composite distance of subject to is a strictly decreasing function of the number of faults.
Proof: From Theorem 3, each such a fault reduces the minimum Hamming distance by exactly , and contributes with only 1 to the "compensation" term of the minimum composite distance. In the special case where , the minimum composite distance of is constant independently of the number of faults.
B. Maximum-Diversity GDNC
Recall that our main problem is to design a linear network code for the GDNC scheme that, given all the interuser outage patterns and taking into account their probabilities of occurrence, assures that the diversity order is . The solution to this problem is our main result, presented next.
Theorem 4: If a systematic generator matrix of a MDS code with minimum Hamming distance is used as a transfer matrix of the GDNC scheme, then the diversity order is guaranteed. The proof of this theorem is provided in Appendix B. Theorem 5: If a generator matrix of a non-MDS code is used as the transfer matrix in the GDNC scheme, the maximum diversity order presented in Theorem 1 is not guaranteed.
The proof is provided in Appendix C. Now that we have proved that MDS codes are sufficient to achieve the maximum diversity order of the GDNC scheme, the network code design problem is reduced to a MDS code design, without the hassle of testing a large number of network codes, taking into account all the interuser channel outage patterns, and their impact on the system's diversity. The well-known class of MDS codes called Reed-Solomon (RS) codes [18, Ch.3] [19, Ch.10], for example, may be used. In the destination node, the users' message packets can be recovered with some classical decoder for RS codes, e.g., [23] , [24] .
The generator matrix of an RS (or extended RS) code over GF in systematic form can be easily obtained with the software application SAGE [25] , entering the following code:
It should be noted that the field size must be sufficiently large [19 Ch.11, Coroll.7] , . In this regard, we have the following result.
Theorem 6: There exists a MDS code over (where is a power of prime) that can serve a GDNC system achieving maximum diversity order if . The proof is provided in the Appendix D. Recall that (9) is a sufficient condition given in [6] for the DNC scheme to achieve maximal diversity order. Since the DNC scheme is a particular case of the GDNC scheme, the much smaller sufficient field size given in our Theorem 6 represents a significant improvement of (9) .
Tables I and II list the parity matrix described in (20) of some MDS codes obtained from RS codes (as explained in the proof of Theorem 6) which can be used as the GDNC's network transfer matrix, for and users, respectively. These matrices were obtained using SAGE [25] .
VII. SIMULATION RESULTS
In order to support our outage probability analysis, we have performed some computer simulations. The frame erasure rate (FER), which simulates the probability that a frame cannot be recovered by the BS, was simulated and plotted against the SNR. In our simulations, we adopt bit per channel use 5 . We assume that there exists a channel code at the link level with which it is possible to correctly decode the transmitted packet if . If , an outage in the link is declared, and a set of elements in the generator matrix will be replaced by zeros. The number of erased frames is computed based on the rank of the resulting faulty generator matrix. The network codes used in the simulations were obtained with the method presented in Section VI. The analytical outage probabilities obtained in this paper were also plotted (dashed lines). Fig. 5 shows the FER versus SNR of a 2-user system with the BNC scheme [4] , the DNC scheme [5] , [6] (Fig. 2) over GF (4) , and the proposed GDNC with over GF (8) , with the generator matrix obtained from Table I . All of them have the same rate equal to 1/2. The curve for the analytical outage probability of the GDCN scheme corresponds to (19) . As expected, the proposed scheme achieves a higher diversity order as compared to the other two schemes with the same rate. The SNR gap between the analytical and simulated curves for low SNR are due to the several approximations made throughout the paper, which are valid for the high SNR region. However, our focus is on the diversity order (curve slope at high SNR). As can be seen in Fig. 5 , the analytical and the simulated curves agree for high SNR.
It should be mentioned that, since the maximum diversity order 3 of the DNC scheme [5] , [6] is already achieved with the field GF(4), increasing the field size would not bring any advantages in this case. On the other hand, as discussed in Section III, for the proposed GDNC used in our simulations, which corresponds to a rate 4/8 block code, the field size 8 was necessary for achieving . It should also be pointed out that, in the proposed scheme, the linear combinations over are performed prior to the modulation and the transmission operations; and the modulation format and the transmission mode are irrelevant as far as the GDNC scheme is concerned, and may be the same for all schemes. Fig. 6 shows the FER performance of the GDNC scheme with the same rate 4/8 MDS block code proposed in the previous paragraph, as well as two non-MDS codes (see Table III ) with the same parameters and rate 4/8, but with respective minimum Hamming distances 3 and 4, whose generator matrices have been randomly generated.
We can see that, with the non-MDS code of , the GDNC scheme has diversity order only 3, while with the non-MDS code of , the GDNC scheme has diversity order close to the one obtained with the MDS-code. It can be concluded that, in this case, the GDNC scheme with a quasi-MDS code may achieve the maximum diversity order.
However, as shown in Fig. 7 , with another quasi-MDS code of (given in Table III) , the GDNC scheme cannot achieve the maximum diversity order. Thus, we can see that by using a generator matrix of a quasi-MDS block code as the network transfer matrix of the GDNC scheme, the diversity order is not guaranteed. This is in accordance with Theorem 5. 
VIII. CONCLUSION AND FINAL COMMENTS
In this paper, we have proposed a generalization of the network coding method introduced in [5] . The aim of the generalized dynamic-network code (GDNC) is to increase the diversity order of cooperative wireless communication systems without sacrificing the system's rate, what appears to be a drawback of the original method. We have shown that the problem of designing network codes that maximize the diversity order is related to that of designing optimal linear block codes, in the Hamming distance sense, over a nonbinary finite field.
An outage probability analysis was presented and computer simulations supported the analytical results. The two design parameters and of GDNC may be varied to produce a wide range of rates and diversity orders, and offer a tradeoff between rate and diversity order (when the value of is changed), or even between rate and decoding latency (when is changed), as compared to the baseline system.
Of course, since the GDNC scheme improves the rate-diversity tradeoff by coding across more time slots, the decoding complexity and the delay are increased. However, for relatively small number of users and small values of and , the decoding complexity and the delay are manageable as efficient decoding methods for RS codes do exist [23] , [24] . On the other hand, for a large number of users and/or when the parameters and are very large, the dimensions of the generator matrix of the block code associated with the GDNC scheme may be too large for a practical implementation of the encoders and decoders. Moreover, when the diversity order is already high, a further increase does not bring much additional benefit. In this case, the generator matrix can be made sparse over and the overall system can be seen as a nonbinary generalization of the adaptive network coded cooperation (ANCC) method proposed in [20] . The connection between GDNC and ANCC is currently being investigated.
APPENDIX A PROOF OF THEOREM 3
Proof: Let and be the generator matrices of and , respectively, with and being the th row of and , respectively. Without loss of generality, we assume that elements of the parity part of are replaced by zeros for some . For a nonzero information message , the Hamming weight of the corresponding nonzero codeword is where (a) follows from the fact that , (b) follows from Lemma 2, and (c) follows from the Singleton lower bound. Without loss of generality, we assume that elements of the parity part of are replaced by zeros, giving rise to , a codeword of of weight . The theorem is proved.
APPENDIX B PROOF OF THEOREM 4
Proof: Relating our problem with the one in Section VI-A, one fault corresponds to one interuser channel being in outage. When that happens, the user's receiver cannot correctly decode its partner's information, so, when forming linear combinations to generate its parity-check packets, this user replaces this erroneous packet with an all-zero packet, or, equivalently, sets to zero the coefficients associated with this partner. This amounts to replacing by zeros the corresponding entries (in same row) of the parity matrix , i.e., . Since each user knows its own information, entries in each row of are immune to faults, while the other entries are subject to faults. In the worst scenario, when all the possible faults happen, the generator matrix takes the form . . .
where the submatrix contains the immune entries associated with User . From Theorem 2, we know that every submatrix of is nonsingular. Thus, the least minimum Hamming distance of a block code obtained from the original MDS code due to the occurrence of faults is . Nevertheless, the same minimum Hamming distance can be achieved with a much lower number of faults. From Lemma 3 and Theorem 3, we can see that the minimum number of faults for a code with minimum distance is , when all of these faults occur in the same row of , for example.
For all the possible minimum distances in the range , a sufficient condition for the worst possible scenario (the lowest number of faults that result in this minimum distance) is when all the faults are located in the same row of , according to Lemma 3. Thus, from Lemma 5, we can see that the larger the number of faults in a given row (and consequently the lower the minimum distance of the resulting code), the lower the composite minimum distance. This assures that the code with minimum distance is the one that generates the least composite minimum distance, which is then given by (25) It is easy to see the connection between the two terms in the composed minimum distance and the exponents of in (16c) and (18a). The proof is now complete.
APPENDIX C PROOF OF THEOREM 5
Proof: Let be an MDS code with generator matrix . Replacing any set of entries of its parity matrix by zeros gives rise to an non-MDS code with , according to Theorem 4. Assume that is used as the non-MDS network code for the GDNC scheme. If any of the entries replaced by zero is one of the entries that are immune to fault, we can easily show that there is a pattern of faults that generates a codeword with weight . Thus, the composite minimum distance is , according to (22) .
