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Abstract—Since the low quality of document images will
greatly undermine the chances of success in automatic text
recognition and analysis, it is necessary to assess the quality
of document images uploaded in online business process, so
as to reject those images of low quality. In this paper, we
attempt to achieve document image quality assessment and our
contributions are twofold. Firstly, since document image quality
assessment is more interested in text, we propose a text line
based framework to estimate document image quality, which is
composed of three stages: text line detection, text line quality
prediction, and overall quality assessment. Text line detection
aims to find potential text lines with a detector. In the text
line quality prediction stage, the quality score is computed
for each text line with a CNN-based prediction model. The
overall quality of document images is finally assessed with
the ensemble of all text line quality. Secondly, to train the
prediction model, a large-scale dataset, comprising 52,094 text
line images, is synthesized with diverse attributes. For each
text line image, a quality label is computed with a piece-
wise function. To demonstrate the effectiveness of the proposed
framework, comprehensive experiments are evaluated on two
popular document image quality assessment benchmarks. Our
framework significantly outperforms the state-of-the-art meth-
ods by large margins on the large and complicated dataset.
Keywords-Document image; Image quality assessment; Text
line; Image dataset; CNN
I. INTRODUCTION
With the pervasive use of smart devices in our daily
life, mobile captured document images are often required to
be submitted in business processes of Internet companies,
resulting that the amount of document images is rapidly
increasing. Therefore, intelligent document recognition is
becoming more significant for business process automation.
However, the performance of such recognition methods is
greatly sensitive to document image quality. The recognition
accuracy of captured document images is often decreased
with the low document image quality due to artifacts intro-
duced during image acquisition [1], which probably hinders
the following business process severely. For example, during
online insurance claims, if a document image of low quality,
submitted for claims, is not detected as soon as possible to
require an immediate recapture, critical information may be
lost in business processes once the document is unavailable
later. Since the quality of document images uploaded by
users is uneven, it is necessary to assess the quality of such
images beforehand so as to reject those of low quality.
In past years, many algorithms have been developed for
document image quality assessment (DIQA). According to
the difference of feature extraction, they can be categorized
as two groups: metric-based assessment and learning-based
assessment.
The metric-based methods in [2], [3], [4] are usually based
on hand-crafted features that have shown to correlate with
the OCR accuracy. A non-parametric model, ∆DOM , is
adopted in [2] to estimate the sharpness/blurriness of docu-
ment images. Around 30 degradation-specific quality metrics
have been proposed to measure noise and character shape
preservation [3]. In [4], a novel feature, character gradient,
is designed to describe document image quality. But such
methods often pay more attention to one specific feature,
and consequently may perform poorly on complicated and
heterogeneous document images.
The learning-based methods take advantage of learning
techniques, such as [5], [6], to extract discriminant features
for different types of document degradations. In [5], the
authors propose a deep learning approach for document
image quality assessment, which crops an image into patches
and then uses the CNN to estimate quality scores for
selected patches. However, the training procedure in these
methods requires massive labelled samples that are scarce
or unavailable.
Different from scene images, document images are natu-
rally more concerned about text. Therefore, the document
image quality can be considered as an ensemble of the
degradation degree of all text areas in a document image.
Motivated by this consideration, we propose a text line based
framework for DIQA in this work, which is divided into
three stages: text line detection, text line quality prediction,
and overall quality assessment.
The text line detection stage manages to find potential
text lines as significant text areas. In this stage, any text
line detector can be directly borrowed as long as it has
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Figure 1. The proposed framework for document image quality assessment, consisting of three stages. Stage 1: text line detection, Stage 2: text line
quality prediction, Stage 3: overall quality assessment.
good performance in recall and precision. Since the image
that CNN-based detectors can accept as input is generally
fixed-size, it is required to resize document images before
detection. As a consequence, it may result in poor bounding
boxes for small text lines. To solve this issue, we divide a
large document image into multiple small segments before
detection.
In the second stage, the quality score is predicted re-
spectively for each detected text line with a pretrained
prediction model. The prediction model is composed of the
backbone layers, which can be transplanted from popular
CNNs, and an auxiliary regression layer that is added on
the top of the backbone. Our strategy is to train this model
on text line images, with an advantage of being insensitive
to background clutter and noise.
In the final stage, the overall quality of document images
is assessed in an ensemble way. The ensemble strategy
is realized through a mapping function from the text line
quality to the overall document quality. It is observed that
document image quality is as well related to the size of text
lines. As a result, the text line area is supposed to be taken
into account in the mapping function.
In addition, to train the text line quality prediction model,
it is necessary to collect enough text line samples containing
text quality labels. Unfortunately, such a dataset does not
exist for now. The publicly available datasets in [2], [7] are
very small, unsuitable for training deep neural networks, on
one hand. On the other hand, they have only ground truth
quality for documents, not for text lines. In this work, to
fill the aforementioned research gaps to some extent, we
synthesize a large number of text lines that contain both
Chinese and English characters with diverse attributes. To
simulate real document images, each text line image is
blurred through a Gaussian filter with a random standard
deviation and rotated by a random small degree. The key
and difficulty in this data synthesis is how to label text line
samples with the ground truth quality. To do this, we design
a piece-wise function with respect to the Gaussian standard
deviation to model the ground truth quality.
Our main contributions can be summarized as follows:
1) We propose a text line based framework for DIQA,
and conduct extensive experiments to show that the
framework provides significantly better results in as-
sessing document image quality on the large and
complicated dataset. We believe this framework is
general and applicable to a variety of heterogeneous
document images.
2) To facilitate the study of DIQA, we establish a large-
scale dataset comprising 52,094 text line images with
quality labels and ground truth texts, where the gen-
erated quality labels are basically in line with human
perception. This dataset can serve as a benchmark and
be employed to train and validate new algorithms for
either text line quality prediction or segmentation-free
optical character recognition.
II. A TEXT LINE BASED FRAMEWORK
The most striking characteristic which differentiates doc-
ument images from scene images is text. As a consequence,
document image quality assessment can be assumed as
measuring the degradation degree of text [4]. Based on this
assumption, we propose a text line based framework for
document image quality assessment.
A high-level overview of our framework is illustrated in
Fig. 1. In the framework, an image is first fed into a text
line detector to find significant and valid text lines and then
text line quality is predicted with a CNN-based prediction
network. The overall document image quality is eventually
assessed with an ensemble strategy through bringing all text
line quality together as a group. This framework can be
divided into three stages: text line detection, text line quality
prediction, and overall quality assessment. Different stages
of the proposed framework are described in detail in the
consecutive subsections.
A. Text Line Detection
Text line detection is the first stage in the proposed frame-
work, in which we aim to find meaningful text lines from the
input document image. Here, a text line is defined as a text
area that contains significant attributes: characters or words.
Since a document image can break down into its constituents
- text lines, it is expected to replace the document image
with text lines during document image quality assessment.
To well extract text lines from the document image, a stable
and accurate detector must be selected with care, given that
ambiguous text often appears in document images.
Comprehensive reviews about text line detection can be
found in the survey papers [8]. Previous text line detection
approaches [9], [10] have already obtained promising per-
formances on various benchmarks and deep neural network
based algorithms [9], [11] are becoming the mainstream in
this field. In the work [9], the connectionist text proposal
network (CTPN) is proposed to accurately localize text lines
in scene images. By exploring rich context information of
image, CTPN is powerful in detecting extremely ambiguous
text and works reliably on multi-scale and multi-language
text without further post-processing. Due to its high effi-
ciency and good performance in text line detection, CTPN
is selected as the text line detector and is directly utilized
without finetuning in this work.
It is worth noting that the size of a document image
is generally much larger than the image size accepted
by the deep convolutional neural networks. Moreover, the
accepted size is required to be fixed in CNNs. To meet
this requirement, the document image usually needs to be
resized in the undersampling way before detection, resulting
that small text may become blurry and even illegible after
undersampling. That will eventually lead to the inaccurate
localization of text lines, against the subsequent quality
prediction. For example, once the document image in the left
of Fig. 2 is reduced with undersampling, text in the red box
is becoming very small, around 7 pixels high, which severely
deteriorates the performance of text line detection. However,
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Figure 2. Detection with or without undersampling. Detected bounding
boxes deteriorate after undersampling.
it is fortunate that detection without undersampling is still
reliable and desirable, as demonstrated in the bottom row of
Fig.2.
Consequently, to avoid such detection deterioration, we
will employ a divide-and-conquer strategy in order to take
advantage of small image divisions in place of the large input
document image during text line detection. As illustrated in
the preprocessing step of Fig.1, the document image is first
divided into several small segments with a reasonable size
before detection, which can prevent harmful undersampling
happening. Specifically, in the following experiments, each
document image was divided into 4 equal pieces along x-
axis and 6 equal pieces along y-axis, and 24 segments was
totally collected for detection. Although a long and whole
text line may be broken to pieces in the dividing process,
it will not change the overall quality of text lines since the
semantic content is entirely unrelated to the text line quality
and is insignificant during the quality prediction. In fact, the
detection deterioration will not usually happen to detectors
based on hand-crafted features, where the dividing operation
is unnecessary.
In addition, in the proposed framework, it is easy to
replace CTPN with any other detectors in Stage 1, as long
as the substitute has better efficacy and efficiency no matter
whether it makes use of hand-crafted or deep features. It is
worth emphasizing that document image quality assessment
can benefit from text line detection effectively inhibiting
background clutter and noise in document images.
B. Text Line Quality Prediction
The second stage of our framework aims to predict the
quality of text lines found in the previous stage. Here
we straightforwardly cast text line quality prediction as a
regression problem and output a predicted quality score for
each text line.
It has been proved in [5] that deep features are effective
in document image quality assessment, which inspires us to
employ a deep neural network to conduct text line quality
prediction. In the quality prediction network, the early layers
can be based on any standard architecture truncated before
the classification layer. An auxiliary regression layer, whose
output is a neuron, is added behind the early layers for
estimation. In our method, the ResNet [12] is adopted as
a base due to its excellent ability of feature representation,
but other networks should also produce good results.
1) Loss Function: To predict text line quality, the esti-
mation loss adopts Euclidean loss for quality regression to
describe the difference between the predicted and ground
truth quality. Specifically, the estimation loss Lq is defined
as
Lq = ‖Q−Q‖
2
2, (1)
where Q and Q are respectively the predicted and ground
truth quality.
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Figure 3. Overall quality assessment with the ensemble strategy. The text
line quality is shown inside each text line, and the corresponding weights
are 0.24, 0.62, 0.06, and 0.08. The overall quality obtained is 0.639.
2) Training Strategy: The initial weights are assigned
to the convolutional layers in the prediction network with
a robust initialization method [13]. The regression layer
is randomly initialized under a uniform distribution in the
range (-0.1, 0.1). In order to optimize the prediction network,
the SGD optimizer is utilized with a learning rate 5e-3. A
weight decay of 1e-4 is applied to all layers.
The prediction network is trained on our synthetic text line
image dataset that is introduced in detail in the following
section. Since this dataset is established with attribute di-
versity, the prediction model is insensitive to heterogeneous
text line images and is thus applicable for heterogeneous
document images.
C. Overall Quality Assessment
In the last stage, the overall quality of a document
image is assessed as the ensemble of quality of all text
lines detected on it. It is observed that visual estimation
involving document image quality is greatly affected by
large text areas. As a result, large text lines are supposed
to contribute more to the overall document quality in our
ensemble strategy.
The ensemble process is achieved through the weighted
pooling of all text line quality on the basis of area ratio. In
specific, we formulate the overall quality as follows,
qˆ =
∑
j
wjq(j), (2)
where wj is a weight on the j-th text line of the image
and is linearly proportional to the text line area. The weight
is actually an area ratio: wj =
R(j)∑
k
R(k)
, where R(j) and∑
kR(k) respectively represent the area of the j-th text line
and the total area of all text lines in a document image.
Fig.3 presents an example about the overall quality as-
sessment, where four text lines are detected and predicted
respectively with quality of 0.35, 0.75, 0.9, and 0.45, from
top to bottom. The corresponding weights calculated in
terms of area ratio are 0.24, 0.62, 0.06, and 0.08. In this
case, the overall quality qˆ is 0.639 according to Eq.2, greater
than the median (0.6) of the text line quality. This proves
that the ensemble process does highlight large text lines in
overall quality assessment.
Note that although our overall assessment currently does
not take into account other information, e.g. document layout
or text line height, it is easy to incorporate such information
into the proposed framework if necessary.
III. A SYNTHETIC TEXT LINE IMAGE DATASET
To train the text line quality prediction model, it is
required to collect a large-scale set of text line images
with quality labels. However, the public datasets, such as
DocImg-QA dataset [2], are usually small and only provide
labels for document images. Until now, there are no available
datasets involving text line image quality. As a result, we
need to establish such a dataset for training the prediction
model, and will make it publicly available. Next, we will re-
spectively describe the processes of text line image synthesis
and quality label generation.
A. Text Line Image Synthesis
Here we introduce a novel way of synthesizing text line
images. The procedure is briefly described in Algorithm 1.
Data: a text database Dt , a background set B,  and a font set F
Input: the text line image number n
k=0
repeat
until k==n
Output: text line image database Dl
1
2
randomly pick 10 Chinese characters or 5 English words from Dt ;
randomly select a text line background b of 40x400 from B;
randomly choose a font f from F and determine the font size s;
draw picked texts on b with f and s to create a text line image I;
blur I using a Gaussian filter with a kernel size 11x11;
rotate I at a random small angle.
save I to the database Dl and k k+1
3
4
5
6
7
8
9
10
For the purpose of synthesis, a text database needs to
be created at first, comprising 8058 Chinese characters and
245 English words. In each produced text line, there are
about 10 Chinese characters or 5 English words. In effect,
the semantic content involving text is insignificant in quality
prediction, that is why we can randomly arrange text into
text lines. To ensure data diversity, 6 popular fonts are
applied during synthesis. The font size changes randomly
from 28 to 35 for Chinese characters, and 35 to 45 for
English words. Because the background of real text lines
consists of nearly solid color, we select 7 different grayscale
values as text line backgrounds, as shown in Fig.4.
In this work, our main concern is the degradation degree
of text in images. According to the point of view in [1],
[14], [15], blur is the most common issue in mobile captured
images, which suggests that the blur degradation is more
attractive and useful in practical applications. Therefore,
our synthetic data is produced under different levels of
blur degradation. To embody the quality difference between
synthetic images, a random standard deviation σ ∈ [0.5, 4.5]
is set for a Gaussian function to blur each text line image.
Besides, to simulate the realistic case, each text line is
slightly rotated at an arbitrary angle between -2 and 2 degree
for Chinese text as well as -1 and 1 degree for English text.
The attribute diversity is summarized in Table I. In
total, 52,094 text line images are synthesized with various
attributes, and some examples are shown in Fig.5. Note that
there exist text lines deliberately not filled with sufficient
characters/words in this dataset. This is done to make the
prediction model more robust to text line detectors used
in Stage 1. That is, even if the detected bounding boxes
are not accurate enough, the text line quality can be still
predicted well. Although the procedure of generating text
line images of diverse characteristics is heuristic, it is the
attribute diversity that makes our quality prediction model
stronger in generalization, even for heterogenous text line
images.
B. Quality Label Generation
In the synthetic data, blur is considered as the main factor
of affecting text line image quality. To generate quality labels
for synthetic images, it is a must to build a link between
the quality label qt and the degree of blur degradation
controlled by a standard deviation σ. Such relationship
should be a nonlinear mapping, qt = f(σ), where the greater
the standard deviation σ, the lower the image quality qt.
To formulate this mapping, we design a piece-wise and
Figure 4. 7 backgrounds with different grayscale.
Table I
ATTRIBUTE DIVERSITY FOR TEXT LINE IMAGE SYNTHESIS.
Attribute Value
Font 6 types
Background 7 levels
Image size 400*40
Kernel size 11*11
Standard deviation 0.5∼4.5
Text Chinese English
Font size 28∼35 35∼45
Rotation angle -2∼2 -1∼1
. / 0120324 !& / 015550
. / 6107674 !& / 015767
. / 6123824 !& / 013388
. / 8109964 !& / 013053
. / 8127724 !& / 01:60;
. / 9107084 !& / 017;99
. / 9123984 !& / 01#((&
. / 7106004 !& / 0103;8
706; 027;
Figure 5. Examples of synthetic text lines with different attributes. Below
each example are the quality label qt and the corresponding standard
deviation σ.
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Figure 6. Distribution of synthetic data. There are 25,860 text line images
labelled with quality larger than 0.746, and 13,117 images with quality less
than 0.35.
continuous function of parameter σ,
qt =


1
1+(σ−0.5)∗s1
0.5 ≤ σ < 1.5
1
1+p1+(σ−1.5)∗s2
1.5 ≤ σ < 2.5
1
1+p2+(σ−2.5)∗s3
2.5 ≤ σ < 3.5
1
1+p3+(σ−3.5)∗s4
3.5 ≤ σ ≤ 4.5
(3)
where pi =
∑i
k=1 sk, sk is a scaling factor to adjust the
effect of σ on the quality label, and qt ranges from
1
1+p3+s4
to 1. Here the quality is inverse proportional to σ and decays
faster when σ approaches to 4.5. With this function, we can
better model the quality variation of real-world text line,
which is basically in line with human perception. By default,
s1, · · · , s4 are respectively set to be 0.115, 0.225, 1.515,
and 17.145, with which the text line prediction model can
perform better according to empirical studies.
The standard deviation and generated quality label for
each example in Fig.5 are presented below the image. With
visual estimation, it is easy as well to conclude that the
quality is becoming poor if the standard deviation is larger
than 2.5. The overall distribution of synthetic images along
the ground truth quality we obtained is shown in Fig. 6,
where there is the larger number 25,860 of high-quality
images than 13,117 of low-quality images.
IV. EXPERIMENTS
In order to evaluate the proposed framework, we con-
ducted experimental analysis on two public benchmarks,
DocImg-QA [16] and SmartDoc-QA [7], and compared it
with state-of-the-art methods.
Table II
DETECTOR COMPARISON ON TWO BENCHMARKS.
Detector
DocImg-QA(%) SmartDoc-QA(%)
LCC SROCC LCC SROCC
FASText 90.74 86.75 69.02 73.15
TextBox 89.18 83.73 63.55 63.96
CTPN 91.44 85.67 71.93 74.64
A. Datasets and Protocols
The DocImg-QA dataset contains a total of 175 color
images with resolution of 1840×3264. To generate different
levels of blur degradations, 6-8 photos were taken with a
smartphone for each of 25 documents involving machine-
printed English characters. In this dataset, three OCR en-
gines: Finereader, Tesseract, and Omnipage, were run on
each image to obtain the recognition accuracy as its ground
truth quality.
SmartDoc-QA is a larger and more complicated dataset of
4,260 smartphone captured document images. 142 different
images were captured for one of 30 paper documents at
different resolutions and distortions. In SmartDoc-QA, there
are Finereader and Tesseract recognition accuracies provided
as the ground truth quality.
Like other works [4], [7], we also use two metrics in
this study for performance evaluation: the Linear Correlation
Coefficient (LCC) and the Spearman Rank Order Correlation
Coefficient (SROCC).
Since different OCR engines have huge difference in accu-
racy, to avoid that the evaluation results are overwhelmingly
dependent on a certain OCR engine, we claim to use the
average recognition accuracy of different engines on either
benchmark as the ground truth to compute LCC and SROCC.
In addition, to avoid the bias towards good results in terms of
the document-wise evaluation protocol, we directly compute
one LCC and one SROCC for all images in a dataset.
B. Detector Selection
Since the accurate localization of text lines can improve
the performance of the proposed DIQA framework, it is sig-
nificant and necessary to select an excellent detector in Stage
1. In this study, we tested three representative detectors:
FASText[10], TextBox[11], and CTPN[9], for comparative
analysis.
For a fair comparison, in this test, all input images were
first divided into 24 small segments, and each segment was
separately handled with by the above-mentioned detectors
to extract text lines. Besides, the quality prediction model
and the overall ensemble strategy were kept same for each
detector. The evaluation results with three detectors on two
benchmarks are presented in Table II. It is easy to conclude
from the results that CTPN performs almost the best, except
for a little lower at SROCC for DocImg-QA than FASText,
and thus is more suitable for our framework.
C. Dividing vs. Non-dividing
As discussed previously, resizing a document image be-
fore detection will make the detected bounding boxes inac-
curate and further deteriorate the performance of text line
quality prediction. To solve this issue, our solution is to first
divide a document image into several small segments and
then pass each segment to the CNN-based detector. In this
test, we contrasted the effect of non-dividing and dividing
on the proposed framework, where all other parameters and
operations were fixed.
Without the dividing operation, we directly reduced a
document image to the resolution of 600×900 acceptable to
CTPN. In the dividing procedure, the document image was
first partitioned into 24 small segments and each segment
was then resized to the acceptable resolution. Experimental
results on two benchmarks demonstrate that dividing is
clearly superior to non-dividing in our framework, which
corroborates our judgement that the resizing operation
through undersampling damages the accurate localization of
text lines and will further confuse text line quality prediction.
Table III
COMPARISON BETWEEN NON-DIVIDING AND DIVIDING.
Method
DocImg-QA(%) SmartDoc-QA(%)
LCC SROCC LCC SROCC
Non-dividing 89.89 82.60 68.96 72.70
Dividing 91.44 85.67 71.93 74.64
D. Scaling Factor for Label Generation
Since the scaling factor si in quality label generation plays
an important role in text line quality prediction, it is desired
to find satisfactory scaling factors for our framework. To do
this, we tested several reasonable configuration of scaling
factors. There are three basic configuration principles: 1) set
s1 < s2 < 1 < s3 < s4, which can better reflect the fact
that the quality of synthetic text line images decays more
rapidly along with the increase of the standard deviation σ,
2) s1 needs to be small enough so that text line images
produced focus on the range of high quality when σ < 1.5,
3) to guarantee that the computed low quality falls below a
specified threshold (e.g., 0.3), s4 should be large enough.
Six groups {G1, · · · , G6} of scaling factor configuration
are listed in Table IV. With each configuration, we respec-
tively computed the LCC and SROCC on two benchmarks
and presented them in Fig.7. Experimental results show the
second group G2 can achieve relatively better performance
on both datasets, therefore we prefer to use it as default in
practical applications.
E. Overall Assessment Analysis
In the ensemble strategy, the weighted pooling can be
replaced with any other method. In this study, we also pro-
pose another simple and easy-to-implement way for overall
quality assessment, i.e., picking the median among predicted
Table IV
6 GROUPS OF SCALING FACTOR CONFIGURATION. si AND Gi
RESPECTIVELY REPRESENT THE SCALING FACTOR AND THE GROUP
NUMBER. EACH ELEMENT CORRESPONDS TO THE VALUE OF A FACTOR
IN A CERTAIN GROUP.
G1 G2 G3 G4 G5 G6
s1 0.25 0.115 0.175 0.325 0.325 0.25
s2 0.5 0.225 0.365 0.215 0.675 1.25
s3 3.25 1.515 1.8 2.46 1.335 7.5
s4 15 17.145 16.65 16 16.665 90
quality scores of all text lines. It is obvious that the median
method is more effective for the document full of text lines
with close quality. But the weighted pooling takes into full
consideration the difference between text line scales during
overall quality assessment, which accords more with visual
estimation of document image quality.
An example is shown in Fig.8, where the overall quality
for these two images was respectively computed with the
weighted pooling and median methods. In Fig.8(a), three text
lines were predicted with quality scores of 0.9787, 0.9964,
and 0.1087 from top to bottom using our text line quality
prediction model. The quality of three text lines in Fig.8(b)
corresponded to 0.4845, 0.1345, and 0.1669. The overall
document image quality qˆwp, obtained with the weighted
pooling, was 0.3225 and 0.3736, in agreement with human
visual perception according to which both images should
have similar quality. But the quality, qˆmed, computed with
the median method, went to both extremes at random, 0.9787
and 0.1669.
Different from the observation of the above example,
however, the empirical results on two benchmarks showed
that the proposed framework with the median performed
better in most cases than with the weighted pooling, as listed
in the last two columns of Table V. The main reason is that
the majority of text lines are close in scale and quality in
document images from these two datasets so that the median
among text line quality is a better indication of the overall
quality of a document image.
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Figure 7. LCC and SROCC on two benchmarks under different scaling
factor configuration listed in Table IV.
(a) qˆwp = 0.3225, qˆmed = 0.9787
(b) qˆwp = 0.3736, qˆmed = 0.1669
Figure 8. Overall quality computed with the weighted pooling and median.
F. Comparison with State-of-the-art Methods
In this experiment, three state-of-the-art DIQA ap-
proaches, MetricNR [3], Sharpness [2], CG-DIQA [4], were
selected for comparative analysis. They are based on differ-
ent metrics to compute the quality without prior training.
Each method was evaluated on all images over the average
accuracy. Currently, CG-DIQA can achieve the best perfor-
mance in terms of LCC and SROCC on both benchmarks.
We did not compare any CNN-based methods, since a good
pretrained model was the key to finetuning on the benchmark
and it was publicly unavailable. Moreover, in the finetuning
way, an overall evaluation metric was hard to be computed
on all images for a fair comparison.
The SmartDoc-QA is a large and complicated dataset,
where CG-DIQA can only get the best LCC of 62.50%
and the SROCC of 63.05%. The proposed framework with
weighted pooling (Proposed+WP) achieved better perfor-
mance than CG-DIQA: 9% and 11% increase at LCC and
SROCC, as presented in Table V. The LCC and SROCC
improved 12% and 12% with the Proposed+Median.
The DocImg-QA dataset is relatively simple and small,
containing only 175 images. As a result, the metric-based
methods can achieve the high LCC and SROCC on this
dataset, where the CG-DIQA has got 90.63% in LCC and
85.65% in SROCC. The Proposed+WP is slightly superior,
nearly 1.5 percent, to the CG-DIQA, as shown in Table
V. The underlying reasons why the superiority of the pro-
posed method is insignificant on the DocImg-QA dataset
are twofold. On one hand, the total number of samples in
this dataset is too small and it is hard to further improve
performance. On the other hand, the OCR accuracy as the
ground truth quality may not embody the true quality of
document images. After all the OCR accuracy that depends
on the OCR engine is different from engine to engine.
G. Computational Performance
The proposed framework consists of three stages, each of
which requires different computational cost. The whole pro-
cess was running on a server using a single Nvidia GeForce
GTX 1080 GPU with an Intel i7-6800k @3.40GHz CPU.
In fact, the detection stage was the most time-consuming in
Table V
COMPARISON WITH OTHER DIQA METHODS ON TWO BENCHMARKS. THE PROPOSED FRAMEWORK WITH EITHER WEIGHTED POOLING OR MEDIAN
SIGNIFICANTLY OUTPERFORMS ALL THE PREVIOUS STATE-OF-THE-ART METHODS ON THE LARGE AND COMPLICATED DATASET, SMARTDOC-QA.
Dataset Protocol MetricNR Sharpness CG-DIQA Proposed+WP Proposed+Median
SmartDoc-QA
LCC(%) N/A 62.42 62.50 71.93 74.33
SROCC(%) N/A 59.64 63.05 74.64 75.72
DocImg-QA
LCC(%) 88.67 N/A 90.63 91.44 90.89
SROCC(%) 82.07 N/A 85.65 85.67 87.23
the proposed framework. The used detector, CTPN, spent
300 ms on average in finding text lines from a document
image. As mentioned previously, it is easy to replace it
with another more efficient detector in our framework. The
second stage generally cost total 80 ms to predict the quality
of all detected text lines in a document image. The ensemble
process consumed only around 3 ms on a CPU and thus
was negligible. As a whole, the computational time of the
proposed framework required no more than 400ms for each
image on the server, which was acceptable in practical
applications.
V. CONCLUSION
This paper proposes a text line based DIQA framework, in
which the image quality is computed only on detected text
lines. To predict text line quality, we synthesized a large-
scale text line image dataset and trained a deep network
model with it. The proposed framework has strong robust-
ness to heterogeneous document images because 1) text line
detection can effectively inhibit the effect of background
clutter and noise on the quality assessment, 2) synthetic text
line images are diverse enough in attributes, which is greatly
beneficial to the CNN model training.
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