INTRODUCTION
It is well documented that wave function-based manybody methods provide a rigorous, systematic pathway to the solution of the non-relativistic electronic Schrödinger equation. [1] [2] [3] It is equally well established that in their canonical forms, the computational effort of these methods rises steeply with the molecular size. For the simplest many-body method, second-order Möller-Plesset theory (MP2), the computational cost is O(N 5 ), where N is proportional to the system size. The cost rises further to O(N 6 ) for coupled-cluster theory with single-and double excitations (CCSD) and to O(N 7 ) for the gold standard, CCSD with perturbative inclusion of triple excitations (CCSD(T)). 4 While significant progress has been made towards large scale correlated canonical coupled cluster calculations on supercomputers, [5] [6] [7] [8] the high computational cost sets stiff limits on the size of systems accessible to the canonical many-body methods. In this context, the work of Pulay to perform efficient canonical MP2 calculations deserves particular mention. 9 It has been long recognized that a) Authors to whom correspondence should be addressed. Electronic mail: evaleev@vt.edu and frank.neese@cec.mpg.de the computational complexity can be drastically reduced by exploiting the relatively short range of the dynamical electron correlation (e.g., dispersion interaction in molecular systems decays as R −6 ). Indeed, the concept of local correlation has been pursued for a long time in quantum chemistry. We do not attempt a comprehensive review of the field here but will mainly mention work that is directly relevant to the present study.
Seminal work on local correlation methods was due to Pulay and Saebø, who proposed the use of projected atomic orbitals (PAOs) as a localized basis for expanding the correlated part of the many-electron wave function. [10] [11] [12] [13] Whereas conventional virtual/unoccupied orbitals span the entire molecule, PAOs are obtained by projecting the occupied orbital space out of the atomic orbitals and largely preserve the localized character of the atomic orbitals (AOs). Thus, subsets or domains of atoms and associated PAOs can be defined for each molecular orbital and merged to pair domains for pairs of orbitals, resulting in an individual truncation of the unoccupied space for each pair. High-quality implementation of PAO-based many-body methods was developed by Werner, Schütz, and co-workers; linear scaling with system size and with respect to all computational resources (memory, disk, and processing time) was demonstrated. [14] [15] [16] [17] Note also the contributions of Head-Gordon and co-workers. [18] [19] [20] Another family of approaches is constituted by incremental methods. 21 Jørgensen and co-workers developed a local correlation scheme that can be used for massively parallel calculations. [22] [23] [24] Unfortunately, PAO-based correlated wave functions are not compact when high (sufficient for chemistry) accuracy is needed. In chemistry, deviations of the order of 1 kcal/mol are usually significant. As in all quantum chemical calculations, errors in the total energy will partly cancel out for energy differences. However, our experience with local correlation methods applied to actual chemical problems [25] [26] [27] shows that one cannot hope to rely on error cancellations beyond about one order of magnitude. Since absolute correlation energies for molecules in the range of, say, 50-200 atoms are on the order of 5000-10 000 kcal/mol, one needs to push the local approximations to an accuracy better than 99.9%. It was demonstrated early on that about 98% of the correlation energies can be readily achieved with rather small PAO domains that contain fewer than 10 atoms. 28 However, if one aims for 99.9% of the correlation energy, the required size of the domains becomes problematic since they may contain 20-30 atoms and-in conjunction with a reasonably big basis set-500-1000 PAOs per domain.
We have demonstrated [29] [30] [31] [32] that it is possible to achieve the high accuracy without sacrificing the compactness of the wave function by using pair-natural orbitals (PNOs). These orbitals have been exploited in the early 1970s in pioneering work by Meyer and co-workers and were employed in the study of small molecules with great success. [33] [34] [35] [36] [37] A few years ago, we have realized that these orbitals form a near ideal basis for the local correlation problem and, after overcoming a variety of technical obstacles, have developed various coupled pair and coupled cluster schemes on the basis of PNOs. [29] [30] [31] [32] It was demonstrated that PNO-based correlation schemes are highly accurate and efficient and hence can be used in large-scale chemical applications in an essentially black box fashion. 26 PNO-based local correlation methods are now an active field of research with a number of important contributions by Tew and co-workers 38, 39 and Werner and Krause. 40 Of particular relevance to the present work is the recent cubic scaling PNO-MP2 implementation of Hättig, Schmitz, and Helmich. 41 While this work was nearing completion, a paper was published by Werner and co-workers, who reported a highly parallelized linear scaling variant of PNO-local MP2 (LMP2). 42 This work has many parallels with the present contribution.
Over the past few years we have realized that local correlation codes quickly become highly complex and hence difficult to develop, extend, and maintain. All contributions by previous authors exploit sparsity in an abstract sense, which necessitates operations on truncated lists. Therefore, it is beneficial to construct a language, formalizing concepts that were implicit in previous work. To simplify the development of such methods, we have developed an infrastructure of computer code for dealing with sparse tensor data structures and algorithms that appear in local correlation methods. Our ideas can be viewed as generalizations of the established concepts for representation of sparse matrices (e.g., compressed sparse row format 43 ) in computational science. There is also a strong connection to the prior work in quantum chemistry, e.g., in the context of linear scaling self-consistent field [44] [45] [46] [47] and many-body methods. Among the latter we should mention the work of Ochsenfeld and co-workers who have extensively exploited sparsity in the development of their impressive Laplace transform 48, 49 based MP2 method that was applied to systems with up to 20 000 basis functions. 50 We also note the creative CCSD development by Scuseria and Ayala. 51, 52 Sparsity in the context of linear scaling self-consistent field algorithms was investigated for matrix-matrix multiplications by Challacombe.
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The manuscript is structured as follows. First, we formalize the concept of "sparse maps" and define the elementary operations on them. We define the ideas of additive sparsity and multiplicative sparsity as generators of sparse maps and propose that the differential overlap integral (DOI) is a key ingredient for exploiting the latter. We formulate a linked-index rule (LIR) as a necessary condition for achieving linear scaling. Finally, we illustrate the use of these ideas and tools in our development of the linear scaling domain based local pair natural orbital (DLPNO)-MP2 method and document its accuracy and efficiency.
THEORY
In order to provide a sound basis for future developments in linear scaling and other fields of quantum chemistry, we have developed a powerful set of tools that explore sparsity relationships. The toolbox is described below, starting with simple ideas that can be used to build up algorithms of any complexity. As a practical example of the principles explored here, we will discuss the implementation of a linear scaling local MP2 method.
For clarity, Table I summarizes labels commonly used in this manuscript.
Sparsity relationships and sparse maps
In order to reduce computational complexity of our algorithms, we must take advantage of sparsity of data and work, e.g., by avoiding storage of elements of a matrix less than a given tolerance and by skipping terms in sums smaller than the tolerance. Exploiting the sparsity leads to computer codes that are very complex, cumbersome, error prone, and difficult to maintain. We therefore found it worthwhile to formalize the concepts useful for expressing the sparsity relationships in electronic structure methods; this resulted in a "sparse map library" that greatly streamlines the development of any method that exploits sparsity, including local correlation methods. In order to exploit sparsity, one has to establish "sparsity relationships" between indices, most often arising from sparsity of some operator matrix. To make this notion clearer, consider a concrete example, the computation of the exchange matrix
where
is the usual Coulomb integral, {φ} is the basis set, and D is the density matrix (although this is not an essential feature of the treatment described herein, for convenience real orbitals are assumed throughout this work). A naïve algorithm for computing the exchange matrix computes N 2 elements of the exchange matrix (where N is the number of basis functions) by doing O(N 4 ) work ("for every µ and ν compute contribution from every κ and τ"). Of course, it is well-known that if µ and ν are localized basis functions (e.g., atomic orbitals or Wannier orbitals), then for any ε > 0, the number of elements of K satisfying K µν ≥ ε will be linear in the number of basis functions N, not quadratic. The reason for this is that for molecules (and gapped systems in general), the density matrix elements D κτ decay exponentially with the "distance" between functions κ and τ (Kohn's conjecture). [54] [55] [56] [57] This defines a "sparsity relationship" between indices κ and τ, induced by the density matrix, that allows to replace the quadratic-cost κ, τ summations in Eq. (1) by a linear-cost sum (sum over κ; for each τ sum over those τ that are "connected to it" via the density matrix based sparsity relationship).
Another sparsity relationship is induced by the Coulomb integral tensor in Eq. (2) because its magnitude decays rapidly with the distance between functions µ and κ and ν and τ, respectively. Thus, only those functions {κ, τ} that are "close" to the given function pair { µ, ν} (as expressed by the quantitative sparsity relation) need to be considered. Since the three sparsity relationships connect each index with each other index, their consequent use leads to an algorithm with overall linear scaling effort with respect to N (see, for example, the LinK 58 and COSX 59,60 algorithms for exchange). It is extremely useful to distinguish two types of exploitable sparsity. The first is additive sparsity. It arises when a function f i (r) is expanded in terms of a set of other functions {ϕ (r)},
If the coefficient matrix x is sparse, one can obviously collect elements |x k i | > ε (with ε being the tolerance threshold) in a list L i ( f → ϕ), of length N i , where N i is the number of elements that satisfy
is generated by x and represents the sparsity relationship between { f } and {ϕ}. The sparse map can be viewed as the metadata specifying matrix x in compressed sparse row format. 43 An obvious additive sparsity relationship exists between the localized molecular orbitals (LMOs) and the AOs of a given system, which is mediated by the coefficient matrix c L . Another obvious additive sparsity relationship exists between the PAOs and the AOs of a given system that is mediated by the PAO coefficient matrixP. In exploiting the sparsity relationships of c L andP, utmost care must be exercised since their truncations effectively lead to violations of the Pauli principle, which, in our experience, ultimately leads to numerical instabilities, convergence problems, and unphysical artifacts. Below, we will investigate this subject in detail.
A second type of sparsity that we will exploit here extensively is multiplicative sparsity. This sparsity exists between two sets of functions f i (r) and g k (r) that occur in products of the form f i (r) g k (r), as, for example, appearing in the Coulomb integral in Eq. (2) . It is less obvious how to exploit this sparsity, especially when the functions are composed as linear combinations of atomic basis functions. An approach based on overlap integrals between basis functions in shell blocks has been used by Challacombe and Bock for the problem of Fock exchange. 61 After extensive experimentation, we found that the positive semidefinite DOI,
is an efficient and reliable way of exploiting multiplicative sparsity. The DOI only becomes small if there is no region of space where both f i and g k have a significant amplitude. Using the sparsity criterion DOI ik > ε leads to a sparse list
) and the set of sparse lists, again, creates a sparse map L ( f → g). Quite obviously, the DOI has a strong relationship to the well-known positive semidefinite Schwartz prescreening integral (SPI), 45 SPI
These two-electron integrals would possibly represent the preferred way to establish multiplicative sparsity relationship (we refer the reader to the interesting discussions by Dunlap, [62] [63] [64] Gill et al., 65 and Ochsenfeld et al. 66 ). However, the generation of the SPI over sets of functions { f } and {g} that are expanded in terms of other functions {ϕ} and {φ} is a computationally expensive process that we wish to avoid. The DOI, on the other hand, can be computed efficiently with linear scaling computational effort, as discussed below.
It is illuminating to plot the values of the DOI and the SPI against each other to observe that the DOI is an excellent approximation to the SPI and effectively serves as an upper bound to the SPI (Figure 1 ). To understand the relationship between DOI and SPI, we considered the simplest possible case of primitive spherical Gaussian basis functions. Given two primitive s Gaussians
2 ) and ϕ j ≡ ϕ(r, ς j , O j ), the SPI and DOI are straightforwardly obtained as 
. Two important conclusions can be drawn. First, both the SPI and the DOI decay with the distance between ϕ i and ϕ j at exactly the same rate, as expected. Second, the ratio between the DOI and the SPI depends only on the exponents (i.e., extents) of the Gaussians and thus should lie in a relatively small range,
In other words, for Gaussian pairs with an average exponent greater than 2π, we expect the DOI to be greater than the SPI. Therefore, at least for valence orbitals, DOI should be a lower bound to SPI, e.g., the most popular minimal basis, STO-3G, includes outer valence s shells with a primitive exponent greater than 2π only for He, F, and Ne atoms, and even then, the contraction coefficient of that primitive is below 0.2. Although our simple analysis is admittedly not rigorous, its agreement with the data in Figure 1 is encouraging; a more detailed analysis is left to future studies. The results of this section are summarized as follows: (a) We have defined two types of sparsity relationships, namely, additive sparsity and multiplicative sparsity. (b) Additive sparsity is explored by analyzing the absolute values of linear expansion coefficients. In order to explore multiplicative sparsity, we suggest using the differential overlap integral. (c) The sparsity relationship from an individual function f i to a set of functions {g} is encoded by a list L ( f i → g) (within a given tolerance). The map from index i to list
Operations on sparse maps
In order to construct algorithms using sparse maps, it is useful to define operations that can be performed on individual sparse maps or pairs of sparse maps.
The most obvious operation is the inversion of a sparse map L ( f → g), which creates the sparse map
The inversion process consists of determining which g k occur in any of the lists L i , then creating lists L k containing all f i that had a sparse relation with the particular g k . If two maps L 1 ( f → g) and L 2 ( f → g) refer to the same function sets, a union of two maps is a map
only functions g k that are present in both L 1 and L 2 for a given f i are included.
For two given maps L 1 ( f → g) and L 2 (g → h), the operation of map chaining can be performed. This chaining creates a third map
In addition to these "elementary" operations, we need an operation specific to the case of maps involving atomic orbitals or atom-affiliated functions (e.g., PAOs), namely, a contraction. If one of the sets { f } or {g} refers to basis functions (e.g., {g} is a set of basis functions {ν}), each individual function f i has a well defined angular momentum l i and is part of a shell with 2l i + 1 basis functions. It will also be assigned to a given atom A i . Sparse map contraction to shells can be performed by including all members of a shell if at least one function from that shell is included in the sparse list, e.g.,
, where the subscript "S" indicates shells. Likewise, sparse map contraction to atoms is performed by including all functions attached to a given atom if at least one function or one shell assigned to this atom is already included, e.g.,
, where the subscript "A" indicates atoms. The reverse operation is called map expansion. Here, a list of shells is expanded to contain all basis functions for a given contributing shell or all shells of a given contributing atom. Specifically, if functions in the set { f } can be associated with a particular atom, then sometimes all f belonging to the same atom should have an identical list. In this case, an expansion can be defined as the union
In summary, in this section, we have defined the operations of map inversion, union, intersection, chaining, contraction, and expansion. This set of elementary operations can be used to create and manage a fairly complex network of interrelations between different subsets of functions.
Linear scaling and the "linked index" rule
As an illustration of the principles laid out above, we will study the transformation of the three-index integrals (µν|K) from AO basis functions into the mixed MO/PAO basis (iμ|K). The occupied localized MOs are given by
where c L is a sparse coefficient matrix. The PAOs can be expressed as follows:
The sparse PAO expansion matrixP arises from projecting the occupied space out of the basis set |μ⟩ =
For reasons discussed below, we also choose to normalize them to unity: |μ⟩ → ⟨μ|μ⟩ −1/2 |μ⟩. Thus, the transformed integrals are then given by
The integral transformation scales as O(N 4 ) if no truncations are performed. It is well-known that for small to medium sized molecules, the pre-factor of this transformation is small and that the storage of (iμ|K) does not consume large amounts of disk space. However, once one considers molecules with hundreds of atoms and more than ten thousand basis functions, even this transformation becomes rate limiting and can generate terabytes of data.
Clearly, linear scaling in an integral transformation (or any other contraction operation) can only arise if there exists an uninterrupted chain of sparsity relationships that links every index to every other index. Only in this case it will be possible to set up nested loops in which only the outermost index is unrestricted, while all other loops run over restricted ranges defined by the outer indices (loop culling). For the lack of a better term, we refer to this straightforward but important fact as the LIR (Figure 2 ). The outermost (slowest) index will, in general, be determined by computational convenience rather than by theoretical considerations. Clearly, the sparse map operations defined above are of major utility in implementing the LIR. Figure 2 illustrates the sparse maps that are necessary for integral transformations. This collection of sparse maps can be viewed as encoding the sparse structure of the transformed integral tensor in terms of pair-wise maps and thus generalizing the standard sparse matrix formats such as the compressed sparse row. It is evident from this scheme that each index can be related to each other index, i.e., LIR is observed. The MO/AO and PAO/AO sparsity relations L (i → µ) and L (μ → ν) are additive sparsity relationships defined by the LMO and PAO coefficient matrices. They are contracted as subsequently contracted to atoms L (i →μ A ). Clearly, this sparsity relation defines an orbital/PAO domain for a given occupied orbital i in an unbiased fashion using a single threshold parameter. It allows for the properties of the virtual space to be tested, rather than assumed, as was the case for domain construction methods that relied on information contained in the occupied space alone.
Since fitting domains can be considerably smaller than the orbital domains while still losing virtually no accuracy, we use Mulliken populations to define fitting domains the same way as in the preceding work. 31 This is accomplished by generating a map L (i → A) from orbitals to atoms defined by the Mulliken populations first and then chaining with the map from atoms to the associated auxiliary basis functions:
Finally, the AO/AO map L (µ → ν) is based on multiplicative sparsity and could be generated by DOI µν . However, it is traditionally generated by SPI µν since, unlike the transformed integrals, these integrals are straightforward to calculate. The maps based on the DOI or the SPI are essentially indistinguishable. It turns out, however, that the map L (µ → ν) is not even required and therefore not made use of in the integral transformation.
The computation is most conveniently driven by an outer loop over the auxiliary basis functions K. For the transformation of the first index to MO basis, one then needs to find the AO shells that are linked to K, which can be achieved by chaining the inverse map
The map from auxiliary functions K to PAOsμ is generated from
Therefore, the set of partner functions ν needed for transforming the second index to PAO basis is defined by the triple chain,
Note that this does not require the use of L (µ → ν). Thus, a linear scaling integral transformation can be formulated as outlined in Scheme 1. Note that the µ ↔ ν permutational symmetry of (µν|K) is utilized in computing the integrals only.
However, our actual implementation slightly differs from this scheme. Instead of performing the actual contraction over the minimal set of required indices µ ∈ L(i → µ) and ν ∈ L(μ → ν) (lines 13 and 21), we replace steps 10-17 and 18-26 by matrix multiplications of block I K (µν) that includes integrals for all AOs µ ∈ L(K → µ) and ν ∈ L(K → ν) with the appropriate MO and PAO coefficients. The superblocks of coefficients defined by L (K → µ) and L (K → ν) are considerably larger than individual lists in the maps L (i → µ) and L (μ → ν). Therefore, this approach trades the extra work that results from using these larger coefficient sets for the efficiency of the highly optimized Basic Linear Algebra Subprograms (BLAS) level 3 routine DGEMM. As the size of the AO superblocks will become constant in the asymptotic limit, an overall linear scaling of the integral transformation routine is retained. SCHEME 1. Pseudocode for implementing the LIR in the framework of the three-index integral transformation.
A DLPNO-MP2 method
The concepts outlined above were used to implement a straightforward, yet efficient version of the LMP2 method. Our goal was to be able to control the accuracy of the LMP2 method by a minimal number of truncation parameters while avoiding heuristic considerations to the largest possible extent. The resulting method will be called DLPNO-MP2. It is similar, but not identical to the linear scaling PNO-LMP2 method proposed by Werner and co-workers 42 while this work was nearing completion, and it is also different from the cubically scaling PNO-MP2 variant proposed by Hättig and co-workers. 41 Since the seminal paper of Saebø and Pulay, it is wellknown that one can define an orbital invariant form of MP2 through minimization of the Hylleraas functional. 67 Saebø and Pulay then used this invariance to formulate the first local MP2 method on the basis of PAO domains. Werner, Schütz, and coworkers have greatly refined the original PAO-based LMP2 method and implemented it efficiently for large-scale use. 15, 68 The key step in the closed-shell LMP2 method is the calculation of the residual vector that reads
. (12) Here, F is the Fock matrix, K i j µν = (iμ| jν) is the exchange operator, andμ,ν are PAOs that belong to the domain of pair (i j), which results from merging the domains of orbitals i and j. In the first sum,κ,τ are also PAOs in the domain of pair (i j). In the second sum,κ,τ belong to the PAO domains of pair (ik) and (k j), respectively. Although not written out here, it is necessary to remove any linear dependencies that may exist in the PAO set of a given pair. We work in a set of quasi-canonicalized, non-redundant PAOs. This means that the actual PAOs inside a given domain diagonalize the Fock operator, which is beneficial for the amplitude update in the iterative solution of the LMP2 equations. The quasi-canonical PAOs have orbital energies εμ, which differ from domain to domain. For ease of notation, this is not written explicitly. As a consequence, the external Fock matrix for each pair is diagonal and the first sum in Eq. (12) simplifies to εμ + εν T i j µν . Since the overlap between non-redundant PAOs belonging to the same pair domain is a unit matrix, we can also separate out the term − F ii + F j j T i j µν from the second sum, leading to the following equation:
In order to obtain the double excitation amplitudes T i j µν , the llinear equation system R i j µν = 0 has to be solved. This is accomplished iteratively using a Jacobi algorithm with direct inversion of the iterative subspace 69 (DIIS) for faster convergence. The MP2 correlation energy is then given by
where ε i j is the pair correlation energy. If no truncations are performed, the MP2 energy obtained in this way exactly matches the canonical MP2 energy. In this paper, we will consider the RI (resolution of the identity or density fitting) approximation 70, 71 to local MP2, 68 in which the two electron integrals are approximately factorized through the introduction of an auxiliary basis set {K } as
|L⟩ and the two-index repulsion integrals V K L = (K |L). 72 Here, the auxiliary functions in the set are members of the respective local fitting domain, and so the local Coulomb metric matrix V −1/2 is also pair specific. In practice, this equation is not solved by computing V −1/2 , but via a Cholesky decomposition of V and subsequent solution of the emergent linear equation system for each pair.
IMPLEMENTATION Differential overlap integrals
The differential overlap integrals play a key role in our reasoning and the implementation of the theory. In order to calculate these integrals efficiently and with linear scaling computational effort, we suggest employing a numerical integration scheme. Three dimensional molecular integration schemes have been extensively worked out 73, 74 and are commonplace in almost all major quantum chemistry program packages. Given two function sets {X } and {Y } that are expanded in terms of basis functions {ϕ} as
, existing sparse maps L (X → ϕ) and L (Y → ϕ) can readily be used to formulate and implement an algorithm as in Scheme 2. The algorithm relies on batches of grid points that have common subsets of basis functions associated with them, which is expressed by the sparsity relation L (ϕ → r k ), where r k is a grid point of the current batch with weight w k . For each grid point r k , the inverted map L (r k → ϕ) = L −1 (ϕ → r k ) defines the subset of relevant basis functions. As a result, each grid point only contributes to a subset of the function sets {X } and {Y }, given by inverting the intersections of the sparse maps
The evaluation of the DOIs is then straightforward (Scheme 2).
Reaching high absolute accuracy in the DOIs is not necessary as these integrals are only used to create sparse maps. We employ the ORCA default density functional theory (DFT) grids for this purpose that give the integrals correct to about 3-4 significant figures. Note that unlike integration on the grid itself, setup of the integration grid is not linear scaling in the present implementation.
Domain construction
Orbital domains are constructed by considering the sparse map L (i →μ) using a cutoff T CutDO . As is common practice, 28 pair domains are constructed as the unions of orbital domains, e.g.,
The only deviation that we allow from the non-heuristic scheme outlined so far is the domains used for the fitting functions. As will be documented below, these can be substantially smaller than the orbital domains without compromising the accuracy of the results. These domains are still constructed with the cutoff T CutMKN as described previously 31 leading SCHEME 2. Pseudocode for a linearscaling algorithm for the calculation of the differential overlap integrals.
to a sparse map L (i → K) and combined into pair fitting domains as described for orbital domains above. Local twoindex repulsion matrices V (i j) are constructed inside the loop over electron pairs. In DLPNO-MP2 and related calculations, the key step is the construction of the local exchange operator,
Here, the auxiliary functions belong to the pair domain {i j} which is the union of the orbital domains {i} and { j} (e.g.,
The same holds for the PAOsμ andν, which also belong to the pair domain of pair {μ} i j (e.g.,
Consequently, in the three-index integral transformation, it is not sufficient to calculate integrals (iμ|K) where the PAOs connected to each orbital i are restricted to its domaiñ µ ∈ {i} (e.g., {μ} i = L i (i →μ)). Instead, it is necessary to include PAOs {μ} i j from all pair domains ij. Without pair prescreening (vide infra) this would simply amount to the complete list of PAOs for the entire system (excluding PAOs that are not members of any domain). However, prescreening results in a limited list of interacting j s for a given i (e.g., { j} i = L i (i → j)). Thus, the union {μ} i;ext = {μ} i ∪ {ν} { j } i defines the extended domain of orbital i that covers all non-screened interactions. Based on the principle of multiplicative sparsity, one would hope that the construction of the extended domains is not necessary, and hence, one could work with rectangular exchange operator matrix elements K i j µν , with PAO sets {μ} i and {ν} j . It is evident that once the domain construction thresholds are sufficiently tight, this must be possible. However, for realistic thresholds, accurate results can only be obtained if the domains are extended. We will further elaborate on this subject below.
Electron pair prescreening
In order to reach an overall linear scaling, it is necessary to establish that the number of electron pairs that are treated at the MP2 level becomes proportional to the system size. To this end, we have previously introduced a quadratically scaling prescreening procedure with an extremely small prefactor, which eliminates a large number of electron pairs from consideration before entering any expensive integral generation loops. 30 The prescreening procedure is based on a dipole estimate of the pair energy similar to the approximation discussed much earlier by Werner and co-workers. 75 In estimating the pair correlation energy, the exchange part of the MP2 pair correlation energy is neglected (this is reasonable since it decays exponentially). For a given occupied orbital i, the external space was spanned in orbital specific virtual orbitals (OSVs) |ã i ⟩ that were previously introduced by Chan and co-workers. 76 Integrals are approximated using a dipole approximation. In this work, we have slightly modified this prescreening procedure.
The modifications became necessary since we have observed that in some systems, the dipole estimate of the pair energy can considerably underestimate the actual LMP2 energy of individual pairs. This may result in neglecting pairs that ought to be treated at MP2 level. A dipole approximation on its own is not sufficient to estimate integrals between charge distributions that are not very far away: first, higher multipole moments become significant and they are not covered by the procedure. Second, the dipole estimate is based on the assumption of non-overlapping charge distributions. This means that deviations from the dipole behavior are expected if the charge distributions have a significant differential overlap.
We hence propose the following refined procedure:
(1) In the prescreening loop for a given electron pair (i j), the pair is taken into the LMP2 procedure if the DOI i j between orbitals i and j exceeds a certain threshold. We found a value of T CutDOij = 10 −5 to be sufficient, as Eq. (17) (the more accurate dipole-dipole interaction, vide infra) did not undershoot pair energies with a DOI i j below this threshold by any more than 40%. (2) In order to ensure that no significant contributions are missed owing to accidental orthogonality, we compute an upper bound to the dipole-dipole interaction energy by assuming collinear orientation between individual dipoles (which maximizes the dipole-dipole interaction energy) in Eq. (17) . If this test results in a value exceeding the threshold T CutPre = 10 −6 E h , the electron pair is taken into the LMP2 procedure. (3) If both the differential overlap between MOs and the estimated upper bound to the energy are below the respective thresholds, the pair is not subject to LMP2 treatment. The contribution of all screened out pairs is estimated by the more complete dipole-dipole interaction energy equation,
where R i = ⟨i |r| i⟩ is the center of the charge distribution for the ith MO and R i j = R i − R j . As a further modification of the original procedure, we found that the OSV construction can be bypassed and that quasi-canonicalized, non-redundant PAOs can be used instead. These quasi-canonical PAOs {μ i } belong to the domain of orbital i, and εμ i refers to the corresponding Fock operator eigenvalue ofμ i . We found that using non-redundant PAOs in conjunction with a moderate domain size is much more efficient for any molecules considered in this work, as this circumvents the construction of OSVs and, thus, an additional integral transformation.
Use of pair natural orbitals for the MP2 iterations
The most expensive step in evaluating Eq. (12) is the sum over k. Clearly, this sum must be restricted in order to arrive at linear scaling, even though the number of terms per pair should approach a constant value in the limit of very large molecules due to prescreening. It is natural to employ the actual known values |F ik | and F k j to skip small contributions. 15 The threshold for this truncation is called F Cut . Second, the repeated matrix multiplications required to obtain the transformed amplitudes become computationally expensive for large domains. In order to recover over 99.9% of the correlation energy, the domains frequently need to contain more than 20 atoms and, in conjunction with a triple-zeta or larger basis set, over 500 PAOs. It is therefore tempting to reduce the computational burden further by performing the LMP2 iterations in a much more compact basis of PNOs, as has been proposed by Werner and co-workers while this work was underway. 42 Exploring PNOs in a linear scaling LMP2 framework is straightforward. Once the local exchange operators K i j µν = (iμ| jν) have been constructed, the initial set of LMP2 amplitudes is calculated in the PAO basis as
where εμ is the quasi-canonical PAO energy obtained by diagonalizing the Fock operator in the basis of all PAOs belonging to pair domain (i j). From T i j µν , one obtains the pair density
Diagonalization of this pair density yields the approximate PNOs. These PNOs are cut off with a threshold T CutPNO . After transforming the exchange operators and amplitudes to the PNO basis, an estimate of the error from the PNO truncation can be made using the semicanonical pair energies and summed into the correction ∆E PNO . 31 Subsequently, the LMP2 iterations are carried out in the PNO basis, which greatly reduces the computational effort. To this end, it is necessary to project the LMP2 amplitudes of a pair (ik) or (k j) to the PNO space of pair (i j). This is accomplished by multiplying amplitudes with PNO/PNO overlap matrices S i j,k l a i j ,b k l = ã i j |b k l , e.g., S i j,ik T ik S ik,i j gives the projection of the (ik) amplitudes to the PNO basis of (i j).
30

Summary of the DLPNO-MP2 algorithm
Our DLPNO-MP2 algorithm consists of the steps summarized in the pseudocode in Scheme 3.
NUMERICAL RESULTS
Below, the accuracy and efficiency of the DLPNO-MP2 algorithm are investigated in some detail. The test systems chosen for this task are shown in Figure 3 . Since obtaining an inaccurate result fast is meaningless, we first investigate the accuracy of the method in order to ensure that DLPNO-MP2 recovers about 99.9% of the canonical RI-MP2 correlation energy. These same truncations are then used to investigate the efficiency of the method. It is evident that higher efficiency would be achievable at the expense of accuracy. However, we consider robustness of the method to be of utmost importance and hence insist on 99.9% of the canonical correlation energy and we are willing to pay the necessary computational cost. It turns out, however, that DLPNO-MP2 is often faster than the preceding SCF calculation. Hence, the desired accuracy arises essentially without compromising the method's efficiency.
Selection of thresholds
This work introduces several new truncation parameters and partly replaces previous ones from the closely related DLPNO-CCSD methodology. 30 This necessitates a careful and systematic reinvestigation of all performed truncations. In the following, all parameters are determined separately one at a time in order to ensure a satisfactory convergence with respect to the corresponding canonical RI-MP2 correlation energies. For all calculations reported in this work, a standard Foster-Boys 77 localization procedure was used. Geometries of molecules used in this section and tables with total energies are provided as part of the supplementary material. 78 PNOs for each pair are omitted if their occupation number obtained from the semicanonical density is below a truncation threshold T CutPNO . This parameter was reinvestigated for the three systems: a sildenafil molecule, a van der Waals bonded dimer of anthracene, and a fourfold negative anion of adenosine triphosphate (ATP 4− ) in gas phase (Figure 3 ). These three systems are large enough to examine truncation effects, but at the same time sufficiently small to investigate thresholds systematically. Calculations on sildenafil and the anthracene dimer were performed using def2-TZVP and def2-TZVPD bases. The results turned out to be very similar, and hence, only the results obtained with the def2-TZVP basis are shown in Figure 4 . For the anion, calculations were performed only using def2-TZVPD, which contains the appropriate diffuse functions, and aug-cc-pVTZ/C for correlation fitting.
In order to recover over 99.9% of the correlation energy, we choose T CutPNO = 10 −8 . Evidently, this is a considerably tighter threshold than what is necessary for the DLPNO coupled cluster methods, where 3.33 × 10 −7 is used as a default value. As is the case for DLPNO-CCSD, the semicanonical PNO correction ∆E PNO considerably increases the accuracy of the results.
Fitting domains are determined from Mulliken populations of individual orbitals with the threshold T CutMKN . We found that a value of 10 −3 , which has already been used throughout the published LPNO and DLPNO methods, provides converged energies. The error contribution that results from using truncated fitting domains can be estimated by comparing with a local MP2 calculation that has the same truncated PNO space, but fitting domains spanning the entire molecule. This contribution is under 0.005% of the total correlation energy and thus an order of magnitude below our accuracy target. Figure 5 shows the convergence of the energy with respect to RI-MP2. Results with the def2-TZVPD basis, which contains diffuse functions, are shown in Figures 1 and  2 of the supplementary material 78 for the aug-cc-pVTZ/C and SCHEME 3. Pseudocode illustrating our DLPNO-MP2 algorithm. All truncation thresholds are printed in boldface italics at the right side of the scheme.
def2-TZVP/C correlation fitting sets, respectively. The fitting domains tend to be considerably larger with def2-TZVPD. However, it seems that they need to be larger, indeed, to recover a comparable fraction of the canonical correlation energy as with a basis set that does not contain diffuse functions. In addition, the error that results from truncating the fitting domains is by about a factor of 2 larger with def2-TZVP/C than with the aug-cc-pVTZ/C fitting set. It is likely that the larger size of the aug-cc-pVTZ/C set with its more diffuse functions results in a more accurate fit while using fitting domains that contain the same number of atoms. The domains for PAOs are determined using the differential overlap cutoff T CutDO (see Figure 6 for def2-TZVP, the results with def2-TZVPD are in Figure 3 of the supplementary material 78 ). The domain sizes increase slightly with diffuse basis functions. We choose a threshold T CutDO = 10 −2 , which reproduces around 99.9% of the total RI-MP2 correlation energy with both basis sets in conjunction with the already determined thresholds for T CutPNO and T CutMKN . Evidently, in the presence of diffuse functions, larger domains are needed to arrive at the same error target.
A substantial amount of computing time can be saved in the residual construction (compare Eq. (12)) by neglecting terms with a Fock matrix element below F Cut . Figure 7 shows the error made by choosing a particular F Cut relative to F Cut = 0 for a vancomycin molecule in def2-TZVP basis. This molecule is large enough to examine truncation errors that would be less apparent in smaller molecules. As the error is relatively sensitive with respect to this threshold, we choose 10
−5 E h to ensure that the error is well below 1 µE h and thus numerically insignificant. This finding agrees with the results of Schütz and Werner. 15 Up to this point, prescreening, which is discussed in the section on Coefficient truncations in the integral transformation, has not been used. However, if prescreening is invoked, then just for the pairs that are treated at MP2 level, 66% of the remaining terms are neglected even with this very conservative threshold.
Coefficient truncations in the integral transformation
This section provides a detailed analysis of the errors that arise from coefficient truncations in the integral transformation. At first, we examine the situation that the coefficients of MOs and PAOs are truncated individually. This implies that for each MO, a set of coefficients will be retained according → µ A ) . Similarly, for all PAOs centered on the same atom, one individual set of coefficients will be used as described by the map L (μ A → ν A ). While this does not correspond to the integral transformation routine with superblocks of AO coefficients as described above, it is a more straightforward approach for an error analysis. In addition, this procedure is more comparable to the integral transformation routine reported by Werner and co-workers, 42 albeit they use a different criterion to select coefficients and refit the truncated MOs and PAOs to reduce errors. Tables XVI and XVII in the supplementary material   78 show the total energies for vancomycin with different choices of T CutC . The error incurred from truncating the MOs is controllable and well within the 99.9% accuracy target if a cutoff T CutC = 10 −2 is used, which leads to maps L (i → µ A ) containing AOs from 35 atoms. Remarkably, prescreening of internal orbital pairs reduces the error by an order of magnitude, which suggests that more distant pairs contribute the largest errors as the interaction of the long-range tails becomes more important. By contrast, truncating PAOs leads to excessive errors unless a very conservative threshold is used. Even with T CutC = 10 −3 , which includes AO coefficients from 135 atoms for each PAO on average, the error in total correlation energy is at 0.2% or 0.9% with and without prescreening, respectively. This behavior is likely a result of near-linear dependencies in the non-redundant PAOs.
Since the dimension of the space spanned by the redundant PAOs in each domain is not known a priori, the first step in the transformation to non-redundant PAOs is to determine the rank of the overlap matrix of PAOs, Sμν, withμ,ν ∈ {i, j}. This is accomplished by diagonalizing the overlap matrix and discarding eigenvectors with associated eigenvalues below the threshold S Cut = 10 −8 . A tighter value of this threshold leads to a more complete recovery of the external space, but also to stronger near-linear dependencies. As the transformation matrix from redundant to non-redundant PAOs is determined using the untruncated overlap integrals, small errors due to truncations of redundant PAOs in the integrals (iμ|K) can be drastically amplified. In order to illustrate this behavior, Tables XVIII and XIX in the supplementary material 78 show that the error with truncated PAOs reduces upon increasing S Cut . On the other hand, if the MOs are truncated but the PAOs left untruncated, the error is only marginally affected by S Cut .
While Werner and co-workers do not provide an analysis of errors arising from coefficient truncations in their description of the PNO-LMP2 method, they also find that large AO blocks are required. Indeed, they choose to disable PAO truncation as a default setting, making the integral transformation and thus the entire method quadratically scaling.
As described above, our actual integral transformation does not truncate MOs and PAOs individually, but instead performs truncations to the larger AO superblocks for each FIG. 7 . Magnitude of the error from truncating terms proportional in Fock matrix elements below F Cut for the vancomycin molecule in def2-TZVP basis. Inset: the actual error in a selected range. The error undergoes a sign inversion below F Cut = 10 −3 E h . The total correlation energy is −18.3 E h . For T CutPNO , T CutMKN , and T CutDO values are used as determined above. auxiliary function. For MOs, they are defined by
For PAOs, they are even larger, as the AOs are members of the sparse list
This approach is not only computationally convenient but also ensures that accuracy is retained in a conservative way, which we will illustrate with two examples.
The maps from auxiliary functions K to PAOsμ for vancomycin are so extensive that each sparse list contains all PAOs in the entire molecule. Unless T CutC is so large that it exceeds all AO coefficients on the respective atom that each PAO is centered on, the AO superblock contains all basis functions in the molecule, making the result independent of the threshold T CutC . Energies are sensitive regarding the choice of MO coefficient truncation, as illustrated in Table XX of the supplementary material. 78 Our accuracy target could still be met with T CutC = 10 −2 . However, the construction of AO superblocks depends on several other factors, namely, the L ext (i → K A ) maps (determined by T CutMKN ), the orbital pair list determined by prescreening (for map extension), and in the case of PAOs also the L ext (i →μ A ) maps (determined through T CutDO ). We therefore make the more conservative choice T CutC = 10 −3 , which yields an error in the sub-microhartree range. As vancomycin is not suitable to investigate truncation of AO superblocks for the transformation to PAOs, we performed calculations on a linear H-(CH 2 CHCl) 75 -H chain, which showed that the energy is virtually independent of the T CutC threshold for PAO truncation (Table XXI in the supplementary material   78 ). We use T CutC = 10 −3 as a conservative choice for consistency with MO truncation. While sizes of AO blocks in the vancomycin molecule show that only little can be gained from PAO coefficient truncation in a three-dimensional molecule of about 200 atoms, we note that performance for much larger systems could potentially be improved by using a carefully chosen, somewhat more aggressive T CutC , taking into account the problems described above that arise from a too aggressive PAO truncation. As these results emphasize that the long tails of PAOs need to be taken into account, one cannot help but wonder whether more compact alternatives than PAOs could be found. In this context, we refer to a recent discussion by Jørgensen et al. 79, 80 Instead of truncating MOs and PAOs in the three-index integral transformation only, one could in principle use truncated MOs and PAOs throughout the entire local MP2 calculation. The PAO overlap matrix used to determine the nonredundant PAOs would be constructed using truncated functions, which should overcome the aforementioned difficulties. However, truncated PAOs are not an exact representation of the virtual space, as they are not strictly orthogonal to the occupied space and thus contaminated with internal components. This produces nonredundant PAOs with a Fock matrix eigenvalue below the LUMO energy of the system, thus having significant internal character, which can be interpreted as a violation of the Pauli principle. One could try to refit PAOs under the constraint that they are strictly orthogonal to the occupied MOs and use them throughout the entire calculation. However, we found the simpler approach to use the largest possible subblocks of atomic orbitals and T CutC = 10 −3 to be satisfactory. While the present results emphasize that even relatively small errors in the three-center integrals can lead to large overall errors, severe consequences arise if some of the threecenter integrals are not calculated at all and set to zero instead. For this reason, it is not sufficient to use sparse maps L (i →μ) and L (i → K) determined using differential overlaps and Mulliken populations in the integral transformation, but instead, their extended counterparts L ext (i →μ) and L ext (i → K) are absolutely required.
Prescreening
Above we introduced an improved treatment (Eq. (17)) for the dipole pair energy prescreening. While converging more systematically for pairs at very large distance, it underestimates pair energies around 1 µE h by a considerable margin (Figure 8 ). Plotting the errors in the pair energies against the differential overlap between MOs DOI i j =   i 2 (r) j 2 (r) dr ( Figure 9 ) reveals that for pairs with a differential overlap below 10 −5 , the error of the dipole approximation is consistently below 40%. Thus, pairs above the threshold T CutDOij = 10 −5 are never screened out. In order to arrive at a reliable upper bound, pairs are only screened out if their interaction energy assuming collinear orientation between all dipoles is below T CutPre = 10 −6 . The energy contribution of all screened out pairs is then estimated using the actual dipole expression. We use vancomycin in the def2-TZVP basis to demonstrate the effects of prescreening, as this molecule has a variety of functional groups and a sufficient number of electron pairs with a large spatial separation. The new procedure removes 16 266 out of 36 856 pairs from the local MP2 treatment, which accounts for 0.0033% (estimated 0.0030%) of the total semicanonical MP2 energy. As opposed to that, the old prescreening procedure (as used by us previously and also by Werner and co-workers 42 recently) screens out 25 460 pairs, accounting for 0.032% (estimated 0.021%) of the total semicanonical energy, which is more than one order of magnitude less accurate than the new treatment.
As quasi-canonical PAOs are used instead of OSVs, it is desirable to reduce the domain size for prescreening. We found that a differential overlap threshold T CutDOPre = 3 × 10 −2 provides sufficient accuracy.
Benchmark calculations
In order to demonstrate the accuracy of the DLPNO-MP2 method for energy differences, we employ four benchmark sets with the corresponding RI-MP2 energies as a reference. We use the benchmark set by Friedrich and Hänchen, 81 which contains 51 chemical reactions, as well as benchmark sets sampling different conformations of melatonin 82 and 1,4-butanediol. 83 For these three sets, the def2-TZVP basis was used with def2-TZVP/C for the auxiliary functions. Weak interactions were investigated with the S66 benchmark set, 84 for which we performed calculations with and without counterpoise correction, as well as with def2-TZVP + def2-TZVP/C and def2-TZVPD + aug-cc-pVTZ/C combinations of basis sets.
A summary of the results can be found in Figure 10 , which contains the mean absolute errors and the maximal errors for each benchmark set. Diagrams containing detailed results for all reactions are in the supplementary material. 78 RI-MP2 reaction energies for the benchmark set by Friedrich and Hänchen are reproduced to 0.05 kcal/mol on average, while the largest error is 0.17 kcal/mol. The mean absolute error in melatonin conformer energies relative to the lowest energy structure is 0.15 kcal/mol, while the largest error is 0.24 kcal/mol. Results for 1,4-butanediol conformers are much more accurate with a mean absolute error of 0.01 kcal/mol and a maximum error of 0.03 kcal/mol, which is likely a result of the small molecule size and not representative for larger systems.
Finally, for the weak interactions in the S66 set, there is a very marked improvement when using the counterpoise correction. Uncorrected reaction energies deviate by 0.10 kcal/mol on average and up to 0.30 kcal/mol when using def2-TZVP. The errors increase even further to 0.14 kcal/mol on average and a maximum of 0.48 kcal/mol with the def2-TZVPD basis set. However, with the counterpoise correction, the RI-MP2 binding energies are reproduced to 0.02-0.03 kcal/mol on average, with maximum errors to within 0.1 kcal/mol.
These results show that calculations with DLPNO-MP2 can be performed efficiently without losing any accuracy inherent to canonical MP2. The typical error is well within the overall error boundaries of the MP2 method as reported in the aforementioned references for the four benchmark sets. However, if the accuracy relative to RI-MP2 needs to be increased for difficult cases, this can be done by tightening the two parameters T CutDO and T CutPNO , as errors resulting from any other truncations are at least one order of magnitude smaller. The release version of ORCA is going to implement LoosePNO, NormalPNO, and TightPNO keywords with predefined truncation thresholds for DLPNO-MP2 analogous to recent DLPNO-CCSD(T) investigations. 25 T CutPNO will be scaled by factors of 10 or 0.1 and T CutDO by factors of 2 or 0.5 for LoosePNO and TightPNO, respectively.
Efficiency
Below, we present an analysis of the computational efficiency of our method. Unless stated otherwise, all wall clock times reported in this work were obtained with a development version of ORCA 85 on a single core of a Linux cluster with two 8-core Intel Xeon E5-2670 central processing units (CPUs) and 256 GB of main memory per node. Jobs ran in competition with other production tasks on the same cluster.
Integral transformation
Making maximal use of sparsity in an integral transformation frequently interferes with computational efficiency in a major way, since it compromises the efficiency of highly efficient BLAS level 3 operations, by reducing the matrix sizes and introducing the additional overhead of copying data and bookkeeping. Hence, it is of interest to benchmark our linear scaling local integral transformations against the previously used non-local integral transformation which makes use of BLAS level 3 matrix multiplications in the index transformation from AOs to LMOs and PAOs (Scheme 3, line 12).
In Figure 11 , we compare the performance of the local three-index integral transformation with the non-local transformation for linear hydrocarbon chains in conjunction with the def2-TZVP basis set and the associated auxiliary basis set. First of all, it is pleasing to observe that even with tight cutoffs, the local integral transformation indeed reaches the linear scaling regime relatively quickly, which sets in beyond about 60 carbon atoms. Second, there is little discernible overhead associated with the linear scaling transformation and the crossover between canonical and local transformations occurs after about 40 carbon atoms, although the difference is so small that this may depend on the actual hardware used. With the cutoffs provided in the caption, the orbital domains quickly reach a constant size of about 16 atoms per orbital and 6 atoms in each fit domain. The maps L (i → µ) and L (μ → ν) contain about 45 (MO to AO map) and 70 (PAO to AO map) atoms, respectively, thus emphasizing how extended the essential tails of localized MOs and PAOs are. The extended domains are more than five times as large as the orbital domains and reach asymptotic values of 80 atoms (MO to PAO extended map) and 70 atoms (MO to auxiliary map).
Apparently, the size of the L (i → µ) and L (μ → ν) maps is highly sensitive with regards to the basis set, as in def2-SVP basis, they contain only 33 (MO to AO map) or 47 (PAO to AO map) atoms.
Finally, it is instructive to observe that only about 50%-60% of the time required for the local transformation is actually spent in "productive" steps (e.g., integral generation and transformation), while the remaining time is spent with integral sorting, disk input/output, operations on maps, and memory buffering operations. This indicates that with careful optimization, even higher performance appears to be achievable.
Scaling
In order to demonstrate the scaling of the computational effort of our method with system size, we employ wall clock times for calculations on linear alkane chains in standardized geometries with a def2-TZVP basis (Figure 12 ). RIJCOSX used for crambin described in the section on Representative timings). The crossover between canonical RI-MP2 implementation and our LMP2 implementation already occurs at around 25 carbon atoms. Importantly, the computational effort for the DLPNO-MP2 calculations is consistently below that of the preceding (accelerated) RHF calculation for these molecules.
The most expensive components in a typical calculation are the integral transformation, the calculation of semicanonical amplitudes with PNO generation, and the iterative solution of the residual equations. These three components exhibit an asymptotically linear scaling, as demonstrated above. In addition, there are parts of the calculation that have not been linearized. These include localization of the internal orbitals, calculation of global Fock and overlap matrices between all redundant PAOs in the molecule, the calculation of dipole integrals ⟨i |r|μ⟩ between all MOs and redundant PAOs in the molecule, grid setup for numerical computation of the differential overlap integrals, and the prescreening of orbital pairs. Orbital localization can in principle be made linear scaling. 86 We report timings for linear alkane chains up to 300 carbon atoms in Figure 12 to demonstrate behavior of the DLPNO-MP2 method for very long one-dimensional systems. 78 contains detailed timings for individual components.
Representative timings
While linear alkane chains are simple and suitable model systems to investigate the long range scaling behavior, molecules with a three-dimensional structure provide a better test case for the efficiency in real applications. In Table II , we therefore demonstrate detailed timings for several molecules in def2-TZVP basis, including crambin (644 atoms).
In these examples, the DLPNO-MP2 part of the calculations usually takes less time than Hartree-Fock (multiplied with the number of cores if done in parallel), even if the SCF calculation is accelerated with the RIJCOSX approximation. One exception is crambin in def2-TZVP basis, where the local MP2 calculation would take about twice as long. It is observed that roughly comparable amounts of time are spent on the three major parts of the algorithm-the three-index integral transformation, formation of the semicanonical amplitudes together with generation of the PNOs, and the LMP2 iterations. However, the timings for crambin emphasize the need for an efficient integral transformation, as it still becomes a dominant part of the calculation.
For the three-dimensional molecules presented here (sildenafil, vancomycin, and crambin), over 97% of the overall wall clock time is accounted for by the threeindex integral transformation, calculation of semicanonical amplitudes with PNO generation, and iterative solution of the residual equations. All of these components are asymptotically linear scaling. Any non-linear scaling components do not account for more than 1% of the overall time each.
Memory requirements
out local matrices for specific domains. While the time to compute these quantities with up to O N 3 scaling does not appear to become a major bottleneck even for the largest of our systems investigated, the O N 2 scaling to store the associated quantities in memory (at least temporarily) can become a determining factor, which is most apparent in the linear systems. The maximum memory used at any point of the calculation is 4.2 GB for C 150 H 302 (6462 basis functions), 8.5 GB for C 150 H 227 Cl 75 (8787 basis functions), and 16.3 GB for C 300 H 602 (12 912 basis functions), all in def2-TZVP basis.
The second factor is the memory demand of the threeindex integral transformation, which becomes most apparent for molecules with a three-dimensional structure. In the first phase of the transformation (calculation of the integrals), one matrix of size N (µ) × N (ν) needs to be stored at a time for an auxiliary function K, where superblocks of AOs µ and ν are determined through the lists
In the second phase (sorting of the already computed integrals), at least one matrix of size N (K) × N (μ) needs to be stored at a time for an internal orbital i, where the numbers of auxiliary functions K and PAOs µ are determined by the lists L i;ext (i → K) and L i;ext (i →μ), respectively. Asymptotically, the size of these matrices will become constant with molecular size. During sorting of the integrals, the routine attempts to use as much memory as possible, up to an upper boundary specified by the user, in order to minimize the extent of I/O operations. For this reason, we can only report upper boundaries to the necessary memory for the following molecules. However, increasing the size of the sorting buffer beyond 1-2 GB, or the minimum required memory if larger, did not provide significant performance improvements on our hardware. The maximum required memory was 2.1 GB for vancomycin in def2-TZVP basis (3593 basis functions) and 6.5 GB for crambin in def2-SVP basis (6187 basis functions). No memory consumption was monitored for crambin in def2-TZVP basis (12 075 basis functions), but we estimate it would be in the range of 15-25 GB.
CONCLUSIONS
In this work, we introduce a framework to represent and exploit the inherent sparsity in reduced-scaling electronic structure methods, based on the concept of sparse relationships between indices encoding the sparse structure of tensors. We emphasize the use of the differential overlap integral as a straightforward and reliable generator of so-called multiplicative sparsity. Using both concepts and the sparse map infrastructure described in this paper, it is straightforward to arrive at elaborate, yet algorithmically compact implementations of linear-scaling many-body methods. The application of these concepts is demonstrated here with a new efficient implementation of a local PNO-MP2 (DLPNO-MP2) method.
In our previous work on the DLPNO methodology, 29, 30 the three-index integral transformation became a serious bottleneck for large molecules. We demonstrate how to achieve a linear scaling of the computational effort for large molecules without sacrificing accuracy relevant on the scale of the inherent error of the MP2 method.
It turned out that the original prescreening method can, in unfavorable cases, significantly underestimate energies of orbital pairs. In this work, we have introduced a new procedure that adheres to a more reliable upper bound and provides an accurate estimate for the energy of screened out pairs.
Just as DLPNO-CCSD and DLPNO-CCSD(T), the DLPNO-MP2 method derives its efficiency from a combination of PAOs and PNOs. In this respect, it is similar to the recent work of Werner and co-workers. 42 However, there are algorithmic differences between the two approaches. For example, we do not make use of an intermediate OSV basis. Their PNO-LMP2 method typically recovers around 99.7% of the total RI-MP2 correlation energy (without the F12 correction discussed in Ref. 87 ), while our method with default settings recovers more than 99.9%. In addition, domain construction in their work relies on real-space cutoffs and bond connectivity, which increases complexity for the user. For example, an additional distance criterion had to be introduced to treat a transition state. We estimate that DLPNO-MP2 would be about 2-3 times faster compared to what is documented here with a 99.7% of the correlation energy target. In the method of Werner and co-workers, high accuracy is achieved by resorting to an explicitly correlated treatment in which the domain errors are reduced by the F12 correction. We are not attempting a similar cancellation, 88 as will be described in a forthcoming publication describing our work on explicitly correlated MP2 and CCSD methods.
The numerical results collected above demonstrate that the 99.9% of the correlation energy target can be reached while maintaining strict linear scaling in all computational steps that consume more than 1% of the time for a three-dimensional system up to a size of at least 12 000 basis functions or 640 atoms. At the same time, high overall efficiency and algorithmic simplicity are retained. The overall accuracy is mostly determined by the differential overlap and PNO cutoffs, whereas the errors from all other truncations are at least one order of magnitude smaller. If desired, this allows the overall accuracy of the method to be controlled in a simple and systematic manner.
Taken together, we believe that the concepts described in the present work are a powerful basis for further developments in local correlation treatments. The formalization of seemingly simple individual operations on sparse index sets allows one to quickly encode complex interrelationships between different index spaces. The sparse map infrastructure can certainly be applied in many other areas of quantum chemistry where sparsity of some kind is to be exploited.
