Most prior works of proactive caching at wireless edge optimize caching policies under the following assumptions: the preference of each user is identical to content popularity, all users request contents with the same active level and at uniformly-distributed locations. In this paper, we investigate what happens without these assumptions. To this end, we establish a framework to optimize caching policy at base stations exploiting user preference, active level, and spatial locality. We obtain optimal caching policy to minimize the weighted sum of the file download time averaged over all file requests and user locations in the network (reflecting network performance) and the maximal weighted download time averaged over possible file requests and locations of each user (reflecting user fairness). To investigate how user preference similarity and active level skewness affect the optimal caching policy, we then provide a method to synthesize user preference for given content popularity and user active level. The analysis and simulation results show that exploiting user preference can improve both network performance and user fairness remarkably compared with priori works. The gain of exploiting user preference increases with user preference heterogeneity, user spatial locality, and skewness of user active level.
I. INTRODUCTION
Motivated by the 80/20 rule in terms of content popularity, local caching at the wireless edge has attracted considerable attention recently [1, 2] . By caching popular contents at base stations (BSs), network throughput, energy efficiency and user experience can be improved dramatically [3] [4] [5] . Facing the limited storage size at wireless edge while with huge number of available contents, optimizing proactive caching policy by exploiting the skewed statistics of user demands is critical in reaping the benefit of local caching [2] .
Most of priori works in caching policy optimization are based on content popularity, which can be predicted by various methods [6] [7] [8] . Diverse objectives and application scenarios have been considered. The original motivation of local caching is to reduce latency. In [9] , caching policy was optimized to minimize the average download delay assuming that the location where each user sends request is known a priori when optimizing caching policy. Considering the uncertainty of user location, a probabilistic caching policy for BS maximizing the cache-hit probability in homogeneous network was proposed in [10] and then extended into heterogeneous network (HetNets) in [11] . Caching policies were optimized together with multicast and cooperative transmission to maximize the successful transmission probability in [12] and [13] , and were optimized to minimize the energy consumption and average bit error rate of cache-enabled wireless networks respectively in [14] and [15] , respectively. Coded caching policies were optimized in [16] to maximize the average fractional offloaded traffic and minimize the average ergodic rate for small cell networks. In [17] , joint user association and content placement was optimized to maximize the supported traffic load in HetNets considering a hierarchical caching structure, where different kinds of BSs can share the cached content via backhaul links.
While significant research efforts have been devoted to wireless caching, the following facts that have been observed from real dataset analysis are largely overlooked in the literature: 1) Content popularity can reflect average interests of multiple users, but cannot reflect the interest of each individual user. In fact, due to the differences in culture, occupation and age of the users, global content popularity observed at a large aggregation point (say a content server) is not the same as local content popularity observed in a small region (say a campus [18] or a cell [19] ), not to mention the preference of each user.
2) The active level of users is skewed. As reported in [20] , 90% of the daily network traffic is generated by less than 10% of all users.
The user preference is also skewed, i.e., a user is usually interested in a small fraction of all contents.
3) The location of mobile users is neither known in advance as assumed in [2, 9, 13, 15] , nor completely randomly distributed throughout the network as assumed in [5, 10-12, 14, 16, 17] . The analysis from real data shows that users always periodically reappear at the same location with high probability [21] . The measured data in [20] indicate that 60% of the users is active only in one cell each day and over 95% of the users travel across less than 10 BSs in a day, which suggests strong spatial locality of users. This suggests that the probability that in which cell a user is located when sending file request can be learned from the request history.
As a consequence, most of prior works do not differentiate user preference and content popularity, implicitly assuming that the preferences are identical among users in a region [9] [10] [11] [12] [13] [14] [15] [16] [17] or in a social group [22] and equal to the content popularity. Beside, almost all existing works assume that all users request contents with the same active level and at uniformly-distributed locations. This may degrade the caching gain, since the assumptions are in reality not true. By assuming user preferences as Zipf distributions with different ranks and user locations remaining unchanged during the period of content placement and content delivery, caching policy was optimized to minimize the average download delay in [23] . Yet the user preference model was not validated, and all the users were assumed to have identical active level. In [24] , caching policies was optimized with learned user preference for device-to-device communications to maximize offloading ratio, but the impact of user active level and spatial locality was not analyzed.
User preference prediction is a key task for recommendation system, which is widely applied by content providers. User preference can be learned by collaborative filtering (CF) based on users' rating statistics, view or purchase history, exploiting the correlation of contents or preferences among users [25] . In wireless caching, CF methods such as matrix factorization (MF) [26] and probabilistic latent semantic analysis (pLSA) [27] have been adopted to learn user preference in [28] and [24] , respectively, based on which caching policies were optimized to increase the offloading ratio. With learned user preferences, a nature way is to aggregate them into local content popularity of a cell and then employ popularity-based caching policies, e.g., [19, 28] . Alternatively, caching policies can be optimized more sophisticatedly by directly exploiting individual user preference as in [24] . Intuitively, the caching interests of users may conflict when user preference is heterogeneous (e.g., a user may prefer a BS to cache one file while the other user may prefer the BS to cache another file). Furthermore, considering that the coverage area of BSs is overlapped in dense wireless networks, a user can download file from adjacent BSs. Therefore, the caching policy of each BS should not only consider the preferences of users within its cell but also consider the preferences of users in its neighboring cells.
In this paper, we go a further step to optimize caching policy by removing these assumptions.
To investigate when and how the assumptions impact local caching, we establish a framework to optimize caching policies for BSs by exploiting other 80/20 rules in terms of the heterogeneous preference, active level and spatial locality of users. Since local caching can reduce end-toend delay, we consider the file download time as the metric. Taking the uncertainty of user October 30, 2017 DRAFT demands and locations into account, we derive the file download time for each user that is averaged over all possible requests and locations of the user, namely user average download time. When the caching interests of multiple users conflict due to different user preferences and locations, caching policy will affect user fairness because the file download time of each user not only depends on channel condition but also depends on whether the requested file is
cached. This suggests that we can optimize caching policy to improve fairness among users.
Different from ensuring user fairness by radio resource allocation (such as user scheduling and power allocation), caching policy guarantees user fairness on the application level, which takes user preference into consideration. In particular, we establish an optimization framework aimed at improving both network performance and user fairness. From the perspective of network performance, we minimize the download time averaged over all possible requests and locations of all users in the network, namely network average download time. From the perspective of user fairness, we minimize the maximal weighted user average download time, where the weight is associated with the user active level. To achieve a tradeoff between the two perspectives, we minimize a weighted sum of the network average download time and the maximal weighted user average download time. To evaluate the entangled impacts of content popularity, user preference and active level on optimal caching policies, we propose a user preference synthesization method with given content popularity and user active level, and validate the method by two real datasets, Million Songs dataset [29] and Lastfm dataset [30] .
The major contributions of this paper are summarized as follows:
• We propose a caching policy optimization framework, where the spatial locality, heterogeneous preference and active level of users are considered.
• We analyze individual user behavior from two real datasets, and provide a method to synthesize user preference, which can control the user preference similarity, content popularity, and active level skewness separately. The synthetic method is validated by the datasets.
• Simulation results show that exploiting individual user preference can improve both network performance and user fairness remarkably, whose gain increases with the user preference heterogeneity, user spatial locality, and the skewness of user active level.
The rest of the paper is organized as follows. In Section II, we present the system model and characterize the connection between content popularity, user preference and active level. Section III optimizes the caching policy exploiting individual user preference. Section IV analyzes the statistics of user demands from two real dataset and proposes a user preference synthesis method.
The simulation results are provided in Section V, and the conclusions are drawn in Section VI.
II. SYSTEM MODEL AND USER DEMAND STATISTICS
We consider a cache-enabled wireless network where each BS is equipped with N t antennas and a cache, and is connected to the core network via backhaul. For notational and analysis simplicity, we consider a hexagonal region with N b BSs with cell radius D as shown in Fig. 1 .
The content library consists of N f files each with size F that all the users in the considered region may request. Each user is allowed to associate with one of the three nearest BSs (called neighboring BS set) to download the requested file in order to increase the cache-hit probability.
For example, when a user is located in the shaded area of Fig. 1 where a uj is the probability that the uth user is located in the jth cell when it sends the file request. Since the exact location of a user in a cell is hard to predict, we assume that the uth user is uniformly distributed in the jth cell if it is located in the cell. Note that we only assume that the user is uniformly located within the cell but not assume that it is uniformly located in the whole region because the probabilities of the user locating in different cells may differ [20] .
A. Caching Policy and File Download Time
To achieve better performance, we employ coded caching strategy [9, 16] where each file is encoded by rateless maximum distance separable coding, such that a file can be retrieved by a user when F bits of the requested file is received by the user. Denote c bf (0 ≤ c bf ≤ 1) as the fraction of the f th file cached at the bth BS and b l u (x u ) 2 as the lth nearest BS of the uth user when the user receives file at the location of x u = (x u1 , x u2 ). When the total fraction of the f th file cached at the three nearest BSs of the uth user is no less than 1, i.e., the uth user can retrieve the f th file from the local caches of its neighboring BS set. When to transmit a file is large, 3 the download time per unit bit for the uth user located at x u when downloading a file from its lth nearest BS can be derived as
where
∆t is the number of bits downloaded during N time slots, R ub (x u , n) is the downlink data rate from the bth BS to the uth user in the nth time slots, andR ub (x u ) is the average rate from the bth BS to the uth user. To unify the expression, we denote the download time per unit bit for the uth user when downloading from the backhaul as τ ub 4 u (x u ). Since cache is intended for networks with stringent capacity backhaul [1] , we assume that the download time is limited by the backhaul bandwidth when the user downloads file from the backhaul. Then,
, where C bh,u is the backhaul bandwidth for the uth user.
Since caching policy is optimized in a much larger time scale (at least in hours) than radio resource allocation such as power and bandwidth allocation (usually in milliseconds), we do not jointly optimize cache and transmission resource allocation. To focus on how to optimize caching policy exploiting user preference, we assume that each BS serves N t users in the same time-frequency resource by zero-forcing beamforming with equal power allocation. Then, the average achievable rate can be expressed as
where W u is the transmission bandwidth for the uth user, P t is the transmit power of each BS, h ub is the equivalent channel gain (including channel coefficient and beamforming) from the bth BS to the uth user, r ub = ||x u − x b || is the distance between the uth user and the bth BS, α is the pathloss exponent, Φ b denotes the BS set that share the same frequency with the bth BS, and σ 2 is the noise power.
, the uth user needs to receive the f th file from the local caches of the 1st, · · · , kth nearest BSs successively to retrieve the complete file. The download time for the user receiving the file from these k BSs is given by
Then, for k = 1, · · · , 4, the file download time of the uth user located at x u and requesting the f th file can be expressed as a piecewise function
B. Content Popularity and User Preference
The demand statistics for all users and for each individual user are modeled as follows.
Global Content Popularity is the probability distribution of the file requests within the N b cells, which is the aggregated user demands observed at a higher aggregation node, say the service gateway that covers the region, and reflects the average interests of all the users in the considered region. We denote p = [p 1 , · · · , p N f ] as the global content popularity, where p f is the probability that the f th file in the library is requested by all users in the region.
Local Content Popularity is the probability distribution of the file requests within a single cell, which reflects the aggregated user demands observed at a cell. We denote p f |j as the probability that the f th file is requested by all users located in the jth cell.
User Preference is the conditional probability distribution of the requests from a user given that the user sends a file request, which reflects the demands of each individual user. Denote
T as the user preference matrix, where
is the preference vector of the uth user and q f |u ∈ [0, 1] is the conditional probability that the uth user demands the f th file given that it requests a file. Either when the shape of probability distribution q u differs from that of q m , or when the rankings of the elements in q u and q m differ, the preferences of two users are not identical. To reflect the similarity between the preferences of two users, we consider cosine similarity frequently used in CF [25] , which is defined as
To use one parameter to characterize the heterogeneity of user preferences in a region, we consider average similarity, which is the cosine similarity averaged over all the two-user pairs
Based on the law of total probability, the relation between global content popularity and user preference can be expressed as
where s u is the probability that the request is sent from the uth user, which reflects the active level of the user, and q uf is the joint probability that the requested file is the f th file and the request is sent from the uth user. We denote s = [s 1 , · · · , s Nu ] as the user active level vector.
With user active level s, user preference Q and user location probability A, the relation between local content popularity of the jth cell and user preference can be expressed as
From (7) and (8), we can obtain the following observation. In practice, Q and s can be learned by CF methods such as pLSA [24, 27] or MF [26, 28, 31 ] at a service gateway or even a content server, which are assumed perfect in the following analysis, since our focus is to find when exploiting user preference is beneficial. In Section V, we will evaluate the impact of imperfect user preference learning via simulation.
III. CACHING POLICY OPTIMIZATION WITH USER PREFERENCE
In practice, the exact location where each user sends the file request is unknown a priori when optimizing the caching policy. In this section, we first derive the download time of each user averaged over user location considering the user spatial locality. Then, we establish a framework to optimize caching policy aiming at improving the network performance as well as user fairness. Since the optimal policy is not with closed-form expression, we demonstrate its behavior analytically in special cases and numerically with toy examples.
To derive the file download time averaged over user location, we divide each cell into 12 sectors as shown in Fig. 1 . In this way, the lth nearest BS of the uth user, i.e., b l u , does not depend on user location any more given that the user locates in the ith sector of the jth cell.
Based on the law of total expectation, the average download time of the uth user requesting the f th file can be expressed as
where E xu t f u (x u )|ij is the average download time of the user conditioned on that it is located at the ith sector of the jth cell.
is the probability that the uth user locates at the ith sector of the jth cell. Further considering (4), we can obtain
where b l ij is the lth nearest BS when the user is located in the ith sector of the jth cell. From (3), we can obtain
is the download time per bit from the lth nearest BS averaged over user location given that the user is located in the ith sector of the jth cell. Due to the symmetry of the network topology,τ ub l ij does not depend on i and j but only depend on l.
Therefore, we useτ ul instead ofτ ub l ij in the following for notational simplicity, whose value can be computed from Proposition 1.
Since the average download time per bit increases with the distance between user and BS, we haveτ uk >τ u(k−1) . Further considering the expressions of (10) and (11), similar to the proof of [9, Lemma 6], we can rewrite (10) as
Proposition 1. The average download time per bit of the uth user when downloading file from its lth nearest BS can be obtained as
where f 1 (x) = e −x and f 2 (x) =
for Rayleigh fadings.
Proof: See Appendix A.
Since the interference term in (13) is a sum of Gamma distributed random variables with different values of r −α ub ′ ,τ ul has no closed form expression and the computation requires a |Φ l |+2-fold numerical integration that is of high complexity. In the following corollary, we introduce an accurate approximation for the interference term as in [32] and obtain the approximatedτ ul for high signal-to-noise ratio (SNR) region.
where ψ(·) is the Digamma function, k x , k y , θ x , and θ y are given in Appendix B.
Proof: See Appendix B.
We can see from (14) that by employing Gamma approximation, the computation ofτ ul only requires a double numerical integration, which is much easier to compute. 4 Then, by substituting (13) (or (14)) into (11) and further considering (12) and (9), the download time of the uth user averaged over its possible file requests and locations can be obtained as
A. Caching Policy Optimization
The network average download time is the file download time averaged over the requests of all the users in the considered region, which can reflect average user experience. Intuitively, more requests can be served during a certain period with the decrease of network average download time, which implies high throughput of the network. Hence, it is a performance metric from the network perspective and is widely used in literature [9, 22, 23] , which can be expressed as
To capture user fairness, we consider the weighted user average download time max u=1,··· ,Nu
When the weight w u is set identical for all the users, it reflects the fairness among the users sending file requests. Considering that the users with more file requests will suffer more if they have longer download time, we can also set w u as an increasing function of the user active level s u . As an illustration, we set w u = N u s u in the sequel. Then, the weighted average download time can be expressed as
To improve network performance and user fairness at the same time, we formulate the following general optimization framework minimizing the weighted sum of these two metrics as
By changing the value of η from 0 to 1, we can obtain the caching policy from minimizing the network average download time to minimizing the maximal weighted user average download time. By introducing auxiliary variables µ uf ij and ν, which are upper bounds of 
which is a linear programming problem and can be solved by interior point method [33] .
To reveal the behavior of the optimal caching policy, in what follows we analyze the solutions of the problem optimizing the performance respectively from the network and the user perspective. By setting η = 0, we can obtain the problem minimizing the network average download time, which is referred to as Problem 1. By setting η = 1, we can obtain the problem minimizing the maximal weighted average download, which is referred to as Problem 2.
Since transmission and caching resource allocation operated in different time-scales, to analyze the impact of exploiting user preference on the optimal caching policy, we assume that the transmission resources are identical for each user (i.e.,τ 1l = · · · =τ Nul τ l ) in the following. 
Then, the first term in (19a) can be rewritten as (20) where the relation in (7) is used. We can see that the network average download time only depend on the global content popularity p f . Proposition 2 suggests that when the transmission resources are identical for all users, the gain of exploiting user preference disappears without user spatial locality. In other word, it implies that exploiting user preference can improve network average download time even without user spatial locality when the transmission resources are not the same. Proof: See Appendix C. Proposition 3 suggests that when the transmission resources are identical for users and the cells are not overlapped, the optimal caching policy minimizing the network average download time is simply to let each BS cache the most popular files according to local content popularity as used in [19, 28] . Otherwise, the caching policies should be designed more sophisticatedly. Proof. In this case, sinceτ 1l = · · · =τ Nul , a 1j = · · · = a Nuj for all j, and q f |1 = · · · = q f |Nu for all f , we can see from (15) that the average download time of each user is identical, i.e., t 1 = · · · =t Nu t . Then, Problem 1 and Problem 2 are both equivalent to minimizingt. Proposition 4 suggests that when transmission resources, location distributions and preferences are identical for all users (i.e., the actual identity of each user is irrelevant), minimizing the network download time is equivalent to minimizing the maximal weighted user average download time. Otherwise, the optimal caching policies for Problems 1 and 2 can be quite different as we show later. In the sequel, we refer the optimal caching policies for Problem 1 and Problem 2 as Policy 1 and Policy 2, respectively.
B. Numerical Examples
To help understand the behavior of Policy 1 and Policy 2 and the impact of heterogeneous user preference in single and multi-cell, we consider two toy examples as shown in Fig. 2 . To show the impact of different user preference similarity, we generate user preference matrix Q that satisfies (7) to achieve the average cosine similarity of user preference of 0.2, 0.6 and 1.
By solving Problems 1 and 2, we can obtain Policy 1 (denoted as C * ) and the minimized network average download time T * , Policy 2 (denoted as C † ) and the minimized maximal weighted user average download time max{N u s 1t † 1 , N u s 2t † 2 }, respectively. 1) Located in One Cell: In this case, the user location probability matrix is A = [1, 1] T and the optimization results are shown in Table. I. We can see from When user preference becomes identical, both users prefer BS 1 to cache file 1 and hence both Policies 1 and 2 let BS 1 cache file 1, which agrees with Proposition 4. Since the skewness of UE 1 's preference continues to decrease, the maximal weighted user average download time increases compared to the case with similarity 0.6.
2) Located in Different Cells:
In this case, the user location probability matrix is A = [ 1 0 0 1 ] and the optimization results are shown in Table. II.   TABLE II We can see from Table. II that when user preference similarity is low, UE 1 prefers its local BS (i.e., BS 1 ) to cache its most preferable file (i.e., file 1) and its neighboring BS (i.e., BS 2 ) to cache its second preferable file (i.e., file 2), while UE 2 prefers BS 2 to cache file 3 and BS 1 to cache file 2 according to its own preference. As a result, Policy 1 lets each BS cache the most preferable file of its local user, i.e. BS 1 caches file 1 and BS 2 caches file 3. As the user with higher active level, UE 1 has the maximal weighted user average download time. Hence, Policy 2 is more prone to let BSs cache the files preferred by UE 1 , i.e., let BS 2 cache 0.57 fraction of file 1 and 0.43 fraction of file 3.
When user preference similarity increases to 0.6, for the similar reason, Policy 1 is to let each BS cache the most preferable file of its local user, i.e. BS 1 caches file 1 and BS 2 caches file 3.
Again, due to higher active level, UE 1 has the maximal weighted user average download time.
Moreover, since the skewness of UE 1 's preference decreases with user preference similarity for a given content popularity, Policy 2 is more prone to let the BSs cache the files preferred by UE 1 than the case with similarity 0.2, i.e., let BS 2 cache 0.88 fraction of file 1 and 0.12 fraction of file 3. We can also see that the decrease of the skewness of UE 1 's preference increases both the average network download time and the maximal weighted user average download time.
When user preference becomes identical, Policy 1 and Policy 2 become the same, which agrees with Proposition 4. Since the skewness of user preference continues to decrease, both the average network download time and the maximal weighted user average download time increase.
From the analysis of the typical scenarios, we can observe that both network performance and user fairness can be improved by exploiting less-similar user preference. This is because the content popularity in a region is formed by the preferences of the users. To achieve a given popularity, the skewness of user preference increases with the preference heterogeneity.
The performance of user preference based caching policies increases with the skewness of user preference, analogous to the widely recognized result that the performance of content popularity based caching policies increases with the skewness of content popularity.
IV. REAL DATASETS ANALYSIS AND USER PREFERENCE SYNTHESIS
The performance of cache-enabled network highly depends on the user behavior in requesting contents, both collectively and individually. In this section, we first analyze content popularity, user active level, and user preference based on two real datasets. To fairly compare the optimized caching policies with user preference and content popularity, we then propose a method to synthesize user preference with given content popularity and user active level.
A. Real Datasets Analysis
We use Million Songs Dataset (MSD) [29] and Lastfm-1K Dataset [30] to analyze the user request behavior for songs. The reason why we chose these two music datasets is that a song is often requested by a user many times so that the ground truth of user preference can be obtained from the frequency of each user's requests for each song. MSD records user listening data in the form of <user, song, play counts> gathered from undisclosed partners, which contains 1019318 users and 384546 songs. The Lasmfm-1K Dataset records user listening data in the form of <user, timestamp, artist, song> tuples collected from Last.fm API, which represents the listening habits for 992 users and 1012 songs. To capture the main trends of user demands statistics, we choose the 100 most active users and the 300 most popular files requested by these users for analysis, which generate more than 75% of the traffic in the data.
In Fig. 3(a) we show the number of requests for each file in descending order. We can see that the content popularity of both datasets can be well fitted as Zipf distribution. The popularity skewness parameters are δ p = 0.21 for Lastfm and δ p = 0.74 for MSD, respectively. In Fig. 3(b) we show the number of requests from each user in descending order. We can see that user active level can also be well fitted as Zipf distribution for both datasets, whose skewness parameters are δ s = 0.31 for Lastfm and δ s = 0.44 for MSD. In Fig. 4(a) , we show the number of requests for each file of the 10th (i.e., more active) and 90th (i.e., less active) users in the two datasets. To show the shape of user preference, we re-rank the files by the number of requests for each user. We can see that user preference is also skewed, but the skewness is quite different for each user. 5 In Fig. 4(b) , we show the cumulative distribution function (CDF) of the cosine similarity between every two-user pair. We can see that the cosine similarity distributions are quite different between Lastfm and MSD. For Lastfm, more than 90% of the user pair similarity is more than 0.8, while for MSD, about 80% of similarity is less than 0.2. Furthermore, we compute the average cosine similarity given by (6), which are 0.84 for Lastfm and 0.04 for MSD, respectively. The differences of user preference similarity between these two datasets may result from different file catalog size (MSD is much larger than Lastfm) and different music recommendation methods (e.g, personalized recommend v.s. popularity based recommend). Since the data of MSD is gathered from undisclosed partners, we are not able to further analyze the reasons behind this. Nevertheless, this suggests that the similarity of user preference varies significantly in real world.
B. User Preference Synthesization
As illustrated by previous two datesets, in different areas and for different catalogers of contents in real-world networks, content popularity, user active level, and user preference similarity are quite different, which jointly affect the caching polices. To analyze the impact of user preference similarity on caching policies and the corresponding performance, user preference matrix Q with difference levels of similarity is needed for evaluation. To differentiate the impact of each single factor, we need to control these factors separately, while the existing user preference synthesization methods such as [19, 24] fail to do so. In what follows, we synthesize user preference with different similarity for a given content popularity p and user active level s.
From the definition of user preference, with given p and s, each element in matrix Q should satisfy the following constraints.
where (21a) is the relation between user preference and content popularity, (21b) and (21c) are the probability constraints. One way to obtain synthetic user preference with different level of similarity is to directly solve the equations and inequations in (21a)-(21c) as well as an equation
by setting cos(Q) in (6) equal to the given similarity. However, the solution is hard to obtain since the expression of cos(Q) is complicated, and the solution is not unique. Furthermore, the solution does not tell the shape of user preference, which is also skewed like content popularity as shown in Fig. 4(a) . Hence, we provide an alternative way.
The basic idea of our user preference synthesization method is as follows. Obviously, when each user's preference is identical to the content popularity, i.e., q u = p for u = 1, · · · , N u , the average cosine similarity achieves the maximal value, i.e., cos(Q) = 1. To obtain heterogeneous (i.e., less similar) user preferences whose shapes have relation with the shape of popularity,
we make each element of q u fluctuate around the content popularity. Then, by introducing a parameter θ to adjust the fluctuation range, the similarity (and also the shape) of user preference can be controlled.
In Algorithm 1, we generate the preference of each user in a successive manner. We first randomly chose a user and determine its preference. Suppose that the firstly chosen user is the uth user. Considering constraints (21a) and (21c), the preference of the uth user for the f th file is upper bounded byq u|f = min{
, 1}. Then, we randomly choose a file from the file set F = {1, · · · , N f } for the uth user. By introducing the parameter θ and selecting q f |u randomly
e., the fluctuation range), we can adjust q f |u from identical to content popularity (i.e., θ = 1) to fluctuating between [0,q u|f ] (i.e., θ = 0). To satisfy (21b), q f |u is further adjusted as min{q f |u , 1}. Then, we remove the f th file from F and randomly choose a file in F again for the uth user and repeat the similar procedures as above until
f =1 q f |u = 1, we remove the uth user in the user set U, update the content popularity for the rest of users, and generate the preference of the next user similarly. Otherwise, we randomly increase the value of q f |u that satisfies q f |u < q f |u so that (21b) can be satisfied, and then move on to the next user. The detailed procedures are given in Algorithm 1.
By considering the users in a cell or a region, we can synthesize user preference for a given global popularity or local popularity with the algorithm.
In Fig. 4(a) , we plot the synthetic user preference of the 10th and 90th active user based on the popularity and active level of Lastfm and MSD datasets. The parameter θ are chosen as θ = 0.98 and θ = 0.21 for Lastfm and MSD, respectively, so that the average cosine similarity of user preference is the same for the dataset and the synthetic preference. We can see that the shapes of the synthetic user preference are similar to the datasets, which suggests that the synthetic user preference can reflect real user preference. In Fig. 4(b) , we further plot the CDF of the similarity cos(q u , q m ) defined in (5) of the synthetic user preference to compare the distribution of user preference similarity between the synthetic data and real data. We can see that the synthetic user preference can fit both datasets well.
Algorithm 1. Synthesize user preference for given
while U is not empty do
while l > 0 and F is not empty do 6: Randomly chose a file f in F 7: while l > 0 do 14: Randomly chose a file f ′ inF
Remove f ′ fromF 20: end if , where j u is the jth probable cell the uth user may locate in and the skewness parameter is δ a = 1 based on the measured data in [20] . A larger value of δ a for a user indicates that the user is located in few cells with high probability. To analyze the impacts of user preference and active level and fairly compare with existing caching policies, we use the synthetic user preference for simulation. The global content popularity is modeled as
, where the skewness parameter is δ p = 0.6. The active level of each user is also modeled as Zipf distribution as s u = u −δs Nu u=1 u −δs , where the skewness parameter is δ s = 0.4 according to the dataset analysis in the previous section. Unless otherwise specified, the above setting is used throughout the simulation. To obtain synthetic user preference with different level of average cosine similarity, we adjust the value of θ in Algorithm 1 from 0 to 1.
The following caching policies are compared: 1) "Global Pop": Each BS caches the N c most popular files according to the global content popularity p f .
2) "Local Pop": Each BS caches the N c most popular files according to the local content popularity within its cell p f |j given by (8) . This is the method used in [19, 28] .
3) "Femtocaching (Pop)": This is the caching policy proposed in [9] minimizing the network average download time, which is based on global content popularity assuming that user location is fixed. To show the impact of uncertain user location, we obtain the caching policy based on one realization of user location and then fix the caching policy for the rest of realizations of user locations.
4) "Femtocaching (Pref)":
We modify the caching policy in [9] to exploit user preference by simply replacing the global content popularity p f by user preference q f |u . This method still assumes the location of each user is known a priori when optimizing the caching policy.
5) "Min average DL time (Pop)":
The optimal solution of Problem 1, where q uf is replaced by p f . This is the optimal caching policy minimizing the network average download time without the knowledge of user preference and active level, i.e., regard user preference as identical to content popularity and regard the active level of different users as identical.
6) "Min average DL time (Pref)":
The optimal solution of Problem 1, i.e., Policy 1.
7) "Min max DL time (Pop)":
The optimal solution of Problem 2, where q uf is replaced by p f . This is the optimal caching policy minimizing the maximal user weighted average download time without the knowledge of user preference and active level.
8) "Min max DL time (Pref)":
The optimal solution of Problem 2, i.e., Policy 2.
In Fig. 5(a) , we show the impact of user preference similarity on the network average download preference. This is because when user preference and user active level are regarded as identical, the actual identity of the user is irrelevant (i.e., there is no difference among users statistically).
When a user (say the uth user) changes its location, and another user locates in the previous location of the uth user, the caching solution will be same as the previous solution [9] . However, when taking into account the preference of individual user, the performance is quite different.
The network average download time of "Femtocaching (Pref)" is even higher than that of "Femtocaching (Pop)" when user preference is less similar. This is because "femtocaching" method does not consider the uncertainty of user location, which has large impact when user preference is heterogeneous, in which case user identity is no longer irrelevant. As expected, "min average DL time (Pref)" achieves the lowest network average download time. Besides, the network average download time of "min average DL time (Pref)" increases with the preference similarity, which coincides with the results of numerical example in Section III-B-2).
In Fig. 5(b) , we show the impact of user preference similarity on the maximal weighted user average download time (in seconds). We can see that "min max weighted DL time (Pref)" can reduce 60% of the maximal weighted user average download time compared with "Global Pop".
However, with "min max DL time (Pop)", the maximal weighted user average download time does not decrease much compared with other caching policies. This suggests that the knowledge of user preference is important when improving user fairness by caching. Similar to Fig. 5(a) , the maximal weighed download time of "Femtocaching (Pref)" is higher than "Femtocaching (Pop)".
The maximal weighted user average download time of "min max DL time (Pref)" increases with the preference similarity, and the explanations are similar to those in Section III-B. In Fig. 6 , we show the impact of user location skewness on the two performance metrics. As shown in Fig. 6(a) , the network average download time of "Local Pop" and other user preference based caching policies decreases with user location skewness parameter δ a . Moreover, when δ a = 0, i.e., each user is with equal probability to locate in the N b cells, "min average DL time (Pref)" achieves the same performance as "min average DL time (Pop)", which verifies Proposition 2. When δ a = 5, i.e., each user is with
j=1 j −5 = 0.96 probability located in a cell, "min average DL time (Pref)" reduces 20% of the network download time compared with "Global Pop". This suggests that the benefit of exploiting user preference highly relies on the spatial locality of a user. As shown in Fig. 6(b) , the maximal weighted user average download time of "Local Pop" and other user preference based caching policies also decrease with δ a . When δ a = 5, "min average DL time (Pref)" can reduce 55% of the maximal weighted user average download time compared with "Global Pop". On the contrary, the spatial locality has little impact on both metrics achieved by the global popularity based caching policies, because these policies regard user preference and user active level as identical. In Fig. 7 , we show the impact of user active level skewness on the two metrics. We can see from Fig. 7 (a) that the network average download time of all caching policies decreases with δ s (though slightly for "Global Pop"). This is because when the skewness of user active level increases, the caching solutions are determined more by the preference of highly active users, and hence the average download time of these users decreases, which reduces the network average download time. As shown in Fig. 7(b) , the maximal weighted user average download time of all caching policies increase with δ s . This is because the weights for highly active users increase with δ s . As expected, the maximal weighted user average download time of "min max DL time (Pref)" is the lowest, and the performance gain increases with δ s .
In Fig. 8 , we show the tradeoff between network average download and maximal weighted user average download time by solving problem (18) with different values of η. It is shown that when η is set between 0 and 0.25, we can achieve lower network average download time and better user fairness than the baseline policies at the same time.
In Fig. 9 , we show the impact of imperfect user preference. We compare the following methods to learn user preference or content popularity: (1) "Frequency": this method uses the frequencycount method in [34] to learn user preference, i.e.,q uf = n uf
, where n uf is the number of requests of the uth user requesting the f th file. (2) "MF" : this is a CF method proposed in [31] that learns user preference by matrix factorization. Since the learned user preference by this method is not in probability form as we applied for optimization, we obtain the probability that and then optimizes caching policy based on the learned popularity. To show the learning rate of these methods, we use the total number of requests in the considered region as x-axis. When the total number of requests exceeds 300 (i.e., higher than 3 requests by each user on average), the caching policies based on learned user preference by "Frequency" method outperform the caching policies based on learned global content popularity. The caching policies based on learned user preference by "MF" method outperform both "Popularity" and "Frequency" methods, and can achieve performance close to caching policies with perfect user preference when the total number of requests exceeds 10 4 (i.e., more than 100 requests for each user on average). 6 It is worthy to mention that learning individual preference of a large number of users can be more computational complex than learning content popularity (even all with the simple frequency-count method), and informing the predicted user preference to BSs may cause overhead. Fortunately, in contrast to content popularity that has been observed with spatial locality and hence should be learned at more-edged nodes, user preference can be learned at a service gateway or even a content server 7 that has abundant computing resource. Moreover, it is no need to learn very frequently (say each day). Nevertheless, to harness the benefit of user preference based caching policy, it is worthwhile to investigate how to reduce the complexity and overhead.
VI. CONCLUSION
In this paper, we proposed a caching policy optimization framework taking into account the spatial locality, heterogeneous preference and active level of users to minimize the network average download time and the maximal weighted user average download time. We showed in which case the global content popularity, local content popularity and user preference are identical and in which case they differ. To facilitate the investigation of how user preference similarity and active level skewness affect the optimal caching policies, we provided a method to synthesize user preference with given content popularity and user active level and validated it with two real datasets. Simulation results showed that both network performance and user fairness can be improved remarkably by exploiting individual user preference compared with priori works exploiting content popularity, as expected. For a region with given content popularity, the gain of the proposed policy is large when user preferences are less similar or when user active levels are more skewed, and more importantly, when each user is with spatial locality. Since in real-world networks the user preferences are indeed heterogeneous and each user indeed sends request in 
where f 1 (x) = e −x and f 2 (x) = Without loss of generality, we derive the average download time from the three nearest BSs when the uth user located the 1st sector of the 1st cell, i.e., the shadow area in Fig. 1 . From
(1), by taking the expectation over x u within the shadow area, we havē
Further considering (A.1), Proposition 1 can be proved.
APPENDIX B PROOF OF COROLLARY 1 When
Pt σ 2 → ∞, we can neglect the impact of σ 2 and (2) can be derived as
where X = h ub r
ub ′ , and we approximate X and Y as Gamma distributed random variablesX ∼ G(k x , θ x ) andŶ ∼ G(k y , θ y ), respectively, as in [32] . By matching the first two moments of X andX, we can obtain Sinceτ 4 >τ 1 , the optimal caching policy is to cache the N c complete files with the highest value of p f |j for each cell, say cell j. Then, Proposition 3 is proved.
