Abstract-The likelihood of finding manufactured components (surgical tools, implants, etc.) within a tomographic field-of-view has been steadily increasing. One reason is the aging population and proliferation of prosthetic devices, such that more people undergoing diagnostic imaging have existing implants, particularly hip and knee implants. Another reason is that use of intraoperative imaging (e.g., cone-beam CT) for surgical guidance is increasing, wherein surgical tools and devices such as screws and plates are placed within or near to the target anatomy. When these components contain metal, the reconstructed volumes are likely to contain severe artifacts that adversely affect the image quality in tissues both near and far from the component. Because physical models of such components exist, there is a unique opportunity to integrate this knowledge into the reconstruction algorithm to reduce these artifacts. We present a model-based penalized-likelihood estimation approach that explicitly incorporates known information about component geometry and composition. The approach uses an alternating maximization method that jointly estimates the anatomy and the position and pose of each of the known components. We demonstrate that the proposed method can produce nearly artifact-free images even near the boundary of a metal implant in simulated vertebral pedicle screw reconstructions and even under conditions of substantial photon starvation. The simultaneous estimation of device pose also provides quantitative information on device placement that could be valuable to quality assurance and verification of treatment delivery.
and plates and screws for fixation in trauma cases. In imageguided procedures, surgical tools are often placed within the imaging field. When these components are metallic, measurements whose projections contain those elements can suffer from reduced signal-to-noise ratio due to photon starvation. Similarly, since reconstruction of highly attenuating components involves mathematical inversion of near zero projection values, algorithms tend to be very sensitive to any biases (e.g., due to polyenergetic effects). Both of these effects tend to produce streak artifacts in the reconstructed images [1] , [2] . Such artifacts tend to be particularly troublesome since it is often the region immediately surrounding a component that is of diagnostic interest, which is exactly where artifacts tend to be most pronounced. Particular situations where image quality in the neighborhood of a metallic component is critical include the visualization around implants for indications of subsidence or osteolysis [3] , assessment of pedicle screw placement to avoid critical structures in the spine [4] , [5] , and biopsy needle guidance [6] .
Various approaches have been developed to mitigate metal streak artifacts [7] [8] [9] [10] [11] [12] [13] [14] [15] . Many methods consider measurements through metal to be missing data. The missing data can simply be eliminated from the reconstruction algorithm [14] , or may be filled in using values based on the neighborhood of the missing data [8] , [9] . However, rarely is the exact knowledge of the metal component used.
Tomographic imaging generally benefits from the incorporation of prior knowledge into the reconstruction algorithm. This is particularly true for situations that involve undersampling and low signal-to-noise. Methods that seek to correct for metal streak artifacts tend to require identification of spatial locations in the volume, or the locations in the projection image where the metal implant lies. This localization typically relies on knowledge that the metal components have a high attenuation coefficient. In effect, this is a relatively weak incorporation of prior knowledge. In penalized-likelihood reconstruction schemes, general knowledge about the image can be included via Gibbs priors or penalty functions [16] [17] [18] [19] . In more recent work, very specific image priors that incorporate prior scans of the anatomy have been used in algorithms like PICCS [20] and modified penalized-likelihood approaches [21] .
The availability of physical models for surgical tools, fixation hardware, and implants allows for very specific prior knowledge to be incorporated into the reconstruction routine with the potential for additional benefit. Since such components represent manufactured objects, computer-aided design (CAD) models that completely specify their material composition and structure may be available. In this paper, we propose an algorithm that integrates such known physical models into the reconstruction process. Specifically, the model of the object volume itself is a combination of: 1) the volume of (unknown) background anatomy and 2) the component (or components) known to be in the imaging field-of-view. While the form and attenuation distributions of the components are known (e.g., derived from a CAD model that specifies the shape and material content of the device), the positions and poses are unknown. Thus, the parameters associated with each component registration also become part of the object model. The resulting reconstruction scheme has an objective that is a function of both image parameters and registration parameters, and these two sets of parameters are estimated jointly. This approach bears some similarity with other objective functions that seek joint image reconstruction and registration [22] [23] [24] . A preliminary introduction of this reconstruction approach was presented in [25] . The work below provides a comprehensive discussion of the methodology including a derivation of the reconstruction algorithm, a study of the convergence properties, and an investigation of the influence of regularization.
The proposed approach has similarities with work by Snyder, Murphy, et al. who also developed a model-based approach for incorporating exact knowledge of a component through a constraint on the objective function [26] [27] [28] . The approach outlined in this paper is distinct, utilizes an unconstrained objective function, adopts a regularization term, and is generalized for an arbitrary number of known components whose poses are unknown. A more detailed discussion of the similarities and differences between these two strategies for incorporating prior component knowledge is provided in Section IV. This paper is outlined as follows. In Section II, we develop a likelihood-based objective function and reconstruction algorithm that models the image volume as the combination of an arbitrary number of known components (with unknown poses) within the unknown background anatomy. In Section III, we illustrate the performance of this method and compare the performance with traditional analytic and iterative approaches, including an investigation of convergence properties and the influence of regularization.
II. METHODS

A. Forward Model
Consider the following measurement model for a transmission tomography system (1) Mean projection measurements are related to line integrals through the object via Beer's law. Each measurement has a scalar value associated with the unattenuated X-ray fluence for the particular ray path and gain for the specific detector element. For a discretized object (e.g., using a voxel basis), the line integrals can be represented as (2) where represents the contribution of the th voxel (or other basis)
to the th line integral. This model may be written compactly in a matrix-vector form such that (3) where represents an operator that forms a diagonal matrix from the vector argument, and the system matrix represents the collection of all . Ordinarily, (3) represents the complete relationship between the object and the measurements, and it is from (3) that an objective function is derived. We choose to further parameterize the object as the combination of an unknown anatomical background volume and an arbitrary number of components whose attenuation distributions are known. Mathematically, we write (4) where represents a transformation operator parameterized by the vector. While this transformation is general, in this work we focus on 3-D rigid transformations. In this case, the vector is comprised of the six elements (translation and rotation values) that define a component's pose. The second term (4) in represents the summation of attenuation values for known attenuation volumes each having been (rigidly) transformed according to its own parameter vector . The first term of (4) represents the contribution of the background anatomy , which has been modified by multiplication with a set of transformed masks corresponding to each known component. Specifically, each mask represents a support region for each component. A typical mask is largely binary with zero values in the interior and ones outside the component but allows for intermediate values to model partial volume effects at the edges. The product operator used in (4) and throughout this paper represents an element-by-element product for matrix or vector operands.
B. Likelihood-Based Objective Function
Equations (3) and (4) represent the relationship between the mean measurements and the parameterized volume. Selection of a noise model allows for derivation of a likelihood function. We choose to invoke a Poisson model which yields the following log-likelihood: (5) where we have denoted the collection of the set of registration parameters for all components as (6) We choose to employ a penalized-likelihood estimator with the following implicit form (7) where denotes a penalty function that discourages overly noisy images. We refer to the implicit estimator in (7) as the "known-component reconstruction" (KCR) approach. This estimator jointly approximates both the anatomical background and the set of registration parameters associated with each known component. While the regularization term is general, we will use a pairwise quadratic roughness penalty denoted as (8) where denotes a first-order neighborhood of voxels around voxel . Note that this penalty is applied only to the background anatomy image , and there is no smoothing between the known components and the anatomy, but there is potential smoothing across the voxels in that are masked by the transformed in (4) . These values are ultimately replaced by to form the reconstructed image .
C. Transformation Operator
The joint estimator in (7) requires the transformation operator found in (4) to be specified. The formulation in (4) is general and the transformation could potentially represent warping operations or other forms of parameterized deformations. Similarly, could represent component transformations that have constrained motions like pivots or hinge points. In this paper, we focus on the case of rigid transformations.
Transformation operators associated with registration of a "moving" image to a "fixed" image can often be decomposed into two parts: 1) a mapping of gridded points in the moving image to the positions of those points in the transformed image; and 2) an interpolation operation that uses a neighborhood of voxels about each point in the moving image to generate a voxel value in the transformed image. For a 3-D rigid transformation, we may denote the mapping of points from the moving image to the transformed image as (9) where represents a voxel location in the moving image, and is the position in the transformed image. The vector is the location of the center of the image volume and are translation parameters. The parameterized matrices , , and apply rotations about each axis with , and denoting angular values for each rotation. Thus, we may now explicitly define the six element parameter vector for transformation as . While (9) denotes the mapping of the th voxel position from to , we recognize that the entire mapping is defined by the three "moving image" vectors , , and , and the three "transformed image" vectors , , and . That is, these vectors represent the collections of all grid points in the moving and transformed images.
With the point mapping defined, it remains to define the interpolation step. We consider a kernel-based interpolation approach that is separable in each dimension. An example 2-D kernel-based interpolation is illustrated in Fig. 1 . For each location in the transformed image, a kernel is applied to a neighborhood of points in the moving image to approximate the value in the transformed image. 1-D (position-dependent) kernels are applied successively along each dimension in the neighborhood and are summed, so that each pass reduces the dimension by one-for example, in 2-D, two 1-D kernels applied to get a single voxel value. In 3-D, three 1-D kernels are used. The application of the kernels illustrated in Fig. 1 to obtain all interpolated points in the transformed image may be represented mathematically in a compact form as (10) where and are vectors denoting the transformed and moving images, respectively. The operators represent the 1-D kernel applications in each direction for all locations and are a function of the particular point mapping. Specifically, if a four-pixel neighborhood 1-D kernel is used for each dimension and both and have voxels, the operator applies a local kernel in the -direction for each interpolation position to obtain vector of length . The operator applies a -direction kernel to these elements to obtain a vector of length , and the final operator uses these elements and a -direction kernel to obtain the length vector that is the transformed image, .
It remains to define the particular kernels, , used at each interpolation location. While there are many kernel choices, we employed a B-spline kernel [29] defined as follows: (11) This kernel has two particularly advantageous properties: 1) it preserves nonnegativity in the transformed image (for nonnegative "moving" images) and thereby avoids negative attenuation coefficients from entering into the estimation and 2)
is differentiable and therefore allows for gradient-based methods in the optimization of the objective proposed in (7).
In the following section we utilize analytic gradient information to approximate solutions to (7) . Since that gradient information necessarily includes derivatives of the transformation operator with respect to the parameters being estimated, we derive those equations here. Specifically, we require the derivative of the operator with respect to elements of . Using the chain rule one may write (12) where we denote the derivative transformation operator with respect to the th element of as . The operators are similar to the original kernel operators except that they apply the derivative kernel. For the B-spline kernel in (11), we may compute the derivative kernel as (13) The remaining partial derivatives in (12) may be computed by differentiating (9) with respect to . These derivatives are straightforward to compute and are not presented here.
D. Optimization Approach
The previous subsections describe the forward model and all of the elements included in the estimator specified in (7). However, since this estimator is the implicit maximizer of an objective function, an optimization algorithm must be adopted to iteratively approximate a solution. From the development in the previous section, we note that the objective function is differentiable and one may find the analytic expressions for the derivatives with respect to all of the estimation parameters (14) (15)
Given the analytic gradient of the objective function it would be straightforward to use almost any gradient-based algorithm to jointly solve for the parameters and ; however, this would ignore years of development of specialized algorithms customized for tomographic reconstruction. Thus, we propose using an alternating minimization approach where the image volume parameters are updated using a tomography-specific image update, and the registration parameters, , are updated using a traditional gradient-based approach.
Since is relatively small with only elements (for rigidly transformed components), it is practical to use a quasiNewton update approach using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) updates [30] . (If is large, one might resort to a limited-memory variant [31] .) We adopt such an approach that includes a bracketing line search.
For image updates, we choose to use updates based on a paraboloidal surrogates approach. Such updates closely follow the surrogates-based approach introduced by Erdogan and Fessler in [32] ; however, since there are significant changes to account for the modified forward model in (3) and (4), a modified derivation that includes the masking operation using , and the additional components is discussed in detail in the Appendix for an unregularized objective function. It is straightforward to modify the updates found in the Appendix using the techniques in [33] to include various penalty functions, to adopt an ordered-subsets subiterations for improved convergence rates, or to use precomputed curvatures for decreasing the computational load.
E. Implementation
To investigate the approach derived above, we implemented all routines in Matlab (The Mathworks, Natick, MA) with calls to custom external libraries for the more computationally intensive aspects of the KCR methodology. Specifically, we implemented both matched Siddon [34] and separable-footprint [35] projectors and backprojectors in C/C++ using CUDA libraries for execution on GPU. The same approach was taken for 3-D kernel-based interpolation via GPU.
Pseudocode for the entire alternating maximization approach for KCR is shown in Table I . The code consists of two separate blocks: the first containing the registration parameter updates and the second containing the ordered-subsets-based volume updates. In this pseudocode, we have used a generalized iteration superscript to indicate the main iteration number, , the registration block subiteration number and the image update block subiteration number, . The symbol is used for values not dependent on a particular index. Table I illustrates a few free parameter choices for the algorithm-namely, the number of registration subiterations , the number of orderedsubsets , and the overall number of iterations. The scaling factor is used in the guess for the initial inverse Hessian estimate and needs to be chosen empirically based on the scale of the objective function, or via an initial line search to find the rough scale for an appropriate step size. Other salient features of this optimization include the reuse of between main loop iterations and the inclusion of regularization in the image update using the first and second derivatives of the quadratic roughness penalty (indicated by and , respectively).
In the case where , image updates should monotonically converge to a local maximum, and when a line search that satisfies the Wolfe conditions is used, the registration updates should monotonically converge to a local maximum. Therefore, under these conditions, we would also expect convergence of the entire algorithm to a local maximum, though to our knowledge no proof of convergence is known. When we would not expect true convergence, just as ordinary orderedsubsets approaches do not strictly converge. Other algorithmic permutations are possible, including precomputation of curvatures outside the main loop and mixing registration updates between individual ordered-subsets image updates.
F. Computational Complexity
It is possible to specify approximate bounds on the computational complexity of the iterative approach outlined in Table I . To provide a general assessment of computational complexity not dependent on the speed of a particular hardware platform or software implementation, we have chosen to characterize the computational load in terms of the number of projections and/or backprojections, which are the operations that tend to dominate computation time. Assuming the computation time for projection and backprojection to be approximately equal, we denote the complexity for each of these operations as . Thus, ignoring regularization, the complexity of a single iteration of a penalized-likelihood reconstruction using separable paraboloidal surrogates and precomputed curvatures is . The KCR approach has added complexity associated with the registration updates. The gradient computation requires one projection-backprojection pair, and each subsequent function evaluation requires one additional projection. For a bracketing line search with an appropriate initial step length, one can expect three function evaluations from BFGS contributing per registration update. Additionally, one must consider the registration operator and its derivatives. Labeling the cost associated with in (11) as , and recognizing that the derivative computations in (13) are dominated by the weighted sums of three blurring operations yields an additional , we find that a typical BFGS iteration would take for component registrations. Thus, recalling is the number of registration subiterations, the total computation time for a single KCR iteration is . In practice, the above complexity estimate is a worst-case scenario. If components are small relative to the imaging volume, projections need only be computed over a small field-of-view. Similarly, angular subsets may be used (much like ordered subsets for the image updates) eliminating from the first term. Thus, for small components the complexity can approach per iteration and if computations are dominated by the projection and backprojection operations, the complexity approaches that of ordinary penalizedlikelihood.
III. RESULTS
A. Simulation Studies
To investigate the performance of the KCR approach, we conducted a number of studies using a simulated cone-beam computed tomography (CBCT) system. In this work we focused on the task of imaging for guidance of pedicle screw placement in spine surgery [36] . A CAD model for a polyaxial pedicle screw was obtained for the simulation studies and is illustrated in Fig. 2 . The model consists of two main components: a pivoting head (blue) and a threaded screw (red). For the anatomical background volume we used a digital phantom derived from a high-quality conventional CT scan of the lumbar region of a custom RANDO phantom (The Phantom Laboratory, Greenwich, NY). Multiplanar slices of this phantom are shown in Fig. 2 .
For all of the investigations we considered an image volume of voxels (1 mm cubes). The pedicle screw was similarly voxelized and placed into the image volume using the object model in (4) . Note that (4) additionally requires voxelized component masks that were also derived from the CAD model. We assumed the pedicle screw to be homogeneous titanium with a linear attenuation coefficient of 0.3 mm . For comparison, the soft tissue background in the digital phantom was 0.02 mm . The system geometry was chosen to emulate a flat-panel detector C-arm system with a source-to-detector distance of 1200 mm and source-to-axis distance of 600 mm [37] . Projections were 360 150 pixels at mm pitch simulated over 360 using 360 angles. Simulated data were generated using a monoenergetic forward model and Poisson noise. Exposure levels were fixed at a uniform level of photons per detector element in the unattenuated beam. As demonstrated in the following sections, this exposure level leads to significant photon starvation artifacts for traditional reconstruction approaches.
Three separate screw placement scenarios were investigated: 1) a unilateral monolithic (single component) pedicle screw, 2) bilateral monolithic screws, and 3) a unilateral two-component polyaxial screw. The registration parameters were chosen to simulate proper placement of the screw (or screws) in one of the lumbar vertebra.
B. Convergence Properties
To investigate the convergence properties of the KCR approach, we reconstructed simulated data from the unilateral single-component screw placement scenario mentioned above. The initial guess for the background anatomy was a filtered-backprojection (FBP) image truncated at an upper attenuation of 0.03 mm (in a coarse attempt to remove the pedicle screw from the anatomy, since the screw should not be present in the background volume ). A number of initial guesses were attempted for the registration parameters. For initial guesses sufficiently far from the solution, we observed "capture issues" in which the screw position estimate was lost in a local maximum (most often leaving the reconstructed field-of-view entirely so that the problem reduces to a traditional penalized-likelihood estimate). However, we found that initialization for which there was at least modest overlap of the components with the true location in a portion of the projection data, the approach converged toward the true pose (except for errors due to noise). For example, initiating KCR with a misregistered guess of pedicle screw location (perhaps totally nonoverlapping in the 3-D volume), but with significant overlap in at least a few projection angles, the approach was typically able to converge toward an accurate pose estimate. For initial guesses inside the capture range, residual errors in the pose estimate were consistently within one voxel (for translation parameters) and less than 0.5 (in the rotation parameters) for the exposure level. Fig. 3 illustrates sample iterations starting with the initial guess and showing the first four iterations using and , for registration and image subiterations, respectively. Note that the joint nature of the algorithm is evident, with refinements in both the pose of the component and reduction of streak artifacts in the background image between outer loop iterations.
To better understand the relative effects of different choices of numbers of subiterations, we computed the convergence plots in Fig. 4 . The two sets of plots represent the convergence rates for a varying number of registration updates for a fixed number of ordered-subset updates, and vice versa. Specifically, we plotted the difference between the objective function at the th iteration , and 60 subsets, as well as an approach that uses a dynamic number of subsets . Objective function differences are plotted after both the registration block (identifyng symbol) and after the image update .
and that at the solution, (where the latter value was approximated using 100 iterations of KCR with , and a dynamic number of subsets, as fully described below). Fig. 4(a) shows the first 25 iterations for three approaches using 4, 6, and 10 registration updates with 60 subsets. Objective function differences are shown after both the registration update (halfway between integer values) and the image update (indicated with the symbol). We note that the convergence rate appears to increase with additional BFGS updates; however, increasing the number above produced virtually the same convergence plots and suggested little to be gained from further emphasis on the registration updates. We also found that the image updates lead to a greater objective function increase than the registration updates.
In Fig. 4(b) , the number of registration updates was fixed at , and was varied across 1, 5, 10, 20, 40, and 60 subsets. In these cases, the convergence rate had a strong dependence on the number of subsets (with performance akin to traditional ordered-subset approaches). While all methods appeared to increase the objective monotonically, we note a plateau beyond , which is expected since ordered-subsets are not strictly convergent. To avoid this plateau and maintain the excellent convergence rate, we implemented an approach in which the number of subsets is changed dynamically. Specifically, we started with 120 subsets and reduced the number of subsets every four outer iterations through the sequence 90, 60, 40, 30, 20, 10, 3, 2, and 1. This method is represented in the lowest plot in Fig. 4(b) . Since the dynamic subsets approach eventually uses a single subset, we would expect true convergence with this method. Note the stepwise improvements in function value every four iterations when the number of subsets is changed.
C. Image Quality Experiments
For image quality experiments, we considered all three pedicle screw implant scenarios and three different reconstruction methods. Specifically, we applied 200 iterations of the KCR approach with and the dynamic subsets approach (with decreasing through the aforementioned sequence every 20 iterations). For comparison, we also reconstructed the data using a FBP approach and a traditional penalized-likelihood (PL) estimator. For FBP processing, the data was preprocessed by thresholding the data slightly above zero (to eliminate zero count measurements) prior to log-transformation. (An alternate approach, not shown here, that interpolated over these zero values using a median filter was also applied with qualitatively nearly the same results.) We note that these FBP reconstructions do not utilize any specialized processing to mitigate metal artifacts and, as such, do not represent the best possible analytic reconstruction. Rather, they represent a baseline imaging performance when no metal artifact corrections have been applied.
Both the PL and KCR approach used a quadratic penalty with the same value of regularization parameter . Since the objectives are very similar, these two approaches produce images with similar resolution properties 1 when the parameter is matched. We, therefore, selected to qualitatively match the spatial resolution of the FBP images.
The results are presented in Fig. 5 with the true digital phantom volume shown in the left column. As before, the position of components is indicated using a color overlay (red for the first component, blue for the second component). Such overlays are seen in the true volume images and the KCR images (but not in FBP or traditional PL, since those methods only include an image model and do not include a component registration model). We note that, if desired, one may always show a traditional attenuation image using (4) for KCR without the color overlay-e.g., for the single-component unilateral screw case as shown in Fig. 6 . Axial and coronal images are shown for each reconstruction technique and each screw placement scenario. The coronal slice was chosen to illustrate placement of the screw through the pedicle. This view is of particular clinical importance in assessing possible breach of the screw through the cortical bone-e.g., lateral breach (suboptimal screw placement) or medial breach (intrusion on the spinal canal). At the exposure level, photon starvation artifacts due to the high attenuation of the screw are very apparent in the FBP reconstructions. These artifacts strongly diminish the low and medium contrast details in the surrounding areas in the axial images, and are worst for the bilateral screw placement scenario (which exhibits the greatest amount of photon starvation due to the increased amount of metal in the volume). In comparison, the PL images are significantly improved and eliminate most of the streak artifacts. However, there are still significant residual artifacts, particularly near the boundary of the screws, which obscure much of the vertebra and confound assessment of possible cortical breach in the coronal images. The KCR approach produces images that are nearly artifactfree. While there are some residual artifacts (most notably at the head of the screw), the contrast of the artifacts is extremely low compared to both FBP and PL. Moreover, the coronal images easily demonstrate the lack of cortical breaches in screw placement and agree well with the true volume images. The image quality for the KCR approach remains high even near the boundary of the screw. As noted previously, the registration estimates for the KCR approach demonstrated subvoxel errors even in the multiple component cases. Because the forward model uses an additive approach to integrate the attenuation of all components, overlapping components would tend to result in unrealistic attenuation profiles (e.g., twice the attenuation in the overlapping region) that give a poor fit to the measured data. Thus, the model effectively discourages component intersection without the explicit need for constraints based on component boundaries.
D. Regularization Experiments
Regularization for the KCR approach is somewhat unique. Recall from (7) that the roughness penalty is applied to background anatomy, and there is no penalty between the anatomy and the known components. This suggests that KCR is likely to exhibit a different relationship between image quality and regularization than traditional implementations of penalized-likelihood. This relationship was investigated through two experiments on single-component pedicle screw reconstructions: 1) using a traditional quadratic penalty and a range of regularization parameters, and 2) a scenario comparing quadratic and nonquadratic penalties. Fig. 7 shows the same, previously investigated, unilateral single-component screw case across a range of regularization parameters using a quadratic penalty. Specifically, the same regularization parameter was used as in the previous study along with a value of ten times greater and a value ten times less. The varying levels of regularization illustrate the expected increase in noise with lower and decreasing spatial resolution with higher . However, we note that all of the images are essentially free of the streaks associated with photon starvation due to the screw. This suggests that the streak elimination is not simply due to regularization, and that the integration of prior knowledge regarding the structure and composition of the screw does indeed improve the reconstruction. We note that lower regularization values appear to converge more slowly, and the KCR objective function may be more susceptible to local minima (particularly with respect to registration parameters) when the volume estimate becomes very noisy. The error in the translation estimate was 0.31, 0.13, and 0.05 voxels for the three regularization cases in Fig. 7 , ordered from lowest to highest . Similarly, the mean absolute angular error was 0.24 , 0.09 , and 0.04 . Thus, across this particular range of , translation estimates appeared to benefit from increased regularization.
Quadratic penalties reduce noise in reconstructed volumes but also tend to blur true edges in an image. In fact, the artifacts and blooming about the implant in the PL reconstructions in Fig. 5 may be a result of the quadratic penalty, whereas an edge-preserving penalty might better deal with the component-anatomy boundary. We note that it is straightforward to modify the KCR approach to use nonquadratic, edge-preserving penalties of the type in [16] , [38] [39] [40] to provide a different set of noise-resolution trade-offs.
For the following experiments, we selected a modified, total-variation type penalty function that uses a quadratic penalty function for differences within a -neighborhood of the origin, and is linear (with unity slope) beyond that neighborhood. Again, the strength of this penalty is controlled by a scalar parameter, . We apply this edge-preserving penalty in a variant of the single-component screw scenario (with the same acquisition technique as previously stated) for both PL and KCR and compare the results to the quadratic penalties.
For PL, selection of an optimal pair can be difficult and time consuming, particularly for high dynamic range reconstructions like those with metal components. We performed an exhaustive search reconstructing all pairs and selected the pair that yielded the (qualitatively) optimal result. Specifically, we sought to minimize reconstruction artifacts without creating an image dominated by piecewise constant plateaus in gray level variation. 2 The edge-preserving penalty with optimal pair was compared with a quadratic penalty whose noise and resolution characteristics were qualitatively similar in the anatomical background. The same regularization parameter values were used for both PL and KCR, and the results are summarized in Fig. 8 .
First, we note that the artifacts in the PL reconstruction may be greatly reduced using such a nonquadratic penalty. However, significant artifacts remain in the PL reconstruction, and the degree of artifact reduction is seen to tradeoff with the noise-resolution properties in the rest of the image. In contrast, the KCR technique is insensitive to regularization choices in terms of artifact strength. Thus, KCR appears robust to regularization choices and potentially simplifies the selection of regularization parameter, allowing for significant artifact reduction across a broad range of noise-resolution parameterization not obtainable from traditional PL approaches. The regularization parameters for PL and KCR are matched for each choice of penalty, but the edge-preserving penalty has been optimized for PL image quality. While the edge-preserving penalty may be tuned to mitigate artifacts associated with the implant in the PL reconstruction, KCR can provide nearly artifact-free reconstructions across a range of parameter choices.
IV. DISCUSSION
This paper reports a novel tomographic reconstruction approach referred to as KCR that allows for incorporation of known components into the object model. The position and pose of such components are estimated simultaneously with the background attenuation. Application of this technique was demonstrated in images containing metallic pedicle screws within a spine surgery context, but the technique is general for any kind of component for which the shape and composition is known-including objects with heterogeneous composition. In simulated pedicle screw reconstructions, KCR largely eliminated artifacts associated with photon starvation and allowed clear visualization of anatomy right up to the boundary of the implant, whereas traditional FBP and PL approaches exhibited substantial artifacts. As such, we anticipate the KCR method to hold significant promise in cone-beam CT (CBCT)-based imaging for interventional guidance-e.g., in spine procedures [36] as well as a host of other interventions for which the introduction of a surgical device confounds 3-D image quality.
Moreover, KCR may be an important tool in dose reduction, since it allows for successful operation in a photon starvation regime. Investigation in the context of other applications, such as diagnostic CT, imaging of hip and knee implants, and CT-based biopsy needle guidance will be considered in future work.
We note that only a basic FBP reconstruction was used for comparison and that more sophisticated approaches that include strategies for metal artifact reduction would likely have a less dramatic difference between FBP and KCR. While it is outside of the scope of this paper, future investigations should compare such FBP-based artifact reduction methods [8] , [9] , [14] with KCR to determine these differences.
The value of incorporation of this kind of prior knowledge has previously been reported with the development of a related reconstruction approach, object-constrained CT (OCCT), in [26] [27] [28] . Similar observations were made that artifacts associated with high-density known components could be largely mitigated through the incorporation of prior knowledge. Both KCR and OCCT rely on Poisson objectives and a likelihood-based objective function. However, KCR adopts a penalty term that allows for the advantages of a penalized-likelihood approach, namely control of the noise-resolution tradeoff and improved convergence rates as well as improved fidelity of registration estimates (as discussed above).
In OCCT, component knowledge is incorporated through a constrained objective where specific voxel values must be equal to or greater than known attenuation coefficients, whereas KCR achieves such incorporation through the masking operation. The latter approach admits a straightforward extension to multiple known components without the need for explicit intersection detection. Both approaches utilize an alternating optimization scheme to solve for the respective objective functions, but employ different underlying algorithms. Specifically, for image updates: paraboloidal surrogates for KCR and so-called alternating minimization (AM) for OCCT; and for registration updates: quasi-Newton updates for KCR and various methods for OCCT. Deeper investigation is required to determine whether there are computational or convergence advantages for one approach over another.
One difference between KCR and OCCT involves the so-called "overshoots" in registration estimates discussed by Murphy et al. [27] . In that case, the algorithm was specifically modified using a dithering approach to avoid these overshoots and related streaking artifacts. Such issues were not observed with KCR. It may be that the penalty function in KCR effectively eliminates this problem; however, additional investigation is required to ascertain the underlying source.
One limitation of the basic KCR framework reported above is that the forward model employed in this initial implementation does not incorporate a polyenergetic beam and the physics (e.g., scatter) associated with a spectrum of X-rays. The mismatch between this monoenergetic algorithm and polyenergetic data will have an effect on convergence and residual artifacts. While these investigations are beyond the scope of this paper, an investigation of this mismatch and an incorporation of a polyenergetic forward model [41] [42] [43] [44] is the subject of ongoing work, with initial results found in [45] . Such modifications will likely be important to application in real clinical data since beam hardening is a major contributor to metal artifacts. Similarly, it is unclear how important the role of scatter will be, but it is straightforward to include a known scatter fraction in the forward model.
One potential limitation of this particular implementation of the KCR framework arises in cases where one has inexact knowledge of certain components-for example: metal rods used in vertebral fixation that are bent during the surgical procedure; knee or hip implants that have experienced significant wear prior to a surgical revision; or needle guidance in which the needle flexes upon insertion. However, we note that the mapping in (9) allows straightforward modification to a deformable registration model to encompass some of these scenarios (particularly when the differences can be expressed in a relatively low-dimensional parameter space). Such modifications to the model are underway and preliminary investigations have been reported in [46] .
The results summarized above focused largely on the image quality resulting from KCR; however, there are two outputs from the estimator: the image volume and the registration parameters. The image volume is likely the primary outcome, but the accurate pose estimation may also have clinical value in assessing the placement of components introduced in the body. For example, the pose output of the KCR method allows comparison of preoperative planning to the actual device delivery and may offer value in quantifying surgical precision.
APPENDIX DERIVATION OF IMAGE UPDATES
The original derivations by Erdogan and Fessler [32] express (5) as the sum of marginal log-likelihoods, , such that (16) We make the following definitions:
and note that and since represents a projection operator with nonnegative elements, since was chosen to use B-spline approximation which preserves nonnegativity, and because , , and are also nonnegative. (The matrix represents a kind of modified system matrix.) Because and , the function satisfies the conditions of Theorem 1 in [32] and we write a paraboloidal surrogate for with optimal curvature as (18) where the superscript denotes the value at the th iteration, denotes the curvature of the paraboloidal surrogate, and denotes a function to ensure nonnegativity (truncation at zero). The first and second derivatives of , denoted and , respectively, are straightforward to compute from (16) and (17) . While the surrogates in (18) may be used to form an overall surrogate for the log-likelihood, we apply the convexity trick of De Pierro [47] that was also used in [33] ( 19) where are elements of the modified system matrix , to obtain separable surrogates (20) where we choose . Thus, for an unregularized objective, we may apply the following updates: (21) 
