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We use path integrals to calculate perturbative corrections to the correlation function of a particle
under the action of nonlinear optical tweezers, both in the overdamped and underdamped regimes.
In both cases, it is found that to leading order nonlinearities manifest as shifts in the character-
istic frequency of the system. The results are compared to numerical simulations. The present
calculations enable a direct experimental method to access the nonlinear optical trap parameters by
analyzing position data, similarly to standard harmonic tweezers.
I. INTRODUCTION
Optical tweezers are a widely used tool with applica-
tions in fundamental physics [1–6], chemistry [7, 8] and
biology [9–13]. The standard technique consists in using
a tightly focused Gaussian laser beam to trap a dielec-
tric particle immersed in some medium. To leading order
approximation, the Gaussian profile creates a harmonic
potential that confines the particle, which in turn under-
goes Brownian motion due to interaction with its sur-
roundings. Measuring the particle’s position correlation
function and its power spectrum, it is then possible to ob-
tain information on the optical trap, notably its spring
constant. This is commonly used as a calibration method
essential to force-microscopy experiments [14].
Trapping the particle with beams that have complex
intensity profiles is also an interesting possibility, and
various optical potentials have been studied in the liter-
ature, such as the double-well landscape [15, 16], struc-
tured light beams with pattern revivals [17], bottle beams
[18] and frozen waves [19]. The optical potentials gener-
ated by these structured light optical traps are generally
not harmonic, and the Brownian particle is subject to
nonlinear force terms. Hence we shall refer to this type
of trap as nonlinear optical tweezers.
In the presence of nonlinearities, understanding the
correlation functions and power spectrum of a trapped
particle is not straightforward, as it involves nonlinear
stochastic differential equations [20]. In this work, we
address precisely this point: given a nonlinear optical
tweezer potential landscape, how does nonlinearities af-
fect the particle’s position correlation functions? To
tackle this problem, we use perturbation theory meth-
ods and in particular the path integral formulation of
stochastic differential equations [21].
After a brief introduction to the path integral formu-
lation of Langevin equations, we apply the method to a
number of different examples in one, two and three di-
mensions in the overdamped regime, later extending it
to the underdamped regime. We calculate corrections
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to the position correlation functions due to the pres-
ence of nonlinearities and show that in manifold situa-
tions the position power spectral density (PSD) of the
trapped particle can be approximated to leading order
by a Lorentzian function with a corner frequency that
depends on the trap’s parameters. We provide explicit
forms of this dependence for symmetric potential land-
scapes admitting a Taylor expansion, which can be used
to both witness the presence of nonlinearities in an op-
tical tweezer and calibrate the trap from experimental
data. This Lorentzian approximation is of importance to
precision tweezer experiments since, as we will show, fit-
ting a Lorentzian function to PSD data while assuming a
linear trap can lead to errors in trap stiffness calibration.
We compare the results from perturbation theory to nu-
merical simulations of different landscapes of interest. A
discussion of future lines of investigation follows.
II. PATH-INTEGRALS AND LANGEVIN
EQUATIONS
The motion of a particle under the influence of a
force field ~F (~r) in a viscous medium is governed by the
Langevin equation
m~¨r(t) = −γ~˙r(t) + ~F [~r(t)] +
√
2γkBT~η(t), (1)
where T is the temperature, γ is the drag coefficient, m
is the particle’s mass and kB is the Boltzmann constant.
The last term in the right-hand side (RHS) represents
environmental fluctuations. These are modelled using a
Gaussian, white and isotropic stochastic process ~η(t) =
(ηx(t), ηy(t), ηz(t)), with zero mean and no correlations
among different directions, i.e. 〈ηi(t)ηj(t′)〉 = δijδ(t−t′).
For a sufficiently small particle, the inertial term is
negligible in comparison to the drag term [22], and the
system enters the so-called overdamped regime. In this
case, Eq. (1) can be approximated as
~˙r(t) = ~f [~r(t)] +
√
D~η(t), (2)
where ~f(x) = ~F (x)/γ is the rescaled force and D =
2kBT/γ. When ~f(x) = (fx(x), fy(y), fz(z)), the motion
ar
X
iv
:2
00
9.
06
50
8v
1 
 [p
hy
sic
s.o
pti
cs
]  
14
 Se
p 2
02
0
2along each direction is described by an independent equa-
tion of the form
x˙(t) = f [x(t)] +
√
Dη(t), (3)
which admits a path-integral formulation [21, 23]. For
this equation, arbitrary moments 〈x(t1)x(t2) . . . x(tn)〉
may be expressed as∫
Dxx(t1)x(t2) . . . x(tn)P [x], (4)
where P [x] is a probability density functional [24] and
possible paths of the particle are considered over some
time interval [−T, T ], with initial condition x(−T ) = 0.
The functional P [x] may be represented by the path-
integral expression
P [x] =
∫ Dx˜ e−S[x,x˜]∫ DxDx˜ e−S[x,x˜] , (5)
with the action functional S[x, x˜] given by
S[x, x˜] =
∫ +T
−T
x˜(t)x˙(t)− x˜(t)f(x(t))− D
2
x˜(t)2dt. (6)
Eq. (5) should be understood as a formal limit of the cor-
responding expression in the discretized problem, defined
accordingly to Itoˆ’s prescription [21, 25]. In the discrete
case, we have a random time series x(N) = (x1, . . . , xN )
with xk = x(−T + kh) and h = 2T/N . The probability
density associated with x(N) is
∫ N−1∏
j=0
dkj
2pi
e
−∑j ikj
[
xj+1 − xj
h
−fj
]
h+
∑
j
D
2 (ikj)
2h
, (7)
which goes into the path-integral equation in the formal
limit h→ 0, where we let ikj → x˜ and
∏N−1
j=0
dkj
2pi → Dx˜ .
In the subsequent calculations, we let T → +∞; this
amounts to forgetting the previously mentioned initial
condition x(−T ) = 0. Henceforth all time integrals are
taken from−∞ to +∞. We are interested in calculating a
perturbative expression for the auto-correlation function
〈x(t)x(0)〉 =
∫ DxDx˜ x(t)x(0)e−S[x,x˜]∫ DxDx˜ e−S[x,x˜] , (8)
for the case that f(x) = −ax−p(x), where a > 0 and p(x)
is a polynomial perturbation. For this, we define the free
moments 〈∏nj=1 x(tj)∏mk=1 x˜(sk)〉0 by the path-integral
expression∫ DxDx˜ ∏j x(tj)∏k x˜(sk)e−S0[x,x˜]∫ DxDx˜ e−S0[x,x˜] , (9)
where the free action is given by
S0[x, x˜] =
∫
x˜(t)
(
d
dt
+ a
)
x(t) dt. (10)
The relation between moments associated to the
Langevin equation with force term f(x) and the free mo-
ments is obtained by writing the total action as
S[x, x˜] = S0[x, x˜] +
∫
x˜(t)p(x(t))dt− D
2
∫
x˜2dt, (11)
and, therefore,
〈x(t)x(0)〉 = 〈x(t)x(0)e
− ∫ x˜(t′)p(x(t′))dt′eD2 ∫ x˜(t′)2dt′〉0
〈e− ∫ x˜(t′)p(x(t′))dt′eD2 ∫ x˜(t′)2dt′〉0 . (12)
By expanding the exponentials in the numerator as a
power series we may compute approximations to the
auto-correlation function through a perturbative series,
with correction terms given by time integrals of the free
moments. The denominator in Eq. (12) turns out to be
equal to one to all orders in perturbation theory (see the
Appendix for a derivation), and thus we shall omit it in
what follows.
The free moment can be calculated by differentiation
of the generating functional
Z0[J, J˜ ] =
∫
DxDx˜ e−S0[x,x˜]+
∫
J˜(t)x(t)+J(t)x˜(t) dt, (13)
according to the expression,
1
Z0[0, 0]
δn+mZ0[J, J˜ ]∏
j δJ˜(tj)
∏
k δJ(sk)
= 〈
n∏
j=1
x(tj)
m∏
k=1
x˜(sk)〉0. (14)
The generating functional Z0[J, J˜ ] is a Gaussian path-
integral given by [21],
Z0[J, J˜ ] = Z0[0, 0] exp
(∫
J˜(t)G(t, t′)J(t′) dtdt′
)
, (15)
where G(t, t′) = H(t − t′)e−a(t−t′) and H(t) is the left-
continuous Heaviside function,
H(t) =
{
1, t > 0
0, t ≤ 0 . (16)
Therefore, the only non-vanishing free moments in Eq.
(14) are those with n = m and by Wick’s theorem
they are given by summing
∏
iG(ti, sji) over all possi-
ble pairings {(x(ti), x˜(sji))}i=1,...,n, where the indexes
{j1, . . . , jn} are some permutation of {1, . . . , n}. Note
that any pairing that contains at least one equal time pair
such as (x(t′), x˜(t′)) does not contribute to the computa-
tion sinceG(t′, t′) = 0. As an example of Wick’s theorem,
the free moment 〈x(t1)x(t2)x˜(s1)x˜(s2)〉0 is given by the
expression
G(t1, s1)G(t2, s2) +G(t1, s2)G(t2, s1). (17)
III. ONE DIMENSIONAL MOTION
A. Harmonic potential with quartic anharmonicity
As a first example, we consider a Brownian particle
in one dimension subject to a rescaled force of the form
3(a) (b)
(c) (d)
FIG. 1. Diagrams corresponding to the leading order approx-
imation in the case of a cubic nonlinearity. Each diagram
corresponds to a term in Eq. (19).
f(x) = −ax − b3x3 and compute approximations to its
auto-correlation function 〈x(t)x(0)〉. Using Eq. (12), we
find the leading order approximation,
〈x(t)x(0)〉 ≈ D
2
∫
dt1〈x˜(t1)2x(t)x(0)〉0 − D
2b3
8
×∫
dt1dt2dt3〈x˜(t1)2x˜(t2)2x˜(t3)x(t3)3x(t)x(0)〉0. (18)
The first term in the RHS of Eq. (18) is equal to
(De−a|t|)/2a, which is the well-known result for the lin-
ear force f(x) = −ax. The second term corresponds to
the leading order correction. To calculate the correction,
we can draw diagrams organizing all possible pairings of
variables generated by Wick’s theorem.
The diagrams are drawn by placing three points
aligned in a left column representing the quantities
{x˜(t1)2, x˜(t2)2, x˜(t3)2} and three points in a right col-
umn representing {x(t3)3, x(0), x(t)}. Each quantity of
the form x˜(tj)
m gives rise to m edges, each of which
must be connected to some point in the right. We draw
all possible ways to connect the points in the left to the
points in the right, omitting diagrams that connect x˜(t3)
with x(t3). Each diagram is typically associated to mul-
tiple pairings, which contribute equally in the expansion
by Wick’s theorem. The multiplicities of each single di-
agram must be added into the final result as numerical
pre-factors. The diagrams for the present example are
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FIG. 2. Comparison between the simulated PSD for f(x) =
−ax−b3x3 and the theoretical expressions when no correction
is added to the Lorentzian (dotted curves), when the leading
order correction is added (dashed curves) and when correc-
tions up to second order are added (solid curves). The values
of a and b were varied while maintaining a fixed ratio between
them.
shown in Fig. 1, and they correspond to the expansion
3!2〈x˜(t1)x(t3)〉20〈x˜(t2)x(t3)〉0〈x˜(t2)x(t)〉0〈x˜(t3)x(0)〉0︸ ︷︷ ︸
(a)
+ 3!2〈x˜(t1)x(t3)〉20〈x˜(t2)x(t3)〉0〈x˜(t2)x(0)〉0〈x˜(t3)x(t)〉0︸ ︷︷ ︸
(b)
+ 3!2〈x˜(t1)x(t3)〉0〈x˜(t1)x(t)〉0〈x˜(t2)x(t3)〉20〈x˜(t3)x(0)〉0︸ ︷︷ ︸
(c)
+ 3!2〈x˜(t1)x(t3)〉0〈x˜(t1)x(0)〉0〈x˜(t2)x(t3)〉20〈x˜(t3)x(t)〉0︸ ︷︷ ︸
(d)
,
(19)
from which we obtain the final form of the correlation
function including corrections up to first order in b3,
〈x(t)x(0)〉 ≈ D
2a
e−a|t| − 3b3D
2
4a3
e−a|t|(1 + a|t|). (20)
Fourier transforming the first term of the RHS of Eq.
(20) yields the PSD with no perturbative correction
S0(ω) =
D
a2 + ω2
, (21)
and Fourier transforming the second term yields the PSD
to first order in b3,
S1(ω) = − 3b3D
2
(a2 + ω2)2
. (22)
Going one order higher we get the quadratic correction
in b3,
S2(ω) =
9b23D
3
(a2 + ω2)3
59a4 + 26a2ω2 − ω4
4a2(9a2 + ω2)
. (23)
The different order approximations are displayed in
Fig. 2 together with PSD’s calculated from simulated
4data. The temperature used in the plots and in the
simulations was 295K, while the drag coefficient was
1.26fN.s/m, obtained by considering a sphere of radius
70nm immersed in water, whose viscosity was calculated
according to [26]. Furthermore, four different values of a
were used: 4a0, 5a0, 6a0 and 7a0, where a0 = 79.4s
−1,
and the values of b were chosen such that b/a = 4×1012.
Details regarding the simulations are presented in the
Appendix.
In Fig. 2, the effect of the perturbative corrections
becomes evident. If no correction is added, we see that
the theoretical curve falls above the simulated data; if
the leading order correction is considered, the theoretical
curves move down, and fall slightly below the simulated
data; when corrections up to second order are taken into
account, the curves move up once again, falling closer
to the simulation points. This is in agreement with the
expectation that the predicted curve gets closer to the
measured one as more perturbative corrections are con-
templated.
To better evaluate how many perturbative terms one
has to consider to obtain a reasonable approximation, we
can look at the changes on the PSD imposed by the first
and second order corrections. From Eqs. (21), (22) and
(23) we see that S1(ω)/S0(ω)→ 0 and S2(ω)/S0(ω)→ 0
when ω  a. Therefore, the main changes in the PSD oc-
cur for ω < a. Hence, one can look at the values of S0(0),
S1(0) and S2(0) to decide if the first order approximation
is sufficient or not. We have,
r1,0 =
S1(0)
S0(0)
= −3b3D
a2
r2,0 =
S2(0)
S0(0)
=
59b23D
2
4a4
.
(24)
Comparing the relative changes r1,0 and r2,0 with the
precision of a specific experiment, one can conclude if the
second order correction is appreciable or not.
Perturbation theory can be used to obtain higher order
approximations to the PSD. For most applications, given
the precision of typical experimental calibrations (on the
order of a few % [27]) the first order correction should be
sufficient.
B. Harmonic potential with higher order
anharmonicities
We may generalize the first order correction calculated
in section III.A by considering the rescaled force,
f(x) = −ax− b2k+1x2k+1 . (25)
Force terms of this form can be generated by Taylor ex-
panding a symmetric potential, for instance. The linear
order correction to 〈x(t)x(0)〉 in this case is obtained by
integrating the expression
− b2k+1D
k+1
2k+1(k + 1)!
〈x˜(s)x˜(t1)2...x˜(tk+1)2x(s)2k+1x(t)x(0)〉0,
(26)
over t1, ... , tk+1 and s. Using Wick’s theorem and
performing the integrals we obtain (see the Appendix for
details on the calculation):
− b2k+1D
k+1
2k(k + 1)!
(2k + 2)!
(2a)k+2
e−a|t|(1 + a|t|). (27)
Therefore, the PSD including corrections up to first order
in b2k+1 is found to be,
S(ω) ≈ D
a2 + ω2
− b2k+1D
k+1
22k
(2k + 2)!
(k + 1)!
1
ak−1
1
(a2 + ω2)2
. (28)
C. General symmetric potentials
The previous case can be further generalized by con-
sidering a potential with an arbitrary number of sym-
metric anharmonicities, which generates a rescaled force
f(x) = −ax− p(x) with
p(x) =
∑`
k=1
b2k+1x
2k+1. (29)
To leading order in each constant b2k+1, the perturba-
tive correction to 〈x(t)x(0)〉 is the sum of each contribu-
tion given by Eq. (27), as shown in the Appendix. The
leading order approximation to the PSD is then
S(ω) ≈ D
a2 + ω2
− 2aδ D
(ω2 + a2)2
, (30)
where
δ =
∑`
k=1
b2k+1
(
D
4a
)k
(2k + 1)!
k!
. (31)
Consider a particle trapped in a potential that is sym-
metric around the origin, i.e. V (x) = φ(x2), and suppose
φ is analytic at x = 0. The potential can be expanded as
V (x) =
∞∑
k=0
1
k!
φ(k)(0)x2k, (32)
so we define a = (2/γ)φ(1)(0) and, for all k > 0, b2k+1 =
(2/γ)φ(k+1)(0)/k!. The PSD is then approximated by
Eq. (30), where
δ =
2
γ
∞∑
k=1
(
D
4a
)k
(2k + 1)!
k!k!
φ(k+1)(0), (33)
provided the series converges.
Of special experimental interest is the Gaussian poten-
tial. In that particular case, V (x) = V0 exp (−2x2/ω20)
with V0 < 0, which results in,
δ = a
∞∑
k=1
(2k + 1)!
k!k!
(
kBT
4V0
)k
(34)
where a = −4V0/γω20 .
5D. The Lorentzian approximation
Looking back at Eq. (30), we notice that
D
ω2 + (a+ δ)2
=
D
ω2 + a2
−2aδ D
(ω2 + a2)2
+O(δ2), (35)
from which we conclude that up to quadratic errors
in δ, the leading order approximation coincides with a
Lorentzian distribution of corner frequency fc = (a +
δ)/2pi. This shift on the corner frequency is analogous
to the resonance frequency shift felt by an underdamped
nanomechanical oscillator subjected to a Duffing nonlin-
earity [28, 29].
Qualitatively, a negative shift can be understood as an
effective softening of the spring constant, which happens
in the case in which the linear and nonlinear terms have
opposite signs. On the other hand, a positive shift can
be seen as an effective hardening of the spring constant.
Moreover, the relative shift δ/a caused by a nonlinear
term x2k+1 is proportional to b2k+1/a
k+1. Therefore, if
the constants a and b2k+1 are increased by the same fac-
tor - e.g., by using a larger trapping power - the relative
shift decreases. This is expected, since the more confined
the particle, the smaller its displacements are, making the
role played by the nonlinearity less significant.
This dependence on trapping power suggests a method
to identify the presence of nonlinearities in an optical trap
using the Lorentzian approximation to the PSD. Taking
into account the fact that a and b2k+1 are proportional
to the trapping power P , the corner frequency becomes,
fc(P ) =
a(P ) + δ(P )
2pi
= α0P +
l∑
k=1
Dk
P k−1
αk, (36)
where αk are constants. Hence, nonlinearities can be
found by fitting Lorentzian curves to experimental data
collected using different trapping powers. If the potential
is quadratic, a simple linear dependence fc(P ) = α0P is
expected. However, if this linear expression is insufficient
to describe fc(P ), the tweezer necessarily has nonlinear
force terms. This provides a nonlinearity witness for an
unknown potential.
Consider, for instance, the previously discussed
quadratic potential perturbed by a quartic anharmonic-
ity. The expected relation between the corner frequency
and the trapping power is,
fc(P ) = α0P + α1, (37)
where α1 = 3bD/4pia. Measuring the corner frequency
for different trapping powers and fitting it to Eq. (37) al-
lows one to obtain a(P ), by using a = α0P . Additionally,
one can obtain b(P ) through b(P ) = 4pia(P )α1/3D.
Using numerical simulations of the motion of a trapped
particle, we find that the Lorentzian approximation is
valid even when the nonlinear terms are large in compar-
ison to the quadratic (linear-force) term, although the
explicit form of fc(P ) changes considerably. Fig. 3 shows
(c)
(a)
(d)
(b)
FIG. 3. Simulation of the Brownian motion of a particle sub-
ject to the SDE x˙(t) = −ax3 + √Dη(t). In part (a), the
parameter a is varied and D = D0 is kept constant, while
in part (b), D is varied and a = a0 is constant. Blue points
correspond to the simulated data, while the yellow curves are
Lorentzian fits. The corner frequencies obtained in the fits
are displayed as blue points in parts (c) and (d). These cor-
ner frequencies were fitted to the functions KaL in part (c),
yielding K = 38.0 and L = 0.495, and MDN in part (d),
yielding M = 38.0 and N = 0.495, showing a dependence
approximately of the form fc ∝
√
aD.
the PSDs calculated from simulations of the motion of a
particle subject to the SDE,
x˙(t) = −ax3 +
√
Dη(t) (38)
for different values of a with a fixed D (top) and distinct
values of D with fixed a (bottom). The yellow curves are
Lorentzian fits, which reveal a dependence approximately
of the form fc ∝
√
D
√
a. This dependence could be used,
for instance, to calibrate purely cubic forces, such as the
ones generated in bottle beams optical traps [18]. The
parameters used in this simulation were the same as the
ones used for Fig. 2, except for a0 = 7.94 × 1015m2s−1
and D0 = 6.47× 10−12m2s−1.
IV. MOTION IN HIGHER DIMENSIONS
The theory presented in the previous sections can be
generalized to a particle moving in d−dimensions. We
are primarily interested in the cases d = 2 and d = 3,
but allowing for higher dimensions is useful when apply-
ing the method to systems with multiple particles, since
a system of N particles in 3 dimensions is formally equiv-
alent to a single particle in d = 3N dimensions.
We denote the cartesian coordinates of the particle by
x = (x1, . . . , xd) and assume they satisfy the SDE,
x˙ = f(x) +
√
Dη(t), (39)
6where f = (f1, . . . , fd) is a deterministic force term and
η = (η1, . . . , ηd) is the isotropic white noise term.
Analogous to the one-dimensional case, correlation
functions are given by the path integral expression,
〈xk(t)x`(0)〉 =
∫ ∏d
j=1DxjDx˜j e−S[x,x˜]xk(t)x`(0)∫ ∏d
j=1DxjDx˜j e−S[x,x˜]
,
(40)
where we define the response variables x˜ = (x˜1, . . . , x˜d)
and the action
S[x, x˜] =
d∑
j=1
∫
x˜j x˙j − x˜jfj(x)− D
2
x˜2j dt. (41)
Perturbation theory proceeds in a similar fashion to the
one-dimensional case. We consider
fj(x) = −ajxj − pj(x), (42)
for polynomial perturbations pj(x). We decompose the
action as a free term S0,
S0[x, x˜] =
d∑
j=1
∫
x˜j(t
′)
(
d
dt
+ aj
)
xj(t
′) dt′ , (43)
plus a perturbation,
d∑
j=1
∫
x˜j(t
′)pj(x(t′)) dt′ −
d∑
j=1
D
2
∫
x˜j(t
′)2 dt. (44)
Introducing the free moment generating functional,
Z0[J, J˜ ] =
∫ d∏
j=1
DxjDx˜j ×
e−S0+
∑
j
∫
[J˜j(t
′)xj(t′)+Jj(t′)x˜j(t′)]dt′ , (45)
we proceed to define the free moments of variables xi and
x˜j as the appropriate functional derivatives of Z0. This
Gaussian path-integral is solved, yielding
Z0[J, J˜ ] =
d∏
i,j=1
exp(
∫ ∫
Ji(t)Gi,j(t, t
′)J˜j(t
′)dtdt′), (46)
where
Gi,j(t, t
′) = δijH(t− t′)e−aj(t−t′) = 〈xi(t)x˜j(t′)〉0 . (47)
The perturbation theory is based on expansions of the
expression,
〈xk(t)x`(0)
d∏
j=1
e−
∫
x˜j(t
′)pj(x(t′))dt′e
D
2
∫
x˜j(t
′)2dt′〉0 , (48)
and the resulting higher free moments can be evaluated
using Wick’s theorem, analogous to the one dimensional
case. Notice that when considering all pairings between
(a) (b)
FIG. 4. Diagrams corresponding to the expansion of the
generic free moment 〈x(s)x˜p(s1)2x˜q(s2)2xi(t1)2x(t1)〉0, ap-
pearing when calculating corrections to the correlation func-
tions in the d-dimensional case.
sets of variables {xi(tk)} and {x˜j(s`)}, free moments of
the form 〈xi(t)x˜j(s)〉0 with t = s or i 6= j vanish due
to the Heaviside function and Kronecker delta factors
in Gij(t, s). As in the one-dimensional case, Eq.(48)
should be divided by a normalization factor, analogous
to the denominator in Eq. (12). Such factor, however, is
also equal to one to all orders in perturbation theory (as
shown in the Appendix), and therefore we omit it.
A. Radial harmonic potential with quartic
anharmonicity
As a first example in d = 2 and 3 dimensions, we
study the rotationally symmetric potential correspond-
ing to the force
fj(x) = −axj − bρ2xj , (49)
where,
ρ =
 d∑
j=1
x2j
1/2 (50)
The leading order correction in b to the auto-correlator
〈xk(t)x`(0)〉 is given by
−
∑
p,q,i,j
bD2
8
dt1ds1ds2×
〈xk(t)x`(0)x˜p(s1)x˜q(s2)2xi(t1)2x˜j(t1)xj(t1)〉0. (51)
As mentioned before, integrands for which k 6= ` vanish.
Consider the case k = ` = 1; note that the only non-
vanishing terms are the ones such that j = 1. We rewrite
the correction as
− bD
2
8
d∑
p,q,i=1
∫
ds1 ds2 dt1×
〈x(t)x(0)x˜p(s1)2x˜q(s2)2xi(t1)2x˜(t1)x(t1)〉0 . (52)
The terms with i = 1 are non-vanishing only if p =
q = 1. Moreover the term with i = p = q = 1 is identical
to the leading order correction for the one-dimensional
example presented in Section III.A. We now turn to the
terms with i 6= 1. To expand those terms using Wick’s
7theorem, note that x˜(t1) must be paired with x(t) or x(0).
The total contribution of the pairings in which x˜(t1)
is paired with x(t) is 〈x(0)x˜p(s1)2x˜q(s2)2xi(t1)2x(t1)〉0
multiplied by 〈x(t)x˜(t1)〉0. The other pairings, in
which x˜(t1) is paired with x(0), give a total con-
tribution of 〈x(t)x˜p(s1)2x˜q(s2)2xi(t1)2x(t1)〉0 multiplied
by 〈x(0)x˜(t1)〉0. We expand the generic free moment
〈x(s)x˜p(s1)2x˜q(s2)2xi(t1)2x(t1)〉0 by two kinds of dia-
grams, which are shown in Fig. 4. The first vanishes
unless p = 1 and q = i and the second vanishes unless
p = i and q = 1; the non-vanishing diagrams contribute
equally to the integral, so we may substitute∑
p,q
∑
i6=1
〈x(s)x˜p(s1)2x˜q(s2)2xi(t1)2x(t1)〉0 →
8
∑
i 6=1
〈x(s)x˜(s1)〉0〈x(t1)x˜(s1)〉0〈xi(t1)x˜i(s2)〉20 .
(53)
In conclusion, the leading order approximation to
〈x(t)x(0)〉 in b is given by the result obtained in the one
dimensional case corrected by the following terms:
− bD2
∑
k 6=1
∫
dt1 ds1 ds2 〈x˜(t1)x(t)〉0〈x(0)x˜(s1)〉0
× 〈x(t1)x˜(s1)〉0〈xk(t1)x˜k(s2)〉20
− bD2
∑
k 6=1
∫
dt1 ds1 ds2 〈x˜(t1)x(0)〉0〈x(t)x˜(s1)〉0
× 〈x(t1)x˜(s1)〉0〈xk(t1)x˜k(s2)〉20. (54)
Finally, 〈x(t)x(0)〉 is given by
〈x(t)x(0)〉 = D
2a
e−a|t|− (d+ 2)bD
2
4a3
e−a|t|(1 +a|t|), (55)
leading to the PSD,
S(ω) =
D
ω2 + a2
− bD
2(d+ 2)
(ω2 + a2)2
, (56)
with d = 2 or 3.
B. Anharmonic correction to a Gaussian trap
Typical optical traps use a Gaussian beam to gener-
ate the trapping potential. Near the origin, this poten-
tial is approximately quadratic, but if the trapped par-
ticle moves sufficiently far from the center, higher-order
terms become appreciable [28, 29]. Perturbation theory
in three-dimensions as outlined above can then be used
to calculate corrections to the PSD of an overdamped
particle in a Gaussian trap. We now discuss this type of
correction.
To fourth order in x, y and z, the optical potential
created by a Gaussian beam of wavelength λ focused onto
a particle of radius R λ is [22],
V (ρ, z)
V0
≈ 1− 2ρ
2
ω20
− z
2
z2R
+
2ρ4
ω40
+
z4
z4R
+
4ρ2z2
ω20z
2
R
, (57)
where ω0 and zR are the the beams’ waist and Rayleigh
range, respectively, and
V0 = −2pinmR
3
c
m2 − 1
m2 + 1
I0, (58)
with I0 = 2P/piω
2
0 the optical intensity at the origin and
m = np/nm the ratio between the refractive indices of
the medium (nm) and particle (np).
Motion of the particle is described by a SDE such as
the one in Eq. (2) with force components
fx(~r) = −a1x+ b1x3 + c1xy2 + d1xz2
fy(~r) = −a2y + b2y3 + c2yx2 + d2yz2
fz(~r) = −a3z + b3z3 + c3zx2 + d3zy2,
(59)
where ai = −4V0/γω20 , bi = −8V0/γω40 , ci = −8V0/γω40 ,
di = −8V0/γz2Rω20 for i = 1, 2, and a3 = −2V0/γz2R,
b3 = −4V0/γz4R, c3 = −8V0/γz2Rω20 , d3 = −8V0/γz2Rω20 .
Note that since V0 < 0 in a confining trap, all constants
are positive.
We compute 〈x(t)x(0)〉 to leading order in the con-
stants bi, ci, di. As in the previous section, this is given
by the result of the one-dimensional cubic perturbation
in Eq. (20) plus corrections. The corrections are given
by the integral of
c1D
2
4
〈x(t)x(0)x(t1)x˜(t1)x˜(s1)2〉0〈y(t1)2y˜(s2)2〉0 +
d1D
2
4
〈x(t)x(0)x(t1)x˜(t1)x˜(s1)2〉0〈z(t1)2z˜(s2)2〉0 (60)
over t1, s1, s2. After integration we find,
c1D
2e−|t|a1(1 + |t|a1)
4a21a2
+
d1D
2e−|t|a1(1 + |t|a1)
4a21a3
. (61)
Analogous calculations for the y and z directions reveal
the final expressions for the PSDs,
Sx(ω)=
D
a21 + ω
2
+
(
3b1
a1
+
c1
a2
+
d1
a3
)
a1D
2
(a21 + ω
2)2
Sy(ω)=
D
a22 + ω
2
+
(
3b2
a2
+
c2
a1
+
d2
a3
)
a2D
2
(a22 + ω
2)2
Sz(ω)=
D
a23 + ω
2
+
(
3b3
a3
+
c3
a1
+
d3
a2
)
a1D
2
(a23 + ω
2)2
(62)
To see how these leading-order corrections affect mea-
surements of the PSD, it is useful to consider the
Lorentzian approximation discussed in Section II.D.
Within the approximation, we have the following rela-
tive shifts in the corner frequencies,
δx,y
ax,y
=
−6D/ω20
−4V0/γω20
=
3Dγ
2V0
=
3kBT
V0
δz
az
=
−5D/z2R
−2V0/γz2R
=
5Dγ
2V0
=
5kBT
V0
.
(63)
8Since kBT  V0 is a necessary condition for sta-
ble trapping [30], the relative shifts are usually small.
For reasonable experimental parameters, however, they
can become relevant. Using the values reported in [31],
in which polystyrene spheres (np = 1.6, R = 54.5nm)
are trapped in water (nm = 1.33) by an argon laser
(λ = 514.5nm, 12mW) focused by an objective lens
(NA= 1.25), Eq. (63) predicts δx/ax ≈ −3.2% and
δz/az ≈ −5.4%. For the silica spheres (np = 1.46,
R = 30nm) trapped in the same work using a laser power
of 200mW, the predicted shifts are δx/ax ≈ −2.3% and
δz/az ≈ −3.9%. Therefore, had Lorentzian fits been ap-
plied to calibrate the trap stiffness, values between ap-
proximately 2% and 5% smaller than the real ones would
have been found. Note that, since the fourth order and
the sixth order terms of the potential have opposite sign,
taking into consideration higher order terms would lead
to relative shifts slightly smaller than the ones predicted
in Eq. (63).
Like in the one-dimensional case, the linear trap stiff-
ness’ a1, a2 and a3 can be found by measuring and fitting
the PSD’s to Lorentzian functions at different trapping
powers. The corner frequency of the PSD along the ith
direction and the trapping power will follow a relation
of the form fc,i(P ) = α0,iP + α1,i, where α0,i = aiP .
Therefore, fitting the corner frequencies to a linear func-
tion will yield a linear coefficient that can be used to
calculate the linear trap stiffness for each value of P .
C. A structured beam for studying nonlinear
effects
Although nonlinear effects manifest even in regular
Gaussian traps, they can be enhanced by increasing the
coefficients of the non-quadratic terms in the potential
in comparison to the coefficients of the quadratic ones.
This can be achieved by trapping particles with struc-
tured light beams, a technique which offers a panoply of
potential landscapes [32, 33].
Consider for instance the intensity pattern generated
by superposing three Laguerre-Gauss beams with ` = 0
and of equal polarization: the first with p = 0 and power
P0, the second with p = 1 and power A
2
1P0 and the third
with p = 2 and power A22P0. By choosing A2 = (−15 −
8A1+
√
220 + 220A1 + 49A21)/5, the intensity around the
origin can be approximated to fourth order as,
I(ρ, z) = I0
[
k+kρ2
ρ2
ω20
+kρ4
ρ4
ω40
+kz2
z2
z2R
+kz4
z4
z4R
]
(64)
where ω0 and zR are the beam’s waist and Rayleigh
range, respectively, I0 = 2P0/piω
2
0 and k, kρ2, kρ4, kz2, kz4
are functions of A1. Note that owing to the choice of A2,
the cross-term ρ2z2 has vanished.
In order for perturbation theory to apply the quadratic
terms must dominate over of the quartic terms. Since
this predominantly quadratic potential must be confining
along the radial and axial directions, the factors kρ2 and
(a)
(b)
FIG. 5. (a) Coefficients of the ρ2, ρ4, z2 and z4 terms found
in the fourth-order expansion of the superposition of three
Laguerre-Gauss beams: the first with p = 0 and power P0,
the second with p = 1 and power A21P0 and the third with
p = 2 and power A22P0. All beams have ` = 0 and A2 is chosen
such that there is no cross-term ρ2z2 in the expansion. (b)
Ratios between the coefficients kρ2 and kρ4 and between kz2
and kz4.
kz2 must have the same sign: if they are both positive,
than the origin is a minimum of the intensity, and low
refractive index particles (np < nm) can be trapped; if
they are both negative, the origin is a maximum of the
intensity, and high refractive index particles (np > nm)
can be trapped. Fig. 5(a) shows kρ2, kρ4, kz2 and kz4 as
functions of A1, with blue regions highlighting when kρ2
and kz2 have the same sign and yellow regions otherwise.
Fig. 5(b) shows the ratios kρ2/kρ4 and kz2/kz4. As
it can be seen, as A1 goes from −1.5 to approximately
−0.8, the ratio kρ2/kρ4 goes from 0 to ∞, while the ra-
tio kz2/kz4 remains reasonably steady. Since all factors
are positive in this interval, this region is ideal for trap-
ping high refractive index particles, with the potential
in the radial direction ranging from purely quartic to
purely quadratic, and certainly encompassing a range of
values of A1 to which perturbation theory applies. Note
also since there is no cross-term ρ2z2 in the potential,
the forces generated by this superposition along the ra-
dial and axial directions would be decoupled, making this
structured beam an ideal testbed for probing two dimen-
sional Brownian motion and test nonlinear corrections
such as the ones predicted by Eq. (56).
9V. BEYOND LOW REYNOLDS NUMBER
In this section we generalize the path integral to the
case in which the inertial term of the particle is non-
negligible. In other words, we describe the motion of a
Brownian particle immersed in a fluid of small viscosity
(large Reynolds number) under the influence of a har-
monic potential plus a nonlinear term under the approx-
imations of perturbation theory.
A. A path integral for the second order equation
We introduce a path-integral formulation for
~¨r(t) = −κ~˙r(t) + ~f [~r(t)] +
√
C~η(t), (65)
where κ = γ/m, C = 2γkBT/m
2 and ~f = ~F/m is the
new rescaled force. For simplicity we shall work in one
dimension, but we note that the generalization to higher
dimensions is analogous to the one presented in Section
IV.
We reduce the order of the differential equation above
by introducing the variable v = x˙, satisfying
v˙ = −κv + f(x(t)) +
√
Cη(t). (66)
As explained in the Appendix, we may write moments
〈x(t1)x(t2) . . . x(tn)〉 as∫
Dxx(t1)x(t2) . . . x(tn)P [x], (67)
where the probability density functional P [x] is given by
P [x] =
∫ DvP [x, v]∫ DxDvP [x, v] , (68)
with
P [x, v] =
∫
Dx˜Dv˜e−S[x,v,x˜,v˜]. (69)
The action S[x, v, x˜, v˜] is defined as∫ (
x˜(x˙− v) + v˜v˙ + κv˜v − v˜f(x)− C
2
v˜2
)
dt. (70)
Similarly to the previous sections, we assume that
f(x) = −ω20x − φ(x), for some small perturbation φ(x)
with components φj(x) given by polynomials in x. In the
underdamped regime in which we are interested κ
2
4 < ω
2
0 .
Perturbation theory proceeds by defining the free action
S0[x, v, x˜, v˜] =
∫ (
x˜(x˙− v) + v˜v˙ + κv˜v + ω20 v˜x
)
dt.
(71)
The integrand above is of the form[
x˜ v˜
](
I
d
dt
+A
)[
x
v
]
, (72)
where the matrix A is given by
A =
[
0 −1
ω20 κ
]
. (73)
Therefore, the free moment generating functional
Z0[J, J˜ ,K, K˜], defined by
Z0[J, J˜ ,K, K˜] =∫
DxDx˜DvDv˜ e−S0+J·x˜+J˜·x+K·v˜+K˜·v, (74)
is Gaussian-like, where the dot-product operation de-
notes h1 · h2 =
∫
h1(t)h2(t) dt, for functions h1(t) and
h2(t).
The path-integral (74) is solved by
N exp
(∫ [
J˜(t) K˜(t)
]
G(t, t′)
[
J(t′)
K(t′)
])
, (75)
where N = Z0[0, 0, 0, 0] and
G(t, t′) = H(t− t′)e−A(t−t′). (76)
We readily compute the matrix exponential and find,
e−Aτ =
e−
κτ
2
[
cos(Ωτ) + k sin(Ωτ)2Ω
sin(Ωτ)
Ω
−ω20 sin(Ωτ)Ω cos(Ωτ)− k sin(Ωτ)2Ω
]
, (77)
where Ω =
√
ω20 − κ24 . By Wick’s theorem, free moments
in the variables x, v, x˜, v˜ are expanded in terms of the
entries of the matrix G(t, t′), which are given by:
G(t, t′) =
[〈x(t)x˜(t′)〉0 〈x(t)v˜(t′)〉0
〈v(t)x˜(t′)〉0 〈v(t)v˜(t′)〉0
]
. (78)
Perturbation theory is developed by expanding arbi-
trary moments in terms of free moments. For auto-
correlators, this is done by
〈x(t)x(0)〉 = 〈x(t)x(0)e
− ∫ v˜(t′)φ(x(t′))dt′eC2 ∫ v˜(t′)2dt′〉0
〈e− ∫ v˜(t′)φ(x(t′))dt′eC2 ∫ v˜(t′)2dt′〉0 . (79)
Note that this equation is remarkably similar to Eq. (12),
with the variable v˜ replacing the variable x˜ in the latter.
Using Wick’s theorem the free moments appearing in the
expansion of 〈x(t)x(0)〉 are given in terms of
g(t, t′) = 〈x(t)v˜(t′)〉0 = e−
κ(t−t′)
2
sin(Ω(t− t′))
Ω
. (80)
The zeroth order approximation is evaluated as
〈x(t)x(0)〉 = C
∫
g(t, s)g(0, s) ds. (81)
For a harmonic potential, Eq. (81) results in,
〈x(t)x(0)〉 ≈ Ce
−κ|t|/2(2Ω cos Ω|t|+ κ sin Ω|t|)
κΩ(κ2 + 4Ω2)
, (82)
which gives the well-known PSD for the motion of a par-
ticle subject to Eq. (65) with f(x) = −ω20x,
S0(ω) =
C
κ2ω2 + (ω2 − ω20)2
. (83)
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B. Quartic anharmonicty in a underdamped
oscillator
We can now investigate how a nonlinear rescaled force
term φ(x) = −gx3 affects the PSD of an underdamped
harmonic oscillator. According to Eq. (79), the leading
order correction to the correlation function 〈x(t)x(0)〉 is
given by the term,
− C
2g
8
∫
dt1dt2dt3
× 〈x(t)x(0)x(t3)3v˜(t3)v˜(t1)2v˜(t2)2〉0. (84)
Solving the integral in Eq. (84) and Fourier transform-
ing, we get the first order correction to the PSD,
S1(ω) =
3gC2
κω20
ω2 − ω20
(κ2ω2 + (ω2 − ω20)2)2
. (85)
The expression for S0(ω) + S1(ω) can be compared to
the first order expansion,
C
κ2ω2 + (ω2 − (ω0 + δ)2)2 ≈
C
κ2ω2 + (ω2 − ω20)2
+ 4Cω0δ
ω2 − ω20
(κ2ω2 + (ω2 − ω20)2)2
, (86)
which reveals that the effect of the anharmonicity, to first
order, is to shift the resonance frequency of the harmonic
oscillator by an amount,
δ =
3gC
4κω30
. (87)
Furthermore, the linear trap stiffness k is related to
the resonance frequency by k = mω20 . Therefore, if the
trap stiffness is calculated by fitting the measured PSD to
that of a linear oscillator, the resulting value will contain
a shift approximately equal to,
δk =
3gkBT
k
. (88)
Since both g and k are proportional to the trapping
power, this shift is independent of P in the regime in
which the first order approximation suffices to describe
the system. Fitting PSD’s acquired using different values
of P will thus yield a linear dependence k(P ) = α0P+α1,
with α1 6= 0 if a quartic perturbation is part of the po-
tential. Therefore, the nonlinearity witness derived for
the overdamped regime also applies in the underdamped
regime. Note that in practice the center frequency of
the resonance peak varies in time around the shifted fre-
quency ω0 + δ [28, 29], and hence the value ω(P ) used to
calculate k(P ) should be understood as the average over
many resonance frequencies measured using the same
trapping power P .
C. Underdamped oscillator in three dimensions
Let us now consider an underdamped oscillator subject
to the coupled set of equations,
fx(~r) = −ω2xx+ g1x3 + h1xy2 + i1xz2
fy(~r) = −ω2yy + g2y3 + h2yx2 + i2yz2
fz(~r) = −ω2zz + g3z3 + h3zx2 + i3zy2.
(89)
As in the overdamped case, the PSD of the motion
along the x axis is given by that of the linear case - which
can be found using Eqs. (83) and (85) - plus the Fourier
transform of the integral of,
h1C
2
4
〈x(t)x(0)x(t1)x˜(t1)x˜(s1)2〉0〈y(t1)2y˜(s2)2〉0 +
i1C
2
4
〈x(t)x(0)x(t1)x˜(t1)x˜(s1)2〉0〈z(t1)2z˜(s2)2〉0. (90)
The final result is
Sx(ω) =
C
κ2ω2 + (ω2 − ω2x)2
−
(
3g1C
2
κω2x
+
h1C
2
κω2y
+
i1C
2
κω2z
)
ω2 − ω2x
(κ2ω2 + (ω2 − ω2x)2)2
,
(91)
which coincides, up to first order, with the PSD of a
purely quadratic oscillator of frequency ωx + δx, where
δx = − C
4κωx
(
3g1
ω2x
+
h1
ω2y
+
i1
ω2z
)
. (92)
In a similar way, the PSDs of motion along the y and z
directions coincide with that of an oscillator of frequency
ωy + δy and ωz + δz respectively, where
δy = − C
4κωy
(
3g2
ω2y
+
h2
ω2x
+
i2
ω2z
)
δz = − C
4κωz
(
3g3
ω2z
+
h3
ω2x
+
i3
ω2y
)
.
(93)
VI. DISCUSSION
Knowledge of how nonlinear forces affect the position
correlation functions of a Brownian particle enables a
number of interesting applications. One can, for instance,
envision precision force-microscopy experiments with a
reduced systematic calibration error, aimed at measuring
intrinsic fluctuations in biological phenomena [34, 35].
The methods outlined in this work can also be used to
obtain information on sources of nonlinear forces among
Brownian particles. A prime example is that of two beads
connected by a single strand of DNA [36], as outlined in
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FIG. 6. A nonlinearity witness may enable experiments aimed
at characterizing nonlinear forces in optical tweezers through
measurements of the particles’ PSD, as in the case in which
two beads are connected by a single DNA strand.
Fig. 6. In this case, the DNA strand introduces a force
of the form
F =
(
kBT
Lp
)[
1
4(1− x/L0)2 −
1
4
+
x
L0
]
(94)
where Lp, L0 are parameters known as the persistence
and countour lengths, respectively. In principle, by de-
vising a nonlinearity witness as the one described in the
main text, it is possible to obtain information on the
force parameters by direct measurement of the particle’s
correlation functions and PSDs, without necessarily cal-
ibrating the traps’ center and height [36].
The methods presented here can also find applications
in the study of the so-called bottle beam optical trap: a
structured light beam producing a dark focus, in which
dielectric particles with a refractive index smaller than
that of the surrounding medium can be trapped. Bottle
beam traps have been suggested as a tool for trapping
living cells [18]. In that case, it would in principle be
possible to measure the forces associated to cell division
in vivo. To properly measure such forces, one must un-
derstand the forces generated by the bottle trap, which
turn out to be nonlinear.
Nonlinearities are also expected to play a significant
role in quantum optomechanics. An interesting fu-
ture line of research is the effect of nonlinear potentials
on ground state cooling. Deviations from a quadratic
(linear-force) potential also become important when the
particle is placed in controlled motion [37, 38], and the
effect of nonlinearities may be of relevance when prepar-
ing squeezed states of the mechanical oscillator through
parametric pumping.
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Appendix A: Normalization constant
We claim that, for any polynomial p(x), the following
equality holds in all orders of perturbation theory:
〈e−
∫
x˜p(x)e
D
2
∫
x˜2〉0 = 1. (95)
Expanding the exponentials in the left hand side (LHS)
of Eq. (95) we obtain a perturbative series with integrals
of all possible orders in p. The integrands of order n are
proportional to
In = 〈
n∏
j=1
x˜(tj)p(x(tj))
m∏
k=1
x˜(sk)
2〉0, (96)
which, for n > 0, is a sum of terms proportional to
Jn,σ =
n∏
j=1
〈x˜(tj)x(tσ(j))〉0, (97)
for some permutation σ of the indexes {1, . . . , n}. Now,
Jn,σ is non-vanishing only when
t1 < tσ(1), t2 < tσ(2), . . . , tn < tσ(n), (98)
which we prove is impossible. Suppose the inequalities
in Eq. (98) hold for some permutation σ. Consider a
permutation pi such that
tpi(1) ≤ tpi(2) ≤ . . . ≤ tpi(n). (99)
By assumption, tpi(n) < tσ(pi(n)). However, σ(pi(n)) =
pi(`) for some index ` ∈ {1, . . . , n}, namely ` =
pi−1(σ(pi(n))). Therefore, we find that
tpi(n) < tpi(`), (100)
which is a contradiction. Hence, Jn,σ vanishes for n > 0
and any permutation σ, which implies that In = 0 for all
n > 0. We conclude that the only non-vanishing term in
the expansion of the LHS of Eq.(95) is the zeroth order
term, which is equal to 1, proving our initial claim.
We extend this result for the multi-dimensional case.
Suppose we have x˜, x, p(x) ∈ Rd, with each component
of p(x) a polynomial in the components x1, . . . , xd of x.
We claim:
〈e−
∑
k
∫
x˜kpk(x)e
D
2
∑
k
∫
x˜2k〉0 = 1, (101)
in all orders of perturbation theory.
Expanding the exponentials, we get integrands propor-
tional to
I(d)n = 〈
n∏
j=1
x˜mj (tj)pmj (x(tj))
m∏
k=1
x˜nk(sk)
2〉0, (102)
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for some m1, . . . ,mn, n1, . . . , nm ∈ {1, . . . , d}. This is
proportional to
J (d)n,σ =
n∏
j=1
〈x˜mj (tj)xmσ(j)(tσ(j))〉0, (103)
which is zero when n > 0, for any permutation σ, by the
same argument used for the one-dimensional case.
Appendix B: Harmonic potential with a higher
order anharmonicities
Let us consider the SDE in Eq.(3) with
f(x) = −ax− bx2k+1. (104)
For this potential, the linear correction in b is obtained
by integrating the expression,
− bD
k+1
2k+1(k + 1)!
〈x˜(s)x˜(t1)2...x˜(tk+1)2x(s)2k+1x(t)x(0)〉,
(105)
over the “internal points” {s, t1, ..., tk+1}. In order
to do so, we need to find all sets of pairs in which
the first element of the pair belongs to the list L1 =
[s, t1, t1, t2, t2, ..., tk+1, tk+1] and the second one belongs
to L2 = [s, s, s, ..., s, t, 0].
First, note that if the element s from L1 is paired with
an element s from L2, the set of pairs will have null con-
tribution, due to the fact that G(s, s) = 0. Therefore,
the only contributing sets are those in which the element
s ∈ L1 is paired with either t or 0. Let us break the
problem into these two classes of sets.
The element s is paired with t
There are (2k+2)! sets of pairs containing the element
(s, t). This can be easily seen if we consider the ordered
list formed by the remaining elements of L2: [s, s, ..., s, 0].
There are 2k+ 2 possible elements in L1 to pair with the
first element of the ordered list, 2k+ 1 possible elements
in L1 to pair with the second element, and so on. Once
all the pairs are chosen, we have the following situation:
• s has been paired with t;
• some element tj has been paired with 0, while the
other element tj has been paired with s;
• the other elements ti6=j have been paired with s.
Therefore, the contribution of a single list of pairs is
IA(t) =
∫ ∞
−∞
ds dt1...dtk+1
G(s, t)G(tj , 0)G(tj , s)
k+1∏
i=1
i6=j
G(ti, s)
2. (106)
The integrals over ti 6=j can be easily calculated:∫ ∞
−∞
dtiG(ti, s)
2 =
1
2a
. (107)
Performing the integrals over all such ti’s yields
IA(t) =
(
1
2a
)k ∫ ∞
−∞
ds dtjG(s, t)G(tj , 0)G(tj , s). (108)
Integrating over the remaining variables s and tj , we find,
IA(t) =
(
1
2a
)k+2{
e−at, t > 0
eat(1− 2at), t < 0 . (109)
Recalling that there are (2k + 2)! lists of pairs, the total
contribution of this class of lists is (2k + 2)!IA(t).
The element s is paired with 0
By an argument analogous as the one used in the pre-
vious case, the contribution of a generic list of pairs in
the present one is
IB(t) =
∫ ∞
−∞
ds dt1...dtk+1
G(s, 0)G(tj , t)G(tj , s)
k+1∏
i=1
i 6=j
G(ti, s)
2, (110)
which after integration over ti 6=j results in
IB(t) =
(
1
2a
)k ∫ ∞
−∞
ds dtjG(s, 0)G(tj , t)G(tj , s), (111)
and after integration over the remaining variables,
IB(t) =
(
1
2a
)k+2{
e−at(1 + 2at), t > 0
eat, t < 0
. (112)
Hence, we have a total contribution of (2k + 2)!IB(t)
by this second class of sets of pairs.
Putting it all together, we find that the total first-order
correction to the autocorrelation function is
− bD
k+1
2k(k + 1)!
(2k + 2)!
(2a)k+2
e−a|t|(1 + a|t|) (113)
and, finally, the first order correction to the PSD is
S
(2k+1)
1 (ω) = −
bDk+1
22k
(2k + 2)!
(k + 1)!
1
ak−1
1
(a2 + ω2)2
. (114)
13
Appendix C: General symmetric potential
We show that a perturbation of the form
p(x) =
∑`
k=1
b2k+1x
2k+1, (115)
leads to a correction of the auto-correlator that is in lead-
ing order in the constants {b2k+1} simply the sum of the
contribution of each monomial. By Eq. (12), the auto-
correlator is given by
〈x(t)x(0)〉 =
〈x(t)x(0)
∏`
k=1
e−b2k+1
∫
x˜(t′)x(t′)2k+1dt′e
D
2
∫
x˜(t′)2dt′〉0 .
(116)
The claim follows once we notice∏`
k=1
e−b2k+1
∫
x˜(t′)x(t′)2k+1dt′ =
1−
∑`
k=1
b2k+1
∫
x˜(t′)x(t′)2k+1dt′ + . . . , (117)
where the remaining terms are all of higher order in the
constants {b2k+1}.
Appendix D: A structured beam for studying
nonlinear effects
The electric field of a Laguerre-Gauss (LG) beam is
ELG`,p (ρ, φ, z) =
√
4P
cpiω(z)2
√
p!
(|`|+ p)! ×(√
2ρ
ω(z)
)|`|
L|`|p
(
2ρ2
ω(z)2
)
exp
[
− ρ
2
ω(z)2
]
×
exp[ikmz + ikm
ρ2
2R(z)
− iζ(z) + i`φ], (118)
where c is the speed of light,  is the medium’s permit-
tivity, P is the beam’s power, km is the wavenumber in
the medium and ω(z), R(z), ζ(z) and L
|`|
p are the beam
width, the wavefront radius, the Gouy phase and the
Associated Laguerre polynomial. These quantities are
respectively given by
ω(z) = ω0
√
1 +
z2
z2R
; (119)
R(z) = z
(
1 +
z2R
z2
)
; (120)
ζ(z) = (2p+ |`|+ 1) arctan z
zR
; (121)
L|`|p (x) =
p∑
i=0
1
i!
(
p+ |`|
p− i
)
(−x)i (122)
where zR is the the Rayleigh range and ω0 is the beam’s
waist.
Consider the superposition of three LG beams of ` = 0
and equal polarization: the first with p = 0 and power P0,
the second with p = 1 and power A21P0 and the third with
p = 2 and power A22P0, where A1, A2 ∈ R. Expanding
the intensity of such beam to fourth order around the
origin results in
I(ρ, z)
I0
=
k+kρ2
ρ2
ω20
+kρ4
ρ4
ω40
+kz2
z2
z2R
+kz4
z4
z4R
+ kρ2z2
ρ2z2
ω20z
2
R
, (123)
where I0 = 2P0/piω
2
0 and k, kρ2, kz2, kρ4, kz4, kρ2z2 are
functions of A1 and A2. By choosing A2 = (−15−8A1 +√
220 + 220A1 + 49A21)/5, we get kρ2z2 = 0. Thus, if
this superposition is used to trap a dielectric particle,
the forces and the motions along the radial and axial
directions will be decoupled, allowing one to probe two
dimensional Brownian movement.
Note that since 220+220A1 +49A
2
1 > 0 for all A1 ∈ R,
the aforementioned relation between A1 and A2 implies
that A2 ∈ R for all A1 ∈ R, in conformity with our initial
assumption.
Appendix E: A path integral for the second order
equation
As mentioned in the main text, we interpret the second
order stochastic equation
x¨(t) = −κx˙(t)− f(x(t)) +
√
Cη(t), (124)
as the system of first order equations{
x˙ = v
v˙ = −κv + f(x(t)) +√Cη(t) . (125)
The equations above are then discretized accordingly
to Ito’s prescription,{
xn+1 − xn = vnh
vn+1 − vn = −κvnh+ fnh+
√
Cwn
√
h
, (126)
where we divide the interval [−T, T ] in N subintervals of
size h = 2T/N , impose x(−T ) = v(−T ) = 0, let
x(−T + kh) = xk , v(−T + kh) = vk, (127)
fk = f(xk) and suppose the increments {wn}n=0,...,N−1
are independent Gaussian variables of mean 0 and vari-
ance 1. As mentioned in the main text, we later take the
limit T →∞, which erases the imposed initial conditions.
Let x(N) = (x1, . . . , xN ), v
(N) = (v1, . . . , vN ) and
w(N) = (w0, . . . , wN−1). Conditioned to some values of
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w(N), the joint probability density associated with x(N)
and v(N) is
P (x(N), v(N)|w(N)) =
N−1∏
n=0
δ(xn+1 − xn − vnh)×
δ(vn+1 − vn + κvnh− fnh−
√
Cwn
√
h). (128)
Through the Fourier representation of the delta function,
we conclude
P [x(N), v(N)|ω(N ] =∫ N−1∏
j=0
dkj
2pi
dqj
2pi
e−i
∑
j kj(xj+1−xj−hvj)
× e−i
∑
j qj(vj+1−vj+κvjh−fjh−
√
C
√
hωj). (129)
We undo the conditioning by integrating in ω(N) with
Gaussian weight. We find
P [x(N), v(N)] =∫ N−1∏
j=0
dkj
2pi
dqj
2pi
e−i
∑
j kj(xj+1−xj−hvj)
× e−i
∑
j qj(vj+1−vj+κvjh−fjh)+
∑
j C(iqj)
2h/2. (130)
This should be compared with Eq. (7), as it gives the
path-integral expression in the formal limit h → 0: we
let ikj → x˜, iqj → v˜ and replace
∫ ∏N−1
j=0
dkj
2pi
dqj
2pi by the
path integral measure Dx˜Dv˜. Finally, we arrive at Eq.
(69) for the probability density functional P [x, v] and
integrate out v to get Eq. (68).
Appendix F: Simulations
The simulations discussed in the main text were per-
formed using the following discrete version of Eq. 3,
x(t+ ∆t) = x(t) + f [x(t)]∆t+
√
Dη(t) (131)
where ∆t is the time interval between iterations. In our
case, we chose this time interval to be 50µs, which cor-
respond to using a sampling frequency of 20kHz. In the
data displayed in Figs. 2 and 3, each point in a PSD is
the mean value between the corresponding values from
10 individual PSD’s, while each errorbar is the standard
deviation obtained from those 10 points. Each of these 10
PSDS’s was obtained by averaging 500 PSD’s calculated
from simulations of 0.5 seconds of duration.
In Fig. 3, the final PSD’s were fitted to a Lorentzian
function,
S(f) =
A
f2c + f
2
. (132)
In order to neglect the effects of aliasing [27],the fits were
performed using only frequencies smaller than 1kHz, a
value 10 times smaller than the Nyquist frequency. To
find the power law between the corner frequency and the
parameters a and D, the values of fc obtained while keep-
ing D constant were fitted to a function of the form KaL,
and the ones obtained while keeping a constant were fit-
ted to MDN .
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