1. Introduction. In a mixed problem one is required to find a solution of a system of partial differential equations when the values of certain combinations of the derivatives are given on two or more distinct intersecting surfaces. If the differential equations arise from some physical process, the correct boundary conditions are usually apparent. Many particular problems of this type have been solved by special methods such as separation of variables and the method of images. However, no general criterion has been given for what constitutes a correctly set mixed problem. In fact such problems have usually been formulated in connection with hyperbolic differential equations with data prescribed on two surfaces (called the initial and boundary surfaces).
systems of equations, replacing them by systems of non-linear first-order equations.
2.1.
A mixed boundary value problem. Consider the system of R linear partial differential equations of the first order If A has rank R -/x at the points of </ > = 0, then JJL will be called the multiplicity of the characteristic surface <f> = 0. Since the characteristic equation (2.1.2) is of degree R, there will be a number of characteristic surfaces, G, of (2.1.1) which pass through the edge C = S Hi T into the domain defined by the initial surface S: t = 0 and the boundary surface T: x = 0. We denote the regions between the characteristic surfaces G t and G i+ i and bounded by the edge C by D t .
We seek a solution of the differential equations which is defined in D and has the following properties:
(1) The solution functions u r are analytic in the closure of each sector domain D t .
(2) The u r are continuous across each G t (i = 1, ...,&).
(3) The u r take given analytic values on .S. (4) The u r satisfy ko independent linear boundary conditions on T. We emphasize that not all of the characteristic surfaces lying in D need be selected in this way. Hereafter we shall have no need to mention any but the ko selected characteristic surfaces.
The above problem has been studied by Duff (4) . In his paper the boundary surface T is not characteristic. Here we allow T to be characteristic and of multiplicity L.
The system (2. 
. , R).
The datum functions grit, x p ) are real and analytic on T and since our solution is to be continuous, we postulate that g r (0, x p ) -0. The initial conditions are given by (2.1.6) u s = 0, w r = 0 (s = 1, . . . , L\ r = 1, . . . , R).
The discontinuity expansion.
In order to expand the functions about the selected characteristic surfaces it is convenient to make the following change of variables: Since t + <t>*' = 0 is a characteristic surface of multiplicity one, (a rs 0 is of rank R -1. Let ft r * be the null vector of (a rs *); thus 22 I 2 n r l a rs l = 0. 
, R).
For a fixed i, the equations (2.2.6) and (2.2.7) define a transformation from the variables w s to the variables w s i . We must show that this transformation is non-singular.
We note that
since the characteristic surfaces pass through the edge C. Thus (a rs ') 2=0 is a diagonal matrix whose diagonal elements (a r /) z=0 are 1 -X r /X z -(r 7^ i) and whose ith diagonal element is zero. Thus we can choose (w/)*=o = à ir and since the null vectors are ratios of analytic functions and are finite on the edge C, they are analytic functions in a neighbourhood of the edge C. If the first non-zero term in the series for g t is of a higher order n, the only non-zero nth order discontinuity is of the kind just mentioned.
The discontinuities of higher order are found in succession by this process. Suppose all jumps of order n -1 or less are known ; let us find those of order n. One use in which uniqueness of the solution in a wider class of real vector functions can be shown is the case when all the roots are real and all the negative roots are select. By the use ot Holmgren's theorem we can prove uniqueness within the class of once continuously differentiable vector functions. The details are given in (4, p. 154). However, a slight modification is necessary, since we allow some of the characteristic roots to be zero. An interesting result follows from the above theorem. Suppose that all the u r are given by two different sets of analytic functions on the hyperplane 5 in the regions x > 0 and x < 0. Although the prescribed values differ in the two regions, they are continuous and have continuous first derivatives on the edge C: x = 0, t = 0. If all the characteristic surfaces which pass through the edge C lie above the x-coordinate hyperplane (the region t > 0), we can construct a piecewise analytic C solution in the region t = 0, x > 0, which is defined in the region t > 0 and takes the prescribed values. A second piecewise solution can also be constructed if we proceed in the clockwise sense, that is, we now begin in the region x < 0, t = 0. To construct these solutions, we select a hyperplane H which passes through the edge C and lies between the x-coordinate hyperplane and the first characteristic surface. Then by the Cauchy-Kowalewsky theorem, we can construct a unique analytic solution taking the given initial values, that is, the prescribed values in the region x > 0, t = 0. In this manner we determine the values of the u r on the hyperplane H. Next we make a transformation of coordinates. Let the new x = 0 hyperplane be H, while the other coordinate hyperplanes are the same. In this new coordinate system, by considering all the characteristic surfaces as the select ones, we can construct the solutions as in §2.2. By Theorem II the two solutions are identical. We summarize these facts in the following theorem.
THEOREM III. Let there be given a linear analytic system of R differential equations in R dependent variables and N independent variables and Cauchy data on an initial surface S of dimension N -1. The Cauchy data is C across an edge C of dimension N -2. If the system has R distinct characteristic surfaces, there exists a unique C solution taking these piecewise analytic data. It is analytic except across the characteristic surfaces radiating from C, where it is C.
3.1. The general-order system. By using the Cauchy-Kowalewsky theorem, as in (12), a non-homogeneous linear mixed system can be reduced to a homogeneous mixed system with zero initial conditions. The explicit form of this mixed system of R partial differential equations in R dependent variables and N independent variables is
where L represents the following linear operator:
and summation over the repeated indices ii, . . . , i x is understood to be over the range 0 < i\ + . . . 
. , R).
A characteristic surface, (j>(t, x, x p ) = 0, of (3. Let the initial surface t -0 and the boundary surface J 1 : x = 0, both non-characteristic, meet in an edge C. We note that by the theory of first-order partial differential equations, the characteristic surfaces through C are composed of the characteristic strips of the characteristic equations (3.1.4). On the initial "curve" C the values for the strip elements are found from (3.1.2) and the condition 
\ j=Q /
This determines the initial values of X on C and in a neighbourhood of C. Thus, in general, there will be many characteristic surfaces containing the edge C. Note that -1/X is the slope of the tangent hyperplane to the characteristic surface at a point on the edge C.
3.2.
Reduction to a first-order system. The characteristic surface through C corresponding to 0 divides the first quadrant into distinct regions as in §2.1. In order to study a mixed boundary value problem similar to that in §2.1 we are going to reduce the system (3.1.1) to the form (2.1.3) and (2.1.4). This will enable us to use the results of §2, which in turn will help us to determine the appropriate conditions to impose on the boundary surface S.
The first stage in this reduction process is the replacement of the mixed-order system (3.1.1) by a linear system of first-order equations (6, p. 283 After making the above replacements in (3.1.1), we obtain the following system of equations:
Here / is the largest integer such that i t > 0. We also replace the initial conditions (2. Therefore the only new characteristic surface through the edge C is x = 0. Since no new characteristic surfaces are introduced in the "quadrant" between the initial and boundary surfaces, we can apply the results of §1, if we can reduce our new system to the required form.
Reduction to canonical form.
We first rewrite (3.2.2) and (3.2.3) in matrix notation retaining only those terms that involve differentiations with respect to / and x. These equations then have the form (3.3.2) dU/dt = A dU/dx where the obvious interpretations are to be given to the matrix A and the vector U.
In order to diagonalize A, we find its characteristic roots, X = \(t,x,x p ), which satisfy the equation If we assume that all characteristic surfaces through the edge C are real and distinct in a neighbourhood of the origin, then A (X) has k = ki + k 2 + .. . + k r real and distinct characteristic roots, X r , and is similar to a diagonal matrix with X r on the diagonal. Alternatively, we could assume that the elementary divisors of A are all simple. In either case, the fact that A is similar to the diagonal matrix of its characteristic roots implies that there exist k linearly independent characteristic vectors of the matrix A. Thus, we can diagonalize A if we can find its characteristic vectors.
After some calculation we obtain all the vectors, which we write as
Here (nj) are the right-hand null vectors of A (\j) while a(i) and 0(i) are integral-valued functions defined as follows: and substitute in (3.3.2). We see that
C3 " 0) fw^+^M^y
By applying the above process to equations (3.2.2) and the equations of (3.2.3) in which d/dx appears, it is evident that they are reduced to the same form as (2.1.3). The remaining part of (3.2.3) and also (3.2.4) are similar to (2.1.4). We now have the entire set of first-order equations to which our system (3.2.2)-(3.2.4), already shown to be equivalent to the higher-order system in §3.2, has been reduced. In order to apply Theorem I, which would show the existence of a piecewise analytic solution, we need to know if it is possible to solve for the select w in terms of the non-select w on T: x -0, as in (2.1.5), if certain linear combinations of the partial derivatives of u r are given on T.
Boundary conditions.
In order to study the above problem, we write the matrix equation U = NW as follows: In this case Theorem I shows that the first-order system has a solution which is continuous in the first quadrant, and analytic, except across G lf . .. , G u the characteristic surfaces corresponding to w±, . . . , w h which takes given Cauchy data on 5 and takes values on T determined by the linear boundary conditions (3.4.1) (when these are transformed by (3.2.1)). However, this shows that u T , where u T G C* r_1 , is a piece wise analytic solution (with discontinuities across Gi, . . . , G t ) of the original system (3.1.1) which takes given Cauchy data on S and satisfies linear boundary conditions of the type (3.4.2) on T.
Note that if q = /, r(ij) = r jf and s t j = Sj (that is, the derivatives which appear in the equation However, it is well known that such a determinant is not zero. and whose columns are determined by the w corresponding to the selected characteristic surfaces is not zero. However, this determinant is a product of determinants of the type (3.4.9) which are not zero.
Statement of results.
We shall say that the system (3.1.1) is hyperbolic in the weak sense with respect to S and T provided that no two of the characteristic surfaces through the edge C touch at any point of the initial .
• , *.).
-X)a££*-'X').
edge C. An equivalent statement is that all (characteristic) roots of A (A) are real and distinct in a neighbourhood of the edge C; cf. (3.1.8). For the twodimensional case, this condition is termed ''hyperbolic in the narrow sense by Petrowsky (12, p. 60) . This is equivalent to Leray's condition of "regularly hyperbolic" only in two dimensions (9) . In higher-dimensional spaces the possibility of coalescence of roots when T is revolved on S means that Leray's condition will hold only if the system is weakly hyperbolic with respect to S and every surface T meeting S. 
. , R).
COROLLARY IV(a). Let the system satisfy the hypothesis of the above theorem except that the following boundary conditions are given on T: 
M. EISEN
We are only going to consider the characteristic surfaces through the edge C: x = 0, / = 0; thus we must have Suppose L < R of these planes are in the "first quadrant." We select K 0 < R of the corresponding characteristic surfaces (that is the surfaces to be determined from the corresponding equations (1.1.7)) and prescribe the following boundary conditions on x = 0:
where the g t are analytic functions of the variables /, x p , u r . For continuity we assume gi(0,x p } u r ) = 0. As in Part one, we shall try to find a piecewise analytic solution of the differential equations which is continuous across the selected characteristic surfaces. However, in the present case the location of the characteristic surfaces is not known. We can overcome this difficulty by adding equation (4.1.6) to the system of partial differential equations and considering the selected characteristic surfaces as being expanded in a power series in x. It will be shown that we can calculate recursively the coefficients in the power series for u r and the equations of the characteristic surfaces. The details are given below.
Let . We begin with terms of order zero, that is, j = 0 and m + n = 0. These terms are all zero since the solution is to be continuous across the characteristic surfaces. Now assume that all terms of order less than K + 1 are known. Then we can calculate all terms of order K + 1.
We can easily calculate J^+i* by differentiating (4.2.4) K times with respect to Si. The calculation of the a mn is more difficult. Suppose r ^ i. Then by differentiating the boundary condition, (w T i) T t = 0 = 0, K + 1 times with respect to S u we can calculate #2+i,o. Then by induction on / we can show that we can calculate a£ + i_ u . For suppose that all a% n with n < / and m + n = K + 1 and also a^n with m + n < K are known. vanish when Si = T t = 0. Since a^-ia is known, it follows by induction that we can calculate all the dZ n for r ^ i, m + n = K + 1. Therefore if all the terms of order less than K are known, we can calculate a^n with m + n = K + 1 and r ^ i. Now let Y = i. Suppose all terms of order K are known ; then we can calculate #oV+i from (1.2.7). For w ir (i ^ r) are known and only such terms appear on the right-hand side in (1.2.7) since 5 > K 0 + 1 for the w S j appearing in/ t . Then by differentiating (1.2.6) K times with respect to t, we can calculate al K . By proceeding in the same way as in the case r ^ i, we can calculate a^n for m + n = K + 1. Thus all terms of order K -f 1 can be calculated. By dominating series it can be shown that the solution converges in a small neighbourhood of the edge C. We omit the details. However, it is interesting to note that the radius of convergence of the solution depends on the radii of convergence of the boundary conditions. THEOREM V. Let non-characteristic surfaces S: t = 0 and T: x = 0 relative to the analytic system -^j-= a TS .1), we cannot determine the characteristic surfaces until we know the solutions u r of (4.4.1). However, as in §4.1, we can determine the slopes of the tangent planes to the characteristic surfaces along the edge C.
Suppose that the u r satisfy the following initial conditions:
and the following boundary conditions:
where the gi are analytic functions of the indicated arguments and gi(t, x p , u T ) = 0 when t = 0. Then we can show that under certain conditions there exists a piecewise analytic solution taking the prescribed auxiliary data. To prove this we shall reduce the system (5.1) to a quasi-linear system.
We define new variables as follows: for the new system is deduced by differentiating (5.4) with respect to t. This new system is a quasi-linear system in the dependent variables and u rx p. Any solution of (5.1) which satisfies (5.3) and (5.4) is a solution of (5.6)-(5.9) and satisfies (5.10). Conversely, it can be shown, as in §3.2, that any solution of the new system is also a solution of the old system. Also the characteristic surfaces of the new system through the edge C are the same as for the old system except for the introduction of a new characteristic surface x = 0.
If These equations form a quasi-linear system. A series solution can be found by expanding about the characteristic surfaces as in § §3.1 and 3.2. Equation By the process employed in §3.2, we can reduce the system (6.1) to a firstorder non-linear system. We now apply the results developed in §5 for first-order non-linear systems. These show us that we can prove, by the methods of §3.4, a series of theorems and corollaries similar to Theorem IV and its corollaries. In fact the statement of results for non-linear systems is identical with that given in §3.5 if we define A (X) by (6.2), replace the boundary conditions by (6.4) , and replace C t j in the condition determined by dgi/d V where However, the radius of convergence of the solution will now depend on the radii of convergence of the boundary conditions (see 1.3).
