To simulate a kind of magnetic field in a fractal environment we study the tight-binding Schrodinger equation on a Sierpinski gasket. The magnetic field is represented by the introduction of a phase onto each hopping matrix element. The energy levels can then be determined by either direct diagonalization or recursive methods. The introduction of a phase breaks all the degeneracies which exist in and dominate the zero-field solution. The spectrum in the field may be viewed as considerably broader than the spectrum with no field. A novel feature of the recursion relations is that it leads to a power-law behavior of the escape rate. Green's-function arguments suggest that a majority of the eigenstates are truly extended despite the finite order of ramification of the fractal lattice.
For one thing, these lattices give a finite order of ramification. For another, if one chooses to describe the self-similar structure by configurational disorder (e.g. , by cutting some bonds) then the resulting "disorder" is highly correlated.
Nonetheless, these systems form interesting test cases which are worth studying. In this paper we study magnetic field effects on electronic motion through a 2D Sierpinski gasket ( Fig. 1 ).
Following Alexander, we describe the motion by giving an electronic wave function at each mode of the lattice,
The tight-binding Hamiltonian fixes the hopping matrix element between neighboring sites to have a magnitude~f~which is the same for all nearest-neighbor sites and zero otherwise. A magnetic field is defined by giving the value of the phase on each bond so that the sum of phases along a closed path is the magnetic flux enclosed by the path.
The very simplest model is chosen by taking all bonds to have exactly the same phase. We make this choice by allowing all bonds in the direction of the arrows in Fig. 1 to have a matrix element f= foe'~, and all bonds opposite to the arrows to have f =foe '~, with The decimation is easily obtained as follows (see Fig. 3 ). The right-hand side of the figure is obtained from the left-hand side by eliminating sites a, b, and c, i.e. , the fields P on sites a, b, and c are simply integrated out. The part of the Lagrangian corresponding to the left-hand side of Fig. 3 xi --4(costi)(cos2ml/3), 1=0,1,2 .
Next consider the situation in which there is only the one main triangle shown in Fig. 1 Fig. 4 these points are plotted for i =100.
The initial grid contained 180& 180 points.
The structure of Fig. 4 is suggestive of a remarkably complicated and rich spectrum of eigenenergies. In Fig. 5 the survivors are plotted for i =300, with an initial grid of 240X240. This more detailed picture shows the spectrum to consist of a family of lines. Making use of the symmetries displayed in Fig. 4 We next deal with the question of where (after many iterations) the survivors actually end up. Numerically, it turns out that all of the survivors get stuck for a long time very close to the line (A in Fig. 4) x = -2 cos3(P, (20) after which (if one waits long enough) they disappear to infinite energies. This line-is clearly visible in Fig. 5 Another set of lines which map onto themselves are given by (80, Fig. 4) x =4cos(P+g), g'=0, 120', 240' . (25) The map on these lines is governed by the fixed points (P =0', x =4) (stable), (P =90,x =0) (unstable), etc. Furthermore, they form the boundaries in the x-P plane of the spectrum and so do their ancestors, i.e. , the sequence of lines that ultimately will map onto the lines of Eq. (25) . For instance, the lines in Fig. 4 indicated by 8
x'=4x(1 -x), x=x /4.
- (21) x = -2 cos(P+~),~= 0', 150,300
Apparently, the long escape time is caused, in part, by a trapping near Q =0. In particular, if Q « 1, then This is a "fixed line" characterized by the iI=4 of MayFeigenbaum. This map is mixing and ergodic; eventually all of the points on this line get visited after an infinite number of iterations. Consequently, the line of Eq. (20) represents a continuum set of eigenstates of the system (i.e. , continuously varying with magnetic field or P).
This line forms the domain of attraction of all the other lines displayed in Fig. 5 (however, see below) . We are now in a position to carry out the analysis one step further and see how the map behaves in the linear neighborhood of the fixed line. This then will lead to a qualitative understanding of the numerical data of the preceding sections.
1. Fig. 4) and [P,x] = [n &&60', x], which, as is seen before, map onto themselves.
IV. PARTICIPATION RATIO G(r, r')=(r~(x H) '~r ')- (32) with simple properties under decimation by taking the lattice sites r, r' to be on the lattice that remains after de- cimation. Then, after some algebra, one can write the following recursion relation: G(r, r')=Dl i G(R, R'), (33) g (r, r';P)5(x +2cos3$) = -. g (R, R', P') sin3$ X5(x'+ 2 cos3$'),
where We make use of the fact that we are dealing with a point spectrum. This allows us to write, for the Green's function, g (r, r', P)5(Q) =g (R,R';P')5( -Q'), (38) g (r, r', p) =qI (r;$)%'(r', p'), 
