Abstract. We use a gap function in order to compare the torsional performances of different reinforced plates under the action of external forces. Then, we address a shape optimization problem, whose target is to minimize the torsional displacements of the plate: this leads us to set up a minimaxmax problem, which includes a new kind of worst-case optimization. Two kinds of reinforcements are considered: one aims at strengthening the plate, the other aims at weakening the action of the external forces. For both of them, we study the existence of optima within suitable classes of external forces and reinforcements. Our results are complemented with numerical experiments and with a number of open problems and conjectures.
Introduction
When pedestrians cross a footbridge or the wind hits a suspension bridge, the deck undergoes oscillations, which can be of three different kinds. The longitudinal oscillations, in the direction of the bridge, are usually harmless because bridges are planned to withstand them. The lateral oscillations, which move the deck horizontally away from its axis, may become dangerous, if the pedestrians walk synchronously; see the recent events at the London Millennium Bridge [1] [2] [3] and also earlier dramatic historical events [4, §1.2]. The torsional oscillations, which appear when the deck rotates around its main axis, are the most dangerous ones; they also appear in heavier structures such as suspension bridges; see [4, §1.3,1.4] for a survey.
Following [5] , we view a bridge as a long narrow rectangular thin plate hinged at two opposite edges and free on the remaining two edges: this plate well describes decks of footbridges and suspension bridges, which, at the short edges, are supported by the ground. The corresponding Euler-Lagrange equation is given by a fourth order equation in a planar domain complemented by suitable boundary conditions; see (6) . The solution of this equation represents the vertical displacement of the plate under the action of an external force. Note that the solution is continuous because for planar domains the energy space embeds into continuous functions. This does not occur in higher space dimensions or for lower order problems. The continuity of the solution is a crucial feature since it enables us to use the so-called gap function introduced in [6] . The gap function measures the difference of the vertical displacements on the two free edges of the plate and is therefore a measure of its torsional response. The number measuring the maximal gap is given by the maximum over the free edges of the gap function; see (7) . Clearly, the maximal gap depends on the force through the Euler-Lagrange equation satisfied by the solution and one is led to seek the force which yields the largest torsional displacement. This gives a measure of the risk that the bridge collapses. In order to lower this risk, one may try different ways of reinforcing the deck.
Imagine that one has a certain amount of stiff material (e.g., steel) and has to decide where to place it within the plate in order to lower the maximal gap and, in turn, the torsional displacements. This material should occupy a proper open subset of the plate. In literature this kind of problem has been tackled in several ways; we refer to [7] [8] [9] for related problems on the torsion of a bar. Since this shape optimization problem is completely new, we choose two different strategies: we first assume that the stiff material reinforces a part of the plate, then we assume that it acts directly on the force and weakens it by a factor involving the characteristic function of the region occupied by the material and a constant measuring the strength of the stiff material. Reinforcing the plate means that we add the stiff material in critical parts of the plate in order to increase the energy necessary to bend it. Weakening the force means that we place some "aerodynamic damper" in order to reduce the action of the external force. These kinds of minimization problems naturally lead to homogenization [10] , see also [9] for a stiffening problem for the torsion of a bar. Homogenization would lead to optimal designs with reinforcements scattered throughout the structure, namely designs impossible to implement for engineers. And since the design of the stiff structure should be usable for engineers, homogenization must be avoided and the class of admissible geometries for the reinforcements should be sufficiently small. In this respect, we mention the paper by Nazarov-Sweers-Slutskij [11] , where only "macro" reinforcements are considered, although in a fairly different setting. The structural optimization problem that we tackle may be seen as the "dual problem" of the one considered in the seminal work by Michell [12] , see also updated results in [13, Chapter 4] : our purpose is to determine the best performance of the stiff material by maintaining the cost whereas Michell aimed to determine the cheapest stiff material by maintaining the performance.
For both the two mentioned ways of introducing the reinforcement, our purpose is to optimize the maximal gap. We will introduce suitable classes, for both the force and the reinforcement, in which to set up the optimization problem. First we seek the "worst" forces for a given reinforcement. This number yields the maximal gap that may occur. Then, we seek the "best" reinforcements, which minimize the effect of the forces. We are then led to solve a minimaxmax problem. The existence of a maximal force and of a minimal reinforcement depends on how wide the classes are. In this paper, for the forces we mainly deal with the classes of Lebesgue functions or of the dual of the energy space, while, concerning the reinforcements, we restrict our attention to simple designs, that may be appropriate for engineering applications: cross-type reinforcements, tiles of rectangular shapes, networks of bounded length, and general Lipschitz domains, see Definition 3.1.
This minimaxmax problem can also be seen as a worst-case optimization problem, since one is interested in minimizing the worst value of a functional among all possible designs. An extended presentation of worst-case optimization problems in structural mechanics can be found in [14] ; see also [15] for a worst-case optimization problem of a compliance functional in the Lebesgue space.
This paper is organized as follows. In Section 2, we introduce rigorously the gap function with the minimaxmax problem. In Section 3, we identify suitable classes for which the minimaxmax problem admits a solution (i.e., worst forces with best reinforcements). In Section 4, we discuss symmetry properties of worst forces in the case of symmetric reinforcements. In Section 5, we investigate the worst force acting on a plate with no reinforcement. In Section 6, we analyze the effects of cross-type reinforcements, while, in Section 7, we consider more general polygonal-type reinforcements. In both cases we solve numerically the minimaxmax problem. Sections 8 to 11 are dedicated to the proofs of our results. Finally, Section 12 contains the conclusions on the work done.
Variational Setting and Reinforcements for the Plate
Up to scaling, in the following we may assume that the plate Ω has length π and width 2ℓ with 2ℓ ≪ π so that
According to the Kirchhoff-Love theory [16, 17] (see also [18] for a modern presentation), the energy E of a vertical deformation u of the plate Ω subject to a load f may be computed through the functional
where σ is the Poisson ratio and satisfies 0 < σ < 1. This implies that the quadratic part of the energy E is positive. For the partially hinged plate under consideration, the functional E should be minimized in the space
since Ω is a planar domain, one has the embedding H 2 (Ω) ⊂ C 0 (Ω), and the condition on {0, π}×] − ℓ, ℓ[ is satisfied pointwise. By [5, Lemma 4 .1] we know that H 2 * (Ω) is a Hilbert space when endowed with the scalar product
, which is equivalent to the usual norm in
We also define H −2 * (Ω) as the dual space of H 2 * (Ω) and we denote by ·, · the corresponding duality. If f ∈ L 1 (Ω) then the functional E is well-defined in H Assume that the plate Ω is reinforced with a stiff material which occupies an open region D ⊂ Ω and that D belongs to a certain class D, while f belongs to some space F of admissible forcing terms. We consider two possible ways of reinforcing the plate: either we stiffen the plate by increasing the cost of the bending energy, or we add an aerodynamic damper by weakening the force. This modifies the original energy (1) into the two following ways:
where χ D is the characteristic function of D and d > 0 is the strength of the stiffening material. As for (1), the quadratic part of the functionals (2) and (3) are positive and should be minimized on the space H 2 * (Ω). When dealing with E 1 , for any D ⊂ Ω open, we introduce the bilinear form
. Then, for all f ∈ H −2 * (Ω) the minimizer of E 1 satisfies the weak Euler-Lagrange equation
, which has no strong counterpart due to the lack of regularity of the term (1 + dχ D ) that prevents an integration by parts.
On the other hand, due to the lack of regularity of the term (1 + dχ D ), E 2 is not defined for all f ∈ H −2 * (Ω), but it is well-defined for any f ∈ L 1 (Ω); in this case the minimizer satisfies the equation ( 
, which may also be written in its strong form:
Since 0 < σ < 1, both E 1 and E 2 admit a unique critical point in H 2 * (Ω), their absolute minimum. The minimizer may be different for E 1 and E 2 but we will denote both of them by u f,D since it will always be clear which functional we are dealing with. As we have just seen, the solution u f,D satisfies a weak EulerLagrange equation for E 1 (but not a strong one) while it satisfies a strong EulerLagrange equation for E 2 (and not a merely weak one).
Assume that some classes F and D of admissible f and D are given. Take f ∈ F , D ∈ D, and the minimizer u f,D ∈ H 2 * (Ω) ⊂ C 0 (Ω) of E 1 or E 2 , then compute its gap function with its maximal gap:
In this way we have defined the map
and then the best D ∈ D such that
This is our minimaxmax problem.
In the next sections we analyze some classes F and D, where (8) and (9) admit a solution. Note that
is monotone with respect to both the classes F and D but with opposite monotonicity.
Existence Results for the Minimaxmax Problem
We determine some classes F and D of admissible forces and reinforcements for which (8) and (9) admit a solution. The proofs are given in Section 8. We first show that G ∞ D , as in (8), is well-defined for some choices of the class F . Theorem 3.1. For a given open set D ⊂ Ω and p ∈]1, +∞], the maximization problems
admit a solution (in the considered space).
Then, we turn to problem (9) . We introduce some classes D for which it is guaranteed the existence of a solution. 
Here H 1 denotes the one-dimensional Hausdorff measure of a set, and Σ ε represents the ε-tubular neighborhood of Σ, namely the set of points in Ω at distance to Σ less than ε. We recall that by the inner ε-cone property we mean that at every point x of the boundary ∂D there is some truncated cone from x with an opening angle ε and radius ε inside D.
Notice that some of these classes are monotone with respect to set inclusion, namely C ⊂ T ⊂ L, for suitable choices of the parameters N, ε, µ, L. admits a solution whenever the class D is one of those introduced in Definition 3.1 (with the parameters chosen so as to satisfy the area constraint).
f, v , and we observe that
The next result shows that if the reinforcement D is symmetric with respect to the midline then the worst forces f , whose existence is ensured by Theorem 3.1, can be sought in the class of odd distributions. 
If 1 < p < ∞, then any maximizer is necessarily odd with respect to y. If p = ∞ and an odd maximizer f satisfies |f (x, y)| < 1 on a subset of Ω of positive measure, then there exist infinitely many maximizers g ∈ L ∞ (Ω) such that g e = 0 and g L ∞ = 1.
Theorem 4.2 states that, for a symmetric reinforcement D, the maximization of the gap function can be restricted to the class of odd functions. Moreover, differently from Theorem 4.1, if 1 < p < ∞ it says that only odd functions f attain the maximum. On the other hand, in the case p = ∞ oddness may fail, provided that there exists an odd maximizer satisfying the somewhat strange property stated in Theorem 4.2: the reason of this assumption will become clear in the proof of Theorem 4.2 given in Section 9.
Worst Cases on the Free Plate
In this section, we consider the free plate with no reinforcement (D = ∅) so that E 1 and E 2 coincide, and we study problem (10) . For simplicity, for all
Following the suggestion of Theorem 4.1, for any z ∈]0, π[ we focus on the odd distribution
where δ P is the Dirac delta with mass concentrated at P ∈ Ω. Let u z ∈ H 2 * (Ω) be the unique solution of the equation (u z , v) H 2 * = T z , v , for all v ∈ H 2 * (Ω). By the Riesz Theorem, this means that u z is the representative of T z and therefore
For any integer m, set
In Section 11 we prove the following result.
Let us explain how Proposition 5.1 suggests a conjecture for the solution of (10) when D = ∅. Let Υ m be as in (16) and consider the function Φ defined as Φ(
Some numerical computations and (17) suggest that Φ achieves its maximum at x = π/2:
Moreover, by Hölder's inequality, Proposition 5.1, and condition (18), for every
Note that the above application of the Hölder inequality yields a strict inequality whenever z = x. Therefore, after taking the maximum over [0, π] we deduce that G (18) holds, then we would infer
with equality if and only if z = π/2.
This statement would prove that among all concentrated loads on the free edges of the plate Ω, the largest maximal gap is obtained when the load is concentrated (with opposite signs) at the midpoints (π/2, ±ℓ). A numerical support of this fact is provided by Table 1 
10
4 × G It is evident that the worst case is attained for z = π 2 and that the map z → G
is increasing on [0, π/2] (note that it is symmetric with respect to π/2). For later use, we put in Table 1 also the values of G ∞ Tz .
Weakening the Force with Cross-Type Reinforcements
In this section, we minimize the energy E 2 given in (3) finding the explicit solution and, in turn, the explicit gap function for particular choices of forces f and reinforcements D. We take symmetric cross-type reinforcements D ∈ C (see Definition 3.1) with one horizontal arm and 2N + 1 vertical arms for some nonnegative integer N . More precisely, fix 0 < µ < (2N +1)π 4(N +1) , 0 < ε < ℓ, (where the first condition prevents overlapping of vertical arms) and consider the set
We will drop the subscripts in D N ε,µ in order to lighten the notation, writing them when needed to avoid confusion. To compare the effect of the reinforcements on the torsional instability, we are keeping the area of the set D N fixed, indeed we have
(]0, π[) and α > 0 with α ∈ N (since this simplifies some computations), following the suggestion of Theorem 4.2, we consider the odd function
with
where the coefficients Υ m are as defined in (16), and
Then, we obtain an explicit form for the gap function corresponding to problem (6) with f = f α and D = D N , and we analyze its asymptotic behavior as α → +∞.
Theorem 6.1. Let α > 0 with α ∈ N, let u α be the unique solution of (6) In Section 10 we prove Theorem 6.1. We derive the explicit value of β m (α) in (57). Furthermore, we show that G(x) is the gap function corresponding to a solution of the limit problem (58).
We exploit Theorem 6.1 to numerically solve the minimaxmax problem (9). More precisely, we fix ℓ = π/150 and σ = 0.2 (two reasonable values for plates modeling the deck of a bridge, see [19] ). Moreover, we take f α in (20) with g(x) = sin(nx) for n = 1, . . . , 10 and we call f n its H −2 * (Ω) limit as α → +∞ (see Lemma 10.2) and G n the corresponding gap function. Then, we consider
The results are summarized in Table 2 , in terms of the maximal gap G ∞ n . The numerical values in Table 2 have been obtained using the software Mathematica, approximating the Fourier series for G n up to the 250-th term. Table 2 . Numerical values of 10 Several comments are in order. First we notice that, as expected from the statement of Theorem 6.1, the results do not depend on ε. Moreover, µ = 0.3 means that the free edges of the plate are covered by the reinforcement on a percentage of 19% of their length, whereas µ = 0.5 means that such a percentage is 31.8%.
It is worth noting that there is no monotonicity of G ∞ n with respect to either the number of branches, or to the frequency of sin(nx), nor to the reinforcement thickness µ. Also, we observe that each forcing term has its own "best truss" yielding a minimal maximal gap: the pattern is quite clear and it follows a descending diagonal in the two Tables 2. Basically, we see that D n−1 (i.e., the cross with 2n − 1 vertical arms) is the "best truss" for g(x) = sin(nx) and the reason is that the plate is reinforced in the points where g attains either a maximum or a minimum; we did not display all the related lines but the same pattern holds true until N = 10. In particular, if n = 2 we know that D 1 is the best reinforcement since there are parts of the truss under the two extremal points of g(x) = sin(2x), see the left-hand picture in Figure 1 where we depict the longitudinal behavior of g(x) = sin(2x) and the truss D 1 (black spots on the horizontal axis). We remark that some trusses aggravate the torsional instability, i.e., they increase the maximal gap G ∞ n : this is due to a bad combination between the shape of the forcing term g and the location of D. For example, we observe that the reinforcement D 0 improves the performance when g(x) = sin(nx) with n = 1, 2, while for other values of n the torsional performance is worse than that of the unstiffened plate (with D = ∅). We also observe that there are some "anomalous values" of G ∞ n , see e.g., the values corresponding to D 1 and n = 7 or n = 9: they are considerably larger than the other values in the same column and the reason is again that the place where D acts interacts badly with g. In particular, we notice that both sin(7x) and sin(9x) have the same sign in correspondence of
4 that are the centers of the three vertical arms of
, see the right picture in Figure 1 .
Next, we exploit Theorem 6.1 to solve analytically the maxmax problem (8) when D reduces to one horizontal bar (including the free plate). In general, maximizing a Fourier series is a tricky problem that can be solved only for particular choices of the coefficients, see e.g., [20] . This is why we focus on the set Γ of functions g = g(x) satisfying one of the following:
• g(x) = sin(mx) with m ∈ N.
• g(x) = m N γ m sin(mx) with { γ m } m∈N ⊂ ℓ 2 and N ∈ N large enough.
• g(x) = sin(mx) + sin(3mx) with m ∈ N.
•
sin((2m − 1)x) with N ∈ N sufficiently large.
Then, we define the class
, with f α as in (20) and g ∈ Γ and, in Section 10, we prove the following. Theorem 6.2. Let F = F Γ be as above and assume that D =]0, π[×] − ε, ε[ for some 0 < ε < ℓ (i.e., µ = 0 in (19)). Then, the solution of the maxmax problem (8) is given by [lim α→∞ R α sinh(αy)] sin(x), where the limit is in H −2 * (Ω). Theorem 6.2 states that the worst case as α → ∞ corresponds to the function g(x) = sin(x). However, g(x) = sin(x) seems not to be the worst case in general: to see this, compare the values of G ∞ 1 given in Table 2 with
given in Table 1 .
Weakening Resonant Forces with Polygonal Reinforcements
In this section, we intend to study numerically the gap function (7) and the related minimaxmax problem (9) in the case the class F contains some "resonanttype" force f and the class D contains "not-so-nice" domains D ∈ L (see Definition 3.1). Hence, we minimize the energy (3) .
Throughout this section, we fix ℓ = π/150 and σ = 0.2 (two reasonable values for plates modeling the deck of a bridge, see [19] ). Moreover, we assume that tanh(
so that m 2734. Then, for any integer m 2734, the first torsional eigenfunction e m of ∆ 2 with the boundary conditions in (30) having m − 1 nodes in the x-direction and the corresponding eigenvalue ν m are known; see [5] . Notice that
. A detailed analysis of the variation of all the eigenvalues under domain deformations was performed in [21] . We aim to study the effect of a reinforcement D when the force f is at resonance, namely proportional to a torsional (odd) eigenfunction: we take f = e m (x, y). For these functions f we then deal with problem (6) and we seek the best shape of the reinforcement D in order to lower the maximal gap G ∞ D . We numerically study problem (9) within classes of forces (with m from 1 to 5) and of reinforcements D of sets composed by two parallel strips, by triangles, by squares, and by hexagons as in Figure 2: (24) F = {e 1 , ..., e 5 } and D = {Strips, Triangles, Squares, Hexagons} .
The black lines are the thick stiffening trusses D put below the plate and their total area is constant. More precisely, the first plate is reinforced by two parallel trusses of width X = 2ℓ − 2W and width W . Finally, the hexagonal transverse truss is composed of 17 Y -shaped components, alternating upwards and downwards, complemented by two segments at the opposite ends of the plate (playing the role of the oblique branches of Y ), whose measures are ℓ − W for the length of the vertical legs and Z = 0.0215211 (approximated) for the width. These four designs, all belonging to the class L of Definition 3.1, have their own motivation. The first one is the most natural, putting reinforcements only on the two free edges. The triangular truss is the most frequently used by engineers. The third one is also natural, putting the simplest transverse connections between the free edges. Finally, a truss composed of regular hexagons was shown to have better bending performances in [22] where the "boundary effects" were neglected. In fact, what really counts is to have angles of size 2π/3, as in irrigation or traffic problems, see [23] [24] [25] . Let us also mention that it has been known since the 19th century that soap bubbles reach an equilibrium on flat surfaces when the angles between three adjacent bubbles are always 2π/3, see [26] . This angle has the peculiarity to "optimize the distances" and it is therefore interesting to measure its performance also in stiffening trusses. The numerical values for the maximal gap are reported in Table 3 . The class D that we have introduced here could be enlarged by considering also other geometries for D. Regarding the hexagonal design, we actually studied different positions of the intersections in the Y-shaped elements. The results contained in Table 3 are given for elements where the intersections occur on the midline of the plate, hence with the vertical branch having length ℓ, while we performed computations also for cases where the vertical branch is longer or shorter than ℓ. Even though one might expect the gap functions to be monotone or to have a unique minimum point (with respect to the length of the vertical branch), this does not occur, the behavior being very specific depending on the particular resonant force e m considered. In some cases, the maximal gap exits the range we saw in Table 3 :
Proofs of the Existence Results
We first prove the continuity of the map defined in (7). We recall that in all the cases considered for the class F , the weak* topology coincides with the weak topology, except when F = L ∞ (Ω). 
is sequentially continuous when F is endowed with the weak* topology and D is endowed with the L 1 topology.
We denote by u = u f,D and u n = u fn,Dn the corresponding solutions of (5). Recalling (4), (5) with f = f n and D = D n reads (25) (u n , v)
Since f n ⇀ * f in F , the above equality with v = u n yields u n H 2 * C for some C > 0. In particular, u n ⇀ū up to a subsequence in H 2 * (Ω) for somē u ∈ H 2 * (Ω). Next, by adding and subtracting d(u n , v) D in (25), we obtain that, for every v ∈ H 2 * (Ω)
as n → +∞ and similarly (u n , v) D\Dn = o(1). By this, passing to the limit in (26), we conclude that (ū, v) and by linearity we
, a contradiction that proves the first part of Theorem 3.1. Now, let {f n } ⊂ L p (Ω) be a maximizing sequence for (11) such that f n L p = 1. Up to a subsequence and for some f , we have
In particular, by lower semicontinuity of the norms with respect to these convergences,
. Finally, the proof that f L p = 1 follows by arguing as above. (10) is lower semicontinuous while the class of admissible sets D is compact. For this purpose we use the L 1 -convergence of sets, namely the L 1 -convergence of the characteristic functions associated to the sets. Indeed, by its definition (10) and the continuity proved in Proposition 8.1, it follows that the functional G ∞ is lower-semicontinuous with respect to the L 1 -convergence of sets. Therefore, it remains to prove that the classes introduced in Definition 3.1 are compact with respect to this convergence: we do it for each class.
(a) Consider a sequence of crosses {D n } in C: by the Bolzano-Weierstrass Theorem the sequences of points {x 
Moreover, |D| = κ, thanks to the area constraint. Therefore, the class C with area constraint is compact with respect to the L 1 -convergence of sets. (b) To each rectangle R ⊂ Ω we associate its four vertices V 1 (R), . . . , V 4 (R) in such a way that V 1 (R) is the upper-right vertex (i.e., the one with largest y-coordinate in the case such a vertex is unique, otherwise the one with largest x-coordinate) and the remaining V i (R) are ordered clockwise. Consider a sequence of rectangles {R n } all having inradius at least ε: by the Bolzano-Weierstrass Theorem, up to extracting a subsequence (that we do not relabel), the sequence of vertices {V 1 (R n )} converges to some point V 1 ∈ Ω. Up to extracting a further subsequence, the sequence of vertices {V 2 (R n )} also converges to some point V 2 ∈ Ω. Repeating this argument for the remaining vertices, we infer that each of the four sequences of vertices {V i (R n )} converges, up to subsequences, to some point V i ∈ Ω (for i = 1, 2, 3, 4). Let R be the open convex hull of the four points V 1 , . . . , V 4 ; since, by construction, the scalar product of two consecutive sides is (V i (R n )V i+1 (R n ), V i+1 (R n )V i+2 (R n )) = 0 for i = 1, 2, 3, 4, where we set V 5 (R) := V 1 (R) and V 6 (R) := V 2 (R), passing to the limit as n → ∞, and using the continuity of the scalar product it follows that (V i V i+1 , V i+1 V i+2 ) = 0 (for i = 1, 2, 3, 4, where V 5 := V 1 and V 6 := V 2 ). Moreover, since the distance between two consecutive vertices of R n is larger than 2ε for all n, also the inradius of R is at least ε. This implies that the set R is an open rectangle having the distinct vertices V i (R) = V i (for i = 1, 2, 3, 4) . Moreover, by the Lebesgue Dominated Convergence Theorem, it turns out that |R n △R| → 0 as n → ∞; this means that
n . Using the argument above, up to subsequences, we have that |R i n △R i | → 0 as n → ∞ for some rectangles R i all having inradius at least ε. Hence,
The area constraint yields that |D| = κ. Therefore, the class T with area constraint is compact with respect to the L 1 -convergence of sets. (c) Let Σ n be a sequence of closed connected sets with
From the Blaschke Selection Theorem and the Go lab Theorem (see e.g. [27, Theorem 4.4.17]), up to a subsequence we know that Σ n → Σ with respect to the Hausdorff distance, where Σ is a closed and connected set with H 1 (Σ) L. Then the distance function to Σ n converges to the distance function to Σ uniformly on Ω. This, with the fact that the Lebesgue measure of the set ∂K ε = {x ∈ Ω : dist K = ε} is zero, implies that K ε n converges in L 1 to K ε (see [28] ). 
Proofs of the Symmetry Results
Theorem 4.1. Let f ∈ H −2 * (Ω) be such that f H −2 * = 1 and consider the solution u f ∈ H 2 * (Ω) of (5). Since D is symmetric, following the decomposition (13) we may rewrite (5) as (27) For the proof of Theorem 4.2 we need the following result.
Ω). By linearity and by (27), its solution is
Moreover: -if p = 1 then the inequality in (28) 
, then the inequality is strict if and only if φ e (x) = 0 in every point x where |φ| attains its maximum.
, the inequality (28) follows from the Minkowski inequality and the symmetry of ] − a, a[. If p = 1, then the Minkowski inequality, just used to obtain (28), reads
|φ(x)| dx so that it reduces to an equality if and only if
for a.e.
x ∈] − a, a[. This means that |φ e (x)| |φ o (x)| for a.e.
x ∈] − a, a[. Since this is a necessary and sufficient condition, the statement for p = 1 is proved.
If p ∈]1, +∞[, the Minkowski inequality is itself obtained via an application of Hölder's inequality and equality holds if and only if the two involved functions are multiples of each other. In the present situation, this means that φ(x) = αφ(−x) for some α = α(p) < 0 and for a.e. x ∈] − a, a[. The only possibility is that α = −1, which means that φ = φ o and φ e ≡ 0. Since this is a necessary and sufficient condition, also the statement for p > 1 is proved.
If p = ∞, we claim that equality holds in (28) if and only if there exists
, which proves that φ e (x n ) → 0 since otherwise one of |φ(±x n )| would tend to exceed φ L ∞ . The claim is so proved and therefore the strict inequality occurs in the opposite situation: this proves the first statement.
In the case, where φ ∈ C 0 ([−a, a]), the sequences just used to prove the statement may be replaced by their limits. If
recalling that f e plays no role in the value of the gap function, we obtain f L p = 1 and G 
and
; we first focus on the auxiliary problem
Indeed, if w α solves (30), then a multiple of its odd part
solves problem (6) −αℓ + o(e −αℓ ) as α → +∞, the limit of the gap function corresponding to u α and the asymptotic behavior of the corresponding coefficients are exactly the same as those for w α . Now, we focus on the explicit solution of the auxiliary problem. We expand
Then, if we set (32)
for every x ∈]0, π[ and every
where the coefficients γ m are as defined in (22), while if we set γ m = γm 1+d , we have
1+d = ∞ m=1 γ m sin(mx) for all x ∈]0, π[ and y ∈] − ε, ε[. In the sequel, we will need the following constants (only depending on m, α and ε):
The following statement allows us to determine the explicit solution of (30).
. For α 0 with α ∈ N, let K α be as in (29). Then, the unique solution of (30) is given by
with, for i = 1, . . . , 3,
and the constants
, and In order to solve the problem, we split the domain Ω into three rectangles:
where I N is as defined in (32). We also have to add the junction conditions:
(43) w1 = w2 , (w1)y = (w2)y , (w1)yy = (w2)yy , (w1)yyy = (w2)yyy , in ]0, π[×{ε} (44) w2 = w3 , (w2)y = (w3)y , (w2)yy = (w3)yy , (w2)yyy = (w3)yyy
By (33), and recalling that α ∈ N, φ may be written as
and this series converges in H 2 (]0, π[) and, hence, uniformly. We will also need the constants
Let us now restrict our attention to R 1 . By the system (45), we have that
Hence, if we introduce the auxiliary function v 1 (x, y) := w 1 (x, y) − K α e αy φ(x) with w 1 solving (40), we see that v 1 solves
We seek solutions of (46) by separating variables, namely we seek functions
and the equation in (46) yields 
The two boundary conditions on ]0, π[×{ε, ℓ}, see (46), become respectively
for all x ∈]0, π[. Hence, from the Fourier expansion of φ, we deduce that ( 
Similarly, for R 3 we introduce the function v 3 (x, y) := w 3 (x, y) − K α e αy φ(x), with w 3 solving (42), and we see that v 3 satisfies
By separating variables, we seek functions
and then Y 
Finally, let γ m be the Fourier coefficients of g, see (31), and
1+d with φ as above and w 2 solving (41), and we see that v 2 satisfies
We seek again solutions of (49) by separating variables, namely we seek functions (48) and (49), we obtain a 4 × 4 system in the unknowns A 2 , B 2 , C 2 , D 2 which decouples into the following 2 × 2 systems: where the G i = G i (m, α, ε) are defined in (37). The solutions of the above systems are given in (38) and, combined with (39), allow us to write the explicit form of w 1 , w 2 and w 3 .
To complete the proof of Proposition 10.1 we show that the series defining w α converges in the next lemma.
then the series defining w α in Proposition 10.1 converges uniformly in Ω up to the second derivative.
Proof. We start by studying the uniform convergence of the series which defines w 1 . We have
From the following relations
and after some lengthy calculations, as m → +∞, we get
for some K 1 , K 2 ∈ R \ {0}. Hence, as m → ∞, we have
On the other hand, as m → +∞, we have
for some K 3 , K 4 ∈ R \ {0}. Hence, since as m → +∞ we have
we conclude that
The above equalities, together with (51) and the summability of the coefficients γ m and γ m , prove the uniform convergence of the series defining w 1 up to the second derivative. Next,we consider w 2 . We estimate
Since as m → +∞ we have
from (50) we deduce that
This, jointly with (52) and the summability of the coefficients γ m , γ m , proves the uniform convergence of the series defining w 2 up to the second derivative. The computations for w 3 are similar to those for w 1 and we omit them. Now, we focus on the limiting behavior of w α as α → +∞. We first determine the limit of h α .
Lemma 10.2. Let C g be as in (29) and I N be as in (32). As α → +∞ we have that h α → h in H −2 * (Ω), where h ∈ H −2 * (Ω) is defined as follows
The proof is a consequence of an integration by parts, similar to that of Lemma 11.1 below and therefore we omit it. Next, we set (53) w(x, y) =
where
,
with γ m as in (22) . The following lemma holds.
Lemma 10.3. Let w α be the unique solution of (30), w be as in (53) and h be as in Lemma 10.2. Then, as α → +∞, we have that w α (x, y) → w (x, y) in H 2 * (Ω) and w is the unique solution of the problem (29), (34), and (36), as α → +∞, we have
Hence, recalling the definition of the constants A i , B i , C i , D i given in (38) and (39), for i = 1, 2, 3, we deduce that
Therefore, by exploiting the summability of the coefficients in the series defining w α , we conclude that w α → w a.e. in Ω, as α → +∞.
On the other hand, by Lemma 10.2, there holds h α → h in H −2 * (Ω) as α → +∞. Let w h ∈ H 2 * (Ω) be the unique solution of (54), so that clearly
, w α → w h in H 2 * (Ω) and uniformly in Ω. Hence, w ≡ w h and this concludes the proof of the lemma.
Proof of Theorem 6.1. By Proposition 10.1, the gap function corresponding to w α is G α (x) = w 1 (x, ℓ) − w 3 (x, −ℓ) = ∞ m=1 ξ m (α) sin(mx) with the coefficients
while the gap function corresponding to w can be written as the function G (x) = w (x, ℓ) − w (x, −ℓ) = ∞ m=1 β m sin(mx) with the coefficients
where the coefficients Υ m are as defined in (16) . Since, by Lemma 10.3, the function w α converges to w uniformly in Ω, we have
and so the right-hand side converges to zero.
Next, we specify the asymptotic behavior of ξ m (α). To this end, by Proposition 10.1, we note that, as α → +∞, the following estimates hold
Recalling the definition of ξ m (α), we conclude that, as α → +∞,
with ω m as in (21) . In view of the discussion at the beginning of this section, the statement of Theorem 6.1 now follows simply by setting
with ξ m (α) as given in (55). Notice that we still denote by G α (x) the gap functions corresponding to u α . Furthermore, by Lemma 10.3, u α (x, y) → u (x, y) in H 2 * (Ω) where u is the odd part of the unique solution of problem (54). Namely, u is the the unique solution of the problem • Let m be a positive integer, and take g(x) = sin(mx) + sin(3mx). By the prosthaphaeresis formulas, g(x) = 4 sin(mx) cos 2 (mx) and we compute the value of C g in (29). By putting x k = (k/m)π with k = 0, ..., m, for m = 2n we have
(sin(mx) + sin(3mx)) dx , while for m = 2n + 1 we have
In any case, we get that C g = 8/3. Furthermore, by Theorem 6.1 we have
where in the last step we exploit the monotonicity of the map n → Υ n . Finally, some lengthy computations reveal that 3F 3 < F 1 , hence G ∞ Υ 1 holds also for g(x) = sin(mx) + sin(3mx).
• Take g(x) = g N (x) = N m=1 sin((2m − 1)x) for N ∈ N sufficiently large, to be fixed later. It is known that g N (x) = sin 2 (N x)/ sin(x) for x ∈]0, π[, see [20, p.73] . Hence,
By this and Theorem 6.1 we deduce that
for N sufficiently large, since the last summation converges when N → +∞. This concludes the proof of Theorem 6.2. (15)) be the gap functions corresponding to the solutions of (5) with f = f α,η and f = T z , respectively. As (α −1 , η) → (0, 0) we have that G α,η (x) → G Tz (x) uniformly on [0, π].
Proof. We first claim that f α,η → T z in H with Υ m as defined in (16) . This completes the proof of the lemma.
Conclusions, Perspectives and Open Problems
With possible applications to the deck of a footbridge or a suspension bridge, this paper deals with the problem of minimizing the torsional displacements of partially hinged reinforced plates. We showed that the gap function (7) is extremely useful to measure the torsional instability and that it gives hints on how to compare the torsional performances of different plates through the minimaxmax problem (9), namely a robust shape optimization in the worst case setting. The demonstrated existence results prove that the problem is well-defined and, in some cases, it also allows to find properties of the worst force. On the other hand, some meaningful problems prove themselves to be very difficult to handle and optimal elements are hardly characterizable. This led us to provide some conjectures that we now motivate in detail.
There are other classes D where the minimum problem (9) admits a solution but the ones in Definition 3.1 appear particularly appropriate for engineering applications. A quite general class of admissible domains, where it is possible to define problem (9) , is that of measurable sets with uniformly bounded De Giorgi perimeter and fixed area. In this setting, thanks to a compactness result for BV functions, the existence of a solution is still guaranteed. Therefore, we point out that it could be interesting to know if such a solution has enough regularity and geometrical properties to belong to one of those classes of Definition 3.1.
When D = ∅, namely in the free plate case, in Proposition 5.1 we provide the explicit representation of the gap function when the load is concentrated on the boundary. The same statement seems out of reach for more general load, that is for odd distributions such as δ (z,w) −δ (z,−w) 2
, with z ∈]0, π[ and w ∈ [0, ℓ[. Nevertheless, it is reasonable to expect that the gap function amplifies whenever w → ℓ and z remains fixed. For this reason, we expect T π/2 to be the worst case among all possible normalized couples of odd concentrated loads. This leads to the following. The worst case problem (10) may also be set up in different (smaller) classes of loads such as L p -spaces and one has the maximization problem (11), see Theorem 3.1. We have no guess about the possible solutions of (11) when p ∈]1, ∞[. We also suspect that there exists no maximizer for (11) in L 1 (Ω); see Section 6. Moreover, we believe that the strange property stated in Theorem 4.2 for p = ∞ may not be fulfilled since we expect the following.
Conjecture 12.2. Let p = ∞. For every D ⊂ Ω, the unique maximizers of the problem (11) are the odd function f (x, y) = y/|y|, y = 0, and its opposite −f .
Finally, as concerns the most ambitious goal to solve the minimaxmax problem (9), we conclude by stating two conjectures which are supported by numerical computations. More precisely, Table 2 in Section 6 suggests the following. Conjecture 12.3. Let F and D be as in (23) . The optimum of the minimaxmax problem (9) is the couple (f 1 , D 0 ). Table 3 in Section 7 shows that the least G ∞ D is obtained for strips, then squares, hexagons, while the largest G ∞ D is obtained for triangles. This is somehow surprising since squares are expected to be in between triangles and hexagons. Moreover, Table 3 suggests the following.
Conjecture 12.4. Let F and D be as in (24) . The optimum of the minimaxmax problem (9) is the couple (e 1 , Strips).
