We give a description of stable probability measures relative to free additive convolution. The definition of domain of attraction is given, and a proof is provided of the noncommutative analogue of Levy Theorem.
Introduction
The aim of this paper is to extend some well-known classical results to the case of additive free convolution of probability measures.
The theory is developed in the context of noncommutative probability. Here the notion of independence of random variables is replaced by the notion of freeness; the distribution of a sum of free random variables is the free additive convolution of the distributions. The free additive convolution arises naturally from the noncommutative theory of free products; see [3, 9, 10, 11] for a background of this noncommutative theory.
The paper is organized as follows. Section 2 contains some basic definitions from free probability theory of unbounded random variables. Section 3 presents a review of the relation between the additive convolution and the Cauchy transform of a probability measure. In Section 4 we give the definition of ffl-infinitely divisible measure (i.e., infinitely divisible with respect to free additive convolution) along with some basic theorems, and we prove that the limit of certain weighted sums of free, identically distributed random variables is ffl-infinitely divisible. Further we introduce the concept of a stable law. In Section 5 we provide the definition of domain of attraction and we prove that, as in the classical case, a law is stable if and only if it has a non-empty domain of attraction. Finally we focus our attention on weighted sum of free, identically distributed random variables with a ffl-infinitely divisible distribution p. Here we show that the Central Limit Theorem holds if and only if p has finite variance.
Preliminaries
We recall some of the basic facts on the theory of free unbounded random variables from [1] . We call a noncommutative probability space a pair (sf, tp), where sé is a complex unital noncommutative algebra, and <p : sé -> C is a linear functional such that cp(l) = 1 . If sé is a von Neumann algebra and r a normal faithful trace, the space (sé , x) will be called a noncommutative tracial W*-probability space or more simply a W* -probability space. In this paper we will always work with a W* -probability space (sé , x).
A bounded random variable in (sé, x) is simply a selfadjoint element of sé . An interesting purely noncommutative formal analogue of classical independence is the notion of freeness. The analogy is that around freeness, several concepts can be developed similar to those around independence. A family of von Neumann subalgebras {séj}iej asé in a W* -probability space is said to be free if x(axa2 ...a") = 0 whenever x(a¡) = 0, a¡ £séij, and ix / i2^ ... / i" . A family of random variables is said to be free if the von Neumann algebras they generate are free. It is interesting to point out that like for classical probability the expectation of the product of two independent random variables is the product of the expectations, here for two free random variables A, Y £ sé we have that x(XY) = x(X)x(Y).
Using the GNS construction, we may always think of our von Neumann algebra as acting on a Hubert space H. A selfadjoint operator X on H is said to be affiliated with sé if all its spectral projections are in sé . More generally a closed densely defined operator Y on H is affiliated with sé if it has a polar decomposition Y = uX, with u£sé and A affiliated with sé . Following the notation of [ 1 ] we denote the set of all operators on H affiliated with sé by sé , and the subset of selfadjoint operators by sésa . It is well-known (see [8] ) that sé is an algebra (recall that sé is finite), i.e., if X, Y £ sé then X + Y and XY are densely defined, closable, and their closures are in sé . Moreover, if X, Y £ sésa then the closure of X + Y is in sésa .
An unbounded random variable is an element of sé¡a ■ Denote the spectral measure of an operator X £ sésa by Ex : ¿@(R) -> sé (where ¿@(R) are the Borel sets of the real line R), hence X can be written as A= ¡+XkdEx(k).
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We say that a family {Ar,},€/ of selfadjoint random variables is free if the von Neumann algebras {séj}¿e¡ generated by the elements of the form f(X¡), with / a continuous bounded function on R, are free.
Given a IF*-probability space (sé , x) and a random variable X £ sésa , we define the distribution px of A to be the unique probability measure on R satisfying the equality px(a) = x(Ex(a)), for every a e &(R).
As in the classical case we define the distribution function 3^ as &~x = //^((-oo, t)). It is worth recalling that the measure px is compactly supported if and only if X £sé .
An important result is that given a family {i>,-},-6/ of probability measures on R, it is possible to find a IF*-probability space (sé , x) and a family {A;},e/ of free random variables such that, for all i £ I px¡ = v¡ (see [1] ).
The concept of freeness allows us to define without ambiguity the free additive convolution (indicated by ffl) between two distributions. Indeed, it can be shown that if A and Y are two free random variables then px+Y depends only on px and /i y , so it is possible to define the operation ffl in the following way: px ffl pY = px+Y . By the above remark, given two probability measures p and v , we find a W*-probability space (sé , x) and two free random variables X, Y £ sésa such that px = p and pY = v. Thus it makes sense to define p ffl v = px+Y . Therefore the additive convolution is an operation defined on the space of probability measures on R.
Additive convolution and <7>-functions
In this section we present some background results from [1] about the analytical method for the calculation of additive free convolution.
Given a probability measure p on R, consider the corresponding Cauchy transform 7-oo z l
Since Gfi(z) = Gß(z), the behavior of Gß in the lower complex half-plane Cĩ s determined by its behavior in the upper half-plane C+ . It is clear that Gß maps C+ into C~ . It is useful to introduce also the "reciprocal of Gß defined as Fß(z) = \/Gß(z). We will use the following notation. Observe that the function F~x can be extended by symmetry to the domain Í2* = (k : k £ Q.}. We are now ready to define the ^-function of a probability measure p by <t>ii(z) ~ Fp (z) -z ■ The basic property of the ^-functions is that, given two probability measures px and p2 it follows that 4>filaß2 = <j>ßt + <f>ß2. Thus the 0-function is the noncommutative analogue of the logarithm of the characteristic function in classical probability. The functions which are t/3-functions of probability measure are completely characterized (see [1] ). Here we are interested to the continuity properties of the passage p -► <pß. For this purpose we state the following result. The ^-function of a ffl-infinitely divisible measure can be written in a canonical form. This is the content of the next theorem from [1] . Theorem 4.2. The following hold. 
We can better characterize ffl-infinitely divisible measures with finite variance as follows. The result is an easy consequence of [7] . where C < oo. Therefore by [7] (cf. Theorem 6.1), p has finite variance not exceeding C. Conversely suppose that p has finite variance. By [7] (cf. 
So, by the uniqueness of the Nevanlinna representation, we get that à = a and a = a . Therefore a has finite variance. D Another consequence of Theorem 4.2 is the following result. Therefore, using again Theorem 4.2, the result is proved, d
We want now to begin a discussion, which will be developed further in the next section, about the properties of limit distributions of certain averages of free, identically distributed (f.i.d.) random variables. Notice that if A" is a random variable in a W^-probability space, and c is a positive constant, then So the assertion is proved. Notice further that is defined in So if we set we get that i//n is defined in Note that it is enough to require that the above equality holds for every a > 1 .
The following corollary is a direct consequence of the above remarks.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The next result, whose proof may be found in [1] , gives a complete characterization of stable analytic functions (and hence of stable laws). (v) <j)(z) = a + blogz, a £ C" UR and b < 0.
In the sequel we will refer to a as the exponent of the stable law. A stable law of exponent 1 has a (/3-function of type (i), (ii) or (v). If for a suitable choice of the constants Bn and An the distribution of Z" converges weakly to a non-degenerate measure p (i.e., a measure not concentrated in one point), we say that v is attracted to p. The set of all probability measures attracted to p is called the domain of attraction of p.
Domains of attraction
The exclusion of degenerate measures serves to eliminate the trivial situation where A" converges to a finite number while Bn increases so rapidly that the random variable B~X(XX + ... + X") tends in distribution to zero. We already know from Proposition 4.5 that a probability measure with a non-empty domain of attraction is ffl-infinitely divisible. Our main result, which is the formal analogue of the classical theorem proved by Levy (see [4, 5] ), is expressed in the following theorem. We first establish the following lemma. uniformly on the compact subsets of Ya, j, cTatß. Applying Proposition 3.2 once more to <f>ßn we see that B"+x/B" is bounded away from zero and infinity. Indeed, suppose that Bn+X/B" is not bounded away, for example, from zero. Then, provided that we pass to a subsequence, we have that, for every fixed z in the truncated cone ra-1 ß,, the left-hand side of the second equation goes to zero. Hence there exists N > 1 such that B"+X/Bn £ [l/N, N] for every n .
Let us denote throughout the rest of the proof Hence, using the above notation, uniformly on the compact subsets of Ta ^ . In particular, for every z e ra ^ , we have and l^(^z) + ^(|z))^^(z).
So, using the same argument of Lemma 5.3, and recalling that a" converges to a, we get that b" is bounded away from zero and infinity. Moreover the two equations above tell us that in fact bn must converge to a limit b. This forces Kn to converge to a finite limit K. By Proposition 3. Thus p belongs to its own domain of attraction. □ Our next goal is to give a precise characterization of the coefficients B" which appear in the weighted sum. For this purpose we need first a definition. It is clear that for every / = 0, 1, ... ,m-\ the random variables S'" are free and have the same distribution. Denote by vn the common distribution of S'" and by pn the distribution of Z" . Then, denoting Again, as in Lemma 5.3 we get that cn must converge to a finite limit c. Since for every n the equality 3f0""(z) = 30^ (z) holds for any z in certain truncated cone, it follows that, for z big enough, z in the truncated cone, 3f^(z) = 9^^(cz)) This equality, by the Identity Theorem (for harmonic functions), holds for every z e C+. Since p is stable and non-degenerate, its <f>-function is given by (ii), (iii), (iv) or (v) of Theorem 4.9. In any of these four cases, it follows directly by the above relation that c = mi with a £ (0, 2], i.e., In the sequel, we will denote yn.r by yr.
We should mention that the case a = 1 is somewhat important even if the attracting measure is degenerate, since is related to the noncommutative weak law of large numbers [2, 6] .
If the attracted measure has finite variance, we can provide a stronger result. Proof. Easily follows from Maassen Central Limit Theorem [7] . □
We have then a complete correspondence with the classical probability theory (see [4, 5] ).
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It was shown in Theorem 5.5, that the constants Bn determining attraction to a stable law of exponent a are necessarily of the form Bn = n°h(n) , where h(n) is slowly varying. The most interesting case, for convergence to the semicircle law, is that in which B" = kn« , for k > 0 constant. On the other hand, any stable law of exponent a belongs to its own domain of attraction, with B" = kn° . This suggests the following definition. In the following we want to apply the results we obtained to the case of f.i.d. random variables with a ffl-infinitely divisible distribution. Theorem 5.9. In order that a ^-infinitely divisible law belong to the normal domain of attraction of the semicircle law, it is necessary and sufficient that it have finite variance.
Proof The sufficiency follows from the Maassen Central Limit Theorem [7] . To prove the necessity, let {Xn}^=l be a sequence of f.i.d. random variables in a IF*-probability space with common distribution v . By Theorem 4.2, there exist a £ R and a positive measure er such that r+°° l + tz <f>v(z) = a + -da(t) . 
