Abstract: We study inverse spectral problems for ordinary differential equations on compact star-type graphs when differential equations have different orders on different edges. As the main spectral characteristics we introduce and study the so-called Weyl-type matrices which are generalizations of the Weyl function (m-function) for the classical Sturm-Liouville operator. We provide a procedure for constructing the solution of the inverse problem and prove its uniqueness.
Introduction
We study inverse spectral problems for ordinary differential equations on compact star-type graphs when differential equations have different orders on different edges. Boundary value problems on graphs (spatial networks, trees) often appear in natural sciences and engineering (see [12-14, 19, 22, 23] ). Inverse spectral problems consist in recovering operators from their spectral characteristics. We pay attention to the most important nonlinear inverse problems of recovering coefficients of differential equations (potentials) provided that the structure of the graph is known a priori.
For second-order differential operators on compact graphs inverse spectral problems have been studied fairly completely in [3, 4, 25, 28, [31] [32] [33] and other works. Inverse problems for higher-order differential operators on graphs were investigated in [29, 30] . For noncompact graphs the theory is only at the beginning. Some aspects of the inverse problem theory for noncompact graphs were considered in [5, 7, 10, 11, 18, 34] . We note that inverse spectral problems for second-order and for higher-order ordinary differential operators on an interval (finite or infinite) have been studied by many authors (see the monographs [2, 6, 8, 15, 17, 24, 26, 27] and references therein).
In this paper we study inverse spectral problems for variable order differential operators on compact star-type graphs. More precisely, differential equations have different orders on different edges. Such type of differential equations on graphs arise in various problems in mathematics as well as in applications (see, for example, [21] and references therein). As the main spectral characteristics in this paper we introduce and study the so-called Weyl-type matrices which are generalizations of the Weyl function (m-function) for the classical Sturm-Liouville operator (see [16] ), of the Weyl matrix for higher-order differential operators on an interval introduced in [26, 27] , and generalizations of the Weyl-type matrices for higher-order differential operators on graphs (see [29, 30] ). We show that the specification of the Weyl-type matrices uniquely determines the coefficients of the differential equation on the graph, and we provide a constructive procedure for the solution of the inverse problem from the given Weyl-type matrices. For studying this inverse problem we develop the ideas of the method of spectral mappings [26, 27] . The obtained results are natural generalizations of the well-known results on inverse problems for differential operators on an interval and on graphs.
The Weyl-type matrices
Consider a compact star-type graph T in R Fix N and such that 1 < N < and 0 < < . Consider the following differential equation on T :
where λ is the spectral parameter, µ ( ) are complex-valued integrable functions. Thus, the differential equations have order on 1 , and order N on
+1
. We call = { µ } the potential on the edge , and we call = { } =1 the potential on the graph T . Consider the linear forms
where γ νµ are complex numbers, γ ν = γ νν = 0, ν = 0 − 1 for = 1 , and ν = 0 N − 1 for = + 1 . The linear forms U ν will be used in matching conditions in the internal vertex 0 for special solutions of equation (1) . Fix = 1 . Let {C ( λ)}, = 1 for = 1 , and = 1 N for = + 1 , be the fundamental system of solutions of equation (1) 
Case 2. If = 1 and = N − 1, then Ψ satisfies the following boundary conditions (5) and the matching conditions (6) :
Case 3. If = + 1 and = 1 N − 1, then Ψ satisfies the boundary conditions (7) and the matching conditions (8) :
Matching conditions for Ψ are generalizations of Kirchhoff's matching conditions for Sturm-Liouville operators on graphs [28] and matching conditions for higher-order differential operators on graphs [29] . The function Ψ is called the Weyl-type solution of order with respect to the boundary vertex . Define additionally ψ ( λ) = C ( λ) for = 1 , and ψ N ( λ) = C N ( λ) for = + 1 . We introduce the matrices M (λ), = 1 , as follows:
• For = + 1 we put
It follows from the definition of Ψ that M µ (λ) = δ µ for ≥ µ, and det M (λ) ≡ 1. The matrix M (λ) is called the Weyl-type matrix with respect to the boundary vertex . Inverse problems are formulated as follows.
Inverse Problem 1.
Given {M (λ)} =1 −1 , construct on T .
Inverse Problem 2.
Given {M (λ)} =2 , construct on T .
We note that the notion of the Weyl-type matrices is a generalization of the notion of the Weyl function (m-function) for the classical Sturm-Liouville operator [8, 16] and is a generalization of the notion of Weyl matrices introduced in [26, 27, 29, 30] for higher-order differential operators on an interval and on graphs. Thus, Inverse Problems 1-2 are generalizations of the well-known inverse problems for differential operators on an interval.
We also note that in Inverse Problems 1-2 we do not need to specify all matrices M (λ), = 1 ; one of them can be omitted. This last fact was first noticed in [28] , where the inverse problem was solved for the Sturm-Liouville operators on an arbitrary tree. Later this fact was also used in [1] and other works.
In Section 3 properties of the Weyl-type solutions and the Weyl-type matrices are studied. Section 4 is devoted to the solution of auxiliary inverse problems of recovering the potential on a fixed edge. In Section 5 we study Inverse Problems 1-2. For these inverse problems we provide constructive procedures for the solutions and prove their uniqueness.
Let us briefly explain the main ideas for constructing the solution of Inverse Problem 1 (for Inverse Problem 2 calculations are similar). At the first step, we solve auxiliary inverse problems (see Section 4) for each fixed = 1 − 1, and find the potential on the edge from the given M (λ). For this purpose we develop the ideas of the method of spectral mappings [26, 27] . At the second step, using information on , = 1 − 1, we construct the classical Weyl-type matrix (λ) related to the edge . The last step is a classical one: we construct the potential on the edge from the given (λ) (this procedure was first described in [26, 27] ). 
Auxiliary propositions
It follows from the definition of the Weyl-type solutions that
In particular, in view of (2), this yields det
for each fixed = 1 , where µ = 1 for = 1 , and µ = 1 N for = + 1 . Using the fundamental system of solutions {C ( λ)}, one can write
where the coefficients M µ (λ) do not depend on . In particular, M µ (λ) = M µ (λ). Substituting (11) into boundary and matching conditions for the Weyl-type solutions Ψ , we obtain a linear algebraic system with respect to M µ (λ). Solving this system by Cramer's rule one gets
where the functions ∆ µ (λ) and ∆ (λ) are entire in λ. Thus, the functions M µ (λ) are meromorphic in λ, and consequently, the Weyl-type solutions and the Weyl-type matrices are meromorphic in λ. In particular,
where
, is the characteristic function for the boundary value problem L µ , and its zeros coincide with the eigenvalues of L µ .
Let λ = ρ . The ρ-plane can be partitioned into sectors S of angle π/ (arg ρ ∈ (νπ/ (ν + 1)π/ ), ν = 0 2 − 1) in which the roots R 1 R 2 R of the equation R − 1 = 0 can be numbered in such a way that
. It is known [20, Chapter 1] that for each fixed = 1 , on the edge there exists a fundamental system of solutions of equation (1), {E ( ρ)} =1 with the following properties:
• For each sector S with property (13), the functions E (ν−1) ( ρ), ν = 1 , are analytic in ρ ∈ S, |ρ| > ρ * , and are continuous for ∈ [0 ], ρ ∈ S, |ρ| ≥ ρ * .
• As |ρ| → ∞, ρ ∈ S,
where ν = 1 , = 1 and
). The set of functions {E ( ρ)} =1 is called the Birkhoff-type fundamental system of solutions on the edge . 
Let {E ( σ )} =1 , = + 1 , be the Birkhoff-type fundamental system of solutions on the edge . In particular, as
where ν = 1 N, = + 1 and
).
For the existence and "regular behavior" of the Weyl-type solutions and the Weyl-type matrices, one needs certain restrictions on the coefficients γ ν from the matching conditions (see [29] for details). In order to formulate regularity conditions for matching we introduce the following auxiliary linear algebraic systems D 0 ( = 1 ; 1 ≤ ≤ − 1 for = 1 , and 1 ≤ ≤ N − 1 for = + 1 ) with respect to the coefficients B µ . Case 1. If = 1 and = 1 N − 1, then D 0 has the form
Case 2. If = 1 and = N − 1, then D 0 has the form 
We assume that 0 = 0, for each , and sectors S S are with properties (13) and (15) . This condition is called the regularity condition for matching. Differential operators on T , which do not satisfy the regularity condition, possess qualitatively different properties for the formulation and the investigation of inverse problems, and are not considered in this paper; they require a separate investigation. We note that this condition is a generalization of the regularity condition for Sturm-Liouville operators on graphs (see [9] ) and the regularity condition for higher-order differential operators on graphs [29] . In particular, for the so-called standard matching conditions [28] , it is satisfied obviously. Now we are going to study the asymptotic behavior of the Weyl-type solutions. Denote 
where the coefficients A µ (ρ) do not depend on . Here and below we assume that arg ρ = const, when |ρ| → ∞. Let = 1 , and let ( λ) be a solution of equation (1) on the edge under the conditions
where the coefficients B µ (ρ) do not depend on .
Proof. Using the fundamental system of solutions {E µ ( ρ)} µ=1 , one can write
Substituting (20) into (17) we obtain a linear algebraic system with respect to
of this system has the asymptotics A (ρ) = Ω +O(ρ
) as |ρ| → ∞. Solving the system by Cramer's rule and taking (14) into account we get
where µ are constants. Substituting (21) into (20) and using (14) we arrive at (18) . Relations (19) are proved analogously.
The following lemma can be proved similarly. 
where the coefficients A µ (σ ) do not depend on . Here and below we assume that arg σ = const, when |σ | → ∞. 
where the coefficients B µ (σ ) do not depend on .
Lemma 3.3.
Fix = 1 and a sector S with property (13) . For ∈ (0 ), ν = 0 − 1, = 1 , the following asymptotic formula holds:
Fix = + 1 and a sector S with property (15) . For ∈ (0 ), ν = 0 N − 1, = 1 N, the following asymptotic formula holds:
Proof. For = , (22) 
Case 2. If = 1 and = N − 1, then
Case 3. If = + 1 and = 1 N − 1, then
Denote
Substituting (24), (25) and (26) into matching conditions (4), (6) and (8), respectively, we obtain a linear algebraic system D with respect to the coefficients A µ . The determinant (λ) of this system has the asymptotics
inside the sectors S and S . In order to solve the linear algebraic system D (λ), we use the classical Cramer's formula. For the denominator we have the asymptotics (27) . Taking (13) and (14) into account, we calculate the numerator, and arrive at the following estimates
These calculations are standard and similar to those in [29] . Substituting (28) into (24)- (26) we arrive at (22)- (23).
It follows from the proof of Lemma 3.3 that one can also get the asymptotics for ψ (ν) ( λ), = ; but for our purposes only (22) - (23) is needed.
Auxiliary inverse problems
In this section we consider auxiliary inverse problems of recovering differential operator on each fixed edge. Fix = 1 , and consider the following inverse problem on the edge .
Inverse Problem 3.
Given the Weyl-type matrix M , construct the potential on the edge .
In this inverse problem we construct the potential only on the edge , but the Weyl-type matrix M brings a global information from the whole graph. In other words, this problem is not a local inverse problem related only to the edge . Let us prove the uniqueness theorem for the solution of Inverse Problem 3. For this purpose together with we consider a potential . Everywhere below if a symbol α denotes an object related to , then α will denote the analogous object related to . Proof. Let for definiteness = 1 (the case = + 1 is treated similarly). Denote
( λ) ν =1 . Then relations (9) can be written in the form
where T is the sign for the transposition. According to (2) and (10),
We define the matrix
. Taking (30) into account we calculate
It follows from (31) and Lemma 3.3 that for ∈ (0 ), = 1 , |λ| → ∞, arg λ = θ = 0 π, one has
We transform the matrix P ( λ). For this purpose we use (29):
In view of (30) we conclude that for each fixed , the matrix-valued function P ( λ) is an entire analytic function in λ of order 1/ . Together with (32) this yields
λ , and hence = . Theorem 4.1 is proved.
Using the method of spectral mappings one can get a constructive procedure for the solution of Inverse Problem 3. It can be obtained by the same arguments as for -th order differential operators on a finite interval (see [27, Chapter 2] for detais). Note that like in [27] , the nonlinear Inverse Problem 3 is reduced to the solution of a linear equation in the corresponding Banach space of sequences. The unique solvability of this linear equation is proved by the same arguments as in [27] .
Now we define an auxiliary Weyl-type matrix with respect to the internal vertex 0 and a fixed separate edge , = 1 . Case 1. Fix = 1 . Let ( λ), = 1 , be solutions of equation (1) 
Inverse Problem 4.
Fix = 1 . Given the Weyl-type matrix , construct the potential on the edge .
This inverse problem is the classical one, since it is the inverse problem of recovering a higher-order differential equation on a finite interval from its Weyl-type matrix. This inverse problem has been solved in [27] . In particular, the following uniqueness theorem has been proved in [27] .
Theorem 4.2.
Thus, the specification of the Weyl-type matrix uniquely determines the potential on the edge .
Moreover, in [27] an algorithm for the solution of Inverse Problem 4 is given, and necessary and sufficient conditions for the solvability of this inverse problem are provided.
Solution of Inverse Problems 1 and 2
In this section we obtain constructive procedures for the solutions of Inverse Problems 1-2 and prove their uniqueness. First we prove an auxiliary assertion.
Lemma 5.1. Proof. Fix = 1 and = 1 \ . Denote ( λ) = ψ
. The function ( λ) is a solution of equation (1) on the edge , and ( λ) = 1. Moreover, by virtue of the boundary conditions on Ψ 1 , one has
Similarly, we calculate
Since ν (λ) = (ν−1) ( λ), it follows from (35)- (36) that (33)- (34) hold. For = + 1 , arguments are the same. Now we are going to obtain a constructive procedure for the solution of Inverse Problem 1. Our plan is the following.
Step 1. Let the Weyl-type matrices M 1 (λ) M −1 (λ) be given. Solving Inverse Problem 3 for each fixed = 1 − 1, we find the potentials , = 1 − 1, on the edges 1 −1 .
Step 2. Using the knowledge of the potential on the edges 1 −1 , we construct the Weyl-type matrix .
Step 3. Solving Inverse Problem 4 we find the potential on the edge .
Steps 1 and 3 have been already studied in Section 4. It remains to fulfil Step 2.
Suppose that Step 1 is already made, and we found the potentials , = 1 − 1, on the edges 1 −1 . Then we calculate the functions C ( λ), = 1 − 1; here = 1 for = 1 , and = 1 N for = + 1 − 1. Fix = 1 . All calculations below will be made for this fixed . In view of (9), one can construct the functions
by the formula
Consider a part of the matching conditions (4), namely,
and rewrite them as follows:
Since the functions (37) are known, it follows that the right-hand sides in (39) are known too. Using (39) recurrently for ν = 0 − 1, we calculate the functions
Furthermore, it follows from (11) 
For each fixed = 1 N − 1, = 1 \ , we consider a part of the relations (41), namely, for ν = 0 − 1. They form a linear algebraic system σ with respect to the coefficients M µ (λ), µ = − + 1 :
Solving the system σ by Cramer's rule we find the functions M µ (λ), µ = − + 1 . Substituting them into (41) for ν ≥ , we calculate the functions
Since the functions (37) and (40) are known, it follows that the functions
are found. Similarly, using (42) we find the functions
Now we are going to construct the functions
For ν = 0 − 1, these functions were constructed above (see (40)). For ν = N − 1, we use a part of the matching conditions (4), namely
Using ( 3) Fix = 1 . All calculations below will be made for this fixed . Construct the functions (37) via (38). . Then we calculate the functions C ( λ), = 2 ; here = 1 for = 2 , and = 1 N for = + 1 . Fix = 2 . All calculations below will be made for this fixed . We construct the functions (37) via (38). Consider a part of the matching conditions (4) and (6), namely
Using (48) recurrently with respect to ν, we calculate the functions
Furthermore, it follows from (11) and the boundary conditions on Ψ that
For each fixed = 1 − 1 and = 2 \ , we calculate the coefficients M µ (λ), µ = − + 1 , by solving the linear algebraic system 
A part of them were constructed above (see (49)). For the others we use the matching conditions for Ψ , namely,
Using (58) recurrently with respect to ν, we construct functions (57). 
Algorithm 2.
Given the Weyl-type matrices {M } =2 .
1) Find the potentials , = 2 , by solving Inverse Problem 3 for each = 2 .
2) Calculate C (ν) ( λ), = 2 ; here = 1 , ν = 0 − 1 for = 2 , and = 1 N, ν = 0 N − 1 for = + 1 .
3) Fix = 2 . All calculations below will be made for this fixed . Construct the functions (37) via (38). 
Remark 5.4 (inverse problem from a system of spectra).
The zeros Λ µ = {λ µ } ≥1 of the entire functions ∆ µ (λ) coincide with the eigenvalues of the boundary value problems L µ . The inverse problems of recovering the potential from systems of spectra are formulated as follows.
Inverse Problem 5.
Given Λ µ , = 1 − 1 (1 ≤ ≤ µ ≤ for = 1 , and 1 ≤ ≤ µ ≤ N − 1 for = + 1 − 1), construct on T .
Inverse Problem 6.
Given Λ µ , = 2 (1 ≤ ≤ µ ≤ for = 2 , and 1 ≤ ≤ µ ≤ N − 1 for = + 1 ), construct on T .
Since the functions ∆ µ (λ) are uniquely determined by their zeros, it follows from (12) that these inverse problems can be reduced to Inverse Problems 1-2.
