We generalize alternating optimization algorithms of Blahut-Arimoto type to classicalquantum and fully quantum problems. In particular, we give iterative algorithms to compute the classical capacity of classical-quantum channels and the thermodynamic capacity of quantum channels. The latter includes as special cases the minimal entropy gain of quantum channels and the completely bounded minimal conditional entropy. Our convergence analysis is based on quantum entropy inequalities and leads to an a priori additive ε-approximation after γ log N ε iterations, where N denotes the input dimension of the quantum channel and γ ≤ 1 is obtained from the contraction coefficient of the relative entropy. We complement our analysis with an a posteriori stopping criterion which allows to terminate the algorithm after fewer iterations compared to the a priori criteria. Finally, we discuss heuristics to accelerate the convergence.
I. INTRODUCTION
In quantum information theory, many quantities of interest are given by convex optimization problems that can often not be solved analytically. Consequently, numerical tools that provably find approximate solutions in an efficient manner are sought after. In our work, we are primarily interested in the efficient calculation of entropic channel capacity formulas from quantum Shannon theory with rigorous guarantees on the approximation error (dependent on the number of steps in the algorithm). For example, by the Holevo-Schumacher-Westmoreland theorem the classical capacity of classical-quantum (cq) channels is given by the Holevo quantity [20, 38] . This then represents a convex optimization problem over the set of input probability distributions. Various methods to approximate the solution of such convex optimization problems in quantum information theory have been proposed in the literature [14-16, 18, 26, 31, 35, 39-41, 48] . In this work, we study alternating optimization algorithms and in particular give quantum versions of the Blahut-Arimoto algorithm from classical information theory [2, 5] . Blahut-Arimoto type algorithms are specifically tailored for entropic problems such as channel capacity formulas and have analytic convergence guarantees derived from entropy inequalities (see [7, 12, 23, 32, 36, 42, 43] for classical extensions of the original works). Accelerated Blahut-Arimoto algorithms with faster analytical and numerical convergence are also known [30, 33, 37, 47] . For classical-quantum problems, Nagaoka [31] proposed a Blahut-Arimoto type algorithm for computing the classical capacity of cq channels but did not provide a convergence speed and complexity analysis. Notably, already for the classical setting Nagaoka's algorithm is slightly different from the original works [2, 5] (as we will discuss in Section IV).
II. OVERVIEW OF RESULTS
The starting point of our work is to generalize Nagaoka's aforementioned algorithm to a generic non-commutative form such that it can not only handle classical-quantum problems but also fully quantum problems. We then go on to present an accelerated version along the line of the classical work [30] and provide a quantitative convergent and complexity analysis. (1−η(E)) log |A| ε TABLE I. Summary of the Blahut-Arimoto algorithms discussed in this work, with the overall asymptotic worst case complexity, as well as an upper bound on the number of iterations needed for an additive ε-approximation. Here, η(E) ≤ 1 denotes the relative entropy contraction coefficient. Note that using the a posteriori convergence criterion given in Lemma III.4 significantly reduces the number of iterations needed in our numerical experiments. The complexity for the classical case is the same as in the original works [2, 5] , together with the acceleration discussed in [30] . The classical-quantum case was first proposed in [31] without an analysis of the convergence speed and complexity.
An overview of our results is given in Table I and features the computation of the Holevo quantity (Section IV) as well as the thermodynamic capacity (Section V). As special cases of the thermodynamic capacity, the minimal entropy gain [1, 21, 22] and the completely bounded minimal conditional entropy [10] are also covered. As our results correspond to an accelerated BlahutArimoto algorithm [30, 33] , they feature the relative entropy contraction coefficient [27] , given for a channel E as
with the quantum relative entropy D(ρ σ) = Tr [ρ (log ρ − log σ)] (see Section III for details). 1 By the data-processing inequality, we always have η(E) ≤ 1. Better bounds on η(E) are known for some channels of a special form [19, Section 6] . More importantly, even without an explicit bound on η(E) the accelerated Blahut-Arimoto version gives rise to heuristics that provide a significant speed-up (as exemplified by Figure 1 and Figure 2 ). The number of iterations required to obtain an a priori bound on the error is extremely conservative for most problems. Hence, we adapt classical techniques [25, 43] to find a posteriori error bounds on the capacity estimate at each iteration of the algorithm (see also [29] ). This error can then be used as a termination criterion for our numerics described in Section IV C and Section V C. To compare with previous work, we note that for the classical-quantum case, the algorithm given by Sutter et al. [40] -based on convex programming duality and smoothing techniques -has a time complexity of O(max{|X|, |B|}|B| 3 log |X|ε −1 ). Hence, these bounds suggest that our iterative algorithm is faster for the regime |B| |X| but slightly slower for |X| |B|. We note that for other algorithms that compute the Holevo quantity, often no explicit complexity analysis is given. Comparing with the relative entropy optimization work of Fawzi and Fawzi [14] -based on semi-definite approximations of the matrix logarithm [15] -our numerics suggest that for the specific optimization problems considered here, Blahut-Arimoto type algorithms converge faster (Section IV C). We emphasize that while the advantage of Blahut-Arimoto type algorithms might be explained by their conformity to the specific structure of entropy optimization problems, the method presented in [14] is applicable for a wider range of problems.
The rest of the paper is structured as follows. We first discuss the general structure and convergence proof of Blahut-Arimoto alternating optimization algorithms in Section III and then discuss in more detail the classical-quantum case (incorporating the classical case) in Section IV and the fully quantum case in Section V. Numerical results are provided for both cases in Section IV C and Section V C, respectively. We end by discussing some conclusion and giving an outlook on possible further work (Section VI).
III. STRUCTURE OF QUANTUM BLAHUT-ARIMOTO ALGORITHMS

A. Notation
We label Hilbert spaces (which are assumed to be finite-dimensional) with capital letters e.g. A, B, and denote their dimension by |A|, |B|, and so on. The set of density operators on a system A, i.e., positive semi-definite matrices ρ A with Tr [ρ A ] = 1, is denoted D(A). Whenever we work with a single system, we may omit the sub-index referring to the system. For a density operator ρ, the von Neumann entropy is defined as S(ρ) = −Tr [ρ log ρ] and for density operators ρ, σ the quantum relative entropy is defined as
where the notation σ ρ denotes that the kernel of σ is a subset of the kernel of ρ (i.e., ker(σ) ⊆ ker(ρ)), and where we take the logarithm only on the support of the argument. We also work with discrete probability distributions, which we represent as vectors λ = [λ 1 , . . . , λ m ] with i λ i = 1 or alternatively as diagonal matrices with entries λ 1 , . . . , λ m i.e., ρ λ = m i=1 λ i |i i|. As such, the definition of the von Neumann entropy and the quantum relative entropy then simplifies for probability distributions to the Shannon entropy and the Kullback-Leibler divergence, respectively.
B. Blahut-Arimoto type
In the following, we study a special entropic type of alternating optimization algorithms, called Blahut-Arimoto algorithms [2, 5] . 2 For the general idea behind alternating optimization schemes, we refer to Appendix A. The capacity of a channel is often given as a convex optimization problem over input states. One may write an extension function J in two variables such that the maximization over both variables gives back the capacity of the channel. Performing the maximizations iteratively leads to an algorithm of the following form. • Initial guess ρ
• Number of iteration steps n 2: for t ∈ {1, 2, . . . , n} do 3:
Definition III.1 (Blahut-Arimoto) Algorithm 1 together with the following conditions on J, F 1 and F 2 defines a quantum Blahut-Arimoto algorithm: For an acceleration parameter γ > 0 and density operators σ ρ,
where F is a Hermitian matrix valued super-operator on density operators such that Tr [ρF(σ)] is continuous in σ for σ ρ. The update rules are then given by 3
Now, under certain conditions we can find analytic expressions for the optimizers in (4).
Lemma III.2 (Update rules) For quantum Blahut-Arimoto algorithms with
the update rules appearing in Algorithm 1 are of the form
for density operators ρ and σ > 0.
Proof. By (5) together with the definition in (3), we find
Hence, the fist update rule is given by
For the second update rule we assume that σ > 0 and hence the optimizer ρ can be chosen from the set of density operators. The form of the optimizer follows directly from Gibbs' variational principle (Lemma B.1). To see this, we write for σ > 0,
Setting ω = ρ and H = log σ + 1 γ F(σ) in Lemma B.1 leads to the claimed form of the second update rule.
The next lemma shows convergence of quantum Blahut-Arimoto algorithms under some technical assumptions (which will be satisfied for the applications in Sections IV-V).
Proposition III.3 (Convergence) For quantum Blahut-Arimoto algorithms together with a strictly positive definite initial state ρ (1) > 0 and
we have that C(n) of Algorithm 1 is monotonically increasing and converges for n → ∞ to
with the approximation error bounded as
Proof. Let t ∈ N and let ρ (t) ∈ D(A) be a density operator in the t-th iteration step of Algorithm 1. Note that ρ (t) > 0 for all t, since the exponentiation of a matrix in the update rule (7) ensures full support. First, using the update rules given in (6) and in (7), and setting Z (t+1) = Z(ρ (t) ), we find
Let ρ = arg max ρ J γ (ρ, ρ), and note that
, we derive an upper bound on the additive error at the iteration step t
where we used the assumption (11) of the lemma in the last step and that C ≥ C(t), since C = J γ (ρ , ρ ) = max ρ,σ with σ ρ J γ (ρ, σ) is the maximum value that J γ can achieve. The sum over the additive error terms is upper bounded by a telescopic sum, which can itself be upper bounded as follows
where we used the positivity of the quantum relative entropy in the last inequality. We conclude
and since D ρ ρ (1) is finite for ρ (1) ∈ D(A) with full support, C(n) converges to C for n → ∞. Moreover, C(n) increases monotonically in n by construction of the updated states as optimizers in Lemma III.2. Together with (24) , this implies the error bound stated in the theorem.
For the computation of the Holevo quantity in Section IV and the thermodynamic capacity in Section V, the acceleration parameter γ appearing in Definition III.1 is related to the contraction coefficient of the relative entropy η(E) defined in (1), and is taken to be γ = η(E) or γ = 1−η(E), respectively. If no better bound than η(E) ≤ 1 is known, one may want to use an adaptive acceleration coefficient γ (t) at each iteration, similar to the classical case [30] . Namely, for D(ρ (t) ||ρ (t−1) ) = 0 we define
and the acceleration parameter is then taken to be γ (t) = η (t) or γ (t) = 1 − η (t) for the computation of the Holevo quantity in Section IV or the thermodynamic capacity in Section V, respectively. This adaptive acceleration heuristic changes γ in each iteration and thus the proof of convergence from Proposition III.3 does not apply. Indeed, numerical tests show that the capacity estimate does not necessarily increase monotonically when the adaptive acceleration method is used. Despite this, we find in practice that the adaptive acceleration heuristic provides a significant speed-up (see Figure 1 and Figure 2 ). Finally, regardless of whether we use the adaptive acceleration parameter or otherwise, the following proposition allows us to terminate the algorithm when the a posteriori error is sufficiently small (see also [29] ).
Proposition III.4 (Termination criteria) For quantum Blahut-Arimoto algorithms with
let us denote the smallest and the largest eigenvalue of F(ρ (t) ) by α (t) min and α (t) max for t ∈ N, respectively. Then, we have (27) and in particular C − C(t + 1) ≤ α
min , which provides a bound on the a posteriori error.
Proof. By construction of the updated states as optimizers in Lemma III.2, we have
Further, since α
min is defined to be the minimal eigenvalue of F(ρ (t) ), we find
and hence α (t) min ≤ C(t + 1). From (26), we then have Tr ρ (F(ρ (t) ) − F(ρ )) ≥ 0. Therefore, there must exist at least one eigenvalue α
max ≥ C . Combining these results using that C(t + 1) ≤ C finished the proof.
IV. HOLEVO QUANTITY
A. Definitions
Here we consider how to compute the capacity of cq channels, as given by the Holevo quantity. A cq channel can be described by a set of input-output pairs {(x, τ x )} x∈{1,2,...,N } , i.e., the channel takes x ∈ {1, 2, . . . , N } as an input and provides the quantum states τ x ∈ D(B) as outputs. Alternatively, we may consider cq channels as quantum channels E X→B with |X| = N , defined by the completely positive trace-preserving mapping E X→B : ρ X → x x|ρ X |x (τ x ) B . Restricting the quantum channel to the classical input states |x x| X then gives us back the original cq channel. For an input distribution vector λ, the output of the cq channel corresponds to
where λ i denotes the i-th component of the probability vector λ and ρ λ = k λ k |k k|. As shown by Holevo, Schumacher and Westmoreland [20, 38] , the classical capacity of a cq channel is given by the Holevo quantity
with τ E,i = E(|i i|).
B. Accelerated Blahut-Arimoto algorithm
The following algorithm to compute the Holevo quantity is a quantum Blahut-Arimoto algorithm and was first proposed by Nagaoka [31] . Similar to the classical case [30] , we will show that one can accelerate the convergence of Blahut-Arimoto type algorithms by means of the relative entropy contraction coefficient η(E) of the channel -as defined in (1). We define the following two variable extension of the mutual information for γ ∈ [η(E), 1]
where ρ λ = k λ k |k k|, ρ µ = k µ k |k k| (with ρ µ ρ λ ) and τ E,i = E(|i i|). We then bring J γ into the form
where we defined
Note
where we used the data processing inequality for the quantum relative entropy in the last equality (together with γ ∈ [η(E), 1]). The following lemma shows that the capacity χ(E) can then be written as a double maximization.
Lemma IV.1 (Maximization Holevo quantity) The capacity χ(E) of a classical-quantum channel E X→B can be written as
Proof. From Lemma III.2 whose requirement is satisfied by (36), we find max λ,µ with ρµ ρ λ
This finishes the proof as max λ I(λ, E) = χ(E) by definition of the Holevo quantity.
is concave in λ (for fixed µ). This follows from the concavity of the von Neumann entropy and by noting that the second term is linear in λ. In contrast to the two-variable function used in the classical Blahut-Arimoto algorithm [2, 5] , the function J γ is not concave in µ. To see this, consider the classical channel given by the stochastic matrix 
showing that the function is not concave. On the other hand, for a = 0.3 we have J 1 (λ,
showing that the function is not convex either.
Performing the two maximizations in max λ,µ J γ (λ, µ, E) iteratively, leads to the following algorithm, which is proven below to compute the Holevo quantity (see Lemma III.2 for the form of the update rules).
Algorithm 2 Accelerated Blahut-Arimoto algorithm for the Holevo quantity
1: Inputs: cq channel E X→B (given as a lookup table whose i-th entry is τ E,i = E(|i i|)), acceleration coefficient γ ∈ [η(E), 1], and additive error ε > 0 2: Choose λ
|X| for all i ∈ {1, 2, . . . , |X|} 3: for t ∈ {1, 2, . . . , n = γ log |X|/ε } do 4:
k |k k|, τ E,i = E(|i i|), and
The standard Blahut-Arimoto algorithm can be recovered by setting γ = 1 in the above algorithm. A detailed analysis of the time complexity can be found in Appendix C 1. The convergence of the algorithm follows from Proposition III.3 and Lemma IV.1.
Theorem IV.3 (Convergence Holevo quantity)
The output C(n) of Algorithm 2 is monotonically increasing and converges to the capacity χ(E) of the channel E for n → ∞ and the error after n iterations is bounded by
where λ is an optimizer such that χ(E) = I(λ , E) = J γ (λ , λ , E) and where, for the second inequality, λ (1) is chosen to be the uniform distribution.
C. Simulation results
We numerically compute the classical capacity of a cq channel with the Holevo quantity χ(E) as given in (31) . We choose the ensemble of output density operators randomly using the RandomDensityMatrix package from QETLAB [24] . Figure 1 illustrates the results for a channel with input alphabet of size 10 and output dimension 16. The initial guess ρ (1) λ is chosen to be the maximally mixed state. For several simple choices of channels, the uniform distribution is optimal and our algorithm requires only one iteration to compute the capacity (this is the reason for choosing a random channel for the illustration here). By Theorem IV.3, the capacity estimate C(n) is ε-close to C after γ log |X| ε iterations. Setting ε = 10 −6 , it would require around 10 6 iterations for a provable convergence. To reduce the number of iterations, we use the termination criterion given in Proposition III.4. Hence, if we observe that the minimal and maximal eigenvalue of F(ρ (t) ) satisfy α
min ≤ ε in the t-th iteration step, we also have that C − C(t + 1) ≤ ε. With this termination condition, the standard algorithm converges in 311 iterations while the adaptive accelerated algorithm converges in 17 iterations. We may also compare our numerics to the one given by Fawzi and Fawzi [14] . Their approach to compute the capacity of this particular cq channel requires 2.21 seconds using CVX and the Mosek solver. Their method does not allow us to bound the error between the capacity estimate and the true capacity but the solver tolerance achieved is 1.3 × 10 −6 . For the same channel, our standard Blahut-Arimoto algorithm takes 0.98 seconds to achieve an a posteriori error of 10 −6 and the adaptive accelerated algorithm takes 0.09 seconds. 
V. THERMODYNAMIC CAPACITY
A. Definitions
The thermodynamic capacity quantifies the information-theoretic power of quantum channels in the presence of physical restrictions imposed by thermodynamics [13] (see also [34] ). For a quantum channel E A→B , relative to operators Γ A , Γ B > 0 it can be written as
The Γ operators are thereby typically given by Gibbs states generated by Hamiltonians (i.e., some Hermitian operators) H A and H B on the input and output systems, respectively. That is, we have the choice Γ A = exp (−H A /β) for a fixed inverse temperature parameter β ≥ 0 and similarly for the output system B. However, for the sake of our algorithm we leave Γ A , Γ B > 0 in general form and refer to [13] for a discussion of the thermodynamic capacity and its properties. An interesting special case is Γ A = 1 A and Γ B = 1 B , for which we get T 1 (E) = −G(E), where the minimal entropy gain of the quantum channel is given by [1, 21, 22] G(E) = min
We refer to [6] for a discussion of the minimal entropy gain for finite-dimensional quantum channels. The thermodynamic capacity is also related to the completely bounded minimal conditional entropy [10] S CB,min (E) = min
with ρ AR a purification of ρ A . Namely, we have S CB,min (E) = −T 1 (E c ) with E c A→E the complementary channel of E A→B -defined via taking the partial trace over B of the Stinespring dilation U A→BE of E A→B . The completely bounded minimal conditional entropy plays a role in entanglement theory and we refer to [10, Section 5] for a discussion.
B. Accelerated Blahut-Arimoto algorithm
The thermodynamic capacity can be approximated using a Blahut-Arimoto algorithm of the structure given in Algorithm 1. First, we define the following two variable extension of K(ρ A
where we omitted the system indices for simplicity. With a short calculation, one can bring J γ into the form
Note that Tr [ρF(σ)] in continuous for σ ρ. Moreover, another short calculation leads to
Thus, we have
where we used the data processing inequality for the quantum relative entropy (together with γ ≥ 1 − η(E)).
Lemma V.1 (Maximization thermodynamic capacity) The thermodynamic capacity T Γ (E) of a channel E A→B can be written as
Proof. From Lemma III.2 (whose requirement is satisfied by (49)), we find max ρ,σ with σ ρ
which finishes the proof, since max ρ K(ρ A , E) = T Γ (E) by the definition of the thermodynamic capacity.
is concave in both variables ρ and σ. This follows from the concavity of K(ρ, E) in ρ, which is shown in [13] , together with the joint convexity of the quantum relative entropy.
Performing the two maximizations in max ρ,σ J γ (ρ, σ, E) iteratively, leads to the following algorithm, which is proven below to converge to the thermodynamic capacity (see Lemma III.2 for the form of the update rules).
Algorithm 3 Accelerated Blahut-Arimoto type algorithm for the thermodynamic capacity 1: Inputs: Quantum channel E A→B and its adjoint E † B→A (both given as lookup tables whose (i, j)-th entry is given by E(|i j|) or E † (|i j|), respectively), acceleration coefficient γ ∈ [1 − η(E), 1] and additive error ε > 0 2: Choose ρ (1) = 1 A |A| 3: for t ∈ {1, 2, . . . , n = γ log |A|/ε } do 4:
and Z (t+1) = Tr exp log ρ (t) + 1 γ F(ρ (t) )) normalizes the state.
5: end for 6: Outputs:
The standard Blahut-Arimoto algorithm can be recovered by setting γ = 1 in the above algorithm. A detailed analysis of the time complexity can be found in Appendix C 2. The convergence of the algorithm follows from Lemma III.3 and Lemma V.1.
Theorem V.3 (Convergence Thermodynamic capacity)
The output T (n) of the iterative Algorithm 3 is monotonically increasing and converges to the thermodynamic capacity T Γ (E) of the channel E for n → ∞ and the error after n iterations is bounded by
where ρ is an optimizer such that T Γ (E) = K(ρ , E) = J γ (ρ , ρ , E), and where we set ρ (1) to be the uniform distribution for the second inequality.
C. Simulation results
For unital channels, the thermodynamic capacity is zero and the maximizer is our initial guess ρ
λ , i.e., the maximally mixed state. Here, we consider the non-unital qubit amplitude damping channel which has the form
As in Section IV C, we choose an additive error ε = 10 −6 . We use the termination criterion given in Proposition III.4 which significantly reduces the number of iterations of the algorithm required.
The results are shown in Figure 2 . The standard algorithm converges to the capacity in 28 iterations while the adaptive accelerated algorithm converges to the result in 5 iterations.
VI. CONCLUSION
We give an analytical and numerical analysis of alternating optimization algorithms of BlahutArimoto type for computing channel capacities in quantum information theory. We note that our algorithms are of zeroth-order and do not need to take into account matrix valued derivatives. Thus, they are rather straightforward and computationally inexpensive to implement -as demonstrated in our numerical examples. It remains open if alternating optimization algorithms, in particular of Blahut-Arimoto type, can also be given for other convex optimization problems in terms of quantum entropy. Starting from the analogous classical settings this could, e.g., include the quantum mutual information [4] , quantum rate distortion functions [9] , quantum information bottleneck functions [8] , the coherent information of degradable quantum channels [11] , or certain quantum network capacities [45] . Other future works include exploring the achievability of Proposition III.4 in the cases where the optimizer is not full rank as done classically in [25] , as well as understanding special cases where the convergence may be exponentially fast [2, 28] .
Finally, we note that in contrast to classical Shannon theory, in quantum Shannon theory, exact quantum capacity formulas are often not known [44] . Moreover, known upper and lower bounds are not always in the form of convex optimization problems either. For example, the complexity of determining the classical capacity of general entanglement breaking channels is NP-complete [3] (see also [17] for more recent hardness of approximation results). For such cases, one might rather aim for numerical tools that do well for the average case in practically relevant examples. Alternating optimization algorithms offer an interesting option in this direction. In fact, Nagaoka explored a version of his quantum Blahut-Arimoto algorithm to study the classical capacity of general quantum channels [35] .
Holevo quantity
The time complexity of Algorithm 2 is determined by the required number of iterations and the time complexity for applying the following update rule
Let us sketch how to apply the update rule efficiently to derive an upper bound on the time complexity. We use the following:
• the channel E X→B is given as a lookup table, where one can access the elements τ E,i in constant time. The application of E to a diagonal density operator ρ = |X| i=1 ρ ii |i i| can then be calculated as E(ρ) = |X| i=1 ρ ii τ E,i with time complexity O |X||B| 2 ,
• the complexity of calculating the matrix logarithm of ρ A is O(|A| 3 ),
• the complexity of calculating Tr [ρ A σ A ] is O(|A| 2 ).
The algorithm proceeds then with the following calculations:
1. The terms c i = Tr [τ E,i log τ E,i ] can be computed once for all i ∈ {1, 2, . . . , |X|} at the start of the algorithm with complexity O(|X||B| 3 ).
2. In each iteration step t we have to compute: We conclude that the complexity for one iteration step is O(|B| 3 + |X||B| 2 ).
The number of required iterations to get an ε-approximation to the capacity is of order O(log |X|/ε) and hence the required time for all the iteration steps is O |B| 3 + |B| 2 |X| log |X|/ε . We conclude that the time complexity of Algorithm 2 is given by
Thermodynamic capacity
The time complexity of Algorithm 3 is determined by the required number of iterations and the complexity of applying the following update rule
where F(σ) = − log σ+E † (log E(σ))+log Γ A −E † log Γ B and Z (t+1) = Tr exp log ρ (t) + 1 γ F(ρ (t) ) normalizes the state. To calculate the complexity of applying the update rule, we use that
• the quantum channel E A→B and its adjoint E † B→A are both given as lookup tables whose (i, j)-th entry is given by E(|i j| A ) or E † (|i j| B ), respectively. We assume constant time access to the entries of the table. Hence, the application of E (or E † ) to a density operator ρ A has time complexity O |A| 2 |B| 2 . Indeed, the channel application can be calculated as E(ρ) = |A| i,j=1 ρ ij τ E,i,j with τ E,i,j = E(|i j| A ),
• the complexity of calculating the matrix logarithm and exponential of ρ A is O(|A| 3 ),
An iteration step of the form given in (C4) is then found to have complexity O(|A| 3 +|A| 2 |B| 2 +|B| 3 ). The number of required iterations to get an ε approximation to the capacity is of order O(log |A|/ε) and hence we conclude that the time complexity of Algorithm 3 is given by
