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Chapter 1
General Introduction
1.1 Background and Motivation
Science is a product of human curiosity. Since the beginning of time we have
asked ourselves questions like: What is life? What is the world made of? And
how did we get here? As time went by and new scientific discoveries were made,
these basic questions could be answered in more and more detail. However, new
results also raised new questions and even today we cannot give the full answers
to these great questions.
The research described in this thesis all started from one of these great questions,
namely ‘What is life?’ If all research would have gone as planned, this thesis would
now carry the title: “Towards a better understanding of physical and biochemical
processes in the human cell: the development of NMR techniques for the study
of micro-sized liquid samples.” However, scientific research is unpredictable and
as you will read in the following chapters the outcome of the project is somewhat
different. In this section we explain the original goal of the research project and
how the scope slowly changed.
1.1.1 Life-Like Systems
‘What is life?’ This is one of the great philosophical questions and we can answer
it by giving a definition for the word ‘life’ and provide explanations for all the
terms in this definition. For instance, we can define life as all systems that can
self-replicate and in this definition we can explain what self-replication is and
how it works for different organisms. The bigger picture is understood, however
the finer details are unknown or are described in a hand-waving manner. For
instance we know which enzymes and small molecules are involved in a biochemical
process and how they affect one another. What we do not know is how physico-
chemical conditions like crowding and spatial concentration gradients influence
these processes.
To find out more about life on the molecular level scientists are engineering and
7
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studying life-like systems. The term ‘life-like’ can be explained in more depth:
When we look at organisms the variation is enormous. Compare a goldfish, a
drosophila fly, an E. coli bacteria, an oak tree and a mushroom. However, when we
look at the cell level there are several similarities between (nearly) all organisms.
These similarities are the characteristics of life, several examples are listed below:
• Compartmentalization (the cell, mitochondria, chloroplasts, etc.)
• Crowding (the total concentration of molecules in the cell is high)
• Basic transportation by diffusion
• Local concentration gradients
• Clustering
• Dynamic/out-of-equilibrium (fluxes of molecules and energy)
• Complex (reaction) networks
• Small volumes and large interfaces
Life-like systems are thus not necessarily cells, but all systems that have several
or most of the above characteristics. These systems are studied using different
techniques, such as optical, electron and fluorescence microscopy. Since the dis-
covery of the green fluorescent protein (GFP)[1] the use of fluorescence in the field
of biochemistry and molecular biology has grown exponentially and has since be-
come one of the most important detection techniques (certainly in combination
with confocal microscopy). Fluorescence can be used to demonstrate the presence
and measure the concentration of a certain component, e.g. a small molecule or
protein. This component might be a fluorophore, if not, it can be labeled with a
fluorescent group. Using this method only a single component can be analyzed,
unless one labels the separate components one at a time, or uses several fluores-
cent groups that emit at different wave lengths. However, this is impractical and
often impossible. In some cases the fluorescent group might also affect the process
under investigation. In these cases alternative detection methods are needed.
1.1.2 Nuclear Magnetic Resonance
Another very powerful detection technique used in chemical research is Nuclear
Magnetic Resonance (NMR). The power of NMR is in the large number of diverse
experiments. It is mostly used for structure determination, however, it can also
be used to measure diffusion, exchange, reaction kinetics, molecular interactions
and to do imaging. Also, NMR can be used without sample preparation (such as
adding fluorescent tags) and usually it is possible to detect multiple molecules in
a single measurement.
The greatest drawback of NMR is its relatively low sensitivity compared to other
spectroscopic techniques. (More about NMR sensitivity in section 1.4.) As noted
before, one of the characteristics of life is that it makes use of small volume com-
partments. Also the combined concentration of all molecules in a cell may be
8
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high (there is often spoken of a ‘crowded cellular environment’), but the concen-
tration of a single compound is usually in the low millimolar down to nanomolar
range, whereas standard NMR can only detect sub-millimolar concentrations in
relatively large volumes (≥ 0.5 mL). Detection of low concentrations in small
volumes is thus troublesome using the standard NMR hardware.
One solution is scaling down the radio frequency (RF) coil. The sensitivity of
the NMR probe increases when a smaller RF coil is used. Ideally the RF coil
dimensions should match those of the sample, so a micrometer-sized sample should
be measured using a ‘microcoil’. However, smaller coils can be more difficult to
produce and one issue that is often encountered for these microcoils is that their
resolution is poorer than that of standard RF coils. However, several years ago a
so-called stripline RF structure was developed in the Solid-State NMR group of
the Radboud University, Nijmegen [2, 3, 4]. The stripline is a flat and easy to scale
structure that can create high and homogeneous RF fields and can also produce
high-resolution spectra. Furthermore it was recently shown that this stripline
structure could be modified to produce well-defined radiofrequency magnetic field
gradients. This would mean that an even wider range of NMR experiments, such
as imaging and diffusion measurements, should also be possible. Microcoils are
thus a solution for NMR on small volumes, however, since the signal strength still
depends on the total number of spins, they are insensitive to low concentration
samples.
1.1.3 The Study of Life-Like Systems using NMR
This project started as a collaboration between the Solid-State NMR group of
professor Kentgens and the Physical-Organic Chemistry group of professor Huck,
both Radboud University, Nijmegen. The Kentgens group would supply the NMR
knowledge and support to modify the stripline for this project. The Huck group’s
main objective is to understand life at the molecular level and in the end be able
to build a working cell. Their input would thus be to deliver life-like systems
and help study interesting processes in these systems. It was hoped that by some
further optimization of the stripline, the sensitivity and resolution would improve
enough to detect molecules in sub-millimolar concentrations in small volumes (< 1
μL). These concentrations are still relatively high for intra-cellular compounds,
however, model systems are often more forgiving and the concentrations can be
increased without any problem.
We had several systems or processes in mind for which the combination with NMR
might be interesting. Three of those systems/processes are listed below:
• Microdroplets: These tiny, sub-millimeter droplets can be produced at a
very high rate (up to several kHz) and with little deviation in their diameter
(monodisperse). A microdroplet can be seen as a separate compartment in
which one can perform chemical reactions or monitor biological processes.
9
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Figure 1.1: Top: train of droplets detected with the stripline probe. Bottom left: small
ethanol/D2O plugs (50/50 v/v) between large FC-40 plugs, the menisci are concave due
to the hydrophilic surface of the capillary. Bottom right: 1H NMR spectrum of one of the
20 nL droplets (single scan).
10
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 11
General Introduction
Microdroplets can thus be used for the screening of entire compound or
enzyme libraries, or they can be used as an artificial cell [5, 6]. If NMR
can be done on single droplets it might provide valuable information about
the ongoing processes inside the microdroplets. At the end of my master
internship we already showed that it is possible to use the stripline to detect
single microdroplets (fig. 1.1). The volume of these microdroplets was only
20 nL, 25,000 times as small as a standard NMR sample.
• Reaction-diffusion: Reactions often consist of multiple steps and the inter-
mediates or products that are formed can affect the speed of one of the
reaction steps. This is called ‘feedback’ and it can cause a reaction to oscil-
late. A group of coupled reactions with feedback loops is called a complex
reaction network. In a cell oscillating reactions can also experience a concen-
tration gradient. In this case the concentrations will not only vary in time,
but also in space, since diffusion is too slow to homogenize the solution,
and in this way spatial concentration patterns are formed. These are called
reaction-diffusion patterns or Turing patterns (see fig. 1.2). It is believed
that these complex reaction networks and reaction-diffusion patterns are the
basis of self-organization and metabolic regulation in organisms [7, 8, 9]. To
study the reaction-diffusion patterns one should be able to measure both
the reaction rates and diffusion constants. Using the modified stripline RF
structure magnetic field gradients can be produced and thus diffusion mea-
surements should be possible. Furthermore imaging techniques could be
used to study the reaction-diffusion patterns [10].
As a model system we could study a reaction network that uses adenosine
triphosphate (ATP) and put it in a hydrogel. Hydrogels are used to mimic
the crowded cell and can decrease the diffusion rates. ATP is one of the most
important molecules in life. It is the ‘fuel’ of many processes, for instance:
phosphorylation, dephosphorylation, production of actin-filaments (part of
the cytoskeleton in eukaryotes), motor proteins and signal transduction.
Furthermore, the ATP molecule contains phosphor atoms and so we can do
31P-NMR without getting a background signal from the hydrogel or other
components in the system, as is likely for 1H- or 13C-NMR.
• Crowding: The high concentrations inside the cell (300 - 400 g/L [11]), or
molecular crowding as it is usually called, can be of great importance for
biochemical processes. Especially macromolecules experience the effect of
crowding. A large fraction of the cell volume is occupied by large molecules
such as RNAs and proteins, therefore the space in which these molecules
can freely move is restricted and their effective concentration is higher than
it would be based on the total cell volume. The crowded environment also
stabilizes proteins in their folded state. Because of these effects biochemical
reactions can run very differently inside cells than they would in a chemist’s
11
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Figure 1.2: Sustained self-organizing pH patterns in hydrogen peroxide driven aqueous
redox systems: a) & c) reaction of hydrogen peroxide, ferrocyanide and sulfuric acid
(indicator: sodium bromocresol purple); b)& d) time-space plots of the corresponding
patterns; in all cases sodium polyacrylate was added to reduce the effective diffusivity of
hydrogen ions; adapted from reference [13].
round bottom flask. Also the diffusion rates can change significantly. Wang
et al. showed that some globular proteins diffuse slower in crowded condi-
tions than disordered proteins (proteins lacking a stable tertiary structure),
whereas in a dilute solution the opposite is true [12]. NMR has already been
used to study protein folding, reactions and diffusion, and thus NMR should
be the perfect spectroscopic technique to study the effects of crowding.
Before starting with either of these projects two things would have to be done: 1)
Improve the stripline chips, such that both resolution and sensitivity are optimal.
2) Further investigate the possibility to create a magnetic field gradient using the
stripline design and design a working method to do diffusion measurements using
this gradient.
It turned out that optimization of the resolution of the stripline was quite a diffi-
cult and time-consuming task. In the end we managed to improve the resolution
only slightly (see chapter 2). The development of a method to measure diffu-
sion coefficients was also a long process. Several pulse sequences were developed
and tested (see chapter 7). Often the diffusion curves showed instabilities which
took some time to resolve. Overall progress on these two fronts was slow. In the
meantime other applications of the stripline’s RF magnetic field gradient were
investigated. It turned out this gradient can not only be used for imaging and
diffusion measurements, we could also use it for monitoring of fast chemical reac-
12
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 13
General Introduction
tions (chapter 5), the compensation of static magnetic field gradients (chapter 6)
and coherence selection (chapter 8). Besides that we also got involved in a project
of the Organic Synthesis group of professor Rutjes. In this project a new setup
was designed for in-flow catalyzed hydrogenation reactions. Using the stripline
we could directly monitor the conversion of the substrates (chapter 3).
Meanwhile discussions about the previously mentioned processes and systems (mi-
crodroplets, reaction-diffusion and crowding) showed that we had underestimated
the difficulty of these projects. For instance the microdroplets that are often used
as a cell model are much smaller (pL) than the ones we measured before (20 nL).
So doing NMR on a single pL droplet would be impossible. Concerning reaction-
diffusion patterns sensitivity is also a problem. Some oscillating reactions, like
the Belousov-Zhabotinsky reaction [14], can be run at mM - M concentrations,
however, most enzymatic reactions are performed at μM - mM concentrations
in small volumes. It will be very hard to do NMR measurements on these low
concentrations, especially diffusion, imaging and other 2D experiments in which
multiple increments are needed.
In the end it was decided that the gap between what stripline NMR can do and
what is needed to study the above processes and life-like systems is still too large
and the remaining project time was used to finish the previously mentioned side-
projects.
In the remainder of this chapter some basic concepts will be introduced which are
essential for understanding the other chapters. In the final section an outline of
this thesis is presented.
1.2 NMR Basics
Visible light is one form of electromagnetic radiation and in our everyday life we
use it constantly to analyze our surroundings (i.e. if the traffic light is green,
you can cross the road; if the cookies are brown, you can take them out of the
oven). As chemists we also use electromagnetic radiation to study matter and
we call this spectroscopy. Besides the visible light, there are many other forms
of radiation, all providing us with different information. For instance: X-rays
excite electrons to higher energy levels and infrared light can be used to study
molecular vibrations. Nuclear Magnetic Resonance (NMR) is a spectroscopic
technique in which radiofrequency (RF) radiation is used to control the so-called
‘nuclear spin’. NMR is a very information-rich technique and provides us with
chemical structures, quantitative information on the composition of samples and
information about dynamics, both intra- and intermolecular. NMR is not only
used in the academic world and in the chemical industry, but also in the medical
world, most often in the form of Magnetic Resonance Imaging (MRI).
13
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1.2.1 Spin, Zeeman Splitting and Boltzmann Distribution
At the origin of NMR is the nuclear spin. Spin (symbol I) is a quantum-mechanical
property of a particle, just like mass and charge. The value of the nuclear spin
depends on the isotope. For instance hydrogen has two stable isotopes 1H (I = 12)
and 2H (I = 1). When the nucleus is brought into a magnetic field, usually as
part of a molecule in a sample, the ground state energy level of the nucleus will
split into 2I + 1 levels (labeled: m = −I,−I + 1, ... , I − 1, I). This effect is
named the ‘Zeeman effect’ after its discoverer the Dutch physicist Pieter Zeeman
[15], although it were Uhlenbeck and Goudsmit who explained the effect. For 1H
this means that the ground state splits up into two levels, often described as ‘up
and down’ or ‘α and β’, or more general: m = −12 and m = +12 . The energy
difference (ΔE) between the two (closest) levels is:
ΔE = γB0 = ω0 (1.1)
with  being the reduced Planck constant. The splitting is thus dependent on the
gyromagnetic ratio, γ, of the isotope under investigation and the strength of the
applied magnetic field, B0. A nuclear spin can be either in the lower or higher
energy level. For an ensemble of spins the distribution of the spins between the












with k being Boltzmann’s constant. The distribution is a function of the tem-
perature (T ) and the energy difference between the levels. Under typical NMR
conditions (1H, B0 = 14.1 T and T = 293 K) the number of spins in the upper
and lower level (Nupper and Nlower) are nearly equal, for every 10,000 spins in the
upper level there is roughly 1 more in the lower level. This difference in the popu-
lation of the energy levels is what is measured in NMR. The population difference
manifests itself as a net magnetization parallel to the applied magnetic field. To
detect this magnetization is has to be rotated perpendicular to the applied mag-
netic field. This is done by applying a electromagnetic pulse. The frequency of the
pulse has to match the resonance frequency of the spins, ω0, which is determined
by the energy difference between the energy levels (equation 1.1). For the nuclear
spin this frequency is on the order of 10-1000 MHz, the radiofrequency range (fig.
1.3). The pulse is given by an RF coil and it rotates the magnetization by an
angle θ:
θ = −γB1τ (1.3)
and depends on the strength of the RF pulse (B1) and its duration (τ). After
the RF pulse the magnetization will precess around the applied magnetic field
(B0) with its resonance frequence ω0, also called the Larmor frequency. The RF
14
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Figure 1.3: In NMR the radiofrequency part of the electromagnetic spectrum is used. Each
isotope can be detected at its own specific frequency (ν), which is a function of the applied
magnetic field (here shown for 14.1 T). The chemical shift (δ) causes different molecular
groups to give a signal at slightly different frequencies. Adapted from reference [16].
coil is then used to detect this precession and the signal is stored as a complex
decaying oscillation called the Free Induction Decay (FID). Using a Fourier trans-
form the time signal can be converted to a spectrum with peaks at the resonance
frequencies.
1.2.2 Interactions
The exact resonance frequency is not only determined by the Zeeman effect, al-
though its effect is by far the largest. There are other interactions (see figure 1.4)
that play a role:
• Chemical shift: The nucleus is surrounded by its electrons. They ‘shield’
the nucleus and therefore it experiences a slightly lower magnetic field. The
exact resonance frequency depends on the electronic surrounding of the nu-
cleus, which is directly correlated to the chemical structure of the molecule
or crystal. An electronegative group, like fluorine or hydroxyl can pull elec-
trons away and thereby deshield the neighboring nucleus. Therefore each
group in a molecule will have a slightly different resonance frequency and
multiple peaks appear in the spectrum. The chemical shift interaction is
much smaller than the Zeeman interaction (on the order of kHz instead of
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• J-coupling: Nuclear spins can interact with each other via the electrons. For
example, if we take two I = 12 spins with a different chemical shift then there
are four situations: up-up, down-down, up-down and down-up, each with
their own energy level. It is energetically favorable if the spins have oppo-
site signs1, therefore the up-down and down-up levels are slightly lowered,
whereas the up-up and down-down levels become higher in energy. Now the
energy levels are no longer equally spaced and the transitions between the
energy levels have different energies and resonance frequencies. Because of
the J-coupling the spectrum will consist of four instead of two peaks. In
general the J-coupling interaction is on the scale of several Hertz and gives
an NMR spectrum its distinctive fine structure of doublets, triplets, quartets
and other multiplet patterns.
• Dipolar interaction: The nuclear spin can be seen as a small magnetic dipole
and just as with magnets the interaction between spins depends on their
relative orientation. The direct interaction between nuclear spins is thus
a function of the distance between the spins and the angle between the
orientations of the dipoles. In solid-state NMR the dipolar interaction plays
a large role and can broaden the peaks by 0–100 kHz. In the liquid state
it does not lead to broadening, unless the molecules are very large and the
solution viscous. This is because in a liquid the molecular motions are so fast
that the dipolar interaction is averaged out. It does, however, contribute to
relaxation of the magnetization.
• Quadrupolar interaction: This interaction only applies for nuclei with I >12 ,
which have a non-spherical charge distribution that leads to a quadrupole
moment. This quadrupole moment interacts with the electric field gradient
formed by the asymmetric charge distribution of the electron density. The
interaction can severely broaden the lines up to several MHz wide.
In this thesis we will mostly discuss NMR measurements on liquid samples using
spin-12 nuclei. For those measurements only the Zeeman interaction, the chemical
shift and the J-coupling have to be considered.
1.2.3 Pulse Sequences and 2D NMR
The most simple NMR experiment consists of a single pulse followed by the acqui-
sition of the signal. The pulse is calibrated to rotate the magnetization 90 degrees
(perpendicular to the static magnetic field) in order to give a maximum signal
intensity and the result is a standard 1D NMR spectrum. To measure specific
interactions or properties more complicated experiments are used. In those cases
a sequence of multiple pulses and delays between them is needed.
1This is only true if the coupling constant is positive, otherwise identical signs are favored.
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Figure 1.4: Five important NMR interactions between the nuclear spin, the magnetic field,
the electrons of the same atom and nuclear spin of other atoms. The chemical shift and
J-coupling interact via the electrons.
RF pulses are usually selective for a single nucleus (or even a specific chemical shift
range), but pulses on multiple nuclei can be combined in a single pulse sequence
to acquire information about the molecular structure or to look at specific parts
of a molecule or sample.
Another strategy to gain more information is the 2D experiment. In this case the
pulse sequence is repeated a number of times, meanwhile one of the parameters is
arrayed. These 2D pulse sequences usually follow a four-step scheme: preparation,
evolution, mixing and detection. The preparation step starts with a delay to build
up the magnetization and then the magnetization is brought is a certain state.
During the evolution the magnetization is free to evolve under a certain interac-
tion. The evolution time is incremented to gain information about the current
state. Then during the mixing step the magnetization is brought in another state
and may get some time to evolve. Finally, the detection step is used to monitor
the evolution of the magnetization in the second state. The 2D spectrum will
then show correlations between the two states.
A simple example of a 2D experiment is the COrrelation SpectroscopY (COSY)
experiment, which makes use of the J-coupling. It is a homonuclear experiment
(usually 1H or 13C) and during both the evolution and the detection (so both
dimensions) the magnetization evolves under the chemical shift and J-coupling.
The result is a 2D spectrum with on the diagonal the standard 1D spectrum.
Off-diagonal there are cross peaks between the groups that are coupled via the
J-coupling. Since only neighboring nuclei which are connected by a chemical bond
have a J-coupling, the 2D spectrum shows which groups are next to each other.
17
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1.2.4 Relaxation
During periods when the magnetization of the sample is left undisturbed (no RF
pulses are applied), the magnetization will relax, meaning it will lose all coherence
and return to thermal equilibrium. This happens not only during the acquisition
of the signal, but also during delays in the NMR pulse sequence. Relaxation is
caused by coupling of the spin system to its surroundings (the ‘lattice’). Thermal
motion of the molecules surrounding the observed nuclei cause fluctuations in both
dipolar interaction and anisotropic chemical shift interactions. Fluctuations at the
Larmor frequency will be efficient in relaxing the spin system. Other factors that
shorten the relaxation time are interactions with unpaired electrons (paramagnetic
materials) and interaction with the electric field gradient of quadrupolar nuclei.





Mxy(t) = M0 · e−t/T2 (1.5)
The relaxation process can be described by two parameters: the spin-lattice relax-
ation time, T1, and the spin-spin relaxation time, T2. The spin-lattice relaxation
time is used as a measure for how long it takes the magnetization to build up par-
allel to the applied magnetic field. The relaxation process is exponential in nature
and the recovery of longitudinal magnetization (Mz) after a 90
◦ pulse can be de-
scribed by equation 1.4, which assumes a maximum longitudinal magnetization
M0 at equilibrium (t = 0).
The spin-spin relaxation time is used as a measure for how long it takes the trans-
verse magnetization to completely dephase in the transverse plane. This dephas-
ing of the transverse magnetization (Mxy) over time can be described by equation
1.5. The transverse magnetization can also be dephased by inhomogeneities in
the magnetic field (B0), in those cases the combined effect of relaxation and B0
inhomogeneities is described by the constant T∗2. However, in well-designed NMR
probes and magnets these inhomogeneities should be negligible. Spin echoes re-
move the effects of inhomogeneity and by using them it is possible to measure T2
instead of T∗2.
T2 relaxation is faster than T1 relaxation, meaning that the detected signal, the
free induction decay (FID), decays exponentially, based on the value of T2. There-
fore, after a Fourier transform the NMR spectrum does not display infinitely sharp
lines at certain frequencies, but instead it consists of Lorentzian shaped peaks with
a linewidth at half height of 1/(πT2).
When multiple FIDs are taken in an NMR experiment it is thus necessary to wait
in between the scans until all the magnetization is relaxed and the spin system is
back in thermal equilibrium. A rule of thumb is to wait 3 - 5 times T1 between each
scan if you want to get quantitative results. Only in special cases shorter waiting
times give the same result. One example is when the sample is a mixture that
18
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is flown over the RF detector. In this case after each acquired FID the detection
volume in the RF detector is refreshed with new mixture and immediately a new
FID can be acquired.
1.3 Diffusion
Besides spectroscopic and structural information, NMR can also provide insights
in physical and physico-chemical processes, such as motions and dynamics (molec-
ular rotations and vibrations, chemical exchange, diffusion and flow), relaxation
processes (T1 and T2) and intermolecular interactions. In this section we take a
closer look at diffusion measurements using NMR.
1.3.1 Diffusion of Molecules
There are several ways for a molecule to move from one position to the other. In
a liquid, transport of molecules can happen by an externally applied flow, con-
vection, osmosis or diffusion. What makes diffusion so special is that it occurs
even when the system is in a thermodynamic equilibrium. Diffusion is the move-
ment of molecules from a region with a high concentration to a region with a
low concentration due to molecular collisions, which are driven by thermal en-
ergy. However, this random translational process also occurs if no concentration
gradient is present, in that case it is called self-diffusion. From this point on we
shall no longer distinguish between the two and only use the term diffusion, even
though in nearly all cases we will be looking at the self-diffusion of molecules.
Since the movement of a molecule is random, we can only tell something about the
probability P (r0, r, t) of the molecule to have moved from position r0 to position r
during a time t. If we then take Fick’s second law of diffusion (eq. 1.6), substitute
the concentration (c(r, t)) for this displacement probability and solve the equation




= D∇2c(r, t) (1.6)






So the displacement both depends on the diffusion time t and diffusion constant
D, which is specific for the molecule and the medium under investigation. The
parameter d has a value of 1, 2 or 3 for one-, two- and three-dimensional diffusion,
respectively.
The measurement of diffusion by NMR finds its roots in 1950, when Hahn real-
ized that the spin echoes he discovered were sensitive to diffusion [17]. The first
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Figure 1.5: Evolution of the transverse magnetization (in the rotating frame) depicted for
different sections of the sample (each their own color) at various heights in the sample
tube and thus affected by the gradient in the magnetic field.
diffusion measurements conducted with NMR were done in 1954 by Carr and Pur-
cell [18], who used static B0 gradients. Later, in 1965, Stejskal and Tanner [19]
revolutionized the field with their pulsed-field gradient (PFG) method, in which
the B0 field gradient is switched on and off. Nowadays there are two basic PFG
diffusion sequences that lie at the basis of NMR diffusometry: the pulsed gradient
spin-echo (PGSE) sequence [19] and the pulsed-field gradient stimulated spin-echo
(PFG-SSE) sequence [20].
Nearly all diffusion sequences make use of pulsed-field gradients. In a pulsed-field
gradient the B0 field is varied over the length or height of the sample, see figure
1.5. While the gradient is turned on the magnetization will evolve under the B0
field gradient, which causes different phases for each sample segment along the
applied gradient.
1.3.2 Pulsed Gradient Spin-Echo (PGSE)
The PGSE sequence (fig. 1.6) starts with a π/2 pulse to create transverse magne-
tization. Then a PFG pulse is used to phase encode the position. Assuming the
direction of the gradient is parallel to the z-axis, the spatial magnetization am-
plitude, I(z), is sinusoidal: I(z) = I0(z) · eizδG0 , where I0(z) is the magnetization
at thermal equilibrium, δ is the PFG duration and G0 is the gradient strength.
The molecules are then allowed to diffuse for a certain period Δ. Halfway this
diffusion period a π pulse is given to create an echo. Finally a second PFG pulse is
used to refocus the signal. If no diffusion occurs during the diffusion time Δ then
20
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Figure 1.7: Pulsed-field gradient stimulated spin-echo (PFG-SSE).
the phase introduced by the first PFG pulse is completely reversed by this second
PFG pulse and I(z) = I0(z). However, when there is diffusion the molecules will
change position and after the second PFG pulse there will be a residual phase and
therefore a decrease in the signal intensity.
1.3.3 Pulsed-Field Gradient Stimulated Spin-Echo (PFG-SSE)
The PFG-SSE sequence (fig. 1.7) consists of three π/2 pulses, two PFG pulses and
a diffusion period (Δ). Just like the PGSE sequence the first PFG pulse phase
encodes the position. The second π/2 pulse moves the magnetization back to
the z-axis and thereby converts the phase encoding into an amplitude encoding.
Again assuming the direction of the gradient to be parallel to the z-axis, the spa-
tial magnetization amplitude (I(z)) is sinusoidal: I(z) = I0(z) · cos(zδG0). The
third π/2 pulse converts the longitudinal magnetization into transverse magneti-
zation. Now, unlike the PGSE sequence, where the second PFG pulse rephases the
magnetization, the magnetization is phase encoded a second time. This encoding
basically works as a second sinusoidal filter, so in the case that there is no diffu-
sion during the period Δ the final spatial amplitude is: I(z) = I0(z) · cos2(zδG0).
Assuming G0 and δ are large enough, the total signal intensity (I(z) integrated
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over the sample volume) is thus half the original signal intensity. Again, if there is
diffusion, the molecules are encoded differently during both PFG pulses and the
total signal intensity decreases. In the limiting case, molecules diffuse over such
a distance that the phase of the second encoding is no longer correlated to the
phase created in the first encoding, and the total signal intensity becomes zero.
A big difference between the PGSE and PFG-SSE sequence is the relaxation pro-
cess during the diffusion period Δ. In the PGSE sequence transverse magnetiza-
tion is created and phase encoded, so during the diffusion period the magnetization
relaxes by T2 relaxation. In the PFG-SSE sequence the phase-encoded magne-
tization is converted into longitudinal magnetization by the second π/2 pulse,
so during the diffusion period there is only T1 relaxation. For this reason the
PFG-SSE sequence is often preferred, since longer diffusion delays can be chosen.
1.3.4 The Stejskal-Tanner Equation
The intensity (I) of the signal at the end of the PGSE sequence (not taking
relaxation into account) is described by the Stejskal-Tanner equation [19]:









Where I0 is the signal intensity after a single π/2 pulse, γ is the gyromagnetic
ratio and D is the diffusion constant. The equation for the PFG-SSE sequence is
exactly the same, only I0 is replaced by I0/2.
To measure the diffusion constant the diffusion sequence is simply run several
times, while incrementing either the diffusion time (Δ), the duration of the PFG’s
(δ) or the gradient strength (G0). Normally the latter option is chosen, since
incrementing either one of the timings means that the signal intensity will also be
affected by relaxation. An extensive derivation of the Stejskal-Tanner equation
is given in literature [21, 22]. It should be noted that the term −13δ is in the
equation to compensate for diffusion during the PFG pulses and that this term
is dependent on the shape of the PFG pulses. For square pulses the term Δ− 13δ
describes the effective diffusion time, for other pulse shapes and modifications of
the basic diffusion pulse sequences the effective diffusion times can be found in
reference [23].
For mixtures the results of a diffusion measurement are often presented in a so-
called DOSY plot. The spectra are transformed by applying an inverse Laplace
transform in the indirect dimension. In this way the resulting 2D contour plot
shows spectral information in one dimension and the diffusion constants in the
other. This representation is called Diffusion Ordered SpectroscopY, or DOSY,
and is used to separate the spectral lines of the different components in a mixture
by diffusion.
More detailed information about diffusion measurements with NMR can be found
in several review papers [24, 25, 26, 27].
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1.4 Sensitivity and Signal Enhancement
There are several ways to express the sensitivity of an NMR setup. For a stan-
dardized sample, for instance a 0.1 M ethanol solution in water in a 5 mm NMR
tube, one could simply compare the signal-to-noise ratio (SNR) of different se-
tups. In that case all the experimental conditions (temperature, spectral width,
number of scans, etc.) have to be the same. Of course it is not always possible to
keep all the conditions the same. In those cases it is customary to calculate the
limit of detection (LOD), the smallest amount of compound you can detect and
distinguish from the noise. People have made different definitions for the limit of







Np · V · C ·NA
SNRt√
S
· √1.3 · sw (1.9)
So the LOD is equal to the number of nuclear spins (Ns) of the detected isotope
in the sample, divided by the product of the SNR in the time domain (not in the
spectrum) of a single scan and the square root of the frequency bandwidth (Δf),
which is usually slightly wider than the spectral width (sw). That is also where
the factor 1.3 originates from. In practice one can measure more than a single
scan and divide the SNRt by the square root of the number of scans (S). The
number of spins is simply the product of the number of spins per molecule (Np),
the volume (V ), the concentration of the molecule (C) and Avogadro’s number
(NA).
This LOD definition takes many variables into account, except for measurement
time. In our case, where we will be comparing different RF coils on the same
magnet, this is not necessary because the limiting time step is the T1 relaxation
time, which is independent of the NMR probe. However, for certain enhancement
methods the measurement time consists for a large fraction out of the prepara-
tion step, for instance polarization transfer from the electron spin to the nuclear
spin in the dynamic nuclear polarization technique (DNP). In those cases the
experimental time is also factor to take into account.
Compared to other spectroscopic techniques NMR is relatively insensitive. This is
for one because of the Boltzmann distribution (see equation 1.2), which says that
the populations of the energy levels are only slightly different in size and therefore
only a minor fraction of the spins (1 in 20,000 for 1H at 14.1 T) will contribute
to the NMR signal. The same equation also tells us that high-γ nuclei are more
sensitive and that higher magnetic fields and lower temperatures result in more
sensitive measurements. The second reason for the relative insensitivity is that
the signal output is in the form of radiofrequency waves. These are much lower
in energy than other electromagnetic waves (roughly five orders of magnitude less
than IR and seven orders less than UV), therefore converting them to a digital
signal is less efficient.
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In an effort to close the enormous sensitivity gap with other kinds of spectroscopy
several techniques and methods have been and are still being developed to im-
prove the sensitivity of NMR:
• Brute-force hyperpolarization: Cooling the sample down to a few Kelvin
shifts the distribution of the spins over the energy levels and creates large
population differences. The difficulties in this method are the long build-up
time of the magnetization at low temperatures and the speed with which
you have to heat up the sample.
• Cryoprobe: Instead of cooling the sample, which is often not desirable, one
can also cool the probe to reduce the thermal noise. In so-called cryoprobes
this cooling is done using helium gas. It is a very general method that is
widely used, especially in liquid-state NMR.
• Microcoils : Moving to smaller RF coils has not only the advantage of ob-
taining higher RF fields, but also increases the sensitivity. A disadvantage
is that the detection volume also goes down, so microcoils are mostly used
for small, volume-limited samples.
• Nuclear spin polarization transfer : Many nuclei have a gyromagnetic ratio
that is several times smaller than that of 1H, for these nuclei it is possible
to transfer polarization from the 1H (or any other high-γ) nucleus to the
low-γ nucleus. Several different pulse sequence elements can be used for this
depending on the transfer mechanism, for instance Cross Polarization (CP)
and Insensitive Nuclei Enhanced by Polarization Transfer (INEPT).
• DNP : Dynamic Nuclear Polarization (DNP) is a method that receives a lot
of attention at the moment. In this method microwaves are used to transfer
the electron spin polarization of an unpaired electron in a stable radical to
the nucleus of the molecule under investigation. The disadvantages of this
method are additional hardware, the added radical and additional time for
polarization build-up.
• CIDNP : Chemical Induced Dynamic Nuclear Polarization (CIDNP) is slightly
different from DNP. In this method again radicals are involved, which are
e.g. created in-situ by laser light (so-called photo-CIDNP). A radical pair is
needed to transfer polarization to the nuclear spin.
• PHIP : Para-Hydrogen Induced Polarization (PHIP) uses parahydrogen, a
spin isomer of hydrogen that normally makes up 25% of the hydrogen
molecules, but can be enriched by cooling the gas down to cryogenic tem-
peratures in the presence of a catalyst, since parahydrogen is thermodynam-
ically the most stable state of hydrogen. Upon reaction of the parahydrogen
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with a substrate only certain energy levels are filled, which results in a large
signal enhancement. A special version is Signal Amplification By Reversible
Exchange (SABRE) in which the parahydrogen and the substrate both bind
to a metal complex where the polarization can be transfered to the substrate.
• MRFM : Although Magnetic Resonance Force Microscopy (MRFM) is often
not used as a spectroscopic technique, but as an imaging technique, the
sensitivity can be many orders of magnitude better than most other en-
hancement methods. MRFM works similar to an Atomic Force Microscope:
the nuclear spin resonance frequency is detected by a small cantilever via
a coupling between a magnetic field gradient and the magnetization of the
sample.
• Optical pumping : In Optically Pumped Magnetic Resonance (OPMR) light
is used to excite electron transitions, then via electron-nuclear cross-relaxation
processes a non-thermal nuclear spin polarization can be generated. How-
ever, this method is only possible for a small group of materials: 3He, 129Xe
and some semiconductor materials.
• Optical detection: Besides the standard inductive detection of NMR signals
and the mechanical detection (with MRFM) it is also possible to detect the
NMR signal optically, the so-called Optically Detected Magnetic Resonance
(ODMR). However, there are few samples to which this technique can be
applied, since an electronic triplet state is required.
• Nitrogen-vacancy centers : If in a diamond two neighboring carbons are re-
placed for one nitrogen atom and one vacancy then the this nitrogen-vacancy
(NV) center has some interesting properties. One of which is the ability to
sense the magnetic field locally. This can be used to sense magnetic moments
down to the level of single spins.
The enhancement factors of the techniques mentioned above vary greatly (table
1.1), however, one should keep in mind that the techniques with higher enhance-
ment factors often put strong restrictions on the samples, the type of NMR exper-
iments that can be performed and the spectral resolution. Moreover, additional
specialized equipment might be needed, whereas techniques that look less promis-
ing at a first glance, i.e. cryoprobes and microcoils, can be implemented much
easier with far less restrictions. It is even possible to combine some of these tech-
niques. For instance dissolution DNP can be seen as a combination of DNP and
brute-force hyperpolarization. Add a cryoprobe to detect the signal and three
techniques have been combined, giving high sensitivity and large versatility in
terms of NMR experiments.
Finally there is another method to increase the SNR and that is by averaging
multiple scans. The signal will increase linearly, however, the noise increases by
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Technique Enhancement †
Brute-force hyperpolarization [28] 102
Cryoprobe [29, 30] ∼ 4
Microcoil [31, 32] 101
Nuclear spin polarization transfer [33, 34] 100 − 101
DNP [35] 101 − 102
CIDNP [36] 101 − 102
PHIP [37, 38] 102 − 104
MRFM [39] 103 − 1012
Optical pumping [40] 104 − 105
Optical detection [41] 104 − 105
NV centers [42, 43] 105 − 1013
Table 1.1: Rough sensitivity enhancement factors for various enhancement techniques. †:
Relative sensitivity with respect to inductive NMR at ambient conditions.
the square root of the number of scans, and therefore the SNR will also improve
with the square root of the number of scans. This means that a reduction of
a factor 10 in the sample volume or concentration requires an increase of the
measurement time by a factor 100 to obtain the same SNR. For this reason even
small improvements in NMR sensitivity have a big effect.
1.5 Adiabatic Passages
A special class of NMR pulses are the adiabatic passages. These amplitude-
and frequency-modulated pulses can be designed to be insensitive to B1 inho-
mogeneities and frequency offsets. Because of this property, they are often used
in combination with surface coils, which produce inherently inhomogeneous RF
fields. The adiabatic passages ensure uniform flip angles and therefore they allow
for a better control in pulse sequences and higher signal intensities for coils pro-
ducing inhomogeneous RF fields. The tapered stripline produces a B1 gradient
and therefore a uniform excitation is not possible with standard pulses, however,
with an adiabatic passage the magnetization of the entire sample volume can be
rotated by 90◦.
To understand how adiabatic passages work we take a look at what happens with
the magnetization in a rotating frame. We define a reference frame that rotates
with the frequency of the pulse, ω. The orientation of the RF field is therefore
fixed in this frame and can be depicted as the vector ω1. For a non-adiabatic
pulse the frequency of the RF pulse is close or equal to the Larmor frequency and
therefore the effective field is equal to the RF field: ωeff = ω1. During a pulse the
magnetization will thus precess around the ω1 vector.
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For an adiabatic passage the frequency changes during the pulse and is not nec-
essarily equal to the Larmor frequency. This means that in the rotating frame
there is a magnetic field component along z, which is given by Δω = ω − ω0.
During an adiabatic passage the magnetization will thus experience an effective
magnetic field which is the vector sum of both ω1 and Δω (fig. 1.8 bottom). In
an adiabatic pulse the angle between the effective field and magnetization stays
constant during the pulse. This effect is used to manipulate the magnetization.
The size of the effective field is equal to:
|ωeff| =
√
(Δω)2 + ω21 (1.10)
We can now take a look at the two most commonly used adiabatic pulses: an
adiabatic half passage (AHP) and an adiabatic full passage(AFP), see figure 1.8
for an example of an AFP. The standard way to use them is on equilibrium
magnetization, oriented along the z-axis. However, they can also be applied to
magnetization in any other orientation, in which case the angle between the mag-
netization and the effective field remains constant during the pulse. For now we
will discuss the effect of an AHP and AFP on the z-magnetization.
Both the adiabatic half and full passage start with zero amplitude and far off-
resonance. This means that ω1 is practically zero and Δω is very large. The
effective field is thus oriented along the z-axis and the magnetization, which at
equilibrium is also along z, will rotate around the effective field. As the pulse
continues the RF amplitude increases, whereas the frequency offset decreases, so
the effective field vector slowly rotates from z to x (fig. 1.8 bottom). If this
rotation is slow enough (meeting the adiabatic condition, which will be described
at the end of this section), then the magnetization will remain ‘locked’ around
the effective field and follows its change in orientation. At the end of the AHP
the pulse amplitude is maximal and the offset is reduced to zero. The effective
field and the magnetization are now oriented along the x-axis (fig. 1.8 bottom,
at t = 250 μs). The overall result of the adiabatic half passage is a 90◦ rotation
of the magnetization (in fig. 1.8 the effect is a uniform excitation from z to x)
and moreover the result is independent of the exact RF field strength, as long
as the adiabatic condition is met. The adiabatic full passage is now half-way
of its trajectory and from this point on its amplitude goes back to zero, while
the transmitter offset goes off-resonance (in the opposite direction from where it
started). The effective field and the magnetization rotate from the x-axis to the
−z-axis. The net result of the AFP is thus an inversion of the magnetization.
The frequency and amplitude modulations of these passages are implemented in
the pulse program as pulse shape files, in which the frequency modulation is con-
verted in a phase modulation. Many different shapes are used for the amplitude
profile (e.g. sine, hyperbolic secant, gaussian, lorentzian and WURST-shape [44])
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Figure 1.8: Top: The frequency and amplitude profiles of a 500 μs adiabatic full passage
with a linear frequency ramp and a sine-modulated amplitude. Middle: The phase profile
and real part of the pulse shape of the AFP. Bottom: Schematic overview of the field
components in the rotating frame at different points during the AFP.
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The effect of an adiabatic passage is in principle independent from the length
and RF power of the pulse, but of course there are some limitations. The first
limit is dictated by the adiabatic condition. When the pulse is adiabatic, the
magnetization will follow the effective field and their orientations are roughly
equal. However, if the orientation of the effective field changes too fast, either by
a rapid change in amplitude or transmitter frequency, the magnetization cannot
keep up and will end in an undesired orientation. This does not happen when
the adiabatic condition (equation 1.11) applies during the entire passage. The
condition dictates that the effective field should always be much larger than the
rate of change in the orientation of the effective field (dα/dt), which is defined by
equation 1.12. This basically puts a lower limit on the duration of an adiabatic
passage. An upper limit is given by spin-spin relaxation. This means that the










A disadvantage of adiabatic passages is that a phase accumulates during the
passage. However, the angle (α) between the magnetization and the effective field
is constant, and therefore the final orientation of the magnetization vector is thus
somewhere, depending on the accumulated phase, on a cone (with apex angle α)
around the final orientation of the effective field. So, the results of an adiabatic
passage is only truely independent of the RF field and frequency offset if the initial
magnetization is parallel to the effective field. For example, because of this reason
a single AFP cannot be used to create a spin-echo. However, by using composite
adiabatic passages the introduced phases can be canceled, and in this way it is
possible to construct an adiabatic spin-echo [45, 46]. These composite adiabatic
passages are called the B1-insensitive rotation (BIR) pulses. More information
about these BIR pulses or about adiabatic passages in general can be found in
several overviews: [47, 48, 49, 50, 51, 52, 53].
1.6 Outline of this Thesis
This thesis discusses the stripline as a resonant RF structure. It explains how it
can be modified to produce a well-defined B1 gradient and shows applications for
both versions of the stripline.
In chapter 2 the stripline design is explained and it is shown why the stripline is
the best microcoil design. The sensitivity, resolution and RF homogeneity of the
stripline chip are determined experimentally and several attempts to improve the
stripline’s resolution are discussed.
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Chapter 3 shows how the stripline can be used as NMR detector in a reaction
monitoring setup. A set of small-diameter capillaries and tubing forms a mi-
crofluidic flow system and the reaction product(s) flow through a capillary guided
through the stripline chip. Using a catalyst cartridge and a gas module, it was
possible to monitor heterogeneously catalyzed hydrogenation reactions.
Chapter 4 explains how the stripline design can be modified to produce a well-
defined RF gradient and how this gradient can be used to perform 1D imaging
experiments. This stripline chip that produces an RF gradient is named ‘tapered
stripline’.
Chapter 5 describes how the findings of the previous two chapters can be com-
bined to monitor very fast chemical reactions in the ms – s regime. The tapered
stripline can be placed in the microfluidic flow setup and used as an NMR detec-
tor. However, instead of measuring standard 1D spectra, the tapered stripline can
be used to ‘image’ the ongoing reaction in the capillary. As long as the flow rates
are constant, the reaction mixture does not change and the imaging experiment
gives a kinetic profile of the first 2–3 seconds of a reaction. This method was used
to study the first step of the Vilsmeier-Haack reaction.
Chapter 6 is about compensating B0 gradients with the help of B1 gradients.
Here we demonstrate how the tapered stripline can produce high-resolution spec-
tra in inhomogeneous fields.
Chapter 7 discusses the advantages of B1-based diffusion measurements. An
overview is given of several B1-based diffusion pulse sequences. All these sequences
were tested using the tapered stripline.
Chapter 8 describes how soft offset pulses pulses can be used in combination
with a B1-gradient to select specific coherence pathways. We demonstrate this for
a COSY and a double-quantum-filtered COSY experiment.
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2.1 Miniaturized Radiofrequency Coils
In NMR the spin system is manipulated with radiofrequency (RF) pulses. These
RF pulses are emitted by a small antenna, generally a coil, inside the probe.
The electronic network, including this coil, is tuned and matched to the Larmor
frequency of the spins under investigation, i.e. for 1H nuclei in a magnetic field
of 14.1 T the network has to be tuned to 600 MHz. The same coil is in most
cases not only used for transmitting the RF pulses, but also as a receiver. This
makes the RF coil an extremely important part of the instrumentation. A poorly
designed coil can result in low signal to noise levels, bad spectral resolution and
imperfect RF pulses, which causes many pulse sequences to perform sub-optimal
or even render artifacts. A good RF coil should meet the following criteria:
• The RF field (B1) is directed perpendicular to the main magnetic field (B0).
• The dimensions of the coil are matched to those of the sample for an optimal
filling factor and thus optimal signal to noise ratio (SNR).
• In terms of magnetic susceptibility the coil/probe is uniform along the main
magnetic field axis to prevent local B0 gradients. However, this requirement
can be violated, for instance in solid-state NMR probes that can do magic
angle spinning.
• The coil material and other materials close to or inside the coil do not contain
nuclei of the same isotope(s) to be investigated by NMR. Furthermore, one
should aim to use only materials with matching magnetic susceptibilities.
Large discontinuities in susceptibility along the magnetic field axes should be
avoided, since it causes local B0 gradients and thus worsens the resolution.
This can be improved by submerging the coil in susceptibility-matching
liquid [54, 55], or, as Takeda et al. did [56], wind a hollow copper tube into
a solenoid shape and pump susceptibility-matching liquid through the tube.
31
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 32
Chapter 2
The second criterion is one to take a closer look at. Hoult and Richards [57] used
the reciprocity principle to create an analytic equation for the SNR in an NMR
experiment (equation 2.1). The reciprocity principle states that the sensitivity
of an RF coil is directly related to the efficiency of that coil to produce an RF
field. This is logical, because a B1 field is generated in the sample when a current
is passed through the coil and vice versa a current is induced in the coil when















Hoult’s and Richards’s equation (2.1) shows that the SNR is dependent on a
number of constants and factors (scaling factor for the RF inhomogeneity, or filling
factor, k0; sample volume, Vs; number of spins per unit volume, N ; gyromagnetic
ratio, γ; reduced Planck constant, ; spin quantum number, I; noise factor for
noise created by the spectrometer, F ; coil resistance, R; spectral bandwidth over
which signal is acquired, Δf ; Boltzmann’s constant, kB). The term filling factor
(k0) may be a bit misleading. It does not describe how much sample there is in
the coil, because that is given by the product VsN . Instead it is a factor that
corrects for the spatial dependency of the RF field. For an ideal coil the entire
sample volume experiences a constant B1 and then k0 = 1. However, for most
RF coils the B1 field varies over the sample volume. For instance, a solenoid has
an RF field that has a maximum value in the center, but decreases towards both
ends. So in this case the maximum B1 value can be used for the calculation of
the SNR, but the value of k0 is lowered to correct for the sensitivity profile.
We see that we can do several things to improve our signal to noise ratio. One
obvious option is to go to higher magnetic fields, since the SNR has a quadratic
dependence on the Larmor frequency, ω0. The second option is to decrease the
temperature. However, it is not always desirable to lower the temperature of
the sample (Ts), for instance because of phase transitions. Lowering of the coil
temperature (Tc) also has a positive effect on the SNR and this is the principle
that is used in cryoprobes. A third factor is the resistance of the coil, R, which
is dependent on the geometry of the coil (e.g. solenoid, saddle coil or stripline).
The resistance of the coil is also a function of temperature and RF frequency, and
therefore care should be taken when making qualitative predictions on the basis
of equation 2.1. Finally, we see a linear dependence of the SNR on the RF field
per unit of current, B1/i, which follows from the reciprocity principle. As it turns
out this parameter can be optimized by miniaturizing the NMR coil.
The most basic coil design is the solenoid, or helical coil (figure 2.1). The magnetic
field produced at the center of a finite solenoid of length L and diameter D can













Figure 2.1: Schematic drawing of a solenoid (yellow) producing a magnetic field, indicated
with the field lines (blue), when an electric current (I) is passed through.
Where N is the number of turns in the solenoid and μ0 the permeability of free
space. So the magnetic field per unit of current can be increased by moving to
smaller solenoids. If L and D are scaled by the same factor X, then B1/i = 1/X.
Although we demonstrated it only for the solenoid, this inverse relation between
coil size and magnetic field per unit of current holds for all coil geometries. How-
ever, this relation does break down at very small dimensions (<100 μm), when
the conductor thickness is of the same size as the RF penetration depth. For even
smaller coil dimensions B1/i does still increase, however, now the coil resistance
starts to increase as well.
Ever since scientists realized this inverse relation between sensitivity and coil
dimensions they have been producing so-called microcoils. These microcoils are
not only used for improvement in SNR, but also in solid-state NMR to reach higher
RF fields for decoupling sequences [58] or for the excitation of large bandwidths
[59, 60].
One major drawback from a decrease in coil dimensions is the loss in sample
volume. A tenfold decrease in coil dimensions roughly increases the sensitivity
by a factor of ten, however, the reduction in volume decreases the signal by a
factor of thousand, resulting in an overall reduction in the SNR of 100. Therefore
microcoils should only be used if the sample volumes are inherently small, such as
single crystals, plant extracts, thin films, expensive isotope-enriched or radioactive
material, fibers, cerebrospinal fluid (CSF) of small animals and certain tissue
samples; or if the sample can be concentrated into a very small volume. Later
we will demonstrate that these microcoils, when combined with a microfluidic
33
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 34
Chapter 2
system, are also extremely useful for flow NMR, the study of samples under high
pressures or extremely exothermic or dangerous reactions.
a b c
d e f g
h i j
Figure 2.2: Overview of different microcoils from literature: microsolenoid a) [54] b) [61],
circular planar microcoil c) & d) [62] e) [63], square planar microcoil f) [64], octagonal
planar microcoil g) [65], micro saddle coil h) [66], micro Helmholtz coil i) [67] and mi-
croslot j) [68].
In literature there are many examples of microcoils used for NMR. Several of
these coils are shown in figure 2.2. The most simple method for producing a
microcoil is to simply wind a wire around a thin glass capillary, which will result
in a microsolenoid (fig. 2.2a-b). At the end of the ’90s there was a big boost
in interest and research in the lab-on-a-chip area. A lab-on-a-chip is a device,
usually glass or polydimethylsiloxane (PDMS) based, that has several laboratory
functions integrated and is often used for fast and easy analysis. The boost in the
lab-on-a-chip field made NMR spectroscopists look into the fabrication of RF coils
on chips. They came up with the planar coil (fig. 2.2c-g), a geometry which can
be easily fabricated on a chip and with high precision using standard lithography.
However, the sensitivity of a planar coil is considerably less than that of a solenoid.
The exact B1/i has been given by Eroglu et al. [69]. Furthermore the contacts
to the ends of the planar coil will cause inhomogeneities, especially the one that
connects the inner end.
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Other standard coil geometries, such as the saddle coil and the Helmholtz coil,
have also been miniaturized (fig. 2.2h-i), however, the fabrication of these coils
is more difficult. Every deviation from the ideal shape may worsen both the RF
(B1) homogeneity and the magnetic field (B0) homogeneity. For microcoils these
deviations can be relatively large compared to the size of the coil. Therefore a
simple design is often preferred. Finally there is the microslot design (fig. 2.2j).
It is conceptually similar to the stripline and will therefore be discussed in more
detail in the next section.
More extensive discussions on microcoils for NMR can be found in the review
papers of Kentgens et al. [31], Takeda [70], Badilita et al. [71], Fratila et al. [72],
Webb [32] and van Bentum et al. [62].
2.2 The Stripline Configuration as Radiofrequency Coil
In the previous section we saw several different microcoil geometries. For the
design of a microcoil three factors are important: 1) sensitivity, 2) homogeneity
(both RF and B0), 3) fabrication, or how easy it is to make the coil without
imperfections. Most designs score less on one of these three points. Even the
solenoid, which is relatively easy to fabricate and very sensitive, shows some degree
of inhomogeneity. The RF field is maximal at the center of the solenoid, however,
it drops off quite a bit at the ends of the coil (up to 50% for a large coil length
to radius ratio). Furthermore the RF field is slightly higher directly around the
wire, so every turn in the coil introduces a small distortion of the RF field close
to the ‘wall’ of the solenoid.
In the early ’00s the Solid-State NMR group of Nijmegen was also looking into
microcoils and they soon realized that a stripline design might be very useful. A
stripline is a metal strip which is sandwiched on both sides with metal ground
planes. Non-conducting material is placed between the planes and the strip. It
was invented in the 1950s by Robert M. Barrett of the Air Force Cambridge
Research Center [73] and is commonly used as a transmission line for microwaves.
The stripline design is best explained by going back to some basic examples of
an electromagnetism class. If a current is sent through a conducting wire, then
a concentric magnetic field is created around the wire, in a direction given by
Ampère’s right hand screw rule (fig. 2.3a). So in principle a single straight wire
can be used as an RF coil, however, the magnetic field produced by the wire falls
off as the inverse of the radial distance to the wire. The RF field is thus very
inhomogeneous. If we now move from a wire to a plate of finite width, not much
changes. The magnetic field is still concentric around the plate and perpendicular
to the direction of the current (fig. 2.3b). The only difference is that the field
is now homogeneous in every direction parallel to the plate (close to the surface
and far away from the sides of the plate). However, the field perpendicular to
the plate is still inhomogeneous, so this coil design is also not ideal unless you
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want to study very thin samples, like solar cell materials or membranes. The only
difference between this example and the stripline design is the ground planes. A
conducting plate is added on either side of the central plate and connected as an
electrical ground. In this way the magnetic field is confined to the space between
the central plate and the ground planes (fig. 2.3c), resulting in an RF field that is
uniform in all directions. However, this ‘sandwiching of the field’ only produces
a homogeneous field in the space between the strip and the ground planes, and
only when the width of the strip is several times larger than the distance between
the strip and the ground planes.
a) b) c)
Figure 2.3: Schematic drawings of the cross sections and magnetic fields lines around an
a) wire, b) plate, c) stripline.
The stripline can in principle be made from many different materials, as long as the
three plates are electrical conductors and the material in between is an insulator.
However, using the stripline as an RF coil for NMR adds some more criteria: The
materials should be free from the isotope that one wants to detect with NMR, in
this case 1H, so mostly proton-free materials were used. Secondly, both B0 and B1
should be as homogeneous as possible, so no ferromagnetic or strong paramagnetic
materials should be used, also the materials should display a uniform magnetic
susceptibility. Materials with largely different magnetic susceptibilities should be
avoided. Furthermore small deviations in the dimensions of the central plate have
large effects on the B1 field and the B1 homogeneity, especially when the entire
geometry has to be produced on a millimeter scale. For these reasons it was
decided, already a decade ago, to make the stripline with the same cleanroom
techniques that are used to produce microfluidic chips1.
In figure 2.4 there are two examples of stripline chips. The left one is made by
electroplating a High Resistivity Silicon wafer with a 10 μm copper layer. The
1Over a decade ago a collaboration was started between the group of professor Han Gardeniers
of the Mesa+ Institute for Nanotechnology (University of Twente, the Netherlands) and the
Solid-State NMR group (Radboud University, the Netherlands) to produce stripline chips in the
cleanroom. Jacob Bart and Roald Tiggelaar produced the first generations of stripline chips,
among them the chip from fig. 2.4a and the tapered striplines (described in later chapters).
Later Hainan Zhang and Roald Tiggelaar fabricated more stripline chips, for instance the chip
from fig. 2.4b, and these chips were used for the work in this and the next chapter.
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pattern for the central ‘plate’ is made with a lithograpically patterned resist layer,
applied before electroplating. After electroplating the wafer is bonded to a second
wafer that contains a sample channel. The entire chip is then electroplated on
both sides to create the ground planes. This production process is described in
more detail in the dissertation of Jacob Bart [74].
a b
Figure 2.4: Two types of stripline chips: a) single chip design: here the chip is shown as
two separate parts, however, normally they are bonded together to form a single stripline
chip to which inlet and outlet ports have to be glued to fill the sample channel (rigth part);
b) multicomponent design: the central plate geometry of the stripline is electrolytically
deposited on a fused silica substrate, the ground planes are separate components that have
to be assembled together with this chip, the sample capillary and Teflon spacers.
This silicon-based stripline chip (fig. 2.4a) from the work of Bart et al. [74] was
made as a self-resonant chip and is connected via a capacitive coupling. This
means that no soldering is needed to connect the chip to the probe, however, it
also means that each chip is made for a specific nucleus at a specific magnetic
field and making a double resonant chip is more difficult. The stripline chip has a
reasonably good sensitivity (2.8 · 1014 spins/√Hz) compared to other microcoils,
although this is a factor 10 less than theory predicts, most likely due to losses in
the silicon substrate material. Furthermore it displayed an excellent resolution
(0.73 Hz). There were also some minor technical disadvantages. Because of the
multiple layers the production of the stripline chip was relatively difficult. Besides
that the chip design was prone to leakages, either because the bonding of the two
chip parts was insufficient, or because the microfluidic connectors on the chip let
loose.
Because of the lower sensitivity (than predicted by theory) it was decided to move
to a different low-loss substrate material, namely fused silica. At the same time
other issues were tackled: The stripline got a more simple design (fig. 2.4b) of
a chip that consists only of a substrate layer with an electrolytically deposited
central ’plate’ on it. The ground planes were two separate copper plates of which
the top one is spaced at a fixed distance from the central plate by Teflon spacers,
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the air in between the plates then acts as the electric isolator. The sample is
now contained in a separate microfluidic fused silica capillary. This makes the
chip production much easier and the chip is now leakage-free. However, due to
the use of a sample capillary, the filling factor is reduced by a significant factor.
The old sample channel cross section was 300 × 400 μm, whereas the sample
is now contained in a capillary with a diameter of 250 μ, which reduces the
sample volume by a factor of 2.44. Furthermore the chips are also no longer self-
resonating. Instead the chip is connected as a passive element in a λ/4 or 3λ/4
resonant circuit, which allows the usage of a chip for all nuclei and magnetic fields
(as long as the circuit can be made resonant), but it also means that chip has
to be soldered or clamped to connect it. These connections can cause losses and
instability in SNR. All the work in this dissertation has been done with these new
stripline chips.
2.3 Sensitivity, Resolution, RF Homogeneity and Other
Stripline Specifications
The new stripline NMR chip (fig. 2.4b) has a sensitivity of 3.9·1013 spins/√Hz (for
a 9.0 mm long constriction, 500 μm wide), which is almost an order of magnitude
better than the previous stripline chip. This is because the chip substrate was
changed from silicon, which has a significant dielectric loss, to fused silica. The
spectral resolution of this stripline is typically 2.0 Hz (fig. 2.5). With a lot of effort,
both in terms of sample preparation and shimming, a better resolution might be
obtained, however, often with distortions in the line shape. So this stripline chip
is more sensitive and easier to manufacture and handle than the previous chips
(fig. 2.4a), but the resolution is slightly worse. Nevertheless for most applications
a spectral resolution of 2.0 Hz is sufficient.
The stripline concept is not limited to 1H NMR. Stripline probes can be built for
other NMR-active nuclei, however, the sample volumes are small and it is thus
not very useful to design a stripline probe for a very low-γ nucleus and/or nucleus
with a low natural abundance. With a few minor modifications to one of our
stripline probes we could tune it to fluorine (fig. 2.6b). Another stripline probe
was designed as a double resonance probe. It has a standard 1H channel and a
13C channel (fig. 2.6a). And finally a tapered stripline probe was double tuned to
1H and 31P (not shown here).
For more advanced NMR experiments the RF homogeneity has to be high. The RF
profile can be measured with a nutation experiment. In a nutation experiment a
series of FIDs is recorded, each one after a single pulse which is linearly increased
in length. The signal amplitude thus modulates as a function of the RF field
strength, which can be extracted from the nutation data by a Fourier transform
[76]. We did this for three stripline chips with varying constriction widths (fig.
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Figure 2.5: 1H NMR spectrum of an ethanol solution in water, acquired with a stripline
probe. The splitting due to the J-coupling of the spins in the CH3-group (1.17 ppm, triplet)































Figure 2.6: a) 13C NMR spectrum of 13C-labeled methanol; b) 19F NMR spectrum of
FC-40, a mixture of fully fluorinated hydrocarbons, with two major components [75]: R
= -CF3 and R = -CF2CF2CF2CF3.
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Figure 2.7: Radiofrequency profiles of striplines with varying constriction width. The
three profiles are scaled to their integral.
2.7), but fixed lengths of 6 mm. It is clear that a wider constriction in the stripline
gives a more homogeneous field. This is because the distance between the strip
and the ground plane, 400 μm, is in this case comparable to the width of the strips.
So the magnetic field is less confined and approaches the case where there are no
ground planes (fig. 2.3b). This effect becomes stronger when the height/width
ratio becomes larger. The B1 field is higher closer to the strip and that is exactly
what we see in the profiles of figure 2.7 and in the numerical calculations we did
with Finite Element Method Magnetics (FEMM) [77], see figure 2.8. With FEMM
we calculated the B1 field for five stripline chips of identical dimensions (9 mm
wide, 400 μm between the ground planes and the central strip), but with different
widths of the central strip.
For the smaller strip widths a small fraction of the sample is close to the strip,
experiencing the highest RF fields, whereas a large fraction is further away from
the strip and experiences relatively lower RF. As the strip gets wider the generated
field is more homogeneous. However, this also means that the B1 field is smaller
(not shown in the cross sections of fig. 2.8). We can express the inhomogeneity as
a percentage by taking the width of the B1 field distribution and dividing it by
the central B1 value ([B1,max - B1,min]/2). From narrow to wide strip widths (300
– 2000 μm) the calculated inhomogeneities are: 53%, 36%, 24%, 3.1% and 0.12%.
The reason we made stripline chips with such a narrow constriction is that the
sensitivity and the RF field are proportional to the width of the strip (fig. 2.8 bot-
tom). So even though the RF homogeneity is not perfect, the increased sensitivity
of the stripline chip outweighs this minor disadvantage.
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Figure 2.8: Top: cross sectional views of the B1 field of five stripline chips with different
strip widths. The 2D magnetic field profiles where calculated with FEMM and processed
with MATLAB. The dimensions of the shown cross sections are 2000 × 900 μm, however
the calculations where done for a full chip width of 9 mm. The color scale was adjusted
for each cross section (dark blue (B1 = 0) to dark red (B1 =
1
2B1,max)). The position of
the sample capillary is indicated by the two circles.
Bottom: for the five striplines the field was integrated over the sample area to give the B1
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2.4 Optimization
We already saw that the new stripline chips are an improvement to the previous
ones. They show better sensitivity, are easier in handling (no more leakages) and
are easier to produce. However, they no longer give a sub-Hertz resolution. In
this section we will show a series of experiments that were aimed at improving
the resolution or at least pinpointing the factor that prevents us from reaching
sub-Hertz resolution.
2.4.1 On-Chip Shimming
The first thing one normally does to improve the spectral resolution is shimming.
By adjusting a set of smaller coils incorporated in the NMR magnet you can
change the B0 field locally. The shims in our wide-bore solid-state NMR magnet
are made to create a homogeneous field over several centimeters. However, now we
are dealing with a microcoil and samples that are 1-10 mm long, with a diameter
of only 250 μm, and over those dimensions we have to create magnetic field
differences with the shims, which is very difficult with the standard shim set.
Thus we decided to fabricate our own shims. We neglected shimming in the x-
and y-direction, because the sample length is much larger than the diameter, and
focused on shimming in the z-direction (along the length of the sample). To be
able to cancel even very small local distortions we placed the shims as close as
possible around the stripline. For stability reasons the stripline chip was clamped
in a copper box. A flexible flat cable (a type of cable that is used many electronic
applications) was wrapped directly around this box. By doing this each wire in
the flexible flat cable forms a loop around the stripline and can be separately
controlled to increase or lower the magnetic field locally (fig. 2.9). Each wire of
the the flat cable is connected to one of the 16 channels of a USB controlled voltage
module (MicroDAQ, USB-3114), which was controlled with a Matlab script.
The home-built shim set was tested on a 6.0 mm long neat ethanol sample by
manually changing the current through each shim wire. The unshimmed spec-
trum (fig. 2.10a) shows a 90 Hz wide peak with many sharp peaks on top. This
means that the sample ‘feels’ several different and relatively homogeneous B0
fields. Using our own shim set we can resolve the ethanol triplet once again (fig.
2.10b), however, the resolution (3.0 Hz line width) is not better than what we
were able to reach before and the line shape is not perfect: the foot of the peak
is broadened and halfway the peaks we see a shoulder on the left. Also on the
right of the peak (10–30 Hz) we see some extra signal due to imperfect shimming.
Some additional peaks can be seen at +50 and −50 Hz, those might be caused by
some interaction with an electronic system in which the current alternates with
50 Hz.
Next a Python script was written2 that can operate both the spectrometer and
2Many thanks to Bas van Meerten for writing the script.
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Figure 2.9: The on-chip shimming setup. Left: stripline probe connected to the 16 channel
voltage module. Middle: Head of the stripline probe, with a ribbon of wires that goes
through the probe head and around the stripline chip. Right: a schematic drawing of the
stripline chip with the wires wrapped around it.
voltage module, which controls the ribbon shims. With the help of this program
we can perform automated shimming. The program works as follows: once the
spectrometer outputs an FID it is analyzed by the Python program. An algorithm
assigns a score for the quality of the FID and based on that it either changes
one of the shim wire currents or keeps it the same. Then a signal is given to
the spectrometer that it is allowed to acquire the next FID. Of course the final
spectral resolution and the optimization time both depend on which algorithm is
used.
The first algorithm we tried was very simple: an FID was measured with all shim
wires on 0 mA, then the current on wire 1 was increased by a fixed amount (for
example 1 mA), an FID was recorded and then the current was lowered by the
same fixed amount below the initial value and again an FID is acquired. The
three FIDs are scored by the algorithm, which in this case means that the FID
area (the integral over the absolute FID (all values real and positive)) is the score.
A high score means a large FID area and thus a slowly decaying signal, which is
equal to a high spectral resolution. The setting (−1, 0 or +1 mA) with the highest
score is taken as a new initial setting and then the process is repeated for wire
2, then for wire 3 and so on. In this way all 16 wires are optimized several times
until the FID score is no longer increasing. This process is quite time consuming,
typically 160–320 FIDs have to be acquired to reach the optimum, but it works
well. Only when the initial line shape is too spiky then the algorithm might try
to narrow those spikes instead of merging them into a single peak.
We tested this algorithm on a 6 mm long water sample (10% H2O in D2O, in
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Figure 2.10: 1H NMR spectrum of ethanol, zoomed in on the methyl group. a) Unshimmed
b) Shimmed with the in-home-built shim set.
a 250 μm inner diameter fused silica capillary, the water plug is spaced in the
center of the capillary with FC-40). We chose this sample because is gives only
a single peak in the NMR spectrum and no multiplets. In roughly 100 scans the
line is narrowed from a 40 Hz wide ‘peak’ to a 1.5 Hz line, as can be seen in the
contour plot of fig. 2.11a. For this plot every spectrum has been scaled such that
the maxima are equal, and the lower level of the contour plot is at 7%. After
those first 100 scans some more fine tuning takes place and finally a line width
of 1.1 Hz is reached (fig. 2.11b). The final line shape is Lorentzian, however, a
small shoulder is still present. If we look more closely at the baseline then we
see several distortions, mostly caused by vibrations, but also peaks at +50 and
−50 Hz that we already saw in fig. 2.10b. These distortions can be removed by
turning on the vibration damping of the magnet (fig. 2.12), however the peaks at
± 50 Hz remain.
Moving back to the automated shimming we can conclude that it works reasonably
well and can improve the resolution down to 1 Hz. Unfortunately this method
could not help us reach a resolution comparable to standard liquid-state NMR
probes (down to 0.1 Hz). Furthermore, the method is time consuming and has
to be repeated for every new sample capillary. Although, once a shim profile has
been obtained, shimming of subsequent samples should be a matter of fine tuning
the found shim profile. Faster shimming algorithms could be envisaged and a
few where tried briefly, but without any improvements on the resolution obtained
with the algorithm described above.
To conclude, we obtained a proof of principle for on-chip shimming, which could
prove to be valuable, also in other cases where standard room temperature shims
are not available. In a next generation setup the flat cable, which in itself produces
field distortions, could be exchanged for susceptibility matched lithographic shims
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Figure 2.11: Automated shimming with the in-home-built shim set: a) contour plot of the
optimization, each spectrum is scaled to have the same maximum. b) resulting spectrum
after the automated shimming procedure. c) artifacts around the water peak.
to improve the results.
2.4.2 Sample Spinning
In the search for a fast and easy method to improve the spectral resolution we
tried to spin our sample. Of course we know sample spinning as an essential part
of solid-state NMR, where it is used in the form of magic angle spinning (MAS) to
get rid of or reduce line broadening due to the dipolar interaction, chemical shift
anisotropy and the quadrupolar interaction. For gels and other more liquid-like
samples it is common to use High-Resolution Magic Angle Spinning (MR-MAS)
to get rid of the residual dipolar coupling. But also in standard liquid-state NMR
spectroscopists sometimes spin their NMR tubes at low spinning rates, roughly
20 Hz, to average B0 inhomogeneities perpendicular to the rotation axis, making
shimming in x and y direction superfluous. Although we suspected that the
distortions in the x and y direction should be small relatively to the z direction,
we still wanted to see what the effect of spinning the sample would be. The sample
for a stripline probe can be placed directly on the strip or, as we usually do it,
put it in a microfluidic capillary and place that on top of the strip. Rotating this
capillary might damage the stripline chip, so we decided to take a small outer
diameter capillary (100 μm ID, 200 μm OD) fill it with sample and slide that
capillary into a capillary with a larger outer diameter (250 μm ID, 360 μm OD).
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Figure 2.12: Sixteen single scan spectra of water: a) Without vibration damping. Vibra-
tional artifacts are visible around the central peak. b) When the air cushions are active
most of the artifacts disappear, only two peaks are still visible at ± 50 Hz from the main
peak, these artifacts are most likely caused by interference with electronic equipment.
Although we lose some sample volume, the sample capillary is now nicely guided
by the outer capillary and this capillary-in-capillary setup is flexible enough that
it can be bent while spinning the inner capillary. The spinning of the capillary is
controlled by a simple electric micro-motor (3 V, DC, dimensions: 32×19×15 mm)
connected to a DC power supply (PeakTech). Since the electric motor is magnetic,
it has to be put a certain distance away from the NMR magnet, which was done
by taking extended capillaries and by positioning the electric motor roughly half
a meter below the bottom of the probe fixed to a plastic tower connected to the
bottom of the NMR probe.
The spinning frequency of the sample capillary could be read out by looking at
the spinning sidebands in the NMR spectrum (fig. 2.13). By changing the voltage
one can control the spinning speed. We found stable spinning at spinning speeds
of 90 Hz or more. Below 90 Hz the friction was too large to start the capillary
spinning or to keep it spinning for longer periods. We reached spinning rates
up to 310 Hz at a voltage of 6.5 V, which is more than double the normal (3
V) voltage this electric motor normally receives. The capillaries stayed intact,
however, afterwards they showed signs of wear and would easily break. For that
reason we did not go to higher spinning speeds. As one might notice the spinning
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sidebands are not in-phase with the center band. This is due to ‘Q modulation’:
The rotating capillary is held in place by a larger outer capillary, however, the
outer diameter of the inner capillary is 50 μm smaller then the inner diameter of
the outer capillary, so the rotating capillary can move quite a bit in all directions.
As the exact position of the capillary changes, the capacitance of the RF circuit
can also change. So the spinning of the capillary causes a capacitive periodic
detuning of the resonant circuit, which in turn results in a phase modulation of





































Figure 2.13: Spinning speed test for a 200 μm OD capillary in a 250 μm ID capillary.
Left: Spectra taken at several voltages applied to the electric motor. A clear shift of the
spinning sidebands from the center peak is visible at higher voltages. Right: The spinning
speed deduced from the spinning sidebands is linearly dependent on the voltage for the
range of 2.0–6.5 V.
This spinning method did not improve resolution. The capillary-in-a-capillary
system only caused distortions that widened the lines to 3 Hz. Spinning did not
show any significant changes. Only when the resolution was worsened on purpose
(to more than 10 Hz line width) by applying strong X and Y gradients could
we see sharpening of the lines due to the spinning of the capillary. Despite the
disappointing results concerning the improvement of the spectral resolution we
would like to remark that this setup demonstrates a relatively simple and cheap
way to achieve slow sample spinning, for instance for fragile biological samples
like fish eggs [80]. With the benefit that between measurements the capillary
can be used to replenish the media in which the biological sample is placed. Or,
with some redesigning of the setup, it could be possible to replenish the media
continuously, also during the measurement. This thus offers great potential for
High Resolution Magic Angle Spinning (HR-MAS) and could, in some cases, be
a simpler alternative for other μMAS setups [81, 70, 82].
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2.4.3 Stripline Chip Alignment
Since sample spinning or shimming, either with the standard magnet shims or
with our on-chip shims, does not achieve the desired resolution we have tried to
find out what causes the ‘residual’ line broadening that prevents us from obtaining
line widths less than 1 Hz. One could think of imperfections in the used materials
to create the stripline chip or flaws in the production of the chips or assembly of
the probehead.
A first thought we had was to look at the alignment of the stripline chip with
the magnetic field. If the chip is perfectly parallel to the B0 field then no line
broadening is expected, however, if it is a few degrees off axis then broadening
may occur, of which the size is hard to predict. So we modified one stripline
probe, by removing the bottom spacer, such that the entire probe could be placed
under an angle in the bore of the magnet. The probe could be tilted up to 1.75◦
in all directions. However, by using this probe we observed no significant changes
in the spectrum even at maximum tilting angles.
2.4.4 Seed Layer
Next we wanted to investigate if there are local defects that worsen the spectral
resolution. With a nutation experiment it is possible to take a look at the B1 field
produced by a probe. By imposing a B0 gradient along the length of the stripline
we can study how both the RF field and the B0 field are distorted locally [76]. The
B0 gradient ‘stretches’ the NMR signal in the spectral (or direct) dimension, such
that we can see how the sample is distributed along the direction of the gradient.
In the indirect dimension we can see the distribution in B1. So after a 2D fourier
transform the plot is basically a map that shows RF distribution as a function of
spatial coordinate.
We already had some hints that the magnetic fields distortions in B0 are very local
(see section 2.4.1). Therefore we ran the nutation experiment in combination with
a B0 gradient, produced by the Z1 shim, on a capillary filled with water. The
nutation experiment gives a contour plot (fig. 2.14a) that shows a wide band with
a B1 field between 120 and 165 kHz, this field is produces by the constricted part
of the stripline. On the ends of the chip the B1 field drops to lower values and this
is because the chip becomes wider at those parts. Eventually it will level off at a
value of 5–10 kHz at the ends of the chip where it is at its widest. Moving back
to the center of the chip, the B1 field is quite broadly distributed. This is because
the chip is relatively narrow (400 μm) compared to the spacing between the strip
and the ground plane (also 400 μm), therefore the RF field between the strip and
the ground plane is not completely homogeneous (further away from the strip the
field decreases slightly). In the plots we see a higher intensity (green - yellow -
red) at the low RF side, meaning that most of the sample feels this field, whereas
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Figure 2.14: Mapping of B0 distortions for a stripline chip with a: a) chromium seed
layer, or b) molybdenum seed layer. In c) the stripline chip is rotated 180 degrees with
respect to the B0 gradient. In d) the sample capillary is shifted by 1 cm. The pink dots in
b)–d) are added to the contour plots to show the similarity in the distortions. The pink
dots pattern is identical for each subplot.
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only a small part experiences the higher RF frequencies, which is in agreement
with figure 2.7.
Looking at the RF distribution we see many peaks on both the high and low
RF side of the distribution. These are distortions in the B0 field. Each peak
corresponds to a part of the sample that experiences a uniform B0 field, even
though the sample is placed in a B0 gradient and should experience a variation in
B0 fields. The distortions at the high RF side might be caused by clusters in the
chromium layer, which is used as a seed layer on the fused silica in the sputter-
deposition of the copper layer. This seed layer should be only several atomic layers
thick and the magnetic properties of the chromium are determined by the exact
thickness of the layer. If there are local variations in the layer thickness then
this can cause magnetic distortions. Therefore we decided to produce stripline
chips that have a molybdenum seed layer, because molybdenum is non-magnetic.
These chips still show distortions on the low RF side (fig. 2.14b), but hardly any
distortion on the high RF side.
Next we checked if the remaining distortions where caused by the chip. The
stripline chip was rotated by 180◦, the sample and the direction of the B0 gradient
where kept the same. In this way the pattern of distortions should flip around if
the distortions are caused by the stripline chip. However, this is not the case and
we still see the same pattern of distortions on the low RF side (fig. 2.14c, compare
the distortion peaks with the pattern of pink dots).
Finally we shifted the sample capillary up by 1 cm to check if the capillary was
causing these distortions. However, the nutation experiment gave results similar
to the unshifted capillary (fig. 2.14d). So the sample capillary does not cause the
distortions.
To conclude this section: The spectral resolution is not affected by the alignment
of the stripline chip. Secondly, using a nutation experiment in combination with
a B1 gradient, we have shown that very local B0 distortions are present, some of
which seem to be caused by the seed layer of the chip. By changing the stripline
chip seed layer from chromium to molybdenum we could remove some distortions,
however, the spectral resolution was not improved by this. The distortions on the
low RF side could not yet be removed. We now assume that they are caused by
imperfections in the copper ground planes. The next step would be to produce
the ground planes in the clean room on a molybdenum seed layer.
2.4.5 Zero RF at Stripline Contact Pads
In this final optimization section the confinement of the RF field is improved. This
resulted in a better defined detection volume and can make shimming simpler.
As we saw previously the stripline chip has a constriction in the center. So the
width of the strip decreases and with that the sensitivity and the RF field increase.
The two ends of the stripline, which are used to connect the chip in the probe
head, should not contribute to the signal. However, the width of the strip at these
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‘contact pads’ is not infinitely wide and the RF field and sensitivity will therefore
not be zero. This is undesired for several reasons: If there is a contribution to the
signal from these parts then the chip has to be shimmed over the full length, which
makes the shimming procedure more difficult. Secondly, the sample at the contact
pads experiences a lower RF field than the sample at the center of the stripline,
which may result in artifacts. And finally, in flow experiments the sample first
passes this low RF region before entering the high RF part of the stripline where
the NMR experiment happens, but in the low RF region the pulses already affect
the magnetization, which gives a loss in signal intensity and possibly also creates
phase errors. In some cases one can circumvent these problems by making a small
sample plug with a length matching the constriction. However, this is not always








Figure 2.15: Schematic drawing of four types of stripline chips.
One way to solve this problem is to redesign the chip, such that the RF field
is zero at the ends of the chip. For flow measurements a solution would be to
eliminate the RF field on the side of the chip where the liquid enters. This can
be done by putting both electrical connections on one side of the chip. In these
‘one-sided contact’ chips (fig. 2.15) the current is directed from the bottom central
connection up through the constriction and then down again on both sides of the
constriction to the two contacts on the bottom. In this case the top ‘contact’ pad
is not connected and is only there to keep the magnetic susceptibility constant
over the length of the sample.
A disadvantage of the one-sided contact design is that the RF generated by the
central contact pad on the bottom is larger then it would be for the standard
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Figure 2.16: The nutation RF profiles of two stripline chips, standard and split design,
with both a 6.0 mm long and 500 μm wide constriction. The power levels were chosen
such that the RF field at the constriction is 250 kHz.
stripline chip design because it is more narrow. Luckily a third design is possible
for which the RF field is reduced on both contact sides. In this design both
contact pads are split in two sides (fig. 2.15, split design). The current runs from
the bottom of the chip to the top. Because the contact pads are split in two sides,
both sides will generate an RF field. Exactly at the line where the split was made
the two fields have an opposite direction and thus they will cancel each other at
that position, so the sample will feel a zero net RF field.
We tested this split stripline design by comparing it to the standard design. For
both designs a chip was fabricated with a constriction length of 6.0 mm and a
width of 500 μm. With the help of a 1 mm long water sample the power levels
where calibrated such that the constricted part of the stripline chip produced an
RF field of 250 kHz. Then the water sample was re-positioned to the contact pad
and a nutation experiment was performed to determine the RF field produced
above the contact pad. The standard stripline produced an RF field of 21.7 kHz
at the contact pad, whereas the split stripline produced a significantly lower RF
field of only 4.8 kHz (fig. 2.16). Unfortunately the RF field was not completely
reduced to zero, but this may be explained by an imbalance of the currents running
through the two sides of the contact pad. If the currents on either side are not
exactly the same then the net RF field at the sample will be non-zero. However,
this reduction of the RF field by a factor 4.5 is certainly a good improvement. In
terms of phase error the contact pad of a standard stripline gives a 7.8◦ pulse,
whereas on the split stripline the phase is only 1.7◦ (assuming a 90◦ pulse on the
constriction).
In terms of signal contribution from the contact pads both the excitation (pulse
angle) and the detection (sensitivity) have to be taken into account. If we com-
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pare the signal intensity of two equal samples placed on the contact pad and the
constriction of the standard stripline, then the intensity from the sample on the
contact pad is 1.2% of that on the constriction. Now, 1.2% may seem small, but
the sample volume on the contact pads is usually 2 - 8 times as large as the sam-
ple volume on the constriction, so it is not negligible. For a split stripline this
relative signal intensity would be only 0.06%. The split stripline design thus gives
a 20-fold reduction in signal contribution from the contact pads.
Then a long water sample was measured with both types of stripline. The sample
could be shimmed to a resolution of 1.6 Hz, however, no improvement in the line
shape was observed for the split stripline. Although in a nutation experiment we
could see a smaller contribution for the contact pads of the split stripline.
2.5 Conclusions and Outlook
RF microcoils are one of the simplest solutions for the sensitivity problem in
NMR. The improvement in SNR is roughly one order of magnitude, which is,
compared to other enhancement techniques, not that high. However, unlike the
other techniques the usage of microcoils does not put any restrictions on NMR
as a method. The only practical restriction is that the sample has to fit in the
coil. Besides the gain in sensitivity there is of course a much bigger loss in sample
volume, so microcoils should only be used if the sample is intrinsically small or if
there is additional advantage to use a small sample.
Of all possible microcoil designs the stripline is in theory the best choice. It has
the best theoretical sensitivity, can produce a good resolution and is relatively
easy to fabricate. The old single chip stripline displayed an excellent resolution
of 0.73 Hz, but the sensitivity, 2.8 · 1014 spins/√Hz, was less than theoretical
limit of detection due to losses in the silica substrate. Our new multicomponent
design showed a significantly better sensitivity of 3.9 ·1013 spins/√Hz, is easier to
fabricate and more robust against high pressures. However, the typical resolution
of only 2.0 Hz is somewhat of a drawback. Also the filling factor of the new chip is
reduced by the use of capillaries as sample holders. In the old chips a channel was
etched and filled with sample, however, in the new design the detection volume is
mostly occupied by the capillary wall or empty because the capillaries are cylinder-
shaped. So for an even better SNR one should move to square-shaped thin-wall
capillaries, or make chips with a second fused silica substrate layer and an etched
channel, which is a difficult procedure with the current clean room methods.
In order to improve the resolution of the new stripline design we tried several
things. An on-chip shim set allowed us to improve resolution down to 1.1 Hz.
The shim wires themselves may cause some magnetic field distortions and in the
future they should be replaced by susceptibility matched lithographic shims. Later
we also showed that the resolution is limited due to other very local distortions in
the B0 field. The shim wires in our on-chip setup are probably a bit too far away
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from the sample to cancel these very local distortions. If either the distortions
are removed, or the shim wires are positioned such that they have a more local
effect, then the on-chip shimming method will be useful in practice. For instance
when the stripline chip is used in a flow NMR setup. In such a case a lengthier
shimming procedure to obtain initial shim values is not an issue, after the initial
shimming procedure shim settings can be regularly updated with a quick shim
algorithm.
In a second attempt to improve the line width we investigated sample spinning.
These sample-spinning experiments did not show an improvement in the resolu-
tion, however, they did demonstrate an alternative method to spin a sample up
to several hundreds of Hz. This might be useful for the development of cheaper
and more compact NMR systems. One could for instance imagine a benchtop
HR-MAS system based on this sample-spinning method.
The cause of the line broadening is very local magnetic field distortion. We de-
termined that these are not caused by the capillary, but partially by the seed
layer between the fused silica of the chip substrate and the copper layer. By
changing the seed layer we could remove some of these distortions, however, we
still observed distortions close to the ground plane. Therefore we assume that
changing the ground planes from copper plates (home-made by machine milling)
to copper sputtered chips (with the correct seed layer) will give a distortion-free
stripline chip. Combined with our improvements in the reduction of the RF field
over the contact pads we are only one step away from the perfect microcoil: high
and spatially restricted sensitivity, excellent resolution and easy fabrication.
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In-Flow Reaction Monitoring
This chapter was published as:
Koen C.H. Tijssen, Bram J.A. van Weerdenburg, Hainan Zhang, J.W.G. Janssen,
Martin C. Feiters, P. Jan M. van Bentum, Arno P.M. Kentgens, Monitoring Het-
erogeneously Catalyzed Hydrogenation Reactions at Elevated Pressures Using In-
Line Flow NMR, Analytical Chemistry, 91, 2019, p12636–12643
3.1 Abstract
We present a novel setup that can be used for the in-line monitoring of solid-
catalyzed gas-liquid reactions. The method combines the high sensitivity and
resolution of the stripline NMR detector with a microfluidic network that can
withstand elevated pressures. In our setup we dissolve hydrogen gas in the solvent,
then flow it with the added substrate through a catalyst cartridge and finally flow
the reaction mixture directly through the stripline NMR detector. The method
is quantitative and can be used to determine the solubility of hydrogen gas in liq-
uids, it allows the inline monitoring of hydrogenation reactions and can be used
to determine the reaction kinetics of hydrogenation reactions. In this work, as
proof of concept we demonstrate the optimization of the Pd-catalyzed hydrogena-
tion reactions of styrene, phenylacetylene, cyclohexene and hex-5-en-2-one in a
microfluidic context.
3.2 Introduction
Since the transition from alchemy to chemistry as a science, chemists have made
use of glass flasks (e.g. Erlenmeyer and round-bottom flasks) or large stainless steel
vessels. At the end of the 20th century microreactors were introduced into the
field of chemistry. These submillimeter flow reactors provide several advantages
over large-volume batch processes performed in flasks or reaction vessels, namely:
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faster mixing, better control over reaction times and temperature (excellent heat
exchange), continuous operation, improved safety, the capability to work at high
pressures without major modifications to the setup and finally the possibility to
work at higher concentrations. As a result microreactor synthesis can be more
sustainable and economic [83].
The change from a batch process to a continuous process requires a continuous
monitoring of the reaction process by in- and on-line analysis. The difference
between the two is that for on-line analysis a fraction of the reaction mixture is
separated from the main reaction volume and directed through a detector before it
is reunited with the main reaction volume, whereas in in-line analysis the detection
is done directly on the main reaction volume. In- or on-line analysis of a reaction
mixture can provide valuable information about reactive intermediates and reac-
tion kinetics, and it makes on-the-fly optimization of the reaction possible. There-
fore in- or online versions of the most-used spectroscopic techniques, i.e. UV, IR,
Raman and fluorescence, were developed [84]. One of the most information-rich
techniques in chemical analysis is NMR; it not only provides structural informa-
tion, but also gives quantitative results. Both on-line [85, 86, 87, 88, 89, 90] and
in-line NMR techniques [90, 91, 92, 93, 3, 94, 95, 96] exist. Noteworthy are the
setups in which benchtop NMR systems are used [97, 98, 99, 100, 101]. Although
the sensitivity and chemical shift dispersion of these systems are smaller compared
to the high-field systems, the costs are more than an order of magnitude lower
and no cryogenics are needed.
Microfluidic setups work fine as long as of all the reactants remain liquid or dis-
solved. However, several problems are to be expected if one of the components is
a gas. The gas may cause instability in the flow rate, the in-line pressure and the
heat conductivity. In the case of multiple flow routes or a catalyst cartridge it
can block certain flow routes or volume sections of the cartridge, thereby decreas-
ing the total reaction volume. NMR-wise the gas not only decreases the signal
intensity, but it is also detrimental for the spectral resolution because of the mag-
netic susceptibility difference between gas and liquid. In this work we circumvent
this problem by dissolving the gas into the solvent at elevated pressures (up to
7 bar). Standard NMR tubes are not strong enough to safely handle these pres-
sures. However, fused silica capillaries as used in the present study can withstand
pressures well over 100 bar, as was demonstrated by van Meerten et al. [102].
Performing NMR in-flow in a capillary requires a special setup. The NMR coil
has to be adapted so that its dimensions match those of the capillary in order to
obtain a maximum signal-to-noise ratio. Many microcoils have been developed
for this purpose. Van Bentum et al. [62, 103] introduced the stripline geometry in
NMR as a new radiofrequency (RF) detector that can readily be scaled in size to
match small volume samples. Its sensitivity and particularly resolution are better
than most other microcoils and it was shown that stripline NMR can easily be
combined with microfluidics to monitor chemical reactions in flow [3, 94, 104].
Here we demonstrate the in-line monitoring of the hydrogenation of styrene (scheme
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Figure 3.1: Schematic drawing of the stripline NMR reaction monitoring setup for het-
erogeneously catalyzed hydrogenation reactions.
3.1) and other substrates using stripline NMR. The hydrogen gas is dissolved in
a substrate solution at elevated pressures with a tube-in-tube system [105, 106],
which consists of a hydrogen-permeable tube inserted in an impermeable tube so
that gas in the outer tube can diffuse into the liquid inside the inner tube. The
hydrogen-rich mixture is led through a cartridge filled with polyurea-supported
Pd catalyst particles, resulting in a heterogeneously catalyzed hydrogenation reac-
tion. The reactions are performed at room temperature and the product mixture
is directly monitored by in-line stripline NMR (fig. 3.1).
Buser and McFarland [107] already demonstrated on-line NMR monitoring of
hydrogenation reactions at elevated pressures. The main differences between their
and our work is that they created an on-line setup with a large (100 mL) reaction
vessel and a custom-made NMR flow tube for detection, whereas we created an
in-line setup in which the reaction is performed in a small (208 μL) stainless
steel cartridge filled with catalyst and a stripline NMR probe, dedicated for NMR
experiments on small-volume samples in capillaries.
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3.3 Experimental
3.3.1 In-Flow Hydrogenation and Stripline NMR Monitoring Setup
A substrate solution, contained in a 5 mL gas tight syringe (ILS, 2607044) is
pumped with a syringe pump (New Era, NE-1000) through a 50 cm polytetraflu-
oroethylene (PTFE) tubing (250 μm I.D., 1.59 mm O.D.), connected via a PEEK
luer lock connector (IDEX Health & Science, P-659) from the syringe to a gas
module (Future Chemistry, B-480). This gas module contains a tube-in-tube gas
dissolver, which is 50 cm long and consists of an impermeable fluorinated ethylene-
propylene (FEP) outer tubing (1.57 mm I.D., 3.2 mm O.D.) and a gas-permeable
inner tubing (Teflon Amorphous Fluoropolymer AF-2400, 0.61 mm I.D., 0.81 mm
O.D.). Hydrogen gas is stored in a pressurized cylinder, which is connected to the
gas module with FEP tubing. The outlet of the gas module, 250 cm PTFE tubing
(250 μm I.D., 1.59 mm O.D.), transports the hydrogen-saturated solution to the
catalyst cartridge, a 20 cm long stainless steel tube (IDEX Health & Science, U-
147, 1.15 mm I.D., 1.59 mm O.D.) that is completely filled with catalyst particles
(113 mg) and closed on both sides with in-line PEEK filters (IDEX Health &
Science, A-430). The other side of the catalyst cartridge is connected to a 140 cm
long fused silica capillary (Polymicro Technologies, 250 μm I.D., 360 μm O.D.)
that is inserted in the stripline NMR probe and exits the bottom of the probe in a
pressurized reservoir. The distance between the catalyst cartridge and the detec-
tion point of the stripline probe is 50 cm (volume: 25 μL). The catalyst cartridge
is attached to the NMR probe and is placed inside the bore of the NMR magnet,
thus reaction and detection both take place inside the magnet. In principle the
cartridge can also be located outside the magnet, further away from the detection
point. However, because it has a relatively large volume compared to a piece of
tubing of similar length, we can increase the build-up time of the magnetization,
without increasing the total length of the fluidic network, by placing the cartridge
in the center of the magnet.
The final product solution is collected in a reservoir that is pressurized with ni-
trogen gas. This is done to keep the entire flow system pressurized and to prevent
the formation of gas bubbles before the reaction or the detection of the reaction
mixture. The same can in principle be done by a back pressure regulator, however,
we found this solution to be more stable. The nitrogen pressure is accurately reg-
ulated by a pressure based flow-controller (Fluigent, MFCS). All reactions were
performed at room temperature.
3.3.2 Chemicals
Pd microencapsulated in polyurea (Pd Encat 30, 0.4 mmol/g Pd loading, Sigma-
Aldrich) was used as hydrogenation catalyst. Chloroform was obtained from
Fisher Scientific. Cyclohexene and phenylacetylene were obtained from Alfa Ae-
sar. Styrene and hex-5-en-2-one from Sigma-Aldrich and hydrogen gas from Linde
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Gas. All chemicals were used as received and none of the solvents were degassed.
3.3.3 NMR Experiments and Data Treatment
All NMR experiments in this chapter are single pulse excitation 1H NMRmeasure-
ments performed at 600 MHz using a stripline NMR probe on a 14.1 T (Oxford
600/89 magnet)Varian NMR system (VNMRS), operating under the VNMRJ soft-
ware. The stripline NMR probe was designed and produced in-house and contains
a stripline chip with a constriction (the detection area) that is 9.0 mm long and
400 μm wide. Technical fabrication details of the stripline chip can be found in
the work of Oosthoek-De Vries et al. [104].
In the pressure (fig. 3.2) and flow rate (fig. 3.10) dependent hydrogen concentration
measurements, a 1H NMR spectrum was acquired every 2 seconds at a flow rate
of 80 μL/min, or 5 seconds for the measurements performed at flow rates of 60
μL/min or less. The flow was allowed to stabilize until all the peaks in the NMR
spectrum reached a constant value. This usually took 10 – 30 minutes depending
on the flow rate.
For each set of conditions, 160 – 800 scans were averaged to improve signal-to-
noise. The spectral width was 10 kHz and the excitation pulse was between 1.5
and 2.5 μs (100 – 160 kHz). Processing of all the NMR experiments was done
using the MATLAB-based processing package matNMR [108].
Based on an estimation of the errors in the various parts of the experiments
(see section 3.7.4), the accumulated error in the system should be limited to the
percent range thus allowing reliable determination of the kinetic parameters.
For the flow-conversion measurements of the four substrates the NMR spectra
were acquired in blocks of 32 scans. Later, during processing, the signals were
integrated and plotted to determine when the system was sufficiently stabilized
(fig. 3.8). The spectra acquired after that point were averaged to obtain the con-
version percentages. The hydrogen pressure was 7 bar in all cases, whereas the
nitrogen back-pressure was set to 5.5 bar. All measurements were performed at
room temperature. The recycle delay was adjusted to the flow rate and chosen
such that the entire detection volume was refreshed with new sample before each
scan. To ensure quantitative data, one should wait for the magnetization to com-
pletely build up (3 - 5 times T1). Typical T1 relaxation values for the substrates
used are 4 - 5 seconds. For H2 gas dissolved in chloroform we found a shorter T1
relaxation time of 1.1 s. The polarization build-up time is the duration that the
reaction mixture spends in the high magnetic field before detection, therefore it
is inversely proportional to the flow rate. In our system the catalyst cartridge is
placed near the center of the magnet and thus the build-up time is equal to the
reaction time in the catalyst cartridge (Fig. 3.3c) plus the time needed to transfer
the mixture from the cartridge to the stripline detector. At the highest flow rate
used in this work (300 μL/min) these times are 15 and 5 seconds, respectively.
I.e. no additional relaxation delays are needed to warrant quantitative evaluation
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Figure 3.2: Solubility of hydrogen gas in chloroform as a function of hydrogen gas pressure




The setup was first used to determine the concentration of the dissolved hydrogen
gas. There are several methods to measure a gas concentration, or solubility, in
a liquid. However, most of them are indirect and measure a change in volume.
With NMR the H2 gas can be observed directly
1 and in-situ [107, 110, 111].
The hydrogen solubility in chloroform was studied at different gas pressures (fig.
3.2), while the chloroform flow rate was kept constant at 80 μL/min. We found a
linear dependence of the solubility on the gas pressure, in accordance with Henry’s
law, and obtained a hydrogen solubility of 2.17 ± 0.08 mM/bar at room tempera-
ture (20 ◦C), which is slightly lower than the literature values: 2.48 mM/bar [112]
1Note that the peak area of the hydrogen gas corresponds to the hydrogen concentration in the
same way as for all other compounds, despite the fact that the spins are identical and therefore
occur in the NMR visible triplet and the NMR invisible singlet state. As is clearly explained by
Canet et al. [109], at equilibrium ortho/para hydrogen ratios the integrated intensity of an A2
spin system equals that of an AX system.
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and 2.61 mM/bar [113].
Next we decided to take a closer look at the effect of the flow rate. Because the
volumes of both the tube-in-tube gas dissolver and catalyst cartridge are fixed,
a change in flow rate will affect the residence time in both compartments. First
we analysed the performance of the tube-in-tube gas dissolver. Our hypothesis
was that at low flow rates the residence time will be long enough to reach max-
imum hydrogen solubility. At higher flow rates the residence time will become
shorter and the concentration of dissolved gas could go down, as was reported by
Yang and Jensen[114]. However, we observe a different trend; the concentration
of hydrogen dissolved in chloroform drops at lower flow rates, whereas it keeps
increasing (nonlinearly) with increasing flow rate up to 200 μL/min (fig. 3.10).
We ruled out a number of explanations for this peculiar behavior, see section 3.7.2
for a more in depth discussion. The possibility of gas leaks was excluded, and we
deem an explanation based on local turbulences very unlikely. Furthermore we
optically inspected the behavior of the tube in tube design under different differ-
ential pressures to check whether the inner tube could (partly) collapse. A logical
explanation would be that the backpressure in the system rises significantly to
pressures above the set hydrogen gas pressure. This would then increase the hy-
drogen solubility because of the increase in overall pressure. Such large pressure
increases are not expected, however, under the flow rates used in this study. The
calculated back pressure based on the Poiseuille formula for frictional pressure
drop for our system amounts to a maximum pressure drop of approximately 1
bar at a flow rate of approximately 200 μL/min. Moreover, under laminar flow
one would expect a linear increase in pressure with flow rate and therefore also
an linear increase in solubility which is not what we observe. Nevertheless, we
hypothesize that the internal liquid pressure plays a role. As the flow rate is
increased a larger pressure drop over the entire length of the microfluidic system
is expected. Thus, the syringe pumps will increase the liquid pressure to reach
the flow rate to which they are set. This increase in pressure on the liquid should
then result in an increased uptake of hydrogen gas and thus a higher hydrogen
solubility. Clearly, the observed solubility behavior calls for a more in-depth study
of hydrogen concentrations as a function of flow rate, hydrogen pressure and tube-
in-tube design parameters. It should be noted that in a recent paper by Utz and
coworkers [115], based on a different design, deviations between the simulated
concentration profiles and the experimentally observed ones were reported. These
observations show that in situ calibration of the hydrogen concentration is of great
importance and NMR is a convenient tool to do so.
3.4.2 Hydrogenation Reactions
We have investigated the hydrogenation of four substrates: styrene, cyclohexene,
phenylacetylene and hex-5-en-2-one. For all four substrates an initial concen-
tration of 10 mM was chosen. At low flow rates there is not enough hydrogen
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Figure 3.3: Hydrogenation of styrene: a) concentration of hydrogen before the reaction
and b) after the reaction. c) calculated reaction times. d) styrene conversion including
the fitted trends based on two models.
dissolved for full conversion of the substrates, whereas at higher flow rates an
excess of hydrogen is present. However, at higher flow rates the residence time
of the substrate and hydrogen in the catalyst cartridge is decreasing. We thus
observe an optimum flow rate for each substrate.
Styrene
The hydrogenation of styrene into ethylbenzene is a fast and well-studied reaction
[116, 117]. In our setup it takes place inside the catalyst cartridge. Once the
reaction mixture exits this cartridge the reaction stops and the mixture of ethyl-
benzene, unreacted styrene and hydrogen is transported into the NMR probe,
where we can detect all three compounds (fig. 3.7). From the observed ethylben-
zene and leftover hydrogen, the initial hydrogen concentration was calculated (fig.
3.3a). This concentration profile was fitted with a polynomial (cubic function),
which was subsequently used for fitting of the conversion profiles. The initial
hydrogen concentration profile is similar in shape to the concentration profile in
figure 3.10, however, the concentrations are slightly lower. The reason for this is
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Model 1: H2   +   substrate product




2 Pd-H  +  substrate product  +  2 Pd
k2
Scheme 3.2: Reaction models for the hydrogenation reactions.
unknown, but small changes in the hydrogen pressure, back pressure and temper-
ature, as well as small errors in the integration of the NMR signals may contribute
to this difference. The plot of the hydrogen concentration after the reaction (fig.
3.3b) indeed shows that there is no more hydrogen left after the reaction at low
flow rates and that there is an excess at higher flow rates. The reaction time
is equal to the residence time of the reaction mixture in the catalyst cartridge,
which can be calculated as a function of the flow rate. For this we need to know
the packing density of the cartridge. Since the catalyst particles used are polydis-
perse spheres (150 – 250 μm diameter), and the theoretical maximum packing of
polydisperse spheres does not deviate much (0 - 4% for the Pd particle size range
[118]) from monodisperse spheres, we assumed the packing of the catalyst car-
tridge to be close to the maximum random close packing of monodisperse spheres
[119], thus occupying 63% of the 208 μL cartridge. The calculated reaction time
as function of the flow rate is given in figure 3.3c. Even though the reaction times
are long at low flow rates, the conversion will be low because there is not enough
hydrogen present. Whereas at very high flow rates there is an excess of hydro-
gen, but also a very short reaction time, resulting again in low conversions and
this is exactly what we see if we calculate the conversion from the ethylbenzene
concentration (fig. 3.3d). A flow rate between 50 and 90 μL/min gives an optimal
conversion of 90 – 95%.
In principle it should be possible to extract the rate constant from this conversion
data. So the data was fitted based on a simple second order reaction (scheme
3.2, model 1); however, this fit clearly does not match the data well (fig. 3.3d,
model 1). The fit gives a too low maximum conversion and overestimates the
conversion at high flow rates. Therefore, we expanded our reaction scheme by
explicitly including the function of the Pd catalyst (scheme 3.2, model 2). The
palladium catalyst first splits the molecular hydrogen and stores it, then in a
second step the palladium-bound atomic hydrogen reacts with the substrate to
form the hydrogenated product. Now, because the reaction is performed in flow
and with an excess of hydrogen (at higher flow rates), it means that the amount
of bound hydrogen (Pd–H) can build up and is not necessarily zero at the start
of the reaction, as it would be in a batch reaction.
The amount of palladium in the cartridge was 45.2 mmol (encapsulated in polyurea
spheres with a 150 - 250 μm diameter). We assumed that 100% of the Pd is avail-
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Figure 3.4: The flow rate - conversion data for the in-flow hydrogenation of phenylacety-
lene.
able for the reaction, which gives a Pd concentration of 0.217 M. Fitting based
on this second model matches the conversion data well (fig. 3.3d). However, the
accuracy of the fitted rate constants (k1 = 0.16 ± 0.03 L · mol−1· s−1 and k2
= 0.59 ± 0.15 L · mol−1· s−1) is limited, as the scatter in the conversion data
is substantial and the number of points is rather low. Nevertheless, the fit does
give a reasonable estimate of the size of the rate constants. For more quantita-
tive numbers more data points have to be acquired and other parameters can be
varied, for instance the substrate concentration, or the volume or loading of the
catalyst cartridge. For more on the fitting see section 3.7.3.
The conversion of styrene into ethylbenzene peaked at a flow rate of 70 μL/min
giving a conversion of 93%. For the other substrates similar flow-conversion data
were gathered (fig. 3.4, 3.5 and 3.6). In all cases a substrate concentration of 10
mM was used.
Phenylacetylene
Phenylacetylene can react twice with hydrogen. In the first step styrene is formed,
which reacts into ethylbenzene. We see a maximum styrene concentration at a
flow rate of 40 μL/min (fig. 3.4), when there is not enough H2 dissolved to let
the phenylacetylene fully react into ethylbenze. At that flow rate 15% of the
phenylacetylene is reacted into styrene. At higher flow rates the final styrene
concentration slightly decreases, whereas the ethylbenzene concentration keeps
increasing up to a flow rate of 200 μL/min. At that flow rate 88% of the substrate
has been converted into ethylbenzene (80%) and styrene (8%). For this system
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Figure 3.5: The flow rate - conversion data for the in-flow hydrogenation of cyclohexene
into cyclohexane.





















Figure 3.6: The flow rate - conversion data for the in-flow hydrogenation of hex-5-en-2-
one into 2-hexanone. During this process the catalyst also isomerizes the substrate in both
(E)-hex-4-en-2-one and (Z)-hex-4-en-2-one. We were able to distinguish between the two
isomers and to integrate them separately. Based on the J-coupling constants we assume
isomer 1 is the Z-isomer and isomer 2 the E-isomer.
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the hydrogen concentration is limiting the conversion, only at the highest flow
rates an initial hydrogen concentration of 20 mM, which is the minimum for a full
conversion into ethylbenzene, is reached.
Cyclohexene
The hydrogenation of cyclohexene exhibits a conversion profile similar to that of
styrene (fig. 3.5), with a maximum conversion of only 10% at a flow rate of roughly
60 μL/min. Apparently the rate constant for this hydrogenation reaction is too
low to reach a higher conversion in the time the reaction mixture flows through
the cartridge. So either a longer cartridge or elevated temperatures are needed to
obtain a higher conversion.
Hex-5-en-2-one
The reaction of hex-5-en-2-one with H2 in the presence of the Pd catalyst is a
special case, because not only does the substrate convert into 2-hexanone via
hydrogenation, it also isomerizes into both (E)-hex-4-en-2-one and (Z)-hex-4-
en-2-one (fig. 3.7). Both the Pd catalyst and H2 have to be present for this
isomerization to occur. Unfortunately, the resonances of the methyl protons (1.6
- 1.7 ppm) and the protons attached to the double bond (5.5 - 5.6 ppm) overlap in
the spectrum and cannot be used to distinguish the two hex-4-en-2-one isomers.
However, the peaks of the protons on the C3 carbon (doublets at 3.11 and 3.19
ppm) are well-separated and can be integrated. Based on the different J-couplings
we assume that the doublet at 3.11 ppm (5.6 Hz) is the E-isomer and the doublet
at 3.19 ppm (7.3 Hz) is the Z-isomer. The isomer ratio is roughly 2:1 (E : Z)
and a larger percentage of hex-5-en-2-one isomerizes at lower flow rates (52% at
40 μL/min compared to 40% at 150 μL/min, Fig. 3.6), when the reaction time
is long and the hydrogen concentration is low. The hydrogenation conversion is
around 40% at all tested flow rates. The maximum conversion into 2-hexanone
that we measured is 44% at 80 μL/min. At that flow rate 46% of the starting
material (hex-5-en-2-one) is converted to and detected as one of the two hex-4-
en-2-one isomers. The hex-4-en-2-one isomers can also be hydrogenated and it
is likely that a fraction of the detected 2-hexanone originates from hydrogenated
hex-4-en-2-one. More in-depth characterization is needed to determine the rate
constants for the hydrogenation of both hex-5-en-2-one and hex-4-en-2-one.
3.5 Conclusions and Outlook
We created a microfluidic flow setup in which solid-catalyzed gas-liquid reac-
tions can take place allowing direct monitoring of the reaction product by in-line
stripline NMR detection. We have shown that this setup can be used to study
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Figure 3.7: NMR spectra of the hydrogenation of styrene (544 scans), phenylacetylene
(1920 scans), cyclohexene (2560 scans) and hex-5-en-2-one (2080 scans). Asterisks mark
impurities in the solvent (CHCl3, 7.26 ppm). The peak at 1.6 ppm is water. The con-
version percentages are the maximum conversions and do not necessarily match with the
spectra. For all spectra and conversion numbers the initial substrate concentration is 10
mM, except for the styrene spectrum, which was recorded for a concentration of 100 mM.
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heterogeneously catalyzed hydrogenation reactions. Dissolving the gas in the sol-
vent at elevated pressures makes the microfluidic system more stable and prevents
spectral distortions that can occur in a plug-flow system, in which gas and liquid
plugs are alternated. Some instability was observed during the initial 10 - 30
minutes after changing the flow rate. We expect that this stabilization period can
be shortened in the future by integrating pump, tube-in-tube gas dissolver and
sample collector in the NMR probe and thereby reducing the length of the tubing
and capillaries.
The high sensitivity of the stripline in combination with the microfluidic capillary
allows one to perform NMR measurements at elevated pressures. In this work we
used pressures up to 7 bar, however, the capillary can withstand pressures well
over 100 bar. Besides higher pressures, the size of the cartridge can be adjusted to
change the reaction time, or the cartridge can be swapped for other microreactors,
for instance microchannel reactors in which the catalyst is immobilized to the
channel wall.
Our study underlines the importance of in-line monitoring of the hydrogen con-
centration. In flow systems it cannot be taken for granted that the dissolved gas
concentration is maximized and independent of the solvent flow rate. Simula-
tions based on a multitude of parameters may predict concentrations for simple
idealized flow systems [114], however, this might turn out quite different in more
complicated flow systems as presented here and elsewhere [115]. Without in-situ
determination of the hydrogen concentration, any attempt to determine a reaction
mechanism, or even reaction yield, is flawed. With our stripline NMR setup the
dissolved hydrogen gas can be calibrated with ease.
One drawback of our method is that the substrate concentration is limited by
the solubility of hydrogen in the solvent used. A solution for this might be to
‘charge’ the catalyst with plugs of hydrogen gas. When a hydrogen gas plug
enters the cartridge the catalyst adsorbs the hydrogen. Later, when a solution
plug flows through the catalyst, the catalyst ‘discharges’ as the adsorbed hydrogen
reacts in the hydrogenation of the substrate. In such a plug-flow method, plugs of
hydrogen gas and substrate solution are thus alternated to adsorb large quantities
of hydrogen and to hydrogenate high substrate concentrations, respectively. Such
an approach has been described for solid-catalyzed hydrogenation reactions [120,
121].
The method presented here is not limited to hydrogenation reactions, so many
more reactions can be monitored using this approach. By placing the cartridge
right over the stripline one may even directly observe what happens at the catalyst.
By changing the stripline chip for a tapered stripline chip [94], one can observe
concentration profiles over the catalyst cartridge similar to MRI-type experiments
[122, 123, 124]. Depending on their lifetime, it may even be possible to observe
catalytic species and intermediates directly, because the amount of catalyst is
high compared to the amount of substrate which is in the cartridge at any point
in time. Heterogeneously catalyzed hydrogenation reactions have been studied for
68
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 69
In-Flow Reaction Monitoring
many decades now and although there is a general consensus that the Horiuti-
Polanyi mechanism [125, 126] is the underlying mechanism for the addition of
H2 to alkenes and alkynes, there are still many unanswered questions [127], such
as: What are the effects of olefin-decomposition reactions on the reactivity of
the catalyst? What determines the selectivity of the reaction? How do different
crystal surfaces and nanoparticle sizes affect the hydrogenation process? Using
our setup it is possible to study hydrogenation reactions and their catalysts in-situ
and might therefore provide answers to the questions stated above.
A final opportunity for our setup lies in the combination of our setup with parahy-
drogen induced polarization (PHIP) [37, 128], which is a technique that uses the
special properties of one of the spin isomers of hydrogen, the so-called parahy-
drogen, to get a signal enhancement of a factor 100 - 10,000. This allows one
to detect molecules in much lower concentrations. This can benefit the detection
of unwanted low-concentration side products or the study of catalytic reaction
mechanisms by easier detection of the short-lived catalytic species and reaction
intermediates. Note that in this case, the Pd catalyst needs to be replaced by a
catalyst that preserves the spin correlation of the parahydrogen. In the literature
there are already multiple examples [129, 130, 131, 132] of studies that succesfully
use PHIP to investigate hydrogenation mechanisms, kinetics and the effects of
support materials, particle sizes and different crystal facets, most notably by the
group of Koptyug [133, 134, 135]. Recently it was shown that PHIP hyperpolar-
ization can be achieved similar continuous flow setups in which hydrogen dissolved
in a liquid by diffusion through a membrane [136, 137, 115].
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Figure 3.8: The integrated signal intensity over time for the compounds in the hydrogena-
tion reaction of cyclohexene, at a flow rate of 100 μL/min.
3.7 Supplementary Information
3.7.1 Stabilization
In the conversion measurements of the four substrates millimolar concentrations
were used and 32 scans where summed for every time point in the intensity plot
(fig. 3.8). This figure shows an initial unstable period of 5 minutes after which
the system equilibrates.
To test if hydrogen gas saturation could be reached by passing a solution multiple
times through the gas dissolver, we created a chloroform plug in water that was
shuttled, using an HPLC pump and a switching valve, between the tube-in-tube
dissolver and the stripline NMR probe multiple times. In fig. 3.9 the measured
hydrogen concentration is shown, which was calculated by comparing the H2 peak
intensity with an added reference compound (hexylbenzene) with a known con-
centration. For the first data point the plug has passed the tube-in-tube dissolver
once. For each subsequent point the plug has passed the dissolver twice (once on
its way back and once on its way forth). The plug also passes the stripline twice
and it gets detected two times before it is back at the gas dissolver, however, here
we show only every first passing of the detector.
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Figure 3.9: Hydrogen concentration changes as a function of the number of times the
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3.7.2 Hydrogen Solubility as a Function of Flow Rate
Contrary to what was expected, we observe that the concentration of hydrogen
dissolved in chloroform drops at lower flow rates, whereas it keeps increasing with
increasing flow rate up to 200 μL/min (fig. 3.10). An obvious explanation would
be that gas leaks from the system. At lower flow rates, the time between dissolving
the gas and detection increases, thus potentially allowing more gas to escape from
the microfluidic setup. However, all connections were tested for leaks with a soap
solution and no bubbles were observed. Besides that, the system was checked by
pressurizing it with hydrogen gas, but after several hours the gas pressure had
not dropped within measurement accuracy, so gas leakage is ruled out.
A second explanation for the observed increased H2 concentration with increas-
ing flow rates could be diffusion-limited transport of hydrogen. To saturate the
liquid with hydrogen gas, the gas has to be transported from the walls of the
inner tubing, where the gas dissolves into the liquid, to the center of the tube.
This can happen either by diffusion, or by active mixing caused by turbulent
flow. For the tubing and flow rates used in this study the flow behavior is laminar
(we calculated a Reynolds number of 0.5 - 10, whereas values greater than 2000
predict turbulent flow). This means that the uptake of hydrogen gas is diffusion
limited and the laminar flow prevents a fast uptake. However, the rough wall of
the tubing may cause some local turbulence and improve the uptake of gas. For
increasing flow rates this effect will become stronger and therefore we might see
an increase in hydrogen concentration at higher flow rates. If this would be the
case then one should be able to saturate the solution with hydrogen gas by passing
the solvent multiple times through the tube-in-tube gas dissolver. We tested this
by shuttling a chloroform plug from the tube-in-tube to the NMR detector and
back, 5 - 10 times, for four different flow rates (20, 50, 150 and 300 μL/min, see
fig. 3.9). The results show that the hydrogen gas concentration does not increase
with each passing and the concentration values show the same flow rate dependent
trend as in fig. 3.10. This rules out the idea of diffusion-limited transport as an
explanation for the increased hydrogen concentrations at higher flow rates.
A third possible explanation that we considered is that the inner tube in the tube-
in-tube gas dissolver might collapse due to the differential pressure (between the
applied hydrogen gas and the liquid pressurized by nitrogen gas back pressure).
In our experiments we used a hydrogen gas pressure of 7 bar and a back pressure
of 5.5 bar. The difference would have to be made up by friction losses in the
flowing liquid. At low flow rates, this pressure drop is very small. As a result,
the gas pressure may partially collapse the inner tube, leading to a residence time
that is much smaller than what is calculated from the nominal tube geometry.
We tested this by positioning the tube-in-tube system under a microscope and
measuring the dimensions of the inner and outer tubing at various pressure and
flow rate combinations, see table 3.1. For this we filled the inner tubing with a
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Figure 3.10: Hydrogen concentration in chloroform as a function of flow rate. PH = 7
bar.
blue dyed liquid for high contrast. A camera on top of the microscope was used
to take pictures and the diameters of the tubing was measured using a photo
editing program. We used relative short tubing (80 cm on both ends) to connect
the permeable inner tubing to the syringe pump and back pressure, to keep the
frictional losses as low as possible. In the measurement we compared differential
pressures from 0 up to 2 bar, both at flow rates of 20 and 200 μL/min. However,
the results (table 3.1) show no significant changes in the diameters of both the
inner and outer tubing. Figure 3.11 shows two extreme cases: a) a low flow rate
(20 μL/min) and 2 bar hydrogen overpressure and b) high flow rate (200 μL/min)
and 0 bar overpressure. Even at the lowest flow rate we used in our measurement
and a high hydrogen overpressure no (partial) collapse of the inner tubing is
visible, meaning that the rigidity of the tubing is strong enough to withstand the
external overpressure.
3.7.3 Reaction Constants of Styrene Hydrogenation
The conversion data for the hydrogenation of styrene can be fitted using two rate
constants (k1 and k2). The root mean square (RMS) between the data and the
fit was calculated and then these results were normalized (RMSmin/RMS[k1,k2]).
The results (fig. 3.12) show that that there is quite a large uncertainty in the
fit values for both rate constants (k1 = 0.16 ± 0.03 L · mol−1· s−1 and k2 =
0.59 ± 0.15 L · mol−1· s−1), the margins were determined by taking the vertical
and horizontal peak width (at a RMS fraction of 0.8) for the maximum of fig. 3.12.
73
559046-l-bw-Tijssen













20 3 3 1053 270
20 4 3 1054 269
20 5 3 1053 269
20 5 4 1054 267
20 5 5 1054 268
200 3 3 1053 267
200 4 3 1054 268
200 5 3 1053 268
200 5 4 1052 269
200 5 5 1053 269
Table 3.1: Outer diameters of the inner and outer tubing used in the gas dissolver, mea-
sured under various conditions.
a) b)
Figure 3.11: Pictures taken under a microscope of the tube-in-tube system. The inner
tube is colored blue by a blue dye. Inner and outer diameters are indicated by the red bars.
a) flow rate: 20 μL/min, 5 bar H2 pressure and 3 bar back pressure; b) flow rate: 200
μL/min, 5 bar H2 pressure and 5 bar back pressure.
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Figure 3.12: fitting of the rate constant for the hydrogenation of styrene.
3.7.4 Experimental Accuracy
There are several factors that influence the accuracy of our data. There can be
errors or (temporal) deviations in: temperature, hydrogen gas pressure, nitro-
gen gas back pressure, flow rate, initial substrate concentrations, catalyst deac-
tivation/poisoning, NMR detection and signal integration. All experiments were
performed in a temperature-regulated room, so variations in temperature should
be within one degree Celsius. The hydrogen gas pressure was regulated with a
pressure reduction valve that can be set accurately to within 0.05 bar. The ni-
trogen back pressure was controlled more accurately, ±0.005 bar, using a mass
flow controller. The flow rate was controlled by a syringe pump. These pumps
tend to become less accurate and stable at low flow rates (< 50 μL/min for a 5
mL syringe) and even show an oscillatory effect on the flow rate over time. In
principle the flow rate of the syringe pump deviates by a maximum of 1% of the
set flow rate, however, at low flow rates the deviation can be up to 0.5 μL/min.
Substrate solutions were made by hand using volume pipettes and should thus be
accurate within 1%. The catalyst cartridge was packed once and reused for all
experiments, to rule out packing/loading differences. According to the suppliers
information the Pd catalyst can be used many times without significant loss in
activity, however, we did not monitor the activity of the catalyst. Multiple scans
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were averaged for each setting to improve signal-to-noise. The lowest signal-to-
noise level was obtained in the hex-5-en-2-one measurement, however, the SNR
of the minor isomer peak was 76 after averaging, not contributing significantly
to the experimental error. Larger errors are expected to be made in the signal
processing of the NMR data. For instance incorrect phasing or incorrect baseline
correction can lead to smaller or larger peak integrals. To investigate this several
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Tapered Striplines and B1
Imaging
This chapter was published as a part of:
Koen C.H. Tijssen, Jacob Bart, Roald M. Tiggelaar, J.W.G. (Hans) Janssen,
Arno P.M. Kentgens, P. Jan M. van Bentum, Spatially resolved spectroscopy using
tapered stripline NMR, Journal of Magnetic Resonance, 263, 2016, p136-146
4.1 Motivation
Magnetic Resonance Imaging, or MRI in short, is one of best known applications
of magnetic resonance. Even the general public is well aware of this technique
that allows one to take a look at the grey matter in our skull or other tissues
and organs in the human body. In MRI signals coming from different positions
in the person or object under investigation can be distinguished with the use of
magnetic field gradients.
The first 1D image was recorded in the early 1950’s by Herman Carr [139], how-
ever, his results where somewhat overlooked and it took another two decades
before imaging was rediscovered. In 1973 Lauterbur created the first 2D image of
two water-filled capillaries [140], and Mansfield and Grannell managed to get a
1D image of stacked plates of camphor [141]. In that period the term ‘zeugmatog-
raphy’ (from the Greek ζευ̃γμα, meaning ‘yoke’ or ‘connection’) was still used
instead of MRI. Later, the work of Lauterbur and Mansfield would be awarded
with a Nobel Prize in medicine/physiology in 2003. In 1977 Damadian recorded
the first 2D image of a human chest [142] and soon after that, in the 1980’s, the
first commercial MRI machines entered the clinical world. Nowadays thousands of
MRI machines are installed all over the world, assisting doctors in their diagnosis
for millions of clients. All these machines work with gradients in the external
magnetic field (B0), not in the radiofrequency field (B1). Why is this so? And
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what are the differences?
A B0 gradient affects the precession of the magnetization, because the Larmor
frequency becomes spatially dependent. The B0 gradient can be switched on and
off, or varied in strength, during any desired part of the pulse sequence. A B1
gradient gives the nutation frequency a spatial dependency and thereby it affects
the tip angle of every pulse. Applying a B1 gradient also means giving an RF pulse
and vice versa. So the implementation of B1 gradients in NMR pulse sequences
is slightly more difficult than B0 gradients. However, B1 gradients offer several
advantages:
• Fast switching times: Gradients have to be turned on and off during a pulse
sequence. The B0 gradient is generated by sending a DC current through a
coil, with gradient switching times on the order of hundreds of microsecond
up to a millisecond. A B1 gradient is AC powered and switching times are
therefore much faster, typically <100 ns. This is advantageous for samples
with a short T2.
• Insensitivity to local magnetic susceptibility variations: Different parts of
the sample can have different magnetic susceptibilities, which causes inter-
nal B0 gradients within the sample. If the sample is then investigated by
standard B0 imaging then the internal gradients and the externally applied
gradient add up, which causes artifacts in the image [143]. A B1 gradient
is not affected by these susceptibility variations. However, similar problems
can occur by other variations over the sample. For instance if certain regions
of the sample have a different electrical conductivity, then the RF penetra-
tion will be different for these regions and in this way sample-induced B1
gradients are also possible.
• No Eddy currents and Lorentz forces: Switching the B0 gradient means that
there is a changing magnetic flux, which creates circular currents, called
Eddy currents, in any conducting material that experiences the changing
magnetic flux. The currents can heat up these conducting materials, which
can be part of the MRI scanner or even the sample/patient, and they are
also the cause of image artifacts. Besides Eddy currents the strong currents
in the B0 gradient coils generate large Lorentz forces, which put mechanical
stress on the coils. The relaxation of these stresses causes the loud noises
which are often the main cause of a patient’s distress during an MRI scan.
For B1 gradients both the Eddy currents and Lorentz forces are not an issue.
• Simpler hardware: For B0 imaging one needs, besides a receiver coil, a
separate gradient coil and amplifier for each imaging dimension. Whereas
in a B1 setup a single gradient coil and amplifier are sufficient to give RF
pulses, create an RF gradient in one dimension and receive the signal.
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So there are quite some advantages that come with the use of B1 gradients, and
the first image created with B1 gradients was already produced in 1979 by Hoult
[144]. After that some research has been done on the use of B1 gradients and
not only for imaging purposes. However, after several publications in the 80’s
and over a dozen in the 90’s it got relatively quiet after that. Although the main
reason for that is unclear, the following reasons can explain the discontinued use
of B1 gradients:
• It is difficult to create a B1 gradient that is uniform over a large area. The
simplest way to make a B1 gradient is to produce a single-turn coil and put
the sample in front of the coil, not inside. The region located between 0.2
and 0.9 times the radius away from the plane of the coil should experience
a relatively constant gradient [145].
• There are very few examples of RF coils that produce an RF field perpen-
dicular to the B0 field, with a gradient in B1 parallel to B0. One example
can be found in the work of Boehmer et al., who produced a tapered saddle
coil [146].
• Combining multiple B1 gradients to create 2D or 3D images is a challenge
that has not been addressed yet. Although 2D profiles have been created
by image reconstruction from 1D images taken at different angles [147].
• The gradient strength of modern diffusion probes (>1000 G/cm) can be
more than one order of magnitude larger than most of the reported B1
gradients.
• In the standard B0 gradient pulse sequences the B0 gradient cannot be
replaced by a B1 gradient to get a working sequence, so new sequences have
to be devised.
• Since the sensitivity of a coil is proportional to the RF field it generates
per unit of current, it means that a B1 gradient coil has a sensitivity profile
for which one has to correct during data processing. Several groups have
therefore decided to use two coils, one producing a homogeneous RF field
and the other a B1 gradient, which makes the setup more complex.
We would like to re-open the research on B1 gradients with a new coil design, the
tapered stripline. The conductor-width of a stripline NMR chip and the strength
of its radiofrequency field are correlated, so a stripline chip can be tapered to
produce an arbitrary (including linear) shaped B1 field gradient. And unlike
some of the previously published B1 gradient coils this tapered stripline geometry
does produce a gradient parallel to the B0 field.
With the tapered stripline we are not aiming for applications in the world of
clinical MRI, instead we intend to expand the NMR toolbox for research on small
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volume samples and advance the use of B1 gradients in NMR in general. At small
length scales magnetic susceptibility variations play an even bigger role and the
use of B1 gradients could be preferred. Complex setups with multiple RF coils
are in our opinion not necessary, since for most standard pulse sequences a B1
version can be made with the help of adiabatic passages.
Gradients are not only used for imaging, but also for diffusion measurements,
coherence selection and solvent suppression. In the following chapters we shall
explore some of these applications. In this chapter we will introduce the design
and characterization of tapered striplines that aim at the generation of strong B1
fields with linear gradients along a single axis. As a first application we use these
gradients for 1D imaging of small volume (nL - μL) samples.
4.2 The Tapered Stripline
An interesting property of striplines is that the local RF field strength above
the stripline is directly related to the width of the stripline. This means that,
by introducing a tapered modification of the stripline, well-defined arbitrary B1
gradients are attainable, which can be used to impose a spatial coding of spins
along this taper. Using a simple 2D nutation experiment, a 1D-image can be
recorded with uncompromised spectral (chemical shift) information.
The configuration for a tapered stripline is similar to the straight striplines de-
scribed in previous chapters. It consists of five layers (fig. 4.1): a central copper
layer is electrolytically deposited on a fused silica substrate, which acts as an
electrical insulator, these two layers together are the stripline chip. The chip
is sandwiched between two copper ground planes. The bottom one is in direct
contact with the fused silica, however, the top ground plane is separated from
the central copper layer with Teflon spacers to ensure electrical insulation and to
create space for the sample. The central copper layer is divided in three parts.
The middle part carries the current and generates the RF field, its width is varied
over the length of the taper. The outer copper parts are not part of the electric
circuit, but are in place for susceptibility matching.
The spectral resolution performance of straight striplines was discussed in chapter
two and has been studied before [74, 2, 4]. The arguments presented there also
apply to the tapered stripline. Because the plane in which the copper stripline
is defined is extended with the copper outer parts one can approximate the B0
field distortion induced by this plane using simple arguments based on Maxwell’s
equations. If the plane is oriented parallel to the field and if the contact pads
are sufficiently long then the field will be nearly homogeneous along the sample
volume probed by the stripline. There will be a small B0 field offset, but in essence
the gradient can be negligibly small and the resolution in the spatially resolved
spectra remains uncompromised. In practice the main field distortion will be due
to finite sample lengths and liquid or solid susceptibility plugs are needed.
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Figure 4.1: a) picture of the tapered stripline chip (without copper ground planes) with
a red line indicating the position of the cross section; b) schematic cross section of the
tapered stripline showing the copper parts (brown) and the fused silica substrate (blue).
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The B1 field strength on top of a stripline carrying a current I can be approximated
using Ampère’s circuital law:
∮
C
Bds = μ0I −→ B1 ∼= μ0I
2w + h
(4.1)
where C is a closed rectangular path (dimensions: w × h/2) around the central
strip of the stripline, ds is the infinitesimal in C, μ0 is the magnetic permeability
and w and h are the width of the confined part and height of the stripline chip,
respectively. In this approximation we assumed that the B1 field is parallel to
the surface of the strip and nearly constant. For imaging purposes, w has to be
a function of the spatial coordinate, z, along the axis of the stripline. So B1 can
be written as a function of z. Also, there is a minimum B1 field where the taper









where d is equal to h/2. In order to obtain a constant RF gradient over the






= zG+ 1 (4.4)






a normalized constant gradient in B1 of strength G is generated. Figure 4.2 shows
plots of B1 and w as functions of z. All tapered striplines in this manuscript were
fabricated with a taper shape described by equation 4.5 to generate linear B1 field
gradients. However, in principle it is possible to fabricate a tapered stripline that
can produce any desired gradient shape.
Since the detection sensitivity in NMR is proportional to the RF field strength
per unit current [57], the sensitivity profile of the tapered stripline will have the
same shape as the B1 profile. So in quantitative measurements the data have to be
corrected for this dependency, for example by using an internal reference. Besides
detection, the excitation efficiency is also affected by the B1 profile. Because of
the B1 gradient, the spins are excited with a spatial variation in the tip angle.
Uniform excitation can be achieved using an adiabatic (half) passage.
82
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 83
Tapered Striplines and B1 Imaging






















Figure 4.2: Plots of the stripline width w (top) and the corresponding linear B1 field
(bottom) as a function of the position. G is chosen such that wmax/wmin = 5 for a 10
mm long taper, h = 800 μm, I = 1 A.
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After this simple calculation of the tapered stripline width profile a numerical
calculation was executed to verify the linearity of the B1 gradient. The RF pattern
of the tapered stripline was numerically calculated for a taper with a length of
10 mm and a width described by equation 4.5 (tapered from 5 to 1 mm). Finite
Element Method Magnetics (FEMM, a Matlab toolbox) was used to model a
cross section of this tapered stripline and to calculate an approximate 2D RF
field profile between the ground planes. This was done for 50 positions along the
taper and these 2D RF field profiles were joined to produce a 3D profile. A current
of 20 A was used for the central strip and the ground planes were set to -10 A.
The cross-sectional profile, figure 4.3a, shows large field distortions at the edges
of the central strip, however, the B1 field between the center of the central strip
and the center of the ground planes is nearly homogeneous. For narrower sections
of the tapered stripline an RF gradient will be present perpendicular to the strip.
For those sections the plane of constant B1 field will be curved, since there is both
a gradient parallel and perpendicular to the strip. However, for wider sections of
the tapered stripline this perpendicular gradient is negligible in size.
In figure 4.3b a cross section is shown parallel to the strip at half the height
between the central strip and the ground plane. The figure shows that the tapered
stripline generates a B1 field that is homogeneous perpendicular to the axis of
the taper and only deviates at the edges. For this slice the gradient field was
calculated, fig. 4.3c, and shown to be constant over the entire length of the taper.
4.3 Experimental Verification of the RF Profile
We characterized the RF field profile experimentally by displacing a water/FC-40
interface stepwise over the tapered stripline and performing a nutation experiment
every 320 μm. At zero displacement only FC-40, which is a proton-free perflu-
orocarbon mixture, was on top of the taper and the water was on top of one of
the broad connection pads of the chip. As the water/FC-40 interface was moved
over the chip, a larger section of the taper was covered by water. Each nutation
experiment then gave an RF profile, which tells us what RF field strengths were
experienced by the protons in the water sample. By subtracting each RF profile
from the preceding one we can determine the RF field for a 320 μm long section of
the tapered stripline. In total 83 displacements were executed, giving the full RF
field profile of the tapered stripline (fig. 4.4). As expected the tapered stripline
gives a nearly perfect linear RF field profile. The field has a steep transition (at 7
mm displacement) going from the broad contact pads of the chip to the narrowest
side of the taper and the field at the contact pads is, with 18 kHz, relatively low.
From the same data we could extract the sensitivity profile of the tapered strip-
line (fig. 4.4c) by integrating the peak in figure 4.4b over the RF field strength
dimension. This approach first resulted in a modulated sensitivity profile, because
the steps of the stepper motor were not exactly equal in size. However, they were
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Figure 4.3: a) B1 field of a cross section of the tapered stripline, taken at the middle of
the taper. b) B1 field halfway between the center strip and the top ground plane. c) B1
gradient strength at the same height as figure b).
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Figure 4.4: RF mapping of the tapered stripline: a) sketch of how the sample capillary is
moved over the tapered stripline; b) a contour plot of the raw data which displays the RF
field distribution along the tapered stripline in 83 discrete steps of 320 μm; c) the tapered
stripline’s RF field (blue) and sensitivity (red) as a function of the position on the z-axis.
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periodic, so averaging of the neighboring data points resulted in a smooth profile.
As expected from the reciprocity theorem [148], the sensitivity profile of the ta-
pered stripline is equal to the RF field profile. This means that for quantitative
measurements the results have to be corrected with the experimental profile of
fig. 4.4c, or one can also simply make use of an internal standard. The sensitivity
profile deviates from the RF profile at very low and high displacements. The devi-
ation at low displacements can be explained by the fact that after connecting the
sample capillary to the stepper motor, the capillary is not yet under tension and
the water/FC-40 interface does not move. The RF profile measured in the con-
secutive nutation experiments is thus the same. Subtracting the profiles results
therefore in zero intensity.
The same tapered stripline chip was used to determine the maximum gradient
strength. The proton amplifier was set to maximum power (450 W) and a nutation
experiment was performed. A maximum RF field of 630 kHz was observed with
a field difference of roughly 350 kHz over the 15 mm length of the taper, which
is equivalent to a gradient strength of 55 G/cm. This is of the same order as the
B0 gradients in standard liquid-state probes, which range from 50 - 100 G/cm.
However, nowadays specialized diffusion probes are commercially available with
pulsed gradients that are an order of magnitude stronger (1000 - 3000 G/cm).
Nevertheless, 55 G/cm is a decent gradient strength and some small modifications
to the chip, for instance a reduction in the length of the taper, should allow us to
reach B1 field gradients of more than 100 G/cm.
4.4 B1 Imaging
In traditional MRI an image can be created using slice selection, phase encoding
and frequency encoding. All three methods work according to the same princi-
ple. When the B0 gradient is turned on, different parts of the sample experience
different magnetic fields and therefore the spins precess with different Larmor fre-
quencies. In terms of an NMR spectrum: the peaks will shift to the left or right
depending on the respective increase or decrease of B0 as a function of position.
A B1 imaging method does not depend on different precession frequencies, but on
differences in the nutation frequency. For this reason B1 imaging requires different
pulse sequences, of which the simplest, the nutation experiment, is explained in
this section.
The magnetization flip angle θ of a spin system exposed to an RF pulse of length
τ with strength B1 is described by:
θ = τω1 = −γτB1 (4.6)
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where γ is the gyromagnetic ratio and ω1 is the nutation frequency. An exci-
tation pulse applied to the tapered stripline results in a linear variation of the
magnetization flip angles along the position over the taper:
θ(z) = τω1(z) = −γτB1(z) (4.7)
The amplitude of the precessing magnetization in the xy-plane at position z is
then:
M(z) = sin (θ (z)) ·M0 (4.8)
where M0 is the longitudinal Boltzmann magnetization at thermal equilibrium.
Thus, a single RF pulse will result in an FID that is the combined signal of the
differently encoded sample fractions along the z-axis. The spatial information can
be retrieved with a standard 2D nutation experiment: using a series of excitation
pulses with linearly increasing length, the spatial distribution can be obtained
simply by a sine-type Fourier transform in the indirect dimension.
As an example, let us consider two different samples, magenta and blue, placed at
different positions on the tapered stripline, according to figure 4.5. A 2D dataset
is obtained by recording FIDs with an increasing excitation pulse length. The blue
sample experiences a high RF field and thus a large nutation frequency. Its signal
intensity as a function of the pulse length is thus oscillating fast. The magenta
sample, however, experiences a low RF field and its signal oscillates more slowly.
First, the FIDs (the rows in the 2D data matrix, or direct dimension (F2)) are
Fourier transformed, revealing spectral information. The first spectrum is phased
correctly (absorptive), and all the other spectra obtain the same phase correction.
Secondly, one row with zeros is added at the beginning, representing a pulse
length τ of zero μs. This is done to prevent a first order phase correction in the
indirect dimension (F1). After proper apodization (e.g. exponential, Gaussian or
sinebell) in the indirect dimension, a sine Fourier transform is applied. In this
way the nutation frequency, and thereby the position, is retrieved. Phasing is not
necessary since all the columns are sine modulated and start with a zero. The
resulting matrix contains combined spectral and spatial information. Notice that
the stripline is not infinitely wide at position z = 0 and therefore the nutation
frequency is not zero for this position.
It must be mentioned here, that the SNR of a nutation image is depending on
several factors and on how it is exactly defined. If we take the SNR of an image
to be equal to the SNR of a slice from that image, then in the ideal case it is equal
to the SNR of a spectrum acquired with the same number of scans as a single
increment of the nutation experiment. So in that case the SNR is not affected
by the number of increments. However, in reality the SNR is somewhat lower,
because of additional noise in the direct dimension, which is caused by instabilities
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Figure 4.5: Top left: Relation between flip angle, B1 field strength and pulse length. Top
right: Top view of the tapered stripline with two samples, magenta and blue, at distinct
positions. On the right cross-sections of the tapered stripline at different z-positions are
shown, indicating the RF field strength variation. Bottom: The two samples experience
different nutation frequencies. Their signal intensity as a function of the pulse length is
thus different, but characteristic for the sample’s position.
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Figure 4.6: 1D-image (contour plot) of four small silicone rubber disks (250 μm diameter,
200 μm height), made by filling holes in a PTFE substrate. 300 increments, texp = 1 hr.
Background signal from the PTFE substrate is effectively sorted out, since it experiences
a substantially lower RF field. On the right a skyline projection is shown.
in the magnetic field, temperature and pulse power. A second way to look at the
SNR is to integrate the signal intensity over the volume of a voxel and compare
that to noise level of a voxel. In that case the number of increments changes the
voxel size and thereby the SNR.
4.5 Imaging Examples
The imaging capability of the tapered stripline chip was first tested on a set of
disks. Four silicone rubber disks with a diameter of 250 μm were placed 2 mm
apart in a straight line along the axis of the tapered stripline and a nutation
experiment was performed. The image (fig. 4.6) clearly visualizes the capability
of our method to map the distinct positions of the silicone disks. The peaks in the
skyline plot (F1 dimension) are 3.6 kHz wide, corresponding to a spatial width of
273 μm, which is in good agreement with the diameter (250 μm) of the silicone
rubber disks. In the F2 dimension, the spectral dimension, we observe one narrow
peak from the rapidly rotating methyl group in the silicone rubber. Notice that
the background signal of PTFE is well separated from the sample signals, which
is a general property of this imaging method.
In general a single nutation experiment in combination with the tapered stripline
gives a 1D-image of the sample, but it also contains all the chemical shift infor-
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Figure 4.7: Imaging of three liquid plugs, separated by FC-40. All liquids are dissolved in
D2O up to a 2 M concentration. The top and bottom plugs are imidazole (6.9 and 7.5
ppm) and the middle one is ethanol (1.2, 3.6 and 4.9 ppm). Top left: The 1H image
of the three droplets. Bottom left and right: spectra taken from the image at positions
indicated by the red and blue horizontal lines. Top right: a picture of the tapered stripline
chip with liquid plugs inside the capillary. The photo was taken under an angle, such that
the reflection of the light gave a clear contrast between the droplets and FC-40.
mation, thus it gives both spatial and spectral information. To demonstrate that
the chemical shift information is preserved, another measurement was performed.
A capillary was filled with three plugs of different compounds, each separated
by FC-40, as displayed in figure 4.7. From these data, the position as well as
the chemical composition of the sample plugs could be deduced straightforwardly.
The spectra that were taken from the image show that the spectral resolution is
high enough (4.0 Hz) to show the splitting due to the J-coupling.
If one is only interested in the spatial information and not in the spectral informa-
tion, then the nutation experiment can be performed in a single 1D experiment
[76, 149] instead of a 2D array. A train of equal pulses is given and the acquisition
is done by sampling a single data point between each pulse pair. The resulting
FID gives a nutation spectrum, and thus a 1D image, after a single Fourier trans-
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formation. With this method one does not have to run an array and can reduce
the experimental time by a factor of several hundred (depending on the number of
points and the desired signal to noise ratio). However, all the spectral information
is lost, since only a single data point is acquired after every pulse. We tested the
method on three silicone rubber blocks (fig. 4.8) and found minimal differences
between the results of the standard 2D arrayed nutation and the 1D nutation.
4.6 Spatial Resolution
The theoretical spatial resolution of this imaging method is – analogous to the
resolution in the spectral dimension – determined by the length of the recorded
signal. In the spatial dimension this is equivalent to the longest pulse in the
nutation experiment, which is limited by the bandwidth that has to be excited.
For example, if protons are observed at 600 MHz in a bandwidth of 10 ppm (6
kHz), then the maximum pulse width allowable is 1/(6 kHz) = 167 μs. This limit
on the resolution arises from the need to have a pulse that is uniformly effective
over the entire range of Larmor frequencies of the sample.1 If the maximum pulse
width is 167 μs, then the resolution in the indirect dimension is 1/(167 μs) =
6 kHz. Since the shape of the RF field gradient is linear, the resolution in the
indirect dimension (Rindirect) can be directly converted by equation 4.9 into the
resolution of the spatial dimension (Rspatial) if the length of the taper (Ltaper) and
the RF field at the narrowest (RFmax) and widest (RFmin) part of the taper, or







For solid-state samples the spatial resolution can be limited by the spectral line
width (T2). For instance if the peaks are 10 kHz wide in the direct dimension due
to dipolar broadening, then these peaks are at least 10 kHz broad in the indirect
dimension (which is proportional to the spatial dimension). One can stretch this
limit by moving to nutation experiments with higher RF fields.
If one is not interested in the spectral information, but only in the spatial dis-
tribution of a certain compound, then the spatial resolution is no longer limited
by the bandwidth. Instead it is limited by the practical limit of the pulse length
(to prevent RF heating and arcing) and the sensitivity of the probe. The voxel
should be large enough so that it contains at least the number of spins necessary
1If needed this limit can be circumvented by performing a frequency stepped nutation ex-
periment, in which the bandwidth is divided into smaller sections that are recorded in separate
measurements with increasing transmitter offsets. In processing these measurements can be
combined to give spectra that are uniformly excited over a wide spectral range. In this way the




Processed on: 14-4-2021 PDF page: 93












Figure 4.8: a) the 1D nutation pulse sequence, n points are acquired and between each
point the magnetization is further nutated by a pulse; b) three silicone rubber blocks
(roughly 380 × 380 × 380 μm) on top of the tapered stripline; c) nutation spectra of
the three silicone rubber blocks. The spectra were acquired with 360 increments (4 scans
per increment) for the 2D nutation and 360 points (16 scans per point) for the 1D nuta-
tion. In the 2D nutation the pulse length was incremented by 2 μs and in the 1D nutation
experiment 2 μs pulses were used.
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to give a detectable signal in a reasonable amount of time. For example, for a 1H
image of water in a capillary (250 μm ID), recorded with a receiver bandwidth of
5 kHz, a SNR of 5 in the FID (single scan) and a sensitivity of 1014 spins/
√
Hz
the spatial resolution is 10 μm.
Equation 4.9 shows that the spatial resolution can be optimized by matching the
length of the taper to the length of the sample and by maximizing the RF gradi-
ent. The latter can be achieved by moving to higher RF pulse powers, which is
again limited for practical reasons, or to more strongly tapered striplines (higher
wmax/wmin), i.e. making the narrow end of the taper more narrow. However, in
this case the shape of the voxel will change. If the stripline is wide, the magnetic
field lines are confined between the two ground planes and give a very homo-
geneous B1 field, with negligible gradients in the x and y direction, and only
inhomogeneous sections close to the sides of the central strip. However, for a nar-
row stripline the sample volume extends into the inhomogeneous region and there
is not only a B1 field gradient parallel to the taper, but also one perpendicular
to the plane of the chip, with a high field strength close to the central strip and
a weaker field strength close to the ground planes. As a consequence the slice of
equal RF field is no longer flat and perpendicular to the taper, instead it is curved
and therefore the image can be distorted. In principle one can account for this
and do a reconstruction.
Finally, in low viscosity media the resolution may also be limited by diffusion.
However, this effect is nearly negligible: a water molecule at room temperature
diffuses only 2 μm on average during a 1 ms pulse.
The practical spatial resolution of the current design was determined experimen-
tally by performing a 2D nutation experiment on a 50 μm (ID) capillary filled with
H2O, while applying a small B0 gradient of 12.5 G/m by adjusting the Z1 shim.
The B0 gradient basically divides the water sample in infinitesimal fractions, each
with their own Larmor frequency, so in the nutation image this gives a long diag-
onal peak. By measuring the FWHM of this peak in the indirect dimension (F1)
the spatial resolution can be determined. We determined the FWHM at several
positions along this peak and found an average spatial resolution of approximately
100 μm, or approximate voxel volumes of 200 pL.
4.7 Experimental Details and Chip and Probe Design
4.7.1 Chemicals and Materials
Unless stated otherwise, all samples were prepared in fused silica capillaries (Polymi-
cro Technologies) with an inner diameter (ID) of 250 μm and an outer diameter
(OD) of 360 μm. FC-40 (Fluorinert), imidazole and deuterium oxide (D2O), were
obtained from Sigma-Aldrich. Ethanol was obtained from Merck. All chemicals
were used as received.
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Figure 4.9: Schematic cross sections of the tapered stripline chips. The materials are:
copper (brown), PTFE (grey), fused silica (blue), FEP (pink) and a fused silica capillary
(ochre). Left: chip 1, 144 MHz. Middle: chip 2, 600 MHz. Right: chip 3, 400 MHz.
Some white space was left between separate layers of the chips. For chip 3 the top ground
plane is spaced with two Teflon parts at the outer ends of the chip and they are therefore
not shown in this drawing.
4.7.2 Tapered Stripline Chips
In this and the following chapters several different tapered stripline chips were
used, numbered 1 to 3. Figure 4.9 shows schematic cross sections of the tapered
striplines used in this work. Different designs were made to get both the highest
sensitivity and resolution. The tapered striplines are placed in chronological order
from left to right. The stripline chips were placed in home-built NMR probes (fig.
4.10).
Chip 1: For simple feasibility purposes, a 10 mm long tapered stripline (tapered
from 3 to 1 mm) was fabricated using low-loss polytetrafluoroethylene (PTFE)
based Printed Circuit Board (PCB, Rogers RT/duroid 5870). The PCB thickness
was 0.254 mm, with a copper cladding at both sides of 17 μm. The stripline was
structured by CNC milling with a 0.25 mm mill. Samples were positioned on
top of the stripline in a second PCB from which the copper was removed at one
side. For MRI testing purposes, four silicone rubber disks sample chambers were
fabricated by drilling four holes with a diameter of 0.25 mm and a depth of 0.25
mm at a distance of 2 mm between each hole. The stripline was implemented as
a short in a λ/4 resonator, resonant at 144 MHz.
Chip 2: High-resolution tapered stripline chips were fabricated on fused silica.
The chip substrate was 35 mm long and 14 mm wide, the stripline constriction is
10 mm long and tapered from 5 to 1 mm in width. The structured copper strip-
line was defined on 500 μm thick fused silica wafers using photolithography, mag-
netron sputtering and electroplating [2]. To minimize susceptibility distortions,
fluorinated ethylene propylene (FEP) was hot-pressed into copper-free areas on
the chip. A channel for capillary alignment was fabricated by dicing (400 μm
wide, 350 μm deep) into a second fused silica layer bonded to the copper. The
stripline geometry was implemented as a short in a 3/4 λ resonator, resonant at
600 MHz.
Chip 3: a 15 mm long stripline on fused silica, tapered from 5 to 1 mm, with
the same substrate dimensions as chip 2. The chip was produced with the same
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techniques on the same fused silica wafers as chip 2. Only the second fused silica
layer was omitted, instead two Teflon spacers, located at the ends of the chip,
were used to space a copper ground plate from the structured layer in the center.
The stripline was implemented as a short in a 3/4 λ resonator, resonant at 400
MHz.
4.7.3 NMR Experiments and Data Treatment
The RF field strength profile and sensitivity profile of the tapered stripline were
measured using 1H NMR at 400 MHz on a 9.4 T solid-state NMR (Agilent-Varian)
system with a tapered stripline probe containing chip 3. We characterized these
profiles by moving a long sample capillary (ID: 250 μm, OD: 360 μm) in steps over
the taper and performing a nutation experiment after every displacement (section
4.3). The top part of the capillary was filled with water. Copper sulfate was
added to the water to reduce the T1 (to 16.4 ms) and speed up the experiment.
The other part of the capillary was filled with FC-40, a proton-free liquid which
is a mixture of perfluorocarbons and is immiscible with water. The capillary was
closed off with wax and UV-curable glue, and it was positioned inside the tapered
stripline probe, with the water/FC-40 interface on top of the upper contact pad
of the stripline chip. The capillary was connected at the bottom of the probe to
a translation stage of the optical head of a DVD drive. This stage is moved by
a stepper motor with a resolution of 160 μm per step (in our experiment we did
two steps, so 320 μm, between each nutation experiment). The stepper motor
and translation stage are magnetic and were therefore mounted to a plastic frame
fixed to the bottom of the probe, separating motor and stripline by 120 cm. The
stepper motor was controlled with an Arduino Uno, and a Python script was
used to run the stepper motor and operate the software of the NMR machine,
VnmrJ 3.2A, simultaneously. In total 83 steps were made and a total distance
of 26.5 mm was analyzed. Processing of the nutation experiments and all other
NMR experiments were done using the Matlab based processing package matNMR
[150]. For the nutation experiments the following parameters were used: 8 kHz
spectral width, 160 milliseconds acquisition time, 30 milliseconds recycle delay,
number of transients equal to 2 and a pulse width of 2.2 μs or multiples thereof,
with a total of 320 increments.
The imaging measurements were performed using a nutation experiment. Four
silicone disks were measured using 1H NMR at 144 MHz with tapered stripline
chip 1 on a 3.4 T solid-state NMR (Oxford ultra-wide bore magnet, Varian Infinity
Plus) system operated by Spinsight software. For the nutation experiment the
following parameters were used: 40 kHz spectral width, 25 milliseconds acquisition
time, 3 seconds recycle delay, 4 scans per increment and a pulse width of 1.5 μs
or multiples thereof, with a total of 300 increments.
The imaging experiment of the three liquid plugs was conducted by 1H NMR
at 600 MHz using tapered stripline chip 2 on a 14.1 T solid-state NMR (Oxford
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Figure 4.10: Pictures of the three tapered stripline probes (bottom) and chips (top), from
left to right: chip 1, 144 MHz; chip 3, 400 MHz; chip 2, 600 MHz.
97
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 98
Chapter 4
600/89 magnet, Varian VnmrJ) system. For the nutation experiments the fol-
lowing parameters were used: 16 kHz spectral width, 1 second acquisition time,
9.5 seconds recycle delay, 16 scans per increment and a pulse width of 2.5 s or
multiples thereof, with a total of 300 increments.
The 1D nutation measurements on the three silicone rubber blocks were done with
the same chip and NMR system. For the standard 2D arrayed nutation experiment
the following parameters were used: 100 kHz spectral width, 50 ms acquisition
time, 4 s recycle delay, 4 scans per increments and a pulse width of 2 μs or
multiples thereof, with a total of 360 increments. For the 1D nutation experiment
the following parameters were used: 25 kHz spectral width, 10 s recycle delay, 16
scans per increments, 40 μs per cycle, a pulse width of 2 μs and a total number
of 360 acquired points.
For the experimental determination of the spatial resolution chip 3 was used on
the 400 MHz Varian-Agilent system. A 10 cm long capillary was filled with H2O
and closed off on both sides with wax. The following parameters were used for
the nutation experiment: 5 kHz spectral width, 1 s acquisition time, 2 s recycle
delay, 1 scan per increment and a pulse width of 2.5 μs or multiples thereof, with
a total of 1600 increments. During the entire experiment a B0 gradient of 12.5
G/m was applied using the Z1 shim coil. The spatial resolution was determined
by averaging the FWHM of the peak in the indirect dimension at 33 positions of
the taper.
4.8 Conclusions and Outlook
The constriction in a stripline NMR detector can be shaped such that a constant
B1 gradient is obtained, this was verified both numerically and experimentally.
We determined that the maximum gradient strength of the tapered stripline chips
is 55 G/cm, however, there is some room for improvement. The spatial resolution
was roughly 100 μm, however, no effort was made to improve this number and thus
also there some improvement might be expected. This may be possible by moving
to larger B1 gradients or by moving to other encoding methods, for instance as in
the Echo Planar Imaging method [151].
We showed that the tapered stripline can be used for 1D imaging and that it may
offer several advantages over imaging with B0 gradients. In this approach the
chemical shift information is completely preserved. The next step would be to
add another gradient and perform 2D imaging experiments on samples for which
the advantages of B1 gradients should be clearly visible. In the future it might
also be interesting to explore the combination of B0 and B1 gradients in a single
experiment.
This chapter has demonstrated that we can be produce a well defined B1 gradient.
In the next few chapters we will show several applications where the tapered
stripline provides definite advantages over conventional methods.
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Reaction Monitoring of Fast
Chemical Reactions
Parts of this chapter were published as a part of:
Koen C.H. Tijssen, Jacob Bart, Roald M. Tiggelaar, J.W.G. (Hans) Janssen,
Arno P.M. Kentgens, P. Jan M. van Bentum, Spatially resolved spectroscopy using
tapered stripline NMR, Journal of Magnetic Resonance, 263, 2016, p136-146
5.1 Introduction
In chapter 3 we showed that the stripline can be used to monitor chemical re-
actions. There we combined the stripline chip with a microfluidic capillary flow
system to monitor the reaction mixture in-line. Since the heterogeneous reaction
only took place on the catalyst inside the cartridge and since this cartridge was
placed in front of the stripline detector, only the final chemical composition of the
reaction mixture leaving the cartridge was measured. However, for homogeneous
reactions it is also possible to monitor the ongoing reaction at multiple time points
to study the reaction mechanism or kinetics. In this case the mixing point, where
the liquid flows of reactants are combined, and the detection point, where the
capillary passes the stripline, are seperated by a certain distance. By adjusting
this distance, or by changing the flow rates of the reactants one can control the
reaction time that is monitored. Using this method Bart et al. demonstrated
that chemical reactions can be monitored in a time range of seconds to tens of
minutes [3]. The main limitation in this system is the finite pathway from the
microreactor to the NMR chip, which limited the minimum observable reaction
time to about 4.5 s. Many chemical reactions, however, take place at subsecond
time-scales, which are beyond the capability of such a system.
In this chapter, we will introduce a method in which the B1-gradient based method
of 1D-imaging using the tapered stripline (chapter 4) is used for fast in-situ re-
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action screening. We demonstrate that the tapered stripline provides combined
chemical structure information and spatial mapping. Here the spatial mapping
translates into time encoding which therefore allows for reaction profiling on a
sub-second time-scale.
5.2 Reaction Monitoring
Bart et al. [2] showed that the stripline design can be used to monitor reactions
in a flow NMR setup. Many other flow NMR systems have been described in
literature. Most of them use high magnetic fields and only make minor adjust-
ments to the standard liquid-state NMR probes [85, 86, 87, 152]. In recent years
several excellent benchtop NMR machines have entered the market, with very
homogeneous fields that are stable over longer periods. This has literally brought
the NMR machine inside the fume hood and has already given several good ex-
amples of low-field NMR reaction monitoring [99, 98, 100, 97]. However, there
are few examples of flow NMR systems [153] in which the hardware is adapted
to very low detection volumes (on the order of a few microliters down to several
picoliters) that match those of a microfluidic system. Microfluidic systems are
used in microreactor synthesis, the production of microdroplets for biochemistry
and several other fields. They offer many advantages over traditional systems
[97, 153, 154, 155, 156, 157] including perfect control over temperature and reac-
tion time, less solvent and good safety control. So they make it possible to study
more violent and fast reactions.
The next challenge in flow NMR is to be able to monitor fast chemical reactions.
Reactions of a few seconds or less are difficult to monitor with high spectral
resolution because the acquisition length is on the same time scale, although
ultrafast 2D NMR techniques [158, 159] have made it possible to obtain more
information on this short time scale. Up to now, sub-second reactions can only be
monitored with stopped-flow and rapid injection NMR techniques [160, 161, 162],
however, these methods are laborious. Our tapered stripline setup is optimized for
the small sample volumes of microfluidic systems and by applying the nutation
sequence to a continuous flowing reaction mixture (with a fixed flow rate) we
should be able to produce a kinetic profile of the reaction, in the same way as we
would get a one-dimensional image of a static sample.
We tested our setup first on the simple acid-base reaction of formic acid and
diethylamine. These measurements showed that it possible to measure a change
in chemical composition along the flow direction by our B1 imaging method. Then
our method was tested on the first step of the Vilsmeier-Haack reaction, which was
discovered in 1927 as a new way to functionalize an electron-rich aromatic ring
with an aldehyde [163]. This so-called formylation reaction consists of three steps:
the formation of the extremely reactive iminium ion, also called the Vilsmeier
reagent; the reaction of an electron-rich arene with this reagent and an aqueous
100
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 101















































Figure 5.1: Reaction scheme for the Vilsmeier-Haack reaction: a) Overview of the full
reaction. DMF reacts with POCl3 and forms the Vilsmeier reagent, this is then used in
two consecutive steps to formylate an electron-rich aromatic ring (in this case pyrrole).
b) The proposed mechanistic scheme of the formation of the Vilsmeier reagent.
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work-up step (fig. 5.1a). In the first step N,N-dimethylformamide (DMF) reacts
with phosphoryl chloride (POCl3). Via several intermediates the oxygen atom of
the DMF gets exchanged for a chlorine atom and an iminium ion (R2C=N
+R2)
is formed (fig. 5.1b). Note that the C(=O)–N bond has a double bond character
[164], therefore, the DMF and all intermediates can have two NMR peaks for the
methyl groups.
The reaction, in particular the first step, which we studied, is very fast and
exothermic, and serious thermal hazards have been reported [165]. The safety
risks can be brought to a minimum by using a microfluidic flow setup instead of
the standard reaction flask.
5.3 Experimental
5.3.1 Chemicals and Materials
Dimethylformamide (DMF) and phosphoryl chloride (POCl3) were obtained from
SigmaAldrich and were used as received. Diethylamine and formic acid were
obtained from Merck. They were both diluted to 4 M solutions in D2O (Sigma-
Aldrich) and used as such. A microfluidic flow system was built mainly from fused
silica capillaries (Polymicro Technologies) with an inner diameter (ID) of 250 μm
and an outer diameter (OD) of 360 μm. A small section (later mentioned as the
‘micronozzle’) was made from 100 μm ID/200 μm OD capillary. For the reaction
monitoring experiments 1 mL gas tight syringes (VWR 549-0536) were used and
connected to the capillaries via a PEEK luer lock connector coupled to a one-piece
fingertight PEEK nut with a FEP sleeve between the nut and the capillary that
matches either the 360 μm or 200 μm OD (IDEX Health & Science, P-659, F-120,
F-242 and F-239 respectively). Connections between two or three capillaries were
made using PEEK unions or T-connectors (IDEX Health & Science, P-779 and
P-727 respectively). For pumping two syringe pumps (New Era, NE-1000) were
used.
5.3.2 Reaction Monitoring Setup
The reaction monitoring measurements on the acid-base reaction were performed
using 1H NMR at 144 MHz with tapered stripline chip 1 (section 4.7.2). The
Vilsmeier-Haack reaction was monitored using tapered stripline chip 2 (section
4.7.2) on the 14.1 T (600 MHz) solid-state NMR system. For both reactions the
liquids were pumped through the microfluidic system using gas-tight syringes and
syringe pumps. The pumps were inside a fume hood and connected with 6 m
long capillaries (250 μm ID) to union connectors on the bottom of the probe.
From there on one liquid was directed through a 250 μm ID capillary and the
other liquid through a 100 μm ID capillary. Both capillaries were connected to
a T-connector on top of the probe. The 100 μm ID capillary was led all the
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Figure 5.2: Part of the tapered stripline reaction monitoring setup. A small diameter
capillary (200 μm OD) was carefully inserted into a large diameter capillary (250 μm ID)
to be able to position the mixing point exactly on top of the narrowest part of the tapered
stripline. (A different T-connector was used in the experiment). The top ground plane
of the tapered stripline and the cap that closes the probe (gold colored) were removed to
provide a good look at the tapered stripline chip.
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Figure 5.3: The micronozzle. Top: Schematic drawing of the micronozzle, the end of a
100 μm ID, 200 μm OD capillary was closed with a laser and 1 mm from this closed end
eight holes were made by shooting with a laser through the capillary at different angles.
The holes were roughly 30 μm in diameter (the holes where the laser entered are slightly
larger and the exit holes are slightly smaller). Middle: a picture of the micronozzle, one
can clearly see the holes in the center of the picture. The capillary has a polyimide coating
that was removed around the holes with a laser. Bottom: enlargement of the section with
holes.
way through the connector and into the outlet capillary (250 μm ID). Hereby we
created a system in which the inner capillary contains liquid A and between the
inner and the outer capillary there is liquid B, see figure 5.2.
For the acid-base reaction the inner capillary was not modified and no attempt
was made to improve mixing. For the Vilsmeier-Haack reaction the end of the
inner capillary was modified by Reith Laser (Wijchen, the Netherlands). The
idea was to create a kind of micronozzle (fig. 5.3), which should improve mixing,
however we were only able to reduce the mixing time to a third of a second and
besides that the mixer also caused some flow instability, for instance because gas
bubbles built up inside the nozzle.
The outlet capillary was positioned over the tapered stripline and exited the probe
at the lower end (total length 1 m), where the reaction mixture was collected in a
glass flask and the Vilsmeier-Haack reaction was quenched using a sodium acetate
solution in water. The micronozzle was positioned exactly on top of the narrowest
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t = 0.9 s
t = 2.1 s
t = 3.2 s
t = 4.3 s
Figure 5.4: Reaction monitoring of the acid-base reaction of formic acid and diethylamine.
Left: kinetic profile (contour plot) obtained with the nutation experiment. The white block
corresponds to the signal coming from the taper. Right: a number of spectra were taken
from the kinetic profile at different RF values, corresponding to different reaction times.
side of the taper (fig. 5.2) to be able to acquire the signal from the mixture precisely
from the start of the reaction. The flow rates for DMF and POCl3 were 9.0 and
3.0 μL/min respectively. In the acid-base reaction the flow rates were 3.0 and
1.5 μL/min for the formic acid and diethylamine, respectively. Before the NMR
experiment started the system was allowed to stabilize for half an hour. A back
pressure regulator was also tested to see if it stabilized the system, however, no
positive effect was observed, instead the syringe pumps stalled more often and
therefore the regulator was removed.
The following NMR parameters were used for the nutation experiments:
Acid-base reaction: 2.5 kHz spectral width, 0.8 s acquisition time, 5 s recycle
delay, 8 scans per increment and a pulse width of 2 μs or multiples thereof, with
a total of 128 increments. Vilsmeier-Haack reaction: 8 kHz spectral width, 1.5 s
acquisition time, 3 s recycle delay, 1 scan per increment and a pulse width of 2 μs
or multiples thereof, with a total of 256 increments.
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5.4 Results
The monitoring of the acid-base reaction of formic acid and diethylamine was
performed as a proof-of-principle test. The protonation of the secondary amine
results in a change of the chemical shift of the methylene protons and by moni-
toring the protonated and unprotonated diethylamine it is possible to follow the
reaction. Figure 5.4 shows the result of the nutation measurement on the left.
The white section (nutation frequencies of roughly 95-155 kHz) displays the sig-
nal that is detected on the taper. The mixing point is positioned at the narrow
end of the taper, so 155 kHz corresponds to a reaction time of 0 seconds, whereas
95 kHz corresponds to the other side of the taper and thus the end of the detection
window, or a reaction time of 6.7 seconds.
The horizontal direction in the contour plot gives the chemical shift information.
The peak at 1.2 ppm is from the methyl groups of diethylamine. Formic acid has
a peak at 8.5 ppm. The slices taken from this kinetic profile show clearly that the
diethylamine (2.7 ppm) is protonated (3.1 ppm) over time. The amount of proto-
nated diethylamine (red) increases with respect to the unprotonated diethylamine
(green). From the 2D contour plot this is not directly clear because it has not
been corrected for the sensitivity profile of the tapered stripline, which is lower
at the low RF-end. Therefore the protonated diethylamine peak (3.1 ppm) seems
to remain constant in the contour plot. In the contour plot there is also signal at
lower RF values. Most of it is at 20 kHz, which corresponds to the RF field at
the contact pads (outer ends) of the tapered stripline chip. This unwanted signal
is thus well-separated from the signal coming from the taper.
Looking at the water peak at 5.0 ppm we see that initially (at t = 0.9 s) it is wide
and consists of two or more components. The chemical shift of water depends on
the pH, so a broad/multicomponent water peak indicates that the mixing is not
completed. At the small length scales inside the capillary and the slow flow rates
the flow is no longer turbulent, instead there is a laminar flow. So mixing occurs
only on the basis of diffusion, which is too slow to study the fast reaction kinetics.
However, despite the slow mixing, the acid-base reaction results show that our
fast reaction monitoring method is able to detect changes in reaction mixture on
a timescale of several seconds.
Next, the reaction monitoring setup was used to study the first step in the
Vilsmeier-Haack reaction: the formation of the iminium ion. It was already known
from literature that this step would be fast (completed within 90 s in a solution of
acetonitrile [166]). Using our method we monitored the first 2.5 s of the reaction
of the pure compounds.
In this case we tried to overcome the mixing problem by using a micro nozzle, as
described in the experimental section (5.3.2). This did improve mixing (from 1 to
1/3 second), but not enough to obtain fully quantitative kinetic information.
Nevertheless, this method can still give extremely valuable information about the
reaction mechanism. The spectra of the Vilsmeier-Haack reaction, figure 5.5, give
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Figure 5.5: Spectra of the Vilsmeier-Haack reaction, showing the methyl region at different
reaction times. The most upfield peak at 0 s was set to 2.88 ppm (the literature value

























Figure 5.6: Conversion of dimethylformamide in the first step of the Vilsmeier-Haack
reaction. The flow rates are 9 μL/min for DMF and 3 μL/min for POCl3. The conversion
was calculated from a nutation measurement with 256 increments (1 scan each), acquired
in a total time of 20 min.
detailed information of the first 1.5 s of the reaction. At t = 0 s three peaks
are observed, corresponding to the methyl groups (2.88 and 3.05 ppm) and N–H
group (8.13 ppm) of DMF. These lines quickly broaden in an asymmetric way in
the upfield direction and keep this shape for 20 s (as was determined with the
flow method of Oosthoek-de Vries et al. [104]). This can be explained partly by
incomplete mixing, but most likely it indicates the dynamic formation of one of
the intermediates.
Additional broadening may be caused by intramolecular chemical exchange, namely
the hindered rotation around the C(=O)–N or C(–Cl)–N bonds, and by inter-
molecular chemical exchange (for instance the addition and reduction of a chlorine
atom to the positively charged intermediate). After a few hundred milliseconds
peaks emerge (3.38, 3.54 and 9.46 ppm) which we assign to the Vilsmeier reagent.
Remarkably these peaks also have an asymmetric shape, only now with a broad-
ening in the downfield direction. For a more in depth discussion on the broadened
and asymmetric lines, see section 5.5.
From the 2D matrix we integrated the DMF peaks and the peaks of the Vilsmeier
reagent and the possible intermediates. The signal intensity along the taper is
scaled according to the sensitivity profile of the tapered stripline (see section 4.3),
therefore the conversion (fig. 5.6) was calculated by dividing the signal of the
Vilsmeier reagent and the intermediates by the integral of the full spectrum. The
reaction does not reach 100% conversion because an excess of DMF (3:1 v/v) was
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Figure 5.7: 1H NMR spectrum of a reaction mixture of DMF and POCl3 dissolved in
deuterated chloroform. The spectrum was recorded after 40 seconds reaction time. All
peaks can be assigned to DMF and the Vilsmeier reagent, except for a peak around 17
ppm, which must be of a very electron deficient hydrogen.
used to keep the viscosity of the reaction mixture low, so the curve levels off to
the theoretical maximum conversion at 27.7%.
Our reaction monitoring method shows some very interesting changes in the reac-
tion mixture of the Vilsmeier-Haack reaction at short reaction times on the order
of several hundreds of milliseconds. However, slower processes are also present
and after a long reaction time the NMR spectrum shows more changes, i.e. nar-
rowing of the methyl peaks and formation of several side products. We have also
performed NMR experiments at longer time scales (up to a minute) in which we
have dissolved both reactants in chloroform. This significantly lowers the reaction
rate and gives spectra (for example fig. 5.7) which are much easier to interpret. In
the spectra of this diluted reaction mixture no asymmetric peaks where seen, but
unfortunately there were also no peaks that might indicate reaction intermediates.
The Vilsmeier-Haack reaction is clearly a very complex reaction and more research
has to be done to fully understand the mechanism and to assign all the peaks.
In the present context it is not possible to give a full, detailed description of
this reaction. However, these preliminary results underline the potential of our
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5.5 Asymmetric and Broadened Line Shapes
The line shapes we observe in our spectra (fig. 5.6) are broadened and asymmet-
ric. This may provide valuable information, however, only if the cause of the
broadening and asymmetry is fully understood. In this section we have a closer
look at possible causes for these line shapes.
5.5.1 Incomplete Mixing
Mixing is extremely important when studying fast chemical reactions. In microflu-
idic systems mixing can be relatively slow due to the fact that there is only laminar
flow and no turbulent flow. We tested our setup with colored solutions and found
that two solutions are mixed in roughly 1 second. As described before, the micro
nozzle improved mixing down to a third of a second. However, this was tested
with water-based solutions. During the measurements of the Vilsmeier-Haack re-
action it was noted that the viscosity of the solution could increase substantially,
which may have increased the mixing time significantly beyond a third of a sec-
ond. This would mean that we have not measured a single homogeneous solution,
but at least two solutions: one consisting mostly of dimethylformamide and a lit-
tle bit phosphoryl chloride and products, and the other one consisting mostly of
phosphoryl chloride and a little bit dimethylformamide and products. However,
in reality the detection volume will contain not two, but a continuum of mixtures
of various compositions due to a gradient in the composition at the interface of
the two liquids.
The chemical shift of a chemical group depends not only on the sort of group
and the molecule of which the group is part of, but also on the solvent in which
the molecule is dissolved. A famous example of this is the chemical shift of
water molecules, which varies greatly depending on the solvent: 0.43 ppm in
toluene, 1.56 ppm in chloroform, 2.84 ppm in acetone and 4.79 ppm in water
[167]. However, for most groups the chemical shift does not change more than 0.5
ppm depending on the solvent. For instance the methyl group of acetone has a
chemical shift of 2.09 ppm in acetone and 2.22 ppm in water. This means that
if we would measure a badly mixed sample of acetone and water, then we would
expect to see the water signal anywhere between 2.84 and 4.79 ppm, and the
acetone signal would be visible between 2.09 and 2.22 ppm. The exact width and
shape of the two signals would depend on how well the two compounds are mixed.
We often observed this effect during the cleaning procedure. When DMF and
POCl3 were flushed out of the microfluidic system using ethanol it could be seen
that the ethanol peaks got broader. The OH group even ‘experienced’ such a wide
variety of chemical surroundings that its peak was smeared out over a chemical
shift range of more than 2 ppm, see figure 5.8, although this might not only be a
mixing effect, but also a reaction with phosphoryl chloride.
This effect might partially explain the asymmetric shaped lines of figure 5.6, how-
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Figure 5.8: NMR spectrum taken while flushing dimethylformamide (peaks indicated: ∗)
and phosphoryl chloride out of the microfluidic system using ethanol (CH3 en CH2 groups
indicated: †). Due to interaction with phosphoryl chloride and incomplete mixing the OH
peak of ethanol is smeared out over a wide chemical shift range (4.9 - 7.2 ppm).
ever, other measurements show that the lines are still broad and asymmetric after
20 seconds reaction time, long after the compounds should be mixed, meaning it
cannot fully explain the line shapes.
5.5.2 Chemical Exchange
Dimethylformamide (DMF) is the classic example of a molecule that shows in-
tramolecular chemical exchange. Its two methyl groups can switch position if
they rotate around the C(=O)–N bond. However, this rotation is hindered be-
cause this bond has a partial double bond character. Therefore the methyl groups
are visible as two distinct peaks in the NMR spectrum. At higher temperatures
there will be more thermal energy and then the groups will exchange more often.
If the jump rate is really fast (jump rate  frequency difference between the two
groups), the groups become indistinguishable and they will show as a single peak
in the NMR spectrum. When the jump rate is roughly on the same time scale as
the frequency difference between the groups, it will cause line broadening. The
line shape (intensity I(ω)) for two exchanging spin systems of equal intensity, res-
onating at frequency ωA and ωB, is given by equation 5.1 [168]. The two methyl
groups of DMF are roughly seperated by 100 Hz on a 600 MHz NMR machine.
In figure 5.9 it is shown how the spectrum of these two methyl groups would look
at various rotation rates (k), this rotation rate is determined by both the steric
hindrance and electronic structure of the molecule, and by the temperature.
111
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 112
Chapter 5
I(ω) =
k · (ωA − ωB)2




As long as the exchanging groups are equal in intensity the resulting line shape
is symmetrical. Thus, the chemical exchange of the methyl groups in the DMF
molecule and also in the Vilsmeier reagent and possible intermediates will not
cause asymmetric line shapes we observed. However, since the double bond char-
acter of the C(=O)–N bond might change during the first step of the Vilsmeier-
Haack reaction it is to be expected that the jump rates of the methyl groups in
the Vilsmeier reagent and the possible intermediates are different from the jump
rate in dimethylformamide. Meaning that the line shapes can be quite different
and could possibly be used to give more information about the structure of the
intermediate.
5.5.3 Fast Product and Intermediate Formation
A third and final cause for the broadened and asymmetric line shapes is the fast
formation of a reaction intermediate or product. If a fast chemical reaction takes
place during the acquisition of the FID and compound A reacts into compound
B then this can cause line broadening for compound A and it can cause line
broadening and dispersive line shapes for compound B. This was first described




Let’s first look at the simple case where there is no rection intermediate. DMF
reacts with POCl3 and produces the Vilsmeier reagent and PO2Cl
−
2 . Since both
POCl3 and PO2Cl
−
2 have no hydrogen atoms we can simplify the reaction from
a spectroscopic viewpoint into: starting compound A (DMF) reacts with a rate
k into reaction product B (the Vilsmeier reagent), see equation 5.2. Let’s also
assume the reaction starts at the start of the acquisition of the FID after having
given a 90◦ pulse. We are interested in the shape of the FID, so we have to look
only at how the x and y component of the magnetization of both compound A
and B changes over time. A magnetization vector (equation 5.3) can be defined,
which consists of these four magnetization components (Ax, Ay, Bx and By). As
a starting point for our simulation we took Ax = 1 and set all other components
to zero. The change of the magnetization vector over time can then be described
by the following differential equation:
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Figure 5.9: Simulation of a set of NMR spectra of two groups, separated by 100 Hz, that
























In which F (equation 5.4) stands for a matrix that describes the angular changes
(θA and θB) of the magnetization as a consequence of a frequency offset for either
compound (ωA or ωB), assuming we are describing the system in a rotating frame.
R (equation 5.5) is a matrix that describes the changes as a consequence of both
T2 relaxation, described by the rates ρA and ρB, and compound A reacting into




cos(θA) −sin(θA) 0 0
sin(θA) cos(θA) 0 0
0 0 cos(θB) −sin(θB)






−ρA − k 0 0 0
0 −ρA − k 0 0
k 0 −ρB 0
0 k 0 −ρB
⎤
⎥⎥⎦ (5.5)
As a demonstration we have solved equation 5.3 numerically for A (ω = 100 Hz,
T2 = 250 ms) reacting into B (ω = 200 Hz, T2 = 250 ms) for several values of
rate k, see figure 5.10. Indeed it is shown that the peak of signal A at 100 Hz
broadens as the reaction rate increases. This is logical, because as compound A
is reacting its concentration and therefore also the number of spins will decrease
during the acquisition of the FID, basically causing a faster decay of the signal
and thus a broader line.
Signal B (at 200 Hz) behaves very different. If the reaction rate is too slow, then
not enough of compound B is formed to give a visible signal. If the reaction rate
is too high, then compound B is formed so fast that there is no trace of compound
A and the peak for compound B is narrow and absorptive. In between it shows as
a dispersive line. The reason for this is that first a net magnetization of B has to
build up, whereas a magnetization of A is present from the start. To understand
this we will think in a rotating frame rotating at the frequency of B, meaning the
B coherence is stationary in this frame. As coherence A precesses in this frame it
will slowly react into B magnetization. Therefore the magnetization of B will be
spread out over the transverse plane, see figure 5.11. The net B coherence is the
vector sum of all the B spins and as can be seen the net B coherence precesses
around a non-origin point and its phase differs 90◦ from the A coherence, therefore
the B signal is dispersive.
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Figure 5.10: Simulation of a set of NMR spectra of compound A (at ω = 100 Hz) reacting
at different rates (k) into compound B (at ω = 200 Hz). For clarity each spectrum at a
higher reaction rate is shifted 10 Hz to the right from the previous slower reaction. Also
all spectra are scaled to have the same maximum.
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time
a) Precession of net A coherence
b) Distribution of B spins
c) Precession of net B coherence
d) Trajectory of the A coherence
e) Trajectory of the net B coherence
Figure 5.11: Comparison of the trajectories of the A en B magnetization in a rotating
frame, rotating at the frequency of B. a) The A coherence has a resonance offset and
precesses. b) As coherence A precesses B magnetization is formed from A, which remains
stationary in this rotating frame. c) The net B coherence is the vector sum of the indi-
vidual B spins. d+e) The trajectories of the coherences of A and B clearly demonstrate
that the B coherence is 90◦out of phase. Modified from ref. [170]
Things get even more interesting when we consider a reaction intermediate (I):
A
k1−→ I k2−→ B (5.6)
Since there are now two consecutive reactions the signal of compound B is either
in phase or 180◦ out of phase, depending on the resonance frequency of B relative
to A and the intermediate I. If the frequency of B is in between the frequencies of
A and I, then B is in phase, whereas in the case that the frequency of B is either
higher or lower than both A and I, then B is 180◦ out of phase. The signal of I
is in both cases 90◦ out of phase and both A and I are broadened, see fig. 5.12.
When the chemical shifts of these compounds are similar the resulting line shape
can look both asymmetric and broadened.
Using this model of a starting compound A, an intermediate I and a product B, we
took one of the spectra from the Vilsmeier-Haack reaction and tried to reproduce
the line shapes. In the NMR spectrum of the Vilsmeier-Haack reaction there are
two peaks at 3.0 ppm and two peaks at 3.5 ppm, these are the two methyl groups
of dimethylformamide (the starting compound) and the Vilsmeier reagent (the
product), respectively, see fig. 5.13. It was confirmed by NMR measurements of
a diluted reaction mixture at longer time scales that these are the chemical shifts
of the starting compound and product. There might be an intermediate, however,
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Figure 5.12: Simulation of a set of NMR spectra of compound A (at ω = 100 Hz) reacting
at different rates (k1) into intermediate I (at ω = 200 Hz)and then with a rate of k2 = 75
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the chemical shift of this intermediate is unknown. Therefore the chemical shifts
of the starting compound and product were fixed at their values and several
spectra were simulated with an intermediate at various resonance frequencies.
For simplicity all compounds were simulated as a single line instead of two. The
reaction rates were set to: k1 = 400 s
−1 and k2 = 100 s−1. The T2 relaxation time
was set to 250 ms for all peaks. The simulation shows several interesting things:
• The product signal is for all cases a narrow line.
• Only when the intermediate is at higher chemical shifts (> 3.5) the product
peak is in phase, otherwise the product peak is negative.
• The intermediate and starting compound lines are broadened and can give
an asymmetric line shape when they are close in frequency, see the third
spectrum from the bottom. Even though this line shape looks very similar
to the line shape we observe, it cannot explain the full spectrum, since the
product peak in this simulated spectrum is narrow and negative. A more
complicated model would be necessary to explain the full spectrum. For
instance by including interactions of the product with neighboring molecules,
or by describing the final reaction step as an equilibrium reaction.
• Maybe it is not directly noticeable from these simulated spectra, but the
peaks of the product and the starting compound in the spectrum obtained
from the Vilsmeier-Haack reaction both have a large integral, whereas the
simulations show that this can only be the case if the intermediate is also
present in large quantities, or if k1  k2, however, in that case the reaction
model can be simplified to: A reacts directly into B. So the product peak
will be 90◦ out of phase.
The simulations show that it is somewhat unlikely that the line broadening and
asymmetric line shapes can be explained by the presence of a reaction intermedi-
ate. The intermediate would result in a narrow and most likely negative product
peak. However, even more reaction steps and molecular interactions might affect
the line shapes. For now we did not manage to create a reaction model that
perfectly described the observed line shapes.
5.6 Conclusion and Outlook
We have shown the applicability of the tapered stripline by monitoring the first
2.5 seconds of the Vilsmeier-Haack reaction in a microfluidic tapered stripline
chip. Hereby we demonstrated that it is possible to study reactions by NMR
on a time scale on the order of hundreds of milliseconds up to several seconds.
Analysis of the results is difficult due to the fact that strong susceptibility effects
(due to a combination of incomplete mixing and differences in the susceptibility
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Figure 5.13: In red a spectrum of the Vilsmeier-Haack reaction at roughly 1.0 seconds
reaction time, taken from the measurement of figure 5.5. The spectrum displays the
broadened and asymmetric line shapes of the methyl groups of DMF (two peaks at 3.0
ppm) and the Vilsmeier reagent (two peaks at 3.5 ppm). The blue spectra are numerical
simulations in which a starting compound A has a fixed chemical shift of 3.0 ppm, the
product B is fixed at 3.5 ppm and the intermediate I is placed at a different frequency for
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of the fluids), chemical exchange and reaction intermediates might all affect the
line shapes. After analysis of the spectra, I would say that susceptibility effects
due to incomplete mixing are still a major factor in our system and most likely
the main cause of asymmetric and broadened line shapes.
The combination of flow chemistry and tapered stripline NMR is in principle
a very promising one. Flow chemistry allows one to perform reactions in a very
controlled manner and with perfect control over timing and temperature, bringing
the exploration of more exotic reactions, which were previously regarded as too
dangerous or difficult to perform, within reach. Stripline NMR offers all the
advantages of NMR and sensitivity-wise the stripline design is the preferred choice
to match the nL - μL sample volumes in microfluidics. Future research should be
aimed at a better integration of the microfluidic system into the probe, and at
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B0 Gradient Compensation
Using a B1 Gradient
This chapter was published as a part of:
Koen C.H. Tijssen, Jacob Bart, Roald M. Tiggelaar, J.W.G. (Hans) Janssen,
Arno P.M. Kentgens, P. Jan M. van Bentum, Spatially resolved spectroscopy using
tapered stripline NMR, Journal of Magnetic Resonance, 263, 2016, p136-146
6.1 Motivation
The power of NMR is in the detailed structural information it can deliver. The
exact resonance frequency of each chemical group in a molecule is different and
therefore each group has its specific chemical shift. These differences are very small
(in the ppm range), but they can be observed thanks to the excellent homogeneity
of the high-resolution NMR magnets. In general NMR magnets have to meet the
following requirements: 1) high magnetic field (>5 T), 2) stable field (<5 Hz/hour
drift), 3) homogeneous field (<0.5 Hz variation over the sample volume). Because
of these requirements the costs of NMR magnets are high and the possibilities
with mobile setups are limited. If for instance the homogeneity requirement could
be dropped then one could expand the possibilities of intrinsically inhomogeneous
magnets, such as single-sided magnets, which now are mostly used for diffusion
and imaging purposes. This is because the chemical shift information cannot be
extracted in those systems due to large line broadening by the inhomogeneous B0
fields.
In this chapter we take a look at methods to restore the spectral resolution in
magnets that are inhomogeneous due to a B0 field gradient along one dimension.
The chemical shift information in these magnets can be restored by compensating
the effects of the B0 field gradient with a gradient in the RF field. The shape of
the tapered stripline can be adjusted to produce any desired gradient shape and
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therefore it can be used to compensate the effects of one-dimensional magnetic
field gradients and to obtain high-resolution spectra.
6.2 Gradient Compensation Methods
6.2.1 Methods from Literature
In general NMR researchers do a lot of effort (shimming, sample spinning, using
susceptibility matched materials) to obtain an as homogeneous B0 field as possi-
ble. However, in some cases these methods cannot be applied or are not effective.
For these cases several techniques have been developed to acquire high-resolution
spectra in such inhomogeneous fields, or at least retrieve some of the lost infor-
mation. A first method is based on intermolecular multiple-quantum coherences
[171], which works well for small inhomogeneities. A second method uses echo
sequences that periodically refocus the signal [172], however, they also refocus the
chemical shift. In a third method spatially-encoded spectroscopic techniques [171]
are used. These techniques are based on the ultra-fast sequences of Frydman and
coworkers [158]. The use of spin coherence transfer echos [173] is a fourth method
that only works for J-coupled spins. Finally, for small inhomogeneities there is
the possibility to improve the spectra during processing by deconvolution. All
these methods can deliver excellent results, however, none of them is applicable
to all practical circumstances.
Between 2000 and 2005 the Pines group published a series of papers [174, 175, 176,
177, 178] in which they describe how B1 field gradients can be used to retrieve
spectral resolution in inhomogeneous magnetic (B0) fields. Their methods can
be used in portable single-sided NMR systems or in other systems where high
B0 homogeneity is impossible to realize using standard shimming techniques. In
an inhomogeneous magnetic field different parts of the sample ‘feel’ a different
field strength, therefore the Larmor frequency of equal spins varies and after a
certain time interval there are local phase differences in the magnetization. To
compensate for the difference in Larmor precession due to the B0 variations over
the sample, a spatially dependent phase shift of the local magnetization is needed.
The Pines group first used composite z-rotation pulses to create this position
dependent phase shift [175, 176]. During acquisition they gave a composite pulse
between every two acquired data points to compensate for the B0 gradient. The
composite z-rotation pulse consists of three pulses. The first pulse is homogeneous
and flips the xy-magnetization into the yz-plane (fig. 6.1). The second pulse is
given along x and because the RF field strength of this pulse is spatially dependent,
the phase of the magnetization is encoded depending on the position. The third
pulse is homogeneous again and puts the magnetization back into the xy-plane.
Now, if the phase introduced by the second pulse is equal and opposite in sign
to the phase introduced by the B0 gradient during the dwell time (τdw), then the
phases cancel and a high resolution spectrum is obtained.
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Figure 6.1: A section of the pulse sequence for obtaining B0 gradient compensated spectra
with composite z-rotation pulses. Homogeneous 90◦ pulses (black) are used to flip the
magnetization from the xy-plane to the yz-plane and back. The RF gradient pulse (grey) in
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Later the Pines group switched from trains of composite z-rotation pulses to trains
of consecutive adiabatic passages [174, 177, 178], because these are more effective
over a large bandwidth. We have succesfully adapted their method to regain
chemical shift information in inhomogeneous B0 fields using the tapered stripline.
This method will be explained in section 6.2.3.
6.2.2 Adiabatic Passages and the Tapered Stripline
The tapered stripline produces a B1 gradient, which is beneficial for several appli-
cations. However, in some pulse sequences both uniform and spatially dependent
pulses are needed. Therefore we tested a simple adiabatic half passage (AHP) and
adiabatic full passage (AFP) (see section 1.5) with the tapered stripline. Both
the passages had a linear frequency profile and a sine-modulated RF amplitude,
like in fig. 1.8. First the signal intensity obtained with an AHP was compared
to a measurement with a ‘standard 90◦ pulse’. Because of the B1 gradient of
the tapered stripline, there is no real 90◦ pulse, instead we used a pulse length
optimized to give maximum signal intensity. It turned out that, using the tapered
stripline, there is a 25% higher signal intensity using the AHP (300 μs long, max-
imum RF: 210 kHz) in comparison to the ‘standard 90◦ pulse’. This is in good
comparison with a simulation based on the experimentally determined RF profile,
which predicts a 27% increase in signal intensity using an adiabatic sweep.
Next an optimization of the AFP pulse length was done. Figure 6.2 (top) shows
that there is indeed a lower limit for the AFP pulse length below which the
inversion is not working. Above this value, 160 μs in this case, the inversion is
stable and the signal intensity and phase are independent of the pulse length.
Then the efficiency of the AFP was tested. To do this a train of AFPs (200 μs
each) was given before acquiring the signal. The number of AFPs in this train of
pulses was incremented and the signal from each increment was integrated (the
sign of the integral was ignored, because the sign of the signal changes depending
on the number of AFPs being even or odd). The results (fig. 6.2 bottom) show
that after 40 AFPs the signal intensity is reduced by less than 25%. Or in other
words: a single AFP (200 μs long, 115 kHz RF) inverts 99.3% of the signal.
6.2.3 Windowed Adiabatic Gradient Compensation
Since the tapered stripline produces a constant B1 gradient, we are able to use
this gradient to obtain spectrally resolved NMR spectra in the presence of linear
B0 field variations using the method of the Pines group. Moreover, as the tapered
stripline offers the advantage of perfect control over the shape of the B1 field
gradient, in principle any B0 field gradient can be compensated for. The pulse
sequence (fig. 6.3) we used to do this is very similar to the one used by the Pines
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Figure 6.2: Top: Optimization of the pulse length of an AFP (linearly changing frequency
offset, sine-modulated RF amplitude, maximum RF: 115 kHz) using the tapered stripline.
Bottom: AFP efficiency test. The number of AFPs before signal acquisition is arrayed.
The used AFP is 200 μs long and the maximum RF is 115 kHz.
n-1
Figure 6.3: Pulse sequence for obtaining B0 gradient compensated spectra: after an adia-
batic half passage (grey) a windowed acquisition is started. Between the acquisition points
(black dots) sets of two adiabatic full passages (yellow) are given. The amplitude of the
second adiabatic passage is optimized such that the phase produced by the double passage
matches the phase introduced by the B0 field gradient.
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First an adiabatic half passage (fig. 6.3) is used to create transverse magnetization.
Then a windowed acquisition is started while pairs of adiabatic full passages are
used to compensate the dephasing due to the B0 field gradient. These AFPs
do not invert the magnetization as the AFPs discussed in section 1.5, because
the initial orientation of the magnetization is perpendicular instead of parallel
to the z-axis. During these AFPs the magnetization will stay perpendicular to
the effective field and at the end of each AFP the magnetization is back in the
xy-plane. However, depending on the resonance offset and the RF field strength a
phase develops during each passage. So the first adiabatic full passage introduces
a phase, as a function of both the local RF field strength and the offset. The
second adiabatic passage will cancel the introduced phase. However, because the
second passage has a different RF amplitude there will be a residual phase that
is (in good approximation) only dependent on the difference in RF field strength.
The exact residual phase (φ) can be calculated by integrating the effective field









[α · ω1(t)]2 + [Δω(t)]2dt (6.1)
Δω(t) = ω(t)− (ω0 + δ) (6.2)
Where t1 and t2−t1 are the lengths of the first and second adiabatic sweep. ω1(t),
Δω(t) and α are the time-dependent RF amplitude, the sweep frequency offset and
the ratio between the amplitudes of the two sweeps, respectively. The latter is a
function (equation 6.2) of the time-dependent sweep frequency (ω(t)), the central
frequency of the sweeps (ω0) and the offset with respect to central frequency (δ).
Numerical calculations (fig. 6.4 and ref. [174]) show that the residual phase after
the double sweep is only a function of the difference in RF field strength for the
two sweeps (the fraction α), which is in turn a function of the spatial coordinate,
since the tapered stripline produces an RF gradient. So the amplitude of the
second adiabatic passage can be optimized such that the residual phase produced
by the double passage matches and thus cancels the phase introduced by the B0
field gradient during free evolution. In this way the double passages correct the
B0 gradient during the acquisition. Of course, for a perfect refocusing the profile
of the B1 gradient has to match the profile of the B0 gradient.
6.3 Results
The B0 gradient compensation pulse sequence was first tested on an ethanol sam-
ple. A small B0 gradient was applied by changing the current of the Z1 shim.
This broadened the ethanol resonances into 0.55 kHz wide lines. Using the ta-
pered stripline in combination with the compensation sequence described in the
previous section, it was possible to regain spectral resolution. The RF amplitude
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Figure 6.4: Left: Numerical simulation (using Matlab) of the residual phase after a double
adiabatic full passage of which the RF amplitude of the second sweep is scaled by a factor
α. For this simulation the sweep length was 1 ms, a sine-shaped RF profile was used with
a maximum RF field of 60 kHz, a linear offset profile was used from -100 to 100 kHz.
Right: close up of the simulation showing the residual phase for typical offset values (δ)
and RF amplitude ratios (α).
of every second AFP was arrayed to find the RF field strength that is needed to
cancel the B0 gradient. The adiabatic full passages where 190 μs long and an
RF field strength of 93 kHz was used for the first AFP. The RF amplitude of the
second AFP was increased in steps of 0.5. The results (fig. 6.5) show that with
increasing amplitude the lines first narrow, until the three separate ethanol peaks
are visible, and at higher RF amplitudes the lines broaden again. At the optimal
RF amplitude (3 higher then the amplitude of the first AFP) even the triplet
of the methyl group is visible. This demonstrates that the gradient profiles of the
applied B0 gradient and the B1 gradient produced by the tapered stripline are
matching.
Then the compensation sequence was tested at different, but constant, B0 gradi-
ents. This was done by placing a 1-propanol sample at three different positions
in the magnet: the homogeneous center, a slightly inhomogeneous part (13 G/m)
and deeper in the stray field of the magnet (172 G/m). Figure 6.6 displays the
spectra obtained at these three positions with both a single 90◦ pulse and with the
B0 gradient compensation pulse sequence. Clear differences are visible in the spec-
tra acquired at the homogeneous center of the magnet. The apparent J-coupling
is larger in the spectrum obtained with the compensation pulse sequence. In fact
the J-coupling has remained the same, but the chemical shift is scaled. In this
pulse sequence the chemical shift only evolves during the time between the sets of
adiabatic full passages. During a passage the magnetization is ‘locked’ around the
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Figure 6.5: Optimization of the amplitude of the second AFP in the B0 compensation
sequence. The sample is a 7 mm long ethanol plug in a capillary. A small B0 gradient
was introduced with the Z1 shim.
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effective field and cannot evolve. The J-coupling, on the other hand, is unaffected
by the adiabatic sweeps and is active during the entire windowed acquisition. For
the measurements in figure 6.6 the compensation sequence was run with 100 μs
long adiabatic full passages and a point-by-point acquisition of 1 point per 250
μs. So the chemical shift evolves only 50 of the 250 μs between each point and is
thus scaled by a factor 5.
Under a small B0 gradient of 13 G/m the spectrum looks very crowded, however,
the compensation pulse sequence is able to fully recover the spectral resolution. At
a larger gradient of 172 G/m the lines in the standard 1D spectrum are broadened
so much that they fully overlap and the resulting spectrum consists of only a
single broad peak. With the compensation pulse sequence most of the chemical
shifts are recovered and the five peaks can be distinguished. However, the peaks
are broadened and the triplets and multiplet are no longer visible. This can be
explained by the shape of the stray field of the magnet, which is used to create
the magnetic field gradient. For a small section of the stray field the gradient is
approximately linear, but as the gradient becomes larger this approximation no
longer holds. In that case our tapered stripline, with its linear gradient, does not
perfectly match the B0 field gradient anymore.
6.4 Experimental
Chemicals and Materials: All samples were prepared in fused silica capillaries
(Polymicro Technologies) with an inner diameter (ID) of 250 μm and an outer
diameter (OD) of 360 μm. FC-40 (Fluorinert, Sigma-Aldrich), ethanol (Merck)
and 1-propanol (Riedel-de Haën) were used as received. All samples were made
by creating a plug of solvent in FC-40.
NMR Experiments: All B0 gradient compensation experiments were conducted
on a 400 MHz NMR system, running 1H NMR experiments using tapered stripline
chip 3 (section 4.7.2). A pulse sequence based on the sequence with consecutive
adiabatic full passages, described by Meriles et al. [174], was used. All pas-
sages had a linear frequency modulation and sine-shaped amplitude modulation
as shown in figure 1.8.
The AFP pulse length optimization (fig. 6.2) was done on a Milli-Q water sample.
The incremented AFP pulse was followed by a 150 μs AHP to read out the inverted
magnetization. A recycle delay of 10 seconds and a maximum RF field strength
of 115 kHz were used. For the AFP efficiency test the pulse length of the AFP
was set to 200 μs.
The amplitude optimization to compensate the B0 gradient produced by the Z1
shim (fig. 6.5) was done on an ethanol sample. A data point was collected every
400 μs, with a total acquisition time of 320 ms. The adiabatic full passages are
190 μs each and the AHP in this sequence was 250 μs long. The maximum RF
field strength was 93 kHz and a recycle delay of 10 seconds was used.
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Figure 6.6: Spectra of 1-propanol. The top spectra were acquired in the homogeneous
part of the magnet. The middle and bottom spectra were acquired in the stray field of the
magnet. The spectra on the left are simple 1D spectra, acquired after a single 90◦ pulse.
The spectra on the right are acquired with the B0 compensation sequence.
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For the final gradient compensation at different gradient strengths (fig. 6.6) a cap-
illary with a 1-propanol plug was used. The B0 gradient was created by lowering
the probe into the stray field of the NMR magnet. The adiabatic passages had a
linear sweep that starts 1 MHz off resonance and has a maximum RF amplitude
of 250 kHz. The length of the adiabatic half passage, used for an RF-independent
excitation, was 150 μs and the full passages were 100 μs long. The total length
of one block was 250 μs. The amplitude of the second full passage was 3.2 %
higher than the first passage for the largest B0 gradient. The compensation ex-
periments were recorded in a single scan with a sampling of 401 points at a rate of
4 points/ms. The amplitude of the second adiabatic full passage was incremented
(with a 6 seconds recycle delay) to find the optimal adiabatic sweep amplitude.
The methyl peak was set to 0.94 ppm (literature value for 1-propanol in CDCl3).
6.5 Conclusions and Outlook
In this chapter is was shown that the tapered stripline can be used to compensate
B0 gradients and retrieve the spectral resolution obtained in homogeneous fields.
One disadvantage is the fact that the chemical shift gets scaled down by a factor
equal to the dwell time divided by the duration of the double adiabatic passage
used to compensate the gradient. This factor can be lowered by accepting a
narrower spectral width (longer dwell time) and by using higher RF fields and
thus shorter adiabatic passages.
In principle the shape of the tapered stripline can be modified to create any desired
RF field profile. So one could use a tapered stripline with a linear gradient to
map the B0 field profile, and from that profile design a stripline chip with a B1
field profile that matches the B0 field profile. This stripline can then be used to
obtain high resolution spectra in inhomogeneous B0 fields.
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Diffusion measurements conducted with NMR were first done in 1954 by Carr and
Purcell [18], who used static B0 gradients. Later, in 1965, Stejskal and Tanner [19]
revolutionized the field with their pulsed-field gradient (PFG) method, in which
the B0 field gradient is switched on and off. Another method for NMR diffusion
measurements was introduced in 1988 and 1989, when two groups showed, inde-
pendent from each other, that diffusion can also be measured with gradients in
the RF/B1 field. Karczmar et al. demonstrated their B1 method for flowing water
[179], whereas Canet et al. applied their B1 method for the quantification of the
self-diffusion of several compounds [180]. However, a second revolution remained
absent and today the PFG method is still the standard.
In fact, no more than two dozen papers have been published on the topic of dif-
fusion measurements with the help of B1 gradients, despite the fact that the B1
methods hold several intrinsic advantages over their B0 counterparts. These ad-
vantages are: 1) practically no switching times (reduction from milliseconds in B0
methods down to microseconds), which is advantageous for samples with short
T2’s; 2) insensitivity to local variations in the magnetic susceptibility, meaning
that accurate diffusion measurements are possible in inhomogeneous samples; 3)
instrumental simplicity: no separate gradient amplifier or complicated probe de-
sign with multiple coils; 4) the avoidance of eddy currents and local mechanical
forces.
Several different RF coil geometries have been used to perform B1 diffusion mea-
surements, among those are a single-turn circular coil [179, 180, 181, 182], a toroid
cavity or coaxial resonator [183, 184], a conical coil [185, 177] or the fringe field
of a regular multiple-turn solenoid [186]. However, for most of these RF coil ge-
ometries it is difficult or impossible to create a constant B1 gradient. The tapered
stripline, however, can produce a well-defined B1 gradient. The exact shape of
the gradient is determined by the taper’s design, which can be made such that it
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nG1 n
Figure 7.1: An adiabatic B1 diffusion sequence based on the PFG-SSE sequence. The
sequence consists of AHPs (grey) and AFPs (yellow). Encoding is achieved with (trains
of n) double AFPs with unequal RF amplitudes.
produces a perfectly constant B1 gradient.
In this chapter we show how the tapered stripline can be used to perform diffusion
measurements. Several existing diffusion pulse sequences that use B1 gradients
were tested with the tapered stripline and it was attempted to improve these
sequences. In the final section an example is given in which the B1 gradient based
diffusion method was used to measure diffusion constants under high-pressure
conditions in supercritical CO2.
1
7.2 PFG-Inspired B1-Gradient Diffusion Sequence
Moving from B0 to B1 gradients requires a completely new approach, because a
B0 pulse affects only the precession of the magnetization, leading to a variation
in the phase of the transverse magnetization, whereas the effect of an RF pulse
is more extensive: it can affect both transverse and longitudinal magnetization,
and it can change the coherence order of the magnetization. So one can no longer
use the standard PFG pulse sequences. However, we found that it is possible to
create an analogue version of the PFG sequences. Of the two basic PFG diffusion
sequences (section 1.3) the PFG-SSE sequence has the advantage that during its
diffusion delay T1 instead of T2 relaxation takes place, making it the preferred
method for measuring diffusion constants for samples for which T1  T2. Since
B1 diffusion methods are especially useful for samples with short T2 relaxation
times, due to negligible rise and fall times of the gradient, we decided to devise a
B1-based version of the PFG-SSE sequence of Tanner [20].
This B1 diffusion sequence (fig. 7.1) makes use of adiabatic half passages to re-
place the three 90◦ pulses in the standard PFG-SSE sequence. In this way the
magnetization can still be fully converted from longitudinal to transverse magne-
tization and vice versa, in the presence of an RF gradient. The second 90◦ pulse
is replaced by an AHP of which we reversed the shape (starting on resonance and
with a maximum amplitude), because this pulse has to convert the transverse
1The work in this chapter was done in close collaboration with my colleague Bas van Meerten.
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magnetization back to longitudinal magnetization, so that the encoded informa-
tion does not decay due to T2 relaxation. This pulse thus starts on resonance,
locking the magnetization along the effective field. As the pulse goes off resonance
and its amplitude decreases, the effective field rotates from the transverse plain
towards the Z-axis. At the end of the pulse the effective field is nearly parallel to
the Z-axis and because the pulse is adiabatic, the magnetization has followed the
trajectory of the effective field and is now aligned with the Z-axis.
The phase encoding is achieved with the help of two adiabatic full passages applied
back-to-back. The amplitude of the second AFP is different from the first AFP
and this causes the introduction of an RF dependent phase, which is independent
of the offset. This feature of a set of two back-to-back AFPs was first demonstrated
by the Pines group [174] and it can also be used to regain spectral resolution in
inhomogeneous B0 fields (chapter 6 or ref. [174, 178, 94]). The introduced phase
is dependent on both the ratio (α) of the RF amplitudes of the two AFPs and on
the absolute RF field strength. Since a B1 gradient is used, the phase encoding
is dependent on the spatial position. Furthermore, the ratio of the amplitudes
can be arrayed to acquire a diffusion curve. A series of 2n AFPs can be used to
introduce larger phase differences and measure smaller diffusion coefficients. Of
course the total length of the AFPs should remain short relative to the diffusion
time, Δ, to measure the diffusion constant effectively.
The four-step phase cycle we used only cycles the phase of the first AHP (x, y, -x,
-y) and the receiver (-x, y, x, -y). The phase of the other pulses is fixed: for each
set of two AFPs, the phase of the first one is x and the second -x. The reversed
AHP after the first encoding has a phase -x and for the AHP before the second
encoding it is x.
7.2.1 Flow Test
A simple test to see if any motion can be detected by the tapered stripline in
combination with our B1 diffusion sequence would be to check if we can detect
the difference between flowing and stationary liquid. For this purpose we used a
setup similar to the one used in chapter 5. A fused silica capillary (ID = 250 μm)
is positioned on the tapered stripline and a syringe pump is used to continuously
flow ethanol through the capillary. A diffusion curve was acquired by arraying the
RF amplitude of the second AFP (in each set of two), thereby the ratio α of the
AFP’s RF amplitudes (see also section 6.2.3) was varied. The measurements were
performed using static ethanol and four different flow rates (0.5, 2.0, 4.0 and 8.0
μL/min, corresponding to displacements of: 0.2, 0.7, 1.4 and 2.7 mm/s). Other
parameters are: 16 scans per increment, n = 1, α = 0.55 - 1.00, diffusion time (Δ)
= 1 s, recycle delay = 9 s, AHP length = 300 μs, AFP length = 500 μs, 600 MHz
1H-NMR, stripline chip with a 10 mm long tapered constriction and a maximum
RF field of 200 kHz at the narrow end of the taper.
The static measurement (fig. 7.2, 0.0 μL/min) shows a slightly decaying line,
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Figure 7.2: Flow test: the adiabatic B1 diffusion sequence was tested on flowing ethanol.
A diffusion curve was acquired at four different flow rates and for a static ethanol sample.
The curves were obtained by arraying the RF amplitude ratio (α) of the AFPs.
which may already indicate that the diffusion sequence is picking up the diffusion
process, however, this can also be a relaxation effect or maybe even convection in
the static sample. The other lines show a clear trend: the higher the flow rate,
the faster the decay of the signal. The decay should be linear with the flow rate.
Indeed the change in α to go from an intensity of 5 to 1 shows that a doubling of
the flow rate results in a Δα which is twice as small. (Δα is roughly 0.035, 0.065,
0.12 and 0.44 for the flow rates 8.0, 4.0, 2.0 and 0.5 μL/min, respectively).
The shape of the curves is not Gaussian, as one would expect for a diffusion
curve, however, this may be because not all the molecules move with the same
rate. Because the ethanol is flowed through a capillary with an inner diameter
of only 250 μm, there is a flow profile in which the liquid is flowing faster in
the center of the capillary and slower close to the wall [187, 188]. Due to this
distribution in displacement rates, the ‘diffusion’ curve will not have a Gaussian
line shape. Besides this, the fact that the sample is not restricted to only the
tapered section of the tapered stripline, but covers the full length of the strip,
also affects the shape of the diffusion profile. This will be discussed in more detail
later.
Signal decay due to sample flowing off the stripline during the acquisition is neg-
ligible. First of all with an average displacement of 2.7 mm/s at the highest flow
rate and a tapered stripline length 10 mm even after a second most of the sample
is still on the strip. Moreover, the signal integral is determined by the first point
135
559046-l-bw-Tijssen
Processed on: 14-4-2021 PDF page: 136
Chapter 7
in the FID, which is recorded microseconds after the RF pulse. A decay of the
other points in the FID will only cause a broadening of the lines.
Finally it should be mentioned that a flow rate of 0.5 μL/min is below the lower
limit (roughly 2 μL/min) at which the combination of the syringe pump and
syringe (1 mL) produce a stable flow. Therefore this experiment should be viewed
as a qualitative test, that demonstrates that motion can be measured with the
help of this pulse sequence.
7.2.2 Pulse Sequence Optimization
The next step is to vary several of the parameters in the pulse sequence and
see if the resulting signal follows the expected behavior for self-diffusion. The
following set of experiments were performed using 19F-NMR on a trifluoroacetic
acid sample.
To predict the outcome of these experiments we take a look at the Stejskal-Tanner
equation (fig. 7.1) and modify it for our pulse sequence. In our sequence we
increment the ratio between the two AFP RF amplitudes (α). This is similar to
incrementing the gradient strength (G) in the PFG-SSE sequence, and thus we
can replace G for α multiplied by a constant. Changing the number of double
AFPs in our sequence is similar to increasing the length (δ) of the PFGs in the
PFG-SSE sequence, and so δ can be replaced by n multiplied by a constant.
Then we can combine these two constants and the gyromagnetic ratio (γ) into
one single constant (c). Finally we assume that we are always in the regime where
the diffusion time is much longer then the encoding time (Δ  δ) and therefore









≈ exp (−c2n2α2DΔ) (7.1)
First we vary n, the number of double AFPs. A larger n gives a faster signal
decay as expected (fig. 7.3). Unfortunately there is also a phasing error, which is
most pronounced at low α values and a higher n. The fact that this phase error
is larger for larger n indicates that it is caused by the imperfect double adiabatic
passages. Most likely it is due to a slight non-adiabatic behavior of the AFP’s.
For further analysis the absolute peaks are integrated and from figure 7.3 (bottom
plots) it can be seen that the decay is twice as fast for an n that is two times
higher. It can also be concluded that the results are independent from ratio α
being larger or smaller than 1.
If we increase the diffusion time, Δ, then there are two effects (fig. 7.4): the
intensity decreases due to T1 relaxation and the diffusion curve decays faster due
to the diffusion process. Again there is a phase error which is the most pronounced
at short diffusion times. This could mean that some unwanted coherences manage
to slip through the phase cycle, whereas at longer diffusion times they decay during
this diffusion period. The diffusion curves are again symmetric with respect to α
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Figure 7.3: Top: horizontal stack plot of the 19F-NMR diffusion spectra of trifluoroacetic
acid for an increasing number of double AFPs. Bottom left: integrated intensity curves.
Bottom right: symmetry check, comparing signal intensity for a amplitude ratio smaller
and larger than 1. The black (dashed) lines were added to show that the decay is twice as
fast for a doubling of n.
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AFP RF amplitude difference
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effect diffusion time on diffusion curve 
Figure 7.4: Top: horizontal stack plot of the 19F-NMR diffusion spectra of trifluoroacetic
acid for an increasing diffusion time. Bottom left: integrated intensity curves. Bottom
right: symmetry check, comparing signal intensity for a amplitude ratio smaller and larger
than 1. All diffusion times (Δ) are given in seconds.
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Figure 7.5: Diffusion curves of several alcohols. Dots indicate the experimental data,
whereas the lines are Gaussian curves fitted to the data. The data were normalized on the
second datapoint, since the first datapoint showed in some cases a large deviation from
the fit.
and closer inspection shows that they follow equation 7.1: increasing the diffusion
time by a factor 4 makes the diffusion curve decay twice as fast.
From these two experiments we can conclude that the pulse sequence indeed
behaves as expected and can detect diffusion processes. The following parameters
were used for these experiments: 8 scans per increment, n = 4 (for the second
experiment), α = 0.55 - 1.00, Δ = 1 s (for the first experiment), recycle delay =
10 s, AHP length = 350 μs, AFP length = 450 μs, 400 MHz 1H-NMR, stripline
chip with a 15 mm long tapered constriction and a maximum RF field of 160 kHz
was used.
7.2.3 Diffusion of Alcohols
The final test is to check whether this diffusion sequence can reproduce the values
of known diffusion constants. We chose to perform diffusion measurements on a
series of primary alcohols, since their diffusion constant decreases with the length
of the alcohol. First water was measured to calibrate the phase-encoding by the
double adiabatic passages. Then methanol, ethanol and 1-butanol were measured
(fig. 7.5). The diffusion curves were fitted with a Gaussian function and from
that the diffusion constants were extracted (table 7.1). The experimentally deter-
mined coefficients are close to the literature values, however, the differences are
significant and further work is needed to improve the robustness of our method.
The experimental parameters for these experiments are identical to those in sec-
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Table 7.1: Diffusion coefficients (10−9 m2/s)
Liquid Experimental Literature [189, 190]
water 2.30 ± 0.18  2.30
methanol 2.58 ± 0.19 2.44
ethanol 0.95 ± 0.06 1.05
1-butanol 0.54 ± 0.06 0.46
 = set to its literature value for calibration
tion 7.2.1, except for the number of double adiabatic passages (n) which was
increased to 6. The measurements were done at a temperature of 20◦C and the
methyl peak of the alcohols was integrated to create the diffusion curves. The sam-
ples were prepared in fused silica capillary (250 μm ID, 360 μm OD). Roughly 8
mm long liquid plugs were made in FC-40 and centered on the taper.
From these measurements we can also estimate what the limits of this diffusion
method are. The diffusion curve of ethanol (fig. 7.5) has been measured until
the signal was decayed till roughly 10% of its original value, which is acceptable.
Measuring a shorter diffusion curve will make the fit, and thereby the diffusion
coefficient, less reliable. At these settings it is thus possible to measure a diffusion
coefficient of 1·10−9 m2/s accurately. In the current setup we can still double the
RF power (and thus the gradient strength), increase the diffusion time (changing
Δ from 1 s to 2 or 3 seconds should not give to much signal loss) and increase the
number of double sweeps, n, slightly (a larger number of sweeps increases phasing
issues and increases the duty cycle, however, a doubling from n = 6 to 12 should
be okay). An increase in the RF power and n lowers the minimum D that can
be measured quadratically, as can be seen from equation 7.1. So overall a factor
50 can be gained with the current setup and it should be possible to measure
diffusion coefficients of 2·10−11 m2/s or higher.
7.3 The Two-Pulse Nutation Echo Method
A second way to measure diffusion with B1 gradients is a sequence that uses
both B0 and B1 gradients. It was proposed in 2000 by Ardelean, Scharfenecker
and Kimmich [185, 191] and creates multiple spin echos from which the diffusion
constant can be calculated.
For this method two gradients are needed, one B0 gradient and one B1, of which
the gradient directions are parallel. The B0 gradient (G0) does not have to be
switched on and off, so in principle even the fringe field of the NMR magnet can
be used. The first RF gradient pulse (fig. 7.6) creates spatially modulated trans-
verse and longitudinal magnetization components. The transverse component will
dephase under the B0 gradient during the following diffusion period (Δ). Then
the second RF gradient pulse will again create spatially modulated transverse
and longitudinal components, of which only the transverse magnetization will be
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Figure 7.6: Two-pulse nutation echo sequence.
detected. During the diffusion period some of the magnetization will relax due
to T1 relaxation. This part will only experience the second RF gradient pulse,
which has a duration δ and gradient strength G1. The size of the local transverse
magnetization after this pulse is thus:
Mxy(z) ∼ sin (γδzG1) (7.2)
The net transverse magnetization is equal to the integral over the spatial coor-
dinate z. This will be zero right after the RF pulse, since the integral over a
sine function is zero. However, after a period τ the magnetization has also been
affected by the static gradient G0. We can then describe the local magnetization
Mx(z, τ) by equation 7.3.
Mx(z, τ) ∼ sin (γδzG1) sin (γτzG0) (7.3)
The net magnetization Mx(τ) is again the integral over z, which gives a maximum
when the values in the two sine terms are equal. From this we can deduce that the
relaxed magnetization produces an echo after a period τ following the second RF
pulse (eq. 7.4). So by modifying the RF pulse length and the gradient strengths,





With the same reasoning one can derive that the longitudinal magnetization that
did not relax during the diffusion period gives a second echo at 2τ . The amplitudes











e−Δ/T1 · e−2τ/T2 · e−D(γδG1)2Δ′ (7.6)
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This shows that the first echo is only affected by relaxation, whereas the second
echo amplitude is a function of both relaxation and diffusion processes. The
last term in A2 is the standard diffusion term, with a diffusion period Δ
′ that
is corrected for the non-zero length and shape profile of the RF pulses used for
encoding. In practice we use Δ′ = Δ, since the RF pulses are relatively short
compared to the diffusion period. A full derivation of equations 7.5 and 7.6 is
given in the papers of Ardelean, Scharfenecker and Kimmich [25, 185, 191, 192].
Besides these two echos several other echos can be observed. There is a standard
Hahn echo (O) at a time point Δ after the second RF pulse. Around this Hahn
echo there are four echos, two at Δ± τ (L1 and R1) and two at Δ± 2τ (L2 and
R2), caused by transverse magnetization that did not decay during the diffusion
period. Ardelean et al. [185] also describe echos at 3τ , 4τ and at Δ ± 3τ and
Δ± 4τ due to higher order terms, however, in our work we did not observe them.
Furthermore they also saw similar, but less intense, echo patterns around 3Δ and
4Δ.
7.3.1 Nutation Echos on the Tapered Stripline
The tapered stripline generates a constant RF field gradient and thus it can be
used to perform the two-pulse nutation echo experiment. Besides the B1 gradient
also a B0 gradient is needed. For this we can use the fringe field of the magnet,
which is not a perfectly constant gradient, however, for small gradient strengths
the deviations should be small enough to observe well-separated echos.
In the two-pulse nutation echo experiment one can array either one of the timings
(δ and Δ) or one of the gradient strengths (G0 and G1) to vary the two echo
amplitudes (A1 and A2) and therefrom deduce the diffusion constant. The most
sensible thing to do is to array the diffusion period, since an array over any of the
other parameters will results in shifting echos (see eq. 7.4), whereas a changing Δ
does not effect the echo time τ .
The pulse sequence was first tested on a 5 mm long water sample. The probe
was lowered several centimeters in the fringe field of a 600 MHz magnet. With
a standard (one-pulse) nutation experiment we could determine that G0 = 5.6
mT/m and G1 = 260 mT/m, so for a pulse length δ = 1000 μs the echo time, τ ,
should be 46 ms. From the experiment (fig. 7.7 left) we can see that indeed the
E1 echo appears close to this value at 42 ms. For δ = 1000 μs the E1 echo is only
visible at long diffusion times and the E2 echo is absent. At low diffusion times
we also observe the Hahn echo (O), its intensity decreases with longer diffusion
times and at 100 ms it is only just distinguishable from the noise. This may also
explain why the E2 echo, which should appear at 2τ or 82 ms, is not visible. The
magnetization simply has relaxed due to T2 relaxation.
By changing the RF pulse lengths to 500 μs and keeping the gradient strengths
the same, the echo times are halved. The E1 is now at 21 ms (fig. 7.7 middle) and
already visible at a diffusion time of 0.5 s. Around the Hahn echo we also see the
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Figure 7.8: a) Nutation echos (E1 and E2) from a 6 mm long water sample in the B0
gradient of the fringe field of the NMR magnet (G0 = 51 mT/m). b) 2D contour plot of
the water sample showing both the RF distribution (F1) due to the tapered stripline’s B1
gradient and the B0 field distribution (F2) in the fringe field. A black straight line was
added for clarity.
L1 and R1 peaks, but the E2 peak is still absent. However, another halving of δ
is the solution. The echo time is now 11 ms (fig. 7.7 right) and at low values of Δ
even the R2 is visible. For higher diffusion times we can see both the E1 and E2
echos. The echo patterns are several milliseconds wide, so moving to even lower
echo times might improve the signal intensity, but it will also result in overlapping
echos, which makes a quantitative analysis difficult.
7.3.2 Different B0 Gradient Strengths
Moving to stronger B0 gradients should make the echos more narrow and can
result in a better SNR in the time domain. We tried this by again lowering the
probe in the fringe field of the magnet, this time on a 400 MHz spectrometer. For
this measurement G0 = 51 mT/m and G1 = 180 mT/m. This means that the
G1/G0 ratio is smaller than in the previous measurements and longer RF pulses
are needed to get the same echo time. However, it turns out that this gives very
broad and low intensity echos (fig. 7.8a). For high values of δ the second echo is
not visible. Only for τ < 2 ms both echos are visible. For clarity all FIDs are
plotted in absolute mode. What can also be noticed is that E2 is wider than E1
and both echos get wider for a higher RF pulse length. This points at a mismatch
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Figure 7.9: a) Nutation echos (E1 and E2) from a 5.5 mm long 10% H2O in D2O sample
in the B0 gradient of the Z1 shim (G0 = 1.6 mT/m). b) 2D contour plot of the 10% H2O
sample showing both the RF distribution (F1) due to the tapered stripline’s B1 gradient
and the B0 field distribution (F2) due to the Z1 shim. A black straight line was added for
clarity. The red peaks in the nutation spectrum indicate very local B0 distortions, which
we also observed in section 2.4.4. These distortions are most likely caused by chromium
clusters in the seed layer of the stripline chip. In figure 7.8 these peaks are not visible,
probably due to a much stronger gradient (roughly 32 times as strong) that smears our
the signal intensity of the peaks, which results in a smooth distribution.
between the gradients and it was confirmed by a (one-pulse) nutation experiment
(fig. 7.8b). So this means that the B0 gradient of the fringe field is not constant.
Instead of using the fringe field of the NMR magnet it is also possible to use
the shim magnets of the machine. Even though they do not produce very high
gradients strengths, the Z1 shim should give a perfectly linear magnetic field pro-
file. At a maximum current the Z1 shim produces a B0 gradient with a strength
G0 = 1.6 mT/m, which is significantly less than the gradients we tested in the
fringe field (5.6 and 51 mT/m). However, the two-pulse nutation echo sequence
still works and clearly distinguishable echos are obtained (fig. 7.9a). Again the
FIDs are shown in absolute mode for clarity. The echo amplitudes are changing
as a function of the echo time. E1 is increasing for increasing Δ, whereas E2 is
decreasing in accordance with theory (eq. 7.5 and 7.6). So qualitatively speaking
the pulse sequence works as expected. In the next section we will discuss if the
sequence can also produce data from which reliable diffusion constants can be
obtained. Finally, it should be remarked that the B0 gradient used in this exper-
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Figure 7.10: Fit of the nutation echos for a 6 mm H2O sample. E1 was fitted to extract
M0 and T1, and from those values the E2 amplitude (red line) was calculated. The data
points are shown as circles.
iment is still not perfectly constant in space (fig. 7.9b), however, the deviations
are smaller compared to gradient of the fringe field (fig. 7.8b).
7.3.3 Extracting the Diffusion Constant
To obtain the diffusion coefficient from the nutation echos one has to do the
following: 1) Array the diffusion time (Δ) and acquire the nutation echos. 2)
Extract the echo maxima. 3) Fit the maxima of E1 with equation 7.5 to obtain
a value for M0 and T1. 4) Plug these values in equation 7.6 and fit it to the E2
maxima to get a value for the diffusion coefficient (D).
Although the two-pulse nutation echo sequence behaves as expected and it gives
two echos of which the amplitudes roughly follow the theoretical trends, we were
unable to use it to determine any diffusion coefficient. There are several reasons
for this:
The first reason are the distortions in the time domain signal. Even in figure 7.9a,
which shows well-defined echos, it can be seen that the first 100 ms shows multiple
peaks besides the two echos. Most likely the two echos also partially consist of
these unwanted components and indeed the E2 echo amplitude does not always
go to zero at long diffusion times. Therefore in the fitting process the data was
corrected by subtracting this difference in amplitude, under the assumption that
the unwanted components are unaffected by the diffusion time.
The second reason is that the fit for E2 was in all cases bad. The best result is
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shown in figure 7.10. This specific measurement was done on a 6 mm long H2O
sample (fringe field G0 = 48 mT/m, G1 = 200 mT/m, δ = 100 μs). The good
fit of the E1 echo maxima gives T1 = 2.75 s. However, the E2 maxima do not fit
the line predicted by eq. 7.6, which is based on the fitted M0 and T1, and uses a
diffusion constant of 2.30·10−9 m2/s. The curve can be adjusted to fit the data,
however, this requires an unrealistic 50-fold increase in the diffusion constant.
The reason for this mismatch is not really understood. A slight mismatch of the
B0 and B1 gradients can cause a faster decay of the echos and the effect on the
E2 echo will be larger than the effect on E1. However, this would only scale the
E2 amplitude, but here also the shape is slightly different.
The third and final reason is that the B0 gradients we had at our disposal are not
strong enough. For instance, in figure 7.10 the theoretical curves for E2 with and
without diffusion term would be nearly identical. By increasing the gradient one
order of magnitude, or more, diffusion effects should become visible.
Overall we have to conclude that this pulse sequence is less practical than the
previous one. Besides an RF gradient it also requires a B0 gradient of which the
profile is matched with the RF gradient. Pulse parameter optimization is a bit
more extensive than in the other sequences. One first has to find a regime in
which well-separated echos can be obtained, then the gradients can be adjusted
to observe the diffusion process. Also the data processing is slightly more elabo-
rate and requires the separation of relaxation and diffusion processes. One major
disadvantage is that due to the B0 gradient the spectral resolution is lost and
it is impossible to distinguish between multiple component/molecules. So unless
one has a system that intrinsically has a B0 gradient and one would like to mea-
sure the diffusion coefficient of a pure compound, this pulse sequence is not the
recommended sequence for NMR diffusion measurements in the current setup.
7.4 The Karczmar-Canet Sequence
The third and final diffusion sequence is historically the first diffusion sequence
described in literature that makes use of RF gradients instead of B0 gradients.
It was designed by Karczmar et al. [179], and this three-pulse sequence has ever
since formed the basis for B1-based diffusion methods.
Instead of phase encoding in the transverse (xy) plane and then storing the mag-
netization along the z-axis, as in section 1.3.2 and 7.2, one can also directly encode
in the xz or yz plane using hard pulses. This was first shown by Karczmar et al.
[179] and later Humbert et al. published an improved version of the pulse sequence
that eliminates unwanted oscillations in the diffusion profile [193].
To explain the Karczmar-Canet pulse sequence we take a look at the original
sequence as proposed by Karczmar (fig. 7.11a). The method of encoding is similar
to the encoding in the PFG-SSE sequence (section 1.3.3). First a hard pulse
creates a spatial phase encoding:
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Figure 7.11: Karczmar-Canet sequence: a) The original sequence proposed by Karczmar.
b) The Karczmar-Canet pulse sequence as it was implemented in this work. The sequence
consists of four sub-sequences of which the FIDs have to be added to suppress unwanted
oscillations. The sequences consist of nutation pulses (green), homogeneous RF pulses
(purple), adiabatic half passages (grey) and adiabatic full passages (yellow).
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2 μs 4 μs 6 μs 8 μs 10 μs
12 μs 14 μs 16 μs 18 μs 20 μs
Figure 7.12: The position dependent phase profile after a hard pulse of different lengths.
These profiles were recorded by placing a 4.5 mm water sample on the tapered stripline,
while applying a B0 field gradient in the z direction by lowering the probe in the fringe
field of the magnet.
Iz
θ1Ix−−→ Izcos(θ1)− Iysin(θ1) (7.7)
The phase angle (θ1) is dependent on both the pulse length (δ) and the RF field
strength, which, on the tapered stripline, is a function of the position along the
z-axis. So after this first nutation pulse the magnetization is rotated as a helix
along the sample and both the Iy and Iz terms have a θ1 which has a sinusoidal
spatial dependence (fig. 7.12).
Then during the diffusion period both phase evolution (ψ) and relaxation (R1 and
R2) takes place:
...
ψIz & relaxation(Δ)−−−−−−−−−−−−−→ Izcos(θ1)R1 − Iysin(θ1)cos(ψ)R2
− Ixsin(θ1)sin(ψ)R2 + Iz(1−R1) (7.8)




2 being the effective transverse
relaxation). The second nutation pulse is phase cycled (x, -x) and phase encodes
the sample again:
...
±θ2Ix−−−−→ Izcos(θ1)cos(θ2)R1 ∓ Iycos(θ1)sin(θ2)R1
− Iysin(θ1)cos(θ2)cos(ψ)R2 ∓ Izsin(θ1)sin(θ2)cos(ψ)R2
− Ixsin(θ1)sin(ψ)R2 + Izcos(θ2)(1−R1)∓ Iysin(θ2)(1−R1) (7.9)
Then a final π/2 pulse makes the desired coherences observable:
149
559046-l-bw-Tijssen





Ix−−→ − Iycos(θ1)cos(θ2)R1 ∓ Izcos(θ1)sin(θ2)R1
− Izsin(θ1)cos(θ2)cos(ψ)R2 ± Iysin(θ1)sin(θ2)cos(ψ)R2
− Ixsin(θ1)sin(ψ)R2 − Iycos(θ2)(1−R1)∓ Izsin(θ2)(1−R1) (7.10)
From these seven terms only the Ix and Iy terms can be detected, however, the Iy
term in the second line is suppressed by the phase cycle. The Ix and Iy terms of
the third line are also reduced to zero, because (due to the B1 gradient) θ1 and
θ2 vary over the length of the sample and the sample average of those sine and
cosine terms are zero. Only the first term (Iycos(θ1)cos(θ2)R1) will give a signal.
In principle θ1 and θ2 are the same for each point along the z-axis. However, when
a molecule diffuses then the position changes and therefore also the nutation angle.
So we can write: θ2 = θ1 + φ, where φ is the difference in the nutation angle due






This cos(φ) term is dependent on the movement of the molecule and if the average
is taken over all the molecules in the sample, then the cosine term can be replaced
by the diffusion term. Now we can also add a term for relaxation during the RF
pulses (T12) and then we get the final equation for the signal intensity, which was





















As is also described in the paper of Humbert et al. [193], under some circum-
stances this sequence with two-step phase cycle will produce artifacts in the form
of oscillations. The reason for this is that it was assumed that the terms in equa-
tion 7.10, which contain only a single cos(θ1/2) or sin(θ1/2), would average out
over the length of the sample. However, for a small sample length (L) and for a
low gradient strength this is not the case and the terms are not negligible. So the
full Iy-term is:
Iycos(θ1)cos(θ2)R1 + Iycos(θ2)(1−R1) = (7.13)
Iycos
2(θ1)cos(φ)R1 + Iycos(θ2)(1−R1)
The ensemble averages of cos2(θ1) and cos(θ2) can be calculated by integrating



















In which θ0 is the redefined nutation angle, defined by a shift of the origin to the
center of the sample. Equations 7.14 and 7.15 are then be filled in in equation
7.13 and whole is rewritten to give the signal intensity of the diffusion sequence








· exp (−γ2δ2G21DΔ′) · (1 + C) (7.16)
C =
2 (1− exp (−Δ/T1))
exp (−Δ/T1) exp





+ cos (2θ0) · sinc (γG1Lδ) (7.17)
The oscillation term C (see ref. [193] for the full derivation) indeed shows that for
short samples and small nutation angles clear oscillations can be expected.
The solution for the oscillation artifact is to acquire not only a cos(θ1)cos(θ2)
term, but also a sin(θ1)sin(θ2) term. The way this is done is to add a 90
◦ pulse
to the first nutation pulse and remove the 90◦ pulse at the end of the sequence (fig.
7.11b, fourth sub-sequence). To further suppress the terms that originate from
relaxed magnetization during the diffusion period, the first pulse is phase cycled
in two steps, which means that for the sin(θ1)sin(θ2) sub-sequence a 180
◦ pulse is
added in front of the first nutation pulse. Overall the Karczmar-Canet sequence
thus consists of four sub-sequences. One change we made compared to Humbert
et al. is that we replaced the homogeneous 90◦ and 180◦ pulses by adiabatic half
and full passages (fig. 7.11b), which do not require a homogeneous RF field. In
this way the tapered stripline is all that is needed to measure diffusion coefficients.
7.4.1 Removal of Oscillations
Oscillations at the beginning of the diffusion curve can affect the analysis of the
diffusion data. The amplitude of the first few data points will deviate from the
Gaussian diffusion decay and thereby it will render inaccurate diffusion constants.
To show the difference between the original and the improved Karczmar-Canet
sequence (fig. 7.11) a 7.5 × 0.4 × 0.4 mm bar was cut from silicone rubber and
used as a sample on the 10 mm long tapered stripline. 1H NMR (600 MHz)
diffusion measurements were done with the original Karczmar-Canet sequence,
but the π/2 pulse was replaced by an adiabatic half passage. The AHP length
was 300 μs, Δ = 100 μs, the average RF field was 108 kHz, 4 scans/data point
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Figure 7.13: Left: The oscillations observed at the beginning of a diffusion curve, produced
with the original Karczmar-Canet sequence (sample: silicone rubber). Right: Using the
improved Karczmar-Canet sequence no oscillations are observed.
were recorded and the length of the nutation pulses (δ) was arrayed to obtain
a diffusion curve. Figure 7.13 shows indeed that this curve contains a strong
oscillation at the beginning. We also calculated the theoretical oscillation from
the Iy terms in equation 7.10 and the result matches the experimental data well.
Then the improved Karczmar-Canet sequence (fig. 7.11b) was tested and it shows
no oscillations (fig. 7.13 right). The improved sequence thus works, even when
the homogeneous RF pulses are replaced by adiabatic sweeps.
7.4.2 Application: Diffusion Coefficients in Supercritical CO2
The B0 diffusion measurement technique is much further developed than the B1
diffusion methods we have discussed, therefore at the moment only very specific
problems will benefit from the B1 techniques. In our setup, where we combine
microfluidic capillaries as sample holders with the tapered stripline, the main
advantages are that the tapered stripline is optimized for the small sample volumes
in the capillaries, and that these capillaries can handle high pressures (>100 bar).
Using this setup and our Karczmar-Canet diffusion sequence van Meerten et al.
managed to measure the diffusion constant of toluene in supercritical CO2 [102]
(fig. 7.14).
CO2 is supercritical at a temperature higher than 31
◦C and a pressure above 74
bar. In that phase it has the special property that is has a density comparable
to a liquid, but a viscosity comparable to a gas. This makes supercritical CO2
(scCO2) an interesting solvent. In their work van Meerten et al. showed that
low concentrations of molecules in the scCO2 benefit from the low viscosity and
display a much faster diffusion. They propose to use scCO2 as a solvent to increase
the molecular motions, this will benefit the polarization transfer in Overhauser
DNP, which should result in higher signal enhancements.
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Figure 7.14: Diffusion measurements of toluene in supercritical CO2. Left: The diffusion
curves of pure toluene (blue) and 10% toluene in scCO2. Right: the measured diffu-
sion constant of toluene as a function of its volume percentage in scCO2 (blue) and the
theoretical trend (orange).
7.5 Discussion
We have shown that several different pulse sequences can be used in combination
with the tapered stripline to obtain diffusion coefficients. Some of these sequences
are easier to implement or seem to give a more reliable result. However, during
this research we also came across several issues that deserve some attention and
are therefore discussed in the following subsections.
7.5.1 Non-Gaussian Diffusion Curve
In most of the diffusion measurements using the tapered stripline no Gaussian
diffusion curve was obtained, for instance in figures 7.2 and 7.14, instead the
curves have a more or less exponential decay. There are two reasons for this,
the first one being the RF profile of the tapered stripline. Although the B1 field
above the tapered constriction can be controlled very precisely by the width of
the taper, at the ends of the constriction the width of the strip abruptly goes
to its maximum to reduce the B1 field to a minimum value. The B1 profile
therefore does not consist of single slope, or constant gradient, as it ideally would
(fig. 7.15a). Instead there are smooth transitions from the high RF field at the
constriction to the low RF field at the contact pads and smooth transitions from
the RF on the contact pads to zero RF off the stripline (fig. 7.15b). We have
experimentally measured the RF profile of the tapered stripline, and therewith
these taper-to-contact pad transitions, in chapter 4 (fig. 4.4). This means that
unless the sample is restricted to the center of the constriction, it will experience
multiple gradient strengths and the diffusion curve basically becomes a summation
of diffusion curves acquired with different gradient strengths. So, whereas the
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Figure 7.15: The spatial RF profiles of an ideal (a) and more realistic (b) tapered stripline,
and their respective theoretical diffusion curves (c and d), corrected for local sensitivity
differences.
ideal RF profile will result in a Gaussian diffusion curve (fig. 7.15c), the real
diffusion curve decays much steeper at the beginning, due to the strong gradients
at the ends of the taper, and it decays slower at the end due to sections that
experience only weak gradient strengths (fig. 7.15d). There will be even an offset
of the curve due to sections on the contact pads where the gradient is (close to)
zero. Although this offset will be small because the sample on those sections will
experience only very small pulse angles and low detection sensitivity. However, in
real measurements the diffusion signal will decay to zero because of relaxation.
The second reason that the diffusion curve deviates from a Gaussian shape are
RF gradients perpendicular to the strip. As we have shown in chapter 2 (fig.
2.8) if the central strip in the stripline is relatively wide, then the RF field is
very homogeneous. However, if the width of the strip is reduced, the RF field
becomes inhomogeneous and a gradient is created perpendicular to the strip. The
perpendicular variation in the B1 field is relatively small, however, the distance
over which the field changes is also small (400 μm in the case of our tapered
striplines) and thus the perpendicular gradient can be of the same size or larger
then the gradient parallel to the strip.
Using the FEMM calculations in section 4.2 we could also determine the size of
this gradient for a 10 mm long tapered stripline with a tapering from 5 to 1 mm
wide. The calculations show (fig. 7.16) that on the narrow side of the taper, where
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Figure 7.16: a) Width of the tapered stripline’s constriction. b) FEMM calculations of
the B1 gradient strength in the z direction. c) FEMM calculations of the B1 gradient in
the perpendicular directions. d) Spatial profile of the total gradient strength.
it is less than 2 mm wide, the perpendicular gradient significantly increases and
becomes larger then the parallel gradient. As a result of this the sample at the
narrow end of the taper will experience a larger gradient and the diffusion curve
will show a steeper decay at the beginning.
Based on the gradient profile from the FEMM calculations a theoretical diffusion
curve was calculated and compared with the diffusion data in figure 7.3 (for n
= 8). The results (fig. 7.17) show a good agreement between the model and the
experimental data. Only at the beginning of the curve there is a small difference.
So for samples that are restricted in volume to the constriction of the taper, the
perpendicular gradient effect has to be taken into account to predict the right
diffusion curve. For unrestricted samples, such as in the supercritical CO2 setup
(section 7.4.2), both the perpendicular gradient effect and the non-ideal RF profile
of the tapered stripline have to be taken into account.
The perpendicular gradient effect is hard to overcome. Of course one can make
the taper wider, such that the effect is smaller, however, then also sensitivity is
lost. Another option is to make the taper shorter to increase the parallel gradient,
but that means that the sample length is shorter as well. A third option would
be to bring the ground planes closer to the central strip, this will make the field
more homogeneous, but again sample volume will be lost.
The problem with the non-ideal RF profile can be overcome by restricting the
sample to the tapered contriction in the stripline, however, in some cases this
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Figure 7.17: Diffusion curves of a trifluoroacetic acid sample. Both the model, based on
FEMM calculations of the B1 gradients over the tapered stripline, and the experimental
results are plotted.
might not be possible or undesirable. One could try to implement the split-strip
design (section 2.4.5) in order to reduce the contribution of the contact pads to
the distorted diffusion curve. However, to get completely rid of this effect will be
difficult.
For data analysis, knowing the exact shape of the diffusion curve is not that
important. In practice the system is always calibrated on a sample with a known
diffusion constant. Other samples should give a diffusion curve with the same
shape, only scaled depending on the diffusion coefficient. So even for a non-
Gaussian diffusion curve it is possible to extract the diffusion constant.
7.5.2 Flow Compensation
During some of the diffusion measurements quite some instabilities in the signal
intensity were observed. There are several factors that can cause this. For instance
instability in the RF amplifier, which results in variations in the encoding with
the B1 gradients.
Another cause might be convection in the sample due to RF heating. To create
the high RF gradients in the B1 diffusion sequences, often relatively long (sev-
eral milliseconds) and high-power RF pulses are used. These long high-power
pulses can cause the sample to heat up, as is shown (fig. 7.18) with a test on a
neat ethylene glycol sample, of which the difference between the -OH and -CH2-
chemical shifts acts as a thermometer [194]. The sample was put on the tapered
stripline (15 mm long constriction, 5 : 1 width ratio, 400 MHz) and several pulse
powers and duty cycles were tested. No attempts were made to actively cool the
chip/probe. The results show that indeed sample heating can take place, however,
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Figure 7.18: RF heating of a neat ethylene glycol sample on the tapered stripline.
only at higher duty cycles the temperature rise may be a problem. Furthermore,
we did not observe any signs (for instance a broadening of the peaks) that indi-
cated a temperature gradient over the sample. This is as expected, because the
copper layers in the tapered stripline chip should conduct the heat well. How-
ever, to make sure that RF heating does not affect the diffusion measurements we
modified our Karczmar-Canet sequence to compensate for flow effects.
Only a small modification to the diffusion sequence was made by adding a nutation
pulse of 2δ (twice the length of other nutation pulses) in the middle of the diffusion
period, see figure 7.19. For some of the sub-sequences also an adiabatic half
passage is added in front of this nutation pulse to get a sine instead of a cosine
encoding. In this way the position of the molecule is encoded three times during
the sequence. Depending on the inserted AHPs and AFPs either a sine or cosine
modulation is created. The first encoding is simply a function of the position
along the taper (z). The second encoding is both a function of z and the flow
rate (f), and because its duration is twice as long, these terms are multiplied by
2. The third encoding is also a function of z and f , only now the flow effect is
twice as large. So the four pairs of sub-sequences (fig. 7.19) give the following
intensities:
cos(z)× cos(2(z + f))× cos(z + 2f) (7.18)
sin(z)× sin(2(z + f))× cos(z + 2f) (7.19)
−sin(z)× cos(2(z + f))× sin(z + 2f) (7.20)
cos(z)× sin(2(z + f))× sin(z + 2f) (7.21)
In this way both the flow effect and unwanted oscillations in the diffusion curve
(see section 7.4.1) are canceled and only the diffusion process is detected. The
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Figure 7.19: Flow-compensated Karczmar-Canet diffusion sequence. The sequence is di-
vided in eight sub-sequences, grouped in four pairs. The sub-sequences in a pair differ from
each other by a 180 degrees phase difference in the orientation of the magnetization before
the first nutation pulse. The receiver phase is adjusted for this. The sub-sequences con-
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cost of this extra encoding is that the signal intensity is two times lower than in
the Karczmar-Canet sequence.
This flow-compensated diffusion sequence was tested on a flowing water sample.
A syringe pump was used to flow water through a capillary (250 μm ID) over the
tapered stripline. The diffusion curve of water was recorded both static and at
three flow rates: 0.5, 1.0 and 2.0 μL/min, which correspond to average displace-
ments of 170, 340 and 680 μm/s respectively. The results show, as expected, that
the diffusion curves decay faster for a higher flow rate in the case of the uncom-
pensated pulse sequence (fig. 7.20). The 0.5 μL/min line looks a bit scattered, this
might be due to the fact that this flow rate is lower than the limit above which the
syringe pump produces a stable flow rate. The flow-compensated pulse sequence
greatly improves the diffusion curves, however, for the highest flow rate the curve
is still decaying significantly faster than the static diffusion curve (nearly a factor
2 difference in diffusion constant).
Next, the flow-compensated diffusion sequence was compared with the uncompen-
sated sequence. No significant improvements in stability or differences in diffusion
constant were found and so we have to conclude that convection due to RF heating
does not play a role in our tapered stripline diffusion method, or our method is
currently not accurate enough to detect it. Literature on convection in standard
NMR diffusion measurement setups shows that convection is greatly reduced by
moving to smaller diameter (d) samples [195]. If all other parameters (materi-
als, probe geometry, VT gas flow, etc.) remain the same, the convection should
change with d3. Indeed, moving for instance from a 5 mm to 3 mm (OD) NMR
tube greatly (> 10×) reduces the convection [196], so observing convection in a
250 μm (ID) capillary would be really unexpected.
7.6 Conclusions and Outlook
We have shown that several different B1 diffusion pulse sequences can be imple-
mented for a tapered stripline setup. The adiabatic PFG-SSE based sequence
(section 7.2) is relatively easy to set up and showed the expected behaviour as the
parameters were varied. The measured diffusion coefficients were in agreement
with literature, although there were some small deviations. It could be further in-
vestigated how the phase errors at short diffusion times and large AFP amplitude
differences can be resolved.
The two-pulse nutation method (section 7.3) is in itself less favorable than the
other sequences, because if requires matching B0 and B1 gradients, the spectral
resolution is lost and the data analysis is more extensive than for other sequences.
Using the tapered stripline and the available B0 gradients (fringe field of the mag-
net and the shim gradients) we were unable to obtain any diffusion constant, al-
though we did manage to observe the nutation echos. More constant and stronger
B0 gradients are needed to use this sequence. However, with stronger B0 gradients
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Figure 7.20: Diffusion curves of flowing water, acquired with: top) the Karczmar-Canet
sequence, bottom) the modified Karczmar-Canet sequence with flow compensation. The
diffusion time, Δ, is 500 ms.
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it is also possible to measure diffusion using the traditional B0 methods and this
method would offer no benefits in comparison to the B0 methods.
The Karczmar-Canet sequence (section 7.4) has so far been the standard in B1
diffusion measurements. Its sub-sequences are necessary to achieve combinations
of sine and cosine encoding in order to get rid of unwanted oscillations. We even
introduced a flow-compensation version, however, we did not extensively test this
pulse sequence and preliminary results show that the diffusion constants obtained
with this flow-compensation method are close to their real values, but still differ
by roughly a factor 2.
Overall the B1 sequences seem to be able to measure standard diffusion constants
(on the same order of magnitude as water) quite well, however, the stability still
has to be improved. To measure lower diffusion constants more research into
stronger RF gradients is necessary.
We have shown the advantage of the combination of tapered stripline B1 diffusion
measurements with microfluidic capillaries to measure diffusion constants of sam-
ples under high pressures. However, to demonstrate the advantages of B1 diffusion
methods themselves other systems have to be studied. For example one could use
B1 methods in an approach called ‘NMR chromatography’ [197, 198, 199, 200].
In this method molecules with similar diffusion constants, and thus overlapping
peaks in a Diffusion Ordered Spectroscopy (DOSY) spectrum, are spectrally sepa-
rated by adding (functionalized) silica, which by its interaction with the molecules
affects their diffusion constant. However, the silica particles may have a very dif-
ferent magnetic susceptibility than the solution. This will distort a standard B0
diffusion measurement, however, B1 diffusion measurements should not be affected
by the heterogeneity of the sample.
Another possibility is to combine B1 diffusion measurements with B1 imaging to
get spatial diffusion profiles. One option to do this is by combining the Karczmar-
Canet sequence with a B1 gradient nutation. This combination is already de-
scribed in literature and is named Magnetization-Grid Rotating-Frame Imaging
(MAGROFI) [201, 182, 186, 147]. The diffusion-imaging combination may find
multiple applications, of which one would be the study of reaction-diffusion (RD)
processes.
When a reaction between molecules takes place on the same time scale as the
diffusion of these molecules, then the spatio-temporal concentrations might form
oscillations or patterns [9]. These reaction-diffusion patterns are known to be an
important part of complex molecular signaling networks in cells, and learning more
about them would give us a better understanding of the workings of the cellular
machinery. These RD processes are now mostly studied in model systems, for
instance hydrogels [202], using fluorescence microscopy, which requires fluorescent
components. Often this means that a fluorescent group has to be introduced by
chemical modifications. Using NMR there is no need for that, furthermore the
tapered stripline can easily be scaled and optimized to dimensions of the model
system. One major drawback of NMR is it sensitivity, which is low compared
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to fluorescence microscopy, whereas biologically relevant concentrations are often
in the low millimolar down to picomolar range. However, with the progress that
is made in field of DNP and other hyperpolarization methods, it might soon
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B1 Coherence Selection
This chapter was published as:
S.G.J. van Meerten, K.C.H. Tijssen, P.J.M. van Bentum, A.P.M. Kentgens, B1
gradient coherence selection using a tapered stripline, Journal of Magnetic Reso-
nance, 286, 2018, p60-67
8.1 Introduction
Pulsed-field gradients are common in modern liquid state NMR pulse sequences.
They are often used instead of phase cycles for the selection of coherence pathways,
thereby decreasing the time required for the NMR experiment. Soft off-resonance
pulses with a B1 gradient result in a spatial encoding similar to that created by
pulsed-field (B0) gradients.
In this chapter we show that pulse sequences with pulsed-field gradients can eas-
ily be converted to sequences which use B1 gradient offset pulses instead. The
advantage of B1 gradient pulses for coherence selection is that the chemical shift
evolution during the pulses is (partially) suppressed. Therefore no refocusing
echos are required to correct for evolution during the gradient pulses.
As shown in previous chapters, the tapered stripline is a convenient tool for cre-
ating a well-defined gradient in the B1 field strength. Therefore B1 gradient
coherence selection using a tapered stripline is a simple and cheap alternative to
B0 pulsed-field gradients.
1
1The work in this chapter is a collaboration with my colleague Bas van Meerten, who con-
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8.2 Coherence Selection
Two- and higher-dimensional experiments have revolutionized the field of NMR.
Traditionally the desired coherence pathway for these experiments is selected by
phase cycling. However, phase cycling requires a minimum number of repetitions
of the experiment to be effective. For samples that produce a good signal-to-noise
spectrum in a single scan this makes the experimental time unnecessarily long. In
1978 Maudsley et al. discovered that coherence selection can be done using mag-
netic field gradients [203]. This was based on the fact that each coherence order
responds differently to a gradient. Later, in 1990, Hurd showed that this technique
can be applied to two-dimensional experiments [204]. For these gradient-filtered
experiments only a single scan is needed and they are less sensitive to phase errors.
Instead of using pulsed-field gradients (B0) one can also use B1 gradients, as was
first demonstrated in 1985 by Counsell et al. [205], who used the inhomogeneity of
their RF field to perform one-dimensional multiple quantum filtering. The main
advantage of this method is that it can be performed with any NMR probe, a
special probe and amplifier to create pulsed-field gradients are not needed.
After the paper by Counsell et al. only a dozen more articles have been published
on the use of B1-gradients for coherence selection, nearly all in the 90’s and
mostly by two teams of researchers: The team of Mutzenhardt, Brondeau and
Canet [206, 207, 208, 209] have shown that a single-turn coil can be used to
create a quasi-linear B1 gradient and that this can be used, in combination with
a homogeneous RF coil, to select coherence pathways. The team of Laukien,
Maas and Cory [210, 211, 212, 213] designed a special quadrupolar RF coil that
creates a spatially dependent phase and showed that this can be used for coherence
selection.
It has been demonstrated that these B1 gradient methods can be used for one-
dimensional multiple quantum filtering [205, 208, 214], solvent suppression [207,
214], Correlation Spectroscopy (COSY) [206, 208, 209, 211], Double-Quantum-
Filtered COSY (DQF-COSY) [207, 212], Nuclear Overhauser Effect Spectroscopy
(NOESY) [215, 216], Total Correlation Spectroscopy (TOCSY) [216] and Het-
eronuclear Single-Quantum Coherence (HSQC) [213, 217], as is summarized in a
review article by Canet [218].
Here we propose to use soft off-resonance pulses employing a tapered stripline
[94] for coherence selection. The tapered stripline produces a well-defined linear
B1 gradient along the direction of the main magnetic field (z-axis), which obeys
dB1x
dz = constant. This is unlike the approaches of the two groups of researchers
mentioned earlier to produce B1 gradients. Another difference with previous work
is that we make use of off-resonance pulses instead of composite z-pulses to select
coherences. In this way it is no longer necessary to use both a homogeneous
and inhomogeneous RF coil, a single RF gradient coil is sufficient to perform
the experiment with good sensitivity and resolution. We demonstrate this for a
magnitude-mode 1H COSY and a phase sensitive 1H DQF-COSY.
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Figure 8.1: a) Magnetic field vectors in the rotating frame. b) Top: Amplitudes of the
field vectors for a sine shaped offset pulse. Bottom: The angle θ of the effective field with
the main magnetic field. c) The amplitude of Beff during an offset pulse of strength B1.
The grey area shows the B1 region covered by the tapered stripline. d) The trajectory of
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8.3 B1 Method
Our method makes use of shaped off-resonance pulses. At a first glance these may
look similar to the adiabatic passages described in section 1.5, however, there are
distinct differences, which will be explained later. To describe the effect of the
shaped off-resonance pulses on the magnetization we again have to look at the
orientation of the effective field during the pulse, just as we did for the adiabatic
passages (section 1.5).
When an RF pulse is applied the magnetization will rotate around the effective
field in the rotating frame (fig. 8.1a). The effective field is the vector sum of the RF
field, B1(z), for any given position z on the tapered stripline and the offset term,
Boffset = −ωoffsetγ , where ωoffset is the difference between the RF carrier frequency
and the resonance frequency of the spins. The magnetization rotates around the
effective field with a frequency:
ωeff(z) = −γBeff(z) = −γ
√
B1(z)2 +B2offset (8.1)
When a pulse is applied in the presence of a B1 gradient the phase evolution of
the magnetization will be a function of position (z).
The aim of coherence selection pulses is to give the transverse magnetization a
spatially dependent phase, but to keep the longitudinal magnetization untouched.
To leave the z-component of the magnetization undisturbed the pulse needs to
have a shaped amplitude profile. In this case a sine shape is used (fig. 8.1b).
Because the amplitude becomes zero at the end of the pulse, the effective field
goes back to the z-axis (θ = 0). The difference with an adiabatic half or full
passage is that this pulse has a fixed resonance offset, therefore both the effective
field and the magnetization never reach or cross the transverse plane. The shaped
off-resonance pulse gives the in-plane component of the magnetization a phase
which depends on Beff(z) and is thus position-dependent. When B1 > Boffset
the added phase is approximately linear in z for the tapered stripline, see figure
8.1c. Furthermore, simulation shows that indeed the longitudinal magnetization
remains unaffected (fig. 8.1d). The effect of an offset pulse is very similar to the
spatial encoding generated by a pulsed-field gradient (PFG), as shown in figure
8.2. However, unlike PFG pulses, it is possible for soft offset pulses to create
different spatial encodings for different frequencies and thus isotopes.
The selection of a particular coherence pathway can be performed using PFGs by
refocusing. During a pulse sequence N PFG pulses are applied. Each of these
pulses creates a spatially dependent phase:
Φn(z) = −pnsnγBg,n(z)τn (8.2)
where pn is the coherence order, sn is the shape factor of the pulse, Bg,n(z) is
the strength of the field at position z and τn is the duration of the pulse. Only
coherence pathways for which
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Figure 8.2: a) Phase evolution in the xy-plane for different maximum amplitudes of the
offset pulse. b) Top: Phase encoding of a pulsed-field (B0) gradient with a gradient
strength of 0.25 T/m. Bottom: Phase encoding of an offset pulse as a function of the
position (z) on the taper. The resonance offset is 100 kHz and the B1 strength ranges




Φn(z) = 0 (8.3)
are refocused and can be observed. A coherence pathway can be selected by
using the appropriate magnitudes and/or durations of the gradient pulses. For
example in a COSY sequence two identical gradient pulses can be used to select
the +1 → −1 coherence pathway since
− s1γBg,1(z)τ1 + s2γBg,2(z)τ2 = 0 (8.4)
when the amplitude, duration and shape of the two gradients are equal. Such
a pulse sequence is shown in figure 8.3a. This COSY pulse sequence can easily
be modified to use offset pulses instead, as is shown in figure 8.3b. In the next
section we will show the results for this modified COSY pulse sequence and for a
modified double-quantum filtered COSY sequence.
8.4 Results
To demonstrate the applicability of the shaped offset pulses in combination with
the tapered stripline several experiments were run. Three types of 1H COSY
experiments were performed on a sample of 1-propanol. First a basic COSY
experiment was performed with an 8-step phase cycle on a sample of 1-propanol
(fig. 8.4a). A minimum of 4 phase cycle steps is required to select the desired
coherence pathway. The second experiment, figure 8.4b, is the basic COSY where
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Figure 8.3: COSY pulse sequences. Coherence selection can be performed using pulsed-
field gradients (a) or using B1 gradients (b). Hard RF pulses are shown in red, shaped
off-resonance pulses in green and PFG pulses in blue.
the phase cycle is omitted. Without phase cycling the positive and negative
frequency components cannot be distinguished in the indirect dimension, this
results in mirrored peaks. Finally, an experiment was performed which uses the
offset pulses to select the coherence pathway (fig. 8.4c). The mirrored peaks are
almost completely removed by the offset pulses. There are small residual signals
visible just above the noise, which are only visible at low contour levels (fig. 8.4d).
These are most likely caused by the contact planes of the stripline chip which
create no RF gradient but do detect a small NMR signal. This contribution
can be suppressed by minimizing the current density near the capillary via a
modification of the stripline as was suggested in section 2.4.5.
Unlike PFG pulses the offset pulses cannot be varied in amplitude to select a
coherence pathway, because a change in the RF field strength will change the z
dependence of Beff as can be seen in figure 8.1c. However, the duration of the offset
pulses can still be used to select a coherence pathway since the phase evolution
is linear in time. For example in a double-quantum filtered (DQF) COSY pulse
sequence the pathway selection can be performed by using the pulse sequence
shown in figure 8.5. In this sequence the offset pulses have a 4 : 3 : 10 pulsewidth
ratio [219]. This selects the +1 → +2 → −1 coherence pathway.
Figure 8.6a shows the result of a traditional DQF-COSY experiment of 1-propanol
without offset pulses and an 8-step phase cycle. The spectrum was recorded phase
sensitive using the Time-Proportional Phase Incrementation (TPPI) method. It
does this by cycling the phase of the first pulse by 90◦ each time the t1 time is
incremented. In this way the signal is modulated with a frequency equal to half
of the spectral width. This basically shifts all the frequencies up and because of
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d) copy of c), lower contour level 
Figure 8.4: Magnitude COSY spectra of 1-propanol using: a) an 8-step phase cycle, b) a
single phase cycle step without offset pulses and c) with offset pulses. d) Same data as in













Figure 8.5: Double-quantum filtered COSY using B1 gradient offset pulses (green)
this there are no negative frequencies. However, the positive frequencies also get
increased by half the spectral width and thus the number of increments has to
double in order to detect all signals.
Figure 8.6b shows the spectrum when only a single scan per increment is recorded.
Frequency discrimination is still possible because of TPPI, but the diagonal peaks
are much larger than expected and their lineshape is distorted. In figure 8.6c the
DQF-COSY experiment was performed with offset pulses as shown in figure 8.5.
The phase information for this experiment was obtained using the echo/anti-echo
method. In PFG coherence selected experiments the echo/anti-echo method is
performed by using a PFG pulse with negative amplitude. The experiment is first
performed with all positive PFG gradients and then a second time in which the
first gradient pulse has a negative amplitude. These two datasets can then be
combined to give a complex dataset and thus positive and negative frequencies
can be discriminated. An offset pulse with ‘negative amplitude’ can be created by
a negative offset with respect to the spins. A pulse with a negative Boffset makes
the spins rotate around an effective field vector which makes an angle θ′ = 180◦−θ
with the main magnetic field. This creates a ‘reversed’ spatial encoding of the
magnetization and can thus be used to perform echo/anti-echo acquisition. In
principle the experiment with the offset pulses can be run using a single scan per
increment, however, two scans were recorded to discriminate between positive and
negative frequencies using the echo/anti-echo method.
In figure 8.6c the intensity of the cross peaks is similar to that of the experiment
with the full phase cycle (fig. 8.6a), yet the phase is distorted. The phase distortion
is caused by the differences in resonance frequency of the spins. During the offset
pulse the size of Boffset depends on the resonance frequency, which results in a
different effective field Beff and thus a different overall phase for each resonance at
the end of the pulse. The phase issue also occurs when pulsed-field gradients are
used for coherence selection, because differences in Boffset are also present during
B0 gradients. In this case refocusing echos are required to remove the effects of the
evolution during the gradient pulse. Such an echo pulse refocuses the evolution
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f ) DQF-COSY, no refocussing echos 
Figure 8.6: Phase sensitive DQF-COSY spectra of 1-propanol acquired using the tapered
stripline and using: a) an 8-step phase cycle. b) no phase cycle, 1 scan per increment.
c) no phase cycle, but with offset pulses. d) no phase cycle, but with adiabatic sweeps.
DQF-COSY spectra measured at 500 MHz using a regular 5 mm liquids probe using: e)




























Figure 8.7: The RF profile of an adiabatic sweep. Both amplitude and frequency have a
hyperbolic tangent profile. Displayed are the size of the field components (top) and the
angle of the effective field (bottom).
of all interactions except for homonuclear interactions. For comparison a DQF-
COSY spectrum with pulsed-field gradients and refocusing echos was recorded
using a standard liquids probe (5 mm NMR tube). The spectrum is shown in
figure 8.6e. The measurement was repeated without refocusing echos (fig. 8.6f).
The peaks in these two DQF-spectra are of comparable intensity, but the phase of
the peaks in the spectrum that was recorded without refocusing echos (fig. 8.6f)
are distorted. So also for the ‘standard’ PFG coherence selected DQF-COSY
phase distortion can be an important factor.
The phase distortions in B1 gradient pulse experiments can be minimized by
having θ close to 90◦ during the main part the pulse. When θ = 90◦ variations in
Boffset have no effect on the size of Beff up to first order. For offset pulses large
B1 field strengths are required to bring θ close to 90
◦. An alternative is to use
adiabatic sweeps, instead of offset pulses. Such a pulse is similar to an adiabatic
full passage except for the offset frequency which is reversed during the second half
of the pulse (fig. 8.7). The resulting spatial encoding created by such a pulse is
comparable to that of an offset pulse. During the on-resonance part of the pulse
all interactions, including the homonuclear interaction, are suppressed. This is
unlike PFG echo pulses, where homonuclear interactions are not refocused.
A DQF-COSY experiment using this kind of frequency-swept pulses is shown in
figure 8.6d. In this spectrum all the peaks have the correct phase and the result
is in all ways comparable to the DQF-COSY spectrum acquired with the full
8-step phase cycle. The frequency-swept pulses are preferred over offset pulses
in particular when recording phase sensitive 2D data. These adiabatic sweeps
do require more advanced hardware compared to offset pulses, but most modern
NMR spectrometers should be able to generate them.
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8.5 Experimental
For these experiments tapered stripline chip 2 (section 4.7.2) was used. The length
of the taper is 15 mm amd the width of the taper varies from 5 mm to 1 mm.
The stripline is oriented parallel to the main magnetic field. The NMR sample
is contained in a fused silica capillary (Polymicro Technologies) with an outer
diameter of 360 μm and an inner diameter of 250 μm. The detected volume of
the tapered stripline is 0.5 μL. This tapered stripline chip is designed for a linear
B1 profile. At the narrow side of the taper the RF field strength is approximately
4 times larger than at the wide side.
The 1H COSY experiments were performed on a sample of 1-propanol (Sigma-
Aldrich). The experiments were performed using a Varian 400 MHz NMR spec-
trometer. The RF field strength of all pulses was 180 kHz at the narrow end of the
taper. Hard pulses with a pulse width of 1.5 μs were used, which corresponds to a
90◦ pulse at the narrow part of the stripline. Spins at other positions experience
a smaller flip angle. Hard pulses applied using a B1 gradient coil do result in a
lower efficiency of the pulse sequence. For example the efficiency of a hard pulse
using the tapered stripline is approximately 85% compared to ideal excitation.
This effect becomes more severe for pulse sequences with a large number of hard
pulses, because of the cumulative effect. However, the efficiency of the pulse se-
quence can be restored by replacing the hard pulses by B1-independent rotation
(BIR) pulses [220, 221]. For example when BIR-4 pulses are used in the COSY
pulse sequence the signal amplitude increases by 18%.
The soft offset pulses used for figure 8.4c have a frequency offset of 100 kHz and
a duration of 200 μs. The offset pulses have a sine-shaped amplitude profile, with
a maximum equal to that of the hard pulses.
For the DQF-COSY experiments the same tapered stripline probe, NMR magnet
and power settings were used. In this case the duration of the three offset pulses
was 400 μs, 300 μs and 1000 μs. For the DQF-COSY experiment with the offset
pulses and the experiment with the adiabatic sweeps no phase cycling was used.
The DQF-COSY spectra acquired with pulsed-field gradients (fig. 8.6e & f) were
recorded in a standard liquids probe (5 mm NMR tube) on a 500 MHz Bruker
spectrometer. The sample was 1-propanol dissolved in deuterated chloroform.
The duration of the pulsed-field gradients was 400 μs, 300 μs and 1000 μs.
8.6 Conclusions and Outlook
Using a tapered stripline probe it is possible to combine B1 gradients, high sensi-
tivity and good resolution using a single resonant structure. Using offset pulses or
adiabatic sweeps, no additional hardware is required to perform coherence selec-
tion. Coherence selection with offset pulses is easy to implement, because of the
similarity with PFG-selected pulse sequences. An experiment which uses pulsed-
field gradients for coherence selection can be converted to a B1 gradient experi-
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ment by replacing the PFG pulses by soft off-resonance pulses. During a strong
RF-pulse with a B1 gradient the chemical shift evolution is suppressed when using
adiabatic pulses. This means refocusing echos like those used in PFG-selected se-
quences are not required, which could improve sensitivity for fast-relaxing systems.
The RF-pulses also suppress homonuclear couplings, which cannot be done using
refocusing echos. This effect might be of interest in strongly coupled systems.
The B1 gradient of the used offset pulses consisted of RF field strengths ranging
from 45 to 180 kHz at an offset frequency of 100 kHz. From figure 8.2b it can
be seen that such a pulse does not result in a linear spatial encoding. However,
for coherence selection a linear encoding is not required as long as the position
dependent phase of the unwanted coherences averages out over the length of the
stripline at the end of the pulse sequence. If needed, the stripline geometry can
easily be designed such that the phase encoding becomes strictly linear for a
given offset and B1 field. The second requirement is that the coherence pathway
of interest should be selected by changing the pulse length of the offset pulses
while keeping the amplitude constant. This is unlike PFG coherence selection
where it is common to vary the amplitude of the gradient pulses. When adiabatic
pulses are used for coherence selection the pathway can be selected by varying
either the pulse length or the pulse amplitude.
The B1 gradient coherence selection is well suited for situations where Eddy cur-
rents prevent the rapid switching of strong B0 field gradients. The tapered strip-
line design is a simple and cheap alternative to pulsed-field gradients. Since the
tapered stripline uses a capillary to contain the sample it is possible to combine
the coherence selection method with in-line NMR experiments [104].
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Summary and Perspectives
Here I give a brief overview of the scientific work described in this thesis, I sum-
marize the conclusions and take a look at the future of stripline NMR and the
fields in which it might be used. The summary in Dutch will follow the section
‘Future Perspectives’.
Summary
The aim of the work described in this thesis was:
• To improve the sensitivity and resolution of stripline NMR.
• To further explore the possibilities to create a well-defined radiofrequency
magnetic field gradient using a tapered stripline, and to use this gradient to
our advantage, for instance in imaging and diffusion measurements.
• To use the above mentioned improvements and tapered stripline gradient
to study biochemical and bio-physical processes in life-like systems (model
systems to imitate single/multiple living cells), such as the effect of reaction-
diffusion on cell growth.
In chapter 2 we produced a fused silica stripline that can be used to acquire NMR
signals with a resolution of 2.0 Hz and a sensitivity of 3.9 · 1013 spins/√Hz. We
demonstrated that besides 1H NMR, it can also be used to do 13C and 19F NMR.
I discussed that there is a trade-off between a wide stripline that produces a very
homogeneous B1 field and a narrow stripline that is more sensitive. Next, we tried
to optimize the resolution in several ways:
1. Shimming: Using an in-home built on-chip shimming unit, which improved
the resolution down to 1.1 Hz, however, the method was found to be time
consuming.
2. Spinning: We reached spinning speeds up to 310 Hz by spinning sample
capillaries, however, this caused minor distortions that broadened the lines
to 3 Hz.
3. Stripline seed layer: We changed the chromium seed layer of the stripline
chip to a molybdenum seed layer, which reduced the distortions in the RF
field, however, this did not improve the resolution.
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And finally in chapter 2 I discussed several stripline designs that decrease the
contribution of sample located at the ‘contact pads’ to the total signal. I tested
a so-called ‘split strip’ design which gave a twenty-fold reduction of the signal
contributions of the contact pads.
In chapter 3 the stripline was combined with a microfluidic flow setup to mea-
sure reaction mixtures of heterogeneously catalyzed hydrogenation reactions. A
tube-in-tube gas dissolver was used to dissolve hydrogen gas into a chloroform
solution containing the unsaturated substrate. The dissolved gas and substrate
were first flown through a solid-phase substrate and then run through a capillary
over the stripline detector. Using this setup we monitored the hydrogenation of
styrene, phenylacetylene, cyclohexene and hex-5-en-2-one under varying reaction
conditions. We think our method would be useful to study a much wider range of
chemical reactions, especially heterogeneous reactions, and we see great opportu-
nities for our method in combination with the parahydrogen induced polarization
(PHIP) technique.
In chapter 4 we created a so-called ‘tapered’ stripline. This tapered stripline pro-
duces a well-defined B1 gradient parallel to the stripline itself. Experiments were
conducted to measure the B1 profile of this tapered stripline and they confirmed
that it produces a constant gradient with a strength of 55 G/cm or 0.55 T/m.
Then the practical usefulness of this gradient was tested by using it to perform
imaging experiments and thereby creating images of several objects (four silicon
dots or a capillary filled with droplets of varying chemicals). The resolution of
this imaging method was also tested experimentally and found to be 100 μm.
In chapter 5 it was decided to combine the ideas of chapter 3 and 4. Could we
use the tapered stripline gradient to study fast chemical reactions (on the order
of several seconds or less)? A microfluidic flow system was placed on top of the
tapered stripline. The starting compounds are flown on top of the stripline and
mixed directly at the beginning of the tapering of the stripline. The reaction
mixture is then flown with a constant rate through a capillary over the tapered
stripline, which means that when an ‘image’ would be made of the capillary you
would observe changes in the reaction mixture over time, a reaction profile of a
few seconds or hundreds of milliseconds. I applied this method to the acid-base
reaction of formic acid and diethylamine and later to the first step in the Vilsmeier-
Haack reaction. Clear spectral changes were visible in our measurements, however,
in the end we have to conclude that fast mixing of the reactants is critical in these
experiments and our mixing times are insufficiently high. So this issue has to be
solved in the future.
In chapter 6 we took advantage of our control over the B1 field of the tapered
stripline. By changing the shape of the tapering one can modify the local B1 field
of the tapered stripline. Its magnetic field gradient can be used to compensate
another magnetic field gradient. This means that a gradient in the B0 field can
be compensated by a gradient in the B1 field. Using the tapered stripline it
would in principle be possible to create any desired B1 gradient if the shape of
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the tapering is adjusted accordingly. So in this chapter a windowed adiabatic
gradient compensation method is used, based on the work of the Pines group, to
compensate gradients in the B0 field, which I created by lowering the probe below
the center of the magnet. This method worked well for smaller gradients (0.0013
G/m) and we managed to retrieve J-coupling information. At higher gradients
(> 0.0150 G/m) chemical shift information could still be retrieved, however, the
mismatch between the shapes of the applied B1 gradient and B0 gradient was
becoming too large. No attempts were made to fabricate a tapered stripline chip
designed to match such a B0 gradient profile.
In chapter 7 we explored the possibility to use the gradient of the tapered strip-
line for diffusion measurements. In this chapter we created and tested several
different pulse sequences:
• PFG-inspired adiabatic B1 diffusion sequence: This sequence was exten-
sively tested and optimized. In a test on several different alcohols it could
reproduce their diffusion coefficients reasonably well. At the moment it is
possible to measure diffusion coefficients with this sequence down to 1 · 109
m2/s, however, an improvement of a factor 50 should be feasible.
• Two-pulse nutation echo method: Some good results were obtained using
this method, however, we found that the data is less reliable and the pulse
sequence overall less practical than the first sequence.
• The Karczmar-Canet sequence: This sequence is easy to apply and gives
reproducible results. The sequence was succesfully applied to a special case,
namely to measure diffusion coefficients of compounds dissolved in super-
critical CO2
For all B1 gradient-based pulse sequences the diffusion curves may show minor
deviations from the expected curves. In this chapter we described two causes,
namely a non-linear B1 field profile and RF heating, and discuss how to account
for these effects.
In chapter 8 we give a final application for B1 field gradients: coherence selection.
Using either off-resonance pulses or adiabatic sweeps, in both cases in combination
with the B1 gradient of the tapered stripline, we managed to create a working
1H
COSY and 1H Double Quantum Filtered COSY pulse sequence.
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Future Perspectives
The work in this thesis started from the idea that stripline NMR might be used to
give new insights in biochemically and bio-physically relevant processes. Now, at
the end of this project, it is clear that we did not completely reach the technical
improvements to study these processes, however, along the way we found several
great uses for the straight and tapered stripline. In this section I would like to
take a final look at the future perspectives of these applications of the (tapered)
stripline. Also I would like to take a look at what further improvements would be
necessary to study living or life-like systems using NMR.
The development of the stripline as a radiofrequency ‘coil’ used in NMR has now
been going on for more than a decade. In terms of sensitivity there does not seem
a lot more room for improvement. In terms of resolution and RF homogeneity
there might still be some minor room for improvement. On-chip shimming could
be further improved (progress has since been made [222]) and more materials as
substrate, seed layer and conductive layers can be tested to create a stripline with
as few imperfections as possible. However, the gain is probably small.
Some other groups have also started using the stripline design, for instance for
battery research [223], DNP-enhanced research of aligned lipid bilayers [224], the
study of metabolic processes by monitoring of cell growth medium [225, 226],
in-vitro metabolomics study of a tumor spheroid [227], the study of kinetics in
molecular assembly [228], low-field NMR [229] or general lab-on-chip applications
[230]. However, no other group has started exploring the uses of the tapered
stripline yet.
In chapter 3 and 5 I showed that the stripline is extremely useful to study chem-
ical reactions, either fast or slow. The developments in the fields of flow chem-
istry in combination with the developments in flow NMR make it that reactions
can now be studied by NMR under nearly all conditions: high or low temper-
atures/pressures/concentrations, the presence of compounds in different phases,
with the application of light/microwaves/electricity and other external energy
sources. This means that I expect the field of NMR research on chemical reac-
tions (reaction kinetics and mechanistic studies) to become even more lively and
important. Two things that will further improve this field are the developments
in the area of low-field NMR, which make NMR research more widely available
to researchers and companies, and the developments in the area of NMR signal
enhancement, such as Para-Hydrogen Induced Polarization (PHIP), which might
have a mayor impact on research fields that deal with low concentrations, such
as catalysis and biochemistry. Concerning our method to study fast chemical re-
actions using the tapered stripline more work is still needed to make it a reliable
method. Especially fast mixing at the microscale is a large problem.
The uses of the tapered stripline can certainly be further explored, in this work
we have only briefly touched possible areas of application of a tapered stripline.
The B1 gradient of the tapered stripline was used for imaging purposes in one
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dimension, however, in most imaging studies it is necessary to study the sample
in 2 of 3 dimensions. So, further research could be aimed at combining our B1
imaging method with regular imaging techniques to obtain an image in more than
one dimension. Another thing we did not optimize for is spatial resolution and
gradient strength, so in future research one might try to push the limits of the
tapered stripline for these two parameters. Especially in the field of diffusion
measurements this would be necessary since the diffusion coefficients we could
now measure using our technique are still relatively high, whereas in more biolog-
ically relevant systems larger molecules, higher viscosities and thus lower diffusion
coefficients are to be expected.
The future of B0 gradient compensation using a B1 gradient is probably relatively
minor, since the aim of every manufacturer will be to create a magnetic B0 field
as homogeneous as possible. So only in situations where there is an inherent het-
erogeneous magnetic field, such as in single-sided magnets, might the research of
chapter 6 contribute. The same is true for our B1 coherence selection method, it
will probably find relatively few applications, since most NMR systems already
make use of B0 gradient methods. However, in cases where strong Eddy currents
can be expected with the use of B0 gradients, as is the case for conducting mate-
rials such as battery materials, then our B1 method might be preferable over the
standard B0 methods.
Back to our original main goal: Use the improved stripline and tapered strip-
line gradient to study biochemical and biophysical processes in life-like systems.
Yes, we managed to create the basic hardware and software to perform diffusion
measurements, however, the main hurdle that we did not take is the sensitiv-
ity hurdle. During the project it turned out that nearly all life-like systems we
could imagine would pose a serious sensitivity issue. For instance microdroplets
used as artificial cells or as environments in which cells can be placed have a
typical volume of several picoliters. However, the volumes the stripline needs to
get a good signal-to-noise ratio in a single scan are in the nanoliter to micro-
liter range. To bridge this gap a signal enhancement of a factor 1000 would be
necessary to quickly measure the contents of a single droplet, because in these
experiments hundreds or thousands of droplets have to be analyzed. To measure
reaction-diffusion patterns in gels the time restrictions are less tight, since there
are systems in which concentrations oscillate with a period of minutes or hours,
however to study a reaction-diffusion pattern in multiple dimensions 2D or 3D
NMR measurements are necessary, which require exponentially more time. Fur-
thermore achieving good spatial resolution will also require optimal sensitivity.
So even for those systems a signal enhancement would be desirable.
Two promising techniques to reach a significant signal enhancement are Para-
Hydrogen Induced Polarization (PHIP) and Dynamic Nuclear Polarization (DNP),
since they can be applied in most cases without too much restriction on the NMR
experiment. In the case of PHIP parahydrogen has to be added to the sample
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and in some cases a catalyst (in the case of Signal Amplification By Reversible
Exchange, or SABRE), this might make it difficult to apply it to systems in which
viscous samples, like gels, are used. In the case of DNP a radical is needed to
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Samenvatting
Het werk dat in dit proefschrift omschreven is heeft de volgende doelen:
• Het verbeteren van de gevoeligheid en resolutie van stripline NMR.
• Het verkennen van de mogelijkheden om een goed gedefinieerde radiofre-
quente magnetische gradiënt te creëren met behulp van een taps toelopende
stripline, en om deze gradiënt vervolgens te gebruiken voor bijvoorbeeld
imaging experimenten en diffusiemetingen.
• De bovengenoemde verbeteringen en taps toelopende stripline te gebruiken
om biochemische processen, zoals de effecten van reactie-diffusieprocessen op
de celgroei, in levensachtige systemen te bestuderen. Dit zijn kunstmatige
modelsystemen waarin een biochemisch proces in/tussen één of meerdere
cellen kan worden nagebootst.
In hoofdstuk 2 hebben we een fused silica stripline geproduceerd die gebruikt
kan worden om NMR metingen te verrichten met een resolutie van 2.0 Hz en een
gevoeligheid van 3.9 · 1013 spins/√Hz. We demonstreerden dat naast 1H NMR
de stripline ook gebruikt kan worden voor 13C en 19F NMR. Ook bediscussieerden
we dat er een afweging gemaakt moet worden tussen enerzijds een brede stripline
die een zeer homogeen B1 veld produceert en anderzijds een smalle stripline die
gevoeliger is. Vervolgens hebben we de resolutie van de stripline verder proberen
te verbeteren op de volgende manieren:
1. Shimmen: Door gebruik te maken van een zelfgemaakte shimset die precies
aansluit op de stripline hebben we de resolutie weten te verbeteren tot 1.1
Hz, echter deze methode van automatisch shimmen bleek nogal tijdrovend.
2. Spinnen: Door het capillair met daarin de te onderzoeken stof rond te laten
draaien tot snelheden van 310 Hz hebben we geprobeerd de resolutie te
verbeteren, maar dit leverde alleen kleine verstoringen op die de lijnbreedte
zelfs verhoogde tot 3 Hz.
3. Hechtlaag van de stripline: We hebben de hechtlaag van de stripline chip
veranderd van chroom naar molybdeen. Dit zorgde voor minder verstoringen
in het RF veld, echter het verbeterde de resolutie niet.
Tenslotte heb ik in hoofdstuk 2 enkele stripline ontwerpen bediscussieerd die de
bijdrage van de brede ‘aansluitkanten’ van de stripline aan het totale signaal
verminderen. We hebben een zogenaamde ‘gespleten strip’-ontwerp getest en deze
gaf een 20 keer zo lage bijdrage aan het signaal van de aansluitkanten van de
stripline.
In hoofdstuk 3 is de stripline gecombineerd met een microflüıde flow-opstelling
om reactiemengsels te bestuderen van heterogeen gekatalyseerde hydrogeneringsre-
acties. Een tube-in-tube opstelling (met permeabele tubing) is gebruikt om wa-
terstofgas op te lossen in een oplossing van een onverzadigde koolwaterstof (sub-
straat) in chloroform. Het opgeloste waterstofgas en het substraat werden eerst
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door een houder met katalysator (vaste stof) geleid en vervolgens door een capillair
dat over de stripline werd geleid. Met deze opstelling hebben we de hydrogener-
ing van styreen, fenylacetyleen, cyclohexeen en hex-5-een-2-on onder verschillende
reactiecondities gevolgd. Onze methode zou bruikbaar kunnen zijn voor onder-
zoek aan een breder scala aan chemische reacties, met name heterogene reacties,
en ik voorzie grote mogelijkheden in de combinatie tussen onze methode en de
PHIP-methode voor signaalverbetering.
In hoofdstuk 4 hebben we een zogenaamde ‘taps toelopende’ stripline gefab-
riceerd. Deze taps toelopende stripline geeft een goed gedefinieerde B1 gradiënt
parallel aan de stripline zelf. Er zijn experimenten uitgevoerd om het B1 profiel
van deze taps toelopende stripline te meten en deze metingen bevestigen dat de
stripline een constante gradiënt produceert met een sterkte van 55 G/cm of 0,55
T/m. Vervolgens hebben we een mogelijke toepassing van deze gradiënt getest
door deze te gebruiken om een MRI-scan van enkele objecten te maken (vier silico-
nen bolletjes en een capillair gevuld met druppels van verschillende vloeistoffen).
De spatiële resolutie van de MRI-methode is experimenteel bepaald en kwam uit
op 100 μm.
In hoofdstuk 5 zijn de ideeën van hoofdstuk 3 en 4 gecombineerd. Kunnen
we de gradiënt van de taps toelopende stripline misschien gebruiken om snelle
chemische reacties te volgen? We hebben een microflüıdisch systeem bovenop de
taps toelopende stripline geplaatst. De beginstoffen werden door dit systeem heen
gepompt en pas op de stripline gemengd. Vervolgens werd het reactiemengsel met
een constante snelheid over de rest van de stripline heen geleid door het door een
capillair heen te pompen. Met behulp van de taps toelopende stripline konden
we dan een soort MRI-scan maken van de inhoud van het capillair en dit gaf
een reactieprofiel waarin we konden zien hoe het reactiemengsel over de tijd (tot
enkele seconden na het begin van de reactie) verandert. Ik heb deze methode eerst
toegepast op de zuur-basereactie tussen mierenzuur en diethylamine, en later op
de eerste stap in de Vilsmeier-Haackreactie. Duidelijke spectrale veranderingen
waren zichtbaar in deze metingen, maar uiteindelijk moeten we toch concluderen
dat het mengen van de beginstoffen nog te veel tijd kost en dat er zowel meng- als
reactieprocessen zichtbaar zijn in de resultaten. In de toekomst moet met name
het snel mengen van de stoffen nog verder onderzocht worden.
In hoofdstuk 6 laten we zien hoe je gebruik zou kunnen maken van de perfecte
controle over het profiel van het B1 veld dat de taps toelopende stripline genereert.
Door de vorm van de stripline aan te passen kun je de sterkte van het lokale B1
veld bepalen. Daarnaast geldt dat je met de ene magnetische gradiënt een andere
magnetische gradiënt kunt opheffen. Dit zou betekenen dat we met de B1 gradiënt
van de taps toelopende stripline een gradiënt in het B0 veld kunnen opheffen, én
dat we door de vorm van de stripline aan te passen in principe elke gradiënt kunnen
compenseren. In dit hoofdstuk hebben we dus een methode met adiabatische
pulsen, gebaseerd op het werk van de Pines groep, gebruikt om gradiënten in
het B0 veld te compenseren. Deze B0 gradiënten hebben we aangelegd door de
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probe iets uit het centrum van de magneet omlaag te laten zakken. Deze methode
werkt goed voor zwakke gradiënten (0,0013 T/m) waarbij we zelfs de J-koppeling
blijven zien. Bij sterkere gradiënten (> 0,0150 T/m) zien we nog wel de chemische
shifts van de verschillende groepen, maar het verschil in vorm tussen de B0 en de
B1 gradiënt is dan te groot. Er is geen poging ondernomen om een nieuwe taps
toelopende stripline te fabriceren die ontworpen is om precies overeen te komen
met de vorm van het B0 veld.
In hoofdstuk 7 is gekeken of we de gradiënt van de taps toelopende stripline ook
kunnen gebruiken voor diffusiemetingen. In dit hoofdstuk heb ik enkele pulsse-
quenties gemaakt en getest:
• Een op PFG-gebaseerde adiabatische diffusie-sequentie: Deze pulssequentie
is uitgebreid getest en geoptimaliseerd. In testen op verschillende alcoholen
kon deze sequentie de juiste diffusiecoëfficiënten reproduceren. Momenteel
is het mogelijk om met deze methode diffusiecoëfficiënten tot 1 · 109 m2/s te
bepalen, echter we denken dat het met enkele aanpassingen mogelijk moet
zijn om coëfficiënten die 50 keer kleiner zijn ook nog te kunnen meten.
• Twee-puls nutatie-methode: Met deze methode zijn enkele goede resultaten
behaald, echter de methode is in onze ervaring een stuk minder betrouwbaar
en minder praktisch in het gebruik dan de eerste sequentie.
• De Karczmar-Canet sequentie: Deze sequentie is makkelijk om toe te passen
en geeft reproduceerbare resultaten. De sequentie is succesvol toegepast in
een bijzonder project, namelijk bij het meten van diffusiecoëfficiënten van
stoffen opgelost in superkritische CO2.
In de diffusiecurven van alle bovenstaande sequenties zijn kleine afwijkingen van
de theoretische curves te zien. In dit hoofdstuk beschreven we ook twee oorzaken
daarvan, namelijk niet-lineaire gradiëntsterktes en opwarming door lange RF-
pulsen, en hoe je hiervoor kunt corrigeren.
In hoofdstuk 8 gaf ik een laatste voorbeeld van een toepassing van B1 gradiënten,
namelijk bij het selecteren van coherenties. Door gebruik te maken van off-
resonance pulsen of adiabatische sweeps, beide in combinatie met de B1 gradiënt
van de taps toelopende stripline, hebben we werkende 1H COSY en 1H Dubbel
Quantum Gefilterde COSY pulssequenties gemaakt.
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