In this paper, we consider a path following algorithm for solving infinite quadratic programming problems.
Introduction
In recent years, it has become clear that interior point methods are an efficient tool for solving many classes of constrained optimization problems. One distinguishing feature of 1PM's is an attractive theoretical computational complexity. In particular, a large class of 1PM's have been shown to have a worst case polynomial complexity, meaning that the number of iterations required to obtain the optimal solution is bounded above by a polynomial in the problem size. In many cases, this has evolved into efficient numerical computer packages for solving a vast array of important optimization problems including linear programming, linearly and quadratically constrained convex quadratic programming, more general convex optimization problems as well as problems involving linear matrix inequalities. In practice moreover, it is becoming accepted that many 1PM's have superior performance when compared with other widely used algorithms (such as the Simplex method for LP), especially when the number of variables and constraints becomes large. Furthermore, interior point algorithms possess an additional property that is useful in many applications, this being that sub-optimal iterates of the algorithm always satisfy the constraints of the problem that is being solved. For in solving problems with many constraints suggests that it is not unreasonable to expect them to perform well.
This paper is divided into two sections.
In Section 2, we introduce the problem and the concept of a central path: a trajectory in the space of feasible solutions that plays a fundamental role in many IPM's.
(For an in depth discussion on this idea, refer to [2] ). In particular, we show that the points lying on the central trajectory are smoothly parametrized by a real variable we call ,0, and that points on this path converge to the optimal solution of the problem as~-+ co. In practice, points on the central path can not be determined exactly (since they can not be calculated in finite time). Rather, they are approximately determined for increasing values of /3. An approximation to the optimal solution is determined in this way.
We show that every point on the central path corresponds to the optimal solution of an unconstrained convex optimization problem that can be solved using Newton's Method. In fact, calculating the updates for the iterates in Newton's Method (called 'Newton Steps') is the most complicated step in any 1PM. In Section 3, we show how the algorithm can be applied to the LQ optimal control problem with infinitely many linear constraints. As mentioned above, this includes as a special case the situation when there are constraints of the form c1 (t)< z(t)< C2(t) at every time instant. We focus in particular on the issue of calculating the Newton
Step. We show that calculating the Newton Step is equivalent to solving an unconstrained LQ control problem together with an integral equation.
Central trajectory analysis
Let (H, (., .)) be a Hilbert space and X a closed subspace of H. 
dv(q) . 0
Every feasible solution for the dual problem (5)- (7) gives a lower bound for the optimal cost for the primal problem (l)-(3), and every feasible solution of the primal problem gives rise to an upper bound for the optimal cost to the dual problem. A precise statement of this is given as follows:
Lemma 2.2 Suppose x E P and (z, v) satis@es (6)-(7), Then

Proofi
Since z E X, it follows from (6)- (7) Consider the problem:
Given any ,6~O, the functional j6 : int (P)~R is referred to as the internal penalized function [3] , and is the combination of the cost functional (1) and the barrier function 
Proposition
For any /3>0 the problem (11)-(12) has a unique solution x(/3) G int(P).
Proofi Let 5 G int(F') and suppose that fp (fi) = a. Define
Prnnf:
It, tnllnwq trnm ('2'2Jt,ha,t x(/jj = t/Ifl' (-jjr(tio ) j. 'l'he resUlt 1s a consequence Of 170POSit1011 2121 1
Thu. far, we have introduced the conc~pt. of t.ho mntral path. For cwry H >0, the optimization problem (1 1).
(1!?) yioldc s Imiqlw fi@im~l wdution~(~f), and t,hp spt Of all optimal solutions defines the central path.
In fML,
we have dsu shuwn ihat the central path depends smoothly on~>0.
We now address the problem of 'calculating' z(/3). Suppose that~>0 is given and fixed. The optimization problem (11)- (12) is solved using Newton's method; that is, given any z E int (P) for (11)- (12), an update y is chosen by minimizing the quadratic approximation of jp at z. More precisely, the quadratic approximation q of~0 is given by
where~6 (z) : H + H denotes the Hessian of j~(z), and is given by (26)
By minimizing q(y) with respect to y, it follows that the update y < X is characterized by the condition Assuming the existence of~(x) E X1 and g E X such that Vq(y) = f(x) 6 X1, it follows that
The term -yB(z)-1. (V~6 (x) -<(z)) is called the Newton step, and must satisfy the conditions
The problem of calculating the Newton step (27) is the most computationally demanding process in any interior point method. Our immediate aim is to clarify how (27) can be calculated. In fact, we will show that the problem of calculating (27) is equivalent to solving a minimum norm problem. In order to be able to do this however, we need to introduce the idea of a Rlemannian metric.
Given a Hilbert space (H, (. , .)), let~:
H~H be any strictly positive symmetric linear operator.
Associated with y is the function (., )7 : H x H -+ R where (z, y)T = (-y. z,y). It is easy to show that (., .)7 satisfies the properties of an inner product and hence, (H, (. , .)7) is a Hilbert space. We say that~determines a Rlemannian metric on H. Let X be a closed subspace of H. Given a smooth function p : X + R, the gradient of y evaluated at z c X (with respect to the original inner product (., .)) is denoted by VP(Z).
Vp(z) is the unique element in X for which the property holds for every q E X, where Dp(x) : X + R is the Frechet differential of p at z E X. Note in particular that VP(Z) depends on the inner product ( , .). If the inner product (., .)7 is used instead of (., .) in (28), then we have
where V7p(x) is referred to as the gradient of p with respect to the Riemannian metric induced by y. Note that Vq(x) and VT~(x) are related in the following way:
In fact, the Newton step (27) is the steepest descent direction of the cost functional~e (z) with respect to a certain Rlemannian metric, which we now show.
To begin, recall that Q is a symmetric, strictly positive linear operator. Therefore, for any~>0 and z c If satisfying (ai(q), z) < hi(q), the Hessian~d(x) : H + H of~p(z), as given by (26) 
The next result shows the relationship between VP(Z) and V6p(Z).
where~(x) is the unique vector in X1 such that V6p(z) E X.
Proof: Suppose that~(x) E X1 is such that VW(X) E X. We have for < E X. To prove that there exists a unique ((x) satisfying this property, consider the following minimum norm optimization problem:
'f E XL. That is such that (27) holds, and that the Newton step (27) coincides with the gradient of~P (z) with respect to the Riemannian metric induced by its Hessian -yp(x). Furthermore, the Newton step (27) is calculated by solving the minimum norm problem (33)-(34). As stated earlier, the problem of calculating the Newton step is the most computationally demanding process in an 1PM. In Section 3, we shall look at this issue more closely.
The following result is required later when we derive a differential equation which is satisfied by the central path.
Proofi By (24) we have
Using (32) we obtain
The following few results relate to the properties of points on the central path. In particular, they are used to show that the cost functional~(x) given by (1) is an increasing function when evaluated on the central path. This is ultimately used to prove the convergence properties of points on the central path.
As shown earlier, the central path is a curve that is smoothly parametrized by @~O. In fact, we can derive a differential equation which has as its solution the points lying on the central path. This is given as follows.
Proposition
Let~(z) = -(a, z) -~(Q z, z). then dx(/3) -
-vpp(x(/3)),0>0.
d~-
Proof: Let a(/3) = +p (z(~)). We have (36)
$(P) =we(w)) " * +~(Qz(P)).
On the other hand, by (22)
$(0)= +~) Hence
Combining this with (35) and using the fact that D~6 (z) restricted to X is bijective (from Proposition 2.2, we arrive at our result. 
Then the function f(x(/3)) isamonotonically non-increasing function of~for@>O.
Proofi
We have
We turn our attention now to the dual problem (5)- (7) and in particular, properties of the dual cost functional h(x, v) on the central path.
Recall that the cost functional f(z) of the primal problem (l)- (3) is a nonincreasing function function on the central path. We now show that for every point x(~) on the central path,
we can find a feasible dual variable v(~) for (5)- (7) such that h(z(/3), v(/3)) is a non-decreasing functional of
To begin, we shall examine the dual problem (5)- (7). In particular, we wish to draw the reader's attention to the constraints defined by (6)
-(7). The dual space is the class of functions of bounded variation, BVNIO, I].
In the analysis which follows, it is in fact more convenient to restrict the class of dual functional to the subset Note that any feasible solution of (38)- (40) is feasible and sub-optimal for (5)- (7).
Related to the dual problem (38)- (40) is the following~-dependent family of optimization problems: In a similar way, we also show that (z(~), v(~)) + (x*, v"), the optimal solution of the dual problem (5)- (7) as~+ co. From this and Corollary 2.4, we conclude that the optimal primal cost~(x" ) and the optimal dual cost h(x", V*) are equal.
Path following interior point algorithms can be summarized as follows: For increasing values of~z O, Newton's Method is used to obtain approximations of the corresponding point z(~) on the central path. One important issue relates to the method employed to increase~. Short-step methods involve 'small' changes of while medium, and large-step methods involve 'medium' and 'large' changes of /3. Interestingly, small-step methods for finite-dimensional problems have better theoretical complexity bounds than the medium and large-step methods, but it is the large-step methods which seem to perform better in practice. The following result shows how the decrease in~(z(~)) on the central path is related to the change in /3.
Corollary 2.6 If~2 > /31>0, then
Proofi
By Proposition 2.6, h(z(~2), v(/32))~h(z(~l), v(~l)).
Therefore from which the result follows.
In this section, we show how the path following 1PM studied in this paper can be used to solve LQ control problems with continuous linear state inequality constraints. For simplicity, we shall restrict ourselves to scalar time invariant systems. However, generalization to the time varying vector case can be carried out in much the same manner.
Consider the deterministic linear system
where a, b, & c R are fixed constants. We assume that the class of feasible controls is U = L2 (O, 1; R). Let q, r E R be given constants such that q~O and r >0. The cost functional is given by J f(z, u) = ;
'(q~z'(t) + T . Uz(t))dt. (52) o
Let c E R such that c >~be given. Suppose that the constraint functional associated with (51)-(52) is x(t)~c. The problem is to find u E U which minimizes (52) and satisfies the constraint z(t)~c for every 
l(a(s,~) . z(s) + b(s, q) . u(s))ds (54) o
(60)
Then, it follows that (58) is of the form (l)-(3).
To solve (58), we need to minimize the functional~b with respect to (x, u) c z + X for an increasing sequence of~i > 0 with~a + m. As in the finite dimensional case, we do this using Newton's method. A crucial part of Newton's method is calculating the Newton step which is defined by (32) in Proposition 2.3.
We now show how the Newton step for the problem (58) can be calculated.
For convenience we put y = (x, u). From (11) we obtaiñ
For any
[1 t E X, we have by the definition of -y@(y) (see (26)) that
When X is given by (59), the orthogonal complement of X is 
bp " (64)
The Newton step pp (y) associated with~p (g) is as defined in Proposition 2.3. In Proposition 2.3, it is proven
where~(y) c XL is the unique element in XL such that pd (y) c X. Therefore, the problem of calculating the Newton step p6(y) is equivalent to finding this unique <(y) E X 1. In Proposition 2.3, it is shown that <(y) is found by solving the minimum norm problem (33). To calculate pO(y), we proceed in the following way. From (65), it follows that
For convenience, put 
(68)
It follows from (62) and (67) that
t
S(y,~)
Note in particular that z and ii are both known functions of t. We wish to calculate p6 (y) E X such that (66) and hence (65) is satisfied. We do this in the following way. First, put
0
Substituting
(63) and (67) into (66), it follows the definition of X and X1 that
(72)
We look for a solution p, (~, a) of the system of equations (70)-(73) of the form
where k(t) and p(t)are functions that need to be determined. From (72), since r > 0, we immediately obtain 
where
Note that (76) is just the standard (scalar) Rlccati equation associated with unconstrained LQG control.
Substituting (75) and (74) into (70) we obtain
where -y(t) is given by 
Observe that the only unknown in (81) is d(q). Moreover, since d(q) appears linearly in a(t) and~(t),it follows that~(t)can be expressed in the form
((t) = O(t)+ /1 d(q)~(t, q) dq o
where O(t)and~(t, q) are known functions and d(q) needs to be calculated 
a(t, q)~(t, v) + b(t, q)ji(t, v)] dt o 9(n) = [ [a(t, q) O(t) + b(t, q)~(t)] dt. o
Therefore, the Newton step pp (y) (69) can be calculated using the following steps:
Conclusion
We have generalized the path following interior point method studied in [4] so that it can be used to solve infinite dimensional quadratic optimization problems with infinitely many linear inequality constraints. We have proven that this generalization of the algorithm converges to the global optimal solution. However, we
have not considered the issue of complexity. This is an important open problem that needs to be answered.
It is important to note here that in finite dimensional 1PM's, the size of a problem is measured in terms of the number of variables and the number of constraints. In this problem however, such a measurement of problem size is inadequate since the variable space and the constraint space are infinite dimensional. Rather, a generalized definition of problem size, as given in the paper by Renegar [7] , is required.
As an example, we considered the deterministic LQ control problem with infinitely many constraints. As already shown, this includes the class of LQG control problems with continuous linear state inequality constraints.
As with all interior point methods, the key step of the algorithm is calculating the Newton step. In this case of LQ control with infinitely many integral linear constraints, calculating the Newton step is equivalent to solving an unconstrained LQ problem together with an integral equation.
