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Introduccio´n
Este trabajo de tesis es motivado por el conocimiento de la dina´mica
nerviosa y las relaciones ba´sicas con las redes neuronales artificiales, proble-
ma fundamental de la biofisica y la tecnologia contemporanea.
Para ello nos soportamos en los trabajos de R. Fitzhugh [FH]; P. Mu-
ruganandam y M. Lasklmanan [MU,MA]; Andrzej Bielecki [BiI] y [BiII];
M. Atencia, G. Joya y F. sandoval [AT,JO,SA], Carolina Barriga y otros
[BA,CARR,ON]; entre otros.
El me´todo usado en nuestra tesis es el ana´lisis cualitativo de los sis-
temas dina´micos que surgen de la actividad de la membrana nerviosa, tal
como lo presenta en sus trabajos de J. Gukhenheimer and P. J. Holmes
[GU,HO], Morris F. Hirsch and Stephen Smale [MO,ST], Mauro Montealegre
y otros [MON,LON,POL], y Lawrence Perko [PE]. Buscando aplicaciones
ba´sicas en los procesos de aprendizaje y de reconocimiento de para´metros, a
partir de los estudios de [BA,CARR,ON] y [BiI].
Nuestro trabajo tiene las siguientes partes: Cap´ıtulo uno, una intro-
duccio´n general sobre sistemas dina´micos no lineales; en particular sobre: la
sistemas gradientes, conjugacio´n topolo´gica, compactificacio´n de Poincare´,
variedades invariantes (estable, inestables y central) y las formas normales.
En el cap´ıtulo dos, estudiamos el modelo Fitzhugh-Nagumo reducido
a dos dimensiones segu´n la versio´n de Hodgkin-Huxley, ana´logo al modelo de
Van Der Pol ; hacemos un estudio de la dina´mica en torno de los equilibrios,
en particular, los equilibrios no hiperbo´licos como los de tipo de Hopf,
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cuya existencia tiene significado relevante en la actividad de la membrana
nerviosa; las simulaciones necesarias son ralizadas usando el software Integra.
En el cap´ıtulo tres estudiamos el modelo de Fitzhugh-Nagumo en la
versio´n espacial espacio-temporal dada por una ecuacio´n diferencial parcial;
la cual por medio del cambio de variable del tipo de onda viajera conduce a
una ecuacio´n diferencial ordinaria en tres dimensiones; via variedad central
llegamos de nuevo a un estudio cualitativo bidimensional confirmando los
resultados obtenidos en el cap´ıtulo dos, ampliando as´ı el conocimiento de la
bifurcacio´n de Hopf. Aqu´ı las te´cnicas son ma´s elaboradas pues se requiere
escribir las ecuaciones en formas normales especiales, adema´s de te´cnicas
especiales para reconocer bifurcaciones homocl´ınicas y heterocl´ınicas en la
versio´n S. N. Chow, B. Deng y D. Terman. Los estudios a este nivel au´n son
incipientes en la literatura conocida.
En el cap´ıtulo cuatro, presentamos en su primera parte un resumen
de los conceptos ba´sicos de las redes neuronales artificiales en sus versiones
de Hopfield y Back propagation; resaltando los aspectos fundamentales de
sus aprendizajes y capacidades de reconocimiento de para´metros. En la
segunda seccio´n de este u´ltimo cap´ıtulo estudiamos con detalle el modelo de
red neuronal debilmente no lineal y caotico; tambie´n un modelo de memoria
asociativa, el cual tiene el comportamiento cao´tico. Estos dos u´ltimos
modelos aproximan el fe´nomeno biolo´gico con los desarrollos tecnolo´gicos
dados por las redes neuronales.
CAP´ITULO 1
Definiciones relacionadas con los procesos dina´micos no
lineales
1.1. Sistemas gradientes [PE]
1.1.1. Definicio´n
Sea Ω ⊆ Rn un conjunto abierto,y v : Ω −→ R una funcio´n potencial de
clase C2, entonces el sistema gradiente tiene la siguiente forma
~˙x =
d~x(t)
dt
= −grad v(~x(t)) (1.1.1)
donde
grad v(~x(t)) =
(
∂v(~x(t))
∂x1
,
∂v(~x(t))
∂x2
, ...,
∂v(~x(t))
∂xn
)T
,
grad v : Ω −→ Rn es el campo vectorial gradiente. El sistema (1.1.1) tiene
las siguientes propiedades:
i) si v˙ = ∂v
∂t
: Ω −→ R es la derivada de v a lo largo de las trayectorias de
(1.1.1); esto es,
v˙(x) =
dv(v(t))
dt
∣∣∣∣
t=0
por la regla de la cadena tenemos
v˙(x) = Dv(~x(t)) · ~˙x(t)
= 〈grad v(~x),−grad v(~x)〉
= −|grad v(x)|2
(1.1.2)
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ii) Para c ∈ R constante, si ∂v(~x)
∂xn
6= 0, para ~x ∈ B(~U), por el teorema de
la funcio´n implicita tenemos que
v(x1, x2, ..., xn−1, g(x1, x2, ..., xn−1)) = c,
g : Rn−1 −→ R es una superficie n − 1 dimensional y de clase C1.
Entonces si grad v(~x) 6= 0, esto es ~x es un punto regular de (1.1.1),
las curvas de nivel de v atraviezan transversalmente las trayectorias
de (1.1.1), como se muestra en la siguiente figura para el potencial:
v(x, y) = x2(x− 1)2 + y2
Figura 1.1.1 Sistema gradiente
iii) La funcio´n L : Ω −→ R, L(~x) = v(~x) − v( ~x0), donde ~x0 es un punto
de equilibrio de (1.1.1), esto es grad v(~x0) = 0 es una funcio´n de
lyaponov ; adema´s los mı´nimos de v son equilibrios asintoticamente
estables de (1.1.1).
1.1.2. Conjugacio´n Topolo´gica
i) Sean dos dominios abiertos Ω1,Ω2 ⊆ Rn para los campos vectoriales
f ∈ C1(Ω1), g ∈ C1(Ω2) decimos que los dos sistemas
~˙x = g(~x)
~˙y = f(~y)
(1.1.3)
son topolo´gicamente conjugados si tienen la misma estructura dina´mica
y preservan la orientacio´n dada por el tiempo, esto es, existe un
homeomorfismo H : Ω1 −→ Ω2 tal que
H0φt(~x,τ)(~x) = ψτ ◦H(~x) (1.1.4)
donde t : R −→ R para cada ~x y adema´s ∂t
∂τ
> 0
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Ejemplo 1.1.1. (Sobre el teorema de Hartman-Grobman [PE]) Si ~0 ∈ Ω ⊆
Rn y ~f ∈ C1(Ω) con ~f(~0) = 0 y adema´s A = Df(0), entonces para el flujo
φt de ~˙x = f(~x) tenemos
H ◦ φt(~x) = eAtH(~x)
donde H es un homeomorfismo de Ω en Ω; t ∈ I ⊂ R, I es un intervalo que
contiene el origen del tiempo.
Ejemplo 1.1.2. Sea ~˙x = ~f(~x) y para el cual construimos el nuevo campo
vectorial ~˙x =
~f(~x)
1+‖~f(~x)‖ , los cuales resultan ser topolo´gicamente conjugados;
so´lo que el segundo es siempre un sistema dina´mico porque su solucio´n es
ϕt(x) = ~x0 +
∫ t
0
f(x(s))
1 + ‖f(x(s))‖ds
con
f(~x0) = 0
ϕt(~x) : Ω× R −→ Ω
Ejemplo 1.1.3. Dos difeomorfismo xn+1 = f(xn) y yn+1 = g(yn) pueden
ser topolo´gicamente conjugados (y hasta diferencialmente conjugados), por
ejemplo:
i) Qc(x) = x
2 + c y Fµ(x) = µx(x − 1) son topolo´gicamente conjugados via
un homeomorfismo de la forma h(x) = αx+ β.
ii) Si f : R −→ R es un difeomorfismo con Df(x) > 0, ∀x ∈ R; la ecuacio´n
diferencial es x˙ = f(x) − x define un flujo ϕt : R −→ R, se puede mostrar
que f y ϕ1 son topolo´gicamente conjugados.
iii) Si dos orbitas perio´dicas de un sistema ~˙x = f(~x) son asinto´ticamente
estables, entonces en vecindades de ellos se puede definir mapeos de
Poincare´ que resultan topolo´gicamente conjugados.
iv) Los mapeos F (x) = 4x(x − 1) para 0 ≤ x ≤ 1 y la aplicacio´n tienda
G(x) = 2
(
1
2
− |1
2
− x|) son topolo´gicamente conjugados, basta tomar el
difeomorfismo h(x) = 2pi−1arcsen
√
x. Se deduce que si xn+1 = G(xn) con
n = 0, 1, 2, ...... y yn = sen
2(pixn
2
), entonces yn+1 = F (yn).
v) Sea Λ el conjunto de cantor generado por la ecuacio´n cuadra´tica Fµ(x) =
µx(1− x), para µ suficientemente grande, para la restriccio´n siguiente
Fµ|Λ
existen dos intervalos I0 y I1 tal que Λ ⊆ I0 ∪ I1; para x ∈ Λ definimos el
homeomorfismo h(x) = s0s1s2..... donde sJ = 0 si F
J
µ (x) ∈ I0, sJ = 1 si
F Jµ (x) ∈ I0F Jµ (x) ∈ I1, se puede mostrar que si µ > 2 +
√
5 entonces
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donde
σ :
∑
2
−→
∑
2
(1.1.5)
es el mapeo shift.
1.2. Variedades invariantes
1.2.1. Conjuntos invariantes [GU,HO]
La o´rbita de un punto mediante un difeomorfismo f(xn+1 = f(xn)), o
mediante un flujo ϕ(ϕt : x −→ ϕt(x)), puede permanecer en una regio´n
especial del espacio de fases Ω. Un conjunto Λ ⊆ Ω es invariante para f
(o´ para ϕ) si fm(Λ) ⊆ Λ o´ ( ϕt(Λ) ⊆ Λ); ∀m ∈ Z (∀t ∈ R). Es positivamente
invariante si m ∈ Z+ (t > 0), o negativamente invariante si m ∈ Z− (t < 0).
Ejemplo 1.2.1. El alfa limite de y ,α(y) o´ el omega limite de y, w(y) son
son conjuntos invariantes, [PE] .
1.2.2. Teorema de las variedades invariantes bajo difeomorfismos
[PE]
Sea f : Ω −→ Rn un difeomorfismo con un punto fijo ~x0 ∈ Ω, esto es
f(~x0) = x0. Entonces existe una vecindad N ⊆ Ω con ~x0 ∈ N que contiene
las siguientes variedades estable y inestable:
W sLoc(~x0) = {~x ∈ N |fm(~x) −→ ~x0 cuando n −→ +∞}, (1.2.1)
W µLoc(~x0) = {~x ∈ N |fn(~x) −→ ~x0 cuando n −→ −∞}, (1.2.2)
~x0 es hiperbo´lico si Df(x0) tiene todas las partes valores propios diferentes
de (1.1.5).
Para ~x0 hiperbo´lico podemos extender las variedades locales invariantes
anteriores a las variedades globales estables o inestables siguientes
W s(~x0) = puntos de acumulacio´n
⋃
m∈Z+
f−m(W sLoc(~x0)), (1.2.3)
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W u(~x0) = puntos de acumulacio´n
⋃
m∈Z
fm(W uLoc(~x0)) (1.2.4)
1.2.3. Variedades invariantes para flujos ϕ asociados a ecuaciones
diferenciales
~˙x = f(~x), con f(~x0) = 0 equilibrio hiperbo´lico, tenemos las siguientes
variedades invariantes locales:
W sLoc(~x0) = {x ∈ N | ϕt(x) −→ ~x0 cuando t→ +∞},
W uLoc(~x0) = {x ∈ N | ϕt(x) −→ ~x0 cuando t→ −∞};
con variedades globales:
W s(~x0) =
⋃
t>0
ϕ−t(W sLoc(~x0))
W u(~x0) =
⋃
t>0
ϕt(W
u
Loc(~x0))
1.2.4. Variedades invariantes para o´rbitas perio´dicas hiperbo´licas
Sea σ una orbita perio´dica de ~˙x = f(~x) se pueden definirW s(σ) yW u(σ),
como se ilustra en la siguiente
Figura 1.2.4 o´rbita per´ıodica del tipo silla
1.2.5. Teorema de la variedad central
Si f ∈ Cr es un campo vectorial, f : Ω −→ Rn, asociado a la ecuacio´n
diferencial ~˙x = f(~x;µ), ~x0 un punto de equilibrio no-hiperbo´lico (f(~x0) = 0)
con A = Df(~x0;µ), el espectro σ de A se divide en tres partes: σs,σµ,σc con
(podemos asumir ~x0 = 0):
Re(λ) =

< 0 si λ ∈ σs
= 0 si λ ∈ σc
> 0 si λ ∈ σµ
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con respectivos autoespacios Es,Eµ,Ec. Entonces tambie´n existe una
variedad invariante W c, la variedad central, tangente a Ec en ~x0 de clase
Cr−1, la cual es el gra´fico siguiente
W c = {(xs, xc, xµ)/xc = h(xs, xµ);h(0) = Dh(0) = 0}
1.3. Formas normales
Sea la ecuacio´n diferencial siguiente
x˙ = Ax+ hr(x) con x ∈ Rn (1.3.1)
y el siguiente polinomio homogeneo hr(x) = h
2(x)+h3(x)+ ...+hr(x), hk(x)
es de grado k, mediante el siguiente cambio de coordenadas proximas a la
unidad,
ξ(y) = y + ξk(y), y ∈ Rn; (1.3.2)
cuya derivada es,
Dξk(y) = I + ξky (y); (1.3.3)
ξy(y) con inversa
(ξy(y))
−1 = I − ξky (y) + 0(|y|2k−2) (1.3.4)
Tenemos que para y ∈ Ωk, Ωk una pequen˜a vecindad del origen en Rn ,
tenemos que el sistema (1.3.1) se transforma en el siguiente sistema en la
variable y:
y˙ = Ay+h2(y)+hr−1(y)+{hr(y)− [Dξk(y)Ay−Aξk(y)]}+0(|y|k+1) (1.3.5)
Ahora sea Hkn el espacio vectorial de los campos de vectores de polinomios
homoge´neos (sin coeficientes independientes) con n variables de grado k .
Definimos el operador de Lie LKA :
LKA = H
k
n −→ Hkn
(LKA ξ
k) = ξk(y)Ay − ADξk(y), (1.3.6)
LkA es denominado el colchete de Lie, y es tal que
Hkn = R
k ⊕ ϑk; (1.3.7)
donde:
Rk = imagen (LkA)(H
k
n) (1.3.8)
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ϑk = ker (LkA)(H
k
n) (1.3.9)
tomamos la base del espacio vectorial Hkn dada por los polinomios {xα ·
expi}i=1,...,n donde
αk = xk11 x
k2
2 ...x
kn
n con k1 + k2 + ...+ kn = k
ei = (0, 0, ..., 1, 0, ..., 0), 1 en la posicio´n i`.
(1.3.10)
En e´ste contexto tenemos el siguiente teorema y definiciones
Teorema 1.3.1. Sea ~X(~x) un campo de vectores diferenciable en Rn,
para la ecuacio´n diferencial (1.3.1) con X(0) = ~0, entonces existe una
transformacio´n polinomial en las nuevas coordenadas ~y tal que este sistema
se trasforma en:
y˙ = Ay + g2(y) + ...+ gr(y) + 0(|y|r+1) (1.3.11)
y ∈ Ωk, donde gk ∈ ϑk para k = 2, ..., r (1.3.12)
Definicio´n 1.3.2. Sea el vector de valores propios de (1.3.1) ~λ =
(λ1, λ2, .., λn) entonces para m · λ = λm11 .λm22 ...λmnn obtenemos
∧m,i = (~m · ~λ)− λi, (1.3.13)
Se puede probar que
LKA (x
α · ej) = (λ · α− λj)xαej (1.3.14)
Definicio´n 1.3.3. Una n-dupla de autovalores ~λ = (λ1, λ2, ..., λn) es
resonante de orden r, si
λi =
∑
j=1
mjλj (1.3.15)
Para mj ∈ N, con
∑n
j=1mj = r, y algu´n j = 1, ..., n. Podemos notar que
hr(x) de (1.3.1) puede desaparecer si escogemos ξ
k tal que
LkA(ξ
k(y)) = hr(y), (1.3.16)
entonces escogiendo la base cano´nica {xα · ei}i=1,..,n tenemos
ξr(x) =
∑
m,i
ξm,ix
mei (1.3.17)
Sustituyendo (1.3.17 ) en (1.3.16) vemos que si los autovalores no son
resonantes de orden r, entonces
ξm,i =
Xm,i
(~m · ~λ− λi)
(1.3.18)
donde Xm,i con los coeficientes del campo vectorial (1.3.1)
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1.4. Bifurcacio´n de Hopf
1.4.1. Bifurcacio´n de Hopf para ecuaciones diferenciales
Consideremos un sistema que localmente tiene la siguiente forma{
x˙ = f(x, y) = fxµµx− (w − fyµµ)y + ... = µx− wy − (x2 + y2)x+ ...
y˙ = g(x, y) = (w + gxµµ)x+ gyµµy + .... = wx+ µy − (x2 + y2)y + ...;
(1.4.1)
El cual en coordenadas polares es{
r˙ = α(µ) +ReA(µ)r
3 + 0(r5)
θ˙ = β(µ) + ImA(µ)r
2 + 0(r4)
o en te´rminos de z = x + iy y λ(µ) = α(µ) + iβ(µ) es equivalente
z˙ = λ(µ)z + A(µ)|z|2z + 0(|z|2). Resulta que (1.4.1) tiene un equilibrio en
el origen, el cual es un foco y una o´rbita perio´dica de radio aproximado a
r =
√
− α(µ)
ReA(µ)
y per´ıodo aproximado a 2pi
β(µ)
. De la ecuacio´n caracter´ıstica de
este sistema en torno del origen, tenemos que sus valores propios
λ(µ) = α(µ)± iβ(µ)
con
α(µ) =
1
2
(fµx + gµy)µ+ 0(µ
2),
β(µ) = w(1 +
µ
2w
(gµx − fµy)) + 0(µ2),
con la condicio´n ge´nerica para la bifurcacio´n de Hopf siguiente
d
dµ
α(µ)|µ=0 6= 0
1.4.2. Bifurcacio´n de Hopf para mapeos
Fλ
(
x
y
)
= (λ+ β(x2 + y2))
(
cos(θ0 + µr
2), − sin(θ0 + µr2)
sin(θ0 + µr
2), cos(θ0 + µr
2)
)(
x
y
)
(1.4.2)
donde exp(niα) 6= 1 para n = 1, 2, 3, 4. el cual tiene un punto fijo (0, 0); este
sistema se expresa en coordenadas polares como{
r1 = λr + βr
3 + 0(r5)
θ1 = θ + α+ γr
2 + 0(r4)
, (1.4.3)
1.5 Ana´lisis de la forma normal en R2 en torno a un foco (para
una bifurcacio´n de Hopf) 11
de lo que se deduce la existencia de una o´rbita perio´dica en r =
√
(1−λ)
β
,
la estabilidad de la o´rbita depende del signo de β (la o´rbita de Hopf puede
ser subcr´ıtica o supercr´ıtica). El sistema (1.4.3) en variable compleja tiene la
siguiente expresio´n
zn+1 = 1 + αµ+ 0(µ
2) exp(iθ(µ))zn + A(µ)|zn|2zn + 0(|zn|2)
con la condicio´n generica d|λ|
dµ
(0) = α, de λ(µ) = 1 + αµ+ 0(µ2).
1.4.3. Bifurcacio´n de Bogdanov-Takens
corresponde al sistema bidimensional de dos para´metros, ver [PE]{
x˙ = y
y˙ = µ1 + µ2y + x
2 + xy
(1.4.4)
1.5. Ana´lisis de la forma normal en R2 en torno a un foco (para
una bifurcacio´n de Hopf)
Seguiremos con el procedimiento de la forma normal dada por Crawford
para el flujo en dos dimensiones
X˙ = V (X) ≡ V (1)(X) + V (2)(X) + ..., X ≡ (x, y) ∈ R2 (1.5.1)
V (1)(X) =
(
γx+ wy
−wx+ γy
)
(1.5.2)
Sea la transformacio´n
X ′ = X + φ(k)(X) (1.5.3)
cuya inversa es
X ′ = X − φ(k)(X) + 0(x2k+1) (1.5.4)
donde
φk : R2 −→ R2 (1.5.5)
es un mapeo polino´mico homogeneo de grado k. Esta transformacio´n en la
ecuacio´n (1.5.1) nos lleva a
X˙ = V (X)− Lk[φ(k)(X)] + 0(xk+1) (1.5.6)
donde
Lk[φ(k)(X)] = DV (1)(X)φ(k)(X)−Dφ(k)(X)V (1)(X). (1.5.7)
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Para cambiar todos los te´rminos de grado k, uno debe solucionar,
V (1)(X)− L[φ(k)(X)] = 0 (1.5.8)
o sea
φ(k)(X) = (Lk)−1[V (1)(X)]. (1.5.9)
Aqu´ı Lk puede ser visto como una matriz dimensionalmente finita y sera
posible cambiar todos los te´rminos de orden k si y solo si detL 6= 0.
As´ı φ(k)(X) puede ser asumida como un vector en el espacio dimensional
2(k + 1), a saber K(k)(R2), esto es, φ(k)(X) ∈ K(k)(R2) y Lk es una
transformacio´n lineal que actua sobre este espacio
Lk : K(k)(R2)→ L[K(k)(R2)] (1.5.10)
K(k)(R2) = Hk2 si el determinante detL
k = 0, entonces Lk tiene uno de
los valores propios cero. En la presencia de tal valor propio cero uno puede
especificar un subespacio completo =(k), como en (1.3.7),
K(k)(2) = L[K(k)(R2)] + =(k) (1.5.11)
Una vez =(k) es elegido , entonces los te´rminos de orden k pueden ser escritos
como
V (k) = V (k)r + V
(k)
g (1.5.12)
con
V (k) ∈ L[K(k)(R2)] (1.5.13)
y
V (k)g ∈ =(k) (1.5.14)
la componente V
(k)
r desaparece mediante este cambio de coordenadas.
Asumiremos la forma de φ(k) como
φ(k)(x, y) =
 φ(k)x (x, y)
φ
(k)
y (x, y)
 (1.5.15)
donde
Lk[φ(k)(x, y)] =
(
γ w
−w γ
)(
φ(k)(x)
φ(k)(x)
)
−

∂φk(x)
∂y
∂φk(x)
∂y
∂φk(y)
∂x
∂φk(y)
∂y
×( γx wy−wx γy
)
(1.5.16)
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Para determinar los valores propios de Lk es mas conveniente usar
coordenadas complejas (z, z¯). Entonces la ecuacio´n (1.5.15) escrita en variable
complejas como
Lk[φ(k)(z, z¯)] =
(
γ − iw 0
0 γ + iw
)(
φ(k)(z)
φ(k)(z¯)
)
−
 ∂φ
k(z)
∂z
∂φk(z)
∂z¯
∂φk(z¯)
∂z
∂φk(z¯)
∂z
( (γ − iw)z
(γ + iw)z¯
)
(1.5.17)
La ecuacio´n de arriba tiene vectores propios de la forma (O(k), 0) y (0, O(k)).
Supongamos el vector dado por
ξ
(k,l)
+ =
 zlz¯k−l
0

y
ξ
(k,l)
− =
 0
zlz¯k−l
 , l = 0, 1, 2, ..., k (1.5.18)
y sean los vectores propios de Lk y usando una base para H(k)(R2).Entonces
los valores propios de L pueden obtenerse de la forma
Lk[ξ
(k,l)
± ] = λ
(k,l)
± ξ
(k,l)
± (1.5.19)
donde
λ
(k,l)
± = (1− k)γ − iw(k − 2l ± 1) (1.5.20)
Para encontrar los te´rminos de orden k que no se pueden quitar por la
transformacio´n uno tiene que encontrar la condicio´n para valores propios
cero (puesto que detLk = 0 implica que al menos Lk tiene un valor propio
cero). Esto igualando a cero tanto la parte real como la imaginaria de (1.5.20)
obtenemos:
(1− k)γ = 0 (1.5.21)
(k − 2l ± 1)w = 0 (1.5.22)
En la bifurcacio´n de Hopf γ = 0 y w 6= 0 e implica que k − 2l ± 1 = 0. Ya
que 2l±1 es impar, para k par nunca se cumplira la ecuacio´n (1.5.22) y para
k impar, esto es k = 2i± 1 tenemos dos vectores propios:
ξ
(k,(k+1)/2)
+ =
 zl|z|k−l
0

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y
ξ
(k,(k+1)/2)
− =
 0
zl|z|k−l
 k = 3, 5, 7, ... (1.5.23)
Estos dos vectores forman una base para el subespacio complementario
(1.5.11) =(k). Mediante la aplicacio´n de la transformacio´n de coordenadas
sucesivamente uno puede obtener la forma normal de todo orden par
cambiando los te´rminos no lineales,(
z˙
˙¯z
)
=
(
γ − iw 0
0 γ + iw
)(
z
z¯
)
+
∞∑
j=1
(
αjz|z|2j
α¯j z¯|z|2j
)
(1.5.24)
la cual puede ser escrita en coordenadas polares en la forma estandar
r˙ = r
[
γ +
∑∞
j=1 ajr
2j
]
(1.5.25)
θ˙ = w +
∞∑
j=1
bjr
2j (1.5.26)
donde aj = Re(αj) y bj = −Im(αj).
1.6. Compactificacio´n de Poincare´ de un sistema dina´mico
1.6.1. La proyeccio´n estereogra´fica
Se trata de proyectar la esfera S2 = {(x, y, z) ∈ R3| ‖(x, y, z)‖ = 1} ⊆
R3 en el plano (x, y); ubicado en el polo norte de acuerdo con la proyeccio´n
pi:
Figura 1.6.1 Proyeccio´n estereografica
pi =

x = X
1−Z
y = Y
1−Z
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denominada proyeccio´n estereogra´fica; en este caso el polo norte (0, 0, 1)
es proyectado al infinito del plano, ‖(x, y)‖ −→ +∞. Los puntos dentro
del c´ırculo x2 + y2 = 1 corresponden a la semiesfera inferior; el origen
corresponde al punto (0, 0,−1); los puntos fuera del c´ırculo x2 + y2 = 1
corresponden al hemisferio superior. Usando esta proyeccio´n podemos ver el
sistema tridimensional
~˙x = F (~x(t))⇐⇒

x˙ = −y + xz2
y˙ = x+ yz2
z˙ = −z(x2 + y2)
Es tal que si v(x, y, z) = x2 + y2 + z2 entonces v˙ = 0, esto es su flujo esta en
la esfera S2; el flujo en la vecindad del polo norte es repulsor, y esta cualidad
en el infinito se puede calcular mediante su proyeccio´n en el plano.
1.6.2. La proyeccio´n central
De acuerdo a la gra´fica los puntos (X, Y, Z) ∈ S2 se proyectan al plano pi
ubicado tangente al polo norte con coordenadas (x, y) mediante el mapeo
C(X, Y, Z) =
(
X
Z
,
Y
Z
)
= (x, y)
C−1(x, y) =
(
x√
1 + x2 + y2
,
y√
1 + x2 + y2
,
1√
1 + x2 + y2
)
,
con mapeo inverso C−1 : pi −→ S2,
Figura 1.6.2. Proyeccio´n central
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En coordenadas locales de la esfera en un entorno de x = 1, tenemos
Cx(1, y, z) =
(
1
z
, u
z
)
; en coordenadas locales de un entorno de y = 1, tenemos
que Cy(x, 1, z) =
(
u
z
, 1
z
)
. Los mapeos de Cx,Cy, y analogamente Cz se llaman
mapeos de compactificacio´n de Poincare´; Cx, Cy se usan para conocer el
comportamiento del campo ~˙x = f(~x) en el infinito, el ecuador de la esfera.
En el ecuador de S2 pueden quedar nuevas singularidades y o´rbitas regulares
correspondiendo al infinito del plano as´ı:
∂x
∂t
= P (x, y)
∂y
∂t
= Q(x, y)
=⇒

∂u
∂t
= −uzP (1
z
, u
z
) + zQ(1
z
, u
z
)
∂z
∂t
= −z2P (1
z
, u
z
)
haciendo dτ = dt
zn
, donde n es el mayor grado entre los polinomios P y Q,
obtenemos 
∂u
∂τ
= P ∗(u, z)
∂z
∂τ
= Q∗(u, z)
sistema el cual esta definido en z = 0, esto es en el infinito.
1.6.3. Observacio´n
Como S2 se puede expresar en coordenadas esfe´ricas, C : (ρ, φ, θ) −→
(ρ sinφ cos θ, ρ sinφ sin θ, ρ cos θ), sus coordenadas son ψ(x, y, z) =
(arc cos(z), arctan( y
x
)) = (φ, θ), donde se toma φ = arc cos(x2 + y2 + 1)−
1
2 .
La inversa de ψ0C
−1 es el mapeo P (φ, θ) = (tanφ cos θ, tanφ sin θ), y resulta
(1.1.5) que el campo vectorial definido en el plano tangente pi es dado por la
siguiente expresio´n
y˙ = y(φ, θ) = (DP )−1[f(P (φ, θ))]
1.7. Metodos nume´ricos para resolver ecuaciones diferenciales
Para la ecuacio´n diferencial ordinaria
dx
dt
= f(t, x)
con a ≤ t ≤ b, con condiciones iniciales y(a) = α; tenemos por lo
menos los siguientes me´todos nume´ricos para resolver este tipo de ecuaciones
diferenciales:
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1.7.1. Me´todo de Euler [Ki,Che]
Dividimos el intervalo [a, b] en N puntos con taman˜o del paso h = b−a
N
, y
hacemos tk = a + kh para cada k = 0, 1, 2, ..., N si y(t) es la solucio´n u´nica
de la ecuacio´n diferencial, la expandimos usando el teorema de Taylor, de la
siguiente forma:
y(tk+1) = y(tk) + (tk+1) · y′(tk) + (tk+1 − tk)
2
2
· y′′(ξk)
para algu´n ξk ∈ (tk, tk+1). Esto es si h = tk+1 − tk, entonces
wk+1 := y(tk+1) = y(tk) + hy
′(tk) +
h2
2
y′′(ξk),
donde podemos asumir que 0(h2) = 0
1.7.2. El me´todo de Runge-Kutta
Da el siguiente algoritmo para el ca´lculo de pendientes:
wk+1 = wk +
1
6
(k1 + 2k2 + 2k3 + k4), i = 0, 1, 2, ..., N − 1
w0 = α
k1 = hf(tk, wk)
k2 = hf(tk +
h
2
, wk +
k1
2
)
k3 = hf(tk +
h
2
, wk +
k2
2
)
k4 = hf(tk+1, wk + k3).
(1.7.1)

CAP´ITULO 2
Modelo de Fitzhugh-Nagumo para el potencial de una
membrana
2.1. Fundamentos
El cerebro es un sistema complejo y la comprensio´n de la actividad
cerebral, por su importancia y dificultad, constituye uno de los grandes
retos de la ciencia moderna. No es posible prescindir del uso de modelos
matema´ticos para entender la funcionalidad de la mente, en te´rminos
de las bases fisicoqu´ımicas de la fisiolog´ıa del cerebro. La aproximacio´n
matema´tica al estudio del cerebro y del sistema nervioso en general con-
templa, entre otros aspectos, la construccio´n y el ana´lisis de modelos de las
unidades fundamentales que los constituyen: las ce´lulas nerviosas o neuronas.
Es un hecho notable que los feno´menos ele´ctricos juegan un papel de-
terminante en la fisiolog´ıa de las ce´lulas nerviosas. En el siglo XVII, a
partir de los experimentos realizados por Luigi Galvani en la Universidad
de Bolonia durante la de´cada de 1780-90, se demostro´ que la aplicacio´n de
corrientes ele´ctricas provoca una accio´n neuromotora (contracciones) en las
ancas de ranas. Despue´s, a mediados del siglo XIX se constato´ que la accio´n
nerviosa y muscular no se debe tanto a la circulacio´n de corrientes ele´ctricas
a lo largo de las fibras nerviosas, sino que es concomitante a variaciones del
voltaje, y la consecuente circulacio´n de corrientes ele´ctricas, a trave´s de la
membrana celular. En esta e´poca, Carlo Matteuci y Emil du Bois-Reymond
lograron medir estos flujos de cargas, tanto en mu´sculos como en nervios,
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en presencia de contracciones musculares o bajo la aplicacio´n de pulsos
ele´ctricos externos. Posteriormente, en 1868, Julius Bernstein -disc´ıpulo de
du Bois-Reymond- logro´ medir el curso temporal de los cambios del voltaje
de la membrana de una fibra nerviosa, dando as´ı inicio a la electrofisiolog´ıa
moderna.
Un avance importante tuvo lugar a mediados del siglo pasado. Basa-
dos en una serie de experimentos, que fueron interrumpidos por la Segunda
Guerra Mundial, los ingleses Alan Lloyd Hodgkin y Andrew Fielding Huxley
[FH]estudiaron experimentalmente la dina´mica del voltaje transmembranal
en el axo´n (gigante) de una neurona de calamar, al ser aplicada una
estimulacio´n ele´ctrica externa. En 1952, a partir de estos estudios, dichos
investigadores propusieron una teor´ıa biof´ısica y un modelo con cuatro
ecuaciones diferenciales no lineales, que explico´ y reprodujo los resultados
experimentales conocidos hasta el momento. Su estudio revelo´ que la onda
del voltaje observada o espiga, que se propaga a lo largo de las fibras
nerviosas, se debe a la permeabilidad io´nica -selectiva y dependiente, a su
vez, del mismo voltaje a trave´s de la membrana de la ce´lula nerviosa. Debido
a estas investigaciones, Hodgkin y Huxley, recibieron en 1963 -junto con Sir
John Carew Eccles- el premio Nobel de Medicina y Fisiolog´ıa.
El modelo de Hodgkin y Huxley consta de cuatro ecuaciones diferenciales
no lineales. Este tipo de ecuaciones tienen que ser estudiadas recurriendo
a me´todos cualitativos de ana´lisis y simulaciones computacionales, basadas
en la solucio´n nume´rica del sistema. Para lograr una mejor comprensio´n
del feno´meno se han construido modelos que simplifican la estructura
matema´tica del sistema Hodgkin y Huxley, capturando exclusivamente la
esencia dina´mica de algunos de los procesos involucrados. Estos modelos
simplificados proveen esquemas teo´ricos que permiten la comprensio´n de los
feno´menos estudiados, a diferentes niveles de detalle.
El trabajo de Richard FitzHugh, en el laboratorio de Biof´ısica de los
National Institutes of Health, USA, constituyo´ un gran avance en esta
direccio´n. Basado en el trabajo previo de Balthazar van der Pol, propuso
una simplificacio´n considerable del modelo de Hodgkin y Huxley. Su modelo
consta de dos ecuaciones diferenciales de primer orden, una lineal y otra
cu´bica. Siendo susceptible de un ana´lisis bastante completo, este sistema
permite una comprensio´n cualitativa del feno´meno de excitabilidad, desde
el punto de vista de la dina´mica matema´tica y constituye un modelo cla´sico
de la neurofisiolog´ıa. Otros feno´menos importantes, como la produccio´n de
ra´fagas perio´dicas de impulsos nerviosos (bursting) no pueden ser explicados
con el modelo de FitzHugh y requieren modelos de mayor complejidad
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matema´tica [BA,CARR,ON].
Simulta´nea e independientemente del trabajo de FitzHugh, el investi-
gador japone´s Jin-ichi Nagumo propuso como ana´logo neuronal, un circuito
ele´ctrico no lineal, gobernado por un sistema de dos ecuaciones tambie´n
semejantes a las de van der Pol.
Actualmente, al ana´logo simplificado propuesto por estos autores, se
le conoce como modelo de FitzHugh-Nagumo. La importancia actual de este
modelo transciende el a´mbito de la biof´ısica y la neurofisiolog´ıa, siendo de
intere´s para los profesionales de otras ramas de las ciencias que necesitan
comprender la constelacio´n de fe´nomenos no lineales, que son concominantes
al fe´nomeno de excitabilidad. Particularmente, el modelo es de intere´s para
ingenieros y cient´ıficos interesados en el estudio de sistemas de integracio´n ,
disparo y oscilaciones de relajacio´n que, t´ıpicamente se producen en e´stos.
2.2. Estructura de una neurona
Las ce´lulas nerviosas var´ıan en su forma y taman˜o pero protot´ıpicamente
esta´n constituidas por tres partes principales: El cuerpo celular o soma, las
dendritas y el axo´n (ver figura 2.1). El soma contiene al nu´cleo de la ce´lula
y por lo tanto es poseedor del material gene´tico de la neurona. Aqu´ı ocurren
los mecanismos bioqu´ımicos sintetizadores de enzimas y dema´s prote´ınas
necesarias para mantenerlas vivas. Las dendritas y el axo´n son filamentos
con mu´ltiples ramificaciones que le permiten a la ce´lula nerviosa recibir o
transmitir sen˜ales a otras ce´lulas.
Tradicionalmente, se cree que en el soma se lleva acabo un proceso de
integracio´n de las sen˜ales provenientes de las dendritas que terminan con el
env´ıo de una respuesta concordante hacia otras ce´lulas receptoras, a trave´s
de una larga fibra que es el axo´n, la interaccio´n entre las ce´lulas se produce
a trave´s de conexiones llamadas sinapsis. Estas se clasifican en dos tipos: las
sinapsis qu´ımicas y las ele´ctricas. En la sinapsis qu´ımicas existe un espacio
(intersina´ptico) que separa las neuronas de ambas ce´lulas y por lo tanto es
necesaria la presencia de agentes qu´ımicos (neurotransmisor) que se difunden
a trave´s del espacio intersina´ptico para posibilitar el restablecimiento de la
sen˜al ele´ctrica. Por su parte, en las ele´ctricas existe una conexio´n directa que
permite el paso de corrientes ele´ctricas de una ce´lula a otra, sin la mediacio´n
de neurotransmisores.
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Figura 2.1 Esquema de una neurona t´ıpica (izquierda). Microfotograf´ıa de un par
de neuronas de la corteza cerebral de una rata de 19 d´ıas de vida (derecha).
En los circuitos cerebrales, una sola neurona so´lo puede recibir entre
10,000 y 20,000 sinapsis de cientos de neuronas, y mandar proyecciones a
cientos y a veces miles de neuronas blanco. La funcionalidad del cerebro
emerge de la suma de todas las interacciones que tienen lugar entre las ce´lu-
las constituyentes. El sustrato de esta funcionalidad tiene una complejidad
extraordinaria. Un cerebro cuenta con varios cientos de miles de millones de
neuronas, que individualmente pueden llegar a tener conexiones con varias
centenas de otras ce´lulas nerviosas.
2.3. Excitabilidad de la membrana celular
Las neuronas esta´n cubiertas por una membrana compuesta de complejos
prote´ınicos y l´ıpidos orientados que forman estructuras encargadas del
transporte de solutos y electrolitos, entre el interior y el exterior de la ce´lula
nerviosa. Entre e´stas esta´n los llamados canales io´nicos, que sirven para
regular las corrientes io´nicas transmembranales responsables de originar la
formacio´n de los trenes de espigas de voltaje, que son sen˜ales nerviosas. Los
primeros estudios experimentales que se llevaron a cabo, fueron facilitados
por el descubrimiento del axo´n gigante de una de las ce´lulas que controlan
la accio´n neuromotora del calamar. Cuando, en esta preparacio´n cla´sica se
coloca un par de electrodos, uno en el interior y otro en el exterior del
axo´n, se mide un voltaje de aproximadamente −70mV, llamado voltaje o
potencial de membrana en reposo. Al aplicar un pequen˜o y breve pulso de
corriente ele´ctrica despolarizante, se advierte un incremento en el voltaje
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a trave´s de la membrana celular, que decae asinto´ticamente hasta que se
alcanza otra vez el potencial de reposo. Si la amplitud del pulso de corriente
aplicado es suficientemente grande, lo cual corresponde a llevar el potencial
de la membrana por encima de un umbral de aproximadamente −55mV , se
observa un aumento desproporcionado del voltaje, hasta que e´ste alcanza un
valor ma´ximo cercano a +30mV , para luego decrecer ma´s alla´ del potencial
del reposo, hasta alcanzar su valor ma´ximo a los −80mV . En una u´ltima
fase del proceso, lentamente, se recupera el voltaje de reposo: −70mV . El
fe´nomeno anterior es llamado impulso nervioso, potencial de accio´n o espiga
de voltaje y dura alrededor de dos milisegundos (ver figura 2.2).
Figura 2.2 Curso temporal del voltaje ele´ctrico a trave´s de la membrana celular,
durante un potencial de accio´n.
Experimentalmente, se comprueba que la amplitud ma´xima del poten-
cial de accio´n (+30mV en la preparacio´n cla´sica) es independiente de la
magnitud del est´ımulo ele´ctrico aplicado, siempre y cuando e´ste rebase el
valor del umbral (−55mV ).Este hecho es conocido como la ley del “todo
o nada”. Al aplicar secuencialmente breves est´ımulos (supraumbrales)
suficientemente espaciados en el tiempo, la membrana responde cada vez
produciendo ide´nticos potenciales de accio´n. En cambio, si el lapso entre
est´ımulos se va reduciendo, se observa que, para intervalos de tiempo de
entre 0,25ms y 0,5ms, es imposible excitar a la membrana por segunda vez.
Este lapso cr´ıtico es llamado per´ıodo refractario.
Bajo ciertas condiciones, si en vez de aplicar un breve pulso de corriente, se
le aplica a la ce´lula una corriente constante de magnitud I, e´sta responde
con un tren perio´dico de disparos de potenciales de accio´n, que tiene una
frecuencia creciente con el valor de la intensidad de la corriente aplicada
(ver figura 2.3). Esto quiere decir que la intensidad del est´ımulo se codifica
en te´rminos de la frecuencia de las espigas.
Existe un amplio rango de frecuencias que se observan fisiolo´giamente,
pero como los per´ıodos refractarios son generalmente de menos de un
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milisegundo, las frecuencias ma´ximas resultan ser inferiores a 1000 espigas
por segundo.
Es importante destacar que las neuronas cerebrales son mucho ma´s
complejas que los axones del calamar. La diversidad de canales io´nicos que
tienen les permite generar trenes de potenciales de accio´n con diferentes
estructuras temporales; unas disparan en ra´fagas, otras “adaptan” su
disparo (esto es, cambian su frecuencia con el tiempo), otras ma´s disparan
perio´dicamente todo el tiempo, etc. Si se quisiera modelar esta riqueza
dina´mica con ecuaciones del tipo de Hodgkin y Huxley, cada neurona
requer´ıa de un sistema de entre 10 y 20 ecuaciones diferenciales no lineales
(para tomar en cuenta los diferentes tipos de canales io´nicos involucrados).
Por lo tanto, es realmente notable que los aspectos ma´s ba´sicos de la
dina´mica de las ce´lulas nerviosas puedan comprenderse con el simple modelo
de FitzHugh-Nagumo.
Figura 2.3 Respuesta de una ce´lula del neuroestriado del cerebro de una rata al
aplicarse una corriente sostenida durante un intervalo de tiempo de aproximadamente
medio segundo.
2.4. Modelo de Fitzhugh Nagumo
Las caracter´ısticas ma´s sobresalientes del potencial de accio´n y su
dina´mica, fueron modeladas satisfactoriamente por Hodgkin y Huxley, con su
sistema de cuatro ecuaciones diferenciales no lineales. A pesar de que todos los
elementos all´ı involucrados, tienen un claro significado biof´ısico, sin embargo,
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la complejidad matema´tica dificulta enormemente su ana´lisis. Con el afa´n
de comprender la esencia de la dina´mica del fe´nomeno de excitabilidad,
FitzHugh construyo´ un sistema ma´s simple (dos ecuaciones diferenciales),
basado en la famosa ecuacio´n de Van Der Pol [GU,HO]. Se trata de un sistema
que a pesar de ser no lineal, es suceptible de un ana´lisis cualitativo bastante
completo por ser bidimensional. El sistema se representa generalmente en la
forma siguiente:
dv
dt
= V (v, w) = I − v(v − a)(v − 1)− w (2.4.1)
dw
dt
= W (v, w) = b(v − gw) (2.4.2)
siendo I, g ≥ 0, b > 0 y 0 < a < 1 los para´metros. No se trata de un modelo
que describa detalladamente la realidad biof´ısica de las ce´lulas nerviosas sino
que constituye ma´s bien lo que se conoce como un “ana´logo” que imita la
dina´mica neuronal. Para poder hacer la interpretacio´n de la dina´mica del
sistema FitzHugh-Nagumo en te´rminos biof´ısicos, se considera la variable
de estado v como el voltaje a trave´s de la membrana y se considera que el
para´metro I representa la corriente externa aplicada a la ce´lula nerviosa.
Siguiendo a FitzHugh, conviene pensar la variable de estado w, como una
variable de recuperacio´n del sistema sin significado biof´ısico espec´ıfico.
El sistema FitzHugh-Nagumo constituye hoy en d´ıa el modelo esta´ndar del
fe´nomeno de excitacio´n.
2.4.1. Estados de equilibrio y ceroclinas
Al resolver, anal´ıtica o nume´ricamente, el sistema de ecuaciones diferen-
ciales que gobiernan la dina´mica de la neurona, encontramos la evolucio´n
temporal de las variables de estado del sistema, (v(t), w(t)), a partir de algu-
na condicio´n inicial (v0, w0), predeterminada. El espacio donde habitan las
variables de estado (v, w), es llamado espacio de fases o espacio de estados
y en e´l podemos visualizar la evolucio´n del sistema (la neurona), graficando
las o´rbitas de la ecuacio´n diferencial (es decir las ima´genes de las soluciones
de la ecuacio´n diferencial). Los puntos del espacio de estados de un sistema
de ecuaciones diferenciales, para los cuales las derivada respecto al tiempo de
las variables de estado involucradas se anulan simulta´neamente, constituyen
los estados de equilibrio o estados esta´ticos del sistema.
Igualando a cero las ecuaciones (2.4.1,2.4.2)del sistema de FitzHugh-Nagumo
se encuentran las ecuaciones de los estados de equilibrio:
0 = I − v(v − a)(v − 1)− w
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0 = b(v − gw)
Por lo tanto
w = I − v(v − a)(v − 1)
w = g−1v
(2.4.3)
Las curvas que determinan cada una de estas ecuaciones por separado en el
espacio estado (v, w), son llamadas curvas ceroclinas del sistema. E´stas son
el lugar geome´trico de los puntos del espacio de estados en los que el campo
vectorial asociado al sistema es, respectivamente, vertical u horizontal. La
primera de estas ecuaciones corresponde a los estados en los cuales no hay
cambio instanta´neo en v (se obtuvo al hacer dv
dt
= 0), y la segunda, a los
estados para los cuales no hay cambio instantaneo en w (se obtuvo al hacer
dw
dt
= 0).
Cada una de las ecuaciones del sistema (2.4.3) representa una curva en
el espacio de estados (v, w) del sistema FitzHugh-Nagumo. A la primera
ecuacio´n le corresponde la gra´fica de un polinomio cu´bico y a la segunda
le corresponde la gra´fica de una recta que pasa por el origen. Los puntos
en donde estas curvas (la cu´bica y la recta) se intersecan, son los puntos
de equilibrio del sistema -no se producen cambios, ni en v ni en w. Como
estas curvas pueden tener hasta tres intersecciones, el nu´mero ma´ximo de
equilibrios del sistema FitzHugh-Nagumo es tres. Ejemplos de cuando se
tienen uno, dos o tres puntos fijos se muestran en la figura 2.4.
Figura 2.4.1 Se grafican las dos ceroclinas del sistema de FitzHugh-Nagumo.
Dependiendo del valor de los para´metros se pueden obtener uno, dos o tres cruces. Aqu´ı se
muestran tres ejemplos: si a = 0,15, b = 0,01, g = 2,5, I = 0 se tiene un solo punto fijo;
si a = 0,15, b = 0,01, g = 5,45, I = 0 se tienen dos puntos fijos; si a = 0,15, b = 0,01,
g = 7,0, I = 0 se tienen tres puntos fijos.
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2.4.2. Estabilidad del potencial de reposo y linealizacio´n
Para analizar la dina´mica de un sistema de ecuaciones diferenciales, es
necesario estudiar sus estados de equilibrio, y la estabilidad de los mismos.
Dos sistemas que tengan un nu´mero distinto de estados de equilibrio, o el
mismo nu´mero, pero con diferente estabilidad, tendra´ un comportamiento
cualitativamente diferente. Los estados de equilibrio de un sistema dina´mico
pueden ser inestables, estables o asinto´ticamente estables. Si se trata de un
estado de equilibrio inestable, una pequen˜a perturbacio´n puede hacer que el
sistema evolucione a estados muy lejanos de e´l y se pierda el equilibrio; si se
trata de un equilibrio estable, las soluciones vecinas no se alejara´n nunca de
e´l; y si el equilibrio es asinto´ticamente estable, despue´s de cualquier pequen˜a
perturbacio´n, e´ste tendera´ a restablecerse automa´ticamente.
Es conocido que, bajo ciertas condiciones que se puedan verificar com-
putacionalmente, la dina´mica local, alrededor de un estado de equilibrio
de un sistema no lineal, puede aproximarse bastante bien, utilizando so´lo
la parte lineal del campo vectorial. A continuacio´n se recordara´ la idea de
este procedimiento y el teorema que establece la relacio´n entre el sistema no
lineal y su linealizacio´n, as´ı como las condiciones de su validez.
Si se tiene un sistema no lineal en dos dimensiones, dado por las funciones
continuamente diferenciables Xi(x1, x2), i = 1, 2, .... en una vecindad de
un punto entonces, utilizando la expansio´n de Taylor se tiene:
Xi(x1, x2) = Xi(ξ, η) + (x1 − ξ)∂Xi
∂x1
(ξ, η) + (x2 − η)∂Xi
∂x2
(ξ, η) +Ri(x1, x2)
donde Ri(x1, x2) satisface l´ımr→0
[
Ri(x1,x2)
r
]
= 0 con r = [(x1 − ξ)2 + (x2 −
η)2]
1
2 .
Si (ξ, η)es un punto fijo del sistema de ecuaciones diferenciales x˙ = X(x), con
x = (x1, x2) y X = (X1, X2), entonces Xi(ξ, η) = 0. Utilizando este hecho y
la expansio´n de Taylor se encuentra que:
x˙1 = (x1 − ξ)∂X1
∂x1
(ξ, η) + (x2 − η)∂X1
∂x2
(ξ, η) +R1(x1, x2)
x˙2 = (x2 − ξ)∂X2
∂x1
(ξ, η) + (x2 − η)∂X2
∂x2
(ξ, η) +R2(x1, x2)
y la parte lineal de este sistema, utilizando las nuevas coordenadas y1 = x1−ξ
y y2 = x2 − η, se puede escribir como:(
y˙1
y˙2
)
=
(∂X1
∂x1
∂X1
∂x2
∂X2
∂x1
∂X2
∂x2
)
(x1,x2)=(ξ,η)
(
y1
y2
)
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A esta matriz de 2 × 2 se le conoce como la matriz de linealizacio´n en el
punto (ξ, η).El siguiente teorema establece la relacio´n entre un sistema no
lineal (en el plano) y el sistema lineal que se obtiene utilizando la matriz de
linealizacio´n.
Teorema 2.4.1. Sea x˙ = X(x) un sistema no lineal, con x = (x1, x2), tal
que su matriz de linealizacio´n A = DX((ξ, η)) en el estado de equilibrio
(ξ, η) sea no singular (detA 6= 0). Entonces, si el sistema linealizado no es
un centro (es decir los valores propios de A no son imaginarios), la dina´mica
del sistema y la de linealizacio´n son cualitativamente equivalentes en una
vecindad de x = (ξ, η).
La matriz A de linealizacio´n del sistema FitzHugh-Nagumo alrededor del
punto (ξ, η) = (v0, w0) es: ∂V∂v ∂V∂w
∂W
∂v
∂W
∂w

(v,w)=(v0,w0)
=
−3v20 + 2(a+ 1)v0 − a −1
b −bg

y el sistema linealizado alrededor del equilibrio es:
v˙ = (−3v20 + 2(a+ 1)v0 − a)v − w
w˙ = b(v − gw) (2.4.4)
La estabilidad de los puntos fijos esta´ relacionada con los valores propios de
la matriz de este sistema lineal. Cuando la parte real de todos los valores
propios es negativa, el equilibrio es asinto´ticamente estable; cuando al menos
uno es cero, es estable ; cuando algu´n valor propio es positivo, el sistema
lineal es inestable.
2.5. Ana´lisis parame´trico
Los resultados experimentales indican que las neuronas presentan un solo
estado de equilibrio correspondiente al potencial de reposo de la membrana.
Para analizar esta situacio´n en el modelo matema´tico, consideraremos que
los para´metros del sistema FitzHugh-Nagumo tienen valores que garantizan
la existencia de un u´nico punto esta´tico y entonces examinaremos dos casos:
auto´nomo, cuando la estimulacio´n externa es cero (I = 0) y el forzado,
cuando a la ce´lula se le aplica, externamente, una corriente continua (I =
constante).
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2.5.1. Existencia de un u´nico estado de equilibrio
Como hemos observado anteriormente, dependiendo de los valores de sus
para´metros, el sistema FitzHugh-Nagumo puede tener uno, dos o tres estados
de equilibrio. Ahora queremos averiguar bajo que´ condiciones parame´tricas
se puede asegurar la existencia de un u´nico punto de equilibrio. Para esto
observamos primero que el para´metro b no es relevante en este ana´lisis: las
coordenadas de los puntos de equilibrio del sistema no dependen de b, ya
que e´ste no figura en las ecuaciones de la ceroclinas. Conviene hacer dos
observaciones geome´tricas en el plano de fases del sistema FitzHugh-Nagumo.
Si se mantienen fijos los para´metros a y g, la modificacio´n de los valores del
para´metro I tiene como consecuencia la traslacio´n de la ceroclina cu´bica, en
la direccio´n del eje w; si se mantienen fijos los para´metros I y a, el modificar
el para´metro g tiene como efecto un cambio en el valor de la pendiente de
la ceroclina recta. A partir de estas consideraciones, no es dif´ıcil llegar a la
siguiente observacio´n geome´trica.
Fijemos el para´metro a en el intervalo (0, 1) y denotemos por c a la pendiente
de la ceroclina cu´bica en su punto de inflexio´n. Si la pendiente (1
g
) de la
ceroclina recta es mayor o igual a c, entonces para todo valor del para´metro
I, el sistema FitzHugh-Nagumo tiene un u´nico punto de equilibrio.
Calculemos el valor de la pendiente de la ceroclina cu´bica, w = I − v(v −
a)(v − 1), en su punto de inflexio´n:
d2w
dv2
= −6v + 2(a+ 1)
y
d2w
dv2
= 0⇐⇒ v = a+ 1
3
Entonces en v = a+1
3
la ceroclina cu´bica tiene el punto de inflexio´n. La
pendiente que tiene la ceroclina en este valor de v se calcula fa´cilmente:
dw
dv
∣∣∣∣
v=a+1
3
=
a2 − a+ 1
3
= c
obtenemos as´ı el siguiente resultado .
Proposicio´n 2.5.1. Para calcular seleccio´n de para´metros, (a, I, b, g)
del sistema FitzHugh-Nagumo. Si se cumple la condicio´n
1
g
≥ a
2 − a+ 1
3
= c (2.5.1)
entonces hay un u´nico equilibrio.
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2.5.2. Caso auto´nomo
Analizamos primero el caso en el que I = 0, lo cual significa que a
la membrana neuronal no se le aplica corriente alguna. Bajo estas condi-
ciones, los experimentos fisiolo´gicos revelan que el potencial de reposo se
comporta como un atractor. Si el potencial de la membrana es perturbado
con un pulso de corriente (ver figura 2.6), e´ste esponta´neamente se recu-
pera regresando a su valor inicial (potencial de reposo). Cuando I = 0
y se cumple la desigualdad (2.5.1), en el modelo matema´tico el origen
(v0, w0) es el u´nico estado de equilibrio del sistema FitzHugh-Nagumo de-
bido a que las ceroclinas de este sistema se intersecan en el origen del espacio.
Averiguˆemos ahora si este (u´nico) estado de equilibrio del modelo es
estable, como debe corresponder a la realidad biolo´gica observada. Para
e´sto aplicaremos el procedimiento de linealizacio´n y buscaremos condiciones
sobre los para´metros, de manera que la parte real de los valores propios del
sistema linealizado sea menor que cero. De acuerdo con la ecuacio´n (2.4.4),
el sistema linealizado alrededor del (0, 0) ser´ıa en este caso
v˙ = −av − w
w˙ = b(v − gw)
Los valores propios del sistema resultan entonces:
λ1,2 =
1
2
[
(−a− bg)±
√
(−a− bg)2 − 4(abg + b)
]
o´
λ1,2 = −
(
a+ bg
2
)
±
√
(a− bg)2 − 4b
2
Para llevar a cabo el ana´lisis conviene separar dos casos: cuando los valores
propios son reales y cuando e´stos no son reales.
Caso real. Este se produce cuando (a − bg)2 ≥ 4b. Para que los
valores propios sean menores que cero, se tiene que cumplir que
a + bg >
√
(a− bg)2 − 4b, lo cual equivale a que ga > −1; e´sto se
cumple siempre, pues, desde el planteamiento de las hipo´tesis de modelo
FitzHugh-Nagumo, hemos supuesto que a, b > 0 y g ≥ 0.
Caso no real. Si (a − bg)2 < 4b, la parte real de los valores propios
es menor que cero si a + bg > 0. Esto tambie´n se cumplira´ siempre, ya
que a, b > 0 y g ≥ 0. As´ı llegamos a la conclusio´n que expresa la siguiente
proposicio´n.
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Proposicio´n 2.5.2. Si en el sistema de FitzHugh-Nagumo existe un solo
punto fijo y no hay estimulacio´n externa (es decir cuando I = 0), entonces
para todo valor de los para´metros a, b > 0 y g ≥ 0, el estado de equilibrio
(v0, w0) = (0, 0) es asinto´ticamente estable.
En referencia a la figura (2.5), conviene notar que las constantes a = 0,15,
b = 0,01 y g = 0,25 verifican la condicio´n (2.5.1) y en consecuencia el sistema
tiene un u´nico estado de equilibrio. Por la proposicio´n anterior este estado
de equilibrio (v0, w0) = (0, 0) es un atractor. all´ı se calculan y muestran las
ceroclinas del sistema FitzHugh-Nagumo y algunas o´rbitas en el espacio de
fases, as´ı como los correspondientes cursos temporales del voltaje, cuando la
corriente aplicada es cero. Se aprecia claramente que los cursos temporales
que produce el modelo son cualitativamente iguales a los potenciales de
accio´n que se observan en el experimento (comparar con la figura 2.2).
Se muestra adema´s, que el experimento de perturbacio´n del potencial de
reposo de la neurona, queda bien modelado por las ecuaciones del sistema
FitzHugh-Nagumo (escogiendo soluciones con condiciones iniciales de la
forma (v0, w0) = (0, vu ± ε) siendo vu el potencial umbral y ε una pequen˜a
perturbacio´n). Observamos tambie´n en esta figura que al aplicar a la
neurona una serie de pertubaciones, que tengan el efecto de incrementar
progresivamente el valor del voltaje de la membrana v1 < v2 < v3 < ..., se
obtiene primero una respuesta pasiva (lineal) de la membrana, cuyo voltaje
no excede a la amplitud del la perturbacio´n inicial. Despue´s, cuando la
perturbacio´n cruza el valor umbral, se obtiene una respuesta activa (no
lineal), caracterizada por un incremento desproporcionado del voltaje v(t),
hasta alcanzar un valor ma´ximo que es mucho mayor que el valor de la
perturbacio´n inicial. Finalmente, se observa tambie´n que la diferencia entre
los cursos temporales de perturbaciones que superan el umbral es muy poco
significativa, dando lugar a potenciales de accio´n que son pra´cticamente
indistinguibles.
Figura 2.5.2 Fe´nomeno de excitabilidad. Izquierda: O´rbitas el espacio de estados.
Derecha: Correpondientes cursos temporales del potencial ele´ctrico. Los para´metros
utilizados en ambos casos son I = 0, a = 0,15, b = 0,01 y g = 2,5.
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2.5.3. Estimulacio´n de la ce´lula con una corriente externa
Investigaremos ahora la forma en que la membrana responde cuando se
le aplica una corriente I constante en el tiempo (lo que en la jerga de los
ingenieros electro´nicos se conoce como una corriente continua; ver figura
2.6). F´ısicamente es de esperar que exista un valor cr´ıtico de I (la corriente
aplicada) a partir de la cual la dina´mica ele´ctrica de la membrana celular
exhiba trenes perio´dicos de potenciales de accio´n, cuya frecuencia var´ıe o
simplemente crezca al aumentar la intensidad de la corriente, lo cual se
registra en las ecuaciones 2.4.1 y 2.4.2.
Veamos que´ predice el modelo de FitzHugh-Nagumo en estas condi-
ciones. Aumentar el valor de la corriente I, traslada la gra´fica de la
ceroclina cu´bica verticalmente en el sentido positivo del eje w del plano de
fases, lo cual tiene como efecto incrementar el valor de la componente v
del estado de equilibrio del sistema (ver figura 2.10). Es importante estu-
diar la variacio´n de la estabilidad de este equilibrio cuando ocurre tal cambio.
Figura 2.5.3 a) Estimulacio´n del axo´n con una corriente I(t). En el caso A se aplica un
pulso de corriente y en el caso B una corriente continua.
Puede demostrarse que si los para´metros del sistema FitzHugh-Nagumo
satisfacen la condicio´n
bg ≥ c (2.5.2)
el equilibrio es asinto´ticamente estable para todo valor de I. En este caso,
el incrementar la corriente tiene so´lo el efecto de aumentar el valor de la
componente v del equilibrio (es decir el valor del potencial de reposo),
como lo ilustra la figura 2.7; obse´rvese que la funcio´n cu´bica se desplaza
verticalmente con respecto a las ecuaciones 2.4.1 y 2.4.2.
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Figura 2.5.3 b) Configuracio´n parame´trica (a = 0,15, b = 0,14 y g = 2,5) para la cual el
punto de equilibrio resulta ser un atractor para todo valor de I; los valores de la corriente
para cada una de las gra´ficas son I = 0,01 (arriba a la izquierda), I = 0,095 (arriba a la
derecha) e I = 0,35 (abajo).
Cuando se tiene una configuracio´n parame´trica del sistema FitzHugh-
Nagumo con bg < c puede demostrarse la existencia de dos valores de la
corriente aplicada I1(g, b) y I2(g, b) para los cuales la traza de la matriz de
linealizacio´n del sistema en el punto de equilibrio se anula y tales que al
traspasarlos, variando el valor de I, la traza cambia de signo. Como el signo
de la traza de la matriz de linealizacio´n da el signo de la parte real de los
valores propios del sistema linealizado, asociado a esta transicio´n se produce
un cambio en la estabilidad del equilibrio. Este hecho se ilustra en la figura 2.8
Figura 2.5.3 c) Configuracio´n parame´trica (a = 0,15, b = 0,08 y g = 2,5) para la cual
el estado de equilibrio pierde la estabilidad al incrementar la intensidad de la corriente
aplicada. Obse´rvese que un incremento adicional de la corriente aplicada puede volver a
estabilizar el voltaje de reposo. Los valores de la corriente, para cada una de las gra´ficas
son I = 0,01 (arriba a la izquierda), I = 0,095 (arriba a la derecha) e I = 0,35 (abajo).
La situacio´n anterior configura lo que se conoce como escenario de la
bifurcacio´n Andronov-Hopf. Obse´rvese que, asociado al proceso de inesta-
bilizacio´n del estado de equilibrio, aparece un ciclo l´ımite estable (es decir
una o´rbita perio´dica atractora). En la figura 2.9 se muestra una secuencia
de ciclos l´ımite en la que se van disminuyendo los valores del para´metro b.
El l´ımite b −→ 0 es lo que se conoce en lenguaje matema´tico como el l´ımite
singular del sistema de ecuaciones diferenciales. Es cuando b << 1 que
el modelo FitzHugh-Nagumo reproduce cualitativamente la dina´mica del
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potencial de accio´n de una neurona. En este caso se obtienen trayectorias en
el espacio de estados casi horizontales, debido a que la variable w empieza
a variar muy lentamente respecto a la variable v (los valores propios de w˙
se hacen mucho ma´s pequen˜os que los de v˙). Al respecto, ver 2.4.1; no´tese
que cerca de la ceroclina cu´bica los valores de v˙ y w˙ pueden tener el mismo
orden de magnitud. En la figura 2.10 se muestra co´mo al aumentar los
valores de la corriente I se produce la transicio´n, del re´gimen excitable
al re´gimen oscilatorio del sistema FitzHugh-Nagumo. En la figura 2.10 se
muestra como, de acuerdo a lo observado experimentalmente (comparar con
la figura 1.3), la frecuencia de disparo de los trenes de potenciales de accio´n
aumenta con la intensidad de la corriente.
Figura 2.5.3 d) Ciclos l´ımite estables asociados a los estados de equilibrio inestables. En
todos casos se utilizo´ a = 0,15, g = 2,5 e I = 0,095; los valores de b son b = 0,08 (arriba a
la izquierda), b = 0,03 (arriba a la derecha) y b = 0,01 (abajo).
2.5.4. Conclusio´n del Cap´ıtulo 2
La dina´mica es una caracter´ıstica fundamental de la fisiolog´ıa de una
neurona y del sistema nervioso en general. Esta dina´mica es no lineal y
su complejidad es tal que no puede ser comprendida sin el uso de una
teor´ıa matema´tica basada en ecuaciones diferenciales. El trabajo pionero
realizado por Hodgkin y Huxley, a mediados del siglo pasado, constituyo´ una
contribucio´n fundamental en esta direccio´n. Dada la gran complejidad de
los sistemas estudiados, es tambie´n muy importante construir modelos
simplificados que permitan aislar y comprender la esencia de la dina´mica
de los feno´menos involucrados. El modelo de FitzHugh-Nagumo provee
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un escenario de complejidad mı´nima para entender el feno´meno de la
excitabilidad en un contexto geome´trico. Por esta razo´n, la aparicio´n de este
modelo marca una nueva etapa en la historia de la neurofisiolog´ıa, en la que
el ana´lisis geome´trico de o´rbitas en el espacio de fases se vuelve fundamental
para lograr una comprensio´n visual de la me´canica del impulso nervioso.
Figura 2.5.4 Transicio´n del re´gimen excitable al re´gimen oscilatorio del potencial ele´ctrico
de una neurona al aumentar la intensidad de la corriente. Obse´rvese co´mo el voltaje del
estado de equilibrio aumenta con la corriente. En todas las gra´ficas se utilizo´ a = 0,15,
b = 0,01 y g = 2,5; de arriba a abajo, los valores del para´metro I, tanto en el retrato de
fase (izquierda) como en el curso temporal (derecha), son respectivamente, 0,035; 0,05 y
0,16.

CAP´ITULO 3
Estudio cualitativo del modelo FitzHugh-Nagumo
espacio-temporal en R3
3.1. Definiciones y conceptos ba´sicos
Un modelo matema´tico bien conocido que describe la propagacio´n de
pulsos o voltajes a lo largo de la membrana de las ce´lulas es el formado por
las ecuaciones
Vxx − Vt = F (v) +R− I (3.1.1)
Rt = c(V + a− bR) (3.1.2)
el cual fue sugerido por FitzHugh-Nagumo (FHN). Estas son ecuaciones
diferenciales parciales para el pulso de voltaje V (x, t) a lo largo de la fibra
nerviosa y para la variable recuperadora R(x, t) donde a, b son constantes
positivas, c corresponde al factor de temperatura e I es la corriente externa
inyectada. Las ecuaciones (3.1.1) y (3.1.2) tiene aplicaciones en electrofisi-
olog´ıa y tambie´n en la gene´tica de poblaciones. Cuando la segunda variacio´n
espacial de V (x, t), a saber Vxx, es insignificante entonces las ecuaciones
(3.1.1) y (3.1.2) se reducen a la ecuacio´n del oscilador de BONHOEFER-
VAN DER POL (BVP).
Algunas investigaciones sobre las dina´micas cao´ticas en presencia de
corrientes externas constantes y perio´dicas han sido hechas por RA-
JASEKAR LAKSHMANAN [MU,MA]. Estos sistemas bidimensionales
describen la cine´tica local. Adema´s de lo dicho anteriormente, existen varios
estudios en la literatura sobre la bifurcacio´n y el caos de las diferentes
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formas del modelo neuronal. Por otra parte, al buscar soluciones en forma
de ondas viajeras
V = V (x− ut) = V (ξ) (3.1.3)
R = R(x− ut) = R(ξ) (3.1.4)
donde u es la velocidad de la onda viajera, las ecuaciones (3.1.1) y (3.1.2)
se reducen al siguiente sistema de ecuaciones diferenciales ordinarias.
V¨ = F (v) +R− uv˙ − I (3.1.5)
R˙ =
c
u
(v + a− bR) (3.1.6)
el cual puede reformularse como:
v˙ = U
U˙ = f(v) +R− uU − I
R˙ =
c
u
(v + a− bR)
Aqu´ı la diferenciacio´n es con respecto a ξ, e I es una corriente externamente
inyectada, la cual podemos suponer constante. En nuestro ana´lisis estamos
suponiendo que tenemos un axo´n de longitud infinita. Es suficiente para
tratar la no linealidad en F (v) en forma adecuada, en particular se escogera´ la
forma cu´bica,
F (V ) = −V + V
3
3
(3.1.7)
(Comparar con la correspondiente en 2.4.1.) En los u´ltimos an˜os algunos
estudios se han llevado a cabo usando el me´todo de perturbacio´n en ausencia
de corriente externa. El comportamiento cao´tico ha sido estudiado en
modelos neuronales similares. Por ejemplo Kahlert y Ro¨ssler, estudiaron
el comportamiento cao´tico de manera diferente del modelo de FHN en el
modelo de Rinzel-Keller. Muy recientemente Rajasekar y Lakshmanan han
investigado nume´ricamente y sen˜alando la existencia del movimiento l´ımite
de cara´cter c´ıclico que bifurca en una sucesio´n de duplicidad de per´ıodo
para este movimiento cao´tico y la eliminacio´n del caos usando mecanismos
diferentes, con y sin, la inyeccio´n de corriente constante y perio´dica para
ciertos para´metros escogidos espec´ıficamente.
Queremos sen˜alar que existen numerosos estudios sobre la bifurcacio´n
de Hopf en las ecuaciones diferenciales parciales (3.1.1) y (3.1.2). Sin
embargo en este art´ıculo no consideraremos todo el sistema de ecuaciones
parciales sino so´lo las ecuaciones diferenciales ordinarias (3.1.3) y (3.1.4).
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Nosotros aplicaremos la teor´ıa de bifurcaciones basada en la reduccio´n
de la variedad central y el ana´lisis de la forma normal para que una
bifurcacio´n de Hopf ocurra en las ecuaciones (3.1.3) y (3.1.4), las cuales
modelan la conduccio´n nerviosa con y sin la inyeccio´n de corrientes externas
constantes (I = A0 e I = 0, respectivamente). Notamos primero que las
ecuaciones (3.1.3) y (3.1.4) poseen dos puntos de equilibrio correspondientes
(V, V˙ , R) = (α, 0, β), donde α y β satisfacen las ecuaciones
α3 + 3α
(a
b
− 1
)
+ 3
(a
b
− A0
)
= 0 (3.1.8)
y
β =
α+ a
b
(3.1.9)
Ahora, por conveniencia, haremos la transformacio´n lineal del sistema de
ecuaciones ordinarias
V = x+ α, V˙ = y, R = z + β (3.1.10)
obteniendo x˙y˙
z˙
 =
 0 1 0α2 − 1 −u 1
− c
u
0 bc
u
 xy
z
+
 0αx2 + x3
3
0
 (3.1.11)
Es fa´cil ver que la transformacio´n (3.1.10) solamente cambia el punto de
equilibrio de (α, 0, β) a el origen (0,0,0) [PE]. Nuestro primer propo´sito es
encontrar la forma normal para que la bifurcacio´n de Hopf ocurra y analizar
la naturaleza de e´sta para varios para´metros elegidos, al igual que entender
la dina´mica cao´tica de (3.1.11). Para ello en la seccio´n 2.2 llevaremos a
cabo el ana´lisis de (3.1.11) alrededor de puntos fijos. Consideraremos un
para´metro espec´ıfico , a saber a
b
= A0, para el cua´l el sistema posee simetr´ıa
por reflexio´n y veremos que varias bifurcaciones de intere´s ocurrira´n en este
sistema sime´trico.
En la seccio´n 2.3 hemos clasificado el espacio vectorial lineal asociado
con el sistema linealizado de (3.1.11) y su variedad central, esto es por, una
reduccio´n de dimensionalidad local la cual es invariante.
Llevaremos a cabo el ana´lisis de la forma normal para poner el sistema
reducido en una forma ma´s simple, por medio de una transformacio´n de
coordenadas no lineales pro´xima a la identidad. En las secciones 2.4 y 2.5
verificaremos la existencia de ciclos de l´ımite estable integrando el sistema.
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3.1.1. Ana´lisis de la estabilidad lineal
A continuacio´n consideraremos, sin perder generalidad el sistema (3.1.11)
correspondiente a la ecuacio´n FHN, el cual tiene tres puntos de equilibrio,
obtenidos haciendo x˙ = y˙ = z˙ = 0.
S0 = (0, 0, 0); y
S± =
−3α2 ±
√
12− 12
b
− 3α2
2
, 0,
−3α2 ±
√
12− 12
b
− 3α2
2b
 (3.1.12)
Los puntos de equilibrio S± existen u´nicamente si b > 1 y α <
√
1− 1
b
.
Sin embargo el parame´tro b siempre sera´ tomado como menor o igual que
1, debido a una interpretacio´n fisiolo´gica. Esto significa que el punto de
equilibrio S0 es el que aparece en el caso fisiolo´gico .
En lo sucesivo consideraremos este caso. Para analizar la estabilidad
de S0, linealizaremos la ecuacio´n (3.1.11) alrededor de S0. Su matriz
jacobiana es
J(S0) =
 0 1 0α2 − 1 −u 1
− c
u
0 bc
u
 (3.1.13)
La estabilidad es determinada por los valores propios de J(S0) los cuales son
las ra´ıces de su ecuacio´n caracter´ıstica. Esta es
P (λ) = λ3 + p1λ
2 + p2λ+ p3 = 0 (3.1.14)
donde
p1 = u− bc
u
p2 = 1− α2 − bc
p3 =
c
u
[(α2 − 1)b+ 1]
El punto de equilibrio S0 es asinto´ticamente estable si y so´lo s´ı todos los
valores propios tienen parte real negativa. La condicion necesaria y suficiente
para que los valores propios tengan parte real negativa es:
p1 > 0, p3 > 0 y p1p2 − p3 > 0.
As´ı para un valor dado de (a, b, c, µ) (a > 0, b > 0, c > 0, µ > 0) y de A0,
las condiciones se convierten en
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u > bc (3.1.15)
(1− α2)b+ 1 > 0 (3.1.16)
u(1− α2 − bc) + (bc− c) > 0 (3.1.17)
La estabilidad se puede perder cuando un par de valores propios complejo
cruza el eje imaginario, siendo au´n el tercero negativo. En la bifurcacio´n
de Hopf J(S0) se tienen valores propios ±iw0 y λt 6= 0. Esta situacio´n
corresponde a p1p2 = p3p2 = w
2
0 > 0, en la ecuacio´n (3.1.14), es decir las
condiciones son
u2(1− α2 − bc) + b2c2 − c = 0 (3.1.18)
w20 = 1− α2 − bc (3.1.19)
λ1 = −u+ bc
u
< 0 (3.1.20)
De (3.1.18) para valores fijos de los para´metros a, b, c y A0, la condicio´n
umbral para que la bifurcacio´n ocurra es
uH =
√
c− b2c2
1− α2 − bc (3.1.21)
la figura 3.1(a), muestra la curva de la bifurcacio´n de Hopf en el plano c−u,
para varios valores de A0 y b fijo [ver ecuacio´n 3.1.8].
3.2. Simetr´ıas del sistema
Es interesante considerar las propiedades de estabilidad, para el
para´metro a
b
= A0 en la ecuacio´n (3.1.11), la cual admite ciertas
propiedades de simetria. El valor espec´ıfico elegido naturalmente
corresponde a la situacio´n en la cual el valor de la razo´n de dos para´metros
a y b representan varios para´metros asociados con las variables de activacio´n
e inactivacio´n de la ecuacio´n original Hodgkin-Huxley, de la cual la ecuacion
FHN ha sido derivada y balanceada por la inyeccio´n externa de la corriente
A0.
(a) (b)
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(c)
FIGURA 3.1. Las curvas para la bifurcacio´n de Hopf en el plano c − u para varios
valores de A0
Para este para´metro elegido a se convierte en cero, el cual puede se
reducido de la ecuacio´n (3.1.11, 3.1.8), la ecuacio´n FHN se convierte en
x˙ = y (3.2.1)
y˙ = −x+ x
3
3
− uy + z (3.2.2)
z˙ = − c
u
(x− bz) (3.2.3)
La ecuacio´n (3.1.11, 3.1.13) es ahora invariante bajo la accio´n del grupo
sime´trico Z2
(x, y, z)
Z2−→ (−x,−y,−z)
Entonces, el polinomio caracter´ıstico correspondiente a S0 para los valores
propios del sistema linealizado es
λ3 + p1λ
2 + p2λ+ p3 = 0 (3.2.4)
donde ahora
p1 = u− bc
u
, p2 = 1− bc y p3 =
( c
u
)
(1− b).
De (3.1.11, 3.1.13) resultan dos casos diferentes, a saber:
a) 0 < b < 1
b) b = 1
Cada uno de estos casos conducen a varias bifurcaciones correspondientes a
estados estables y soluciones perio´dicas.
Caso (a): 0 < b < 1
3.2 Simetr´ıas del sistema 43
i) Bifurcacio´n Orquilla:
Cuando p1 6= 0, p2 6= 0 y p3 = 0, el sistema (3.1.11, 3.1.13) tiene un valor
propio simple cero mientras que los otros dos valores propios tienen parte
real distinta de cero. Esto conduce a una bifurcacio´n orquilla, la cual ocurre
sobre la l´ınea c = 0, en el plano c − u . Esto se muestra en la figura 3,1b)
por la l´ınea p para b = 0,5.
ii) Bifurcacio´n de Hopf :
Cuando p1p2 = p3 y p2 = w
2
s 6= 0, en la ecuacio´n 3.2.1; este sistema tiene
un par de valores propios imaginarios puros (λ1 = λ¯2 = iws) y un valor
propio real λ3 = p1 =
bc
u−1 . Este corresponde a una bifurcacio´n de Hopf que
se ilustra en el plano c− u, exactamente sobre la curva uH =
√
c−b2c2
1−α2−bc , ver
figura (1b) cuando H para b = 0,5.
Caso (b): b = 1
i) Bifurcacio´n Takens-Bogdanov:
Cuando p2 = p3 = 0 y p1 6= 0 el sistema (3.1.11, 3.1.13) tiene dos valores
propios cero y el tercero distinto de cero (λ1 = λ2 = 0;λ3 6= 0). Para esta
eleccio´n obviamente 1−bc = 0 , 1−b = 0 y λ3 = bcu−u . Correspondientemente
tenemos c = 1,0. As´ı para u 6= 0 el sistema (3.1.11, 3.1.13) tiene dos
bifurcaciones Taken-Bogdanov sobre la l´ınea c = 1,0. Esto es representado
en la figura (1c) y la l´ınea TB.
ii) Bifurcacio´n de Hopf-Cero:
Cuando p1 = p2 = 0 y p1 = w
2 > 0 el sistema (3.1.11, 3.1.13) tiene un par
de valores propios imaginarios puros y un valor propio cero (λ2 = λ¯2 = iws).
Esta situacio´n corresponde a una bifurcacio´n Hopf-Cero o bifurcacio´n orquil-
la a lo largo de la curva uH =
√
c. En la figura (1c) se muestra por la curvaHz.
iii) Triple valor propio Cero:
Cuando p1 = p2 = p3 = 0 el sistema (3.1.11,3.1.13) tiene un valor propio
triple. Esta situacio´n se muestra en la figura (1c). Sin embargo para a
c
6= A0,
α 6= 0, el te´rmino cuadra´tico ax2, aparece en la ecuacio´n (3.1.11) y la
simetr´ıa Z2 se pierde . Debido a esto uno no puede analizar sencillamente
las diferentes clases de bifurcacio´n como tal.
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3.3. Espacio vectorial tangente generado por los vectores
propios
Ahora nos permitiremos considerar los valores propios (λ1,λ2,λ3) de la
matrix Jacobiana J(S0) (ver ecuacio´n (3.1.13)) y (3.1.11). De los valores
propios de J(S0) uno puede fa´cilmente encontrar los vectores propios, los
cuales forman un espacio vectorial lineal. Es ma´s conveniente transformar
el sistema original (3.1.11) a, una forma esta´ndar por medio de una
transformacio´n lineal, la cual transforma el jacobiano en bloques de forma
diagonal. Los vectores correspondientes a los valores propios λj, (j = 1, 2, 3...)
esta´n dados por:
vj =

bc
u
− λj
λj
(
bc
u
− λj
)
c
u
 (3.3.1)
Para el valor propio real λ1, el vector propio es real y para el par conjugado
λ2 = λ¯3=γ + iw tenemos
v23 = vr ± ivi (3.3.2)
donde:
vj =
 bcu − γw2 − γ2 + bc
u
γ
− c
u
 , vi =

−w
w
(
bc
u
− 2γ
)
0
 (3.3.3)
La transformacio´n lineal que lleva el jacobiano del problema lineal a un bloque
de Jordan es:
vj = Suj , j = 1, 2, 3, ... (3.3.4)
as´ı que : SJ = JS
J(S0) =
 y w 0−w y 0
0 0 λ1
 = S−1J(S0)S (3.3.5)
donde
S =

bc
u
− γ −w bc
u
− λ1
w2 − γ2 + bc
u
γ w
(
bc
u
− 2γ
)
λ1
(
bc
u
− λ1
)
c
u
0 c
u
 (3.3.6)
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y
S−1 =
1
|s|
0BBBBBBB@
cw
u
„
bc
u
− 2γ
«
cw
u
w
“
λ21 +
b2c2
u2
+ 2γ
“
bc
u
− λ1
””
c
u
“
γ2 − w2 − λ21 + bcu (λ1 − γ)
”
c
u
(λ1 − γ)
„
bc
u
− λ1
«“
w2 − γ2 + γλ1 − bcu (λ1 − γ)
”
0 0 λ1
1CCCCCCCA
(3.3.7)
|S| = cw
u
(
λ21 + γ
2 + 2w2 − 2γλ1
)
(3.3.8)
Considerando toda la ecuacio´n no lineal (3.1.11), la transformacio´n lineal de
las variables (x, y, z)→ (x′, y′, z′) = S−1(x, y, z) lleva el sistema (3.1.11) a la
forma normal x˙′y˙′
z˙′
 =
 γ w 0−w γ 0
0 0 λ1
 x′y′
z′
+
 R1(x′, y′, z′)R2(x′, y′, z′)
R3(x
′, y′, z′)
 (3.3.9)
donde  R1R2
R3
 = S−1
 0ax2 + x3
3
0
 (3.3.10)
con (x, y, z) expresadas en te´rminos de (x′, y′, z′). La forma de Rj(x′, y′, z′),
j = 1, 2, 3 es
Rj(x
′, y′, z′) = R(2)j (x
′, y′, z′) +R(3)j (x
′, y′, z′) (3.3.11)
donde
R
(2)
j = R
(2)
j1 x
′2 +R(2)j2 y
′2 +R(2)j3 x
′y′ +R(2)j4 x
′z′ +R(2)j5 y
′z′ +R(2)j6 z
′2 (3.3.12)
y
R
(3)
j = R
(3)
j1 x
′3 +R(3)j2 y
′3 +R(3)j3 x
′y′2 +R(3)j4 x
′2y′ + ...+R(3)j10z
′3 (3.3.13)
Los coeficientes R
(2)
jk y R
(3)
jk pueden ser fa´cilmente calculados y ellos esta´n
dados en el ape´ndice A. En el l´ımite γ = 0, fa´cilmente observamos de (3.3.9)
que la parte linealizada corresponde a una suma directa de un subespacio
central y un subespacio estable. Considerando el efecto de todo lo no lineal
de la ecuacio´n (3.3.9) uno puede encontrar una variedad central, la cual
coincide con el subespacio central del sistema linealizado en el origen (punto
de equilibrio) y en este caso es posible restringir la dina´mica de la ecuacio´n
(3.3.9) localmente a tal variedad central.
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3.4. Reduccio´n de la variedad central y forma normal
Del atractor local y las propiedades de invarianza de la variedad central
es razonable representar la coordenada z′ como una funcio´n de x′ y y′
para (x′, y′) suficientemente pequen˜os. Cerca al origen representamos la
variedad central por una funcio´n h : <2 −→ <2, describiendo la coordenada
z′ de la variedad central, esto es, z′ = h(x′, y′). As´ı se puede mostrar
satisfactoriamente la relacio´n como: z′ = ∂h
∂t
=
(
∂h
∂t
)
x˙′ +
(
∂h
∂t
)
y˙′.
∂h
∂x′ = [yx
′ +wy′ +R1(x′, y′.z′)] + ∂h∂y′ [−wx′ + yy′ +R2(x′, y′, z′)] esto es igual
a
λ1h(x
′, y′) +R3(x′, y′, z′) (3.4.1)
Con
h(0, 0) =
∂h
∂x′
(0, 0) =
∂h
∂x′
(0, 0) = 0 (3.4.2)
una solucio´n asinto´tica para h(x′, y′) cerca a (x′, y′) = 0 tiene la forma
h(x′, y′) = h1x′2 + h2y′2 + h3x′y′ + ........ y el tercero y el te´rmino de orden
mayor, el coeficiente, h1, h2 y h3 pueden ser evaluados usando la ecuacio´n
(3.4.1). Una evaluacio´n sencilla produce
h3 =
2w(R
(2)
32 −R(2)31 + (2y − λ1)R(2)33
(2w)2 + (2y − λ1)2 (3.4.3)
h1 =
wh3 +R
(2)
31
2y − λ1 (3.4.4)
h2 =
−wh3 +R(2)32
2y − λ1 (3.4.5)
esta aproximacio´n reduce el sistema (3.3.9) a un modelo de dos dimensiones
en la variedad central, y por su invarianza tenemos
x˙′ = yx′+wy′+R(2)11 x
′2+R(2)12 y
′2+R(2)13 (x
′y′+h1R
(2)
14 )+R
(3)
15 x
′3+(h2R
(2)
15 +R
(2)
12 )y
′3
+ (h2R
(2)
14 + h3R
(2)
15 +R
(2)
12 )x
′y′2 + (h1R
(2)
15 + h3R
(2)
14 +R
(2)
14 )x
′2y′ (3.4.6)
y˙′ = −wx′+yy′+R(2)21 x′2+R(2)22 y′2+R(2)23 x′y′+(h1R(2)24 +R(3)21 x′3)+(h2R(2)25 +R(3)22 )y′3)
+ (h2R
(2)
24 + h3R
(2)
25 +R
(3)
23 )x
′y′2 + (h1R
(2)
25 + h3R
(2)
24 +R
(3)
24 )x
′2y′ (3.4.7)
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Donde los te´rminos de grado cuarto y ma´s altos han sido ignorados. Ahora,
uno puede siempre especificar el flujo en la variedad central en la forma
(x˙′, y˙′) = V (x′, y′) = V (1)(x′, y′) + V (2)(x′, y′) + ........ (3.4.8)
donde V (i),i = 1, 2, 3.... que corresponden al grado de los te´rminos x’, y’.
Para la identificacio´n de la bifurcacio´n de Hopf es necesario poner el sistema
reducido (3.4.8) a una forma sencilla, la as´ı llamada forma normal. Esto
puede ser hecho por medio de cambios de las coordenadas no lineales cerca
a la identidad, considerando la transformacio´n de coordenadas transpuesta
siguiente
(x, y)T = (x′, y′)T + φ(k)(x′, y′) (3.4.9)
con el inverso :
(x′, y′)T = (x, y)T − φ(k)(x, y) + 0(2k−1) (3.4.10)
donde φ(k)(x, y) es un polinomio homogene´o de grado k. Despue´s de emplear
esta transformacio´n y despue´s de algunas manipulaciones uno puede obtener
la forma normal (en coordenadas polares). En te´rminos de la representacio´n
z = x+ iy = reiθ , z¯ = x− iy = re−iθ obtenemos
r˙ = yr +Re(α1)r
3 (3.4.11)
θ˙ = w − Im(α1)r2 (3.4.12)
(Omitiendo los te´rminos de orden cuatro y mayores) se obtiene:
α1 = R
(3,2)
+ +R
(2,1)
+ (φ
(2,3)
+ − φ(2,1)− ) + φ(2,3)+ (R(2,1)− −R(2,2)+ ) + 2(R(2,2)− φ(2,0)+
−R(2,0)− φ(2,2)− )− γ(φ(2,1)+ φ(2,1)− + 2φ(2,0)+ φ(2,2)− + 3φ(2,1)+ φ(2,2)+ )
+ iw(φ
(2,1)
+ φ
(2,2)
+ − φ(2,1)+ φ(2,1)− − 6φ(2,0)+ φ(2,2)− ) (3.4.13)
con:
R
(3,2)
+ =
1
8
[3(h1R
(2)
14 +R
(3)
11 + h2R
(2)
25 +R
(3)
22 ) + h2R
(2)
14 + h3R
(2)
15 +R
3
25+
h1R
(2)
25 + h3R
(2)
24 +R
(3)
24 ] +
1
8
[3(h1R
(2)
24 +R
(3)
21 − h2R(2)15 −R(3)12 )+
h2R
(2)
24 + h3R
(2)
25 +R
(3)
23 − h3R(2)14 −R(3)14 ] (3.4.14)
R
(2,0)
+ =
1
4
(R
(2)
11 −R(2)12 −R(2)23 ) + i4(R(2)13 +R(2)21 −R(2)22
R
(2,0)
+ = R¯
(2,2)
− (3.4.15)
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Figura 2. Forma normal nume´ricamente computalizada, coeficientes
a1 = Re(α1) y criticamente (γ = 0) en la ecuacio´n (3.4.11) el argumento
contra u y A0.
R
(2,1)
+ =
1
2
(R
(2)
11 +R
(2)
12 ) +
i
2
(R
(2)
21 +R
(2)
22 )
R
(2,1)
+ = R¯
(2,1)
− (3.4.16)
R
(2,0)
− =
1
4
(R
(2)
11 −R(2)12 +R(2)23 ) + i4(R(2)21 −R(2)13 −R(2)22 )
R
(2,0)
− = R¯
(2,2)
+ (3.4.17)
y
φ
(2,l)
± =
R
(2,l)
±
λ2,l±
l = 0, 1, 2, 3, ... (3.4.18)
donde
λ
(2,l)
± = −γ + iw(3± 2l) (3.4.19)
la naturaleza del coeficiente en el critico (γ = 0) como una funcio´n
del para´metro de bifurcacio´n (A0 o u) puede ser fa´cilmente examinado
numericamente. Como por ejemplo primero consideremos el caso de fuerza
libre con (A0 = 0) con otros para´metros fijos en b = 0,5 , c = 0,1 y u variando
hacia abajo de 1.25. Podemos encontrar una bifurcacio´n de Hopf super critica
en u = 1,09. Re(α1) toma un valor negativo en u = 0,9. Similarmente fijando
u = 0,9 y los otros para´metros como b = 0,5 y c = 0,1 encontramos que
ocurre una bifurcacio´n de Hopf supercritica en A0 = 2,163 y A0 = −0,163;
donde Re(α1) toma valores negativos.
3.5. Ana´lisis nume´rico: bifurcacio´n y caos
Hemos verificacado la existencia del ciclo limite del sistema (3.1.1)-(3.1.2)
por integaracio´n nume´rica usando el algoritmo de Runge-Kuta de cuarto
grado para el para´metro elegido determinado para el ana´lisis de la forma
normal.
El ana´lisis muestra que existe un estado de oscilacio´n perio´dico en ausencia de
cualquier corriente externa para valor del para´metro u < 1,099 mientras que
los otros para´metros estan fijos en a = 0,6 , b = 0,5 , c = 0,1 . Similarmente en
la presencia de corrientes constantes externas ellos existen tales oscilaciones
para A0 > 2,163 y A0 < −0,163 para para´metros fijos en a = 0,5 , b = 0,5 ,
c = 0,1 y u = 0,9.
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Despue´s del ana´lisis nume´rico uno encuentra que el sistema (3.1.1)-(3.1.2)
admite movimiento cao´tico en ausencia completa de fuerzas externas,
asignadas bifurcaciones de duplicacio´n de perio´do, cuando u esta decreciendo
desde 1,09 hasta abajo. Existen varios atractores periodicos (periodos T, 2T
y 4T) y el atractor caotico para los valores de para´metros a = 0,6, b = 0,5
, c = 0,1 en la regio´n 0,7 < u < 0,09 y en ausencia de fuerzas externas. En
presencia de corrientes externas constantes este sistema admite bifurcaciones
de duplicacio´n de perio´do que conducen a un movimiento caotico en el
dominio del parametro A0 ∈ (2,182; 2,224) y A0 ∈ (−0,182;−2,224) con
los otros parametros permaneciendo fijos en a = 0,5, b = 0,5, c = 0,1 y
u = 0,75
En la figura 3,1 hemos presentado los resultados obtenidos del ana´lisis
numerico. En la figura (3,1a) la curva umbral l´ımita la bifurcacio´n de Hopf
y de bajo de la curva esta´ la regio´n de puntos fijos estables.
3.6. Los coeficientes R(2,3)ij
Los coeficientes R
(2)
ij y R
(3)
ij en las ecuaciones (1.3.13)estan dadas por:
A1) R
(2)
11 = −R(2)31 = 1|s| cuαw
(
bc
u
− γ)2
A2) R
(2)
12 = −R(2)32 = 1|s| cuαw3
A3) R
(2)
13 = −R(2)33 = − 1|s| cu2aw2
(
bc
u
− γ)
A4) R
(2)
14 = −R(2)34 = − 1|s| cu2α
(
bc
u
− γ) ( bc
u
− λ1
)
A5) R
(2)
15 = −R(2)35 = − 1|s| cuαw2
(
bc
u
− λ1
)
A6) R
(2)
21 = − 1|s| cuα(λ1 − γ)
(
bc
u
− γ)2
A6) R
(2)
21 = − 1|s| cuα(λ1 − γ)
(
bc
u
− γ)2
A7) R
(2)
22 =
1
|s|
c
u
α(λ1 − γ)w2
A8) R
(2)
23 = − 1|s| cuα(λ1 − γ)w
(
bc
u
− λ1
)
A9) R
(2)
24 = − 1|s| cu2α(λ1 − γ)
(
bc
u
− γ) ( bc
u
− λ1
)
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A10) R
(2)
25 = − 1|s| cuα(λ1 − γ)w
(
bc
u
− λ1
)
A11) R
(3)
11 = −R(3)31 = 1|s| cu w3
(
bc
u
− γ)3
A12) R
(3)
12 = −R(3)32 = 1|s| cu w
4
3
A13) R
(3)
13 = −R(2)33 = − 1|s| cuw3
(
bc
u
− γ)
A14) R
(3)
14 = −R(3)34 = − 1|s| cuw2
(
bc
u
− γ)2
A15) R
(3)
21 = − 1|s| cu 13(λ1 − γ)
(
bc
u
− γ)3
A16) R
(3)
22 = − 1|s| cu w
3
3
(λ1 − γ)3
A17) R
(3)
23 = − 1|s| cuw2(λ1 − γ)
(
bc
u
− γ)
A18) R
(3)
24 = − 1|s| cuw(λ1 − γ)
(
bc
u
− γ)2
3.7. Bifurcaciones de o´rbitas homocl´ınicas, heterocl´ınicas y
perio´dicas
3.7.1. Introduccio´n
A seguir estudiamos las condiciones para la existencia de o´rbitas
Homocl´ınicas u o´rbitas perio´dicas [CH,DE,TE] que surgen de un par de
orbitas Heterocl´ınicas que los equilibrios A y B, para una familia de
ecuaciones diferenciales de la forma.
x˙ = f(x, α), x ∈ RN, α ∈ R2 (3.7.1)
donde asumimos que A,B ∈ RN son equilibrios hiperbo´licos de (3.7.1) para
un valor del para´metro α . Por una solucio´n de (3.7.1) es Heterocl´ınica desde
el equilibrio A hasta el equilibrio B, la que notamos Γ(t) solucio´n de (3.7.1)
y satisface.
l´ım
t→−∞
Γ(t) = a l´ım
t→−∞
Γ(t) = b
Una solucio´n Homocl´ınica para el equilibrio A es una solucio´n de (3.7.1) que
satisface la siguiente aproximacio´n asinto´tica
l´ım
|t|→∞
Γ(t) = A
en [CH,DE,TE] se muestra que una bifurcacio´n Homocl´ınica ocurre para un
valor espec´ıfico α0.
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3.7.2. O´rbitas heterocl´ınicas
Entonces hay dos curvas αaa y αbb en el espacio de para´metros los cuales
nacen en α0 las cuales corresponden a soluciones Homocl´ınicas. La curva αaa
es tangente a αab en α0 y αbb es tangente en α0 . Tambie´n consideramos la
existencia de soluciones perio´dicas de (3.7.1). Probaremos que las curvas αaa
y αbb forman la frontera de un sector Λ constituido por solucio´nes perio´dica
de (3.7.1). Por ejemplo las ecuaciones reaccio´n-difusio´n de la forma siguiente:
Vt = DVxx + F (V, λ) (3.7.2)
donde V ∈ RN , D es una matriz diagonal no negativa, y λ ∈ R es un
para´metro. Una solucio´n homocl´ınica es una onda viajera de (3.7.2) es una
solucio´n de la forma V (x, t) = V (z), z = x + ut; corresponden a soluciones
de (3.7.2) que parecen tener forma y velocidad constante [CO].
Estamos interesados en solucio´n ondas viajeras de (3.7.2) que conecta
dos puntos de equilibrio de (3.7.2); esto es asumimos que A,B ∈ RN
satisfacen F (A, λ) = F (B, λ) = 0 para todo λ . Aqu´ı cero 0 es el origen en
RN . Consideramos soluciones de ondas viajeras de (3.7.2) que satisfacen:
l´ım
z→−∞
V (z) = A y l´ım
z→+∞
V (z) = B
Observe que una solucio´n onda viajera satisface el siguiente sistema de
ecuaciones diferenciales ordinarias:
DV ′′ − uV ′ + F (V, λ) = 0,
y si hacemos x = V , V ′ = y, entonces esta ecuacio´n es equivalente a el
sistema de primer orden siguiente,
x˙ = y, y˙ = θy − F (x, λ) (3.7.3)
junto con las condiciones de frontera
l´ım
z→−∞
(V (z), V˙ (z)) = (A, 0) y l´ım
z→+∞
(V (z), V˙ (z)) = (B, 0)
3.7.3. Las bifurcaciones heterocl´ınicas
El problema de probar la existencia de una onda viajera de (3.7.2) se
reduce a encontrar una solucio´n homocl´ınica o´ heterocl´ınica de (3.7.3). Note
que la velocidad u es un para´metro por tanto depende de dos para´metros y
es un caso especial de (3.7.1). Un sistema dado podr´ıa tener, para un valor
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dado de para´metros frentes de ondas, pulsos, pulsos mu´ltiples y soluciones
perio´dicas. Si un sistema dado tiene muchas soluciones del tipo ondas
viajeras, entonces la existencia de algunas de ellas (quiza´s, frentes de ondas
viajeras) podr´ıa ser fa´cilmente probados, mientras la existencia de otras
(quiza´s, pulsos) podr´ıa ser ma´s dif´ıcil de probar; ondas ma´s complicadas
podr´ıan presentarsen como bifurcaciones de las ondas simples.
Las pruebas de estos resultados esta´n basadas en la idea de Sil’nikov
sobre el mapeo de Poincare sobre cierta seccio´n transversal para la o´rbita
homocl´ınica o´ heterocl´ınica. Con las variables de Sil’nikov estos mapeos
de Poincare´ reducen el problema a familias biparame´tricas de ecuaciones
transcendentales. La unicidad de o´rbitas perio´dicas y Homocl´ınicas sigue
los argumentos del teorema de la funcio´n Implicita; la existencia de o´rbitas
homocl´ınicas o´ heterocl´ınicas se derivan de ciertas ecuacio´nes de bifurcacio´n
que surgen en los mapeos de Poincare´.
3.8. Bifurcaciones Homocl´ınicas para el modelo de Fitzhugh-
Nagumo con su perturbacio´n singular, sistema lento-
ra´pido.
Consideramos las Ecuaciones de Fitzhugh - Nagumo
vt = vxx + f(v)−W , Rt = ε(v − γW ) (3.8.1)
En (3.8.1) ε y γ son constantes positivas con 0 < ε << 1. Por f(v), tomamos
f(v) = v(1− v)(v − a), 0 < a < 1
2
,
una solucio´n onda viajera de (3.8.1), (v,R) esta limitada, de las soluciones
no constantes de la forma
(V (x, t),W (x, t)) = (v(z),W (z)), donde hacemos z = x+ut, y u = cte
(3.8.2)
sustituyendo (3.8.2) en (3.8.1), (v,W ) satisface el siguiente sistema de
Ecuaciones diferenciales ordinarias; donde v = x, x′ = y, z = w; para obtener
el siguiente sistema:
x′ = y, y′ = ux− f(x) + y, z′ = ε(x− γz)/− u (3.8.3)
Para este sistema γ es suficientemente grande, entonces existen 3 puntos de
equilibrio. En lo que sigue llamamos ϕ = (ϕ1, ϕ2, ϕ3) y ε = (ϑ1, 0, ϑ2) son
los puntos de equilibrio no triviales 0 = (0, 0, 0) es el otro punto de Equilibrio.
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Por un pulso indicaremos una solucio´n Γc = Γc(z) de (3.8.3) que sat-
isface
l´ım
|z|→+∞
Γc(z) = 0
Figura 3.8 a) Modelo lento-ra´pido
Por un pulso ϑ, Γϑ indicamos una solucio´n homocl´ınica que satisface la
siguiente aproximacio´n asinto´tica
l´ım
|z|→+∞
Γϑ(z) = ϑ
Por un frente de onda ΓF indicamos una solucio´n que satisface
l´ım
z→+∞
ΓF (z) = ϑ y l´ım
z→−∞
ΓF (z) = 0
Por onda de retorno heterocl´ınica ΓB indicamos una solucio´n que satisface
l´ım
z→+∞
ΓB(z) = 0 y l´ım
z→−∞
ΓB(z) = ϑ
Los para´metros relevantes son γ y la velocidad de onda u . Se han mostrado la
existencia de constantes 0 < γ1 < γ2 < γ3 para las que tenemos lo siguiente:
1) si γ1 < γ y 0 < ε << 1, entonces existe un frente de onda ΓF para
algu´n u, es decir existe una curva de bifurcacio´n θF (γ)
2) si γ1 < γ < γ3 y 0 < ε << 1, entonces existe una onda retorno ΓB para
algu´n u, es decir existe una curva de bifurcacio´n θB(γ);
3) En el limite ε → 0, diagrama de bifurcacio´n con estas curvas
diferenciales θF (γ) y θB(γ) son aproximadamente como se muestra en
la figura (3.8 b).
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Figura 3.8 b) Diagrama de bifurcacio´n sobre las soluciones globales del sistema
FitzHugh-Nagumo
Estas dos curvas se cortan precisamente en γ = γ2 en el l´ımite ε → 0
y para toda ε pequen˜a, pero no cero, las curvas θB(γ) y θF (γ) corresponden
a las mismas caracter´ısticas cualitativas en el espacio de fases como se
muestra en la figura (3.8 c). Para γ cerca a γ1 , θB(γ) , mientras para
γ cerca a γ3, θB(γ) < θF (γ). Por tanto, debe un punto en el espacio de
para´metros existir µ∗ = (γ∗(ε), u∗(ε)) donde las dos curvas se cruzan. No
es dif´ıcil demostrar que cuando 0 < ε << 1, las linealizaciones en 0 y ϑ
tienen dos valores propios negativos y un valor propio positivo. Uno de los
valores propios negativos es cero en el limite ε → 0, mientras que los otros
dos permanecen uniformemente lejos de cero cuando ε → 0 . Entonces hay
cuatro posiblidades para la localizacio´n de el sector Λ, que corresponden en
el espacio de fases a las o´rbitas perio´dicas; sin embargo; Λ es determinado
por los siguientes resultados tomados del teorema (2.1.) de [CH,DE,TE]:(1)
La velocidad del frente excede la velocidad del pulso; (2) cuando ambos
existen, corresponde frente de ondas y a su retorno; existe unicamente un
pulso si la velocidad de onda de retorno excede la velocidad del frente de
ondas. La afirmacio´n correspondiente tambie´n incluye a los pulsos ε. (Ver
fig 3.8 a), b) y c)).
Figura 3.8 c) Retrato de fases correspondientes a soluciones globales (heterocl´ınicas o
homocl´ınicas)
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Figura 3.8 d) Diagrama de bifurcacio´n sobre la regio´n Ω correspondiente a soluciones
n-homocl´ınicas y n-per´ıodicas
La consecuencia importante de esta seccio´n es que cerca de la solu-
cio´n heterocl´ınica, existe una cantidad infinita de ondas perio´dicas viajando
a velocidades siempre mayores que la velocidad del pulso.
3.9. Conclusiones del cap´ıtulo tres
En la primera parte del presente art´ıculo hemos estudiado la estabilidad
lineal de la ecuacio´n de FitzHugh-Nagumo tanto en la presencia como
en la usencia de corrientes externas constante. Tambie´n del ana´lisis lineal
hemos encontrado el para´metro que eleva los pulsos perio´dicos es la presencia
o ausencia de corrientes externas constantes. Para un valor de para´metro
particular escogido tenemos un sistema sime´trico el cual nos sen˜ala la
existencia de una bifurcacio´n codimensional dos de Takens-Bogdanov.
En la segunda parte hemos aplicado el me´todo de la teoria de bifurcacio´n
basado en la reduccio´n de la variedad central y el ana´lisis de su forma
normal para la ecuacio´n de FitzHugh-Nagumo y as´ı probar la existencia
de pulsos periodicos estables. Finalmente hemos obtenido la regio´n en el
espacio de para´metros donde existen los equilibrios estables.
La existencia de oscilaciones cao´ticas y perio´dicas en el modelo neu-
ronal de FitzHugh-Nagumo, en ausencia o presencia de cualquier estimulo
externo corresponden la existencia de trayectorias perio´dicas del potencial
de la membrana. La naturaleza de las oscilaciones en ausencia de corrientes
externas es determinada por la velocidad de la ondas viajeras y esto repre-
senta la propagacio´n del tren de ondas en la neurona; la velocidad de la onda
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viajera, es fijada como para´metro del sistema. En la presencia de est´ımulo
externo constante, la activacio´n de los pulso puede ser determinado por los
para´metros internos del sistema y la magnitud del est´ımulo externo aplicado.
Cualquier otro fe´nomeno ondulatorio esta´ sujeto al control de la ve-
locidad u. As´ı cuando el sistema (3.1.1)-(3.1.2)admite soluciones perio´dicas,
estas corresponden a la propagacio´n de pulsos espacialmente perio´dicos con
oscilaciones periodicas temporales. Similarmente las soluciones cao´ticas y,
las cuales surgen de la existencia de soluciones homocl´ınicas o´ heterocl´ınicas
corresponden tambien al tipo de caos espacio temporal.
CAP´ITULO 4
Las dina´micas de las redes neuronales no lineales
4.1. El modelo de Hopfield
El modelo ba´sico de una red neuronal no lineal es el siguiente [Cr] y usa
el modelo formal de una neurona dado por Mc Culloch and Pitts en 1943;
se puede ver como un modelo con memoria asociativa no lineal o un modelo
con memoria direccionada
Figura 4.1 a)Modelo de Hopfield
con X0 fijado como ±1, es el nivel de activacio´n de cada neurona (or o´ off)
wj0 = θj es el valor del umbral valores que satisfacen
uj =
N∑
i=1
wjixij, yj = ϕ(uj − θj) = ϕ(vj)
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la ma´s elemental ϕ para de terminar el estado de cada neurona es dado por
sj =
{
+1 si vj > 0
1 si vj < 0
esto es por sj = sign(vj). donde ϕes la funcio´n de activacio´n; la matriz de
pesos signaticos es
W =
1
N
p∑
j=1
XijX
T
ij −
p
N
I
I matriz identica. La cual se acostumbra escojer como ϕ(vj) =
1
1+exp(−vj)
o´ tambie´n como ϕ(vj) =
1−exp(giv)
1+exp(−giv) con gi =
∂ϕi
∂v
|v=0; la ganancia de la
neurona para esta u´ltima se tiene v = ϕ−1(x) = − 1
gi
ln(1−x
1+x
), la evolucio´n de
los estados es dada por
xj(n+ 1) = sign[
N∑
i=1
wjixi(n)],
y el proceso se de tiene en los puntos fijos:
y = xj(n) = xj(n+ 1)
Para tiempos continuos en el lugar de los pesos sinapticos wji ten-
emos una respuesta al impulso estandar hji(t) = wjih0(t) para todos i, j;
asumiendo h0(t) =
1
τ
exp(− t
τ
), τ un tiempo constante, este filtro es un
circuito RC simple,como el siguiente modelo:
Figura 4.1 b) Modelo RC de Hopfield
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Entonces la corriente que ingresa al nodo ϕ(·) es
N∑
i=1
wjixi(t) + Ij
y la corriente que egresa del mismo nodo es
vj(t)
Rj
+ C2
dvj(t)
dt
por la ley de Kirchoff obtenemos el siguiente sistema acoplado de ecuaciones
diferenciales:
Cj
dvj(t)
dt
+
vj(t)
Rj
=
N∑
i=1
wjixi(t) + Ij (4.1.1)
donde Cj
dvj(t)
dt
da la capacidad de agregar memoria dina´mica a la neurona;
tomando el potencial de activacio´n ϕ, el cual generalmente es la funcio´n
log´ıstica
ϕ(vi) =
1
1 + exp(−vj)
j = 1, 2, 3...., N (4.1.1) tambie´n se puede escribir como
dvj(t)
dt
= −vj(t) +
∑
i
wjiϕ(vi(t)) + Ij, j = 1, 2, 3, ..., N (4.1.2)
La ma´s comu´n si ϕj es el mismo para todo j, y adema´s los pesos y la
corriente externa tambie´n se normalizan con respecto a Rj. Entonces wij
forma la matriz de pesos sina´ptica e Ij la matriz de bias.
El modelo modelo (4.1.2) es ba´sicamente el siguiente sistema acoplado
de ecuaciones diferenciales:
dxj(t)
dt
= −xj(t) + ϕ(
∑
i
wjivi(t)) + kj, j = 1, 2, 3, .., N (4.1.3)
usamos la transformacio´n vk(t) =
∑
j wkjxj(t) y Ik =
∑
j wkjKj,Kj donde
constituye el vector de bias. Para que los modelos discretos que generen
procesos de aprendizaje es necesario que los sistemas acoplados tengan
equilibrios atractores. Adema´s poseen retroalimentacio´n, como se ve en los
siguientes diagramas de bloques.
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Figura 4.1 c)Sistema dina´mico de Hopfield
En 1984 [Ho] propuso la siguiente funcio´n de energ´ıa de Lyapunov la
cual se usa para el estudio de la estabilidad orbital de (4.1.3) (estable o
asinto´ticamente estable):
E(~x) = −1
2
N∑
i=1
N∑
j=1
wjixixj +
N∑
j=1
1
Rj
∫ xj
0
ϕ−1j (x)dx−
N∑
j=1
Ijxi (4.1.4)
cuya derivada con respecto al tiempo es:
dE
dt
= −
N∑
j=1
(
N∑
i=1
wjixi − vj
Rj
+ Ij
)
dxj
dt
(4.1.5)
De (4.1.2) tenemos la siguientes propiedades:
dE
dt
= −
N∑
j=1
Cj
(
dvj
dt
)
dxj
dt
dE
dt
= −
N∑
j=1
Cj
[
d
dt
ϕ−1j (xj)
]
dxj
dt
dE
dt
= −
N∑
j=1
Cj
(
dxj
dt
)2 [
d
dxj
ϕ−1j (xj)
]
≤ 0 para xj 6= 0; ∀j;
(4.1.6)
Si
x = ϕi(v) =
1− exp(−giv)
1 + exp(−giv) ; gi =
dϕ
dv
∣∣∣∣
v=0
entonces
v = ϕ−1i (x) = −
1
gi
ln
(
1− x
1 + x
)
En resumen tenemos el siguiente teorema de Hopfield para las redes
neuronales
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Teorema 4.1.1. la funcio´n de energ´ıa E para una red Hopfield consistente
de N neuronas es una funcio´n mono´tona decreciente de los estados de las
red {xj|j=1,2,3,...,N}.
Hasta ahora el modelo de Hopfield es el siguiente:
xi = ϕ(ui)
dui
dt
= E(ui, x, w, I)
E(x) = E(ui, x, w, I)
(4.1.7)
con
dui
dt
= −∂E
∂xi
(4.1.8)
en (4.1.8) se tiene un sistema gradiente. El modelo (4.1.7) se usa con
eficiencia para resolver problemas de optimizacio´n que se pueden ubicar en
un hipercubo, como por ejemplo: El problema de viajante comercio (TPS;
Traveling Saleman Problem), la coloracio´n de mapas con k colores (kCP, k
color problem), particio´n de un grafo (GBP, Graph Bipartition problem) ver
[AT,JO,SA].
4.1.1. Identificacio´n de sistemas dina´micos mediante redes
neuronales
Para un sistema dina´mico
y =
dx
dt
= g(x, P, θ) (4.1.9)
lo expresamos como operador lineal de sus para´metros
y =
dx
dt
= A(x, P )(θn + θ) (4.1.10)
con estimacio´n θˆ(t) y prediccio´n e(t) son las siguientes:
θ˜(t) = θ − θˆ
e(t) = y − f(x, P, θ˜), θ desconocido (4.1.11)
esto es, e(θ˜) = A(θn + θ)−A(θn + θ˜) = A(θ − θ˜) = Aθ˜. Obtenemos el nuevo
sistema dina´mico [AT,JO,SA] siguiente,
dθ˜
dt
= −kO(et.e) (4.1.12)
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sistema que minimiza la norma ‖e‖2 = eT .e, k resulta ser la ganancia del
estimador. Alternativamente en el modelo de Hopfield, en la versio´n de Abe,
se fuerza la equivalencia entre la funcio´n de Lyaponov E(w) con la funcio´n
objetivo 1
2
‖e‖2, resultando
E =
1
2
eT · e = 1
2
θ˜TATAθ + θT (ATAθn − ATy) + 1
2
‖y − Aθn‖2,
cuyos estados s representan en cada instante la estimacio´n propuesta θ˜(t),
con pesos w y bias I siguientes:
w = −ATA, I = ATAθn − ATy
Ejemplo 4.1.1. para un brazo rigido de robot, con P un par aplicado por
un motor
x˙1 = x2
x˙2 = −g
l
senx1 − v
ml2
x2 +
1
ml2
P,
realizamos las transformaciones
y =
dx2
dt
θn + θ =
(
−g
l
,− v
ml2
,
1
ml2
)T
A = (senx1, x2, P )
mediante el sistema y = dx
dt
= A(θn + θ) por el me´todo del gradiente o
el modelo de Hopfield, podemos encontrar las curvas de estimacio´n,para
θ1 = −gl
Ejemplo 4.1.2. Para el sistema de Lorenz
x˙ = −βx1 + x2x3
x˙2 = w(x3 − x2)
x˙3 = −x1x2 + ρx2 − x3
donde seleccionaremos w = 10, β = 8
3
y ρ = 28, para obtener los estados en
tiempo discreto usamos el sistema en diferencias x˙ = Ax donde:
x = [x1, x2, x3]
T , A =
 −β 0 x20 −σ σ
−x2 ρ −1
 , s1 = Axk
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s2 = A(xk + s1), s3 = A
(
xk +
s1 + s2
4
)
; si
∣∣∣∣s1 − 2s3 + s23
∣∣∣∣ ≤ |xk|1000
∨
∣∣∣∣s1 − 2s3 + s23
∣∣∣∣ < 1, entonces xk+1 = xk+s1 + 4s3 + s26 , k = 0, 1, 2, ...
se trata de un sistema no lineal discreto sin entradas de control de la forma
x(k + 1) = f(x(k)) con una red neuronal multicapa
Bxˆ(k + 1) = Axˆ(k) + wkσ[x(k)],
con
w1(0) =
 randon(0, 1)1
1

son los pesos de las capas ocultas, σ = tanh(·), β = 4; actualizando los pesos
mediante la relacio´n
w1(k + 1) = w1(k)− n
1 + ‖σ‖2 e(k)σ
T ,
e(k) = xˆ(k)− x(k);
n ≤ 1, para un aprendizaje estable. As´ı obtenemos los valores mas adecuados
del comportamiento de la red neuronal monocapa con respecto a la sen˜al del
sistema
Ejemplo 4.1.3. En general para un sistema con entradas de control n(t)
dx(t)
dt
= φ(x(t), u(t))
y(t) = ψ(x(t))
o en tiempo discreto
x(k + 1) = φ(x(k), u(k))
y(k) = ψ(x(k))
se tiene una red neuronal en tiempo discreto como la siguiente
βxˆ(k + 1) = Axˆ(k) + σ[w1,t(k)xˆ(k)] + φ[w2,t(k)xˆ(k)]u(k),
donde xˆ(k) ∈ <n representa el estado interno de la red neuronal; A ∈ <n×n
es una matriz estable; w1,t y w2,t son matrices en <n×n que corresponden a
los pesos de las redes neuronales; σ(·) ∈ <n es una funcio´n mono´ticamente
creciente; φ = diagonal(φi(xˆj))r donde σi(·) y φi(·) son funciones signoidales
del tipo
σi(xi) =
ai
1 + e−bixi
− ci
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4.2. El paradigma de la propagacio´n hacia atra´s
Como ejemplo, tenemos el problema de la OR exclusiva, cuya red ba´sica
requiere de otra capa de neuronas ocultas para su solucio´n como se muestra
en las siguientes gra´ficas (en la segunda se colocan valores de umbral).
Figura 4.2 a) Modelo de propagacio´n hacia atra´s
En este modelo consideramos el error con signo de la neurona de salida “j”
en el n-iterado definido como
ej(n) = dj(n)− yj(n) = dj(n)− ϕ0j(
∑
j
w0kjLpj + θ
0
k) (4.2.1)
donde dj(n) es la salida deseada en la neurona j para el estado n ,
ipj = ϕpj(
N∑
i=1
whpl + θ
h
j )
φhj es el umbral para la neurona oculta j (hidden,) la media suma de errores
cuadra´ticos simulta´neos en todos los estados S ⊆ N es
ξ(n) =
1
2
∑
j∈S
e2j(n) (4.2.2)
con error cuadra´tico promedio
ξprom(N) =
1
N
N∑
n=1
ξ(n), (4.2.3)
esta u´ltima es llamada la funcio´n de costo dependiente de los para´metros
libres (pesos sina´pticos y valores de umbral), como se representa en la
siguiente red:
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Figura 4.2 b) Propagacio´n hacia atra´s con la funcio´n costo dependiente de para´metros
De yj = ϕj(vi(n)) con vj(n) =
∑N
i=1wij(n) · yi(n) obtenemos el siguiente
gradiente o factor de sensibilidad:
∂ξ(n)
∂wji(n)
=
∂ξ(n) · ∂ej(n) · ∂yj(n) · ∂vj(n)
∂ej(n) · ∂yj(n) · ∂vj(n) · ∂wji(n)
∂ξ(n)
∂wji(n)
= ej(n)(−1) · ϕ′j(vj(n)) · yi(n)
(4.2.4)
para razo´n de aprendizaje definida en las correciones de los pesos as´ı:
∆wji(n) = −η ∂ξ(n)
∂wji(n)
(4.2.5)
que en te´rminos de δj(n) se escribe como ∆wji = ηδj(n) · yi(n) y se concluye
que:
δj(n) = ej(n) · ϕ′j(vj(n)) (4.2.6)
para muchas neuronas N tomamos los siguientes te´rminos bias:
Ij =
{
ξj para la neurona de salida j
0 para todo valor;
(4.2.7)
y para las respuestas en los estados finales de reposo xj(∞) considera las
siguientes sen˜ales errores con signo:
ej =
{
dj − xj(∞) para la neurona de salida j
0 para todo valor;
(4.2.8)
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el objetivo es encontrar un algoritmo que minimice la siguiente funcio´n
ξ =
1
2
∑
k
e2k
considerando los cambios en los pesos sina´pticos wij por el siguiente me´todo
de pasos descendentes
∆wij = −η ∂ξ
∂wij
(4.2.9)
donde η es una constante de proporcionalidad, la cual debe ser controlada;
de tal manera que xj(∞) y {ξj} constituyan un atractor para los valores de
salida deseados {dj}. Esto implica la construccio´n de una red adjunta con
sen˜ales contrarias, la cual funciona para el ajuste de los pesos para el tiempo
futuro “t+ 1” as´ı:
whji(t+ 1) = wji(t) + ηδ
h
pjxi(t)
η es la velocidad de aprendizaje y proviene del sistema gradiente descendiente
como se ilustra en la segunda de las siguientes redes:
Figura 4.2 c) La segunda gra´fica corresponde a la red adjunta (Dual) del modelo de
propagacio´n hacia atra´s
Ma´s exactamente la computacio´n hacia atra´s ajusta los pesos sina´pticos en
la capa l de acuerdo a la siguiente regla
wlji(n+ 1) = wji(n) + α[w
l
ji(n)− wlji(n+ 1)− wlji(n− 1)] + ηδlj(n)yl−1i (n),
donde α es la constande de momento; y
δLj (n) = exp
L
j y
L
j [1− yLj ],
para la neurona j en la capa de salida L;
δlj(n) = y
l
j(n)[1− ylj(n)]
∑
k
δl+1k (n)w
l+1
kj (n)
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para la neurona j en la capa oculta l. En forma continua la evolucio´n de la
red en el espacio de pesos sina´pticos y umbrales (4.2.9) se relaciona con la
ecuacio´n de (4.1.1).
dvj(t)
dt
= −vj(t) +
∑
i
wijxi(t) + Ij, j = 1, 2, 3, ..., N (4.2.10)
donde xi = ϕ(vi), el vector x(t) esta en el de espacio de fases; (4.2.10) es
la ecuacio´n de propagacio´n hacia adelante. En resumen, la relacio´n entre las
dos redes anteriores es la siguiente
Figura 4.2 d) Resumen de sistema dina´mico del modelo de propagacio´n hacia atra´s.
De la (4.2.8) y (4.2.9) tenemos
∂ξ
∂wij
= −
∑
k
ek
∂xk(∞)
∂wij
(4.2.11)
lo que conduce a
4wij = η
∑
k
ek
∂xk(∞)
∂wij
(4.2.12)
En lo que sigue estudiamos los puntos de equilibrio del sistema de propagacio´n
hacia atra´s:
dyj(t)
dt
= −yj(t)+
∑
i
ϕ′(vi(∞))wijyi(∞)+ej, j = 1, 2, 3, ..., N (4.2.13)
Usando el siguiente procedimiento para el ca´lculo de ∂xk(∞)
∂wrs
:
a) El valor del potencial activacio´n de la neurona j en el tiempo t =∞ es
vj(∞) =
∑
i
wijxi(∞) + Ij (4.2.14)
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y teniendo en cuenta que
∂xj(∞)
∂wrs
=
∂xj(∞)
∂vj(∞) ·
∂vj(∞)
∂wrs
,
y de xj(∞) = ϕ(vj(∞)) obtenemos
∂xj(∞)
∂vj(∞) = ϕ
′(vj(∞))
b) De (4.2.14) tenemos
∂vj(∞)
∂wrs
=
∑
i
(
∂wji
∂wrs
xi(∞) + wji∂xi(∞)
∂wrs
)
,
con
∂wij
∂wrs
= δjrΥis
donde δjr son los respectivos deltas de Kronocker, entonces
∂vj(∞)
∂wrs
= Υjrxs(∞) +
∑
i
wji
∂xi(∞)
∂wrs
c) De (4.2.12) usando el hecho de que∑
r
Lrj
∑
k
ek(L
−1
kr ) = ej (4.2.15)
y adema´s
yr(∞) =
∑
k
ek(L
−1
kr );
obtenemos ∑
r
{δij − ϕ′(vr(∞))wrj}yr(∞) = ej,
lo que conduce a la siguiente expresio´n
yj(∞)−
∑
r
ϕ′(vr(∞))wijyr(∞) = ej,
esto es
0 = yj(∞) +
∑
i
ϕ′(vi(∞))wijyi(∞) + ej, j = 1, 2, 3, ..., N
que corresponde a los puntos de equilibrio de (4.2.13); desafortuna-
mente no existe un me´todo para garantizar la convergencia hacia un
punto fijo de la propagacio´n hacia atra´s.
4.3 Modelo de aprendizaje de una neurona de´bilmente no lineal
69
4.3. Modelo de aprendizaje de una neurona de´bilmente no
lineal
En los u´ltimos an˜os las redes neuronales artificiales han sido estudiadas
muy intensamente. Hay muchos art´ıculos que describen las aplicaciones de
las redes neuronales en la solucio´n de problemas de la teoria de control,
robo´tica, reconocimiento de voz, reconocimiento de patrones , comprensio´n
de datos, sistemas expertos y muchos otros. En problemas del proceso de
aprendizaje de las redes neuronales multicapas, los modelos matema´ticos
son una herramienta conveniente para la investigacio´n. De otro lado recien-
temente algunos art´ıculos han sido dedicados al estudio de las propiedades
cualitativas obtenidas por el me´todo de discretizacio´n de la variable temporal.
La pregunta ba´sica es, ¿Si las propiedades cualitativas de los sistemas
dina´micos de tiempo-continuo son preservadas bajo la discretizacio´n?. Para
responder esta pregunta usamos varios conceptos sobre sistemas dina´micos
diferenciables: Las propiedades de estabilidad y atraccio´n. La estructura
que surge del equilibrio punto silla, sus variedades invariantes, los prome-
dios invariantes de la topolog´ıa algebraica pueden ser mencionados como
ejemplos. Tambie´n han sido estudiadas aplicaciones nume´ricas, as´ı como la
conjugacio´n topolo´gica local y global.
El ana´lisis de una neurona debilmente no lineal esta basado en el teorema
de Fec¨kan, mientras que el caso de una neurona no lineal el resultado del
teorema de Bielecki [BiI].
4.3.1. Modelo matema´tico de una neurona y su proceso de apren-
dizaje
Una neurona artificial es una unidad provista de algunos pesos de entrada
y una salida. As´ı, podemos decir que una neurona es un operador F el cual
es un mapeo
F : Rk −→ Rk 3 (w,x) −→ F (w,x) = ϕ(w · x) ∈ R (4.3.1)
donde ϕ, la llamada funcio´n de activacio´n de una neurona, es un mapeo
ϕ : R 3 β −→ ϕ(β) ∈ R; donde w corresponde a los pesos siguientes
w1 w2 .... wk (4.3.2)
Una red neuronal artificial es un sistema de neuronas, las cuales estan
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conectadas de tal manera que la sen˜al de salida de una neurona es la entrada
de otra neurona. Muy frecuentemente las redes multicapas son consideradas;
los pesos de la neurona son determinados durante el proceso de aprendizaje.
As´ı una neurona entrenada es un mapeo
F ∗ := F (w, ·) : Rk −→ R (4.3.3)
Hay varios me´todos de aprendizaje para las redes neuronales artificiales,
muchos de ellos son procesos iterativos. Observamos que el me´todo de
gradiente descendente lleva a la variacio´n de la sina´psis de la forma siguiente
w(t+1) = wp − h · gradE(w) (4.3.4)
donde w = [w1, w2, ..., wk] es un vector de pesos de una neurona,
iterativamente generado por el me´todo de Euler para la ecuacio´n diferencial
w = −gradE(w) (4.3.5)
Si consideramos una neurona, una funcio´n de desviacio´n llamada tambie´n
funcio´n criterio, que representa el papel del potencial E en la ecuacio´n
gradiente (4.3.5). Con frecuencia se usa el criterio del mı´nimo cuadrado para
definir la funcio´n criterio de cada neurona, que esta dado por la fo´rmula
E(w) =
1
2
N∑
n=1
[ϕ(βn)− z(n)]2 (4.3.6)
donde f es una funcio´n de activacio´n de una neurona, β(n) = x
(n)
1 w1 +
... + x
(n)
k wk y el vector x
(n) = [x
(n)
1 , ..., x
(n)
k ] es una sen˜al de entrada. El
nu´mero z(n) es una respuesta deseada de la neurona si un vector x(n) es
la sen˜al de entrada y n es el nu´mero de vectores de entrada usados en
el proceso de aprendizaje. La sucesio´n finita ((x(1), z(1)), ..., (x(N), z(N))) es
llamada secuencia de aprendizaje.
4.3.2. Conjugacio´n topolo´gica de cascada de gradientes
Aplicaremos dos teoremas al ana´lisis del proceso de aprendizaje. Los
teoremas considerados son aplicados a la ecuacio´n diferencial y al me´todo
de Euler. El h-mapeo relacionado con el tiempo inducido por las soluciones
es comparado con la cascada obtenida por el me´todo de Euler.
El resultado obtenido por Bielecki que es un sistema dina´mico en una
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esfera bidimensional S2 bajo alguna suposicio´n natural, es correctamente
reproducido por el me´todo de Euler para un paso de tiempo suficientemente
pequen˜o. Esto significa que el h-mapeo relacionado con el tiempo del sistema
dina´mico inducido esta topologicamente globalmente conjugado con el
sistema dina´mico discreto obtenido por el me´todo de Euler, el cual puede
ser sintetizado como sigue:
Teorema 4.3.1. Sea
φ : S2 × R −→ R2 (4.3.7)
Un sistema dina´mico que tiene un nu´mero finito de singularidades, todas
hiperbolicas, y generadas por la ecuacio´n diferencial
X˙ = −gradE(X) (4.3.8)
donde E ∈ C2(S2,<).Supongase que adema´s, el sistema dina´mico φ no
tiene conexiones silla-silla. Adema´s, asuma que φh : S
2 −→ S2 es una
discretizacio´n del sistema φ, es decir φh(x) = φ(x, h); mientras que un mapeo
ψh : S
2 −→ S2 es generado por el me´todo de Euler para la ecuacio´n (4.3.8).
Entonces, para h > 0 suficientemente pequen˜o, y existe un homeomorfismo
α = αh : S
2 −→ S2 el cual φh y ψh, esto es:
ψh ◦ α = α ◦ ψh (4.3.9)
La prueba del teorema se presenta en [BiI].
4.3.3. Comentario
1) Como es conocido, el axioma A y la fuerte condicio´n de transversalidad
son equivalentes a la estabilidad estructural de un sistema dina´mico
(4.3.8) [PA,ME]. Por otro lado, para sistemas dina´micos gradientes,
el axioma A implica que el sistema tiene unicamente un nu´mero
finito de singularidades, todas hiperbo´licas; mientras que la condicio´n
de transversalidad fuerte implicita que el sistema gradiente no tiene
conexio´n sillas-sillas. As´ı que la estabilidad estructural del sistema
dina´mico considerado S2, φ) implica la suposicio´n del teorema (4.3.1).
Adema´s, el conjunto de sistemas dinamicos estructuralmente estables
es abierto y denso en el espacio de sistemas dina´micos gradientes .(ver
[PA,ME], Pa´g 116).
2) Un sistema dina´mico generado por la ecuacio´n (4.3.8) tiene u´nicamente
un nu´mero finito de singularidades, todas hiperbo´licas, y sin conexiones
sillas-silla; este sistema es llamado un sistema gradiente Morse-smale.
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En el teorema Fec¨kan se considera la relacio´n entre un flujo
lineal debilmente perturbado con la discretizacio´n siguiente
Teorema 4.3.2. Sea (φ,Rm) el flujo generado por X˙ = Ax + g(x) donde
A ∈ C(Rm) no tiene valores propios en el eje imaginario, g ∈ C1(Rm,Rm),
g(0) = 0 para cada x ∈ Rn y un b suficientemente pequen˜o, con las siguientes
desigualdades:
sup |g(x)| <∞ y |D g(x)| ≤ b.
Entonces para un conjunto compacto K ⊂ Rm all´ı existe un nu´mero h0 > 0
y una C◦ conjugacio´n
Hh : Rn −→ Rn, h ∈ (0, h◦)
tal que sobre el conjunto K se cumple la siguiente conjugacio´n:
φ(· , h) ◦Hh(·) = Hh(·) ◦ ψh(·)
donde ψh es el mapeo dada por el me´todo de Euler
ψh(x) = x+ h · Ax+ h · g(x)
4.3.4. Neuronas de´bilmente no lineales
Usaremos los teoremas de Grobman-Hartman y Fec¨kan para el ana´lisis
del proceso de iteraciones, el cual es usado para las series de neuronas
debilmente no lineales.
Definicio´n 4.3.3. Una neurona es llamada debilmente no lineal si su funcio´n
de activacio´n es de la forma
ϕ : Rn 3 β −→ ϕ(β) = β + g(β)
Donde g satisface la suposicio´n, considerada en el teorema (4.3.2) para
la funcio´n g y adema´s, para cada β la segunda derivada |D2 g(β)| <
c, |β g′(β)| < d1, |β g′′(β)| < d2 , donde las constantes c, d1, d2 son
suficientemente pequen˜as.
Parece que las neuronas debilmente no lineales no han sido suficientemente
estudiadas, porque el proceso de aprendizaje de una neurona debilmente no
lineal tiene la misma dina´mica que el sistema dina´mico lineal. El siguiente
teorema nos permite mostrar esto.
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Teorema 4.3.4. El me´todo de aprendizaje del gradiente descendiente de una
neurona debilmente no lineal es modelado por una ecuacio´n diferencial de
tipo(4.3.8).
Demostracio´n. : Sea una neurona que tiene una M componentes de entrada y
una secuencia de aprendizaje dada por (x(1), z(1)), (x(2), z(2)), ..., (x(N), z(N)).
Entonces la excitacio´n total de una neurona en el n-e´simo paso del proceso
de aprendizaje esta dado por:
β(n) =
M∑
m=1
x(n)m w
(n)
m
asumiendo que una neurona es debilmente no lineal, si la funcio´n de activacio´n
es de la forma
ϕ(β(n)) = β(n) + g(βn)
mientras que la funcio´n criterio de media cuadra´tica esta dada por
E(w1, w2, ..., wM) =
1
2
N∑
n=1
[β(n) + g(β(n))− z(n)]2
podemos realizar el ca´lculo de la k-e´sima componente del gradiente de la
funcio´n costo:
∂E
∂wk
=
N∑
n=1
[β(n) + g(β(n))− z(n)][x(n)k + g′(β(n)) · x(n)k ]
esto es,
∂E
∂wk
=
N∑
n=1
x
(n)
k β
(n) +
N∑
n=1
x
(n)
k [g(β
(n)) + g′(β(n))f(β(n))− z(n) g′(β(n))− z(n)]
As´ı, el gradiente de la ecuacio´n diferencial que modela el proceso de
aprendizaje es la siguiente
w˙ = −grad E(w)
puede ser escrita en la siguiente forma:
w˙ = −(A(w) + g˜(w))
Asumamos que la entrada de la neurona tiene M-componentes y la secuencia
de aprendizaje consite de N-elementos. La matrix A es entonces:
A =
 x¯1 ◦ x¯1 · · · x¯1 ◦ x¯M... ... ...
x¯M ◦ x¯1 · · · x¯M ◦ x¯M
 (4.3.10)
74 Las dina´micas de las redes neuronales no lineales
Donde x¯M es un vector con N-componentes. Las sen˜ales dadas en la m-e´sima
entrada de la neurona son sus N-componentes para m = 1, 2, ...,M . La
k-e´sima componente del vector g˜(w) es de la forma:
g˜(w) =
N∑
n=1
x
(n)
k [g(β
(n)) + g′(β(n))f(β(n))− z(n) g′(β(n))− z(n)]
As´ı, si el mapeo de g satisface las suposiciones especificas (4.3.1) del
comentario(4.3.3), entonces el mapeo g˜ satisface las hipo´tesis del teorema
(4.3.1). Esto completa la prueba. Las propiedades de la funcio´n g indicada
en el comentario (4.3.3) implica tambie´n la suposicio´n del teorema Grobman-
Hartman. Esto significa que se tiene el siguiente teorema:
.
Teorema 4.3.5. El flujo generado por la ecuacio´n
w = −(Aw+ g˜(w))
Es globalmente topolo´gicamente conjugado con el flujo generado por la
discretizacio´n h-mapeo del tiempo generado por la ecuacio´n siguiente
w˙ = −Aw.
Adema´s, la cascada generada por la discretizacio´n h-mapeo del tiempo el
globalmente topolo´gicamente conjugado con el flujo generado por el sistema
no-lineal siguiente:
w˙ = −(Aw+ g˜(w)) (4.3.11)
En una bola grande, el h-mapeo es conjugado con la cascada generada por el
me´todo de Euler para la ecuacio´n (4.3.11).
Notamos que el nu´mero del rango de valores en el cual se puede
representar en un computador esta acotado. Adema´s, en una ce´lula neuronal,
los neurotransmisores son liberados en pequen˜as cantidades, en forma de
paquetes alrededor de 10−17 por impulso, el impulso de entrada no puede
ser muy grande porque la ce´lula puede ser destruida. As´ı, tanto en las redes
neuronales artificiales como en las biologicas, los valores absolutos de los
vectores w y x estan acotadas, y por lo tanto en las modelaciones nume´ricas
de neuronas, tanto biolo´gicas como artificiales, necesitamos u´nicamente
considerar los vectores frontera x y w. As´ı, la consideracio´n topolo´gicamente
del conjugado en una bola grande es adecuada para el ana´lisis de un proceso
de aprendizaje. El proceso de aprendizaje se implementara en un computador
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de acuerdo al me´todo de Euler.
El teorema (4.3.5) garantiza que su dina´mica es la misma que la dina´mica
de una cascada lineal so´lo si la matrix A no tiene valores propios sobre el
eje imaginario. Esto implica, por ejemplo, la estabilidad asinto´tica de un
proceso de aprendizaje. Sin embargo, se hace necesario estimar el valor de h0
para aplicar los resultados de nuestros ana´lisis a redes neuronales que estan
implementadas en un computador.
4.3.5. Dina´mica del proceso de aprendizaje de una neurona no lineal
Consideremos la red neuronal artificial unicapa constituidas de neuronas
no lineales . Asumiremos que la entrada de cada neurona tiene dos compo-
nentes y adema´s se afirma que la funcio´n de activacio´n de cada neurona es
un mapeo acotado de clase dos C2(R,R), con primera y segunda derivadas
tambie´n acotadas. En la pra´ctica se utilizan ma´s tipos de funciones de
activacio´n por ejemplo, las funciones bipolar y unipolar; otras funciones
radiales satisface las suposiciones especificadas. Puesto que las neuronas
aprende independientemente en una red unicapa, podemos considerar el
proceso de aprendizaje u´nicamente para solo una neurona. Usando el me´todo
del gradiente descendiente bajo las hipo´tesis el teorema (4.3.1) tenemos la
estabilidad asinto´tica del proceso de aprendizaje.
Consideremos la esfera
Figura 4.3 Compactificacio´n de Poincare´ y retrato de fases en el infinito.
Por medio de proyeccio´n estereogra´fica el plano R2 se compactif´ıca en S2,
como se explico en la seccio´n 1.6.1. El teorema puede ser usado para el ana´lisis
de procesos de aprendizaje de una neurona no lineal con dos componentes
de entrada suministrando el potencial E en la ecuacio´n gradiente (4.3.5)
puede completarse en el polo norte de la esfera de tal manera que se obtiene
una funcio´n de clase C2(S2,R) y no presenta puntos fijos adicionales no
76 Las dina´micas de las redes neuronales no lineales
hiperbo´licos.
La funcio´n criterio dado por (4.3.6) tiene varios limites si una imagen inversa
pi−1(w) de un vector w (donde pi es la proyeccio´n esteografica) converge
al polo norte w, es decir |w| converge al infinito . En consecuencia puede
converger al infinito de tal modo que el producto escalar x ◦ w permanece
como una constante arbitraria. No obstante, es posible modificar la funcio´n
criterio de tal modo que en una cierta bola B((0, 0), r) el potencial sea
modificado, y as´ı sera´ posible completarlo de manera conveniente tomando
el radio tan grande como se necesario.
Entonces como observamos en la seccio´n anterior, para el ana´lisis del
proceso de aprendizaje considerar la conjugacio´n topolo´gica sobre un balo´n
suficientemente grande. En efecto podemos modificar el potencial E usando
la funcio´n escalar siguiente:
g(w) =
{
e−(r−a)
4
para r ≥ a
1 para r ∈ [0, a) (4.3.12)
donde r := |w|2 = w21+w22 y a es una constante positiva, esta funcio´n g es de
clase C2(R2,R). Haciendo la constante a suficientemente grande, definimos
el siguiente mapeo E∗
E∗(w) := g(w) · E(w) (4.3.13)
entonces la primera y la segunda derivada parcial de la funcio´n E∗ son de la
siguiente forma:
∂E∗(w)
∂wi
= E(w) · ∂g(w)
∂wi
+ g(w) · ∂E(w)
∂wi
;
∂E∗(w)
∂wi
= E(w) · ∂g(w)
∂wi
+ g(w) ·
N∑
n=1
[(f(β(n))− z(n)) · df
dβ(n)
· ∂β
(n)
∂wi
]
∂E∗(w)
∂wi
= E(w) · ∂g(w)
∂wi
+ g(w) ·
N∑
n=1
[x
(n)
i ·
df
dβ(n)
· (f(β(n))− z(n)];
luego,
∂2E∗(w)
∂wjwi
= E(w)· ∂
2g(w)
∂wj∂wi
+
∂E(w)
∂wj
· ∂g(w)
∂wi
+g(w)
∂2E(w)
∂wjwi
+
∂g(w)
∂wj
· ∂E(w)
∂wi
donde
∂2E(w)
∂wjwi
=
∂
∂xj
N∑
n=1
[x
(n)
i · (f(β(n))− z(n)],
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esto es
∂2E(w)
∂wjwi
=
N∑
n=1
x
(n)
i x
(n)
j ·
[
∂2f
d(β(n))2
· (f(β(n))− z(n)) + df
dβ(n)
· df
dβ(n)
]
La forma de estas derivadas y las suposiciones especificadas al comienzo
de esta seccio´n implican que si nos aproximamos al polo norte de la esfera
S2, no so´lo la primera derivada sino tambie´n la segunda derivada convergen
a cero. Esto significa que si el potencial E∗ se completa en el polo norte
entonces un punto fijo no hiperbo´lico adicional podr´ıa aparecer. Sin embargo
las soluciones de la ecuacio´n
w˙ = −grad E∗(w) (4.3.14)
son transversales el c´ırculo K((0, 0), r = 2a) en direccio´n hacia su interior,
es decir, el producto escalar −grad E∗(w) ◦w es negativo para |w| = √2a.
En efecto tenemos
−gradE∗(w)·w =
2∑
i=1
[E(W )·∂g(w)
∂wi
·wi+g(w)·
N∑
n=1
[x
(n)
i .
df
dβ(n)
·(f(β(n))−z(n))]wi]
puesto que para r = 2a,
∂g(w)
∂wi
:= g(w) =
{
−8.(r − a)3wi.e−(r−a)4 para r > a
0 para r ∈ [0, a) (4.3.15)
obtenemos
−gradE∗(w) =
2∑
i=1
e−a
4
.[−8a3.w2i .E(w) +
N∑
n=1
[x
(n)
i .
df
dβ(n)
· (f(β(n))− z(n)]wi]
Tanto el potencial E y la primera derivada estan acotadas para a grande, el
primer te´rmino en la suma es asinto´ticamente igual a a3e−a
4
, en tanto que en
la segunda es igual a e−a
4
. As´ı para a suficiente grande, el valor del primer
te´rmino es negativo y su valor absoluto es ma´s grande que el valor absoluto
de la segunda componente de la suma.
Via la proyeccio´n estereogra´fica el potencial v(w) = −r2 en |w| => √3a
tiene su ma´ximo en el polo norte, entonces el sistema dina´mico
w˙ = −gradv(w)
tiene un punto de equilibrio hiperbo´lico en este polo. Finalmente para el
potencial
E˜(w) =
{
E∗(w) si w ≤ 2√a
v(w) si w > 3
√
a
hace el sistema (4.3.5) totalmente hiperbo´lico.
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4.4. El movimiento errante y el fe´nomeno co-operativo en una
red neuronal: un modelo de memorio asociativa
Un nuevo modelo para memoria asociativa con el tiempo discreto, en el
cual el caos es tomado en cuenta y a dema´s el estado interior de las neuronas
dependen de la historia pasada. La red Neuronal por s´ı misma puede buscar
los mı´nimos de energ´ıa consecutivamente usando el movimiento errante
y el feno´meno co-operativo. Se mostrara´ que el modelo descrito en esta
seccio´n tiene gran utililidad en problemas de memoria asociativa. Uno de
los propo´sitos de estudiar las redes neuronales es entender la informacio´n
procesada en el cerebro. Si conocemos el mecanismo de procesamiento de la
informacio´n, nosotros podemos construir la red neuronal, que es u´til para el
procesar de informacio´n complicada.
El primer modelo de una neurona fue creado por Mac Culloch and
Pitts en 1943. Este modelo es simple pero poderoso, espec´ıficamente, el
rendimiento de las i neuronas oi toma uno (el estado encendido) o cero (el
estado no encendido) segu´n si la suma de los pesos de sus entradas para
otras neuronas esta´n arriba o por abajo del umbral θi, tenemos
oi(n+1) = F [ui(n+1)] , oi(n+1) = F
[
N∑
j=1
wijoj(n)− θi
]
, n = 1, 2, 3, ...
(4.4.1)
donde N es el nu´mero de neuronas en la red neuronal y wij son los pesos
sipna´cticos que conectan las i neuronas con las j. El tiempo es tomado en
pasos discretos. La funcio´n ganancia F es la funcio´n paso de Heaviside o la
funcio´n sigmoidal.
La red neuronal es usada muchas veces en memorias asociativas y
problemas de optimizacio´n (Traveling Salesman Problem T.S.P). Las redes
neuronales Hopfiel y Tank 1985 mutuamente conectadas tienen energ´ıa E(n)
definida.
E(n) = −1
2
∑∑
i6=j
wijoi(n)oj(n)−
∑
i
Iioi(n) +
∑
i
θioi(n) (4.4.2)
donde Ii y θi son las entradas externas y el umbral respectivamente. Si
la red tiene conexio´n sime´trica, esto es wij = wji con cero para conexio´n
consigo misma wii = 0, y la funcio´n ganancia incrementa mono´tonicamente
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la variacio´n ∆E(n) de E(n) debido a la variacio´n ∆oi(n) de oi(n) es
∆E(n) = −
(∑
j 6=i
wijoj(n) + Ii − θi
)
(4.4.3)
En su modelo neuronal Hopfield ha demostrado en la seccio´n (4.1) que
la energ´ıa total de la red decrece mono´tonicamente debido a ∆E(n) es
siempre negativa. Si consideramos un mı´nimo de energ´ıa como una memoria
asociativa, como en el caso de las rutas correctas en TSP, la red neuronal
Hofield puede buscar los mı´nimos. Al mismo tiempo, sin embargo, el modelo
tiene la dificultad que el sistema no puede escapar de la mı´nima. Significa
cuando empezamos el estado inicial que el sistema recupera solo una de
las memorias, si algunas de las memorias estan guardadas en el sistema.
Para quitar la dificultad algunos me´todos son propuestos, por ejemplo, el
Me´todo estoca´stico o´ el Me´todo cao´tico. En el primer me´todo, intengamos
salir del minimo adicionando ruido Gaussiano. En el segundo, el estado
del sistema sale del mı´nimo usando el movimiento errante, lo cual conduce
naturalmente al caos. La salida de una neurona es determinado segu´n si
los osciladores cao´ticos acoplados esta´n sincronizados entre si o no. En esta
seccio´n estudiamos el modelo que se ha obtenido modificando el Modelo
de redes de Hopfield con una conexio´n negativa de retroalimentacio´n; este
modelo es descrito como un mapeo acoplado globalmente. El para´metro de
bifurcacio´n de su mapeo es determinado por las neuronas circundantes.
4.4.1. Modelo
Es bien conocido que despue´s de activarse, la neurona tiene que esperar
por un periodo, llamado periodo refractorio, antes que pueda activarse
de nuevo. Por consiguiente esta claro que la historia anterior del estado
interno de la neurona tiene gran influencia en la conducta de la neurona.
Representamos el estado interno de la neurona i(1 ≤ i ≤ N) en la red
neuronal por dos variables xni y u
n
i en n pasos, los cuales son llamados la
variable ba´sica y la variable de la memoria. Usando la variable uni podemos
estimar si el estado del sistema se establece en uno de los mı´nimos o no.
La variable ba´sica xni cambia cao´ticamente, lo cual se usa para escapar del
mı´nimo spurious haciendo uso del Movimiento Cao´tico errante. La variable
ba´sica xni se genera usando el mapeo f(x, a) : x
n
i = f(x
n−1
i , a
n
i ), donde a
n
i es
un para´metro de bifurcacio´n en el paso n, emplearemos el mapeo log´ıstico
siguiente:
xni = f(x
n−1
i , a
n
i )
= 2ani (1 + x
n−1
i )(1− xn−1i )− 1
(4.4.4)
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La serie de tiempo generada por el mapa log´ıstico f depende mucho del
para´metro de bifurcacio´n ani , entonces es importante conocer como elegir a
n
i .
La memoria variable uni es la cantidad que describe la historia anterior, para
la informacio´n de entrada de la neurona i. Luego la salida oni de la neurona
i definido en te´rminos de uni y x
n
i es:
oni = sgn(u
n
i )|xni | (4.4.5)
La variable de memoria uni se define de la siguiente manera:
uni =
un−1i
α
+
∑
j
wijo
n
i + Ii − θi
uni =
n−1∑
m=0
α−m
(∑
j
wijo
n−m−1
j + Ii − θi
) (4.4.6)
donde α es el para´metro de decaimiento. Como es claro en la ecuacio´n
(4.4.6), uni involucra la memoria pasada. Si α es sufiecientemente larga y
|xni | = 1 , podemos no tener en cuenta la memoria pasada y nuestro modelo
coincide con el modelo convencional propuesto por McCulloch - Pitt como
Ecuacio´n (4.4.1).El para´metro de la bifurcacio´n ani del mapeo f(x, a) definido
en te´rminos de la variable de la memoria variable uni esta dada por:
ani = A1 +
A2
1 + exp(−A3uni )
(0 ≤ ani ) ≤ 1 (4.4.7)
donde A1, A2, y A3 son para´metros. Si el sistema entra en uno de los
mı´nimos de energ´ıa, la salida oni permanece constante y as´ı u
n
i incrementara
o decrecera´ mono´tonicamente, lo que es claro en la ecuacio´n (4.4.6). Por eso
introducimos el umbral θ con respecto a |uni | para escapar del mı´nimo. Si
|uni | ≥ θ la magnitud y el signo de uni en n pasos se actualiza de acuerdo a:
uni = −sgn(uni )β(θ,N) (4.4.8)
donde β(θ,N) es un para´metro. Esta actualizacio´n significa el cambio de
signo de la salida oni en la ecuacio´n (4.4.5). En la ecuacio´n (4.4.6) este cambio
de signo es equivalente a reemplazar wij por −wij. Esto puede implicar que
parte de la funcio´n de energ´ıa en la ecuacio´n (4.4.2) se modifique. As´ı el
sistema puede escapar del mı´nimo, entre mas grande sea N el taman˜o de la
red mas grande debe ser β, por eso la magnitud del aumento β debe ser una
funcio´n del taman˜o de la red Neuronal N y del Umbral θ.
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Como se discutio´ arriba, la red neuronal trabajo como sigue. Inicial-
mente los valores de uni , o
n
i y x
n
i se dan aleatoriamente, la variable de la
memoria un+1i en el siguiente paso se calcula con la ecuacio´n (4.4.6) usando
oni y u
n
i . Sustituye´ndolas en la ecuacio´n (4.4.7) obtenemos el para´metro
de bifurcacio´n an+1i . La varieble ba´sica x
n+1
i se determina con la ecuacio´n
(4.4.4) con el para´metro de bifurcacio´n an+1i . De la ecuacio´n (4.4.5) obten-
emos la salida de una neurona. Si el valor absoluto de uni es mas grande
que el umbral θ , la magnitud y el signo de uni se actualiza de acuerdo a la
ecuacio´n (4.4.8). Repitiendo este proceso, podemos calcular la dina´mica de
la red neuronal.
4.4.2. Memoria asociativa
Si la red neuronal tiene 4×4 neuronas y tres patrones, lo que se muestra se
muestran en la Figura 4.4.2. El peso Sinaptico wij es determinado de acuerdo
a la regla Hebbian siguiente,
wij =
∑
s
(2ξsi − 1)(2ξsj − 1) (4.4.9)
con wii = 0, donde ξi denota los s-vectores patrones guardados y ξ
s
i toma 1
y 0 para blanco y negro, respectivamente. Para simplificar ponemos Ii = 0,
θi = 0 y A3 = 2,5 . Nuestro modelo es diferente del Hopfiel, sin embargo
usaremos su definicio´n de energ´ıa E de la ecuacio´n (4.4.2). Para Ii = 0 y
θi = 0, la energ´ıa E
n en el paso n, es
En = −1
2
∑∑
i6=j
wijo
n
i o
n
j . (4.4.10)
Puesto que la salida de nuestra red es analo´gica, nosotros ponemos oni = 1
para oni > 0 y o
n
i = 0 para o
n
i < 0 , en el ca´lculo de la energ´ıa (4.4.10) y
podemos pintar de cada neurona en la figura 4.4.2 de negro o blanco segu´n
si oni es positiva o negativa respectivamente.
La red toma la mı´nima energ´ıa −20 cuando la red recupera uno de
los patrones guardados e invierte patrones. Si la red neuronal recupera un
patro´n falso, se toman el ma´s alto nivel de energ´ıa.
Podemos ajustar el rango de ani cambiando A1 y A2, tomamos ini-
cialmente α = 1, θ = 15 , β = 3 para A1 = 0,9539 y A2 = 0,0032
(0,9539 ≤ ani ≤ 0,9571), el cual corresponde a una regio´n de caos intermi-
tente, localizada en una ventana de periodo 3 en el diagrama de bifurcacio´n
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del mapeo log´ıstico. Por ejemplo el sistema puede encontrar la ruta mas
corta en la solucio´n del problema T.S.P. (problema del comerciante viajero)
Figura 4.4.2 Ejemplo de la dina´mica del modelo de Hopfield con memoria asociativa
Conclusiones
1) Se conocieron, analizaron y simularon las pequen˜as oscilaciones o
autooscilaciones dina´micamente pro´ximas a los estados de reposo;
las cuales corresponden a las bifurcaciones de Hopf. Feno´meno
detectado en el modelo de Hodgkin-Huxley y posteriormente en el
modelo de FitzHugh-Nagumo. Este hecho es relevante para conocer
el comportamiento de la dina´mica neuronal.
2) En coordenadas apropiadas, en formas normales algebraicamente
convenientes y mediante reduccio´n a la variedad central, se descubre
tambie´n grandes oscilaciones; las cuales se explican por las conexiones
heterocl´ınicas entre equilibrios, dicho de otra manera, mediante
soluciones solito´nicas. Esto explica la inestabilidad estructural al
modelo de FitzHugh-Nagumo.
3) Estudiamos una primera aproximacio´n entre redes neuronales artifi-
ciales, en sus paradigmas de Hopfield y propagacio´n hacia atra´s, con la
representacio´n no lineal en contextos compactos de la actividad neu-
ronal; esto a trave´s de sistemas dina´micos del tipo gradiente y el con-
cepto de memoria asociativa.

Bibliograf´ıa
[MU,MA] P. Muruganandam y M. Lasklmanan [1997]; Bifurcacio´n Analysis
of the Travelling Wareform of FitzHugh-Nagumo nerve conduction
model equation; Chaos, Vol 7, No 3, 476-487.
[FH] R. FitzHugh [1961]; Impulses and Phisiological states in theoretical
models of nerve membrane, Biophisic journal 1, 445.
[GU,HO] J. Gukhenheimer and P.J Holmes [1983]; Nonlinear oscillations,
Dynamical Systems, and Bifurcations of vector fields, Applied
Mathematical Science Series (springer, New York) vol. 42.
[BiI] Andrzej Bielecki [2001]; Dynamical properties of learning process of
weakly nonlinear and nonlinear neurons, nonlinear Analysis: Real
world Applications 2, 249-258.
[BiII] Andrzej Bielecki, D. Jablonski, M. Kedzierski [2004]; Properties
and Applications of weakly nonlinear Neurons, Elserver Journal of
Computational and Applied mathematicas, 93-106.
[MA,SH] Makoto Makishima y Toshihiro Shimizu [1998]; Wandering Motion
and Co-operative Phenomena in Chaotic Neural Network, Interna-
tional Journel of Bifurcations and Chaos, vol No 5, 891-898.
[Cr] Alejandro Cruz Sandoval [2003]; Tesis de Maestria de lInstituto
Politecnico Nacional de Mexico, Ciudad de Mexico D.F.
[AT,JO,SA] M. Atencia, G Joya y F. Sandoval [2004]; Optimizacio´n con
sistemas Neuronales de Hopfield. Aplicacio´n a la identificacio´n
86 Bibliograf´ıa
parame´trica de sistemas Dina´micos; en Optimizacio´n Inteligente,
Universidad de Malaga, Espan˜a.
[CH,DE,TE] S. N. Chow, B Deng and D. Terman [1990]; The Bifurcation of
Homoclinic and Perio´dic Orbits From Two Heteroclinic orbits, Siam
Math Journal, vol 21 No 1, 205-220.
[BA,CARR,ON] Carolina Barriga M., Humberto Carrillo Calvet y Fernan-
do Ongay L. [2003]; El Modelo de Fitzhuhg-Nagumo para el Poten-
cial Ele´ctrico de una Neurona, Aportes matema´ticos series comunica-
ciones 32, 31-32, Mexico D.F.
[MO,ST] Morris F. Hirsch and Stephen Smale [1998]; Differential equations,
Dynamical Systems, and linear Algebra, Academic Press, New York.
[PE] Lawrence Perko [1996]; Differential equations and Dynamical Sys-
tems, Springer-Verlag.
[MON,LON,POL] Mauro Montealegre C., Gustavo London˜o B. y Luis Ar-
turo Polania Q.[2001]; Los Fundamentos de los Sistemas Dina´micos,
Universidad Surcolombiana.
[CO] Conley[1975]; Traveling wave solutions of nonlinear differential
equations, in structural stability, the theory of catastrophes and
applications in Scienes; A Dold and B. Eckmann; eds, Lecture notes
in mathematics, springer-verlag, Berlin.
[Ki,Che] David Kincaid y Ward Cheney, Ana´lisis nume´rico las matema´ticas
del ca´lculo cient´ıfico, [1994]; Addism wesley.
[Ho] Hopfield, J.J en “Neurons with graded response have collective
computacional properties like those of two-state neurons”, Procedings
of the National Academy of Sciences of de U.S.A 81, 3088-3092.1984
[PA,ME] J. Palis and W. de Melo; Geometric Theory of dynamica systems;
Springer [1998].
[Si] Simon Haykin; Neuronal Networks; [1994] Macmillan.
