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ON THE PERIODIC KORTEWEG-DE VRIES EQUATION:
A NORMAL FORM APPROACH
SEUNGLY OH
ABSTRACT. This paper discusses an improved smoothing phenomena for low-regularity
solutions of the Korteweg-de Vries (KdV) equation in the periodic settings by means
of normal form transformation. As a result, the solution map from a ball on H− 12+ to
Ct0([0, T ], H
−
1
2
+) can be shown to be Lipschitz in a H0+
x
topology, where the Lipschitz
constant only depends on the rough norm ‖u0‖
H
−
1
2
+ of the initial data. A similar episode
has been observed in a recent paper on 1D quadratic Schro¨dinger equation in low-regularity
setting.
1. INTRODUCTION
Consider the real-valued periodic Korteweg-de Vries (KdV) equation
(1)
∣∣∣∣ ut + uxxx = ∂x(u2); (t, x) ∈ [0, T ]×Tu(0, x) = u0 ∈ H−s(T)
where T = R mod [0, 2pi]. Using function spaces introduced by Bourgain in [2], the lo-
cal well-posedness of (1) for s < 1/2 was proved by Kenig, Ponce, Vega in [9]. Ten years
later, the global well-posedness of this problem for s ≤ 1/2 was proved by Colliander,
Keel, Staffilani, Takaoka and Tao in [4], where they introduced I-method for constructing
almost-conserved quantities. For a further survey on this topic, refer to [1] and the refer-
ences therein.
The purpose of this paper is not to extend these results, which are sharp in the sense of
uniformly continuous solution map, but instead to examine some properties of solutions
with rough initial data. In fact, we will take for granted the well-posedness of (1), but we
remark that this method can be refined to produce a priori estimates for the correspond-
ing contraction argument to prove the quantitative local well-posedness of periodic KdV
(refer [12]). Our main result shows that, at least locally in time, the solution can be decom-
posed into an explicit component containing the initial data and a smoother component.
Furthermore, this leads to a new property of the solution map– i.e. Lipschitz-ness in a
considerably smoother space. This is a direct analogue of our previous result [12] for 1-D
quadratic Schro¨dinger equation.
We achieve this by constructing a bilinear pseudo-differential operator, which gains reg-
ularity in space essentially by taking advantage of time resonance described in [14]. This
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technique is known as normal form, orginating from the well-known technique in ODE. It
was first applied within the context of PDE by Shatah [13] to analyse quadratic non-linear
Klein-Gordon equations. More recently, this technique came into much attention, particu-
larly by Germain, Masmoudi and Shatah in [7].
This technique was applied in the periodic KdV setting in [1], where it is referred to as
differentiation by parts. In [6], the differentiation-by-parts technique was used to show a
global smoothing for the periodic KdV. Here, Erdogan and Tzirakis proved that the global
solution u of (1) with initial data u0 ∈ H−s for s < 1/2 satisfies u − e−t∂3xu0 ∈ H−s+γ
where γ < min(−2s + 1, 1). Close to L2, this gives a gain of a full derivative. But as we
approach H−1/2, this gain gradually disappears.
In this paper, we approach the problem in a different manner. To motivate our setting, we
recall from [2] that a trilinear resonant term causes a trouble in the low regularity analysis
of modified KdV. A similar trouble was observed for KdV in [1] and [6] after perform-
ing differentiation by parts. In view of this, we will filter out an explicit roughest resonant
term, denoted R∗[u0] ∈ H−s, instead of filtering out the free solution e−t∂
3
xu0 as in [6]. The
exact formulation of this term will be given in Section 3.1, as well as the Lipschitz property
of this map in Lemma 4. Then we observe that there can be a smoothing of 1/2 derivatives
even for the lowest known Sobolev index H−1/2+. We remark that this is an improvement
from the result in [6] for the range of indices s ∈ (1/4, 1/2).
The following is the main result of this work:
Theorem 1. Let 0 ≤ s < 1/2 and 0 < δ ≪ 1
2
− s. For any real-valued u0 ∈ H−s(T)
with û0(0) = 0, there exists a time interval [0, T ] with T ∼ ‖u(0)‖−αH−s(T) for some α > 0
so that the real-valued solution u ∈ C0t ([0, T ];H−s(T)) to the periodic boundary value
problem (1) can be decomposed in the following manner: u = R∗[u0] + h + w where
R∗[u0] ∈ L
∞
t H
−s
x ; h ∈ L
∞
t H
−s+1
x ; w ∈ X
−s+ 1
2
, 1
2
+δ
T .
Furthermore, we can write the Lipschitz property of the solution map in a smoother
space:
‖u− v‖
Ct([0,T ];H
−s+1
2
x )
≤ CN,T,δ‖u0 − v0‖
H
−s+1
2
x
,
where ‖u0‖H−s + ‖v0‖H−s < N , and CN,T,δ depends only on N , T and δ.
We remark that Theorem 1 implies u − R∗[f ] ∈ C0t ([0, T ];H
−s+ 1
2
x ) for s > 1/2, when
we consider the embedding Xs, 12+δ ⊂ Ct0([0, T ];Hsx) for any δ > 0 and s ∈ R.
The paper is organized as follows. In Section 2, we introduce the Xs,b spaces and known
results concerning these spaces. Section 3 contains the proof of Theorem 1 in the following
manner: In Section 3.1, we construct the normal form and perform a few change of vari-
ables to reach the new formulation of the equation (1) for our purpose. In 3.2, we obtain
the necessary bilinear and trilinear estimates for the contraction argument. In Section 3.3,
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we conclude the proof of the theorem.
Acknowledgement: The author thanks Atanas Stefanov and Vladimir Georgiev for
helpful suggestions.
2. NOTATIONS AND PRELIMINARIES
2.1. Notations. We adopt the standard notations in approximate inequalities as follows:
By A . B, we mean that there exists an absolute constant C > 0 with A ≤ B. A ≪ B
means that the implicit constant is taken to be a sufficiently large positive number. For any
number of quantities α1, . . . , αk, A .α1,...,αk B means that the implicit constant depends
only on α1, . . . , αk. Finally, by A ∼ B, we mean A . B and B . B.
We indicate by η a smooth time cut-off function which is supported on [−2, 2] and equals
1 on [−1, 1]. Notations here will be relaxed, since the exact expression of η will not in-
fluence the outcome. For any normed space Y , we denote the norm YT by the expression
‖u‖YT = ‖η(t/T )u‖Y .
The spatial, space-time Fourier transforms and spatial inverse Fourier transform are
f̂(ξ) =
∫
T
f(x)e−ixξ dx,
u˜(τ, ξ) =
∫
T×R
u(t, x)e−i(xξ+tτ) dx dt
F−1ξ [aξ](x) =
1
2pi
∑
ξ∈Z
aξe
iξx
where ξ ∈ Z. For a reasonable expression σ, we denote pseudo-differential operators with
symbol σ(ξ) via σ(∇)f = σ(∂x)f := F−1ξ [σ(iξ)f̂(ξ)]. Also, we define 〈ξ〉 := 1 + |ξ|.
2.2. Xs,b spaces and and local-wellposedness theory. Bourgain spaces are constructed
as the completion of smooth functions with with respect to the norm
‖u‖Xs,b :=
(∑
ξ∈Z
(1 + |ξ|)2s(1 + |τ − ξ3|)2b|u˜(τ, ξ)|2 dτ
) 1
2
.
The expression above shows Xs,0 = L2tHsx. The added weight τ − ξ3 for these spaces
naturally related to the linear Airy operator ∂t + ∂xxx. For instance, the free Airy solution
with L2 initial data lies in this space, given an appropriate time cut-off η ∈ St.
(2) ‖η(t)e−t∂3xf‖X0,b = ‖(1 + |τ − ξ3|)bη̂(τ − ξ3)f̂(ξ)‖L2τ l2ξ .η,b ‖f‖L2x
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due to the fast decay of η̂ ∈ St. For ε, δ > 0, we have the next two embedding properties
(refer [15] and Bourgain [2]),
‖u‖C0tHsx(R×T) .δ ‖u‖Xs,12+δ ,(3)
‖u‖L6t,x(R×T) .ε,δ ‖u‖Xε, 12+δ .(4)
The following two estimates provide a convenient framework in our proof. The proofs
in [15, Prop. 2.12, Lemma 2.11], which argues for the non-periodic case (x ∈ Rd), can be
easily adapted for the periodic case (see, for example [4, Lemma 7.2]).
Proposition 1.
‖η(t)
∫ t
0
e−(t−s)∂
3
xF (s) ds‖
Xs,
1
2
+δ .η,δ ‖u0‖Hs + ‖F‖Xs,− 12+δ).
Proposition 2. Let η ∈ St(R) and T ∈ (0, 1). Then for −12 < b′ ≤ b < 12 , s ∈ R and
u ∈ St,x,
‖η(
t
T
)u‖Xs,b′ .η,b,b′ T
b−b′‖u‖Xs,b.
Using Proposition 2, a small positive power of T can be produced by yielding a small
portion of the Airy-frequency weight. We will not explicitly state this gain in effort to
simplify notations, but we will assume in the sequel that the implicit constants depending
on T will be of positive power, unless otherwise stated.
To work with functions with mean-zero, we define a closed subspace Y s,b of Xs,b (with
the same norm) as the image of orthogonal projection P : Xs,b → Y s,b defined by
P(u)(x) := u(x)−
∫
T
u dx.
We briefly review the main result of [9] for the periodic KdV. Kenig, Ponce, Vega proved
the bilinear estimate
(5) ‖∂x(uv)‖Y −s,− 12+δ .s,δ ‖u‖Y −s, 12+δ‖v‖Y −s, 12+δ
for 0 ≤ s < 1/2 and δ > 0 small. Since we are concerned here with local-in-time solution,
we characterize the solution u of (1) over the time interval [0, T ] by the identity,
(6) u = η(t)e−t∂3xu0 + η( t
T
)
∫ t
0
e−(t−s)∂
3
x∂x(u
2)(s) ds.
Then Proposition 1 and 2 gives that there exists α > 0 large so that, for T ∼ ‖u0‖−αH−s ,
the contraction argument will hold on a small ball in Y −s, 12+δ centered at η(t)e−t∂3xu0 . In
particular, we have Pu = u and ‖u‖
Y −s,
1
2
+δ ∼ ‖u0‖H−s .
Furthermore, if we assume u to be real-valued, then we have û(−ξ) = û(ξ). We will
assume this relation in our proof.
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3. PROOF OF THEOREM 1
3.1. Setting of the problem. We now turn our attention to (1). Let u be the local solution
of (1) as characterized in (6). Setting v := 〈∇〉su, we have
(7) vt + vxxx = N (v, v), v(0) = f ∈ L2(T)
where we assume
∫
T
f dx = 0 and N (u, v) := ∂x〈∇〉−s[〈∇〉su〈∇〉sv]. In particular, the
bilinear operator N contains a spatial derivative, thus N ≡ P ◦ N itself has mean-zero.
We construct the bilinear pseudo-differential operator T by the formula
T (u, v) :=
∑
ξ1ξ2(ξ1+ξ2)6=0
〈ξ1〉s〈ξ2〉s
〈ξ1 + ξ2〉s
1
ξ1ξ2
û(ξ1)v̂(ξ2)e
i(ξ1+ξ2)x.
Then the Airy operator acts on T in the following manner:
(∂t + ∂xxx)T (u, v) = T ((∂t + ∂xxx)u, v) + T (u, (∂t + ∂xxx)v) +N (Pu,Pv).
If we write h = T (v, v) where v solves (7) (recall v = Pv) and change variable by
v = h + z, then z satisfies
(8)
∣∣∣∣ (∂t + ∂xxx)z = −2T (N (v, v), v);z(0) = f − T (f, f).
For the right side of (8), we note that
T (N (v, v), v) = P〈∇〉−s(P[〈∇〉sv〈∇〉sv]
〈∇〉s
∇
v).
We adapt the computations in [11] to simplify Fourier coefficients of the above expres-
sion as follows. For ξ 6= 0 (recall v̂(0) = 0 and v̂(−ξ) = v̂(ξ)),
F [P〈∇〉−s(P[〈∇〉sv〈∇〉sv]
〈∇〉s
∇
v)](ξ) =
∑
ξ1 + ξ2 6= 0, ξ3 6= 0
ξ1 + ξ2 + ξ3 = ξ
〈ξ1〉s〈ξ2〉s〈ξ3〉s
iξ3〈ξ〉s
v̂(ξ1)v̂(ξ2)v̂(ξ3)
=
∑
(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1) 6= 0
ξ1 + ξ2 + ξ3 = ξ, ξ3 6= 0
〈ξ1〉
s〈ξ2〉
s〈ξ3〉
s
iξ3〈ξ〉s
v̂(ξ1)v̂(ξ2)v̂(ξ3) +
〈ξ〉2s
−iξ
v̂(ξ)v̂(ξ)v̂(−ξ)
+
∑
ξ3 6=0
〈ξ〉s〈ξ3〉2s〈ξ〉s
iξ3〈ξ〉s
v̂(−ξ3)v̂(ξ)v̂(ξ3) +
∑
ξ3 6=0
〈ξ〉s〈ξ3〉2s
iξ3〈ξ〉s
v̂(ξ)v̂(−ξ3)v̂(ξ3)
=
∑
(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1) 6= 0
ξ1 + ξ2 + ξ3 = ξ, ξ3 6= 0
〈ξ1〉s〈ξ2〉s〈ξ3〉s
iξ3〈ξ〉s
v̂(ξ1)v̂(ξ2)v̂(ξ3)−
〈ξ〉2s
iξ
|v̂|2(ξ)v̂(ξ).
We say that the first term on the right side of above is non-resonant and denotedNR(ξ),
and the second one is resonant and denoted R(ξ). Then we can rewrite (8) as
(∂t + ∂xxx)z = −2[F
−1
ξ (NR) + F
−1
ξ R].
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To deal with the resonant term, we construct a solution map for the IVP∣∣∣∣∣ (∂t + ∂xxx)v∗ = −2
∑
ξ 6=0
〈ξ〉2s
iξ
|v̂∗(ξ)|2v̂∗(ξ)eiξx
v∗(0) = f ∈ L2(T).
We accomplish this by constructing a solution through the map R : L2 → C0t L2x defined
(9) R[f ](t, x) :=
∑
ξ 6=0
f̂(ξ)e2i
〈ξ〉2s
ξ
|f̂(ξ)|2tei(ξx+ξ
3t).
We remark that R∗[u0] in the statement of Theorem 1 corresponds to 〈∇〉sR[〈∇〉−su0].
For constructions and properties of such solution maps, refer to [15, Exercise 4.20-21]. We
perform another change of variable z = R[f ] + w to obtain the equation for w (recall that
now v = R[f ] + h+ w),
(10)
∣∣∣∣∣ (∂t + ∂xxx)w = −2F−1ξ (NR) + 2
∑
ξ 6=0
〈ξ〉2s
iξ
B(R̂[f ](ξ), ĥ(ξ), ŵ(ξ))eiξx
w(0) = −T (f, f) ∈ H1(T)
where B(x, y, z) := |x+y+z|2(y+z)+x|y+z|2+x2(y + z)+|x|2(y+z) for x, y, z ∈ C.
Heuristically R[f ] is the least smooth term among the three, so it is to our benefit that the
particular tri-linear form in (10) excludes the Fourier coefficients |R̂[f ]|2R̂[f ].
3.2. Estimates for the non-linearities. In this section, we establish necessary estimates
for the contraction argument of (10) in Y 12 , 12+δ.
First, we examine mapping properties of T . The next lemma gives that T (f, f) ∈ H1(T)
and also h ∈ L∞t H1x due to the embedding (3).
Lemma 1. T : L2(T)× L2(T)→ H1(T) is a bounded bilinear operator.
Proof. Let u, v ∈ C∞(T). Then
(11) ‖T (u, v)‖
H
1
2
∼ ‖
∑
ξ1(ξ−ξ1)6=0
〈ξ1〉
s〈ξ − ξ1〉
s〈ξ〉1−s
ξ1(ξ − ξ1)
û(ξ1)v̂(ξ − ξ1)‖l2ξ(Z\{0}).
By symmetry, we can assume |ξ1| ≥ |ξ − ξ1|. Then by Ho¨lder and Sobolev embedding,
(11) .M‖
∑
ξ1 6=ξ
|û|(ξ1)
|v̂|(ξ − ξ1)
|ξ − ξ1|
1
2
+ε
‖l2
ξ
(Z)
.M‖F−1[|û|]|∂x|
− 1
2
−εF−1[|v̂|]‖L2x(T) .ε M‖u‖L2(T)‖v‖L2x(T)
where
M := sup
ξξ1(ξ−ξ1)6=0
〈ξ1〉s〈ξ − ξ1〉s〈ξ〉1−s
|ξ1||ξ − ξ1|
1
2
−ε
.
It is easy to see that M is a bounded quantity if s < 1/2, thus the claim follows. 
We derive the necessary estimates for the non-resonant term
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Lemma 2. For v ∈ Y 0, 12+δ and s < 1/2, we have
‖F−1ξ (NR)‖
Y
1
2
,− 1
2
+δ
T
.δ,T ‖v‖
3
Y 0,
1
2
+δ
.
Proof. Note that for all the terms above, ‖ · ‖Xs,b = ‖ · ‖Y s,b . Thus it will suffice to show
the desired estimate with respect to the Xs,b norm.
For this trilinear estimate, we use the embedding (4). First we localize each variable in
terms of its dispersive frequencies, i.e. 〈τj − ξ3j 〉 ∼ Lj for j = 1, 2, 3 and 〈τ − ξ3〉 ∼ L,
where L, Lj & 1 are dyadic indices. We only need to insure that the final estimate includes
L−εmax for some ε > 0 so that sum in these indices (and also gain a small positive power of
T ).
First consider the case when L≫ max(L1, L2, L3). From the identity
∑3
j=1(τj − ξ
3
j ) =
(τ − ξ3) + 3(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1) for every
∑3
j=1 ξj = ξ and
∑3
j=1 τj = τ , we can
deduce that L ∼ |ξ1 + ξ2||ξ2 + ξ3||ξ3 + ξ1| ≥ 1.
For fixed L, L1, L2, L3, apply Plancherel and Ho¨lder, followed by (4) to obtain
‖
∑
(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1) 6= 0
ξ1 + ξ2 + ξ3 = ξ, ξ3 6= 0
〈ξ1〉s〈ξ2〉s〈ξ3〉s〈ξ〉
1
2
−s
iξ3〈τ − ξ3〉
1
2
−δ
[v˜(ξ1) ∗τ v˜(ξ2) ∗τ v˜(ξ3)](τ)‖L2τ l2ξ(Z\{0})
.δ M
′‖v˜−δ ∗ (v˜−δ ∗ v˜−δ)‖L2τ l2ξ ∼ M
′‖(v−δ)
3‖L2t,x .M
′‖v−δ‖
3
L6t,x
.δ M
′‖v‖3
X0,
1
2
+δ
where v˜−δ(τ, ξ) := 〈ξ〉−δ|v˜|(τ, ξ) and
M ′ := sup
(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1) 6= 0
ξ1 + ξ2 + ξ3 = ξ, ξ3 6= 0
〈ξ1〉s+δ〈ξ2〉s+δ〈ξ3〉s+δ〈ξ〉
1
2
−s
|ξ3|L
1
2
−δ
(12)
. sup
(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1) 6= 0
ξ1 + ξ2 + ξ3 = ξ
〈ξ1〉s+δ〈ξ2〉s+δ〈ξ〉
1
2
−s
|ξ3|1−s−δ(|ξ1 + ξ2||ξ2 + ξ3||ξ3 + ξ1|)
1
2
−2δLδmax
.
We split into two generic cases: 1) |ξ| ∼ |ξ1| ∼ |ξ2| ∼ |ξ3|, 2) |ξ| ∼ |ξ1| ∼ |ξ2| ≫ |ξ3|.
Note that the other cases are easier and naturally follow from the given cases.
Case 1. If |ξ| ∼ |ξ1| ∼ |ξ2| ∼ |ξ3|, note |ξ1 + ξ2||ξ2 + ξ3||ξ3 + ξ1| & ξ.
M ′ . sup
ξ
〈ξ〉2s−
1
2
+3δ
(|ξ1 + ξ2||ξ2 + ξ3||ξ3 + ξ1|)
1
2
−2δLδmax
. L−δmax sup
ξ
〈ξ〉2s−1+5δ ≤ L−δmax.
Case 2. If |ξ1| ∼ |ξ2| ∼ |ξ| ≫ |ξ3|, note |ξ1 + ξ2||ξ2 + ξ3||ξ3 + ξ1| & 〈ξ〉2.
M ′ . sup
ξ
〈ξ〉s+
1
2
+2δ
(|ξ1 + ξ2||ξ2 + ξ3||ξ3 + ξ1|)
1
2
−2δLδmax
. L−δmax sup
ξ
〈ξ〉s−
1
2
+4δ ≤ L−δmax.
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This concludes our estimate for the case L & max(L1, L2, L3). On the other hand, if
L1 & max(L, L2, L3), we can use the same method as above after a brief justification.
Note that in this case, L1 & |ξ1 + ξ2||ξ2 + ξ3||ξ3 + ξ1| ≥ 1. Thus the same estimates will
follow once we can substitute L1 in place of L in (12). The following computations can
be used to justify such substitution: Let u, v, w ∈ X0, 12+δ be localized in frequency space
with L1 & L.
‖uvw‖
X0,−
1
2
+δ ∼ ‖
[u˜ ∗ (v˜ ∗ w˜)](τ, ξ)
〈τ − ξ3〉
1
2
−δ
‖L2τ l2ξ
∼ sup
‖z‖
L2τ l
2
ξ
=1
∣∣∣∣∣
∫
τ1+τ2+τ3=τ
∑
ξ1+ξ2+ξ3=ξ
u˜(τ1, ξ1)v˜(τ2, ξ2)w˜(τ3, ξ3)
〈τ − ξ3〉
1
2
−δ
z(τ, ξ)dσ
∣∣∣∣∣
. sup
‖z‖
L2τ l
2
ξ
=1
∫
τ1+τ2+τ3=τ
∑
ξ1+ξ2+ξ3=ξ
(L
1
2
+δ
1 |u˜|)|v˜||w˜||z|
L
1
2
+δL
1
2
−δ
1
dσ
.M∗‖u‖
X0,
1
2
+δ sup
‖z‖
L2τ l
2
ξ
=1
‖(
|z|
〈ξ〉δL
1
2
+δ
) ∗ (v˜−δ ∗ w˜−δ)‖L2τ1 l
2
ξ1
∼M∗‖u‖
X0,
1
2
+δ sup
‖z‖
L2τ l
2
ξ
=1
‖F−1τ1,ξ1
[
|z|
〈ξ〉δL
1
2
+δ
]
v−δw−δ‖L2t,x
.δ M
∗‖u‖
X0,
1
2
+δ‖v‖X0, 12+δ‖w‖X0,12+δ
where we have used Ho¨lder and (4) for the penultimate inequality, and
M∗ := sup
ξ1+ξ2+ξ3=ξ
〈ξ〉δ〈ξ2〉δ〈ξ3〉δ
L
1
2
−δ
1
.
Although above computations were done without the pseudo-differential operator for
simplicity, it is easy to see that similar arguments can be used to reduce the case Lj ∼
max(L, L1, L2, L3) for some j = 1, 2, 3 to the case L≫ max(L1, L2, L3). This concludes
the proof. 
The next lemma deals with the resonant terms in (10). To reduce the number of cases,
we ignore the complex conjugation. This does not cause any problem in the proof, since
we do not take advantage of cancellations from here on.
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Lemma 3. Let R[f ] be as defined in (9) and let h ∈ L∞t H1x([0, T ] × T), w ∈ X 12 , 12+δ be
arbitrary. Then for s < 1/2,
‖
〈ξ〉2s+
1
2
ξ
R̂[f ]
2
(ĥ+ ŵ)‖L2t l2ξ([0,T ]×Z\{0}) .T,δ ‖f‖
2
L2x
(‖h‖L∞t H1x + ‖w‖L2tH
1
2
x
)
‖
〈ξ〉2s+
1
2
ξ
R̂[f ]ĥ2‖L2t l2ξ([0,T ]×Z\{0}) .T,δ T
1
2‖f‖L2x‖h‖
2
L∞t H
1
x
‖
〈ξ〉2s+
1
2
ξ
R̂[f ]ŵ(ĥ+ ŵ)‖L2t l2ξ([0,T ]×Z\{0}) .T,δ T
1
2‖f‖L2x‖h‖L∞t H1x(‖h‖L∞t H1x + ‖w‖X 12 , 12+δ)
‖
〈ξ〉2s+
1
2
ξ
ĥŵ(ĥ+ ŵ)‖L2t l2ξ([0,T ]×Z\{0}) .T,δ T
1
2‖h‖L∞t H1x‖w‖X 12 , 12+δ(‖h‖L
∞
t H
1
x
+ ‖w‖
X
1
2
, 1
2
+δ)
‖
〈ξ〉2s+
1
2
ξ
(ĥ3 + ŵ3)‖L2t l2ξ([0,T ]×Z\{0}) .T,δ ‖h‖
3
L∞t H
1
x
+ ‖w‖3
X
1
2
+δ
.
Proof. Note that w, h ∈ L2tH
1
2
x ([0, T ]×T) and
‖R̂[f ]‖L∞t l∞ξ ([0,T ]×Z\{0}) = ‖f̂‖L∞t l∞ξ ([0,T ]×Z\{0}) . ‖f‖L2.
Then Ho¨lder’s inequality combined with the above remark immediately proves the first
estimate.
Also for any smooth function u, note ‖û‖L∞t l∞ξ . ‖u‖L∞t L2x . Applying h ∈ L
∞
t H
1
x ⊂
L∞t L
2
x and w ∈ X
1
2
, 1
2
+δ ⊂ L∞t L
2
x, the rest of the estimates above follow by the same
method. 
Finally, we establish the Lipschitz continuity of the map R[f ] on L2(T).
Lemma 4. Let R be defined as in (9) with s < 1/2 and γ ∈ R. Then for any f, g ∈ L2(T)
with f − g ∈ Hγ,
‖R[f ]− R[g]‖C0tH
γ
x ([0,T ]×T) ≤ CN,T‖f − g‖Hγ(T)
where ‖f‖L2 + ‖g‖L2 < N .
Proof. First we write f̂(ξ) = |f̂(ξ)|eiαξ and ĝ(ξ) = |ĝ(ξ)|eiβξ . Denote θξ := αξ−βξ Then,
the Law of cosines, triangle and Ho¨lder’s inequality gives
‖R[f ]− R[g]‖C0tH
γ
x ([0,T ]×T) = sup
t∈[0,T ]
‖〈ξ〉γ(|f̂ |e2it
〈ξ〉2s
ξ
(|f̂ |2−|ĝ|2)+iθξ − |ĝ|)‖l2ξ(Z\{0})
= sup
t∈[0,T ]
‖〈ξ〉γ
(
|f̂ |2 + |ĝ|2 − 2|f̂ ||ĝ| cos(2t
〈ξ〉2s
ξ
(|f̂ |2 − |ĝ|2) + θξ)
) 1
2
‖l2ξ(Z\{0})
. ‖〈ξ〉γ(|f̂ | − |ĝ|)‖l2ξ + 2 sup
t∈[0,T ]
‖〈ξ〉2γ|f̂ ||ĝ|(1− cos(2t
〈ξ〉2s
ξ
(|f̂ |2 − |ĝ|2) + θξ)‖
1
2
l1ξ(Z\{0})
. ‖f − g‖Hγ + 4 sup
t∈[0,T ]
‖〈ξ〉2γ|f̂ ||ĝ| sin2
(
t
〈ξ〉2s
ξ
(|f̂ |2 − |ĝ|2) + θξ
)
‖
1
2
l1ξ(Z\{0})
.
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Using sin2(A+B) . A2 + sin2B and the assumption s < 1/2, we need to estimate
‖〈ξ〉2γ|f̂ ||ĝ|(|f̂ |2 − |ĝ|2)2‖
1
2
l1ξ(Z\{0})
,(13)
‖〈ξ〉2γ|f̂ ||ĝ| sin2 θξ‖
1
2
l1ξ(Z\{0})
.(14)
The bound for (13) is straight-forward. By Ho¨lder’s and triangle inequalty,
(13) . ‖f‖
1
2
L2‖g‖
1
2
L2‖〈ξ〉
γ(f̂ − ĝ)(|f̂ |+ |ĝ|)‖l∞ξ . ‖f‖
3
2
L2‖g‖
3
2
L2‖f − g‖Hγ .
For (14), we apply the Law of sines. Without loss of generality, we can assume θξ ∈
(0, pi). Noting that the triangle with side-lengths equal to |f̂ |, |ĝ|, |f̂ − ĝ| has the angle θξ
which is opposite to the side with length |f̂ − ĝ|, we can deduce that |f̂ | sin θξ ≤ |f̂ − ĝ|
and likewise for |ĝ|. Thus,
(14) ≤ ‖〈ξ〉2γ|f̂ − ĝ|2‖
1
2
l1
ξ
∼ ‖〈ξ〉γ|f̂ − ĝ|‖l2
ξ
∼ ‖f − g‖Hγ .

3.3. Conclusion of the proof of Theorem 1. Now we turn to the proof of Theorem 1.
Note that the existence of w ∈ L2t,x([0, T ] × T) as the solution of (10) is given by the de-
composition w = v−R[f ]− h. However, we claim that the solution w lives in a smoother
space, that is Y 12 , 12+δ.
Let T ∈ (0, 1/2) be small. We construct the Duhamel map ΛT on Y
1
2
, 1
2
−δ by
(15) [ΛTw](t) := −η(t)e−t∂3xT (f, f) + η( t
T
)
∫ t
0
e−(t−s)∂
3
x [N1 +N2] ds
for any w ∈ Y 12 , 12+δ where
N1 := −2F
−1
ξ (NR); N2 := 2
∑
ξ 6=0
〈ξ〉2s
ξ
B(R̂[f ](ξ), ĥ(ξ), ŵ(ξ))eiξx.
Let B be a ball in Y 12 , 12+δ centered at −η(t)e−t∂3xT p(f, f) with small radius. Then our
aim is to show that, for T small, ΛT is a contraction map on B.
From Proposition 1, we have
‖ΛTw‖Y 12 , 12+δ .η ‖T (f, f)‖H 12 + ‖N1‖Y
1
2
,− 1
2
+δ
T
+ ‖N2‖
Y
1
2
,− 1
2
+δ
T
.
For, the first term, we apply Lemma 1,
(16) ‖T (f, f)‖
H
1
2
x
. ‖T (f, f)‖H1x . ‖f‖
2
L2.
For the non-linear term N1, we use Lemma 2 and ‖v‖Y 0, 12+δ ∼ ‖f‖L2 ,
(17) ‖N1‖
Y
1
2
,− 1
2
+δ
T
.δ,T ‖v‖
3
Y 0,
1
2
+δ
∼ ‖f‖3L2.
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For the last term N2, we apply Lemma 3 and ‖h‖L∞t H1x . ‖v‖
2
X
1
2
+δ
∼ ‖f‖2L2 ,
(18)
‖N2‖
Y
1
2
,− 1
2
+δ
T
.δ,T ‖
〈ξ〉2s+
1
2
ξ
B(R̂[f ], ĥ, ŵ)‖L2t l2ξ([0,T ]×Z\{0}) .δ,T,‖f‖L2 ‖w‖
3+‖w‖2+‖w‖+1
where the implicit constant in the last inequality involves a positive power of ‖f‖L2 . Thus
making T suitably small with respect to ‖f‖L2 , we note that ΛT is a contraction on B.
To show Lipschitz property, let R[fk], hk, wk for k = 1, 2 be the corresponding solutions
with f replaced by fk. Recall vk = R[fk] + hk + wk. Then we need to show
‖v1 − v2‖
Ct([0,T ];H
1
2
x )
.N,δ ‖f
1 − f 2‖
H
1
2
x
where ‖f 1‖L2 + ‖f 2‖L2 < N . For the first term, we apply Lemma 4,
‖R[f 1]− R[f 2]‖
Ct([0,T ];H
1
2
x )
.N,δ ‖f
1 − f 2‖
H
1
2
x
.
For the second term, we use Lemma 1 and Lipschitz map of (6) to obtain
‖h1−h2‖
C([0,T ];H
1
2
x )
. ‖T (v1+v2, v1−v2)‖L∞t H1x . ‖v
1+v2‖L2‖v
1−v2‖L2 .N ‖f
1−f 2‖L2.
From the formulation (15), we have
‖w1 − w2‖
Ct([0,T ];H
1
2
x )
. ‖w1 − w2‖
Y
1
2
, 1
2
+δ
. ‖T (f 1, f 1)− T (f 2, f 2)‖
H
1
2
x
+
2∑
j=1
‖N 1j −N
2
j ‖Y 12 ,− 12+δ
where for N kj is defined with respect to the initial data fk for k = 1, 2. Then the desired
estimate follows from estimates (16) through (18).
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