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EXTENDING UPPER CLUSTER ALGEBRAS
JIARUI FEI AND JERZY WEYMAN
Abstract. Let S be an upper cluster algebra, which is a subalgebra of R.
Suppose that there is some cluster variable xe such that Rxe “ Srx
˘1
e s. We
try to understand under which conditions R is an upper cluster algebra, and
how the quiver of R relates to that of S. Moreover, if the restriction of p∆,W q
to some subquiver is a cluster model, we give a sufficient condition for p∆,W q
itself being a cluster model. As an application, we show that the semi-invariant
ring of any complete m-tuple flags is an upper cluster algebra whose quiver is
explicitly given. Moreover, the quiver with its rigid potential is a polyhedral
cluster model.
Introduction
The notion of cluster algebra of Fomin-Zelevinsky turned out be ubiquitous in
algebraic Lie theory and invariant theory. It was realized later that in some contexts
(eg., [13, 11, 12]) the upper cluster algebra [1] is a more useful notion than the cluster
algebra. In this paper we try to answer the questions converse to the ones treated
in [10].
One of the problems treated in [10] is the following. Suppose that R is an upper
cluster algebra Cp∆,xq and e is a vertex in the ice quiver ∆. Let xe be a cluster
or a coefficient variable in x corresponding to e. Under certain condition on xe, we
constructed a subalgebra S Ă R such that the localization Rxe is equal to Srx
˘1
e s
and S is the upper cluster algebra Cp∆e,xeq. Here, ∆e is obtained from ∆ by
deleting e. In terminology of [10] the seed p∆e,xeq is projected from p∆,xq through
e. In this case, we also say R is a cluster extension of S via xe. Moreover, if
p∆,W q is a cluster model for some potential W , then so is p∆e,Weq where We is
the restriction of W to ∆e. Recall that we say that p∆,W q is a cluster model if
the generic cluster character maps the set of µ-supported g-vectors onto a basis of
Cp∆q. We will explain these notions in Section 1.
It is natural to ask the following converse. We keep assuming that S is an upper
cluster algebra Cp∆,xq and S is a subalgebra of R. Suppose that there is some
xe P R such that Rxe “ Srx
˘1
e s. We ask under which conditions R is an upper
cluster algebra, and what is its seed p∆,xq. Moreover, if p∆,W q is a cluster model,
when can we make some IQP (ice quiver with potential) p∆,W q a cluster model of
Cp∆q? These two converses are clearly harder than the original questions.
For the second question about the cluster model, we obtain a quite satisfactory
sufficient condition. This solution is partially motivated by [27, 18]. Recall that
a (frozen or mutable) vertex e can be optimized in ∆ if there is a sequence of
mutations such that e is a sink or a source of ∆. This notion is related to the
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covering pair technique introduced in [27]. We say that it can be optimized in an
IQP p∆,W q if in addition such a sequence is admissible. In practice, we usually
need to deal with a set of vertices e rather than a single one, but the generalization
is straightforward.
Theorem 0.1. Let W be any potential on ∆ such that its restriction on ∆ is W .
Suppose that Bp∆q has full rank, and each vertex in e can be optimized in p∆,W q.
If p∆,W q is a cluster model, then so is p∆,W q.
Although this is not an “if and only if” solution, it already covers many interesting
cases, including the ice quivers in Theorem 0.2 and in [12].
For the first question, there usually exists a natural candidate for the seed p∆,xq
such that ∆ “ ∆e, xe “ xpeq, and R Ě Cp∆,xq. However, we are unable to get the
equality without help from another subalgebra. To be more precise, what we need
is another seed p∆1,x1q mutation equivalent to p∆,xq and a vertex e1 such that
∆1 “ ∆1e1 and Rx1
e1
“ S1rx1e1
˘1
s for another subalgebra S1 “ Cp∆1,x1q. A simple
observation is that if the common zero locus of xe and x
1
e1 has codimension 2 in
SpecR, then basic algebraic geometry shows that R “ Cp∆,xq. We will illustrate
this technique in two examples.
Let Sml be the m-tuple flag quiver of length l, and βl be its standard dimension
vector (see Example 4.3). One of the main results in [9] is that the semi-invariant
ring SIβlpS
3
l q is the upper cluster algebra Cp∆l, slq, where ∆l is the ice hive quiver
of size l and sl is a set of Schofield’s semi-invariants. The first example of usefulness
of our technique is to give another proof of this result based on results in [9, 10]
but independent of Knutson-Tao’s hive model [24]. The new proof is simpler and
more conceptual. Motivated by several constructions of Fock-Goncharov in [13],
our second example will generalize this result to arbitrary m ě 3. Let Dm be the
disk with m marked points on the boundary, and T be any ideal triangulation of
Dm. We can glue seeds p∆l, slq together according to T, and obtain a new seed
denoted by p♦lpTq, slpTqq. We will explain the recipe for gluing in Section 3.
Theorem 0.2. The semi-invariant ring SIβlpS
m
l q is equal to the upper cluster
algebra Cp♦lpTq, slpTqq for any triangulation T of Dm. Moreover, p♦lpTq,WlpTqq is
a polyhedral cluster model.
In [13] Fock-Goncharov considered a generic part of the moduli stack rAm{Gs as a
cluster variety for G “ SLl and A the base affine space G{U . The ring of regular
functions on rAm{Gs is the same as SIβlpS
m
l q (a priori just as multigraded vector
spaces). However, we believe that the equality and cluster model established in the
above theorem are new.
In the end, we want to mention a “global” solution in [18] to a geometric version
of the second question. Let A be the cluster variety such that A with principal
coefficients has enough global monomial [18, Definition 0.11], then under certain
convexity condition, we have that the tropical points in the corresponding Fock-
Goncharov’s dual cluster variety parametrize a basis of regular functions on A.
Note that the algebra of regular functions on A is the associated upper cluster
algebra. Moreover, let A be a partial compactification of A coming from a set
of frozen variables e. If each vertex in e can be optimized, then the above holds
for A as well. In [18], authors give some sufficient conditions for having enough
of global monomials (Proposition 0.14). It would be interesting to compare our
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combinatorial condition to theirs, in particular a very general one – Proposition
0.14.(4).
Outline of the paper. In Section 1, we recall the graded upper cluster algebra
following [1, 15, 9], and its ice quiver with potential model following [5, 6, 9]. In
Section 2, we prove our first main result – Theorem 2.14. We first treat the case
when e is frozen in Section 2.1, and then the case when e is mutable in Section 2.2.
The approaches to the two cases are quite different. In Section 3, we define how to
glue ice hive quivers according to a triangulation of a surface mostly following [13].
Proposition 3.6 is the last statement of Theorem 0.2. In Section 4, we first recall
the theory of semi-invariant rings of quiver representations, then reprove the main
result in [9]. Finally, we prove our second main result – Theorem 4.16.
1. Graded Upper Cluster Algebras and their IQP model
1.1. Graded Upper Cluster Algebras. In this paper, we will not consider the
upper cluster algebras in full generality as introduced in [1]. We are only concerned
with those which are (i) is of geometric type, (ii) over a field k, and (iii) has skew-
symmetric exchange matrices. To define such an upper cluster algebra one needs
to specify a seed p∆,xq in some ambient field F Ą k. Here, ∆ is an ice quiver
with no loops or oriented 2-cycles and the extended cluster x “ tx1, x2, . . . , xqu is
a collection of algebraically independent (over k) elements of F attached to each
vertex of ∆.
An ice quiver ∆ “ p∆0,∆1q is a quiver, where some vertices in ∆0 are designated
as mutable while the rest are frozen. We denote the set of mutable (resp. frozen)
vertices of ∆ by ∆µ (resp. ∆ν). We usually label the vertices of the quiver in such
way that the first p vertices are mutable. If we require no arrows between frozen
vertices, then such a quiver is uniquely determined by its B-matrix Bp∆q. It is a
pˆ q matrix given by
bu,v “ |arrows uÑ v| ´ |arrows v Ñ u|.
The elements of x associated with the mutable vertices are called cluster variables;
they form a cluster. The elements associated with the frozen vertices are called
frozen variables, or coefficient variables.
Definition 1.1. Let u be a mutable vertex of ∆. The quiver mutation µu trans-
forms ∆ into the new quiver ∆1 “ µup∆q via a sequence of three steps.
(1) For each pair of arrows v Ñ uÑ w, introduce a new arrow v Ñ w (unless
both v and w are frozen, in which case do nothing);
(2) Reverse the direction of all arrows incident to u;
(3) Remove all oriented 2-cycles.
Definition 1.2. A seed mutation µu at a (mutable) vertex u transforms p∆,xq into
the seed p∆1,x1q “ µup∆,xq defined as follows. The new quiver is ∆1 “ µup∆q.
The new extended cluster is x1 “ xY tx1uuztxuu where the new cluster variable x
1
u
replacing xu is determined by the exchange relation
xu x
1
u “
ź
vÑu
xv `
ź
uÑw
xw.
We note that the mutated seed p∆1,x1q contains the same coefficient variables as the
original seed p∆,xq. It is easy to check that one can recover p∆,xq from p∆1,x1q by
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performing again a seed mutation at u. Two seeds p∆,xq and p∆:,x:q that can be
obtained from each other by a sequence of mutations are called mutation-equivalent,
denoted by p∆,xq „ p∆:,x:q. If ∆ and ∆: are clear from the context, we may just
write x „ x:.
Let Lpxq be the Laurent polynomial algebra in x over the base field k. If ∆ is an
ice quiver, we denote by L∆pxq the Laurent polynomial in x which is polynomial
in xp∆ν q, that is, L∆pxq :“ k
“
xp∆µq
˘1,xp∆νq
‰
“ k
“
x˘1
1
, . . . , x˘1p , xp`1, . . . xq
‰
.
Definition 1.3 (Upper Cluster Algebra). The upper cluster algebra (or UCA for
short) with seed p∆,xq is
Cp∆,xq :“
č
p∆:,x:q„p∆,xq
L∆px
:q.
Note that our definition of UCA is slightly different from the original one in [1],
where L∆px
:q is replaced by Lpx:q. The Laurent Phenomenon [16, 1] says that an
UCA contains all cluster and coefficient variables.
In general, there may be infinitely many seed mutations equivalent to p∆,xq. So
the following theorem is very useful to test the membership in a UCA. Following
[1], let xu :“ µupxq be the cluster obtained from x by applying a single mutation
at u. We also set x˝ :“ x. We define the upper bound algebra
Up∆,xq :“
č
uP∆µYt˝u
L∆pxuq.
Theorem 1.4 ([1, 21]). Suppose that Bp∆q has full rank, and p∆,xq „ p∆:,x:q,
then Up∆,xq “ Up∆:,x:q. In particular, Up∆,xq “ Cp∆,xq.
This theorem is originally proved in [1, Corollary 1.9] for Up∆,xq and Cp∆,xq with
L∆pxq replaced by Lpxq. The version we have taken is proven in [21, Theorem 4.1].
Any UCA, being a subring of a field, is an integral domain (and under our
conventions, a k-algebra). However, it may fail to be Noetherian [34]. Since nor-
mality is preserved under localization and intersection, any UCA is normal. The
next lemma is useful to identify a UCA as a subalgebra of some given Noetherian
normal domain.
Let R be a finitely generated k-algebra. We call two elements of R coprime in
codimension 1 if the locus of their common zeros has codimension ě 2 in SpecpRq.
Definition 1.5. We say that a seed p∆,xq is CR1 in R if
(1) x Ă R and each x1u P R.
(2) each pair of cluster variables in x and each pair pxu, x
1
uq are coprime in
codimension 1 in R.
Lemma 1.6 ([15, Proposition 3.6]). Let R be a finitely generated k-algebra and a
normal domain. If p∆,xq is a CR1 seed in R, then R Ě Cp∆,xq.
One implication of [26, Lemma 4.4.2] is the following lemma.
Lemma 1.7. Suppose that Bp∆q has full rank and Cp∆,xq is Noetherian. Then
p∆,xq is a CR1 seed in Cp∆,xq.
Remark 1.8. The CR1 and Noetherian conditions are crucial to many proofs later.
In view of the above lemma, the CR1 condition for a seed in a UCA seems weaker
than the full rank condition of B. However, the full rank condition is more useful
because mutations preserve the rank of B [1, Lemma 3.2].
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A related but more trivial fact is that
Lemma 1.9. Let e be a frozen vertex of ∆. Then for any w P Cp∆,xq such that
xe ∤ w in L∆pxq, pw, xeq is a regular sequence in Cp∆,xq.
Proof. We first show the following claim. Suppose that z P Cp∆,xq and zw{xe P
L∆pxq, then z{xe P Cp∆,xq. It suffices to show that z{xe is polynomial in xe when
written as a Laurent polynomial in any x:„x. This is equivalent to that z has
xe as a factor in L∆px
:q. Suppose that x: “ µpxq. We will prove the claim by
induction on the length of µ “ µun ¨ ¨ ¨µu2µu1 . Since xe ∤ w and zw{xe P L∆pxq,
z has xe as a factor in L∆pxq. Let xk “ µuk ¨ ¨ ¨µu2µu1pxq. Suppose that z has
xe as a factor in L∆pxkq. Now according to the exchange relation we substitute
xkpuk`1q by ρ{xk`1puk`1q P L∆pxk`1q. Since xe is not a factor of ρ{xk`1puk`1q in
L∆pxk`1q, we conclude that z also has xe as a factor in L∆pxk`1q.
To show pw, xeq is a regular sequence, we need to show that xe is not a zero-
divisor in A{pwq. Suppose that xey “ wz for some y, z P A (i.e., xey P pwq), then
y “ wz{xe P A Ă L∆pxq. By the claim just proved, we have that z{xe P A so that
y P pwq. Hence, xe is not a zero-divisor in A{pwq. 
Let e be a subset of ∆0. We write xpeq for the set txeuePe. If xpeq is contained
in a ring R, then we write R
xpeq for the localization of R at the product
ś
ePe xe.
Let ∆e be the ice quiver obtained from ∆ by freezing every vertex in e.
Lemma 1.10 ([10, Lemma 2.4]). Let e be a subset of ∆µ. Suppose that p∆,xq is
a CR1 seed in Cp∆,xq, which is Noetherian. Then Cp∆,xq
xpeq “ Cp∆e,xqxpeq.
For a vector g P Z∆0 , we write xg for the monomial
ś
vP∆0 x
gpvq
v . For u P ∆µ, we
set yu “ x
´bu where bu is the u-th row of the matrix Bp∆q, and let y “ tyuuuP∆µ .
Suppose that an element z P Cp∆q can be written as
(1.1) z “ xgpzqF pyq,
where F is a rational polynomial with a constant term, and gpzq P Z∆0 . If we
assume that the matrix Bp∆q has full rank, then the elements in tyuuuP∆µ are
algebraically independent so that the vector gpzq is uniquely determined [17]. We
call the vector gpzq the (extended) g-vector of z. Definition implies at once that for
two such elements z1, z2 we have that gpz1z2q “ gpz1q ` gpz2q. So the set Gp∆q of
all g-vectors in Cp∆q forms a sub-semigroup of Z∆0 .
Lemma 1.11 ([9, Lemma 5.5], cf. [29]). Assume that the matrix Bp∆q has full
rank. Let Z “ tz1, z2, . . . , zku be a subset of Cp∆q with distinct well-defined g-
vectors. Then Z is linearly independent over k.
The proof of the above lemma uses an easy degree argument, which is useful for
us later. The full rank condition on B implies that we can assign a grading to
txvuvP∆0 such that each yu has negative total degree. Then the total degree of the
monomial xg is maximal among the total degree of all monomials in (1.1).
Definition 1.12. We say that Cp∆q is g-indexed if it has a basis whose elements
have well-defined distinct g-vectors in Gp∆q.
Definition 1.13 ([9]). A weight configuration σ of Zn on an ice quiver ∆ is an
assignment for each vertex v of ∆ a (weight) vector σpvq P Zn such that for each
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mutable vertex u, we have that
(1.2)
ÿ
vÑu
σpvq “
ÿ
uÑw
σpwq.
The mutation µu also transforms σ into a weight configuration σ
1 on the mutated
quiver µup∆q defined as
(1.3) σ1pvq “
$&%
ÿ
uÑw
σpwq ´ σpuq if v “ u,
σpvq if v ‰ u.
We usually write such a weight configuration as a pair p∆;σq and its mutation as
µup∆;σq. By slight abuse of notation, we can view σ as a matrix whose v-th row
is the weight vector σpvq. In this matrix notation, the condition (1.2) is equivalent
to Bσ being a zero matrix.
Given a weight configuration p∆;σq, we can assign a multidegree (or weight) to
the UCA Cp∆,xq by setting degpxvq “ σpvq for v P ∆0. Then mutation preserves
multihomogeneity. We say that this UCA is σ-graded, and denote it by Cp∆,x;σq.
Note that the variables in y have zero degrees. So if z has a well-defined g-vector
as in (1.1), then z is homogeneous of degree gσ.
1.2. The Quiver with Potential Model. In [5] and [6], the mutation of quivers
with potentials is invented to model the cluster algebras. Following [5], we define
a potential W on an ice quiver ∆ as a (possibly infinite) linear combination of
oriented cycles in ∆. More precisely, a potential is an element of the trace space
Trpxk∆q :“ xk∆{rxk∆, xk∆s, where xk∆ is the completion of the path algebra k∆ and
rxk∆, xk∆s is the closure of the commutator subspace of xk∆. The pair p∆,W q is
an ice quiver with potential, or IQP for short. For each arrow a P ∆1, the cyclic
derivative Ba on xk∆ is defined to be the linear extension of
Bapa1 ¨ ¨ ¨ adq “
dÿ
k“1
a˚pakqak`1 ¨ ¨ ¨ ada1 ¨ ¨ ¨ ak´1.
For each potential W , its Jacobian ideal BW is the (closed two-sided) ideal inxk∆ generated by all BaW . The Jacobian algebra Jp∆,W q is the quotient algebraxk∆{BW . IfW is polynomial and Jp∆,W q is finite-dimensional, then the completion
is unnecessary to define Jp∆,W q. This is the situation assumed throughout the
paper.
The key notion introduced in [5, 6] is the mutation of quivers with potentials and
their decorated representations. Since we do not need the mutation in an explicit
way, we refer readers to the original text. Unlike the quiver mutation, the mutation
of IQP is not always defined for any sequence of (mutable) vertices because 2-cycles
may be created along the way. A sequence of vertices is call admissible for an IQP
if its mutation along this sequence is defined. In this case the mutation of IQP in
certain sense “lifts” the quiver mutation. If all sequences are admissible for p∆,W q,
then we call p∆,W q nondegenerate.
Definition 1.14 ([5]). A potentialW is called rigid on a quiver ∆ if every potential
on ∆ is cyclically equivalent to an element in the Jacobian ideal BW . Such a QP
p∆,W q is also called rigid.
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It is known [5, Proposition 8.1, Corollary 6.11] that every rigid QP is 2-acyclic, and
the rigidity is preserved under mutations. In particular, any rigid QP is nondegen-
erate.
Definition 1.15. A decorated representation of a Jacobian algebra J :“ Jp∆,W q
is a pair M “ pM,M`q, where M is a finite-dimensional J-module and M` is a
finite-dimensional k∆0-module.
Let ReppJq be the set of decorated representations of Jp∆,W q up to isomor-
phism. Let Kbpproj -Jq be the homotopy category of bounded complexes of projec-
tive representations of J , and K2pproj -Jq be the subcategory of 2-term complexes
in fixed degrees (say ´1 and 0). There is a bijection between two additive categories
ReppJq and K2pproj -Jq mapping any representation M to its minimal presenta-
tion in ReppJq, and the simple representation S`u of k
∆0 to Pu Ñ 0. We use the
notation P pβq for
À
vP∆0 βpvqPv , where β P Z
∆0
ě0 and Pv is the indecomposable
projective representation corresponding to the vertex v. The weight vector of a
projective presentation P pβ1q Ñ P pβ0q is equal to β1 ´ β0.
Definition 1.16. The g-vector gpMq of a decorated representationM is the weight
vector of its image in K2pproj -Jq.
Definition 1.17 ([2]). To any g P Z∆0 we associate the reduced presentation space
PHomJpgq :“ HomJpP prgs`q, P pr´gs`qq,
where rgs` is the vector satisfying rgs`puq “ maxpgpuq, 0q. We denote by Cokerpgq
the cokernel of a general presentation in PHomJ pgq.
Reader should be aware that Cokerpgq is just a notation rather than a specific
representation. If we write M “ Cokerpgq, this simply means that we take a
presentation general enough (according to context) in PHomJ pgq, then let M to be
its cokernel.
Definition 1.18 ([9]). A representation is called µ-supported if its supporting ver-
tices are all mutable. A weight vector g P K0pproj -Jq is called µ-supported if
Cokerpgq is µ-supported. Let Gp∆,W q be the set of all µ-supported vectors in
K0pproj -Jq.
Definition 1.19 ([29]). We define the generic character CW : Gp∆,W q Ñ Zpxq by
(1.4) CW pgq “ x
g
ÿ
e
χ
`
GrepCokerpgqq
˘
ye,
where GrepMq is the variety parameterizing e-dimensional quotient representations
of M , and χp´q denotes the topological Euler-characteristic.
It is known [9, Lemma 5.3] that CW pgq is an element in Cp∆q. Note that CW pgq
has a well-defined g-vector g, so we have that Gp∆,W q Ď Gp∆q.
Theorem 1.20 ([9, Corollary 5.14], cf. [29, Theorem 1.1]). Suppose that IQP
p∆,W q is nondegenerate and Bp∆q has full rank. The generic character CW maps
Gp∆,W q (bijectively) to a set of linearly independent elements in Cp∆q containing
all cluster monomials.
Definition 1.21. We say that an IQP p∆,W q models an algebra A if the generic
cluster character maps Gp∆,W q onto a basis of A. If A is the upper cluster algebra
Cp∆q, then we simply say that p∆,W q is a cluster model. If in addition Gp∆,W q is
given by lattice points in some polyhedron, then we say that the model is polyhedral.
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This definition itself does not require the IQP to be nondegenerate. [9, Proposition
5.15] implies that being a (polyhedral) cluster model is mutation-invariant.
2. Extensions
2.1. Extension Through Coefficient Variables. Let ∆ be an ice subquiver of
∆ such that ∆0 “ ∆0 \ e. Unless otherwise stated, we assume in this subsection
that e is a set of frozen vertices. Suppose that p∆,xq and p∆,xq are two seeds
satisfying that xpuq is equal to xpuq up to a monomial factor in xpeq for each
u P ∆0, that is,
(2.1) xpuq “ xpuqxpeqΘpuq for some Θpuq P Ze.
Here, by convention we set xpeq “ 1 for each e P e so that Θpeq “ ee.
Definition 2.1. We say that p∆,xq is a balanced extension of p∆,xq via xpeq if
Θ : ∆0 Ñ Z
e is a weight configuration.
This is equivalent to say that
(2.2)
ź
vÑu
vP∆
0
xpvq `
ź
uÑw
wP∆
0
xpwq “ m
˜ ź
vÑu
vP∆0
xpvq `
ź
uÑw
wP∆0
xpwq
¸
,
for each u mutable in ∆ and some monomial m in xpeq depending on u. This
reformulation somehow justifies why it is called balanced.
Since a weight configuration can be mutated, being a balanced extension is pre-
served under mutations. More precisely, if p∆1,x1; Θ1q and p∆1,x1q are obtained
from p∆,x; Θq and p∆,xq through the same sequence of mutations, then
(2.3) x1puq “ x1puqxpeqΘ
1puq.
Lemma 2.2. For any balanced extension p∆,xq of p∆,xq we have that
Cp∆,xq
xpeq “ Cp∆,xqrxpeq
˘1s.
Proof. We have seen from (2.3) that each x1puq differs from x1puq by a monomial
factor in xpeq. The claim follows easily from the definition of the upper cluster
algebra. 
It is a trivial fact that balanced extensions always exist if B :“ Bp∆q has full
rank. Indeed, we put e as last frozen vertices so the B-matrix B :“ Bp∆q de-
composes in blocks pB,Beq. We write Θ in corresponding blocks Θ “
`
Θ
Ide
˘
. The
condition BΘ “ 0 is equivalent to that
(2.4) BΘ “ ´Be.
This is an overdetermined linear equation (for solving Θ) if B has full rank. For
the rest of this subsection, we always assume that p∆,xq is a balanced extension of
p∆,xq via xpeq and some Θ.
Let y be the set of y-variables for the seed p∆,xq.
Lemma 2.3. We have that xg “ xpg,´gΘq and yd “ yd.
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Proof. The statement for x-variables is a rephrasing of (2.1). For y-variables, it
suffices to show that yu “ yu for each u P ∆µ. The equality (2.4) implies that the
u-th row bu and bu of B and B are related by bu “ pbu,´buΘq. We have that
yu “ x
´bu “ xp´bu,buΘq “ x´bu “ y
u
.

Now we are ready to study the IQP models. Let p∆,W q be an IQP as in Section
1.2. We first consider a special case when e is a single sink or source e. In this
case, we put the same potential W on ∆. Let Pu be the indecomposable projective
representation of p∆,W q corresponding to u P ∆0.
Lemma 2.4. Suppose that e is a frozen source of ∆, then
(1) Gp∆,W q “ Gp∆,W q ` Zě0ee;
(2) CW ppg, hqq “ CW pgqx
h`gΘ
e for any g P Gp∆,W q and h P Zě0.
Proof. (1). Let g :“ pg, hq be any vector in Gp∆,W q. In particular, Cokerpgq is
not supported on e. Since e is a source, h must be nonnegative. Moreover, there is
no morphism from Pe to other indecomposable projectives. It follows that g must
be in Gp∆,W q. The other direction is more obvious.
(2). Since e is a source, we have that Cokerppg, hqq is the extension by a zero from
Cokerpgq. The equality follows from (1.4) and Lemma 2.3. 
Lemma 2.5. Suppose that e is a frozen source or sink of ∆ and (2.4) has a solution.
Then p∆,W q is a (polyhedral) cluster model if and only if so is p∆,W q.
Proof. We only prove the source case because the sink case can be proved by con-
sidering the opposite quiver of ∆ and the dual version of (1.4).
Suppose that p∆,W q is a cluster model. Let p∆,xq be a balanced extension
of p∆,xq via xpeq and some Θ. Let t be any Θ-degree d element in Cp∆,xq.
Recall from (2.1) that any element in Cp∆,xq has Θ-degree zero. By Lemma 2.2
t “ sxde for some s P Cp∆,xq. We can write s as a sum s “
ř
i aiCW pgiq for
some ai P k and gi P Gp∆,W q. By Lemma 2.4.(2), each CW pgiq is equal to
CW ppgi, 0qqx
´giΘ
e . Note that CW ppgi, 0qq contains a “leading” term x
pgi,0q. The
meaning of “leading” is explained after Lemma 1.11. Since t is polynomial in xe
and the gi are distinct, we conclude that d ´ giΘ ě 0 for each i. By Lemma 2.4
we have that t “
ř
i aiCW ppgi, d´ giΘqq, so p∆,W q is a cluster model. The proof
shows that if in addition p∆,W q is polyhedral, then so is p∆,W q.
The argument for the converse is rather trivial. Indeed, suppose that p∆,W q is a
cluster model. Then by Lemma 2.2 for any s P Cp∆,xq, t :“ sxde P Cp∆,xq for suffi-
ciently large d. We write t as t “
ř
i aiCW ppgi, hiqq. Then s “
ř
i aiCW pgiqx
hi`giΘ´d
e
by Lemma 2.4. Similar degree argument shows that each hi ` giΘ´ d must vanish
so that s “
ř
i aiCW pgiq. 
Remark 2.6. The direction “ ñ ” of the above lemma is true without the sink-
source assumption. We conjecture that this direction is true for e mutable as well.
A weaker statement (with an additional condition on xe) was already proved in [10,
Theorem 5.6]. We now sketch a proof of the above claim. We check that assignment
xpuq ÞÑ xpuq and xpeq ÞÑ 1 induces an epimorphism ℓe : Cp∆,xq Ñ Cp∆,xq. Then
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it suffices to show the following diagram commutes:
Gp∆,W q

 CW //
le

Cp∆,xq
ℓe 
Gp∆,W q 
 CW // Cp∆,xq
where le is the map forgetting the e-th coordinate pg, hq ÞÑ g. Using Lemma 2.3
and the restriction and induction functor (see [10, Section 5.1 and Lemma 5.4]), we
can show that the diagram indeed does commute.
Definition 2.7 ([18]). We say that a (frozen or mutable) vertex e can be optimized
in ∆ if there is a sequence of mutations away from e making e into a sink or source
of ∆. It can be optimized in an IQP p∆,W q if in addition such a sequence is
admissible.
Finally we come back to the more general case when e can be more than one
vertex. Let W be any potential on ∆ such that its restriction on ∆ is W . For any
admissible sequence of mutations µ, we set p∆1,W 1q :“ µp∆,W q and p∆1,W 1q :“
µp∆,W q. Since mutations are away from e, ∆1 is a subquiver of ∆1 and we have
that W 1 |∆1“W 1.
Theorem 2.8. Suppose that Bp∆q has full rank and each vertex in e can be opti-
mized in p∆,W q. If p∆,W q is a (polyhedral) cluster model, then so is p∆,W q.
Proof. The proof goes by induction on the number of vertices in e “ te1, e2, . . . , enu.
The statement is trivially true if e is empty. We assume that it is true for n “ k.
Let p∆k,xk,Wkq be the restriction of p∆,x,W q to its full subquiver containing
∆0 \ te1, e2, ¨ ¨ ¨ , eku. Then each Bp∆kq has full rank.
Suppose that p∆k,Wkq is a cluster model. Let p∆k`1,xk`1q be any balanced
extension of p∆k,xkq via xpek`1q. Let µ be a sequence of mutations such that ek`1
is a sink or source of µp∆kq. Recall that being a cluster model is mutation-invariant
so µp∆k,Wkq is a cluster model. By the discussion above, we have that µpWk`1q
restricted on µp∆kq is µpWkq. So by Lemma 2.5 µp∆k`1,Wk`1q is a cluster model
and so is p∆k`1,Wk`1q. The induction completes the proof. 
2.2. Extension Through Cluster Variables. Let ∆ still be an ice subquiver of
∆ such that ∆0 “ ∆0 \ e. In this subsection we assume that vertices in e are all
mutable. Recall that ∆e is obtained from ∆ by freezing e. We assume that Cp∆e,xq
is a balanced extension of Cp∆,xq through e. Recall that such an extension always
exists if Bp∆q has full rank. To study the relation between Cp∆,xq and Cp∆,xq,
we employ Cp∆e,xq as an intermediate object.
As before, we first treat the case when e is a single vertex e. Recall the notation
that xu :“ µupxq and x˝ :“ x. We write the initial exchange relation at u as
xux
1
u “ ρu. Let Γ be an ice quiver. We shall apply Proposition 2.10 below for
pΓ,xq “ p∆,xq later.
Lemma 2.9. Let e be a sink or a source of Γ. Suppose that pΓe,xq is CR1 and its
UCA is Noetherian. Then CpΓe,xqrx1es is a normal domain.
Proof. Let A “ CpΓe,xq and B “ CpΓ,xq. We have that x1e P Axe , so Arx
1
esxe “
Axe . Recall that every UCA is normal so Arx
1
esxe is normal. Let w “
ś
uÑe xu P A.
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Consider
Arx1esw “ Awrx
1
es “ CpΓ
d,xqwrx
1
es, where d “ tu | uÑ eu Y teu.
The second equality is due to Lemma 1.10 (we apply it for e “ tu | u ÞÑ eu). We
notice that after freezing d, we can view CpΓd,xqwrx
1
es as a UCA with coefficients
in R :“ krxpdq, x1es. To be more precise,
(2.5) CpΓd,xqwrx
1
es “
č
pΓd1,x1q„pΓd,xq
R
“
x1pΓµzdq˘1
‰
.
It is easy to see that R is normal. Indeed, R is a complete intersection because
it can be presented as R “ krxpdq, zs{pxez ´ 1 ´ wq. We can easily check by the
Jacobian criterion [8, Theorem 16.9] that R is regular in codimension 1. Then the
normality of R follows from Serre’s criterion [8, Theorem 11.5]. By [8, Exercise
4.17] any Laurent polynomial ring over R is also normal. As an intersection of
normal domains, Arx1esw is also normal. Now to show Arx
1
es is normal, it suffices to
show that the complements of zero sets Zpxeq and Zpwq cover SpecpArx
1
esq. This
follows from the exchange relation: xex
1
e ´ w “ 1. 
Proposition 2.10. Let e be a sink or a source of Γ. Suppose that pΓe,xq is CR1
and its UCA is Noetherian. Then so is pΓ,xq and we have that
CpΓ,xq “ CpΓe,xqrx1es.
Proof. We recall the notation that A “ CpΓe,xq and B “ CpΓ,xq. It is showed in
the proof of [10, Lemma 2.4] that A Ď B. Since x1e P CpΓ,xq, we proved “Ě”.
To show the other direction, we are going to apply Lemma 1.6. We already
have that xu, x
1
u P CpΓ
e,xqrx1es for any u P Γµ. It remains to verify the coprime
condition (Definition 1.5.(2)) for the pairs pxu, xvq and pxu, x
1
uq in Arx
1
es. Since the
quotient fields of A and Arx1es have the same transcendence degree, A and Arx
1
es
have the same Krull dimension. After localizing at xe, Axe ãÑ Axerx
1
es is an integral
extension by the exchange relation of xe. Our assumption says that pΓ
e,xq is CR1
in A. It follows from the going-up property (see also [8, Proposition 9.2]) that the
coprime condition holds for those pairs with xu ‰ xe. Hence it suffices to look at
the pairs pxe, xvq and pxe, x
1
eq.
We note that for any uÑ e, xu and xe cannot both vanish due to the exchange
relation. So we localize at w “
ś
uÑe xu as before. Since xe is in the coefficient ring
R (see (2.5)), the codimension 2 statement follows easily. For pxe, x
1
eq, we observe
that Arx1es{pxe, x
1
eq “ A{I where I is an ideal containing xe and 1`w. By Lemma
1.9, the common zero locus of pxe, 1`wq has codimension 2 in A. Therefore pxe, x
1
eq
is coprime in codimension 1 in Arx1es. 
We now come back to the setting at the beginning of this subsection. We assume
that Bp∆q, and thus Bp∆eq, has full rank so that the conditions in Proposition 2.10
are satisfied for Γ “ ∆.
Corollary 2.11. If Cp∆eq is g-indexed by Gp∆eq, then Cp∆q is g-indexed by Gp∆eq`
Zě0gpSeq where gpSeq is the g-vector of the simple representation at e. If Cp∆q is
g-indexed by Gp∆q and e is a sink, then Cp∆q is g-indexed by Gp∆q ` Zee.
Proof. We observe that gpSeq is the same as the g-vector of x
1
e. The first statement
follows from Proposition 2.10. For the second statement, we see from Lemmas
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2.2 and 2.3 that Cp∆e,xqxe is g-indexed by Gp∆q ` Zee. It follows that Cp∆
eq is
g-indexed by some subset
H :“ tpg, hq | g P Gp∆q, h ě hpgq for some hpgqu.
When e is sink, gpSeq “ ´ee, then we conclude from the first statement that Cp∆q
is g-indexed by H ´ Zě0ee “ Gp∆q ` Zee. 
Lemma 2.12. Suppose that e is a mutable sink of ∆.
(1) Gp∆,W q “ Gp∆,W q ` Zee;
(2) CW pg ´ heeq “ CW pgqx
1
e
h
for any h ě 0.
Proof. (1) is straightforward. Since e is a sink, a general presentation of weight
g´hee is a direct sum of a general presentation of weight g and h copies of Pe “ Se.
By [6, Proposition 3.2] we have that
CW pg ´ heeq “ CW pgqCW p´eeq
h “ CW pgqx
1
e
h
.

Corollary 2.13. Let e be a mutable sink of ∆. We assume that Bp∆q has full
rank and Cp∆q is Noetherian. If p∆,W q is a (polyhedral) cluster model, then so is
p∆,W q.
Proof. By Corollary 2.11, Gp∆q “ Gp∆q ` Zee. Since p∆,W q is a cluster model,
Gp∆q “ Gp∆,W q. We have that Gp∆,W q Ě Gp∆,W q`Zee and Gp∆q Ě Gp∆,W q.
Putting these (in)equalities together, we get that Gp∆,W q Ě Gp∆q Ě Gp∆,W q.
So Gp∆q “ Gp∆,W q. Hence, p∆,W q is a cluster model by Corollary 2.11. 
More generally, we should allow e to contain more than one vertex. The proof of
this more general case is exactly the same as that of Theorem 2.8. Combining this
with Theorem 2.8, we get the following theorem where e can contain both frozen
and mutable vertices.
Theorem 2.14. Let W be any potential on ∆ such that its restriction on ∆ is W .
Suppose that Bp∆q has full rank, Cp∆q is Noetherian, and each vertex in e can be
optimized in p∆,W q. If p∆,W q is a (polyhedral) cluster model, then so is p∆,W q.
Definition 2.15. A sink-source extension of an IQP p∆,W q through a (mutable or
frozen) vertex e is a new IQP p∆,W q such that e is a sink or source, ∆0 “ ∆0\teu,
and ∆ |∆0“ ∆.
We denote by  the class of IQPs obtained from a single vertex by sink-source
extensions and mutations. Since the rigidity is preserved in this procedure, any IQP
in  is rigid. By abuse of language we also say such a quiver (with rigid potential)
is in .
Corollary 2.16. Any IQP in  is a polyhedral cluster model if the B-matrix of the
IQP has full rank throughout the procedure.
Remark 2.17. Recall that any extension through a frozen vertex and any mutation
preserve the rank of B-matrix. The full rank condition can only be broken when we
extend through a mutable vertex. We even conjecture that the full rank condition
can be dropped in this corollary.
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Remark 2.18. We believe that the class  does not cover all cluster models. Here
may be an example. Let us consider the following quiver ∆
‚
 
‚
xxqqq
qq
qq
&&▼▼
▼▼
▼▼
▼
‚ //
EE☛☛☛☛☛☛☛☛☛☛☛☛☛☛
‚
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
xxqqq
qq
qq
‚
ff▼▼▼▼▼▼▼
It is easy to show that up to quiver automorphisms, there are only 6 quivers
mutation-equivalent to this one. None of them contains a sink or source. This
quiver is obtained from the torus with disc cut out and two marked points on the
boundary (see Section 3, also [27, 11.4]). We can show that this quiver with generic
potentialW has finite-dimensional Jacobian algebra. Since the quiver is coefficient-
free, the set Gp∆,W q is the whole lattice Z5. On the other hand, [28, Corollary 4.9]
implies that Cp∆q also has a basis parametrized by Z5. This provides some evidence
that the image of Gp∆,W q under the generic character forms a basis in Cp∆q.
3. Gluing Hives
We fix an integer l ě 2. To the oriented triangle t we can associate an ice
1
✟✟
✟✟
✟✟
✟✟
2
ö
3
✻✻✻✻✻✻✻✻
Figure 1.
hive quiver ∆l of size l [9]. The vertices of ∆l are labeled by pi, j, kq such that
pi, j, kq P Z3ě0, i` j ` k “ l and at most one of i, j, k is 0. If one of i, j, k is 0, then
pi, j, kq is frozen, and lies on an edge of ∆l. An edge of ∆l corresponds to an edge
ab (a, b “ 1, 2, 3) of t if the vertices on it have nonzero a, b-th coordinates in their
labeling. The direction of arrows are thus determined by the orientation of t. For
example, ∆5 is depicted in Figure 2 (the dashed lines are edges).
4,1,0
✝✝
// 4,0,1
✞✞
✞✞
3,2,0
✝
✝
// 3,1,1
✞✞
✞✞
//
[[✼✼✼✼
3,0,2
✝✝
✝✝
✾
✾
2,3,0
✝✝
// 2,2,1
✝✝
✝✝
//
\\✾✾✾✾
2,1,2
✞✞
✞✞
//
[[✼✼✼✼
2,0,3
✝✝
✝✝
✾
✾
1,4,0 // 1,3,1
✝✝
✝✝
//
\\✾✾✾✾
1,2,2
✞✞
✞✞
//
[[✼✼✼✼
1,1,3
✝✝
✝✝
//
\\✾✾✾✾
1,0,4
✾
✾
✝✝✝
0,4,1 ❴❴
\\✾✾✾
0,3,2 ❴❴
\\✾✾✾✾
0,2,3 ❴❴
[[✼✼✼✼
0,1,4
\\✾✾✾✾
Figure 2.
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Later we will consider oriented triangles with vertices labeled by letters, say
a, b, c. Such an oriented triangle t can be represented by a cyclically ordered triple,
eg. ra, b, cs “ rb, c, as “ rc, a, bs. We define ∆tl as a vertex relabeling of ∆l as follows.
Fixing a representative of t (say t “ ra, b, cs), we relabel the vertex pi, j, kq in ∆l
as the cyclic triple
”
a,b,c
i,j,k
ı
. If the representative of t is given from the context, we
may write pi, j, kq for that vertex.
Given a pair of oriented triangles, we can glue them along a pair of edges.
a
  
  
  
 
b
ö
ö❂❂
❂❂
❂❂
❂❂
c
❂❂❂❂❂❂❂
d
✂✂✂✂
✂✂✂✂
a
  
  
  
 
b
ö
œ❂❂
❂❂
❂❂
❂❂
c
❂❂❂❂❂❂❂
d
✂✂✂✂
✂✂✂✂
Figure 3.
This gluing corresponds to the gluing of two ice hive quivers of the same size
by identifying frozen vertices along the common edge. After the identification,
we unfreeze those frozen vertices, and add additional arrows depending on the
orientations as illustrated in Figure 4. The additional arrows are in red (please
ignore the color of vertices).
‚ //‚
⑧⑧
⑧⑧
⑧
‚ //‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
⑧⑧
⑧⑧
⑧
‚ //‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
⑧⑧
⑧⑧
⑧
‚ //‚
}}④④④
④④
//
__❅❅❅❅❅
‚
}}④④④
④④
//
__❅❅❅❅❅
‚
}}④④④
④④
//
__❅❅❅❅❅
‚
}}④④
④④
‚
!!❈
❈❈
❈❈
aa❈❈❈❈
‚
!!❈
❈❈
❈❈
aa❈❈❈❈❈
‚
!!❈
❈❈
❈❈
aa❈❈❈❈❈
‚
aa❈❈❈❈❈
!!❈
❈❈
❈
‚
==④④④④ ‚
❅
❅❅
❅❅oo
==④④④④④ ‚
❅
❅❅
❅❅oo
==④④④④④ ‚
❅
❅❅
❅❅oo
==④④④④④ ‚oo
‚
??⑧⑧⑧⑧⑧ ‚
❅
❅❅
❅❅oo
??⑧⑧⑧⑧⑧ ‚
❅
❅❅
❅❅oo
??⑧⑧⑧⑧⑧ ‚oo
‚
??⑧⑧⑧⑧⑧ ‚
❅
❅❅
❅❅oo
??⑧⑧⑧⑧⑧ ‚oo
‚
??⑧⑧⑧⑧⑧ ‚oo
‚ //‚
⑧⑧
⑧⑧
⑧
‚ //‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
⑧⑧
⑧⑧
⑧
‚ //‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
⑧⑧
⑧⑧
⑧
‚ //‚
}}④④④
④④
//
__❅❅❅❅❅
‚
}}④④④
④④
//
__❅❅❅❅❅
‚
}}④④④
④④
//
__❅❅❅❅❅
‚
}}④④
④④
‚ //
}}④④
④④
aa❈❈❈❈
‚
}}④④④
④④
aa❈❈❈❈❈ //‚
}}④④④
④④
aa❈❈❈❈❈ //‚
aa❈❈❈❈❈
}}④④④
④④
‚ //‚
⑧⑧
⑧⑧
⑧
//
aa❈❈❈❈❈
‚
⑧⑧
⑧⑧
⑧
//
aa❈❈❈❈❈
‚
⑧⑧
⑧⑧
⑧
//
aa❈❈❈❈❈
‚
aa❈❈❈❈
‚ //‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
__❅❅❅❅❅
‚ //‚
⑧⑧
⑧⑧
⑧
//
__❅❅❅❅❅
‚
__❅❅❅❅❅
‚ //‚
__❅❅❅❅❅
Figure 4.
More generally, let us recall that an ideal triangulation of a marked bordered
surface S is a triangulation of S whose vertices are the marked points of S. All
triangulations in this paper will be ideal. Let T be a triangulation of a marked
bordered surface S. Then we can glue ice hive quivers according to such a trian-
gulation. We denote the resulting ice quiver by ♦lpTq. We allow self-fold triangles
and two triangles glued along more than one edge. Note that they happen only
when there are punctures (=marked points on the interior of S). All surfaces in
this paper have no punctures, but this flexibility is necessary to incorporate [12]
and others.
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A triangulation is called consistent if any pair of glued edges are pointing in the
opposite direction. If the surface is orientable, then we always have a consistent
triangulation. In this case the construction was considered by Fock and Goncharov
in [13] when they study the cluster structure of certain SLl-character varieties.
Readers may be more familiar with the degenerate case when l “ 2. For example,
when l “ 2 Figure 4 (left) degenerates to
‚ //‚
}}⑤⑤
⑤⑤
‚
!!❇
❇❇
❇
aa❈❈❈❈
‚
==④④④④ ‚oo
We observe that when l “ 2, the quiver ♦lpTq is the same as the adjacency quiver
of T according to the recipe of [14].
One of the main results of [14] says that the flip of the triangulation corresponds
to the mutation of its adjacency quiver. Let d “ bc be the common edge of two
adjacent triangles in T as in Figure 5 (left). A flip along d is an operation on T
sending the pair to Figure 5 (right), and keeping the remaining triangles unchanged.
a
  
  
  
 
b
ö
ö❂❂
❂❂
❂❂
❂❂
c
❂❂❂❂❂❂❂
d
✂✂✂✂
✂✂✂✂
a
  
  
  
 
ööb
❂❂
❂❂
❂❂
❂ c
❂❂❂❂❂❂❂
d
✂✂✂✂✂✂✂
Figure 5.
We denote the new triangulation by T1. It is well-known that any two consistent
triangulations of S are related by a sequence of flips. We warn readers that the flip
is not defined for a pair of triangles as in Figure 3 (right).
More generally for any l ě 2, Fock and Goncharov defined in [13, 10.3] a se-
quence of mutations µd such that µdp♦lpTqq “ ♦lpT
1q. Let us briefly recall the
definition. The definition is local in the sense that we only need to mutate at in-
terior vertices in the two hives to be flipped. By a maximal central rectangle (wrt.
the common edge), we mean a maximal rectangle symmetric about the common
edge with vertices in ♦lpTqµ. There are l ´ 1 maximal central rectangles (includ-
ing two degenerated to lines). For example in Figure 4, the blue (resp. green)
vertices are in the second (resp. third) maximal central rectangle. Let µk be the
sequence of mutations along the k-th rectangle (in whatever orders). Then µd is
the composition µl´1 ¨ ¨ ¨µ2µ1.
Consider the following hive strip of length n` 1. The vertex 0 can be frozen or
mutable.
‚
✟✟
✟✟
✟✟
// ‚
✟✟
✟✟
✟✟
//❴❴❴❴ ‚
✟✟
✟✟
✟
// ‚
✟✟
✟✟
✟✟
0
//
1
✟✟
✟✟
✟
//
ZZ✻✻✻✻✻✻
¨ ¨ ¨
✟✟
✟✟
✟
//
ZZ✻✻✻✻✻
n´1
✟✟
✟✟
✟
//
ZZ✻✻✻✻✻✻
n
✟✟
✟✟
✟
ZZ✻✻✻✻✻✻
‚
ZZ✻✻✻✻✻
// ‚
ZZ✻✻✻✻✻
//❴❴❴❴ ‚
ZZ✻✻✻✻✻
// ‚
ZZ✻✻✻✻✻
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Lemma 3.1. The sequence of mutations pn, n´1, . . . , 1q transforms the quiver into
‚ //
✻
✻✻
✻✻
✻ ‚
✻
✻✻
✻✻
//❴❴❴❴ ‚ //
✻
✻✻
✻✻
✻ ‚
✻
✻✻
✻✻
✻
0 1
oo // ¨ ¨ ¨
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
//
hhPPPPPPPPPPPP
n´1
vv♥♥♥
♥♥♥
♥♥♥
♥♥
//
hhPPPPPPPPPPPP
n
hhPPPPPPPPPPPP
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
‚ //
DD✟✟✟✟✟
‚
DD✟✟✟✟✟ //❴❴❴❴ ‚ //
DD✟✟✟✟✟
‚
DD✟✟✟✟✟
In particular, the sequence optimizes the vertex 0. If we delete 0 and apply additional
sequence of mutations p1, . . . , n´1, nq, then the quiver becomes the original one with
0 deleted.
Proof. The proof is by an easy induction on n. A variation was proved in [25,
Proposition 19]. 
Example 3.2. Let ∆55l (resp. ∆
5
l) be the quiver obtained from ∆l by forgetting
frozen vertices on any two (resp. one) edges. It is shown in [9, 10, 11] using
quite different methods that with the rigid potentials they (including ∆l) are all
polyhedral cluster models. There are similar result for ∆55l and ∆
5
l in a slightly
different context in [25]. Using the above lemma and Theorem 2.14, it is easy to
show this for ∆5l and ∆l assuming the result for ∆
55
l . For example, applying the
mutation at p2, 1, 2q then p2, 2, 1q optimizes the frozen vertices p2, 0, 3q and p2, 3, 0q
in ∆5 of Figure 2. We strongly recommend readers to play with a few examples
using [22].
The same method can prove that ∆55l are in  (so ∆
5
l and ∆l are in  as well).
However, to apply Lemma 3.1 to ∆55l , we have to remove frozen vertices of ∆
55
l
first. At some point, this will violates the full rank condition of Theorem 2.14.
Interested readers can check that similar sequences of Lemma 3.1 cannot optimize
any mutable vertex without removing frozen ones first.
To obtain the full condition for some ♦lpTq, we need the following lemmas.
Lemma 3.3. Let ♦ be obtained from ∆ and ∇ by gluing along a set of frozen
vertices c (and unfreezing c). Let a and a1 (resp. b and b1) be the set of rest frozen
vertices (resp. mutable) in ∆ and ∇. Suppose that the submatrix of Bp∆q consisting
of b Y c-rows and a Y b-columns is of full rank, and B-matrix of ∇ is also of full
rank. Then so is the B-matrix of ♦.
Proof. The B-matrix of ♦ is given by the block matrix on the left,
a b c b1 a1˜ ¸
b ˚ ˚ ˚ 0 0
c ˚ ˚ ˚ ˚ ˚
b1 0 0 ˚ ˚ ˚
Ă
a b c b1 a1˜ ¸
b ˚ ˚ 0 0 0
c ˚ ˚ 0 0 0
b1 0 0 ˚ ˚ ˚
which is equivalent to the one on the right by elementary column transformations.
The statement is now clear. 
Lemma 3.4. Let a (resp. c) be the set of frozen vertices on one (resp. the other)
edge of ∆5l . Let ∆
51
l be an ice quiver obtained from ∆
5
l by unfreezing c. Then the
submatrix of Bp∆5
1
l q consisting of bY c-rows and aY b-columns has full rank as in
Lemma 3.3.
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Proof. Suppose that a is on the edge 12 and c is on the edge 23 (see Figure 1). It is
easy to see that if we rearrange the rows and columns of the submatrix according to
the lexicographic order, then we get a triangular matrix with 1’s on the diagonal.

To give a simpler proof of the next proposition, we will introduce a new involutive
operation on triangulated surfaces called twist. To describe this operation, we need
to specify a triangle t P T and one of its edges e. The twist consists of 3 steps.
(1) Cut along the other two edges of the chosen triangle (see Figure 6 left);
(2) Change the orientation of the triangle and the identification of the two
edges (the new identification is indicated by arrows, see Figure 6 right);
(3) Glue according to the new identification.
❁
❁❁
❁
❁❁
❁❁⑧⑧⑧⑧
⑧⑧⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
ö❄
❄❄
❄
❄❄
❄❄
❁❁❁❁❁❁❁❁
AA AA✄✄✄✄
✄✄✄✄ ❁
❁❁
❁
❁❁
❁❁?? ??⑧⑧⑧⑧
⑧⑧⑧⑧ ❁
❁❁
❁
❁❁
❁❁⑧⑧⑧⑧
⑧⑧⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
œ ❄
❄❄
❄
❄❄
❄❄
❁❁❁❁❁❁❁❁
AA✄✄✄✄
✄✄✄✄ ❁
❁❁
❁
❁❁
❁❁?? ??⑧⑧⑧⑧
⑧⑧⑧⑧
Figure 6.
We have a few remarks. In Step (1), if any of two edges is a part of boundary, then
we do nothing for that edge. Readers should be aware that the new identification in
Step (2) is not just a naive “interchange”. For example, let a be the vertex opposite
to the chosen edge. According to our definition, the vertices of adjacent triangles
previously glued to a will not be glued to a. Finally, we need to warn readers that
this operation may alter the topology of the surface (see [12]). However, this will
not happen in this paper. We denote the new triangulation (of a possibly new
surface) by Tt,e.
Lemma 3.5. There is sequence of mutations µt,e such that
µt,ep♦lpTqq “ ♦lpT
t,eq.
Proof. The sequence to be defined is local in the sense that we only need to perform
mutations at non-edge vertices in the chosen triangle t. So we will define it for a
single hive. Such a sequence of mutations is defined in [19] and [11, B.2] in a
boarder context (The notation for this operation there is µ?l, but unfortunately,
the l under the square root is not the integer but has other meaning).
Let us briefly recall the definition. Suppose that the hive corresponds to the
triangle in Figure 1, and 23 is the chosen edge (For other choices of edges, the
operation can be defined using the cyclic symmetry). Then let tk be the triangle
with vertex 1 and its opposite side parallel to 23 of k-arrow length. Denote by
µk the composition of mutations at each (mutable) vertex in tk in the reverse
lexicographic ordering for the labeling. We define the sequence of mutations as
µ :“ µ2µ3 ¨ ¨ ¨µl´1. Let us take the hive ∆5 as an example. Then we have that
µ4 “ µp1,1,3qµp1,2,2qµp1,3,1qµp2,1,2qµp2,2,1qµp3,1,1q, µ3 “ µp2,1,2qµp2,2,1qµp3,1,1q, and
µ2 “ µp3,1,1q.
This lemma is almost a reformulation of [11, Corollary B.9] in our setting of
triangulation except that we need to take care of arrows between edge vertices.
Recall that the twist changes the orientation of the triangle. So arrows between its
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edge vertices will change (see Figure 4). But at least for the edge bc this is implied
in [25, Lemma 9], where author considered the subsequence µl´1 of µ. The reason
is that other subsequences have no effect on arrows between vertices on 23. The
proof goes similarly for the other two edges. 
Let Dm be the disk with m marked points on the boundary.
Proposition 3.6. Let T be any (consistent) triangulations of Dm. Then ♦lpTq is
in , and with the rigid potential WlpTq is a polyhedral cluster model.
Proof. Since all consistent triangulations are related by flips, it suffices to prove for
a particular T. Consider the following non-consistent alternating triangulation.
œ
✷✷
✷✷
✷✷
✷✷
☞☞
☞☞
☞☞
☞☞ œ
✷✷
✷✷
✷✷
✷✷
☞☞
☞☞
☞☞
☞☞ œ
✷✷
✷✷
✷✷
✷✷
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
✴✴
✴✴
✴✴
✴✴
ö ö ö ö
For each even (clockwise oriented) triangle with any of its edges, we apply the twist.
Then we can easily see by induction that it transforms to a consistent triangulation
of Dm (The alternating triangulation in the above picture transforms to D9). Since
the twist is involutive, by Lemma 3.5 it suffices to prove the statement for the
quivers corresponding to these alternating triangulations.
The proof will go backwards, that is, instead of using sink-source extension we
use sink-source deletion. Using Lemma 3.1 we show that each frozen vertice can
be optimized. So let us remove all frozen vertices except for ones corresponding
to the leftmost edge. The purpose of preserving those frozen vertices is that this
will grantee the full rank requirement of Theorem 2.14 throughout later operations.
This can be verified by Lemma 3.3 and 3.4. For any ♦lpTq if we delete a set of
frozen vertices corresponding to an edge in T, then pictorially we make this edge a
dashed line. So after deleting frozen vertices, the quiver corresponds to the one in
Figure 7 (ignoring arrows).
❴❴❴❴
✷✷
✷✷
✷✷
✷✷
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
❴❴❴❴
✷✷
✷✷
✷✷
✷✷
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
❴❴❴❴
✷✷
✷✷
✷✷
✷✷
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
☞☞
☞☞
☞☞
☞☞
✴
✴
✴
✴
❴❴❴❴ ❴❴❴❴
YY✷✷✷✷✷
❴❴❴❴
YY✷✷✷✷✷
❴❴❴❴
YY✷✷✷✷✷
Figure 7.
We perform the operation defined in Lemma 3.1 as follows. We apply the se-
quence of mutations in the direction of arrows (see Figure 7), then delete the sink
and apply the same sequence of mutations backwards. In this way we can one by
one delete rows parallel to the common edge as shown above. Below is a schematic
diagram. The number indicates the order for deletion (reader can check that the
order does matter). The gray part is the part already deleted, so the current one
to be deleted is vertex 5. We are going apply the sequence of Lemma 3.1 for the
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subquiver in red.
‚ //‚
✠✠
✠
//‚
✠✠
✠
//‚ //
✠✠
✠ ‚
✠✠
✠
‚
ZZ✺✺✺
//‚
✠✠
✠
//
ZZ✺✺✺
‚ //
✠✠
✠
ZZ✺✺✺
‚ //
ZZ✺✺✺
✠✠
✠ 10
[[✼✼✼
✞✞
✞
‚
ZZ✺✺✺
//‚
✠✠
✠
//
ZZ✺✺✺
‚ //
✠✠
✠
ZZ✺✺✺
9 //
ZZ✺✺✺
✠✠
✠ 6
[[✼✼✼
✞✞
✞
‚
ZZ✺✺✺
//‚
✠✠
✠
//
ZZ✺✺✺
8 //
ZZ✺✺✺
✠✠
✠ 5
//
✞✞
✞
[[✼✼✼
3
✠✠
✠
ZZ✺✺✺
‚
ZZ✺✺✺
//7 //
ZZ✺✺✺
4 //
ZZ✺✺✺
2 //
[[✼✼✼
1
YY✸✸✸
In the end, what left over is the quiver represented by
✞✞
✞✞
✞✞
✞✞
✞✞
❴❴❴❴❴❴
✺
✺
✺
✺
✺
which is nothing but the quiver ∆55l . We have seen that this quiver is in , and is a
cluster model. We conclude from Theorem 2.14 that ♦lpTq with the rigid potential
is a polyhedral cluster model. 
Conjecture 3.7. Let T be a triangulation of a (not necessarily orientable) surface
such that there is a rigid potential Wl on ♦lpTq. Then whether p♦lpTq,Wlq is a
cluster model does not depend on l.
Remark 3.8. Whether ♦lpTq P  will depend on l (See [12] for an example).
4. Application to Semi-invariant Ring of Quiver Representations
4.1. Some Generalities. Let us briefly recall the semi-invariant rings of quiver
representations [32]. Readers can find any unexplained terminology in [4]. Let Q
be a finite quiver without oriented cycles. For an arrow a, we denote by tpaq and
hpaq its tail and head. For a dimension vector β of Q, let V be a β-dimensional
vector space
ś
iPQ0 k
βpiq. We write Vi for the i-th component of V . The space of
all β-dimensional representations is
RepβpQq :“
à
aPQ1
HompVtpaq, Vhpaqq.
The product of general linear group
GLβ :“
ź
iPQ0
GLpViq
acts on RepβpQq by the natural base change. Define SLβ Ă GLβ by
SLβ “
ź
iPQ0
SLpViq.
We are interested in the rings of semi-invariants
SIβpQq :“ krRepβpQqs
SLβ .
The ring SIβpQq has a weight space decomposition
SIβpQq “
à
σ
SIβpQqσ,
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where σ runs through the multiplicative characters of GLβ . We refer to such a
decomposition the σ-grading of SIβpQq. Recall that any character σ : GLβ Ñ k
˚
can be identified with a weight vector σ P ZQ0
(4.1)
`
gpiq
˘
iPQ0 ÞÑ
ź
iPQ0
`
det gpiq
˘σpiq
.
Since Q has no oriented cycles, the degree zero component is the field k [23].
Let us understand these multihomogeneous components
SIβpQqσ :“
 
f P krRepβpQqs | gpfq “ σpgqf, @g P GLβ
(
.
For any projective presentation f : P1 Ñ P0, we view it as an element in the
homotopy category Kbpproj -Qq. Let f P ZQ0 be the weight vector of f . From now
on, we will view a weight vector as an element in the dual HomZpZ
Q0 ,Zq via the
usual dot product. We apply the functor HomQp´, Nq to f for N P RepβpQq
(4.2) HomQpP0, Nq
HomQpf,Nq
ÝÝÝÝÝÝÝÑ HomQpP1, Nq.
If fpβq “ 0, then HomQpf,Nq is a square matrix. Following Schofield [32], we define
spf,Nq :“ detHomQpf,Nq.
We set spfqp´q “ spf,´q as a function on RepβpQq. It is proved in [32] that
spfq P SIβpQqf . In fact,
Theorem 4.1 ([3, 33, 7]). tspfquf“σ spans SIβpQqσ over the base field k.
Let ΣβpQq be the set of all weights σ such that SIβpQqσ is non-empty. It is
known that such a weight must correspond to some dimension vector α, that is,
σp´q “ ´xα,´y where x´,´y is the Euler form of Q. A weight is called extremal
in ΣβpQq if it lies on an extremal ray of R`ΣβpQq.
Lemma 4.2 ([9, Lemma 1.8]). If σ is an indivisible extremal weight, then any
semi-invariant function of weight σ is irreducible.
Example 4.3. Let Sml be the m-tuple flag quiver of length l.
p1q 1 // 2 // ¨ ¨ ¨ // l ´ 1
✼
✼✼
✼✼
✼✼
✼✼
✼
p2q 1 // 2 // ¨ ¨ ¨ // l ´ 1
$$■
■■
■■
■■
...
...
...
... l
pm´ 1q 1 // 2 // ¨ ¨ ¨ // l ´ 1
::✉✉✉✉✉✉
pmq 1 // 2 // ¨ ¨ ¨ // l ´ 1
CC✞✞✞✞✞✞✞✞✞✞
The i-th vertex of the a-th flag of Sml is denoted by a pair p
a
i q (with the convention
that p al q “ l for any a). The standard dimension vector βl is the one such that
βlp
a
i q “ i. For any pi, j, kq P Z
3
ě0 with i ` j ` k “ l, let s
a,b,c
i,j,k be the Schofield’s
semi-invariant function on RepβlpS
m
l q associated to the presentation
Pl
ppai ,pbj ,pckq
ÝÝÝÝÝÝÑ P ai ‘ P
b
j ‘ P
c
k ,
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where pai is the unique path from the i-th vertex of the a-th flag to the vertex
l. Each sa,b,ci,j,k has weight equal to σ
a,b,c
i,j,k :“ el ´ e
a
i ´ e
b
j ´ e
c
k, which is clearly
extremal. By our convention we ignore P ai , p
a
i , and e
a
i if i “ 0. Moreover, each
weight σ :“ σa,b,ci,j,k corresponds to a real Schur root of S
m
l so the weight space
SIβlpS
m
l qσ is 1-dimensional [9, Lemma 1.7].
Let ǫ be a real Schur root, and E be the general representation in RepǫpQq. We
recall that ǫ is a Schur root means that HomQpE,Eq “ k, and it is called real if
xǫ, ǫy “ 1. In [32] Schofield defined a quiver Qǫ with dimension vector βǫ associated
to ǫ. The semi-invariant ring SIβǫpQǫq can be identified as a subalgebra S :“À
xǫ,αy“0 SIβpQq´xα,´y of SIβpQq. Let s be any semi-invariant function spanning
the weight space SIβpQq´xǫ,´y. In connection with Lemma 2.2, we have the following
proposition.
Proposition 4.4. Assume that the weight corresponding to ǫ spans an extremal
ray in ΣβpQq. Then the algebra morphism defined by
ϕ : SIβǫpQǫqrx
˘1s Ñ SIβpQqs by rxd ÞÑ ιprqsd.
gives an isomorphism
SIβpQqs – SIβǫpQǫqrx
˘1s.
Proof. The injectivity is proved in [9, Lemma 8.2]. To show surjectivity, by The-
orem 4.1 it suffices to show that for any spfq P SIβpQq, we can always rewrite
it as spfqscs´c such that spfqsc P S. Let M be the cokernel of f . Since the
weight corresponding to ǫ is extremal, the universal homomorphism hE ÑM must
be injective (see the proof of [10, Proposition 3.6]), where h “ dimHomQpE,Mq.
Let C be the cokernel of hE ãÑ M , then we consider the universal extension
0 Ñ C Ñ M˜ Ñ eE Ñ 0, where e “ dimExtQpE,Mq. By construction, we have
that M˜ P EK. Let f˜ be the minimal resolution of M˜ . By [3, Lemma 1], up to a
scalar spf˜q “ spfqsc P S, where c “ e´ h “ ´xǫ, αy. 
4.2. From A to Complete Triple Flags. We denote the linear quiver S1l by Al.
Let Rep˝βlpAlq be the open subset of RepβlpAlq where each linear map is injective.
Let F´ (resp. F`) be the representation of Al given by pIk, 0q (resp. p0, Ikq) for
the arrow k Ñ k` 1, where Ik is the kˆ k identity matrix and 0 is the zero column
vector.
Throughout we set G :“ SLl. Let U
´ (resp. U`) and H be the subgroups of
lower (resp. upper) triangular and diagonal matrices in G. LetW (resp. Wˆ ) be the
Weyl group of G (resp. GLl), and w0 be the longest element in Wˆ . We can realize
Wˆ inside GLl as the set of permutation matrices. For any m P N, we decompose
SLβl as SLγl ˆ SLl. We denote by A the categorical quotient RepβlpAlq{ SLγl .
The group SLγl acts freely on Rep
˝
βl
pAlq so A
˝ :“ Rep˝βlpAlq{ SLγl is a geometric
quotient. By abuse of notation, we still write F´ and F` for the corresponding
points on A. Since the action of GLl commutes with that of SLγl , GLl acts on A
as well.
Lemma 4.5. GF´ is the only G-orbit in A˝ and the stabilizer of F´ (in G) is
U´. Moreover, F` “ w0F´ so its stabilizer is U`.
Proof. It is an easy exercise on matrix manipulation to show that G acts transi-
tively on A˝. So GF´ is the only G-orbit on A˝. For any u P U´ we have that
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uˆ´1pIl´1, 0qu “ pIl´1, 0q where uˆ is the upper left l´ 1ˆ l´ 1 submatrix of u. We
see by induction that U´ stabilizes F´. On the other hand, there is no gˆ P SLl´1
such that gˆ´1pIl´1, 0qg “ pIl´1, 0q if g P WHU`zteu. Hence, the stabilizer of F´
is U´. It is another easy exercise to show that F` “ w0F´. 
Let s1,2i,j (i ` j “ l) be the semi-invariant function on RepβlpS
2
l q defined in
Example 4.3. Let D “
ś
i,j s
1,2
i,j . We denote Rep
˝
βl
pS2l q by the complement of ZpDq
in RepβlpS
2
l q. Recall the determinantal definition of each s
1,2
i,j . It is not hard to see
that Rep˝βlpS
2
l q consists of those representations equivalent to pF
´, F`q, that is
(4.3) Rep˝βlpS
2
l q “ GLβlpF
´, F`q.
Here, pF´, F`q is the representation whose restriction to the first and second flags
is F´ and F` respectively. Let D be the zero locus ofD on AˆA. Since localization
with respect to an invariant commutes with taking invariants, we have that
(4.4) pAˆAqzD “ Rep˝βlpS
2
l q{ SLγl “ pA
˝ ˆA˝qzD.
A pair pA1, A2q P AˆA is called generic if it is not in D.
Corollary 4.6. G acts freely on pAˆAqzD and its quotient is isomorphic to H.
Proof. Since GLγl – SLγl ¸pk
˚q2l´2 – SLγl ¸H
2, by (4.3) and (4.4) we can pick
without lose of generality a point x P pA ˆ AqzD represented by ph1F
´, h2F`q
for some ph1, h2q P H
2. Since hU˘h´1 “ U˘, the action of H2 does not change
the stabilizer. So by Lemma 4.5 the stabilizer of x for the G-action is equal to
U´ X U` “ teu. We do not need the result on the quotient so we leave it as an
easy exercise. 
We denote Tl :“ S
3
l . Let slpi, j, kq “ s
1,2,3
i,j,k for pi, j, kq P p∆lq0. A main result in
[9] is Theorem 4.9 below. Now we reprove this assuming a few results in [9, 10] but
without [24]. We first recall that
Lemma 4.7 ([9]). The upper cluster algebra Cp∆l, slq is a subalgebra of SIβlpTlq.
Let vc (c “ 1, 2, 3) be the set of frozen vertices on the edge opposite to the vertex
c of t. Let Dc :“
ś
vPvc slpvq, and Hc be the torus generated by slpvcq
˘1. It follows
from [10, Example 3.10] and Proposition 4.4 that
Lemma 4.8. The localization of SIβlpTlq at any Dc can be identified with krAˆHcs.
Moreover, krAs is the upper cluster algebra Cp∆5l , s
5
lq.
Readers can find explicit definition of the seed p∆5l , s
5
lq in [10, Example 3.10]. All we
need to know here is that p∆5l , s
5
lq is obtained from p∆l, slq via the projection defined
there. That in particular implies that Cp∆l, slq is a balanced extension of Cp∆
5
l , s
5
lq
via slpvcq. So by Lemma 2.2, we have that Cp∆l, slqDc “ Cp∆
5
l , s
5
lqrslpvcq
˘1s.
Theorem 4.9. The semi-invariant ring SIβlpTlq is equal to the upper cluster algebra
Cp∆l, slq. Moreover, p∆l,Wlq is a polyhedral cluster model.
Proof. By Lemma 4.8 and the above discussion, we have that SIβlpTlqDc “ Cp∆l, slqDc
for c “ 1, 2, 3. Let X :“ Spec pSIβlpTlqq and Y :“ Spec
`
Cp∆l, slq
˘
. We have a reg-
ular birational map X Ñ Y induced by the inclusion of Lemma 4.7. To show it is
in fact an isomorphism, it suffices to show according to the following lemma that
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ZpD1q X ZpD2q has codimension 2 in X . We saw that each function in sl is irre-
ducible. Since X is factorial ([30]), the intersection has codimension 2. The last
statement was proved in Proposition 3.6. 
Lemma 4.10 ([31, Corollary 1 of II.4.4]). Let f : X Ñ Y be a regular bi-
rational map, which is not an isomorphism. If Y is locally factorial, then f
has an exceptional subvariety (i.e., a codimension 1 subvariety Z Ă X such that
codim fpZq ě 2).
We remark that the condition for Y required in the original text is being nonsin-
gular, but we see from the proof that it can be weakened as being locally factorial.
Some readers may complain that Lemma 4.8 is proved in [10] with Theorem 4.9.
However, Lemma 4.8 can also be proved in a similar way using [10, Example 3.11]
if we assume a classical result on the cluster algebra structure of U .
4.3. Generalization to Complete m-tuple flags. Let T be any consistent tri-
angulation of Dm. Given a triangle t “ ra, b, cs P T, there is a natural G-equivariant
projection
A
m Ñ A3, pA1, A2, . . . , Amq ÞÑ pAa, Ab, Acq.
By the universal property of the categorical quotient, we get a map
πt : A
m{GÑ A3{G.
We denote Xm :“ A
m{G. For each such a triangulation T, we thus get a map
πT “
ź
tPT
πt : Xm Ñ
ź
tPT
X t3.
Let ∆tl be the ice hive subquiver of ♦lpTq corresponding to t. By pulling back
the seed p∆l, slq of krX3s “ SIβlpTlq via πt, we get a set of semi-invariant functions
stl in SIβlpS
m
l q indexed by vertices of ∆
t
l. The function s
t
lpi, j, kq is nothing but
s
a,b,c
i,j,k defined in Example 4.3. The assignment clearly does not depend on the
representation of t.
We call a common edge in T a diagonal. It is clear from the construction that
all elements in stl, pt P Tq agree on diagonals. So we obtain a set slpTq Ă SIβlpS
m
l q
indexed by the vertices of ♦lpTq. Let d :“ dpTq be the set of all vertices on the
diagonals of T, and d|t be the subset of d where vertices lie on some edge of t. We
set DpTq :“
ś
vPd slpTqpvq and Dt :“
ś
vPd|t s
t
lpvq. Let X
˝
m (resp. pX
t
3q
˝) be the
complement of the zero set ZpDpTqq in Xm (resp. the complement of ZpDtq in X
t
3).
Lemma 4.11. The restriction of the map πT : Xm Ñ
ś
tPTX
t
3 to the open set X
˝
m
is a closed embedding to
ś
tPTpX
t
3q
˝.
Proof. We only consider the special case when T consisting of two triangles because
the general case is similar. By definition πT maps X
˝
m to
ś
tPTpX
t
3q
˝. We first show
that πT is injective when restricted to X
˝
m. Let t1 “ ra, b, cs and t2 “ rb, d, cs be
the two triangles in T meeting at a diagonal, say bc. We will explicitly construct a
section from the image πTpX
˝
mq. The image πTpX
˝
mq inX
t1
3
ˆX t2
3
can be represented
by pAa, Ab, Acq, pAb, Ad, Acq P A
3 such that pAb, Acq is generic. By Corollary 4.6,
the G-stabilizer of pAb, Acq is trivial. So the map ppAa, Ab, Acq, pAb, Ad, Acqq ÞÑ
pAa, Ab, Ad, Acq descends to a well-defined morphism πTpX
˝
mq Ñ Xm, which is
clearly a section of πT.
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To show that the image of πT is closed, we recall from Corollary 4.6 that the
quotient of generic pairs in A ˆ A by G is geometric (and is isomorphic to H).
Consider the natural projection π1bc : pX
t1
3
q˝ Ñ H induced by pAa, Ab, Acq ÞÑ
pAb, Acq. Similarly we have the natural projection π
2
bc : pX
t2
3
q˝ Ñ H . The image
πTpX
˝
mq is the inverse image pπ
1
bc, π
2
bcq
´1p∆Hq where ∆H is the diagonal of H ˆH .
Hence, πTpX
˝
mq is closed.

Lemma 4.12. The set slpTq is algebraically independent over k.
Proof. By Lemma 4.11 the functional field of Xm is isomorphic to that of the image
of πT. So kpXmq “ π
˚kp
ś
tPTX
t
3q is generated by
Ť
tPT s
t
l “ slpTq as a field. The
Krull dimension of the integral domain krXms is equal to
m dimA´ dimG “
1
2
ppl ´ 1qpl ` 1qpm´ 2q ` pl ´ 1qmq.
By a simple counting, this is exactly the cardinality of slpTq. Hence slpTq must be
algebraically independent over k. 
Lemma 4.13. The upper cluster algebra Cp♦lpTq, slpTqq is a subalgebra of SIβlpS
m
l q.
Proof. We will apply Lemma 1.6. For the first condition of CR1, we need to check
that slpTqpuq
1 lies in SIβlpS
m
l q for each u P ♦lpTqµ. For u not on a diagonal, this is
the content of [9, Lemma 8.10].
For u on a diagonal, we observe that all functions involved are supported on a
quadruple flag, say labeled by a, b, c, d with common edge bc in T. We claim that
psa,b,c
0,j,kq
1 is the Schofield’s semi-invariant associated to the presentation
Pl
ppa
1
,pbj´1,p
d
1
,pck´1q
ÝÝÝÝÝÝÝÝÝÝÝÑ P a1 ‘ P
b
j´1 ‘ P
d
1 ‘ P
c
k´1.
We need to verify the exchange relation
s
a,b,c
0,j,kps
a,b,c
0,j,kq
1 “ sa,b,c
1,j´1,ks
b,d,c
j,1,k´1 ` s
a,b,c
1,j,k´1s
b,d,c
j´1,1,k.
It suffices to verify on the dense set, where the b, c-th flags are represented by F´
and F`. Let M be such a general representation. Suppose that Mppa1q “ u and
Mppd1q “ v for some row vectors u and v of length l. Then
s
b,d,c
j,1,k´1 “ vpj ` 1q, s
a,b,c
1,j´1,k “ p´1q
j´1upjq,
s
b,d,c
j´1,1,k “ vpjq, s
a,b,c
1,j,k´1 “ p´1q
jupj ` 1q,
s
a,b,c
0,j,k “ 1, ps
a,b,c
0,j,kq
1 “ det
ˆ u
Ij´1 0
v
0 Ik´1
˙
“ p´1qj´1
`
upjqvpj ` 1q ´ upj ` 1qvpjq
˘
.
We conclude that the exchange relation holds.
Finally we need to verify the coprime condition. Each sa,b,ci,j,k or ps
a,b,c
i,j,k q
1 has an
extremal weight, and thus irreducible by Lemma 4.2. Since SIβlpS
m
l q is factorial
[30, Theorem 3.17], the coprime condition follows. 
Corollary 4.14. For any triangulation T of Dm, we have that
SIβlpS
m
l qDpTq “ Cp♦lpTq, slpTqqDpTq.
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Proof. We already have from Lemma 4.13 the containment “Ě”. By Lemma 1.10,
Cp♦lpTq, slpTqqDpTq is the same as Cp♦lpTqd, slpTqqDpTq where ♦lpTqd is obtained
from ♦lpTq by freezing all diagonal vertices. Then Cp♦lpTq, slpTqqDpTq contains all
Cp∆tl, s
t
lq pt P Tq. Recall from Theorem 4.9 that Cp∆
t
l, s
t
lq is equal to krX
t
3s “
SIβlpS
t
l q. By Lemma 4.11, SIβlpS
m
l qDpTq is generated by all SIβlpS
t
l q and inverse
cluster variables on the diagonal dpTq. We thus get the other containment “Ď”. 
Lemma 4.15. Let µ :“ µd be the sequence of mutations corresponding to the flip
along a diagonal d. Then up to a sign we have that µ pslpTqq “ slpT
1q.
Proof. It suffices to prove for two adjacent triangles, say the left one of Figure 5.
Recall that µ is the composition of the sequences µk. In [13] the authors described
the quiver after applying each µk (see [13, Figure 10.3]). Let σl be the weight
configuration on ♦lpTq defined by that σlpuq is equal to the σ-weight of slpTqpuq.
We can verify by (1.3) and induction that σ1l :“ µpσlq is given by
σ1lpuq “
$’’’’’&’’’’’%
el ´ e
a
i`k ´ e
b
j´k ´ e
d
k if u “
”
a,b,c
i,j,k
ı
is a vertex in ra, b, ds;
el ´ e
a
i`j ´ e
d
j ´ e
c
k´j if u “
”
a,b,c
i,j,k
ı
is a vertex in ra, d, cs;
el ´ e
a
k ´ e
b
i´k ´ e
d
j`k if u “
”
b,d,c
i,j,k
ı
is a vertex in ra, b, ds;
el ´ e
a
i ´ e
d
j`i ´ e
c
k´i if u “
”
b,d,c
i,j,k
ı
is a vertex in ra, d, cs.
Note that σ1lpuq is the weight of slpT
1qpuq. Since each such weight corresponds to
a real Schur root of Sml , the corresponding weight space is one-dimensional. We
conclude that µpslpTqpuqq “ cslpT
1qpuq for some c P k. Now we apply the sequence
of mutations µ in reversed order. Note that the reserved sequence µ´1 is a sequence
corresponding to the flip of T1. So
slpTqpuq “ µ
´1µpslpTqpuqq “ cµ´1pslpT1qpuqq “ c2pslpTqpuqq.
We must have that c “ 1 or c “ ´1. 
Theorem 4.16. The semi-invariant ring SIβlpS
m
l q is equal to the upper cluster
algebra Cp♦lpTq, slpTqq for any triangulation T of Dm. Moreover, p♦lpTq,WlpTqq is
a polyhedral cluster model.
Proof. Let T: be another triangulation of Dm such that T and T: do not share any
diagonal. By Corollary 4.14, we have that SIβlpS
m
l qDpTq “ Cp♦lpTq, slpTqqDpTq.
The same statement holds if we replace T by T:. By Lemma 4.15, we have
that Cp♦lpTq, slpTqq “ Cp♦lpT
1q, slpT1qq. Let X :“ Spec pSIβlpS
m
l qq and Y :“
Spec
`
Cp♦lpTq, slpTqq
˘
. We have a regular birational map X Ñ Y induced by
the inclusion of Lemma 4.13. To show it is in fact an isomorphism, it suffices to
show according to Lemma 4.10 that ZpDpTqq XZpDpT:qq has codimension 2 in X .
Recall that each function in slpTq and slpT
:q is irreducible. Since X is factorial
([30]) and all irreducible factors in DpTq and DpT:q are distinct, we conclude that
the intersection has codimension 2. The last statement was proved in Proposition
3.6. 
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