For a nonlinear scalar conservation law in one-space dimension, we develop a locally conservative semi-Lagrangian finite difference scheme based on weighted essentially non-oscillatory reconstructions (SL-WENO). This scheme has the advantages of both WENO and semi-Lagrangian schemes. It is a locally mass conservative finite difference scheme, it is formally high-order accurate in space, it has small time truncation error, and it is essentially nonoscillatory. The scheme is nearly free of a CFL time step stability restriction for linear problems, and it has a relaxed CFL condition for nonlinear problems. The scheme can be considered as an extension of the SL-WENO scheme of Qiu and Shu [J. Comput. Phys., 2011] developed for linear problems. The new scheme is based on a standard sliding average formulation with the flux function defined using WENO reconstructions of (semi-Lagrangian) characteristic tracings of grid points. To handle nonlinear problems, we use an approximate, locally frozen trace velocity and a flux correction step. A special two-stage WENO reconstruction procedure is developed that is biased to the upstream direction. A Strang splitting algorithm is used for higher-dimensional problems. Numerical results are provided to illustrate the performance of the scheme and verify its formal accuracy. Included are applications to the VlasovPoisson and guiding-center models of plasma flow.
Introduction
We develop a semi-Lagrangian finite difference WENO (SL-WENO) scheme to approximate the scalar conservation law
with the possibly nonlinear flux f (u) = f (u; x, t). Moreover, multiple space dimensions will be treated using operator splitting.
The semi-Lagrangian computational scheme uses a mixture of Eulerian and Lagrangian reference frames in the sense that it has a fixed (Eulerian) numerical grid but advances each time step by evolving the partial differential equations by propagating information along (Lagrangian) characteristic curves. A semi-Lagrangian scheme does not inherently suffer the CFL time step restriction of an Eulerian approach. In consequence, longer time step evolution can be achieved, potentially resulting in less computational effort and less numerical diffusion.
In 2011, Qiu and Shu [1] (see also [2] ) developed a semi-Lagrangian finite difference WENO method for linear scalar conservation laws for which f (u) = au for some advection velocity a(x, t). In fact, they could develop the linear weights needed in the WENO reconstruction [3, 4] only when the velocity a is constant. For variable advection velocity, they developed weights based on heuristic empirical criteria.
In this paper we develop a locally mass conservative SL-WENO scheme for nonlinear scalar conservation laws. In the linear case, it is an extension of the scheme of Qiu and Shu [1] . It reduces to their scheme if the advection velocity a is constant and linear WENO weights are used; however, our scheme has exact WENO linear weights in the case of variable advection problems. Our scheme is new in the case of nonlinear problems, and it can be viewed as an extension of related work on finite volume Eulerian-Lagrangian WENO schemes [5, 6] , in which characteristic tracing is incorporated only in an approximate way. For simplicity of exposition, we will describe only the third order SL-WENO scheme (SL-WENO3), but in principle any order scheme can be implemented.
Our finite difference scheme is based on the standard sliding average formulation of Shu and Osher [7, 8] , but the flux function is defined using WENO reconstructions of (semi-Lagrangian) characteristic tracings of grid points [1] . To handle nonlinear problems for which the trace velocity in unknown, we use a fixed, approximate trace velocity (as is done in, e.g., [9, 6] and in arbitrary Lagrangian-Eulerian (ALE) schemes [9] ). This approximate trace velocity is locally frozen to avoid numerical difficulties [6] . The introduction of an approximate trace velocity means that we do not trace the exact characteristic curves, and necessitates the use of a flux correction step [6] , which is implemented using the approach of Levy, Puppo, and Russo [10] developed for CWENO schemes.
Unlike the direct WENO reconstructions used by Qiu and Shu [1] , we develop a two-stage WENO reconstruction procedure. We first reconstruct cell averages of the numerical flux function, and then we reconstruct the flux function at the needed point. In our procedure, the linear WENO weights always exist. We nonlinearly weight at each stage using a smoothness indicator that is based on the underlying smoothness of the solution u; that is, rather than using the smoothness of the cell average fluxes in the second stage, we use the smoothness indicator for u in both stages.
For nonlinear problems, the scheme requires a special upstream bias in the computation of the flux function between two grid points, since nonsmooth shocks may develop. The Rankine-Hugoniot shock speed is computed assuming a shock based on the solution u between the two grid points (i.e., the Roe speed [11] ). The direction of this assumed shock determines the wave direction and consequent upstream biasing in our scheme.
The flux correction step requires a relaxed CFL constraint, given later in (42) [12, 6] . The constraint is based on the speed of the difference between the true value of ∂ f (u)/du and the fixed approximate trace velocity. If these are approximately equal, the constraint is very mild.
For multi-dimensional problems, we use a standard, usually second order Strang splitting which decouples the differential equation into a sequence of one-dimensional problems (see (53)). The advantage of a finite difference scheme is that the splitting error manifests itself as temporal error, because the splitting does not induce a shearing of the variable coefficients, and so the scheme maintains its formal high order spatial accuracy [2] .
We present a detailed description of our formally third order SL-WENO3 scheme in the next section. Sections 3 and 4 are devoted to numerical results of SL-WENO3 and SL-WENO5 in one and two space dimensions, respectively. In Section 5 we apply our new scheme to two models of plasma transport: (1) the Vlasov-Poisson system, which has a constant advection within the Strang split scheme, and (2) the guiding-center model [13, 14] , which has a nonconstant advection. We conclude briefly in the last section.
The semi-Lagrangian finite difference WENO scheme
The development of our semi-Lagrangian finite difference WENO (SL-WENO) scheme for nonlinear problems parallels and extends the development of the finite difference scheme given by Qiu and Shu [1] for linear problems. For simplicity of exposition, we describe the third order SL-WENO scheme.
Partition time and space as t 0 < t 1 < t 2 < · · · and · · · < x −1 < x 0 < x 1 < · · · , respectively, where ∆x = x i − x i−1 is constant. We approximate u(x i , t n ) as u 
where
We introduce a function H(x) whose sliding average is F (x) [7, 8] ; that is,
Taking the derivative in x gives
and thus (3) can be written in conservative form as
where x i+1/2 = x i + ∆x/2. We call H(x i+1/2 ) the flux function at x = x i+1/2 .
Evaluation of the cell averages H i of the flux function
As in a finite difference WENO scheme, H(x i+1/2 ) is reconstructed from its neighboring cell averages. For most of this section, consider that the index i is fixed. Then the cell average of H at x i is
due to (5) . We use Lagrangian tracing to define H i [1] , but to handle the complexity of nonconstant and possibly nonlinear velocities, we introduce a known, fixed trace velocity v i+1/2 (x, t) (fixed for each index i) [6] that approximates the true characteristic velocity. In Section 2.5 we will discuss how v i+1/2 should be chosen. The ith traceline from (x i , t n+1 ) backward in time is defined by
Figure 2: Representation of the "triangular" space-time region Ω i = Ω i,0 and its two translates Ω i, for = −1, 1, assuming v i+1/2 > 0. The region Ω i is highlighted, and each Ω i, is bounded by the lines t = t n and x = x i+ and the curve E i, (shown as a straight line), where E i = E i,0 . These regions are used to define
Later we will reconstruct H i+1/2 ≈ H(x i+1/2 ) from values of H near x i . We have defined H i in (11) . We define neighboring values in a similar way, but we use a locally frozen trace velocity [6] to insure that no numerical complications arise from merging or diverging tracelines (e.g., all the traceback points will be regularly spaced so that linear WENO weights will be known to exist). For fixed i, the parallel traceline for a neighboring point x i+ is defined by translation, that is, we letx i, (t) =x i (t) + ∆x (12) be the ith traceline offset by index . Then H i, is defined by integrating over
4 wherex n i, =x i, (t n ) and E i, = E i + ( ∆x, 0), as depicted in Fig. 2 . We define x i * to be the closest grid point tox n i that is between x i andx n i . That is, if v i+1/2 ≥ 0, then x i * is the closest grid point greater than or equal tox n i , and if v i+1/2 < 0, then x i * is the closest grid point less than or equal tox n i . Since we keep the same tracing speed v i+1/2 for all indices, we have equal spacing ratio k i < 1 as defined in
Expand H i, in (13) into three terms, respectively, as
We next discuss approximation of the terms T 
Evaluation and reconstruction of T
Unlike as is done in [1] , we use a simple WENO process to reconstruct T 1 i, for the first term in (14) , i.e.,
Three values of T 1 i, will be needed later when we reconstruct H i+1/2 in (44). When v i+1/2 ≥ 0, these are = −1, 0, 1, and we reconstruct from u n i * −1 , u n i * , and u n i * +1 . When v i+1/2 < 0, these are = 0, 1, 2, and we reconstruct from u n i * , u n i * +1 , and u n i * +2 . To continue the exposition, we assume that v i+1/2 ≥ 0. Let p i,L (x) be the linear polynomial that interpolates the pointwise data {u n i * −1 , u n i * } at {x i * −1 , x i * }, respectively. Similarly, p i,R (x) is the linear polynomial interpolating {u n i * , u n i * +1 } at {x i * , x i * +1 }. For each = −1, 0, 1, we seek the linear weights γ i, ,L and γ i, ,R so that
where Q i (x) is the quadratic polynomial interpolating {u
We see below that these linear weights exist, because we use a locally frozen trace velocity v i+1/2 . This means that the traceback points remain a distance ∆x apart from each other, and no confusion arises due to tracelines tracking to irregular positions that lie in the same grid cell or that skip a cell. In fact, this way we have that the offset ratio k i = (x i * + −x n i, )/∆x is constant for each fixed index i.
We compute that when = −1,
Therefore, we see that the linear weights exist and are in fact
12 + 6k i and γ
5 When = 0, we compute
Finally, when = 1,
and so
12 − 6k i and γ
We define T 
and then nonlinear weights are defined for either sign of v i+1/2 as
where > 0 is some small parameter. Finally, for v i+1/2 ≥ 0, we have
Each reconstruction involves two linear weights which could be negative for some values of k i . In this case, we use the usual techniques for treating negative weights in WENO schemes [15] .
When v i+1/2 < 0, we need to reconstruct T 1 i, for = 0, 1, 2 from u n i * , u n i * +1 , and u n i * +2 . These can be determined by symmetry from the case when v i+1/2 ≥ 0. We need to account for the change in sign, exchange L and R, and we need to identify indices i − 1, i, and i + 1 with i + 2, i + 1, and i, respectively. The linear weights are
and the values of T 1 i, , for v i+1/2 < 0, are
using (25)-(26).
Evaluation of T 3
i, , the flux correction step We now turn our attention to computing the third term of (14),
which is the term in our scheme that corrects the mass flux when g i (u) = f (u) − v i+1/2 u 0. After changing variables (see Fig. 1 ), we have
Applying a two-point Gauss quadrature rule gives
where w G,k are the weights and t G,k are the Gauss points, k = L, R. The main task is to find values for u(x i, (t), t) at the Gauss points along the traceline. We adapt an algorithm given originally by Levy, Puppo, and Russo [10] for Eulerian CWENO methods and modified for the Lagrangian setting by two of the authors in [6] . The algorithm uses a Runge-Kutta method combined with its natural continuous extension for time evolution of the differential equation along the traceline curve. We describe the algorithm below; more details can be found in [10, 6] . We remark that a more traditional flux correction procedure could be used to compute T 3 i, , but this would require flux splitting. Our choice avoids the flux splitting, since the semi-Lagrangian nature of our overall scheme is already upstream biased.
In general, given the Cauchy problem u = F(t, u(t)) and u(t 0 ) = u 0 ,
the solution at time step n + 1 can be obtained by a ν-stage Runge-Kutta method
where each g (i) is a Runge-Kutta flux
and c i = j a i j . The method is completely determined by the vector b and the lower triangular matrix a, which has a zero diagonal for explicit methods. For our third order SL-WENO scheme, we use the two-stage method
After all g (i) are obtained, the Natural Continuous Extension (NCE) [16] of the Runge-Kutta method provides a uniform accuracy of the solution in the time interval [t n , t n+1 ]. Each ν-stage Runge-Kutta method of order p has an NCE of degree d ≤ p in the sense that there exist ν polynomials b i (θ), i = 1, · · · , ν, of degree at most d, such that
In our case,
In particular, we can evaluate the solution at the Gauss points t G,k
An illustration of the evaluation of the Runge-Kutta fluxes g (1) and g (2) from evolution of (41) when v i+1/2 ≥ 0. To reconstruct the derivatives appearing in g (2) at (x i , t n+1 ), we need function values at x i−1 , x i , and x i+1 at time t n+1 . These function values are computed using three values of g (1) , which requires us to reconstruct derivatives at the pointsx n i,−1 ,x n i , andx n i,1 at time t n , and so we need to reconstruct point values at the five pointsx n i, , = −2, −1, 0, 1, 2. Moreover, we in fact need to reconstruct g (2) at the three points x i−1 , x i , and x i+1 , and so ultimately we need to reconstruct g (1) at the five pointsx n i, , = −2, −1, 0, 1, 2, and therefore we require point values reconstructed at the seven pointsx n i, , = −3, −2, . . . , 3.
In our setting, that is, to evaluate (37), we need to obtain values of the function g i along the traceline at the Gauss points. We solve Cauchy problems based on the original equation (1), but modified to evolve along the tracelinex i (t) defined by v i+1/2 in (9). That is, at gridpoint x i , we have that
Letǔ i (t) = u(x i (t), t). Then along the traceline, this is simply
We remark that the right-hand side reduces to F(
is taken to be a constant in space. Thus the computation of the ith Runge-Kutta flux g (i) requires the evaluation of the x-derivatives of f (ǔ i ) andǔ i (or just of g i (ǔ i (t)) when v i+1/2 is constant). We are using a two-stage method, so we need the two Runge-Kutta fluxes g (1) and g (2) . To continue, suppose that v i+1/2 ≥ 0, so that = −1, 0, 1 rather than = 0, 1, 2. Letǔ i, (t) = u(x i, (t), t). We use standard WENO schemes to reconstruct values and derivatives ofǔ n i, and f (ǔ n i, ) at time t n to the appropriate order, where = −2, −1, 0, 1, 2. As illustrated in Fig. 3 , to obtain g (2) at x i requires g (1) at x i−1 , x i , and x i+1 , since we need derivatives. The single value g (1) at x i+ requires reconstruction atx i, −1 ,x i, , andx i, +1 , again because we need derivatives.
In fact, for this WENO3 scheme, we have to compute T 3 i, , = −1, 0, 1. Because we use a locally frozen velocity, we can reuse our reconstructions for = 0. Thus we only require reconstructions ofǔ n i, and f (ǔ n i, ) at time t n to the appropriate order for = −3, −2, . . . , 3. In the end, we evolve (41) three times to obtain the needed values ofǔ i, (t G,k ) in (37) to compute T The requirement of a flux correction step imposes a relaxed CFL constraint on the time step. The constraint was identified by Stockie, Mackenzie, and Russell [12, (2.7)] and also in [6] . The relaxed CFL condition is
Our choice of v i+1/2 later in (48) renders this constraint relatively mild compared to a purely Eulerian scheme that has v i+1/2 = 0.
Reconstruction of the flux function H i+1/2
We determine H i+1/2 using a third order WENO reconstruction of
, and H i,1 when v i+1/2 ≥ 0 and H i , H i,1 , and H i,2 when v i+1/2 < 0. If R i+1/2 represents this linear reconstruction operator for index i, then
abusing the notation here and below by suppressing the argument list that should include arguments for indices = −1, 0, 1, and 2 (possibly omitting −1 or 2). Following the standard WENO reconstruction for average values, R i+1/2 (T i, ) is defined with linear weights as
where the linear weights are r (14), we see that the second term
is an integral over a complete set of grid cells. From [1, Proposition 3.7 and the discussion in §3.3.3], the reconstruction is simply 
Of course, to avoid discontinuities within the WENO framework, we modify the linear weights r ± L and r ± R in (44) with a smoothness indicator. Normally, one would base the smoothness indicator on T i, . However, we computed T 1 i, from a WENO reconstruction that was already biased to the smoother stencil, so the T
do not reflect the discontinuities of the underlying function u(x). Therefore, we base the smoothness indicator directly on the values of u n i * + and use the previously defined indicator (25). So we define R i+1/2 by replacing the linear weights in (44) by the nonlinear weights, analogous to (26).
Finally, then, the finite difference scheme for (1), or (7), is
with A fifth order semi-Lagrangian finite difference WENO (SL-WENO5) scheme can be defined analogously to our third order SL-WENO3 scheme. We need H i, , = −2, −1, 0, 1, 2. A similar Runge-Kutta-NCE computation is needed. Such a fifth order computation is described in [6] , and we refer the reader to that paper for more details. We include SL-WENO5 computations in the two sections on numerical results.
Determination of the upstream direction and selection of v i+1/2
For the linear problem, where f (u) = a(x, t) u, no special treatment of the trace velocity v i+1/2 is required. It may be evaluated simply as v i+1/2 (x, t) = a(x, t), possibly fixing t = t n or t n+1 and x = x i , x i+1 , or x i+1/2 . Assuming that a is smooth, all choices give essentially equivalent results. We choose v i+1/2 = a(x i , t n ) for most of our linear problems. We have observed numerically that the nonlinear problem requires a careful selection of v i+1/2 in regions where the characteristic wave speed changes direction and the velocity is not smooth, i.e., near shocks. Otherwise the scheme may exhibit instability or give an incorrect solution. The nonlinear weighting of the Eulerian WENO scheme provides good stabilization near shocks by biasing the finite difference stencil to one side of the shock where the solution remains smooth. To maintain this property in our semi-Lagrangian scheme, we need to know which direction the shock is moving, which is given by the Rankine-Hugoniot jump condition. In our case, we take the shock speed as computed using u n i and u n i+1 (this speed is also called the Roe speed [11] ), and so
We then set
The entropy condition implies that f (u
, so the shock speed and the trace velocity have the same sign.
In regions where the solution is smooth, or a rarefaction forms, we use the same criterion, since it seems to matter little. We may as well also apply this criterion to linear problems instead of taking the simple condition v i+1/2 = a(x i , t n ). We remark that we tested the scheme using the trace velocity taken as the approximate particle velocity
. The results are disappointing compared to using an approximate characteristic velocity. The condition (48) is problematic when the Roe speed s i+1/2 = 0. We arbitrarily took one of the two cases, but in truth we should not bias to either direction. We therefore modify the scheme for some small > 0, when |s i+1/2 | < , by replacing the construction of the numerical flux H i+1/2 in the scheme as follows. Compute H n,− i+1/2 and H n,+ i+1/2 using v i+1/2 defined in (48) assuming s i+1/2 > 0 and s i+1/2 < 0, respectively. Also compute u − i+1/2 and u + i+1/2 using standardWENO to reconstruct the two values of u i+1/2 from stencils biased to the left and to the right of the point x i+1/2 . Then define H n i+1/2 using a type of Lax-Friedrichs flux, which in this case is
where α = max |∂ f /∂u|. Note the presence of ∆t above, which arises because H n,± i+1/2 is, more or less, an approximation to t n+1 t n f (u) dt. We remark that a similar but more complex construction is used in the standard finite difference WENO scheme (WENO-FD) [17, pp. 24-25] ; however, we cannot use the same construction here because f ± does not satisfy the hyperbolic equation In fact, we require this modification only in the very rare cases for which |s i+1/2 | < . For most problems we do not even bother to check for this condition. However, it can be important in some cases, such as the famous example of a Riemann problem for Burgers' equation using the initial condition u 0 (x) = u L = −1 when x < 1 and u 0 (x) = u R = 1 when x > 1. The entropy solution is a rarefaction wave. The unmodified scheme does show slow convergence to a rarefaction wave, since the scheme is based on semi-Lagrangian principles. However, the modified scheme provides the correct solution even on coarser meshes, as shown in Fig. 4 . In fact, the modification comes into play only for the first time step, since the wave direction becomes clear after a single step.
Some numerical results in one space dimension
We present several examples of our numerical scheme to test its accuracy and performance. Some of the examples are for the linear equation
for which we specify only the velocity a(x, t). In that case, unless stated otherwise, we use the simple trace velocity v i+1/2 = a(x i , t n ).
Example 1, linear velocity a = 1
We begin with the simple test case of linear translation with velocity a = 1 and the initial condition u 0 (x) = 0.75 + 0.25 sin(πx) over [0, 2] . Since the traceback points could be found exactly, we perturb them randomly by an amount at most ±0.05∆x. We see from Table 1 that the solution converges with a clean third or fifth order for SL-WENO3 and SL-WENO5, respectively, when the error is measured in either the L 1 or L ∞ norm. The CPU time to compute T 3 is also given in Table 1 . Since this is a linear problem, we can apply the scheme of Qiu and Shu [1] . Because their scheme and ours are computationally similar, the CPU time we need to compute T 1 and T 2 is essentially the time needed to compute the scheme of Qiu and Shu. We also report the percentage of extra CPU time needed to compute T 3 versus computing T 1 , T 2 , and T 3 . For SL-WENO3, T 3 takes around 50% of the time, so our scheme is about twice as costly as the scheme of Qiu and Shu for the same ∆x and ∆t. For SL-WENO5, around 70% more time is needed for computing T 3 , making the scheme about 3.3 times more costly. However, with the flux correction term T 3 , our scheme may potentially allow a longer time step to be used for some problems, which results in a less numerically diffuse solution, so it is difficult to make a fair comparison of the computational effort. Moreover, our scheme handles nonlinear problems. The standard finite difference WENO scheme (WENO-FD) can handle nonlinear problems, and it is based more or less on a flux correction like ours (41). However, for each grid point x i , WENO-FD requires two solves due to flux splitting, and we need to compute our approximation three times for SL-WENO3 and five times for SL-WENO5. Therefore, the computational cost for WENO3-FD is roughly (2/3)0.5 or 33% of our SL-WENO3, and WENO5-FD is roughly (2/5)0.7 or 28% of our SL-WENO5. To put it more simply, we need about three to three and a half times more CPU time than a WENO-FD scheme. But again, it is difficult to make a fair comparison of the computational effort versus the accuracy achieved. We also present the standard test case called Shu's linear test, which is simply the linear translate (with velocity a = 1) of a complicated initial condition. Again, the traceback points are perturbed randomly by an amount at most ±0.05∆x. We see excellent results in Fig. 5 for SL-WENO3 at the final time T = 2. Results for SL-WENO5 are similar.
Example 2, linear velocity a(x, t) = sin(t)
In the next example, we consider linear transport with a(x, t) = sin(t) on [0, 2], for which the exact solution is u(x, t) = u 0 (x + 1 + cos(t)) and the initial condition is chosen to be u 0 (x) = 0.75 + 0.25 sin(πx). Clean third order convergence is observed in Table 2 for ∆t = 5.5∆x. If we increase the time step to ∆t = 10.5∆x, then clean fourth order convergence is observed. Similar results are observed for SL-WENO5, as given in Table 3 . Table 3 : Ex. 2, linear velocity a(x, t) = sin(t). SL-WENO5 errors and convergence order at T = 4 with ∆t = 5.5∆x and ∆t = 10.5∆x, using RK4 for the trace-back points. 
Example 3, linear velocity a(x, t) = sin(x)
We test our scheme using a(x, t) = sin(x) over [0, 2π] up to the final time T = 1. The exact solution is u(x, t) = sin 2 arctan(e −t tan(x/2)) sin(x) .
We see from Table 4 that the error for SL-WENO3 as measured in L 1 ∆x converges at the optimal rate. However, when measured in L ∞ ∆x , the error converges to one power less than optimal. Similar results are seen in Table 5 for SL-WENO5. If we apply the more complex choice of v i+1/2 using the Rankine-Hugoniot jump condition given in (48), we see very little change in the errors in Tables 6-7. Our results indicate a degeneracy in the L ∞ -norm error. In a 1990 paper [18] , Shu showed that an ENO scheme may experience a loss of one order of accuracy in the L ∞ -norm error when the stencil used by the scheme varies from one point to another. In particular, there is a problem when the stencil jumps over, and therefore omits, a point of the grid. The stencil jump is problematic due to a failure to cancel error in the conservative form (7) . There appears to be no simple resolution of this problem. Our scheme may experience a stencil jump in this problem near x = π where the velocity changes from positive to negative. The positive stencil at x i is {u i * −1 , u i * , u i * +1 } and the negative stencil at x i+1 is {u (i+1) * , u (i+1) * +1 , u (i+1) * +2 }. If x i * +1 + ∆x < x (i+1) * , then we omit data at x i * +2 , for example.
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To verify that stencil switching is the problem, we rescale the velocity to a(x) = sin(2x) over [0, 2π] so that we cover two complete periods and experience a change in stencil at x = 0, π/2, π, and 3π/2. Fig. 6 shows that the pointwise errors are indeed relatively large at the two points x = π/2 and 3π/2 where the sign of a(x) changes from positive to negative. Moreover, if we use a fixed stencil, say the one for positive velocities {u i * −1 , u i * , u i * +1 } regardless the sign of a(x), and we rely on the WENO nonlinear weights to pick up the correct stencil, we recover the lost order of accuracy in the L ∞ -norm. However, this modification breaks down in two space dimensional problems, and it cannot be expected to work for nonlinear problems. 
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Example 4, Burgers' equation
In the next example we test Burgers' equation with a simple initial condition to evaluate the convergence rates of the schemes for a nonlinear problem; that is, for u t + (u 2 /2) x = 0 and u 0 (x) = 0.5 + sin(πx) for x ∈ (0, 2).
Shocks will form at time t = 1/π ≈ 0.32. To test convergence, we ran the computation over gradually refined meshes up to time T = 0.25, before the shocks are fully developed. The numerical errors and convergence orders for the scheme are given in Tables 8-9 . We see third and fifth order convergence in the L 1 -norm for SL-WENO3 and SL-WENO5, respectively, as the mesh becomes fine enough for this nonlinear problem, as expected. The L ∞ -norm is not as well behaved, but the rates also appear to be optimal in this norm. We note that our scheme, despite being based on exact time integration, nevertheless has some time discretization error in the approximation of the flux correction term T 3 . Thus, the error from T 3 will eventually increase as ∆t increases, as one sees in Tables 8-9 , especially for the case ∆t = 15∆x, although third and fifth order convergence is maintained. Fig. 7 shows the solutions at T = 3/(2π) ≈ 0.48 after the shocks have formed. There is no numerical oscillation, and both schemes perform satisfactorily.
Example 5, Buckley-Leverett equation
The next example for scalar conservation law (1) uses the Buckley-Leverett flux function and involves the interaction of shocks and rarefactions. The initial condition is
so the problem has two pulses that merge over time. We use m = 80 grid elements. The results for the third and fifth order schemes are shown in Fig. 8 and Fig. 9 , respectively. The schemes handle the merging of the two pulses quite well and reproduce the solution to adequate accuracy even on a relatively low resolution grid. In fact, the SL-WENO results are somewhat better than those of the Eulerian finite difference WENO scheme (WENO-FD). In particular, WENO5-FD shows more numerical diffusion than SL-WENO in this test. 
Some numerical results in two space dimensions
There are standard ways to apply our finite difference scheme to two-space dimensional problems. For
we might simply compute the analogue of (7), which involves a sliding average function in the y-variable K. The conservative scheme is based on However, we prefer to view the treatment of space as a Strang splitting. For a first order Strang splitting, we compute the two-stage schemeũ
whereinK is computed using the valuesũ i j rather than u n i j . For a second order Strang splitting, (54) is computed for the time interval [t n , t n+1/2 = t n + ∆t/2], (55) is applied to produceũ i j , and (54) is applied to these values over the rest of the time interval [t n+1/2 , t n+1 ].
Example 6, rigid body rotation
The first example in two space dimensions is rigid body rotation. The governing equation is
We begin with a test using an initial condition defined as the smooth, radial bump function
where ψ(s) = e −1/s 2 for s > 0 and ψ(s) = 0 otherwise. Table 10 gives the L 1 ∆x and L ∞ ∆x errors and the corresponding orders of convergence, using ∆t = 2.5h (so the CFL number is CFL ∆t = 2.5). Third and fifth order convergence is observed for SL-WENO3 and SL-WENO5, respectively, as expected. We used a first order in time Strang splitting for the third order results and a second order in time Strang splitting for the fifth order results.
We next use an initial condition that includes a slotted disk, a cone, and a "smooth" hump, similar to that used by LeVeque [19] . The initial condition is shown in Fig. 10(a) .
The numerical solution after six full revolutions of the scheme using ∆t = 3∆x (CFL ∆t = 3) are shown in Fig. 10(b)-(c) . One-dimensional cross-sections of the solution are given in Fig. 11 , benchmarked against the exact solution. There is a little oscillation for the WENO5 results using N = 100 grid elements. A refined result removes the oscillation.
Example 7, swirling flow
A more severe test than rigid rotation is obtained by using a swirling and deforming flow field. Following [19] , we take the velocity in the form . This flow satisfies a 1 = a 2 = 0 on the boundaries of the domain (0, 2) × (0, 2). The function g(t) is used to introduce time dependence in the flow field, and in our first test we use
on the time interval 0 ≤ t ≤ T . The flow swirls in the clockwise direction, slows down, and reverses direction in such a way that the initial data is recovered at time T . We use T = 1.5 and the nonsmooth initial condition Fig. 10 (a) from in the previous example. We remark that in [19] , LeVeque worked over the unit square domain. Compared to his work, we have rescaled both the velocity field and g(t). Moreover, Qiu and Shu [1] used a similar scaling over the domain (−π, π) 2 . The second order Strang splitting results are shown in Fig. 12 for time step, ∆t = 3∆x. We also report crosssectional slices in Fig. 13 , benchmarked against the exact solution. The initial data becomes quite deformed by time T/2. The solution is very similar to that given in [19, 1] . We remark that very similar results are obtained if one uses the Rankine-Hugoniot jump condition to define the trace velocity (48).
As a second test using the swirling flow (57), we take g(t) ≡ 1. We also rescale the problem to the unit square and 
Example 8, 2-D Burgers' equation
The next example is a simple two dimensional Burgers' equation
with the initial condition u(x, y, 0) = sin 2 (πx) sin 2 (πy) and periodic boundary conditions. The problem is solved using a second order Strang splitting in space. In Fig. 15 we present the SL-WENO5 solution obtained at time T = 1.5 with two different mesh spacings, 80 and 320 elements in each coordinate direction. The time step ∆t is chosen to correspond to a CFL number of 2. One can easily see that, although shocks develop in the solution, they are well resolved and exhibit no spurious oscillations. The result is comparable to [20, Fig. 4.5] , although in that paper it appears that the solution has been plotted in reverse in both directions (and they show only one-quarter of what we plot here). We now impose the more challenging initial condition used by Jiang and Tadmor [21] involving the "oblique" data
We use no-flux boundary conditions. In Fig. 16 we present the solution obtained at time T = 0.5 with mesh spacing 80 elements in each coordinate direction. The time step ∆t = 0.9∆x is chosen to correspond to a CFL number of 1.27. The figure shows the control of spurious oscillations in this problem involving shock interaction. Figure 16 : Ex. 8, a Burgers' problem subject to "oblique" initial data. The initial condition is similar to an example from [21] , and it is shown in profile and as contours using h = 1/80 for the two plots on the left. The solution at time T = 0.2 is on the right, with ∆t being 1.27 of the CFL step. The contour plot has 21 level lines.
Example 9, 2-D Buckley-Leverett equation
The final example for scalar conservation law (1) uses the Buckley-Leverett flux function in each direction,
and involves the interaction of shocks and rarefactions. The initial condition is similar to (51) used in the onedimensional Example 5. It is
We use m = 100 grid elements and take a small nonzero constant in place of the strict minimal value zero. As one can observe in Fig. 17 , the solution evolves cleanly. 
where x and v are the coordinates in the phase space (x, v) ∈ R × R, E is the electric field, φ is the self-consistent electrostatic potential, and f (t, x, v) is the probability distribution function describing the probability of finding a particle with velocity v at position x at time t. The probability distribution function couples to long ranges fields via the relative charge density ρ. For a periodic problem in
where we take the limit of uniformly distributed, infinitely massive ions in the background. We recall three classical conserved quantities:
We solve a periodic VP system by taking f periodic in x over a period [0, L x ]. We also restrict the velocity to [−V max , V max ] for some V max > 0, so the phase space domain is [0,
As is commonly done, we use Strang splitting to solve the problem (for details, see, e.g., [2, 13] ), which requires solution of
both of which have constant advection. Recall that in this case, our scheme is very similar to the scheme of Qiu and Shu [1] (only the nonlinear weighting technique differs). We report results for our fifth order SL-WENO5 scheme. A fast Fourier transform is used to solve the Poisson equation since f (t, x, v) is periodic in space.
Example 10, Landau damping
Consider the example of Landau damping for the VP system with the initial condition
For weak damping, take α = 0.01 and k = 0.5. We solve the system using L x = 2π/k = 4π and V max = 4π. We use a rectangular mesh of N x = 256 and N v = 512 elements, and we use the time step ∆t = ∆x = L x /N x . The correct rate of damping of the electric field is observed in Fig. 18 , benchmarked with the theoretical slope γ = 0.1533. The largest variation in the conserved quantities, the L 1 -norm, L 2 -norm, energy, and entropy are 2.0 × 10 −13 , 5.7 × 10 −7 , 4.5 × 10 −6 , and 2.0 × 10 −6 , respectively. For strong Landau damping of the VP system, take the initial condition (63) now with α = 0.5 and k = 0.5. We use N x = 128, N v = 256, L x = 2π/k = 4π, V max = 2π, and ∆t = ∆x. Results appear in Fig. 19 . We also provide the time evolution of the first three Fourier modes of the electric field in Fig. 20 . Results show damping rates of the electric field that agree with published values. All of our results are comparable to those in, e.g., [22, 23, 24] . 
where α = 0.01, and k = 0.5. We use L x = 4π, N x = 256, N v = 256, V max = 5, and ∆t = ∆x. The phase plots at times t = 30, t = 40 (as in [24] ), and t = 53 (as in [2] ) are shown in Fig. 21 . The results appear to show less numerical diffusion than the results in [24, 2] . Now consider the second symmetric two stream instability with initial condition 
where u = 0.99, v th = 0.3 and k = 2/13. We use L x = 13π, N x = 1024, N v = 512, V max = 5, and ∆t = ∆x. The phase plot is shown in Fig. 22 . The result compares favorably with that in [2] . 
Example 12, The guiding-center (GC) model
A computationally more challenging Vlasov-type model of plasmas is given by the guiding-center (GC) model [13, 14, 24] , because the advection is not constant within the Strang splitting algorithm. The model is ρ t + E ⊥ · ∇ρ = 0, (66) E = −∇φ, −∆φ = ρ,
where ρ(t, x, y) is the particle density, E(t, x, y) = (E 1 , E 2 ) is the electric field, φ(t, x, y) is the electrostatic potential, and E(t, x, y) ⊥ = (E 2 , −E 1 ). This model preserves the L 1 -and L 2 -norms of ρ as well as the energy, the L 2 -norm of E. We pose a periodic problem on the domain [0, 4π] × [0, 2π] by using the periodic initial condition ρ(t = 0, x, y) = sin(y) + cos(kx), where = 0.015 and k = 0.5. We solve the transport problem using both SL-WENO3 and SL-WENO5 on various meshes with ∆t = 0.1, and we solve for the electric field using the fast Fourier transform on a 64 × 64 grid. Our scheme is mass conservative, so the L 1 -norm of ρ is conserved. In Fig. 23 , we show that the energy (L 2 -norm of E) is conserved well to about time 20 or 30, as is typical for these problems, since the scale of the solution's features is unresolved on our grids at about this time [13] . The electric field E is computed only on a 64 × 64 grid, and so some oscillation appears in the SL-WENO5 results. Similar results are achieved for the enstrophy (L 2 -norm of ρ), as seen in Fig. 24 .
Because we use a Strang splitting algorithm, we check the effect of grid orientation on the solution by solving the periodic problem as rotated by 45
• . The domain is not square, so we double it before rotation. The results at time t = 20 and 30 using SL-WENO3 and a grid N x = N y = 128 are shown in Fig. 25 . The results show almost no grid-orientation effect at time t = 20. There is some discrepancy at time t = 30, when the overall solution is starting to break down because of the lack of resolution, as mentioned above. Of course, the splitting error could be reduced by using the integral deferred correction method (IDC), as is done in [24] .
The particle density ρ is shown in Fig. 26 at time t = 30. The results show a level of detail comparable to that in [24] . Compared to [13] , we see less numerical diffusion and better preservation of the maximal densities.
Conclusions
We developed a new semi-Lagrangian finite difference WENO scheme for nonlinear scalar conservation laws in one or more space dimensions. The scheme is locally mass conservative, formally high-order accurate in space, has small time truncation error, and is essentially non-oscillatory. It is subject to a relaxed CFL time step stability condition (42). The scheme can be considered as an extension of the SL-WENO scheme of Qiu and Shu [1] for linear problems, and as a finite difference version of related finite volume schemes [5, 6] .
Numerical results verified that the scheme works well, achieves its formal spatial accuracy on smooth problems, and is computationally efficient for nonlinear problems. The results showed low numerical diffusion and the ability of the scheme to capture shocks and interactions between shocks and rarefactions in one and two space dimensions. Application to the Vlasov-Poisson system gave good results, as well as to the guiding-center model. The latter requires a scheme such as ours to handle the nonconstant advection, and ours appears to be the first scheme to use the proper WENO linear weights as opposed to user defined empirical weights. 
