Abstract. In this paper, we consider an inexact Newton method applied to a second order nonlinear problem with higher order nonlinearities. We provide conditions under which the method has a mesh-independent rate of convergence. To do this, we are required to first, set up the problem on a scale of Hilbert spaces and second, to devise a special iterative technique which converges in a higher than first order Sobolev norm. We show that the linear (Jacobian) system solved in Newton's method can be replaced with one iterative step provided that the initial nonlinear iterate is accurate enough. The closeness criteria can be taken independent of the mesh size. Finally, the results of numerical experiments are given to support the theory.
Introduction
The purpose of this paper is to provide convergence estimates for inexact Newton methods applied to nonlinear second order problems where the nonlinearity appears in the coefficient of the highest order derivatives. Specifically, we consider the model problem: Here k, b, and c are smooth functions of u and x onΩ which is a bounded polygonal domain in R 2 . In addition, k is bounded away from zero. For brevity, in the analysis to follow we will assume b = 0 and c to be independent of u. It will be clear that everything we do carries over to the more general form of the problem given in (1.1).
Newton's method is very attractive since its convergence is fast if the initial guess is sufficiently close. However, often the solution of the linear Jacobian system becomes too expensive when the number of unknowns is large. Inexact Newton or Newton Krylov methods instead replace the Jacobian solve by a fixed number of steps in a preconditioned iterative procedure.
Estimates which give rise to a uniform rate of iterative convergence for inexact Newton's method applied to (1.1) in the case when the nonlinearities are restricted to the zeroth order term were provided in [4] (specifically, k(u, x) ≡ k(x) and c ≡ 0). This restriction enabled them to use the L 2 (Ω)-norm for the residuals. Iterative methods with residual convergence in L 2 (Ω) can be constructed in the case of full elliptic regularity by multilevel methods as discussed in [4] . Unfortunately, when the coefficients of the higher derivatives involve the discrete solution, full elliptic regularity no longer holds.
We provide a general theorem for the analysis of inexact Newton methods which is a variant of those given in, e.g., [4, 6, 7] . The application of this theorem requires an iterative scheme which reduces the error in a norm which is related to the stability properties of the partial differential equation. The natural norms which have been used in the stability analysis of nonlinear partial differential equations (PDE's) typically involve the Sobolev space W 1 p (Ω) for p > 2 and its dual (see, e.g., [3, 5] ). When this is put into our inexact Newton framework, one requires an iterative scheme which reduces the error in W 1 p (Ω). Unfortunately, to the best of our knowledge, there do not exist efficient fixed step iterative techniques which guarantee a reduction in this norm. All of the popular techniques, e.g., multigrid and domain decomposition, for analyzing the iterative convergence for the discrete systems resulting from approximations to PDE's are based in Hilbert space and give rise to reductions in the corresponding energy norm.
To deal with this problem, we analyze the PDE and inexact Newton's method in the scale of Sobolev norms H 1+α (Ω), for 0 < α < 1/2. We restrict to two dimensional problems and so this norm coerces the norm in L ∞ (Ω). To apply our abstract convergence results for the inexact Newton method, we are required to analyze both the continuous and discrete nonlinear problems in these norms. We then get that a uniform convergence rate for the inexact Newton method will be achieved provided that one uses an iterative procedure which is a reduction operator in a discrete norm equivalent to the norm in H 1+α (Ω). In Section 6, we develop such an iterative method based on the work in [1] . The paper is organized as follows. In Section 2, we define the inexact Newton method and give an abstract theorem for its convergence analysis. In Section 3, we analyze the second order nonlinear model problem in our Hilbert space setting and show existence and uniqueness of the continuous solution in
In Section 4, we extend the Hilbert space analysis to the discrete problem and subsequently show the analogous existence and uniqueness properties of the discrete solution. An iterative method for the linearized system which provides a uniform error reduction in a norm equivalent to H 1+α (Ω) is given in Section 6. Finally, numerical results are given in Section 7.
The inexact Newton method
In this section, we define the inexact Newton method and give an abstract theorem which can be used to analyze its convergence. Our abstract nonlinear problem is defined in terms of two Banach spaces V and W (with norms · V and · W ). For a bounded linear operator B from V into W, let · [V,W] denote the operator norm,
Let F be a continuous function mapping V into W . We consider the problem: Find u ∈ V satisfying (2.1)
Let F (u) denote the Fréchet derivative of F at u. The inexact Newton algorithm which we shall consider in this paper is given as follows.
Algorithm 2.1 (Modified Inexact Newton Method)
. Given an initial iterate u 0 ∈ V, consider the sequence of iterates {u k } ⊂ V generated by
Specifically, we assume thatŝ k satisfies
Here · is a norm on V which is equivalent to · V .
Let γ 1 and γ 2 be the constants in the norm equivalence relations between · and · V , that is,
Minor variations of this algorithm have been proposed and studied, for example, in [4, 6, 7, 8] . Our analysis is also a slight modification of theirs. We consider the following hypotheses:
−1 exists and satisfies F (u) 
Remark 2.3.
The results of our theorem differ from those of [4] in that we only require that the initial iterate is close in a natural norm ( · V ) which, in our subsequent applications, is independent of the mesh size. Indeed, although Theorem 5.2 of [4] gives a convergence rate independent of the mesh size, the initial iterate has to be close in a mesh dependent norm. The problem of finding such a starting iterate appears to require a fairly accurate initial approximation of the nonlinear problem.
Remark 2.4. Note that the algorithm requires an iterative scheme which gives rise to a reduction in a norm · which is equivalent to · V . In general, it is not possible to construct fixed step iterative methods which are convergent in arbitrary norms. Indeed, in almost all of the literature on iterative convergence, convergence reductions are achieved in the L 2 or energy norms. We shall further address this issue in Section 6. Remark 2.5. The above theorem can be used to guarantee convergence rates independent of the mesh size in PDE applications provided that the functions δ(ε), M (ε) and bounds for the constants of norm equivalence between · and · V can all be chosen independently of h.
Proof of Theorem 2.2.
It clearly suffices to verify (2.5). We start by observing that (2.6)
Thus,
Let e k = u k − u * and δ be such that (A.2) holds for a positive ε to be determined later. Then,
Similarly,
Using (2.3) and (2.6) gives
Finally,
Combining the above inequalities gives
and the theorem follows taking ε ≤
Remark 2.6. It is interesting to note that the continuity constants associated to F and F do not come into the proof. This allows Brown et. al. [4] to analyze a discrete problem using the L 2 norm on the discrete space W even though the discrete Frechét derivatives are not uniformly bounded into this space. The conditions (A.2.1) and (A.2.2) nevertheless hold because the problem considered there only involve linear higher order terms. This fails for our more general application so we are forced to use weaker (negative norm) spaces.
3. Hilbert space setting of (1.1).
We shall ultimately apply Theorem 2.2 to finite element approximations of (1.1). Because of the higher order nonlinearity, (A.2.1) and (A.2.2) cannot hold unless functions in W have two less Sobolev derivatives than those in V. It is common to use the spaces V = W 1 p (Ω) for p > 2 (see [3, 5] ) for the finite element convergence analysis of (1.1). Under certain hypotheses on the nonlinearities, it is possible to prove (A.1)-(A.2) using these spaces. To the best of our knowledge, there do not exist efficient fixed step iterative methods which are convergent in any norm which is equivalent (independently of the discretization parameter) to the norm in W 1 p (Ω). To get around this issue, we shall analyze our discrete problem in the scale of Sobolev norms H 1+α (Ω) for 0 < α < 1/2. To do this, we start with the analysis of the continuous problem. Most of this analysis will involve proving the inequalities of (A.2) on the continuous level.
We first introduce some notation and definitions. Let · s denote the norm in H s (Ω) and | · | s denote the corresponding semi-norm. For negative s, the Sobolev space H s (Ω) is the set of linear functionals with finite norm,
where < ·, · > is the duality pairing. For s ∈ (1/2, 1), we let H s 0 (Ω) denote the interpolation space on the scale between
and consider
To keep the notation from becoming too cumbersome, we have dropped the explicit dependence of u on x above. We shall use the notation ∇k to denote the gradient with respect to the x variable considering u independently of x. We shall assume that the quantities
), the spaces of our main interest are:
(Ω) and its dual
Note that we have denoted the spaces V and W in contrast to the V and W that will be their discrete counterparts, i.e., V ⊂ V and W ⊂ W . The latter pair (V, W) takes part in the actual inexact Newton iteration used, in practice, to compute the discrete solution.
3.1. The F mapping.
Lemma 3.2. Suppose that f is in W , then F (u) given by (3.1) is a well defined map of V into W .
To prove the above lemma and others which will be critical to our analysis, we shall use the following lemma which we shall prove at the end of this section.
In what follows, we shall use C and c, with or without subscript to denote a generic positive constant. These constants will implicitly depend on the domain, α, p and the assumptions on the coefficients k, c and b. They may depend on additional quantities if explicitly mentioned.
We will also fix p in the interval (2, 2/(1 − α)] so that the following two Sobolev inequalities hold:
We shall also use the Sobolev inequality
which holds provided that q ≤ 2/α.
Proof of Lemma 3.2. Let u be in V . It suffices to show that
Applying Lemma 3.3 gives
where the second term obviously denotes differentiation of k with respect to x i (independent of the u dependence on x). Indeed, (3.5) holds for smooth u and easily follows for general u ∈ V from the density of smooth functions in V . Thus,
. This completes the proof of the lemma.
Remark 3.4. From the above discussion, it is clear that u ∈ V satisfying F (u) = 0 provides a weak solution to (1.1). The existence and uniqueness of solutions to nonlinear problems is always a delicate issue. In [5] , existence and uniqueness of a weak solution to (1.1) in W 1 p (Ω) was verified for p > 2 in the case when k only depends on u. In this case, our theory will also give a unique solution u ∈ V (which coincides with that of [5] ).
3.2. The F mapping. To study the local behavior of F , we need to introduce the Fréchet derivative F (u) (a linear map from V to W ). As we show in the next proposition, its definition is given by
for all w ∈ V and ϕ ∈ W . The next proposition also proves (A.2.1) in the continuous case.
Proposition 3.5. For u ∈ V , the Fréchet derivative of F at u is given by (3.7). Moreover, for a given
Proof. Using the assumptions on k and a similar argument as used in the proof of Lemma 3.2, it follows that for u ∈ V , F (u) given by (3.7) is a linear map of V into W . To finish the proof, it suffices to verify (3.8) . This is equivalent to showing that for all φ ∈ W ,
By Lemma 3.3, the first integral of the right hand side of (3.9) is bounded by
Using techniques similar to those used in the proof of Lemma 3.2 gives
We next bound the second integral of the right hand side of (3.9). By Lemma 3.3, it suffices to show that
We obviously have
Finally, we will bound the semi-norm in (3.10). We have (3.12)
.
The first term on the right hand side is bounded analogously to (3.11). For the second, we note that
∂k(s, x) ∂s ds
As above we have
This completes the proof of the proposition.
We can also show that (A.2.2) holds on the continuous level using similar techniques.
Proof. We need to show that for all w in V and ϕ in W ,
The inequality (3.13) can be derived by applying similar techniques as in the proof of Proposition 3.5 to the above identity. This completes the proof of the proposition. (3.14) < F (u * )w, ϕ >= 0 for all ϕ ∈ W implies w = 0.
Remark 3.7. If we take k(u(x), x) = k(u), b = 0, and c to be divergence free, then it is possible to verify the above assumptions. In this case, (3.14) follows from the proof of uniqueness in Theorem 5.1 of [5] , and (B.1) follows from the analysis there.
Using (B.2), we will show that F (u * ) is an isomorphism (see Proposition 3.10 below). This fact will be used to verify the existence of a discrete solution in Section 4. To prove this isomorphism, we need the following two lemmas.
(Ω) and satisfies
then u is also in V . Furthermore (3.15) provides an equivalent norm on V .
Proof. Let u satisfy the above conditions and define the functional f by
Clearly, u is the solution to the Dirichlet problem,
(Ω). Elliptic regularity for (3.16) implies that u ∈ H 1+α (Ω) and satisfies
This shows that u 1+α is bounded by a multiple of the supremum in (3.15). The bound in other direction follows from Lemma 3.3.
Proof. We first show that for w ∈ V , k(u, x)w is also in V . Since both w and u are in V , estimates similar to those in (3.6) give
from which it immediately follows that k(u, x)w ∈ H 1 0 (Ω). Finally by Lemma 3.3,
Applying Lemma 3.8 shows that k(u, x)w is in V and satisfies
We note that k(u, x) −1 satisfies the same assumptions as k(u, x) so that boundedness of the inverse map follows by the same reasoning. This completes the proof of the lemma.
The next result shows that F (u * ) is an isomorphism. 
that is, T f = w. Let u ∈ V solve (3.16). Since the map f → u is an isomorphism from W onto V , Lemma 3.8 implies that T is also. We define an operator
Then, for all ϕ ∈ W ,
It suffices to show that T F (u * ) is an isomorphism of V onto V . By Lemma 3.3,
Since H 1+α (Ω) is compactly imbedded in H 1 (Ω), A 1 is a compact operator from V into W . Thus, T A 1 is also compact from V into V . Hence the mapping T F (u * ) is a linear Fredholm operator with index zero. Since (B.2) implies F (u * ) is injective, T F (u * ) is injective and bijective also. Since it is also continuous, it is an isomorphism. This completes the proof of the proposition.
To be able to apply finite element duality, we shall need regularity for the adjoint problem. We consider the adjoint operator (F (u * )) * defined by
Clearly, this is well defined for v ∈ W and ϕ ∈ V . The next proposition shows that it is also well defined for v ∈ V and ϕ ∈ W and gives rise to an isomorphism.
Proposition 3.11. (F (u
Proof. By definition,
Using arguments similar to those above and Lemma 3.3, it is easy to show that (F (u * )) * is a well defined linear map of V into W .
. Thus, by Proposition 3.10,
The above inequality implies that (F (u
Thus, as in the proof of Proposition 3.10,
and it suffices to show that T A 2 is compact on V . This, in turn, will follow if we show that
for some β with 0 < β < α. By Lemma 3.3, the last three terms of (3.19) can be bounded by the right hand side of (3.20) . For example, the third term is bounded by
provided that q is taken so that
. For the first term in (3.19), we consider p = 1/(1 − α) and q = 1/α. Then
Proof of Lemma 3.3.

Proof of Lemma 3.3. We have
To get the desired bound for gv x i −α , we use interpolation between H −1 (Ω) and L 2 (Ω). By the Sobolev inequality (3.2),
(Ω) v 0 and the lemma will follow by interpolation.
Let v be in
Then
Using Hölder's inequality, we have
This completes the proof of the lemma.
Existence of a discrete solution
In this section, we define the finite element approximation of (1.1). By applying the results of [5] , we will conclude the existence of a finite element solution which is close to the solution u * . Let T h be a triangulation of Ω with mesh size h. Let V h ⊂ H 1 0 (Ω) be a finite element space of continuous piecewise polynomials with respect to the triangulation. We also assume that the corresponding mesh is quasi-uniform which implies inverse inequalities for the finite element functions. The discrete counterpart of (1.1) reads:
We will show that the form A(·, ·) satisfies a discrete inf-sup condition. To do this, we need the following lemmas:
Lemma 4.1. There exist two constants C 1 > 0 and C 2 such that For 1/p + 1/q = 1, applying Hölder's inequality gives
Using Hölder's inequality again for 1/r + 1/s = 1,
We take p = 2/(1 − α), q = 2/(1 + α) and r = (1 + α)/α and apply the Sobolev inequalities (3.3) and (3.4) to get 
has a unique solution which we denote by Π h u. Furthermore,
Proof. The proof immediately follows Lemma 4.1 and the finite element duality argument [9] with Proposition 3.11.
Lemma 4.4. Let h be less than
By an inverse inequality, (4.10) and (4.9)
Hence, e 1+α ≤ C u 1+α .
The triangle inequality completes the proof of this lemma.
Proposition 4.5 (Discrete Inf-Sup Condition).
Let h be less than h 0 defined in Lemma 4.3. Then there exists a constant C such that
Proof. By (3.18) and Lemma 4.4, for all ϕ ∈ V h
Remark 4.6. Similar to the derivation of (3.18), (4.11) implies
Finally, we are ready to prove the existence of the discrete solution for the model problem by applying a result in [5] . 
Proof. Proposition 3.5 and 3.6 show F (u) exists for all u ∈ V and is Lipschitz continuous in a neighborhood of u * . Moreover, F (u * ) is an isomorphism from V to W (see Proposition 3.10). The theorem follows from the discrete inf-sup condition (4.12) and Theorem 7.1 in [5] . 
5. The discrete problem in the framework of Section 2
In this section, we set up the discrete problem in the framework of Section 2. We start by defining V = W = V h with norms · 1+α on V and · 1−α on W. We identify W with V h and define for G ∈ W ,
for all v ∈ V and ϕ ∈ W. Clearly, the problem of finding u * h ∈ V satisfying F h (u * h ) = 0 coincides with the discrete problem (4.1). Thus, (A.1) is contained in Theorem 4.7.
For u ∈ V , we define the linear map
for all v ∈ V and ϕ ∈ W. Note that
i.e., F h (u) is the restriction of F (u) to V × W. Because of this, Proposition 3.5 immediately implies that for u ∈ V, δ > 0 and v ∈ B(u, δ) ⊂ V,
V . When restricted to V, this is (A.2.1). Similarly, by Proposition 3.6, for u and v as above,
and (A.2.2) follows directly. Let g be in W and extend g to a functional on W by
We used the fact that Q h is a bounded operator on · 1−α . Let u = (F (u * )) −1 g. Using the fact that F (u * ) is an isomorphism and (4.12) gives that the solution
Here M can be chosen independent of h if h 0 is small enough.
The final condition (A.2.3) required for the application of the results of Section 2 is contained in the following proposition. 
Proof. By (5.3) and (5.4), there exists δ 0 such that
By the Neumann series argument, F h (u) is nonsingular and F h (u)
. By Remark 4.8, we can choose h 0 sufficiently small so that
1+α ≤ 2δ and the conclusion of the proposition follows.
The above results show that (A.1) and (A.2) hold for our discrete framework. Moreover, the functions δ(ε) and M (ε) can be chosen independent of h if h 0 is small enough. Thus, a modified inexact Newton algorithm of the form given in Section 2 will converge at a uniform rate (independently of mesh size h) provided that an iteration satisfying (2.3) is used.
Remark 5.2. The above proposition shows that
, there are two constants C 1 and C 2 independent of h such that (5.6)
6. An iteration satisfying (2.3)
In this section, we define an iteration which satisfies (2.3) when V is defined as in the previous section. We start by defining computable Sobolev norms by using a variation of the approach from [1, 2] . An iteration satisfying (2.3) is then constructed in terms of these norms.
We assume that the space V h results from a multilevel sequence of meshes. Specifically, we assume that we have a sequence of nested triangulations, e.g., the triangles in T j+1 are formed by subdividing those in T j into four by connecting the midpoints of the edges. We require that T 1 is of unit size and set V j to be the finite element space corresponding to T j . We assume that V h ≡ V J .
We next define a sequence of approximation operators Q j :
be the nodal basis for V j . For j > 0, set
Then, there are two constants C 0 = C 0 (s) and C 1 = C 1 (s) not depending on h such that for −3/2 < s < 0,
We note that if we set Q 0 = 0 and define T s by 
Then a(·, ·) is clearly symmetric and positive definite by Proposition 5.1. We define the norm · on V h by
It follows from (5.6) and (6.3) that · is uniformly (independently of h) equivalent to · 1+α on V h . We then have the following lemma.
Lemma 6.1. There exist two positive constantsC 0 andC 1 independent of h such that
Proof. For all u in V h , using Remark 5.2 gives
On the other hand, by (6.3)
Using the boundedness of Q h on V gives
We consider the following problem: Find
The solution of (6.7) and (2.2) in Algorithm 2.1 coincide. To defineŝ k , we apply the m step PCG method to (6.7) with the zero initial iterate. The preconditioner used is 
Numerical Results
In this section, numerical results supporting Theorem 6.3 for a model problem are given. We present the results for (2.3) defined using the algorithm of the previous section for the two cases when T s is given by (6.2) and (6.4) applied to the following problem: The discrete problem is obtained by using linear basis functions on triangles of mesh size h = 1 2 n , n = 5, 6, 7, 8, 9. To defineŝ k in the Modified Inexact Newton Algorithm, we used the five step PCG method for (6.7). We used α = 0.05. We stopped the algorithm when the normalized discrete l 2 norm of of the nodal values of (u k+1 h − u k h ) was less than 10 −6 . The initial nonlinear iterate u 0 h was 0.1 on the interior nodes of the mesh and zero at the boundary nodes. Table 1 and 2 illustrate the number of nonlinear iterations required to reach the abovementioned convergence criteria. We also report the L 2 and H 1 norm error between the discrete solution u n h and the interpolant of the exact solution I h u * . The number of nonlinear iterations increase slightly as h decreases. The rate of increase decreases for smaller h. This is not surprising since similar increases are observed when T 1 is applied as a preconditioner for the Laplacian, an iterative procedure which can also be bounded independently of the number of unknowns. The operator T −1−α A is better conditioned when T s is given by (6.4) and so it is not surprising to see that the results of Table 1 are  better than Table 2 . To illustrate the linear convergence in Theorem 6.3, we set up a problem where the exact discrete solution was known. To do this, we applied the discrete nonlinear operator to I h u * so that I h u * was the exact discrete solution. Figure 1 shows the linear convergence with respect to the norm · when n = 6 and T s = h −2s
For these results, we took five steps of PCG to defineŝ k . 
