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I 
摘要 
 
在中文中，词是最小的语义单元，多个中文自然语言处理任务都是以词为输
入，在词的基础上进行的。在字母文字中，如英语，通过空白符将词语分开，然
而，中文是象形文字，标点符号仅对短语和句子进行分割，但并未分割词语。因
此，中文分词是中文自然语言处理的基础任务之一，也是第一个需要攻克的难点。 
近年来，神经网络凭借其出色的非线性映射能力、自学习能力，以及可避免
特征工程的优势，成为了研究热点，并广泛应用于各个领域。本文由中文分词的
定义引入，介绍了其意义、应用，分类介绍了几种常见的分词算法，并重点关注
基于神经网络的分词方法。其中，包括基于传统的前馈神经网络的中文分词法和
基于循环神经网络的中文分词法。在基于前馈神经网络的中文分词法中，本文重
点介绍了其算法框架以及框架中每个步骤的细节。针对基于前馈神经网络受限于
输入窗口大小，无法获取长距离相关信息的特点，本文引入了基于循环神经网络
的中文分词法，重点介绍了基于长短时记忆(Long-Short Term Memory, LSTM)神
经网络的中文分词法，针对其模型训练和预测时间长的特点，本文进一步提出了
基于门循环单元(Gated Recurrent Unit, GRU)的中文分词法。为进一步优化模型，
本文引入了预处理的字嵌入向量，使得模型可以更快收敛并达到更高的精度。为
避免模型过拟合，本文进一步引入了 dropout 方法。最后，本文实现了基于 GRU
神经网络和基于前馈神经网络的中文分词法，与基于 LSTM 神经网络的中文分
词法以及传统的基于 CRF 的中文分词法比较，得出了基于 GRU 神经网络的中文
分词法可以得出与这几种分词法的最优分词精度相当的结果，且在分词速度上有
着显著优势的结论。同时，本文通过实验，论证了预处理向量的引入可以加快模
型收敛并提高精度，使用 dropout 方法可以避免模型过拟合的结论。 
 
关键词：中文分词；神经网络；门循环单元  
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Abstract 
 
In Chinese, words are the smallest semantic unit, several Chinese natural 
language processing tasks are based on words. In alphabetical scripts, like English, 
words are separated by spaces. However, Chinese is ideographic scripts, punctuation 
is only used to split phrases and sentences, but not for words. Therefore, Chinese 
word segmentation is one of the basic task of Chinese natural language processing, 
and also the first difficulty to overcome. 
In recent years, as neural network has excellent nonlinear mapping ability, and 
ability to learn features automatically and avoid the traditional feature engineering, it 
has become a hotspot of research, and has been widely applied in various fields. In 
this article, we first introduce the basic concept of Chinese word segmentation, and its 
significance and common algorithm, then, we focus on the Chinese word 
segmentation based on neural networks, including Chinese word segmentation based 
on traditional feedforward neural network and Chinese word segmentation based on 
recurrent neural network. For Chinese word segmentation based on feedforward 
neural network, we mainly introduce the architecture of the algorithm and the details 
of each step. As feedforward neural network is limited by the input window size and 
is not able to capture long distance dependence, we introduce the recurrent neural 
network for Chinese word segmentation, and mainly introduced the long-short term 
memory (LSTM) neural network for Chinese word segmentation. As Chinese word 
segmentation based on LSTM has long training and predicting time, we propose a 
Chinese word segmentation method based on gated recurrent unit (GRU) neural 
network. In order to optimize this model, we introduce a preprocessed character 
embedding, which makes the model converge faster and achieves higher precision. To 
avoid over-fitting, we also introduce dropout. Finally, we implement the Chinese word 
segmentation based on GRU neural network and feedforward neural network, and 
compare them with the Chinese word segmentation based on LSTM neural network 
and traditional conditional random field (CRF), and we find that the Chinese word 
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segmentation based on GRU neural network can achieve comparable segmentation 
precision with the best method, and has a significant improvement in training and 
predicting speeds. Meanwhile, through the experiments, it is proved that the 
introduction of preprocessing vector is able to make the model converge faster and get 
higher accuracy, and using dropout method is capable to avoid over-fitting. 
 
Keywords: Chinese word segmentation; neural networks; gated recurrent unit 
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第一章 绪论 
1.1 研究背景 
随着计算机的诞生和普及，人与计算机的交互已经融入了人们的日常生活，
人类已经步入信息时代。如今，计算机已然成为人们娱乐、生活、工作的重要工
具，并帮助人们大幅度提高工作效率、完成人类自身不能完成的计算量巨大的任
务。同时，互联网信息量随着网络的加速、网络节点的增加以及硬件性能的提高
迎来指数爆发式增长。据 IBM 公司的估算，2003 年以前，人类所创造的信息总
量为 5EB，而到 2011 年，5EB 是人类两天创造的信息量。信息量井喷式增长，
人工处理这些海量数据是一个不可能完成的任务，要从海量数据中筛选出有用信
息，我们必须依靠计算能力强大的计算机。而在这海量的数据中，很大一部分是
由人类的自然语言记录的文本数据，因此，自然语言处理在这个大数据的时代显
得尤为重要。另一方面，随着信息时代的到来，不同语言之间的交流、学习障碍
已经成为阻碍全球化进程的一个重要因素。因此，自然语言处理也成为进一步推
进全球化进程的基础。 
语言从广义上来说是一种符号系统，人类的手语，计算机的汇编语言，汉语
都在其范畴之内，可分为人工语言和自然语言。自然语言处理则是研究人与计算
机通过自然语言进行通信的一个学科，一般可以分为两个字子类：自然语言理解
以及自然语言生成。自然语言处理的主要目标是让计算机可以像人类一样，理解
自然语言文字的含义，而自然语言生成则致力于使计算机具有使用自然语言表达
指定意思的能力。具体地，目前自然语言处理的研究内容包括机器翻译、文本分
类、情感分类、信息检索、问答系统等多个方向，词性标注和命名实体识别是其
中的基础任务。词性标注的任务是确定每一个词的词性，而命名实体识别则是在
词性标注的基础上，标注出指定的一些类别的实体名词，如人名、时间、日期、
地点等。以上两个任务，都是以词为基本的处理单元。由于中文词语之间没有分
割符号这一特点，使得中文的自然语言处理的难度更高，使其第一个最基本的任
务就是中文分词，即将一个中文字符序列划分成词语的集合。由于词是最小的具
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有独立意义的语言单元，是各种自然语言处理任务的基本输入，因此，中文分词
的准确性，决定其后序自然语言处理任务输入的准确性。因此，在中文自然语言
处理中，中文分词是最基础的任务，在中文自然语言处理中具有重要的意义。 
1.2 研究现状 
上世纪六十年代，学者刘涌泉就开始关注到了机器翻译中的中文分词问题[1]。
他介绍了苏联学者在研究汉俄机器翻译时提出的方法：首先建立一个词典，对一
个句子进行分词时，首先取出句子前六个字，在字典中查询，若存在，则说明这
是同一个词，则完成一次分词，继续取后面六个字处理直至句末；若不存在，则
说明这不是一个词，则去掉尾字，重新查询，若存在则完成分词，否则继续去掉
末尾一个字直到查询到为止。例如句子“我们应该乐观地面对生活”，则先取“我
们应该乐观”六个字查询，词典中没有，则去掉末尾的一个字再查询，直至查询
到“我们”，则取“应该乐观地面”六个字进行下一轮的处理。这个方法后来被
称为最大匹配法，成为早期分词算法的基础。1983 年，梁南元在此方法的基础
上，结合一种词尾字构词的检错方法，在理论上对中文自动分词进行了可行性分
析，并完成了我国第一个具有实用价值的分词系统 CDWS[2]，该系统的自动分词
速度为 11-15 字/秒，错分率约为 1/400，若加入了人工干预分词，可将错分率降
到 1/1000，可以满足当时大多数应用的要求。1989 年，王晓龙提出了最少匹配
法可以提高歧义检测能力。1989 年，揭春雨提出了一种  , ,ASM d a m 的自动分
词方法的结构模型，将自动分词方法用一个统一的函数形式表示[3]。1991 年，揭
春雨在此基础上，采用正向增字最大匹配法  1, 1, 1ASM    实现了CASS中文自
动分词系统[4]，提高了分词速度，可达到 200 字/秒。在中文自动分词的探索中，
学者们尝试着利用语法、语义信息辅助分词的方法，如黄祥喜提出了一种“生成-
测试”的分词法[5]，韩世欣则在分词过程中加入了短语结构信息，提出了一种短
语结构分词法（PSG）[6]。 
以上这些中文分词方法都是基于一个词典，以最大匹配法或其变形的方法为
基础，结合一些中文的特征进行歧义消除。这些方法在 20 世纪是中文分词法的
主流方法，但是后来慢慢发现这类方法较为低效，而且由于语言的是发展变化的，
而互联网的普及更是加速了这种变化，各种网络新词层出不穷，而词典无法及时
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