A SAS program (SAS 9.1.3 release, SAS Institute, Cary, N.C.) is presented to implement the Hettmansperger and McKean (1983) linear model aligned rank test (nonparametric ANCOVA) for the single covariate and one-way ANCOVA case. As part of this program, SAS code is also provided to derive the residuals from the regression of Y on X (which is step 1 in the Hettmansperger and McKean procedure) using either ordinary least squares regression (proc reg in SAS) or robust regression with MM estimation (proc robustreg in SAS).
Introduction
Parametric analysis of covariance (ANCOVA) was introduced by Sir Ronald A. Fisher in 1932. The design goal of ANCOVA is to use the relationship between a dependent variable and covariate to adjust the dependent variable scores in order to reduce unexplained error variance (error variance in the dependent variable is reduced by an amount that can be accounted for by a covariate) and, hence, to provide a more precise estimate of treatment effects and a more powerful test of the hypothesis (Fisher, 1932; Harwell & Serlin, 1988; Maxwell & Delaney, 1990) .
In order to provide a more sensitive test of the hypothesis, parametric ANCOVA must satisfy a set of underlying statistical assumptions (Elashoff, 1969; Huitema, 1980) conditional variances (homogeneity of variance), (d) equality of group regression slopes (homogeneity of regression slopes), (e) normality of the distribution of Y scores for each X value within each group (conditional normality), and (f) independence of errors. However, in practical research settings, such as field experiments, it is not always possible to satisfy all of these statistical assumptions. If these underlying statistical assumptions are not tenable, then robustness and power of the parametric ANCOVA model could be threatened, and a nonparametric ANCOVA procedure should be considered.
Nonparametric ANCOVA models, which are less restrictive in their statistical assumptions, represent an alternative to the usual parametric ANCOVA.
A variety of nonparametric ANCOVA models have been proposed, including those procedures developed by (1) Quade (1967) ; (2) McSweeney and Porter (1971) ; (3) Burnett and Barr (1977) ; (4) Rogosa (1980); (5) Conover and Iman (1982) ; (6) Hettmansperger and McKean (1983) ; and (7) Puri-Sen- Harwell-Serlin (1989) . The nonparametric ANCOVA models are similar in that each model involves a ranking procedure to transform the original scores. Each model, however, is not similar with respect to robustness and power (Olejnik & Algina, 1984 , 1985 Harwell & Serlin, 1988; Rheinheimer & Penfield, 2001) .
Previous Monte Carlo studies that have examined the robustness and power of the nonparametric ANCOVA models have, in general, found that the Hettmansperger and McKean (1983) method (which is an aligned rank test) is robust and powerful when the underlying statistical assumptions of the parametric ANCOVA are not tenable (such as conditional non-normality, unequal regression slopes, and variance heterogeneity-even in the presence of unequal group sample sizes) (Harwell & Serlin, 1988; Rheinheimer & Penfield, 2001) .
A SAS program (SAS 9.1.3 release, SAS Institute, Cary, N.C.) is presented for implementing the Hettmansperger and McKean (1983) For a single covariate and grouping variable, the hypothesis tested based on ranks in the linear model (for the omnibus between-subjects main effect of group) is:
where group K and The sum of squares between groups, SS Between , from the parametric ANOVA on i R′ is the aligned rank Test Statistic, which is asymptotically distributed as a central χ 2 with K-1 degrees of freedom. Hettmansperger and McKean (1983) originally proposed the use of least squares residuals from the regression of Y on X (step 1 in their procedure). If outliers are present in the data, however, then the residuals from the regression of Y on X (step 1 in the procedure) should be derived using robust regression.
The current article, therefore, provides SAS code to derive the residuals using either ordinary least squares regression (proc reg in SAS) or robust regression with MM estimation (proc robustreg in SAS). The reader is referred to Rousseeuw and Leroy (1987) and Yohai (1987) for a discussion of robust estimates for regression.
Although the SAS program in the current article only addressed the single covariate and one-way ANCOVA case (for the one-tailed test of the omnibus between-subjects main effect of group), the Hettmansperger and McKean (1983) aligned rank test can be extended to the multiple covariate case and twoway/higher-order factorial ANCOVA case. A separate aligned rank test, however, is required for each main effect and interaction effect tested. The reader is referred to Adichie (1978) , Hettmansperger and McKean (1983) , and Hettmansperger (1984) for an expanded discussion of the aligned rank test.
