Abstract. We consider a Bayesian implementation of a new approach to estimating Demand Systems. This approach, suggested by Varian (1990) , is based on a generalization of Afriat's (1967) efficiency index. The model we propose leads to a very tractable posterior and predictive analysis, yet allows for interesting economic interpretations. We conduct a sensitivity analysis with respect to the prior in an application to annual aggregate U.S. consumption data, and conclude that the sample is quite informative. Average efficiency and expected budget shares are examined in some detail.
Introduction
proposes the use of the money-metric utility function 1 to estimate the parameters of a demand system. He arrives to that formulation from a parametric generalization of Afriat's (1967) efficiency index. The main motivation for such a novel approach is the utilization of a sensible norm of goodness of fit.
Let the utility function be characterized by the functional form u(·) and the parameter α ∈ R q . Suppose that, for t = 1, . . . , T , we observe the pairs (x t , p t ), where x t = (x 1t , . . . , x nt ) is a vector of the n-good bundle chosen when prices are p t = (p 1t , . . . , p nt ); m t = p t x t will be the consumer's expenditure at t. We postulate that if x t is not the optimal choice at prices p t , it must provide a level of utility close to the optimal. The ordinal character of the utility function makes it difficult to operationalize this closeness concept. The most widespread practice in applied demand studies is to use a norm-usually a quadratic normon the goods' or the expenditure shares' space. This norm lacks any economic content as pointed out by Varian. Bundles providing similar levels of utility might be far away in the goods' space and vice-versa. Instead, we focus on a measure of efficiency based on money-metric utility.
We illustrate this in Figure 1 , adapted from Varian (1990) . While the optimal choice might be far from the observed choice in the goods space-e.g., when using the Euclidean distance, (d 1 2 -they might be close when a money metric is used instead. That is, the wasted expenditure-because of non-optimalitymight be small enough to consider the non-optimal choice as 'sufficiently' close to the optimal.
2 (In Figure 1 , the vertical distance labelled 'wasted expenditure' is measured in units of good 2 so it should be multiplied by p 2 to strictly represent expenditure.)
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The Sampling Model
If ψ(p t , x t ) is the minimum expenditure required to achieve, at p t , the utility level given by the chosen bundle, x t , the wasted expenditure will be m t − ψ(p t , x t ). Suppose that this wasted expenditure is randomly proportional to the minimum
where η t ≥ 0 is a random variable. Manipulating (1) and making explicit that the minimum expenditure is parametrized by some vector α, we can write the inverse efficiency measure
where ε t = log(1 + η t ) ≥ 0. Taking natural logs, we can rewrite (2) more conveniently as
An alternative specification that leads to the same sampling model starts by assuming that the wasted expenditure is randomly proportional to the actual expenditure, as opposed to the minimum expenditure. Equation (1) then needs to be replaced by
where now the random variable ν t must lie in [0, 1] with ν t = 0 representing full efficiency and ν t = 1 full inefficiency. Some manipulation leads to
which is equivalent to equation (2) with η t = ν t /(1 + ν t ).
In both cases, we obtain (3) where ε t ≥ 0 has some distribution defined over the positive real line. Basing the estimation of the relevant parameters on this equation offers several advantages over the methods traditionally employed in applied demand analysis. In addition to the motivation just presented in favor of using a norm with economic content, one only needs to impose homogeneity and concavity restrictions on ψ(p t , x t ; α) to obtain estimates consistent with economic theory as opposed to the cross-equation restrictions imposed on a demand system to obtain a symmetric and negative-semidefinite Slutsky matrix which are far more difficult to implement in practice.
In demand analysis, the usual construction of a sampling model is through directly specifying an (n−1)-dimensional distribution on x t , taking into account that total expenditure and prices are treated as given. Here we will let our formulation be guided by the fact that we expect choices to be close to optimal (in money-metric terms). Thus, we shall adopt a sampling distribution on n − 1 elements of x t , given total expenditure m t , which is 'inspired' by a distribution on ε t in (3).
In the Cobb-Douglas case with only three goods (n = 3), the normalized utility function is u(x; α) = x
3 , with α 3 = 1−α 1 −α 2 , and the minimum expenditure-i.e., the money-metric utility function-becomes
Exponentially distributed error terms 3 ε t determine a certain distribution on log ψ(p t , x t ; α) given m t , p t and α. We shall now retain the same functional form for the sampling distribution of x t , leading to the following likelihood function based on T observations:
where we have defined
Define the budget shares s it = p it x it /m t and let s be defined conformably to x. Then,
which is a Dirichlet 4 (
µ + 1) kernel. We then have:
where the first factor in the product over t is the Jacobian of the transformation from s to x. The likelihood function in (6) was here derived for n = 3, but trivially extends to general n.
From the properties of the Dirichlet we can derive the expected shares:
If µ = 0 -i.e., a degenerate distribution on ε t implying no wasted expenditurethen the expected share of good i's expenditure is given by α i in the sampling as corresponds to the usual Cobb-Douglas assumptions. If, however, µ > 0, then 4 The vector α = (α 1 , α 2 , . . . , α n ) with α i > 0, ∀i, and the expenditure shares will tend to be more equal as they are linear combinations of α i and 1/n with weights 1/n and µ.
It is important to stress that the sampling distribution in (6) was obtained solely on the basis of the particular functional form in (4). Thus, (6) is, in general, not derived in a probabilistic sense from a distribution on ε t , but is merely inspired by the functional form associated with an exponential distribution on ε t in (3). The formal starting point of our analysis, therefore, is the kernel in (4) or the sampling density in (6), rather than any distribution on ε t .
The model introduced here could be viewed as a consumption counterpart to production or cost frontier models, where the frontier [here ψ(p t , x t ; α)] is deterministic in the sampling (i.e., given α), but agents can do worse than the frontier due to inefficiency. Stochastic frontier models (i.e., with symmetric measurement error on the frontier added) are treated in a Bayesian framework by van den Broeck et al. (1994) and Koop et al. (1994 Koop et al. ( , 1995 . However, this complication typically requires more sophisticated numerical techniques than the simple importance sampling used here. Koop et al. (1994 Koop et al. ( , 1995 find Gibbs sampling very appropriate in this context.
Prior Densities
To complete the Bayesian model we need to specify a prior density on the parameters in (6). The complicated form of the likelihood function precludes an analytical analysis and we are obliged to follow a numerical approach. We shall only consider proper priors here which ensures the existence of proper posterior densities. However, an extensive sensitivity analysis will be conducted.
The prior on α will be of the Dirichlet form
and on the parameter of the exponential model we specify
The reason for choosing (9) is its analytical tractability and its associated ease in elicitation. In particular, if ε t would be exponentially distributed, it would lead to such a marginal prior density for ε t that the prior median of the efficiency r t = e −ε t is exactly equal to r * [see van den Broeck et al. (1994) ]. Even though the distribution implicitly assumed for ε t through our sampling density in (6) is not exactly exponential, we find in our empirical application that it very closely corresponds to an exponential distribution with mean µ. Thus, for the purpose of prior elicitation, this interpretation of r * is quite useful.
We still need to choose the hyperparameters of the priors in (8) and (9). For the Dirichlet prior in (8) we take the following values for k: k = (3, 3, 3) which is elicited postulating mean expenditure shares of 33.3% for all goods with standard deviations of 14.91%. Alternatively, we take parameters (1, 1, 1) and (30, 30, 30) leading to standard deviations of 23.57% and 4.94%. This covers a wide range of prior beliefs, ranging from very noninformative to rather informative. We also perform a sensitivity analysis over µ using the values of 0.50, 0.70, 0.80, 0.90, 0.95 and 0.98 for the prior median efficiency r * in (9). The latter is meant to cover all prior opinions that could reasonably be entertained concerning the particular application.
Posterior Results
We use U.S. aggregate consumption data of three groups of goods: durables, nondurables and services from 1947 to 1987.
5 This implies n = 3 and T = 41. Varian (1990) lists the data.
The posterior analysis is conducted using importance sampling Monte Carlo [see, e.g., Geweke (1989) ]. A product of a Dirichlet distribution on α and a gamma distribution on µ constitutes a very useful importance function in practice. The hyperparameters of this importance function are chosen on the basis of preliminary Monte Carlo runs. Variation coefficients of the weights in the final runs are always less than 3, indicating quite satisfactory numerical stability. All the results are based on 1,000,000 Monte Carlo replications.
6 Table 1 records posterior moments of the model parameters for all combinations of the priors used. With the possible exception of the extreme value r * = 0.5, the posterior distributions are quite robust to the choice of the prior hyperparameters.
Efficiency and Budget Shares
We are particularly interested in the posterior distribution of the efficiency measure given by which is a parametric generalization of Afriat's efficiency index (Varian, 1990) . From (10) we can derive that full efficiency is obtained only if s it = α i , i = 1, 2. Furthermore, combining this with (7), we see that we shall move towards full efficiency as µ tends to zero. The posterior density of an "average" efficiency measure can be examined by first drawing budget shares from the predictive distribution, which is the Dirichlet sampling distribution in (5) integrated out with respect to the parameters. Thus, for every drawing of (α, µ), we generate one set of shares from (5) and evaluate the efficiency of an unobserved period, say r f , through (10). This produces drawings from the posterior distribution of r f , from which density plots and moments can easily be computed. The first two posterior moments of r f are grouped in Table 2 . Note that Varian (1990) finds an average "wasted expenditure" of 2% using classical nonlinear least squares methods. Characteristics of the predictive distribution of the budget shares themselves could also be recorded in the process. However, in order to achieve even greater precision with a fixed number of drawings, we can average over the known conditional moments [as in (7)] and the conditional density function [the Dirichlet in (5)] to deduce the marginal predictive moments and density function. This feature, often associated with the Rao-Blackwell Theorem, was introduced in Gelfand and Smith (1990) and used in Koop et al. (1995) in a stochastic production frontier context. Table 2 clearly illustrates that neither the posterior distribution of r f , nor the predictive distributions of the budget shares are affected by substantial changes in the prior. Figure 2 graphically contrasts the wide range of prior densities used with the relatively unchanged form of the posterior density of r f . The corresponding prior efficiency is here presented under the simplifying assumption that ε t is exponentially distributed with mean µ. In that case (which is empirically found to be a very close approximation to the actual distribution of ε t ) the marginal prior distribution of ε t can be found by integrating out µ from the joint density of (ε t , µ) which leads to an analytical expression. From Table 2 the sample information clearly dominates the prior information we assume in (8) and (9).
Marginal Rate of Substitution
Finally, we can look at the posterior distribution of any transformation of the parameters. For instance, the marginal rate of substitution (MRS) between nondurables, x 2 , and services, x 3 , when equal amounts of both goods are consumed is given by α 2 /α 3 . We perform an informal test on the adequacy of the Cobb-Douglas utility function (which assumes constant expenditure shares) by splitting the sample into two groups of 20 observations-t = 1, . . . , 20 and t = 22, . . . , 41, omitting observation 21-and comparing the posterior distribution of this MRS. Figure 3 displays the prior and the two posterior densities of the MRS in the exponential model.
As expected from the evolving shares of nondurables and services on total expenditure along the years, the posterior densities lie very far apart. We take 7 Under the exponential assumption, the marginal prior density for r t = e −ε t is p(r t ) = −1 r t log r * 1 + log r t log r * −2 for all years. this as clear evidence that the constant-share constraint imposed by the CobbDouglas functional form is at odds with these data. As this analysis is merely meant to illustrate efficiency-motivated demand analysis using Bayesian methods we shall, however, not explore more flexible functional forms in this paper. We leave that task for subsequent, more challenging, applications.
Concluding Remarks
In this paper we consider a new approach to estimating Demand Systems proposed by Varian (1990) . The latter is based on a generalization of Afriat's efficiency index and focuses on using a norm with economic content. The goodness of fit is measured in terms of economic proximity in the sense that the distance between within-sample predicted demands and actual demands is determined by the expenditure wasted because of non-optimality. In the context of a Cobb-Douglas illustration, the use of this framework leads to the introduction of a very natural sampling distribution (namely Dirichlet for the budget shares) that automatically respects the nature of the data (budget shares being nonnegative and adding up to one). We then conduct a single-equation analysis using Bayesian methods under a wide range of prior assumptions. Simple importance sampling Monte Carlo proves to be very efficient for the required numerical integration. Results on quantities of economic interest, such as budget shares and efficiencies corresponding to unobserved (future) periods are immediately obtained. The model turns out to be very tractable from a statistical point of view, while possessing quite interesting economic implications.
