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ABSTRACT
L’adaptabilite´ automatique d’une application est devenue
impe´rative dans un contexte dynamique de syste`mes com-
plexes fortement distribue´s et contenant un grand nombre de
composants. La re´solution de cette proble´matique peut eˆtre
obtenue graˆce a` l’adaptation structurelle impliquant une re-
configuration de la structure architecturale de l’application.
Nous pre´sentons dans cet article un formalisme permettant,
en utilisant les grammaires de graphes, de caracte´riser le
style architectural d’une application et les transformations
applicables lors de son exe´cution.
Keywords
adaptation structurelle, grammaires de graphe, reconfigura-
tion
1. INTRODUCTION
L’utilisation de graphes permet de de´crire formellement un
large panel de structures de manie`re simple et efficace. Dans
le formalisme Abstract Component Graph (ACG) de´crit
dans [7] que nous traitons ici, le graphe est constitue´ d’un
ensemble de nœuds marque´s, et d’un ensemble d’arcs mar-
que´s et oriente´s qui relient une paire de nœuds. Les nœuds
du graphe repre´sentent les composants logiciels, et les arcs
repre´sentent les liens entre ces composants. Ces liens peu-
vent repre´senter des relations de communication, de controˆle
ou de composition. La modification de l’architecture est spe´-
cifie´e par une re`gle de transformation de graphe qui condi-
tionne cette e´volution. Une telle repre´sentation permet de
spe´cifier les proprie´te´s et les contraintes intrinse`ques d’un
syste`me, offrant ainsi des moyens formels de ve´rification et
de raisonnement sur celles-ci [10, 4].
C’est dans le contexte des architectures logicielles dy-
namiques que nous situons notre travail. Ce genre d’archi-
tectures correspond a` des applications dont les composants
sont cre´e´s, interconnecte´s, ou supprime´s pendant l’exe´cu-
tion. Ce caracte`re dynamique re´pond a` des contraintes
lie´es a` des variations de capacite´s de communication, de
calcul et d’e´nergie, ainsi que des e´volutions dans la nature
des activite´s qu’elles soutiennent. Le changement peut
e´galement re´sulter de la mobilite´ des utilisateurs. Le car-
acte`re dynamique des architectures implique des difficulte´s
supple´mentaires pour la description. Pour les architectures
statiques, cette description est re´alise´e via la de´claration
des instances des composants, et de liens d’interconnexion.
Cette approche paraˆıt inapproprie´e puisque la structure
meˆme de l’architecture change. De nombreux travaux ont
e´te´ re´alise´s afin de de´crire les architectures dynamiques, et
ont donne´ naissance a` plusieurs approches [8, 1]. Afin de
garantir la fiabilite´ des mises a` jour de l’architecture nous
aurons recours a` des techniques formelles. En particulier,
les grammaires de graphes repre´sentent un moyen avec un
pouvoir expressif assez puissant pour spe´cifier les aspects
statiques et dynamiques des architectures.
Nous retrouvons dans la litte´rature diffe´rents travaux base´s
sur les graphes qui traitent des architectures logicielles. Nous
pouvons citer principalement les travaux de Le Metayer
[9] qui constituent probablement les premiers travaux de
description base´s sur les graphes. Le mode`le de´crit par Le
Me´tayer est structure´ en deux niveaux, le premier de´crit
l’architecture sous la forme d’un graphe, et le second de´crit
les styles architecturaux par une grammaire de graphes. Le
changement de l’architecture est de´crit par des re`gles de
transformation de graphes. Le mode`le de´finit une approche
formelle base´e sur un algorithme de ve´rification permettant
de ve´rifier a priori et de manie`re statique la consistance
des re`gles de l’e´volution de l’architecture. Cette approche
permet de prouver que les contraintes conside´re´es par la
description de l’architecture sont pre´serve´es par ces re`gles.
Dans cet article, nous pre´sentons des formalismes permet-
tant a` la fois de de´crire un style architectural, les instances
de ce dernier, et leur e´volution structurelle. Ceux-ci seront
applique´s a` un cas d’e´tude, les ope´rations d’intervention
d’urgence. Le reste de l’article est organise´ comme suit : la
section 2 pre´sente le mode`le des re`gles de transformation
de graphe. La section 3 de´finit notre cas d’e´tude. La sec-
tion 4 de´crit la caracte´risation d’un style architectural par
une grammaire de graphe (GG). La section 5 traite de la
de´finition d’un ensemble de re`gles de transformation permet-
tant de mode´liser le caracte`re dynamique des applications
conside´re´es.
2. RÈGLES DE RÉÉCRITURE DE
GRAPHE
Dans cette section, nous abordons le proble`me des arcs sus-
pendus intrinse`que a` la transformation de graphe. Nous
pre´sentons diverses approches de mode´lisation de re`gles de
transformation de graphe, avant de caracte´riser notre mod-
e`le.
2.1 Approche basique des transformations de
graphes, problème des arcs suspendus
L’approche la plus simple pour transformer un graphe hoˆte
G en un graphe G’ est de remplacer un sous-graphe L de G,
en un graphe fils R. Dans ce cas, une re`gle de re´e´criture est
de´crite par la paire de graphes (L,R). Son application a` un
graphe G est subordonne´e a` l’existence d’au moins une oc-
currence de L dans G et a pour conse´quence la suppression
d’une occurrence de L du graphe G et son remplacement par
une copie (isomorphe) de R. Cette suppression peut toute-
fois entraˆıner l’apparition d’arcs sans nœud de de´part ou
d’arrive´e ou sans aucun des deux.
On parle dans ce cas d’arcs suspendus. Deux approches re´-
solvant cette proble´matique seront pre´sente´es par la suite,
chacune impliquant des choix diffe´rents concernant la car-
acte´risation des re`gles de re´e´criture et le traitement du cas
des arcs suspendus [5].
2.2 L’approche Simple Push Out
Dans l’approche SPO, une re`gle de re´e´criture est comme
pre´ce´demment de´crite par une paire de graphes (L,R). Cette
re`gle est applicable a` un graphe G s’il y a au moins une oc-
currence de L dans G. L’application de la re`gle implique la
suppression du graphe correspondant a` Del = (L\(L∩R)),
l’effacement des arcs suspendus apparus lors de l’e´tape
pre´ce´dente, puis le rajout du graphe correspondant a` Add
= (R\(L∩ R)).
2.3 L’approche Double Push Out
L’approche DPO conside`re une structure plus riche. Une re`-
gle est spe´cifie´e par un 3-uplet (L,K,R) ou` L et R gardent la
meˆme signification que dans l’approche SPO. K permet de
de´terminer clairement la partie a` pre´server apre`s l’applica-
tion de la re`gle. Pour que la re`gle soit applicable, on pre´cise
en sus de la pre´sence de L dans G une contrainte supple´men-
taire appele´e condition de suspension. Celle-ci stipule que la
re`gle ne peut eˆtre applique´e uniquement si cela n’entraˆıne
pas l’apparition d’arc(s) suspendu(s). Si ces deux conditions
sont remplies, l’application de la re`gle implique la suppres-
sion du graphe correspondant a` Del = (L\K) et le rajout
d’une copie du graphe Add = (R\K).
2.4 Condition d’application négative
Pour de´terminer l’applicabilite´ d’une re`gle de transforma-
tion, les approches pre´sente´es pre´ce´demment se basent, en-
tre autres, sur l’existence d’une occurrence du sous graphe
L dans le graphe hoˆte G. Dans certains cas, il est ne´cessaire
de pouvoir exprimer des conditions supple´mentaires permet-
tant de spe´cifier des conditions relatives a` l’absence d’une
occurrence d’un certain sous graphe dans G. Ces dernie`res
sont appele´es restrictions ou conditions d’application ne´ga-
tives (Negative Application Conditions ou NACs).
Ces contraintes peuvent eˆtre inte´gre´es dans les approches
SPO ou DPO en rajoutant un champ NAC dans la de´finition
de la re`gle. Elles impactent uniquement sur l’applicabilite´ de
la re´e´criture et non sur l’e´tape de transformation proprement
dite.
Une re`gle SPO/NAC aura la structure (L,R,NAC) et sera
applicable si les conditions de pre´sence et d’application ne´ga-
tive sont remplies. Une re`gle DPO/NAC aura la structure
(L,K,R,NAC) et pourra eˆtre applique´e si les conditions de
pre´sence, de suspension et d’application ne´gative sont ve´ri-
fie´es.
2.5 Notre modèle de transformation de
graphe
La me´thode utilise´e est base´e sur l’approche Double
PushOut avec conditions d’application ne´gative. Une re`-
gle est de´crite comme pre´ce´demment par un 4-uplet
(L,K,R,NACs) ou`
– L, lie´ a` la partie a` retirer, est le sous-graphe a` trouver
dans le graphe hoˆte,
– R est lie´ a` la partie a` ajouter,
– NACs est un ensemble de graphes spe´cifiant les conditions
d’application ne´gative tel que ∀ NAC ∈ NACs, L ⊂ NAC,
– K est contenu dans L et spe´cifie la partie invariante de la
re`gle, que nous noterons Inv,
– (R\K) est le sous-graphe a` ajouter dans le graphe hoˆte,
cette partie est appele´e Add.
– (L\K) est le sous-graphe a` supprimer dans le graphe hoˆte,
cette partie est appele´e Del.
Ce mode`le diffe`re du formalisme DPO inte´grant NAC clas-
sique vis a` vis de la multiplicite´ des conditions d’application
ne´gative et de la gestion des arcs suspendus qui est la meˆme
que dans l’approche SPO (i.e. suppression). Par conse´quent,
la condition de suspension n’est plus conside´re´e et une re`-
gle est applicable sur un graphe G s’il y a une occurrence
(isomorphe) de L dans G en l’absence de chacun des e´le´-
ments de NACs. Son application consiste a` retirer la partie
Del, a` ajouter la partie Add et a` effacer les e´ventuels arcs
suspendus.
Par convention un lien labellise´ var de´signe tout lien possible
(y compris un lien vide, inexistant) et un attribut constant
est de´signe´ entre guillemets.
La figure 1 pre´sente un exemple de l’application d’une re`gle
selon l’approche pre´sente´e ci-dessus. La condition d’appli-
cation ne´gative est automatiquement remplie car vide. De
plus, une occurrence de L e´tant pre´sente dans G1, la re`gle
est applicable a` G1. La partie Del est supprime´e ce qui en-
traˆıne l’apparition d’un unique arc suspendu (qui reliait le
nœud 4 au nœud 3). Cet arc est a` son tour efface´, puis la
partie Add est ajoute´e.
3. OPÉRATION D’INTERVENTION
D’URGENCE
Afin d’appliquer les mode`les pre´ce´demment de´crits, nous al-
lons nous inte´resser aux situations d’ope´rations d’interven-
tion d’urgence (OIU) en nous basant sur les travaux [6] et [2].
Ces situations impliquent des composants architecturaux in-
teragissant de manie`re organise´e et pre´sentant une structure
hie´rarchique. En cours d’intervention, des participants et des
connexions sont susceptibles d’eˆtre ajoute´s ou supprime´s.
3.1 Description Générale
Figure 2: Ope´ration d’intervention d’urgence
Les OIU impliquent des groupes structure´s de robots ou
de personnels militaires coope`rant pour la re´alisation d’une
mission commune. Les e´le´ments de l’architecture posse`dent
diffe´rents roˆles et disposent de ressources ine´gales en capac-
ite´s de communication, en CPU et en e´nergie. Ils sont de´-
ploye´s sur des machines fixes et mobiles et communiquent
via des re´seaux filaires et sans fil. L’activite´ comporte deux
phases d’exe´cution correspondant a` une phase d’exploration
du champ d’investigation et a` une phase d’action faisant
suite a` la de´couverte d’une situation critique. Les roˆles dans
l’application et la structure des interactions entre partici-
pants e´voluent d’une e´tape a` l’autre pour s’adapter a` l’ e´vo-
lution des objectifs applicatifs et du contexte d’exe´cution.
Nous nous inte´ressons ici au niveau d’abstraction relatif a` la
couche protocolaire applicative, repre´sente´ dans la figure 2.
La collaboration est base´e sur l’e´change de donne´es entre
participants, notamment des donne´es d’observation et des
donne´es d’analyse, produites pe´riodiquement ou imme´diate-
ment apre`s un e´ve´nement particulier. Une e´quipe d’inter-
vention d’urgence est ainsi constitue´e de participants ayant
diffe´rents roˆles : un superviseur de la mission, plusieurs co-
ordinateurs, et plusieurs sections d’investigateurs. Le super-
viseur de la mission ge`re l’ensemble des coordinateurs et
chaque coordinateur dirige une section d’investigateurs. A`
chaque roˆle correspondent les fonctions suivantes :
– Un superviseur a pour fonction de diriger et d’autoriser
les actions qui sont de´le´gue´es aux coordinateurs. Le su-
perviseur est l’entite´ qui supervise toute l’application, il
attend des rapports de tous ses coordinateurs qui synthe´-
tisent le contexte courant de l’application, et l’informent
du de´roulement de la mission. Le superviseur est de´ploye´
sur une machine fixe, il dispose d’un acce`s a` l’e´nergie per-
manent et de capacite´s de communication et de CPU con-
se´quentes.
– Selon les actions et les objectifs assigne´s par le super-
viseur, un coordinateur doit diriger ses investigateurs en
leur assignant des taˆches a` exe´cuter. Il doit e´galement col-
lecter, interpre´ter et synthe´tiser les informations rec¸ues
des investigateurs et les diffuser vers le superviseur. Les
coordinateurs sont de´ploye´s sur des machines mobiles.
– Les investigateurs ont pour fonction d’explorer le champ
ope´rationnel, d’observer, d’analyser et de faire un rapport
de´crivant la situation aux coordinateurs qui les controˆlent.
Ils sont de´ploye´s sur des machines mobiles et disposent,
donc, de ressources limite´es en e´nergie et en CPU.
Les fonctions assigne´es aux participants impliquent d’ob-
server en continu (D) le champ d’investigation et de rap-
porter pe´riodiquement (P) sur ce qui est observe´. Les don-
ne´es de retour D sont des donne´es descriptives tandis que
les donne´es de retour P sont des donne´es produites, et ex-
priment l’analyse de la situation par un investigateur ou un
coordinateur. Le superviseur controˆle l’ensemble de la mis-
sion, en de´cidant des actions a` exe´cuter en fonction des ob-
jectifs ope´rationnels et de l’analyse des retours P transmis
par les coordinateurs. Un coordinateur est en charge de la
partie de la mission qui lui a e´te´ assigne´e par le superviseur.
Il de´cide localement des actions a` exe´cuter en fonction de
l’observation et de l’analyse des donne´es D transmises par
les investigateurs. Pour prendre cette de´cision, le coordina-
teur peut e´galement utiliser les donne´es P transmises par
les investigateurs. Les coordinateurs rapportent l’e´volution
de la sous mission au superviseur en utilisant des donne´es
de retour de type P.
3.2 Description des flux de communication de
l’opération d’intervention d’urgence
Deux types de flux sont susceptibles d’exister au niveau ap-
plicatif du mode`le des OIU : les flux de coordination et de
coope´ration.
La coope´ration a lieu entre diffe´rents coordinateurs ou en-
tre investigateurs du meˆme groupe (A2A) ou d’un groupe
diffe´rent (A2B).
La coordination quant a` elle s’effectue entre les investiga-
teurs et un ou plusieurs coordinateur(s) ainsi qu’entre les
Figure 1: Application d’une re`gle de re´e´criture selon notre approche
coordinateurs et le superviseur. Des donne´es de diffe´rentes
natures sont e´change´es via ces liens :
– information I : Du superviseur vers les coordinateurs et
des coordinateurs vers les investigateurs.
– instruction O : Du superviseur vers les coordinateurs et
des coordinateurs vers les investigateurs de leurs groupes
respectifs.
– observation D : Des investigateurs vers les coordinateurs
et, en phase d’action, d’un investigateur vers tous les in-
vestigateurs de son groupe.
– rapport P : Des investigateurs vers les coordinateurs et
des coordinateurs vers le superviseur.
Figure 3: Situation initiale, groupe minimal en phase
d’exploration
La phase d’exploration se termine quand une situation cri-
tique est de´couverte par un investigateur I1. Cette situa-
tion critique implique une reconfiguration de l’architecture
et l’application bascule dans une autre phase d’exe´cution
appele´e phase d’action. La structure d’un groupe d’investi-
gateurs minimal pour permettre le passage en phase d’ac-
tion est rappele´ dans la figure 3. La reconfiguration touche
spe´cifiquement le coordinateur Coord1 qui controˆle l’inves-
tigateur I1 ainsi que tous les investigateurs de Coord1. Les
autres coordinateurs et les investigateurs qui leurs sont rat-
tache´s ne sont pas affecte´s par cette reconfiguration. Nous
exigeons, pour le passage vers la phase d’action, l’existence
d’au moins deux investigateurs. Lors du passage de la phase
d’exploration vers la phase d’action, le coordinateur Coord1
ainsi que ses investigateurs re´agissent de la manie`re suiv-
ante :
Apre`s avoir de´couvert la situation critique, I1 continue de
remplir les meˆmes fonctions que celles qu’il re´alisait durant
l’e´tape d’exploration (Observer et Rapporter), mais envoie
aussi ses observations D aux autres investigateurs. Il con-
tinue d’envoyer les deux types de donne´es (D et P) au coor-
dinateur.
Les autres investigateurs rapportent maintenant seulement
les donne´es P au coordinateur ; elles correspondent a` des
analyses comple´mentaires des donne´es D transmis par l’in-
vestigateur I1. La figure 4 de´crit la configuration d’un groupe
minimal en phase d’action.
Figure 4: Groupe minimal apre`s passage en phase
d’exploration
3.3 Propriétés architecturales de l’opération
d’intervention d’urgence
La description du notre cas d’e´tude permet de spe´cifier les
proprie´te´s architecturales suivantes, que toute instance con-
sistante doit ve´rifier :
Propriété 1. Une instance de l’architecture ne peut eˆtre
constitue´e que de trois types de nœuds : superviseur, coor-
dinateur et investigateur. (p1)
Propriété 2. Une instance de l’architecture posse`de exacte-
ment un superviseur. (p2)
Propriété 3. Tout coordinateur est controˆle´ par un super-
viseur, c’est a` dire que tout coordinateur posse`de les connex-
ions suivantes : coord
“P”−−→ sup et sup “I+O”−−−−→ coord. (p3)
Propriété 4. Deux coordinateurs peuvent eˆtre lie´s unique-
ment par un lien A2A. (p4)
Propriété 5. Tout investigateur est controˆle´ par un et un
seul coordinateur. Une relation de controˆle est symbolise´ par
un lien
“I+O”−−−−→. (p5)
Propriété 6. Deux investigateurs de groupes diffe´rents ne
peuvent eˆtre lie´s que par un lien de type A2B. (p6)
Propriété 7. Dans un groupe en phase d’exploration, un
investigateur envoie des donne´es D et P au coordinateur
controˆlant le groupe. (p7)
Propriété 8. Dans un groupe en phase d’exploration, deux
investigateurs ne peuvent eˆtre lie´s que par un lien de type
A2A. (p8)
Propriété 9. Tout groupe en phase d’action posse`de au
moins deux investigateurs, dont un unique investigateur cri-
tique. Ce dernier envoie des donne´es de type D et P au
coordinateur du groupe, et des donne´es de type D a` tous
les autres investigateurs du groupe. Les autres envoient des
donne´es de type D au coordinateur. (p9)
Propriété 10. Dans un groupe en phase d’action, un inves-
tigateur non-critique ne peut envoyer que des donne´es A2A
a` un investigateur de son groupe. (p10)
Propriété 11. Tout coordinateur ne peut eˆtre lie´ a` un in-
vestigateur qu’il ne controˆle pas que par une connexion de
type I. (p11)
Propriété 12. Tout investigateur ne peut eˆtre lie´ a` un co-
ordinateur ne le controˆlant pas que par une connexion de
type D+P. (p12)
4. CARACTÉRISATION DU STYLE AR-
CHITECTURAL DE L’OPÉRATION
D’INTERVENTION D’URGENCE PAR
UNE GRAMMAIRE DE GRAPHE
Les GGs s’inspirent des grammaires ge´ne´ratives de Chom-
sky [3] dans le sens ou` elles sont e´galement de´finies par un
quadruplet (AX,NT,T,P) ou` AX repre´sente l’axiome, NT
l’ensemble des symboles non terminaux de la grammaire, T
l’ensemble de ces symboles terminaux (ici des nœuds de l’ar-
bre) et P l’ensemble des re`gles de productions. Les re`gles de
productions ne correspondent cependant pas a` la de´finition
usuelle des re`gles de production de grammaires formelles,
comme nous l’avons vu dans la section 2.
Un symbole appartenant a` NT ou T est note´
N(att1,att2,. . . ,attn). Dans les re`gles de production,
ils sont note´s Ni(att1,att2,. . . ,attn) ou` i permet d’identifier
le nœud. Ces symboles sont partiellement instancie´s et,
par convention, on notera entre guillemets tout attribut
constant.
Par de´finition, un graphe appartient a` un style architectural
s’il contient uniquement des nœuds terminaux (e´le´ments
de T) et qu’il peut eˆtre obtenu a` partir de l’axiome AX
en appliquant une se´quence de re`gles contenues dans P.
Le style architectural des OIU est de´fini par la GG suivante :
GGOIU = (AX,NTOIU ,TOIU ,POIU ) avec :
TOIU = {N(XI , “Inv”, NI), N(XCoord, “Coord”, “Action”,
NCoord), N(XCoord, “Coord”, “Exploration”, NCoord),
N(XSup, “Sup”)},
NTOIU = {N(“Temp”)}, et
POIU = {r1,. . . ,r11}
Avec :
– Xy l’identifiant du nœud.
– “Inv”, “Coord”, “Sup” le roˆle rempli par le nœud.
– “Action” indique que le coordinateur et son groupe d’in-
vestigateurs sont en phase d’action.
– N la nature du nœud (robot, pompier. . . ). Ce parame`tre
sera utilise´ pour cre´er des groupes d’investigateurs ho-
moge`nes.
Les productions de cette grammaire sont spe´cifie´s ci-apre`s.
On peut d’ores et de´ja` noter au vu de TOIU que p1 est rem-
plie. Dans le cas pre´sent, la GG ne comporte qu’un seul
e´le´ment non terminal qui peut eˆtre conside´re´ comme un
“flag” ou marqueur signifiant l’e´tat “en cours de construc-
tion” d’une configuration. Pour justifier la stabilite´ des pro-
prie´te´s architecturales pour les re`gles de production (hors
initialisation et terminaison) on conside´rera qu’elles seront
applique´es a` des configurations consistantes au nœud Temp
pre`s.
Création d’un superviseur. Cette re`gle de production (r1)
est la seule applicable a` l’axiome, assurant la validite´ de p2.
L’unicite´ est assure´e par le fait que r1 ne peut eˆtre applique´e
qu’une fois.
r1=(L={AX} ;
K={} ;
R={N1(XSup ,“Sup”), N2(“Temp”)} ;
NACs=∅)
Ajout d’un coordinateur en phase d’exploration. Cette
re`gle de production (r2) ajoute un coordinateur en phase
d’exploration en le liant au superviseur de manie`re conforme
a` p3.
r2=(L={N1(XSup,“Sup”), N2(“Temp”)} ;
K={N1(XSup,“Sup”), N2(“Temp”)} ;
R\K={N3(XCoord,“Coord”,“Exploration”,NCoord),
N3
“P”−−→N1, N1 “I+O”−−−−→N3} ;
NACs=∅)
Ajout d’un coordinateur en phase d’action. La re`gle
R3 entraˆıne l’ajout d’un groupe d’investigateur minimal en
phase d’action. Cet ajout est fait conforme´ment aux pro-
prie´te´s 3, 5 et 9.
r3=(L={N1(XSup ,“Sup” ), N2(“Temp”)} ;
K={N1(XSup,“Sup”), N2(“Temp”)} ;
R\K={N3(XCoord,“Coord”,“Action”,N),
N4(XI1 ,“Inv”,N), N5(XI2 “Inv”,N),
N3
“P”−−→N1, N1 “I+O”−−−−→N3,
N4
“D+P”−−−−−→N3, N3 “I+O”−−−−→N4,
N5
“P”−−→N3, N3 “I+O”−−−−→N5, N4 “D”−−→N5 } ;
NACs=∅)
Ajout d’un investigateur dans un groupe en phase d’ex-
ploration. La re`gle de production r4 est applique´ lorsqu’un
investigateur rejoint un groupe en phase d’exploration, se
liant au coordinateur selon les proprie´te´s 5 et 7.
r4=(L={N1(XCoord,“Coord”,“Exploration”,N),
N2(“Temp”)} ;
K={N1(XCoord,“Coord”,“Exploration”,N),
N2(“Temp”)} ;
R\K={N3(XI ,“Inv”,N), N3 “D+P”−−−−−→N1,
N1
“I+O”−−−−→N3} ;
NACs=∅)
Ajout d’un investigateur dans un groupe en phase d’ac-
tion. Cette re`gle de production (r5) permet a` un investiga-
teur de participer a` la re´solution d’une action critique, se
liant au coordinateur du groupe et a` l’investigateur critique
comme de´crit dans les proprie´te´s 5 et 9.
r5=(L={N1(XCoord,“Coord”,“Action”,N), N2(“Temp”),
N3(XI1,“Inv”,N), N3
“D+P”−−−−−→N1, N1 “I+O”−−−−→N3} ;
K={N1(XCoord,“Coord”,“Action”,N), N2(“Temp”),
N3(XI1,“Inv”,N), N3
“D+P”−−−−−→N1, N1 “I+O”−−−−→N3} ;
R\K={N4(XI2,“Inv”,N), N4 “P”−−→N1, N1 “I+O”−−−−→N4,
N3
“D”−−→N4} ;
NACs=∅)
Liens entre coordinateurs. Dans la re`gle r6, le lien vari-
able est conside´re´ comme valide puisque les re`gles sont ap-
plique´es a` des instances consistantes au nœud Temp pre`s.
L’ajout du lien A2A entre deux coordinateurs est conforme
a` p4.
r6 = (L={N1(XCoord1,“Coord”,PhaseCoord1,NCoord1),
N2(XCoord2,“Coord”,PhaseCoord2,NCoord2),
N2
var−−→N1, N3(“Temp”)} ;
K={N1(XCoord1,“Coord”,PhaseCoord1,NCoord1),
N2(XCoord2,“Coord”,PhaseCoord2,NCoord2),
N2
var−−→N1,N3(“Temp”)} ;
R\K={N1 “A2A”−−−−→N2} ;
NACs=∅)
Liens entre investigateurs A2A. Via la re`gle de produc-
tion r7, l’ajout d’une connexion A2A entre deux investiga-
teurs d’un meˆme groupe est bien en accord avec les pro-
prie´te´s 8 et 10. En effet, l’investigateur N1 n’envoie pas de
donne´s a` N2, or, la configuration e´tant suppose´e valide, il ne
peut eˆtre critique, l’e´tablissement du lien A2A ne peut donc
violer ces deux proprie´te´s.
r7=(L={N1(XI ,“Inv”,N),N2(XI2,“Inv”,N),N2 var−−→N1,
N3(“Temp”)} ;
K={N1(XI ,“Inv”,N),N2(XI2,“Inv”,N),N2 var−−→N1,
N3(“Temp”)} ;
R\K={N1 “A2A”−−−−→N2} ;
NACs=∅)
Liens entre investigateurs A2B. En appliquant la re`gle de
production r8, deux investigateurs de groupes diffe´rents (on
s’assure que N1 6= 2) peuvent eˆtre connecte´s par un lien A2B
quelque soit la situation, cf p6.
r8=(L={N1(XI ,“Inv”,“N1”),N2(XI2,“Inv”,“N2”),
N2
var−−→N1,N3(“Temp”)} ;
K={N1(XI ,“Inv”,“N1”), N2(XI2,“Inv”,“N2”),
N2
var−−→N1,N3(“Temp”)} ;
R\K={N1 “A2B”−−−−→N2} ;
NACs=∅)
Liens d’un investigateur vers un coordinateur n’étant
pas le chef de son groupe. En ve´rifiant que N1 6= N2, le
coordinateur ne controˆle pas l’investigateur, et la connexion
est conforme a` p12. La re`gle de production r9, assure le lien
d’un investigateur vers un coordinateur qui n’est pas le chef
de son groupe.
r9=(L={N1(XCoord,“Coord”,PhaseCoord,“N1”),
N2(XI ,“Inv”,“N2”),N1
var−−→N2,N3(“Temp”)} ;
K={N1(XCoord,“Coord”,PhaseCoord”,“N1”),
N1
var−−→N2,N3(“Temp”)} ;
R\K={ N2 “D+P”−−−−−→ N1} ;
NACs=∅)
Liens d’un coordinateur vers un investigateur qu’il ne
contrôle pas. En ve´rifiant que N1 6= N2, le coordinateur
ne controˆle pas l’investigateur, et la connexion est conforme
a` p11. La re`gle de production r10 assure le lien d’un coordi-
nateur vers un investigateur qu’il ne controˆle pas.
r10=(L={N1(XCoord,“Coord”,PhaseCoord,“N1”),
N2(XI ,“Inv”,“N2”),N2
var−−→N1,N3(“Temp”)} ;
K={N1(XCoord,“Coord”,PhaseCoord,“N1”),N2 var−−→N1,
N3(“Temp”)} ;
R\K={ N1 “I”−−→ N2} ;
NACs=∅)
Suppression du nœud non terminal. La terminaison ne
fait que supprimer le nœud temporaire a` travers r11, et con-
serve donc toutes les proprie´te´s architecturales.
r11=(L={N(“Temp”)},
K={} ;
R={} ;
NACs=∅)
5. MODÉLISATION DU CARACTÈRE DY-
NAMIQUE DES APPLICATIONS CON-
SIDÉRÉES
Le caracte`re dynamique d’une application, en particulier
ses proprie´te´s d’adaptation structurelle, est mode´lise´ par
une grammaire de graphe re´duite au triplet (NT,T,P) ou`
NT, T et P ont le meˆme sens que pre´ce´demment.
Les re`gles de reconfiguration ou re`gles de dynamisme con-
tenues dans P mode´lisent alors toutes les reconfigurations
architecturales possibles lors de l’exe´cution de l’application
et uniquement celles-ci. Elles forment un ensemble de
descripteurs formels de reconfigurations e´le´mentaires et
de´crivent ainsi les proprie´te´s de dynamisme du syste`me. Ces
re`gles se de´composent en deux cate´gories : re`gles “basiques”
de´duites des re`gles de ge´ne´ration et re`gles spe´cifiques au
de´roulement de l’application. Dans le cas des OIU, ces
re`gles spe´cifiques permettent de passer d’une phase a` l’autre.
Le dynamisme des OIU est repre´sente´ par le triplet suivant :
GGOIU,reconfiguration=(NTOIU,reconfiguration,
TOIU,reconfiguration,POIU,reconfiguration) avec :
TOIU,reconfiguration = TOIU ,
NTOIU,reconfiguration={N(“Temp”),N(“TempAE”),
N(“TempEA”)} et
POIU,reconfiguration = {d1,. . . ,d24 }.
Cette grammaire de transformation de graphe comprend des
nœuds non terminaux ne´cessaires lors du passage de l’explo-
ration a` l’action et inversement, comme nous le verrons par
la suite.
5.1 Règles basiques
Les re`gles de transformation basiques lie´es au mode`le de re-
configuration sont construites a` partir du mode`le de ge´ne´ra-
tion. Pour une GG de ge´ne´ration n’ayant qu’un seul e´le´ment
temporaire n’e´tant utilise´ que comme un “flag”, pour chaque
re`gle r ∈ Pgeneration autre que l’initialisation et la terminai-
son, une re`gle e´quivalente d’ ∈ Preconfiguration et re´ciproque
d” ∈ Preconfiguration sont de´finies comme suit :
– Inv(d’) = Inv(p)\N(“Temp”), Add(d’) = Add(p), Del(d’)
= Del(p) et NACs(d’) = NACs(p) ∪ NTreconfiguration.
– Add(d”) = Del(p) et Del(d”) = Add(p). Les conditions
d’applications (et donc Inv(d”) et Nac(d”)) de la re`gle
de´pendent du style architectural. On souhaite en partic-
ulier que d” soit au moins applicable directement apre`s
l’applicaction de r suivie de l’application de la re`gle de
terminaison. Dans le cas de la suppression d’un lien ou
d’un nœud optionnel, NACs(p”) = NTreconfiguration et
Inv(p”) = Inv(p)\N(“Temp”).
Cette notion de re`gle e´quivalente et re´ciproque de´coule du
fait que si un composant logiciel ou un lien est ajoutable lors
de la ge´ne´ration, on souhaite pouvoir l’ajouter ou le sup-
primer lors de la reconfiguration. Nous donnerons ci dessous
quelques exemples de re`gles de reconfiguration pour les OIU.
Reprenons la de´finition de la re`gle de production r2
pre´ce´demment de´finie de´crivant l’ajout d’un coordinateur
en phase d’exploration. d1 et d2 re`gles de dynamisme re-
spectivement e´quivalente a` et re´ciproque de r2 sont alors
construites tel qu’explique´ pre´ce´demment.
Équivalence, ajout d’un coordinateur en phase d’ex-
ploration. La re`gle de reconfiguration q1 de´crit l’ajout d’un
coordinateur en phase d’exploration en le liant au super-
viseur de manie`re conforme a` la proprie´te´ 3. Elle ve´ri-
fie Inv(d1) = Inv(r2)\N(“Temp”), Add(d1) = Add(r2) et
Del(d1) = Del(r2). On simplifie NACs(d1) car la pre´sence
d’un nœud N(“TempAE”) ou N(“TempEA”) implique la
pre´sence d’un nœud N(“Temp”).
d1=(L={N1(XSup,“Sup”)} ;
K={N1(XSup,“Sup”)} ;
R\K={N3(XCoord,“Coord”,“Exploration”,“NCoord”),
N3
“P”−−→N1,N1 “I+O”−−−−→N3} ;
NACs={NAC1} ;
NAC1\L={N2(“Temp”)})
Réciproque, suppression d’un coordinateur en phase
d’exploration. d2 implique la suppression d’un coordina-
teur en phase d’exploration. Elle ve´rifie Add(d2) = Del(r2) et
Del(d2) = Add(r2). Son applicabilite´ est subordonne´e a` l’ab-
sence d’investigateurs sous controˆle dudit coordinateur, afin
de conserver la proprie´te´ 5, d’ou` la de´finition de NACs(d2)
inte´grant NAC1. On note que si le coordinateur a e´te´ ajoute´
juste avant la terminaison, il n’a pas d’investigateurs sous
ses ordres, et que d2 est bien applicable.
d2=(L={N1(XCoord,“Coord”,“Exploration”,N)} ;
K={} ;
R={} ;
NAC={NAC1,NAC2} ;
NAC1\L={N2(XI ,“Inv”,N),N1 “I+O”−−−−→N2,
N2
“D+P”−−−−−→N1} ;
NAC2\L={N3(“Temp”)})
Prenons a` pre´sent un exemple de lien optionnel, comme un
lien entre coordinateurs, dont l’ajout est de´crit par la re`gle
r6. d9 et d10 re`gles de dynamisme respectivement e´quivalente
a` et re´ciproque de r6 sont alors construites tel qu’explique´
pre´ce´demment.
Équivalente, ajout d’un lien entre coordinateurs. La
re`gle de production d9 entraˆıne l’ajout d’un lien A2A en-
tre deux coordinateurs. Celui-ci est conforme a` la pro-
prie´te´ 4 et peut toujours eˆtre effectue´. Elle ve´rifie Inv(d9)
= Inv(r6)\N(“Temp”), Add(d9) = Add(r6) et Del(d9) =
Del(r6).
d9=(L={N1(XCoord1,“Coord”,PhaseCoord1,NCoord1),
N2(XCoord2,“Coord”,PhaseCoord2,NCoord2),
N2
var−−→N1} ;
K={N1(XCoord1,“Coord”,PhaseCoord1,NCoord1),
N2(XCoord2,“Coord”,PhaseCoord2,NCoord2),
N2
var−−→N1} ;
R\K={N1 “A2A”−−−−→ N2} ;
NACs={NAC1} ;
NAC1\L={N3(“Temp”)})
Réciproque, suppression d’un lien entre coordinateurs.
A` tout moment, un lien A2A peut eˆtre rompu via la re`gle
de production d10. Elle est telle que Add(d10) = Del(r6) et
Del(d”) = Add(r6). En sus, conside´rant que nous sommes
dans le cas de la suppression d’un lien optionnel, NACs(d10)
= NTreconfiguration et Inv( d10) = Inv(r6)\N(“Temp”).
NACs(d10) est ici simplifie´ pour les raisons ante´rieurement
expose´es.
d10=(L={N1(XCoord1,“Coord”,PhaseCoord1,NCoord1),
N2(XCoord2,“Coord”,PhaseCoord2,NCoord2),
N1
“A2A”−−−−→N2,N2 var−−→N1} ;
K={N1(XCoord1,“Coord”,PhaseCoord1,NCoord1),
N2(XCoord2,“Coord”,PhaseCoord2,NCoord2),
N2
var−−→ N1} ;
R\K={} ;
NACs={NAC1} ;
NAC1\L={N3(“Temp”)})
Ainsi, toutes les re`gles de reconfiguration basiques peuvent
eˆtre construites a` partir des re`gles de ge´ne´ration. Afin de
mode´liser plus finement le de´roulement re´el de l’application,
il est parfois inte´ressant d’introduire des re`gles spe´cifiques.
5.2 Règles spécifiques
Dans le cas des OIU, les re`gles spe´cifiques de´crivent
le changement de phase d’un groupe d’investigation. Ce
changement ce de´roule comme suit :
– Lorsqu’un coordinateur passe d’une phase a` l’autre, un
composant non terminal est introduit. On ve´rifie de plus
avant d’appliquer cette re`gle qu’il e´tait auparavant absent.
– Les re`gles ge´rant le changement de connexion induit pour
un investigateur ne´cessite la pre´sence du composant non
terminal
– Lorsque tous les investigateurs ont des connexions con-
formes (pre´sence d’un composant non terminal et absence
d’un investigateur ayant une connexion non conforme), le
composant temporaire est supprime´.
En outre, on interdit toute application d’un autre re`gle de re-
configuration tant que le passage d’une phase a` l’autre n’est
pas fini (tant que le composant non terminal est pre´sent).
Lors d’un changement de phase, le coordinateur concerne´
cesse toute communication avec les autres coordinateurs ou
les investigateurs n’appartenant pas a` son groupe. De meˆme,
lors du retour en phase d’exploration, l’investigateur critique
termine toute connexion autre qu’avec son coordinateur at-
titre´.
Initialisation E→A. L’application de cette re`gle (d19) mar-
que l’initialisation du changement de phase d’un groupe d’in-
vestigateurs de l’exploration vers l’action.
d19=(L={N1(XSup,“Sup”),
N2(XCoord,“Coord”,“Exploration”,N),
N2
“P”−−→N1,N1 “I+O”−−−−→N2,
N3(XI1,“Inv”,N),N4(XI2,“Inv”,N),
N3
“D+P”−−−−−→N2,N4 “D+P”−−−−−→N2,N2 “I+O”−−−−→N3,
N2
“I+O”−−−−→N4,N4 var−−→N3,N3 var−−→N4} ;
K={N1(XSup,“Sup”),
N2(XCoord,“Coord”,“Exploration”,N),
N3(XI1,“Inv”,N),N4(XI2,“Inv”,N),
N4
var−−→N3} ;
R\K={N5(XCoord,“Coord”,“Action”,N),N5 “P”−−→N1,
N1
“I+O”−−−−→N5, N4 “P”−−→N5, N5 “I+O”−−−−→N4,
N3
“D+P”−−−−−→N5, N5 “I+O”−−−−→N3, N3 “D”−−→N4,
N6(“Temp”), N7(“TempEA”)} ;
NACs={NAC1} ;
NAC1\L={N6(“Temp”)})
Ces investigateurs forment avec un nouveau nœud, repre´sen-
tant le nouvel e´tat du coordinateur et ajoute´ conforme´ment
a` la proprie´te´ 3, un groupe minimal en phase d’action (en
accord avec la proprie´te´ 9). Ces investigateurs rompent
le contact avec le nœud repre´sentant l’ancien e´tat du
coordinateur afin de respecter la proprie´te´ 5.
Initialisation A→E. On ve´rifie que le groupe comporte au
moins deux investigateurs. L’application de cette re`gle (d20)
marque l’initialisation du changement de phase d’un groupe
d’investigateurs de l’action vers l’exploration. Un nouveau
nœud, repre´sentant le nouvel e´tat du coordinateur est ajoute´
conforme´ment a` la proprie´te´ 3. L’investigateur critique est
lie´ a` ce dernier en suivant les proprie´te´s 5 et 7.
d20=(L={N1(XSup,“Sup”),N2(XCoord,“Coord”,“Action”,N),
N2
“P”−−→N1,N1 “I+O”−−−−→N2,N3(XI1,“Inv”,N),
N3
“D+P”−−−−−→N2,N2 “I+O”−−−−→N3} ;
K={N1(XSup,“Sup”),N2(XCoord,“Coord”,“Action”,N),
N3(XI1,“Inv”,N)} ;
R\K={N4(XCoord,“Coord”,“Exploration”,N),
N4
“P”−−→N1,N1 “I+O”−−−−→N4,N3 “D+P”−−−−−→N4,
N4
“I+O”−−−−→N3,N6(“Temp”),N7(“TempAE”)} ;
NACs={NAC1} ;
NAC1\L={N6(“Temp”)})
Traitement d’un investigateur E→A. Cette re`gle (d21)
de´crit le traitement d’un investigateur lors du de phase d’un
groupe d’investigateurs de l’exploration vers l’action. Une
fois l’initialisation effectue´e, chaque investigateur sera inte´-
gre´ de manie`re valide au groupe en phase d’action. Pour ce
faire, l’investigateur rompt le contact avec le nœud repre´sen-
tant l’ancien e´tat du coordinateur pour e´tablir de nouvelles
connexions avec le nœud symbolisant le nouvel e´tat du co-
ordinateur et son investigateur critique conforme´ment aux
proprie´te´s 5 et 9.
d21=(L={N1(XCoord,“Coord”,“Exploration”,N),
N2(XCoord,“Coord”,“Action”,N),
N3(XI1,“Inv”,N),N4(XI2,“Inv”,N),
N3
“D+P”−−−−−→N2,N2 “I+O”−−−−→N3,N5(“TempEA”),
N4
“D+P”−−−−−→N1,N1 “I+O”−−−−→N4,
N4
var−−→N3,N3 var−−→N4} ;
K={N1(XCoord,“Coord”,“Exploration”,N),
N2(XCoord,“Coord”,“Action”,N),
N3(XI1,“Inv”,N),N4(XI2,“Inv”,N),N4
var−−→N3,
N3
“D+P”−−−−−→ N2, N2 “I+O”−−−−→ N3,N5(“TempEA”) } ;
R\K={N4 “P”−−→ N2,N2 “I+O”−−−−→N4,N3 “D”−−→N4} ;
NACs=∅)
Traitement d’un investigateur A→E. Cette re`gle (d22)
de´crit le traitement d’un investigateur lors du de phase d’un
groupe d’investigateurs de l’action vers l’exploration. Une
fois l’initialisation effectue´e, chaque investigateur sera in-
te´gre´ de manie`re valide au groupe en phase d’exploration.
Pour ce faire, l’investigateur rompt le contact avec le nœud
repre´sentant l’ancien e´tat du coordinateur pour e´tablir de
nouvelles connexions avec le nœud symbolisant le nouvel e´tat
du coordinateur et son investigateur critique conforme´ment
aux proprie´te´s 5 et 7.
d22=(L={N1(XCoord,“Coord”,“Action”,N),
N2(XCoord,“Coord”,“Exploration”,N),
N3(XI1,“Inv”,N),N4(XI2,“Inv”,N),
N5(“TempAE”),N3
“D+P”−−−−−→N2,N2 “I+O”−−−−→N3,
N4
“P”−−→N1,N1 “I+O”−−−−→N4,
N3
“D”−−→N4,N4 var−−→N3 } ;
K={N1(XCoord,“Coord”,“Action”,N),
N2(XCoord,“Coord”,“Exploration”,N),
N3(XI1,“Inv”,N),N4(XI2,“Inv”,N),
N5(“TempAE”),N4
var−−→N3,
N3
“D+P”−−−−−→N2,N2 “I+O”−−−−→N3} ;
R\K={N4 “D+P”−−−−−→N2,N2 “I+O”−−−−→N4} ;
NACs=∅)
Terminaison E→A. Lorsque tous les investigateurs ont e´te´
traite´s, le changement de phase est termine´ et la re`gle d23
est utilise´e. Les nœuds temporaires signalant qu’une telle
modification est en cours sont supprime´s ainsi que le nœud
repre´sentant l’ancien e´tat du coordinateur.
d23=(L={N1(XCoord, “Coord”, “Exploration”, “N”),
N2(XCoord, “Coord”, “Action”, “N”),
N3(“TempEA”), N4(“Temp”) } ;
K={N2(XCoord, “Coord”, “Action”, “N”)} ;
R\K={ } ;
NAC={NAC1} ;
NAC1\L={N5(XI1,“Inv”,N),N1 “I+O”−−−−→N5,
N5
“D+P”−−−−−→N1})
Terminaison A→E. Lorsque tous les investigateurs ont e´te´
traite´s, le changement de phase est termine´ et la re`gle d23
est utilise´e. Les nœuds temporaires signalant qu’une telle
modification est en cours sont supprime´s ainsi que le nœud
repre´sentant l’ancien e´tat du coordinateur.
d24=(L={N1(XCoord, “Coord”, “Action”, “N”),
N2(XCoord, “Coord”, “Exploration”, “N”),
N3(“TempAE”), N4(“Temp”) } ;
K={N2(XCoord, “Coord”, “Exploration”, “N”)} ;
R\K={ } ;
NAC={NAC1} ;
NAC1\L={N5(XI1,“Inv”,N),N1 “I+O”−−−−→ N5,
N5
“P”−−→N1})
5.3 Navigation entre les instances consistantes
Dans le cas d’une GG n’ayant qu’un nœud non terminal
de type “flag” et en conside´rant les re`gles de reconfigura-
tion basiques comme des descripteurs formels, on cherche a`
de´montrer que si chacune des reconfigurations est effectue´e
telle que de´crite dans la re`gle correspondante, il est impos-
sible d’atteindre une configuration invalide a` partir d’une
configuration valide. En sus, on montrera que toute configu-
ration valide est accessible a` partir de n’importe quelle con-
figuration valide. Pour ce faire, nous construisons un graphe
dont chaque nœud repre´sente une configuration et chaque
arc une re`gle de transformation de graphe.
Notations. Soient :
– GGgeneration = (AX,N(“Temp”),T,Pgeneration) une GG
ou` N(“Temp”) est utilise´ comme flag.
– GGreconf = (∅,T,Preconf ) ou` Preconf est l’ensemble
des re`gles de reconfigurations basiques lie´es aux re`-
gles de Pgeneration. L’ensemble des non terminaux
est vide car une re`gle basique ne peut introduire de
nœud non terminal dans le cadre d’une GG avec un seul
e´le´ment temporaire utilise´ simplement comme simple flag.
– C l’ensemble des graphes consistants pour GGgeneration.
Par de´finition, ∀c ∈ C, ∃(r1, . . . , rn) ∈ Pngeneration, c =
rterm(r1...(rn(rinit(AX)...).
– V un ensemble d’arc labellise´ de C dans C
tel que, ∀(c, c′) ∈ C2, ∀r ∈ Pgeneration −
{pinit, ptermn}, (c, c′, r) ∈ V ⇒ ∃(r1, . . . , rn) ∈
Pngeneration, c = rterm(r1 . . . (rn(pinit(AX) . . . ) ∧ c′ =
rterm(r(r1 . . . (rn(rinit(AX) . . . ).
– G = (C, V) le graphe de ge´ne´ration.
– A(c) ou` c ∈ C l’ensemble des configurations accessi-
bles par reconfiguration a` partir de c. Par de´finition,
g ∈ A(c)⇔ ∃(d1, . . . , dn) ∈ Pnreconf , g = d1 . . . (dn(c) . . . ).
– D(c) un ensemble d’arc labellise´ de A(c) dans A(c) tel
que, ∀(g, g′) ∈ (A(c))2,∀d ∈ Preconf , (g, g′, d) ∈ Vr(c) ⇒
g′ = d(g).
– R(c) = (A(c), D(c)).
– g0 = dterm(dinit(AX)).
Propriété 2.1. ∀(g, g′, r) ∈ V, ∀c ∈ C, (g, g′) ∈ A(c) ⇒
∃(d¯, d˜) ∈ P 2reconf , ((g, g′, d¯) ∈ D(c) ∧ (g′, g, d˜) ∈ D(c)).
Soient d¯ la re`gle de transformation e´quiva-
lente a` r et d˜ est sa re`gle re´ciproque. Par
de´finition, (g, g′, r) ∈ V ⇒ ∃(r1, . . . , rn) ∈
Pngeneration, g = rterm(r1 . . . (rn(rinit(AX) . . . ) ∧ g′ =
rterm(r(r1 . . . (rn(rinit(AX) . . . ).
Par de´finition, Ld¯=Lr\N(“Temp”) et, comme
NTreconf=∅, NACsd¯=NACsr, donc si r est appli-
cable a` (r1 . . . (rn(rinit(AX) . . . ), d¯ est applicable a`
rterm(r1 . . . (rn(rinit(AX) . . . ) = g. Son application consiste
a` retirer Del(d¯)=Del(r) et ajouter Add(d¯)=Add(r), d’ou`
r(r1 . . . (rn(rinit(AX) . . . ) est le produit de l’union disjointe
de d¯(g) et N(“Temp”), ce qui implique que g’ =d¯(g). Par
de´finition, (g, g′, d¯) ∈ D(c).
Par de´finition, d˜ est applicable a` g’. Son application consiste
a` retirer Del(d˜) qui e´tait la partie ajoute´ lors de l’application
de r et a` ajouter Add(d˜) qui e´tait le graphe supprime´ lors
de l’application de r, donc g=d˜(g’) et (g′, g, d˜) ∈ D(c).
Corollaire 2.1. L’ensemble des configurations valides
est stable pour les re`gles de reconfiguration basiques.
∀d ∈ Preconf , ∀c ∈ C, ((c, c′, v) ∈ D(c) =⇒ c′ ∈ C.
En effet, par de´finition, c ∈ C =⇒ ∃(r1, . . . , rn) ∈
Pngeneration, g = rterm(r1 . . . (rn(rinit(AX) . . . ). Par disjonc-
tion de cas,
– v est l’e´quivalent de la re`gle ri.
c’=pterm(ri(r1 . . . (rn(rinit(AX) . . . ), d’ou` c
′ ∈ C.
– v est la re´ciproque de la re`gle ri. ∃k ∈
[|1, n|], rk = ri. Par conse´quent c′ =
pterm(r1 . . . rk−1(rk+1(. . . rn(rinit(AX) . . . ) et g’∈ C.
Propriété 2.2. Le graphe de reconfiguration est in-
de´pendant de la configuration consistante initiale.
∀(c, c′) ∈ C2, R(c) = R(c′)
En effet, soit c ∈ C. Par de´finition de C, ∃r1...rn ∈
Pngeneration, c = rterm(rn...(r1(rinit(AX)...).
D’apre`s la proprie´te´ 2.1, ∃(d¯1, . . . , d¯n) ∈ Pnreconf , c =
d¯n(...(d¯1((g0)...) et ∃d˜1...d˜n ∈ Pnreconf , g0 =
d˜n(. . . (d˜1((c) . . . ).
En outre, par de´finition de R(c), ∀c′ ∈ C, c′ ∈ R(c) ⇒
R(c′) ⊆ R(g). S’il existe un chemin entre c et c’ et un
chemin entre c’ et c” alors il existe un chemin entre c et c”.
Selon ce qui pre´ce`de, (R(c) ⊆ R(g0)) ∧ (R(g0) ⊆ R(c)),
d’ou` R(c) = R(g0).
Finalement, ∀c ∈ C,R(c) = R(g0). Par transitivite´, on ob-
tient la proprie´te´ 2.2.
Par la suite, on notera R, D et A.
Propriété 2.3. L’ensemble des configurations consistantes
est exactement l’ensemble des nœuds du graphe de reconfi-
guration. C = A
En effet, ∀c ∈ C, c ∈ A(c) = A, d’ou` C ⊆ A.
Supposons que A /∈ C. Soit (c,c’) ∈ A2, c /∈ C ∧ c′ ∈ C.
Par de´finition de A, ∃(d1, . . . , dn) ∈ Pnreconf , c =
dn(. . . (d1((c
′) . . . ).
Soit c¯ ∈ A ∩ C,∃i ∈ [|0, n − 1|], c¯ = di(...d1(c′)...) ∧ c =
dn(...di+1(c¯)...) ∧ (∀j ∈ [|i + 1, n|], dj(...di+1(c¯)...) /∈ C.
D’apre`s le corollaire 2.1, di+1(c¯) ∈ C, ce qui est une
contradiction, par conse´quent A ⊆ C.
In fine, C = A.
Propriété 2.4. R est fortement connexe.
En effet, soit (c,c’) ∈ A2. D’apre`s la proprie´te´
pre´ce´dente, (c,c’) ∈ C2. D’apre`s la proprie´te´ 2.1,
∃(d¯1, ..., d¯n) ∈ Pnreconf , c = v¯n(...(v¯1((g0)...) et
∃(d˜1, ..., d˜n) ∈ Pnreconf , g0 = d˜n(...(d˜1((c)...). De
meˆme ∃w¯1...w¯m ∈ Pmreconf , c′ = w¯m(...(w¯1((g0)...) et
∃w˜1...w˜m ∈ (Preconf )m, g0 = w˜m(...(w˜1((c′)...).
Finalement, on obtient ∀(c, c′) ∈ A2, (∃d¯1...d¯n, d˜1...d˜n ∈
P 2nreconf ) ∧ (∃w¯1...w¯m, w˜1...w˜m ∈ (Pr,a)2m), c =
d¯n(...(d¯1((w˜m(...(w˜1((c
′)...))...) ∧ c′ =
w¯1(...(w¯m((d˜n(...(d˜1((c)...))...). R est donc fortement
connexe.
Ainsi, on garantit que l’ensemble des instances valides d’une
architecture logicielle de´finie par une GG utilisant un seul
nœud non terminal en tant que flag est stable pour les
re`gles basiques construites a` partir de cette GG. En sus,
elles permettent de passer de n’importe quelle configuration
valide a` n’importe quelle autre. Il faut ensuite prouver la
stabilite´ des re`gles spe´cifiques introduites pour l’application,
en utilisant par exemple les concepts de´finis dans [GDD06].
Si ces re`gles introduisent des e´le´ments temporaires, la
proprie´te´ 2.3 devient alors “l’ensemble des nœuds terminaux
de A est e´gal a` C”.
6. CONCLUSIONS
Dans cet article, nous avons pre´sente´ une approche de
mode´lisation d’architectures logicielles dynamiques. Nous
avons tout d’abord de´fini un formalisme permettant de
mode´liser des re`gles de transformations de graphe pouvant
prendre en compte de multiples conditions d’application
ne´gative. En nous basant sur un exemple, nous proposons
par la suite l’utilisation de grammaires de graphes afin de
de´finir un style architectural et de caracte´riser ses instances
valides, ainsi qu’un mode`le permettant la prise en compte
du caracte`re dynamique de ce dernier.
Nous fournissons e´galement un approche qui, dans certains
cas, permet de construire semi-automatiquement des re`-
gles de reconfiguration. Nous garantissons la stabilite´ de
l’ensemble des configurations consistantes pour ces re`gles.
En outre, n’importe quelle configuration valide est ainsi
accessible a` partir de n’importe quelle autre.
Nos travaux s’articulant autour de GG particulie`res, nous
nous inte´resserons dans le futur a` l’e´tude du cas ge´ne´ral.
Nous nous proposons e´galement de fournir prochainement
un framework permettant la ge´ne´ration automatique de GG
et de l’ensemble des instances consistantes du style archi-
tectural ainsi de´crit. Cet ensemble pourra ainsi eˆtre exploite´
dans le cadre de la prise de de´cision de reconfiguration lors
de l’exe´cution de l’application conside´re´e. Ces travaux seront
utilise´s dans le cadre de la mode´lisation de l’architecture
logicielle du projet “thinking global Service for persOnnal
comPuter”
∗
.
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