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Abstract 
We describe the construction of diagonally implicit multistage integration methods of order and stage order p = 4 = 7 
and p = q = 8 for ordinary differential equations. These methods were obtained using state-of-the-art optimization methods, 
particularly variable-model trust-region least-squares algorithms. 
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AMS classzjication: 65LO5; 65L20 
1. Introduction 
In the recent papers [6, 7, 91, we described the construction of a new class of diagonally im- 
plicit multistage integration methods (DIMSIMs) for ordinary differential equations (ODES). These 
methods are special cases of general linear methods and have considerable potential for efficient 
implementation [S]. To construct such methods we impose the appropriate order and stage order 
conditions and then try to choose the remaining free coeffcients to obtain some desirable stability 
properties. We are aiming at large regions of absolute stability in the explicit cases and at A-stability 
and L-stability in the implicit cases. These stability requirements lead, in principle, to large systems 
of nonlinear equations which we attempted to generate and solve using many different approaches. 
For low orders (p d 3 and in some cases for p = 4) this was successfully accomplished with the aid 
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of symbolic manipulation packages such as MATHEMATICA or MAPLE [6, 71. For moderate or- 
ders (p = 4) the resulting systems of nonlinear equations were generated by symbolic manipulation 
software and then solved numerically with the aid of subroutines based on continuation methods 
from PITCON, ALCON, and HOMPACK [7]. For higher orders (p = 5 and p = 6) these nonlinear 
systems were generated by the algorithm based on least-squares minimization. The preliminary ver- 
sion of this algorithm resulted in an overdetermined system of nonlinear equations for the coefficients 
of the method. This algorithm was further refined in [9] where we were able to reduce the number 
of nonlinear equations to match exactly the number of unknown coefficients. These equations were 
obtained by a variant of the Fourier series method. These systems were then solved with the aid of 
subroutines lmdif . f and lmder . f from MINPACK. These subroutines minimize the sum of squares 
of nonlinear functions by a modification of the Levenberg-Marquardt algorithm [ 121. Examples of 
explicit and implicit DIMSIMs of order p = 5 and p = 6 constructed by the above algorithm are 
presented in [9]. 
For still higher orders (p = 7 and p = 8) the subroutines based on the Levenberg-Marquardt 
algorithm are not powerful enough to solve the corresponding systems of nonlinear equations to a 
high accuracy in a reasonable time. To derive such methods we had to use more efficient optimization 
algorithms and the algorithm based on an improved version of NL2SOL [ 1 l] was able to do the 
job. 
The organization of this paper is as follows. In the next section we give a brief introduction 
to DIMSIMs with p = q = r = s, where p is the order, q is the stage order, Y is the number of 
external stages, and s is the number of internal stages. In Section 3, we review the construction 
of explicit and implicit DIMSIMs whose stability regions correspond to given stability functions 
chosen in advance to obtain favorable stability properties. In Section 4, we describe the construction 
of A-stable and L-stable generalized approximations to the exponential function. In Section 5, the 
optimization methods utilized are sketched and some details on their use are given. In Section 6 the 
examples of DIMSIMs of type 1 and type 2 are presented. In Section 7 a preliminary assessment 
of the derived methods is attempted. Finally, in Section 8 some concluding remarks are made. 
2. A short introduction to DIMSIMs 
Given the vector c = [cl,. . . ,cslT and the coefficient matrices A = [aij], U = [uij], B = [bu], and 
V = [Vij], the DIMSIMS for the numerical solution of ODES 
Y’(X) = f(Y(X)), x E [XOA 
Y(Xo> = Yo, 
(2.1) 
are defined by 
~=hCUijS(I;)+Cuijy,["-l', i=1,2,.**,S, 
j=l j=l (2.2) 
y’“‘=h~b,f(I;)+~v,Y~-“, i= 1,2,...,r, I 
j=l j=l 
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n = O,l,..., N, Nh =X-x0. Here, x, i = 1,2 ,... ,s, are internal approximations to Y(x~__~ + hci), 
x,_ 1 = x0 + (n - 1 )h, and J.#“‘, i = 1,2, . . . , Y are external stages. 
These methods were introduced by Butcher in a recent paper [3]. There is some theoretical and 
practical evidence [6-91 that DIMSIMs with p=q=r=~ and U=I, where I is the identity matrix of 
appropriate dimension, have the largest potential for practical use. For this reason, in what follows, 
we will restrict our attention to only such methods. 
It was demonstrated in [3] that (2.2) has order p equal to the stage order q if and only if 
B=B(J -LIB1 - I!& + VA, 
where the (i,j)-elements of Bo, B1, and B2 are given by 
(2.3) 
J 
1 +c, 
‘I lj(x ) dx, rj<l + ci), 
J 
b(x) dx, 
0 0 
respectively, with 
&) = n x-ck; 
k#j 
cj - ck 
cf. [3, 7, 91. These matrices are uniquely determined by the vector c and can be easily calculated 
with the aid of symbolic manipulation software. This is a very convenient representation of the 
order conditions and once the coefficient matrices A and V are determined from appropriate stability 
requirements, the coefficient matrix B will always be computed by the formula (2.3). 
We will consider explicit and implicit DIMSIMs corresponding to the lower triangular matrix A 
of the form 
- ;1 0 0 ... o- 
a21 A 0 ... 0 
A= a31 a32 2 ... 0 , 
. . . . . . . . 
. . 
_ d a as2 ..' as,s-l A 
where A = 0 (type 1 methods) or A > 0 (type 2 methods). These methods are appropriate for nonstiff 
or stiff differential systems, respectively, in a sequential computing environment. Moreover, we will 
always assume that V is a rank-one matrix given by 
01 v2 
Vl 02 
v= . . 
. . 
. . 
_Vl 02 
with Crzl Vi = 1. 
for convergence. 
. . . v 
s 
. . . VS 
*. 
. ’ 
. : 
. . . vs _ 
This choice guarantees that V is power-bounded which is a necessary condition 
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As explained in [3, 6, 71 the stability properties of the method (2.2) are determined by the stability 
matrix 
M(z)= V+zB(I-zA)-1, 
and the corresponding stability function 
p(w,z) = det(w1 -M(z)), 
where w and z are complex numbers. In what follows, we will try to construct methods whose 
stability regions correspond to the functions p(w,z) which are chosen to possess some desirable 
stability properties. This process is briefly described in the next section. 
3. Construction of DIMSIMs of types 1 and 2 with given stability function 
Consider first DIMSIMs of type 1. The stability function p(w,z) of such methods has the form 
P(W,Z) = c (- 1 )kPk(z)ws-k, 
k=O 
where pa(z) E 1 and 
PkcZ) = & pklz' 
l=k-1 
are polynomials of degree less than or equal to s whose coefficients pkl depend on Uij and Vi. We 
will try to compute aij and Ui so that the stability function will be equal to 
p*(w,z) = ws-l(w - R(z)), (3.1) 
where 
is the approximation of order s to the exponential function exp(z). To this end, we will choose 
the points wP, ,LL= 1,2 ,..., N,, and z,, v= 1,2 ,..., A& in the complex plane and then construct the 
objective function given by 
f(Uij,Zli) = 2 F (P(wflTzV) - P*(w~~zy)12~ 
p=l v=l 
(3.2) 
This function is then minimized using standard optimization techniques. The coefficients aij and Vi 
which correspond to the zero minimum value of f yield the desired DIMSIM of type 1. 
The refinement of the above technique was examined in [9] which is based on the computation of 
the coefficients pk[ by a variant of the Fourier series method. Assuming that wP and z, are uniformly 
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distributed on the unit circle and that N,, A$ >s + 1 this leads to the system of (s - 1 )(s + 2)/2 
nonlinear equations 
22 w,k-“z,‘p(w,,zy) = 0, 
p=l v=l 
(3.3) 
k = 2,3,... ,s, I = k- 1,k ,... ,S for the (S - l)(s + 2)/2 U&~IOWII coefficients aij, i = 2,3,. . . ,s, 
j= 1,2,..., i- 1, and Vi, i= 1,2 ,..., s - 1 of the method of type 1. The solution to this system can 
then be attempted by techniques for the numerical solution of nonlinear equations or least-squares 
minimization. These techniques are discussed in Section 5. 
Consider next type 2 methods. It was demonstrated in [9] that by making the substitutions 
A z 
z=i3-z and a=A--ilI, 
we obtain the stability polynomial 
$w,?) = &)“8(i)w’-k, 
k=O 
where io(?) E 1 and 
(3.4) 
&k(Z) = 2 bk,2, 
l=k- 1 
which has the same form as polynomials &(z) corresponding to type 1 methods. 
In [9] we constructed implicit DIMSIMs of order p = 5 and p = 6 with stability polynomial of 
the form 
b*(w,;) z ws-l(w -k(2)), 
where i(i) is the stability function of the SDIRK method of order s. In this paper, we will follow 
a different approach and we will attempt to construct methods with stability polynomial @(w,.?) of 
the form 
J?*(w,;) = ws-2(w2 - $(?)w + &@)), (3.5) 
where j?*(2) and b:(2) are polynomials of degree less than or equal to s. These polynomials will 
be chosen in such a way that the corresponding methods are A-stable and L-stable. This process is 
described in the next section. 
We have used a different approach than that in [9] for the following reasons. It is known that 
the stability function of the SDIRK method of order p = 7 cannot be A-stable for any il (cf. [ 161) 
so that the approach of [9] would not lead to type 2 DIMSIMs which are A-stable. The situation 
is different for p = 8 where i = 0.23437316 corresponds to the SDIRK method which is A-stable 
and L-stable (cf. again [16]). However, such a parameter ;Z is unique while the approach used with 
the function of the form (3.5) leads to an entire interval for the suitable parameter i. Since we can 
only compute approximations to DIMSIMs with desired stability properties, we believe that the new 
approach to the construction of type 2 methods is more robust than the approach presented in [9]. 
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The objective function f^(G,, Vi) corresponding to type 2 methods takes the form 
(3.6) 
p=l v=l 
where w,,p=1,2 ,..., Ni, and &, v=1,2 ,... ,A$, are appropriately chosen points in the complex 
plane. Assuming again that wP and i, are uniformly distributed on the unit circle and that N,,N, as+ 1 
we obtain a system of (s - l)(s + 2)/2 equations 
& $2 w,2-“~,~$(w,,%) =$,, I= 1,2 )...) s, 
p-1 v=l 
w~~-“~,-‘~(w,,,&,)=~, l=k- 1,k ,..., s, 
(3.7) 
k=3,4,... ,s, where & is the coefficient of z’ in @f(z). 
4. Construction of highly stable generalized approximations to the exponential function 
In this section we will describe the construction of A-stable and L-stable generalized approxima- 
tions to exp(z) [5]. We will look for approximations of the form 
p*(w,z) = (1 - Az)SwS - p;(z)ws-l + fi*(z)ws-2, (4.1) 
where p;“(z) and p,*(z) are polynomials of degree less than or equal to s. Let 
PC(z)= 2 Pk*IZlP k= 1,2. 
I=k-1 
Since p*(w, z) corresponds to the method of order s it follows that [5] 
p*(exp(z),z) = O(z’+l), (4.2) 
which leads to the system of s + 1 polynomial equations for the parameter 1 and the coefficients p:t 
of p,*(z), k = 1,2. Assuming that 
p&=0, 1=5,6 ,..., s, 
p;[=O, l-s-3,s-2 ,..., s, 
s = 7 or s = 8 and solving the system corresponding to (4.2) we can express the remaining coefficients 
pt,, 1=0,1,2,3,4, and p&, 1=1,2 ,..., s - 4, in terms of A. These expressions are not reproduced 
here. The parameter A can then be chosen in such a way that the polynomial p*(w,z) is A-stable. 
Once this is done the corresponding function p*(w,z) will also be L-stable since p;“,, = pf, = 0. 
The polynomial p*(w, z) has a root w = 0 of multiplicity s - 2 and to assure A-stability the 
remaining two roots R:(z) and R:(z) should satisfy 
[R;(z)1 < 1, k = 1,2, (4.3) 
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for Re(z) < 0. It can be verified using the Schur theorem [ 181 that the condition (4.3) is satisfied for 
0.25864444 <A < 0.27688498 
if p= 7 and for 
0.19799408GAf0.20136462 
if p = 8. We will choose il= g for p = 7 and A= i for p = 8. The corresponding functions p*(w,z) 
take the form (4.1) with 
p;“(z)= 1 1022 815 846 7 864050 101 - ’ - 708 984 375 68 359 375 000 z2 
21301028 013 
136718750000z3 - 
4 289 969 757 
+ 
136718750000z4’ 
P34 = 
757 102 683 469 409 809 3 769 899 337 
3 417 968 750 ’ + 68 359 375 000 z2 - 410 156250000z3 
and 
74 267 
p:(r)&sz+--- 
102 897 301687 
437 500 z2 + 2 187 500 z3 - 26 250 000 z4’ 
p,*(z)= 15 179 - pz 146989 2 556 099 71741 -mz - z3 - 437 500 6 2 500 8 50 000 z4Y 
respectively. Making the substitution z = ?/( 1 + E) the polynomial 
P*(v) 
d*(wG) = (1 _ nz)$ 
can be rewritten as 
fi*(w,i) = ws - $(;)w”-’ + g+y;)ws-2 
with 
r;,*<;> 1 4175071433 126 776 049 293 24 844 782 161 = + 3 417 968 750 ’ *I + 341796 875 000 ’ ,.2 + 1708 984 375 000 i3 
209 188 23 1309 
+ 85449218750000 i4 + 
5 180 883 892 327 
2 136230468750000 is 
(4.4) 
304 728 45 1611597 1078 437 059 539 437 
- 2136230468750000000i6- 1335144042968750000087’ 
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A*(i) = ” 757 ‘.. 102683 ‘+ _ 17207866799 ’ ,.2 + 287 549 223 877 341 968750 48828 125000 1281738281250 ” 
18699774431377 54 099 47 1240 529 
+ 256347656250000’ n4 + i5 4272460937500000 
i _ 997 732 278 309 637 “j 173 150891219683 + 91  52  343 750 00000 + 5 006 790 161 132 12 500 i7 
ifp=3 and 
333233 n3 
1562 500 .a 
7 167059 1000631 1 162677 
- i4 i5 - - 131250000 164062500 2734375000 i6 
253 999 223 201 
,5 126953 125 58593 750000 ‘*’ ‘7 - 
2222487 A2 29 397 383 A3 
2 187500’ -‘32812500’ 
56506619 fi4’ 19919071 
= 
A5 23 524 633 
- 
* 
- - 131250000 164062500 ,a 1171875000 ‘6 
2 641049 27 871967 
-1464843750f7-410156250000fa 
!$ SA&&QdC minimization 
As was noted above, the determination of the coefficients of higher-order DIMSIMs is of increasing 
diEick&y. When we attacked this problem for p ~6, first the approaches employed for p < 6 were 
us& a&in. Only the least-squares approach based on (3.2) and (3.6) was producing coefficient 
vectors that had a somewhat though insufficiently small residual f. However, an excessive amount 
of function evaluations was necessary even to produce these unsatisfactory results. Next, a number 
of n~%hods not utilized before were tried to minimize (3.2) and (3.6) or to solve the systems (3.3) 
and (Q.7). Based on the experience gathered, a choice was made to use the rather sophisticated 
aIg$%&m.~iIable in DN2G and DN2GB. These are nonlinear least-squares routines available in 
lV$&&/~RT, .the public part of the PORT library [2 If. They are new versions of the original 
co& F&.@EX @I& 1 I]. A description of the improvements can be for& ‘in [2]. In particular, the 
le&&$@&s p&&em is considered with additional bound constraints on its variables as proposed 
h f!41*. 
’ * k&t-sqties solution in NLZSOL ‘was developed as a generalization and improvement of 
staf&& .@pro&ties such as the Levenberg-Marquardt in lardif .f and Itier. f from MINPACK 
wWh .We had used for p <6. Specifically, Section 8 in [lo] contains a comparison with the latter. 
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DN2G (without bound constraints) and DN2GB utilize adaptive quadratic modeling. Special problem 
structure is exploited by maintaining a secant approximation to the second-order part of the Hessian 
of the objective function f. The program switches adaptively between a Gauss-Newton and an 
augmented Hessian approximation where the Gauss-Newton steps are computed from a corrected 
seminormal equation approach. If we write any of the nonlinear least-squares functionals in the 
generic form 
f(X) = 5 ?“i(X)’ = iR(X)TR(X) 
i=l 
and denote the Jacobian of R by J, then the Hessian of f is 
02f(x) = J(x)TJ(~) + 2 Ti(x) 02ri(x) 
i=l 
and the Gauss-Newton model at the iterate x = xk is 
q;(X) = ; R(Xk)TR(%) + (X - xk)TJ(%)TR(XI,) 
+ $ (X - .@TJ(Xk)TJ(&)(X - xk). 
In NL2SOL, one adds an approximation to the difference between this and the standard quadratic 
Taylor model of Newton’s method to obtain another model 
q;(X) = ; R(% )TR(Xk ) + (x - Xk )J(xk )TR(Xk ) 
+ $ (X - Xk)T[J(Xk)T.&&) + sk](x - xk). 
To update Sk, a straightforward modification of the Oren-Luenberger self-scaling technique [20] is 
used. Finally, the choice which of the above models to use is intimately related to the trust region 
approach utilized to pick &k which has the form 
where Hk is the current approximation of the Hessian, Dk a diagonal scaling matrix, and & 2 0 is 
chosen by the same procedure as in [ 191. More details can be found in [ 11, 21. The code is much 
larger and more complex than standard least-squares programs but has proven to be very robust and 
at the same time reasonably efficient. 
In a first phase of the solution process, a search was performed executing a suitable maximal 
number of iterations, typically 1000-5000 for each of a small number (10-15) of starting points 
with coefficients uniformly distributed in [- 1, 11. Those points that had a small f-value and not too 
large components were subsequently improved. For the initial phase the problems (3.2) or (3.6) led 
in general to a more effective reduction of the residual. In the second phase, however, it occasionally 
happened that DN2G(B) terminated prematurely when applied to (3.2) or (3.6). Then, a perturba- 
tion that led to a continued decrease of the residual, was accomplished by switching between the 
functionals (3.2) or (3.6) and (3.3) or (3.7). This way, in all cases solutions with sufficiently small 
residuals could be found. The bound constraints in DN2GB were mainly used to exclude solutions 
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with unduly large components. Never was a final solution computed which had one of the bound 
constraints active. 
First, the PORT routines DN2F(B) were used which employ a simple finite difference approxima- 
tion of the Jacobian of f. They were found not to yield satisfactory results and instead a high-order 
numerical differentiation provided in DONLP2 [ 131 was used in the routines DN2G(B). Alternatives 
would have been to code the exact derivatives as in [ 141 or to use automatic differentiation, for ex- 
ample, ADIFOR [ 11. The numerical differentiation in [ 131 uses sixth-order extrapolation, specifically 
Richardson extrapolation of three values of the symmetric difference quotient with a relatively large 
stepsize. Since the maximum of seventh partial derivatives on which the optimal stepsize 6 depends 
is unknown, it is replaced by 1 in the formula for this stepsize, namely 
6 = 0.25 * macheps”‘. 
The gradient vector 0’ = [ Ofi,. . . , VfNlT of a function f(x) is then approximated through the 
following algorithm: 
for i:= l(l)N do 
6x = 6( 1 + /Xi I); 
fi = f(x - axei); fi = f(x + 6xei); 
f3 = f(X - 26Xei); f4 = f(x + 26Xei); 
fs = f(x - 46xej); f6 = f(x + 46xei); 
Sl = (_h - fi )/(2~x); 
% = (_h - f3 )/(46x); 
s3 = (_h - h YWx); 
Vfi :=Sl + 0.4(Si - S2) + (a - 2S2 + S3)/45 
enddo 
Here, ei denotes the ith unit vector. 
This numerical differentiation procedure produced errors in the last significant solution components 
when compared with exact differentiation on a large number of optimization test problems solved 
by DONLP2 [13]. 
With the techniques described in this section, solution to the least-squares problems were obtained 
which satisfied quality criteria defined for the specific problem at hand and outlined in Section 6. 
While these solutions did not have zero residuals their quality as coefficients of high-order DIMSIM 
methods was deemed quite satisfactory and while attempts, for example, through use of extended 
precision computation to further decrease their residuals were made, they will not be reported here. 
The additional effort spent does not seem to be justified for our purposes. 
6. Examples of DIMSIMs of types 1 and 2 
We present below the examples of type 1 DIMSIMs of order p = 7 and p = 8. As explained 
in Section 5 the coefficients aij and vi were computed by the PORT library routines DN2G and 
J.C. Butcher et al. I Journal of Computational and Applied Mathematics 81 (1997) 181-196 191 
DN2GB applied to (3.2) and (3.6) or (3.3) and (3.7) and then represented in the rational form by 
using the MATHEMATICA function Rationalize[x, dx] with x = aij or x = ui and dx = 10-16. The 
consistency condition xi=, Ui = 1 has been lost because of the rational approximations and, hence, in 
any practical use of the methods, one of the Vi should be found numerically in terms of the others 
to ensure that consistency is exactly maintained. The coefficient matrix B was then computed using 
the formula (2.3), where the matrices B o, B1, and B2 correspond to the vectors c with components 
uniformly distributed on the unit interval [0, 11, that is 
[ 
1 2 s-2 T c=O- - ~ 
S-l s- 1 ... S-l 
1 . 
I 
The matrix B is not displayed here. 
To measure how well the derived methods approximate DIMSIMs with given stability properties, 
we compared stability polynomials p(w,z) and i(w,,?) of the methods listed below with the sta- 
bility polynomials p*(w,z) given by (3.1) for type 1 methods and with j*(w,.?) given by (3.5) 
for type 2 DIMSIMs. To be more specific, we monitored for type 1 methods the size of the coeffi- 
cients of the polynomials n(z), k = 2,3,. . . ,s, and the relative errors of the coefficients pl,l of the 
polynomial pr(z). These polynomials are defined in Section 3. This information is reflected in the 
following vectors: 
Absefl= [ (gp;,,l:: ... ( liz,Pzl)y 
and 
Relerr = IPLO - PL+y IPLS - PESI 
PC0 *** * 1 3 Pl,s 
where p&= l/j!, j=O,l,..., s. Similarly, for type 2 methods, we monitored the size of the coeffi- 
cients of the polynomials @,J.?), k = 3,4,. . . , s, and the relative errors of the coefficients & and & 
of the polynomials 1;r(,?) and j$(.?). These polynomials are defined in Section 3. This information 
is reflected in the following vectors: 
Relerrr = IF,,0 - XOI Id,,s - $,I 
IITOI *.. 1 ldiy ’ 
Relerr* = I&1 - IZJ Id&s - fits1 
Id:,l ... 1 Id2 ’ 
where j$ are the coefficients of the polynomials jz, k = 1,2, defined in Section 4. 
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Example 1. DIMSIM of type 1 with p=q=r =s= 7: 
A= 
0 0 0 0 0 0 0 
26 225 209 -~ 210944 121 0 0 0 0 0 0 
5 872 079 72 498 603 -~ 29242011 165 085 843 0 0 0 0 0 
10269405 1241 524 57 678 976 -___ 119 181617 30 758 345 136838653 0 0 0 0 
46 724 395 202 076 298 33 989 436 36 154 700 -~ 93 207 344 422 268 925 89 167 643 110456583 0 0 0 
197 176599 226 625 878 26 645 008 12647561 17 039 825 
247 564 823 252 937 909 35 221 845 140 225 087 43 998 836 0 0 
46 683 873 33 428 207 14947905 4 240 409 22 361 824 250 799 284 78558233 212785478 183 866 696 37 8 6 653 143 643 055 74 963 9  1 0 
28 395 433 
‘=[-37421856 
174 764 707 61068 807 78763283 108 651209 172 181322 203 608 151 T -~ ____ _~ 
42695076 7 786 489 18719361 18 468 937 18 569 233 -1’ 43410586 
Abserr= [3.17.10P9 2.54.10P9 4.63.10e9 5.66~10~~ 1.80. 1o-8 2.97 + lo-‘], 
Relerr = [ 1.78. lo-l5 7.77 e lo-” 5.12. lo-” 5.88. 1O-9 2.35. 1O-9 3.60. 1O-7 
3.02 . 1 O-6 1.01 1 10-5]. 
Example 2. DIMSIM of type 2 with p=q=r=s= 7: 
A= 
13 50 0 0 0 0 0 0 
8 399 358 12 117950 125 50 0 0 0 0 0 
137 677 936 158251283 _~ 12 85302451 168 989 756 50 0 0 0 0 
459 984 888 172 907 567 80 139 292 li 139340321 219474067 152818937 50 0 0 0 
117318730 55751383 40 708 070 7 529 384 13 -~ 25 139 701 64 457 867 3 1456 679 55 624 863 50 0 0 
54 651.586 248 094 804 288405 184 74 141340 41799 922 -~ -~ 11 12 102437 53 042 371 66 758 097 51360 623 92 623 973 50 0 
40862117 364213 522 116889055 345 753 185 444619571 3 474 421 -~ 12 
18940814 37 737 729 10983246 53 804 472 239 868 105 119096 105 50 
v~[--.--- 110162699 70 954 508 ~ 372 73 956 657 795 244 -~ 455524031 27231397 917894351 29 737 292 241476 7 0 4 439 488 329 14897231 5  632 --I 180 32 466 142 393 057 T > 
Abserr= [1.79.1O-8 1.21 .1O-8 5.53. 1o-8 9.84. 1O-8 7.00~10-*], 
R&ml = [1.(X'. lo-l4 4.35. 10-lo 4.23 * lop9 2.50 * lop7 2.38. 1O-7 4.08. lop6 
1.37. lop4 1.22. 1o-4], 
Relerr2 = [2.40. 1O-9 8.33 . lo-” 1.06.10-’ 6.68.1O-8 2.73.10-7 1.07.10-5 1.66.10-4: 
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Example 3. DIMSIM of type 1 with p = q = Y = s = 8: 
0 0 0 0 0 0 0 o1 
41686181 
32414671 0 0 0 0 0 0 0 
64 258 923 97 865 666 
7 925 396 185 134823 0 0 0 0 0 0 
456 302 423 14182864 22 834 578 -- -~ ___ 
32 742 546 117877009 57 844 559 0 0 0 0 0 
A= 567 357 943 50 235 523 59 902 158 13847132 -~ -~ ~ ____ 
38 684 087 37 656 308 149212 159 46 776 463 0 0 0 0’ 
172 785 083 644919221 55 003 604 11321982 
-1 -188 
34847813 
83 971505 58316 113 129216592 0 0 0 
547 956 953 102353633 37 989 857 60 118622 19638527 45 822 500 -~ -___ ~ 
25 421975 17 944 926 71135 872 79 790 849 132 550 897 140 763 599 
0 0 
465 883 421 231 177059 106717669 275 086 438 135 771059 50 169 104 -- 46 828 849 
16 020 725 -46 46 748 560 77 857 801 97419 189 134 197529 -0 169 521953 
a = [ 162 375 432 
-!!wL __ - -~ ~ -~ ~ 1418039 52 835 174 113716474 88 764 879 250 493 77 1 214334244 76608 154 
14617506 89 629 025 76 228 883 43 132 139 147 034 220 244 179 187 ----I, 99 863 579 
Abserr = [4.25 . lop8 6.98 .l OF* 4.52. lo-’ 5.29. lo-’ 1.12. 1O-7 1.55 . 1O-7 1.73 . 10-9], 
Relerr = [0 4.82. lo-” 4.79. 1O-9 5.69. 1O-9 1.75. 1O-7 2.55. 1O-7 1.64. lo-’ 
2.65 . lO-5 2.70. 10-3]. 
Example 4. DIMSIM of type 2 with p = q = r = s = 8: 
A= 
1 5 0 0 0 0 0 0 o- 
29660777 1 -~ 96 054 083 s 0 0 0 0 0 0 
81577 825 32950648 1 30562 841 -124 5 0 0 0 0 0’ 
50 671085 128721381 8 852 243 1 14723711 213 530981 71744 777 5 0 0 0 b 
135 894 950 1583 791 162948701 51753098 -99 -127 24 794 139 126 004 593 L 5 0 0 0’ 
113532 128 63892011 73715217 67 425 553 65 237 504 1 
81033671 81294 886 308 886 970 68492811 157412471 5 0 0 
-540 ~ 124601993 305 590 086 157075243 48 392 329 9 881646 ___ ~ _~ 1 66 152 888 62713455 109219325 51 178412 131656621 49220819 5 0 
625 208 861 190 997 406 260 676 039 337 300 447 540483031 65 381479 _ 4984456 1 
_ 33912725 17260115 36 675 763 100694 107 184731048 83474856 81463949 5 _ 
20 626 923 183 577 433 172451360 226 709 081 177 354 843 8 162 528 -___ ~ 44809749 T 
53 900 582 141021902 69672767 84276081 128 426 080 72 728 809 
--I 
34 193 171 ’ 
Abserr=[2.15.10e6 1.43.10P6 1.33. 1O-5 8.31 . 1O-5 1.89. 1O-5 2.98. lo-‘j], 
Relerrl = [0 5.23.10-’ 4.76.10P7 3.14.10P7 1.08.10P5 1.75.10e5 6.87.10-3 
1.20.10-’ 7.23 . lo-‘], 
Relerrz = [5.54. 1O-8 8.10. lo-’ 1.85. 1O-7 3.52. 1O-7 6.11. 1O-6 6.10. 1O-7 
1.29. 1O-3 3.85. 10-2]. 
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7. Assessment of the methods 
Even though the methods derived here have not yet been subjected to numerical testing, it is 
possible to say something about their likely performance in comparison with standard methods. 
We will consider, in particular, the type 1 method of order 8 derived here and attempt to assess it in 
comparison with the 12-stage explicit Runge-Kutta method of the same order derived by Dormand 
and Prince (DPRK8) [ 151. Making an appropriate resealing to compensate for the differing numbers 
of stages, it is found that the stability regions are almost identical. It is not possible to compare error 
constants for the two methods since, in the case of DPRK8, this is problem-dependent. However, 
using the canonical test problem u’=iy, we can compare the work to produce equivalent errors. 
It is found that from this point of view the two methods are again very similar; the scaled work for 
the DIMSIM method is approximately 6% greater than for DPRK8. 
These comparisons indicate that the order 8 type 1 DIMSIM is likely to have at least comparable 
performance to DPRK8. However, the fact that the stage order of the DIMSIM method is q = p = 8, 
suggests that this method will actually have several advantages. Without any additional computation 
in a step, order 8 interpolation is possible as is an asymptotically correct error estimate. These two 
properties are not achieved for DPRK8. It is also believed that the higher stage order will make the 
DIMSIM method more successful for mildly stiff problems. 
As we have remarked, from the point of view of truncation error, at least for constant-coefficient 
linear problems, the DPRKS and the DIMSIM methods are more or less equivalent. However, the 
fact that there are 12 rather than 8 stages in PRRK8 means that failed steps will cost much more 
for the Runge-Kutta method. Hence, for problems where such failures can arise, the DIMSIM is to 
be preferred. 
At first sight, the multivalue nature of the DIMSIM method creates implementation difficulties that 
do not arise for Runge-Kutta methods. This especially applies to the need for starting and stepsize 
changing algorithms. In a paper now under preparation [4], it is shown how stepsize changing can 
be carried out in an inexpensive manner without loss of stability. As for a starting method, this 
can be avoided by constructing a variable stepsize algorithm making use of type 1 methods that are 
now known from orders 1 up to the order? 7 and 8 methods announced in the present paper. The 
crucial elements of such an algorithm are all present because it is not only possible to estimate local 
truncation errors for each method in the sequence, but it is possible, without extra stages, to estimate 
the truncation errors for the next higher, and of course next lower, members of the sequence. 
Similar comments apply to DIMSIMs of type 2. Without any additional computation in a step 
interpolation of order p = q is possible as is an asymptotically correct error estimate. The problem 
of starting the integration can again be avoided by construction of a variable-step variable-order 
algorithm starting with a method of order one. Moreover, since these methods have stage order q 
equal to the order p they will not suffer from order reduction phenomenon while integrating stiff 
systems of ODES as do formulas of low stage order such as, for example, SDIRK methods. 
8. Concluding remarks 
We described the approach to the construction of DIMSIMs for the numerical solution of ODES. 
These methods form a subclass of general linear methods and have a considerable potential for 
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efficient implementation. We constructed both type 1 (explicit) and type 2 (implicit) methods which 
are appropriate for nonstiff or stiff differential systems, respectively, in a sequential computing envi- 
ronment. These methods were obtained using the approach based on least squares minimization with 
the aid of state-of-the-art PORT library routines DN2G and DN2GB. The examples of explicit and 
implicit methods are presented of order p and stage order 4 equal to p = q = 7 and p = q = 8. The 
explicit methods have the same stability region as polynomial approximation to the exponential func- 
tion of the same order. The stability function of the implicit methods is a generalized approximation 
to the exponental function which is A-stable and L-stable. 
This paper deals only with the construction of high order DIMSIMs of type 1 and 2 with prescribed 
stability properties. We are, however, well aware that various implementation issues related to these 
methods are equally, or perhaps even more important than construction, and may influence the choice 
of appropriate formulas. These implementation issues such as local error estimation, strategies for 
changing the stepsize and order of the methods, and construction of continuous interpolants are 
treated in recent papers [4, 8, 17, 221. The choice of starting procedures is considered in [22]. Note 
that we envisage that DIMSIMs would be used in a variable order implementation, and in such a 
case, the need for a specific starting method for each order is eliminated. 
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