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In this paper, we consider a semilinear elliptic boundary value
problem in a smooth bounded domain, having the so-called logistic
nonlinearity that originates from population dynamics, with a
nonlinear boundary condition. Although the logistic nonlinearity
has an absorption effect in the problem, the nonlinear boundary
condition is induced by the homogeneous incoming ﬂux on the
boundary. The objective of our study is to analyze the existence of
a bifurcation component of positive solutions from trivial solutions
and its asymptotic behavior and stability. We perform this analysis
using the method developed by Lyapunov and Schmidt, based on a
scaling argument.
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1. Introduction
Let Ω ⊂RN , N = 2,3, be a bounded domain with a smooth boundary ∂Ω . This paper is devoted to
the study of positive solutions of the following semilinear elliptic problem with a nonlinear boundary
condition
⎧⎨
⎩
−u = λ(m(x)u − u2) in Ω,
∂u
∂n
= λb(x)u2 on ∂Ω.
(1.1)
E-mail address: uken@mx.ibaraki.ac.jp.0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.08.043
K. Umezu / J. Differential Equations 252 (2012) 1146–1168 1147Here,
(1)  denotes the usual Laplacian in RN ;
(2) λ ∈R is a parameter;
(3) m ∈ Cθ (Ω) and b ∈ C1+θ (∂Ω) are Hölder continuous functions with exponent 0 < θ < 1, where
m is positive somewhere in Ω , that is, it may change sign, while b > 0 on ∂Ω;
(4) n is the unit outer normal to ∂Ω .
A solution u of (1.1) implies that u belongs to C2+θ (Ω) and satisﬁes (1.1). The solution u of (1.1)
is called positive if it is positive in Ω . However, from the strong maximum principle and boundary
point lemma due to Protter and Weinberger [17], it is found that a positive solution of (1.1) is strictly
positive in the closure Ω . In what follows, a solution (λ,u) of (1.1) means that u is a solution of (1.1)
for λ.
In this paper, we consider the positive solutions of (1.1) for λ > 0 from a biological point of view.
Equation −u = λ(m(x)u − u2) in Ω arises from population dynamics, in which the unknown func-
tion u biologically stands for the population density of some species with diffusion rate 1/λ, assuming
the logistic growth rate m(x)− u (see Cantrell and Cosner [7]). Our boundary condition indicates that
the incoming ﬂux rate (1/λ)∇u · n on ∂Ω depends nonlinearly on b(x)u2, which is homogeneous to
the logistic nonlinearity.
We should point out that problem (1.1) possesses two trivial sets of solutions. One is the axis
{(λ,0)} that represents the zero solution, and the other is the axis {(0, c)} that represents the constant
solutions for λ = 0. This paper is devoted to the study of bifurcation from the axes {(λ,0)} and
{(0, c)}. For determining the bifurcation points from {(λ,0)}, we study a linear eigenvalue problem
with indeﬁnite weight m, which is as follows:
⎧⎨
⎩
−φ = λm(x)φ in Ω,
∂φ
∂n
= 0 on ∂Ω. (1.2)
It is well known (Brown and Lin [6]) that there is no positive principal eigenvalue of (1.2) if∫
Ω
mdx 0, whereas problem (1.2) has a unique positive principal eigenvalue λ1, which is simple, if∫
Ω
mdx < 0. Here, an eigenvalue of (1.2) is called a principal eigenvalue if it possesses an eigenfunction
that does not change sign in Ω . We denote by φ1 ∈ C2+θ (Ω) a nonnegative principal eigenfunction
corresponding to λ1. Using the strong maximum principle and boundary point lemma, we can verify
that φ1 > 0 in Ω . To discuss the linearized stability of positive solutions of (1.1), we consider the
smallest eigenvalue μ1 of the following linearized eigenvalue problem at a solution (λ,u):⎧⎨
⎩
−ϕ = λ(mϕ − 2uϕ) + μϕ in Ω,
∂ϕ
∂n
= 2λbuϕ + μϕ on ∂Ω. (1.3)
A positive solution (λ,u) of (1.1) is called asymptotically stable, unstable, and weakly stable if μ1 is
positive, negative, and equal to zero, respectively ([21]).
Mathematically, the logistic nonlinearity (m(x) − u)u in Ω is concave, which is indicative of the
absorption effect, whereas b(x)u2 on ∂Ω is convex, which is indicative of the blowing up effect.
For concave-convex (or sublinear–superlinear) nonlinearities appearing in Ω , we refer to Ambrosetti,
Brezis, and Cerami [2]. The problem with absorption effects in Ω and the incoming ﬂux of the power
nonlinearity on ∂Ω can be found in [8,16,21–23,15,12,25]. Chipot, Fila, and Quittner [8] considered
power nonlinearity with constant coeﬃcients in Ω and established existence and nonexistence theo-
rems for positive solutions by using a variational technique and the topological degree theory. Pﬂüger
[16] extended a part of the results of [8] to the case of indeﬁnite variable coeﬃcients by a variational
approach, in which he also considered general coercive and noncoercive cases by replacing − by
− + q(x). Here, − + q(x) is called coercive and noncoercive if the smallest eigenvalue is positive
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with a certain type of logistic nonlinearities, that is,
⎧⎨
⎩
−u = λu − up in Ω,
∂u
∂n
= ur on ∂Ω, (1.4)
was considered by Morales-Rodrigo and Suárez [15] and García-Melián, Morales-Rodrigo, Rossi, and
Suárez [12]. In [15], the existence and nonexistence of positive solutions were discussed by using
the bifurcation theory, a super and subsolution technique, and a blow up technique for the corre-
sponding parabolic equation. In [12], the existence, nonexistence, stability, as well as the parameter
dependence of positive solutions were studied comprehensively by a bifurcation approach and super
and subsolution arguments.
In this paper, logistic nonlinearity is considered to have an indeﬁnite weight. This means that
biologically we study the effect of spatial heterogeneity of the growth rate in the steady state of
population distribution, and, mathematically, the set of positive solutions of (1.1) as the coercivity of
−−λm(x) changes. In fact, it is known (Afrouzi and Brown [1]) that the operator −−λm(x) varies
the coercivity as λ moves across λ1 if
∫
Ω
mdx < 0. In addition, from a viewpoint of the bifurcation
theory, the indeﬁnite case has a diﬃculty in that the operator − − λm(x) is degenerate at λ = 0 in
some sense under the homogeneous Neumann boundary condition if
∫
Ω
mdx = 0 (see Section 3).
First, we study the case
∫
Ω
mdx < 0. In this case, it was proved ([25, Theorem 1.1]) that the closure
of the set {(λ,u) ∈ [0,∞)× C(Ω): u is a positive solution of (1.1) for some λ} contains an unbounded
subcontinuum C0, that is, a maximal, closed, and connected subset of R × C(Ω), bifurcating from
{(λ,0)} at (λ1,0), and one can provide a suﬃcient condition for ensuring that subcontinuum C0
is unbounded in (0,∞) × C(Ω) and the projection of C0 to λ is [λ,∞) for some λ ∈ (0, λ1] ([25,
Corollary 1.4]).
Our aim here is to consider the case when the projection of C0 to λ is bounded. To state our main
results, we deﬁne by wm ∈ W a unique solution of the problem
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−w =m− 1|Ω|
∫
Ω
mdx in Ω,
∂w
∂n
= 0 on ∂Ω,∫
Ω
w dx = 0
(1.5)
and by wb ∈ W a unique solution of the problem
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−w = − 2|Ω|
∫
∂Ω
bds in Ω,
∂w
∂n
= 2b on ∂Ω,∫
Ω
w dx = 0,
(1.6)
where W is introduced in (3.4), |Ω| denotes the volume of Ω , and ds denotes the surface element
of ∂Ω . We remark that wm is not a constant if
∫
Ω
mdx = 0, and wb is not a constant in any case.
The ﬁrst main result of this paper provides us with suﬃcient conditions for determining the behavior
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to C0, which are as follows.
Theorem 1.1. Assume the condition that
∫
Ω
mdx < 0 and
∫
∂Ω
bφ31 ds 
∫
Ω
φ31 dx. Then, subcontinuum C0
bifurcates subcritically at (λ1,0), that is, to the region λ < λ1 at (λ1,0), and satisﬁes the condition that
the projection {λ > 0: (λ,u) ∈ C0 \ {(λ1,0)}} coincides with 0 < λ < λ1 . Moreover, (λ,u) ∈ C0 is a unique
positive solution among the positive solutions and is unstable for any λ less than but close to λ1 . In addition,
we have the following two assertions.
(I) We additionally assume that
∫
∂Ω
bds  |Ω|. Then, C0 does not touch the axes {(0, c)} and {(λ,0)}
except (λ1,0), and for any λ > 0 there exists a constant C > 0 such that ‖u‖C(Ω)  C for all (λ,u) ∈ C0 with
λ λ. Moreover, if
∫
∂Ω
bds < |Ω|, then any positive solutions (λk,uk) ∈ C0 with λk ↓ 0 are unstable for all k
suﬃciently large and satisﬁes
lim
k→∞
min
x∈Ω
uk(x) = ∞. (1.7)
Meanwhile, if
∫
∂Ω
bds = |Ω|, then we have a stronger assertion that (λ,u) ∈ C0 is a unique positive solution
among the positive solutions and is unstable for all λ > 0 suﬃciently small, and the behavior of the unique
positive solution (λ,uλ) can be expressed as follows:
lim
λ↓0 λ
1/2uλ =
√
−2 ∫
Ω
mdx∫
Ω
|∇wb|2 dx in C
2+θ (Ω). (1.8)
In particular, minx∈Ω uλ(x) → ∞ as λ ↓ 0.
(II) We additionally assume that
∫
∂Ω
bds > |Ω|. Then, C0 does not touch the axis {(λ,0)} except (λ1,0),
and there exists a constant C > 0 such that ‖u‖C(Ω)  C for all (λ,u) ∈ C0 with λ > 0. Moreover, (λ,u) ∈ C0
is a unique positive solution among the positive solutions and is unstable for all λ > 0 suﬃciently small, and
the behavior of the unique positive solution (λ,uλ) ∈ C0 can be expressed as follows:
lim
λ↓0 λ
−1
(
uλ −
∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
)
= Km,b in C2+θ (Ω), (1.9)
where
Km,b(x) =
∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
wm(x) +
( ∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
)2 wb(x)
2
+
∫
Ω
|∇wm|2 dx
|Ω| − ∫
∂Ω
bds
+ 3
∫
∂Ω
bwm ds
∫
Ω
mdx
(|Ω| − ∫
∂Ω
bds)2
+
∫
Ω
|∇wb|2 dx(
∫
Ω
mdx)2
2(|Ω| − ∫
∂Ω
bds)3
.
In particular, uλ →
∫
Ω mdx
|Ω|−∫∂Ω bds in C2+θ (Ω) as λ ↓ 0.
The bifurcation diagrams given by assertions (I) and (II) of Theorem 1.1 are shown in Figs. 1 and 2,
respectively.
Remark 1.2. Hypotheses of assertion (I) of Theorem 1.1 seem to be strict. Indeed, let m satisfy the
condition that
∫
mdx < 0 and
∫
Ω
φ31 dx∫
∂Ω
φ31 ds
<
|Ω|
|∂Ω| . (1.10)Ω
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∫
Ω
mdx < 0,
∫
∂Ω
bφ31 ds
∫
Ω
φ31 dx, and
∫
∂Ω
bds |Ω|.
Fig. 2. Minimal bifurcation diagram where
∫
Ω
mdx < 0,
∫
∂Ω
bφ31 ds
∫
Ω
φ31 dx, and
∫
∂Ω
bds > |Ω|.
If we let a constant b > 0 such that
∫
Ω
φ31 dx∫
∂Ω
φ31 ds
< b |Ω||∂Ω| ,
then coeﬃcients m and b satisfy the hypotheses of assertion (I) of Theorem 1.1. In Section 5, we will
show how to construct a function m with condition (1.10).
Theorem 1.1 does not refer to the case that
∫
Ω
mdx < 0 and
∫
∂Ω
bφ31 ds <
∫
Ω
φ31 dx. In this case,
it can be proved that the subcontinuum C0 bifurcates supercritically at (λ1,0) (see Theorem 2.1).
However, the supercritical bifurcation makes it diﬃcult to characterize the global behavior of C0.
It is still impossible to provide suﬃcient conditions for the projection of C0 to λ to be bounded
and unbounded, respectively. For the case of constant coeﬃcients, we refer to [12], where an a priori
upper bound for parameter λ for which there exists a positive solution of (1.4) plays a crucial role in
analyzing the supercritical case (see [12, Lemma 4.6]).
Next, we study the case
∫
Ω
mdx 0. Since the eigenvalue problem (1.2) has no positive principal
eigenvalue, there is no bifurcation of positive solutions of (1.1) from {(λ,0): λ > 0} (see Amann [3]).
Therefore, we consider bifurcation only from {(0, c): c  0 is a constant}. It was proved that there
exists a constant λ > 0 such that for any 0 < λ < λ, problem (1.1) has at least two positive solutions
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∫
∂Ω
bds < |Ω| ([23]) and no positive solution if ∫
∂Ω
bds > |Ω| ([24]). In [23], it was shown that the
ﬁrst positive solution (λ,uλ) is minimal among the positive solutions and satisﬁes
uλ →
∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
in C(Ω) as λ ↓ 0 (1.11)
and that the second positive solution tends to inﬁnity in the uniform norm ‖ · ‖C(Ω) as λ ↓ 0, that
is, bifurcation from inﬁnity can occur at λ = 0, and there are no other positive solutions that are
bounded in C(Ω) as λ ↓ 0. The uniqueness of an unbounded subcontinuum of positive solutions
from {(λ,0)} at (0,0) is deduced in the case ∫
Ω
mdx > 0 by applying the local bifurcation theory
proposed by Crandall and Rabinowitz [10], since we can see that the simplicity (2.6) and (2.7) holds
at (λ,u) = (0,0) by the same argument as in the case ∫
Ω
mdx < 0. This subcontinuum includes the
solution set {(0, c)} clearly, but the fact that −−λm(x) is noncoercive for any λ > 0 makes it hard to
analyze more its global behavior. In the case
∫
Ω
mdx = 0, we can prove that there exists a bifurcation
curve of positive solutions from (0,0) which does not intersect {(0, c): c > 0} in a neighborhood of
(0,0) (see (1.11)). However, it seems to be also diﬃcult to study the global extension of the bifurcation
curve. Indeed, condition (2.7) breaks down at (0,0) when
∫
Ω
mdx = 0, a sort of degeneracy as stated
above, which makes it impossible to apply the global bifurcation theory proposed by Rabinowitz [18]
(see also López-Gómez [13]). In such degenerate case of m, Brown [5] studied the global behavior of
bifurcation components for some semilinear elliptic problem (see Remark 3.6).
Our aim here is to consider two local bifurcation problems. One is the problem of the stability and
asymptotic behavior of the ﬁrst and second positive solutions for the case
∫
∂Ω
bds < |Ω|. In fact, by a
super and subsolution technique, one can show that the ﬁrst positive solution (λ,uλ) is weakly stable
in the stability region 0 u  uλ because it is minimal among the positive solutions ([3]). The other
is the problem of providing suﬃcient conditions for no bifurcation from {(0, c): c  0 is a constant}
and no bifurcation from inﬁnity at λ = 0, that is, for the nonexistence of positive solutions for any
suﬃciently small λ > 0. Now, the second main result is the following.
Theorem 1.3. Suppose that
∫
Ω
mdx 0. Then, the following two assertions hold true.
(I) If
∫
∂Ω
bds < |Ω|, then the ﬁrst positive solution (λ,uλ) of (1.1) as stated above is asymptotically stable
and satisﬁes (1.9). Moreover, any positive solutions (λk,uk) satisfying that ‖uk‖C(Ω) → ∞ as λk ↓ 0 are un-
stable for all k suﬃciently large and satisﬁes (1.7). In particular, the second positive solution as stated above is
unstable for any suﬃciently small λ > 0, and its minimum value in Ω tends to inﬁnity as λ ↓ 0.
(II) Assume at least one of the following three conditions:
∫
∂Ω
bds > |Ω|, (1.12)
∫
∂Ω
bds = |Ω| and
∫
Ω
mdx > 0, (1.13)
∫
∂Ω
bds = |Ω|,
∫
Ω
mdx = 0, and
∫
∂Ω
bwm ds = 0 or equivalently
∫
Ω
mwb dx = 0. (1.14)
Then, there exists λ > 0 such that problem (1.1) has no positive solution for 0 < λ < λ.
The bifurcation diagram given by assertion (I) of Theorem 1.3 is shown in Fig. 3.
The rest of this paper is organized as follows.
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Ω
mdx 0 and ∫
∂Ω
bds < |Ω|.
In Section 2, we solve the bifurcation problem at λ = λ1 for the case
∫
Ω
mdx < 0 by applying the
local bifurcation theory (Theorem 2.1). The homogeneity of both nonlinearities inside the domain and
on the boundary makes it diﬃcult to consider the direction and stability of the bifurcation curve near
the bifurcation point.
In Section 3, we study the asymptotic behavior, uniqueness, and stability of the bifurcation sub-
continuum of (1.1) for a small λ > 0. For this study, we focus on the study of local bifurcation of a
boundary value problem, i.e., problem (3.1), by scaling (1.1). As already stated, the case
∫
Ω
mdx = 0
has some degeneracy; therefore, the general local bifurcation theory cannot be directly applied to the
scaled boundary value problem. For this reason, the scaled problem is reduced to a ﬁnite-dimensional
bifurcation equation by the method of Lyapunov and Schmidt (Proposition 3.1). Such approach was
made in the original problem (1.1) for the degenerate case by the author [21–23], inspired by Saut and
Scheurer [20], and the same approach appears in Brown [5]. In addition to the bifurcation approach,
we effectively use the a priori upper bounds for positive solutions established by Morales-Rodrigo and
Suárez [15, Theorem 4.4] and García-Melián, Morales-Rodrigo, Rossi, and Suárez [12, Lemma 2.4] in
order to study values of λ at which bifurcation from inﬁnity is possible (Theorem 3.2). Section 3 is
the main part of this paper.
In Section 4, we prove our main results; that is, we prove Theorems 1.1 and 1.3. In Section 5, we
provide an example of the indeﬁnite weight function m satisfying condition (1.10).
At the end of the Introduction, it should be mentioned that the restriction N = 2,3 for the space
dimension comes from the result of a priori upper bounds for positive solutions, Theorem 3.3 (see
condition (3.13)), and our approach can be extended to the problem
⎧⎨
⎩
−u = λ(m(x)u − up) in Ω,
∂u
∂n
= λb(x)uq on ∂Ω,
where N = 2, p and q are integers > 2, and p = q. Indeed, we make essential use of the analyticity
of up with integer p > 1 at u = 0. However, the case p 	= q is hard to treat in our approach, since the
scaling argument developed in Section 3 does not work.
2. Local bifurcation analysis at (λ1,0)
Let us consider the problem
⎧⎨
⎩
−u = λ(m(x)u − u j) in Ω,
∂u = λb(x)u j on ∂Ω,
(2.1)∂n
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the following local bifurcation result for (2.1).
Theorem 2.1. Assume that
∫
Ω
mdx < 0. Then, the following two assertions hold true.
(I) There exists a bifurcation curve (λ(s),u(s)) of solutions of (2.1) at (λ1,0) parametrized by s ∈ (−ε, ε)
for some ε > 0, satisfying
λ(s) = λ1 + γ (s), u(s) = s
(
φ1 + z(s)
)
,
z(·) ∈ Z , 〈φ1〉 ⊕ Z = C2+θ (Ω)
with the condition that γ (0) = 0, z(0) = 0, and γ (s) and z(s) are both real analytic at s = 0. Furthermore, if
(λ,u) is a solution of (2.1) in a neighborhood of (λ1,0), then either (λ,u) = (λ(s),u(s)) for some s or u = 0.
(II) Let j = 2. Then, we have
γ ′(0) = λ1(
∫
Ω
φ31 dx−
∫
∂Ω
bφ31 ds)∫
Ω
mφ21 dx
(2.2)
and additionally if
∫
∂Ω
bφ31 ds =
∫
Ω
φ31 dx, then
γ ′′(0) = −4
∫
Ω
(|∇z′(0)|2 − λ1mz′(0)2)dx∫
Ω
mφ21 dx
< 0. (2.3)
Moreover, the smallest eigenvalue μ1(s) := μ1(λ(s),u(s)) of (1.3) for the solution (λ(s),u(s)) satisﬁes that
μ′1(0) =
γ ′(0)
∫
Ω
mφ21 dx∫
Ω
φ21 dx+
∫
∂Ω
φ21 ds
, (2.4)
and that additionally if
∫
∂Ω
bφ31 ds =
∫
Ω
φ31 dx, then
μ′′1(0) =
−2 ∫
Ω
(|∇ϕ′1(0)|2 dx− λ1mϕ′1(0)2)dx∫
Ω
φ21 dx+
∫
∂Ω
φ21 ds
< 0, (2.5)
where ϕ1(s) indicates the positive eigenfunction of μ1(s) satisfying
∫
Ω
ϕ1(s)
2 dx+
∫
∂Ω
ϕ1(s)
2 ds =
∫
Ω
φ21 dx+
∫
∂Ω
φ21 ds.
Proof. We apply the result of Crandall and Rabinowitz [10, Theorem 1.7], [11, Lemma 1.1] and López-
Gómez [13, Theorem 2.2.1] to prove assertion (I). For this proof, we consider (2.1) in the following
framework of Hölder spaces:
F :R× C2+θ (Ω) −→ Cθ (Ω) × C1+θ (∂Ω),
(λ,u) −→
(
−u − λ(mu − u j), ∂u
∂n
− λbu j
)
.
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C2+θ (Ω) → Cθ (Ω) × C1+θ (∂Ω) at (λ,0) is given as
Fu(λ,0)ϕ =
(
−ϕ − λmϕ, ∂ϕ
∂n
)
.
We let L(λ) = Fu(λ,0) and L′(λ)ϕ = (−mϕ, 0). We also set L1 = L(λ1) and L2 = L′(λ1), and then,
by direct computations, we can verify that the principal eigenvalue λ1 is simple of (L1, L2), as in the
following sense:
N (L1) = 〈φ1〉, dimN (L1) = codimR(L1) = 1, (2.6)
L2
(N (L1))⊕ R(L1) = Cθ (Ω) × C1+θ (∂Ω), (2.7)
where N (·) and R(·) denote the null space and range of a mapping, respectively. Hence, assertion (I)
of Theorem 2.1 follows by applying [13, Theorem 2.2.1].
Next, we verify assertion (II), where we consider problem (2.1) with j = 2. Since (λ(s),u(s)) is a
solution of (1.1), we have
⎧⎨
⎩
−z(s) = λ(s)mz(s) + γ (s)mφ1 − λ(s)s
(
φ1 + z(s)
)2
in Ω,
∂z(s)
∂n
= λ(s)bs(φ1 + z(s))2 on ∂Ω. (2.8)
By differentiating (2.8) by s, considering the case s = 0, and putting z1 = z′(0), it follows that⎧⎨
⎩
(− − λ1m)z1 = γ ′(0)mφ1 − λ1φ21 in Ω,
∂z1
∂n
= λ1bφ21 on ∂Ω.
(2.9)
This implies
0 =
∫
Ω
(
γ ′(0)mφ1 − λ1φ21
)
φ1 dx+
∫
∂Ω
(
λ1bφ
2
1
)
φ1 ds.
Since
∫
Ω
mφ21 dx = λ−11
∫
Ω
|∇φ1|2 dx > 0 from (1.2), assertion (2.2) follows.
Now, we prove (2.3). Note that γ ′(0) = 0 in the case we consider. We differentiate (2.8) twice by s,
consider the case s = 0, and then, obtain, just as in (2.9).
0=
∫
Ω
(
γ ′′(0)mφ1 − 4λ1φ1z1
)
φ1 dx+
∫
∂Ω
(4λ1bφ1z1)φ1 ds,
and thus that
γ ′′(0) = 4λ1(
∫
Ω
φ21 z1 dx−
∫
∂Ω
bφ21 z1 ds)∫
Ω
mφ21 dx
. (2.10)
When we consider the right-hand side of (2.10), we apply Green’s formula to (2.9) with γ ′(0) = 0 to
note ∫ (|∇z1|2 − λ1mz21)dx = λ1
( ∫
bφ21 z1 ds −
∫
φ21 z1 dx
)
. (2.11)Ω ∂Ω Ω
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tional characterization of λ1 (see [6]) to notice that the left-hand side of (2.11) is positive; therefore,
combining (2.10) and (2.11) proves (2.3).
Finally, we prove (2.4) and (2.5). We consider the linearized eigenvalue problem (1.3) at (λ(s),u(s))
⎧⎨
⎩
−ϕ = λ(s)(m− 2u(s))ϕ + μϕ in Ω,
∂ϕ
∂n
= 2λ(s)bu(s)ϕ + μϕ on ∂Ω. (2.12)
Then, it is known that the smallest eigenvalue μ1 = μ1(s) is simple and principal. It is clear that
λ(0) = λ1, u(0) = 0, μ1(0) = 0, and ϕ1(0) = φ1. Moreover, μ1(s) and ϕ1(s) are both real analytic at
s = 0. Indeed, when we consider the mapping
G : (−ε, ε) ×R× C2+θ (Ω) −→ Cθ (Ω) × C1+θ (∂Ω) ×R,
(s,μ,ϕ) −→
(
−ϕ − λ(s)(m − 2u(s))ϕ − μϕ, ∂ϕ
∂n
− 2λ(s)bu(s)ϕ − μϕ,
∫
Ω
ϕ2 dx+
∫
∂Ω
ϕ2 ds −
(∫
Ω
φ21 dx+
∫
∂Ω
φ21 ds
))
,
it follows that G(0,0, φ1) = 0 and the Fréchet derivative G(μ,ϕ)(0,0, φ1) : R × C2+θ (Ω) → Cθ (Ω) ×
C1+θ (∂Ω) × R with respect to (μ,ϕ) at (s,μ,ϕ) = (0,0, φ1) is a homeomorphism by the standard
argument; therefore, the implicit function theorem can be applied to obtain
G(s,μ,ϕ) = 0 ⇐⇒ (μ,ϕ) = (μ(s),ϕ(s)), |s|  1,
μ(0) = 0, ϕ(0) = φ1, and μ(s) and ϕ(s) are both real analytic at s = 0 (see Zeidler [26]). Since φ1 is
positive in Ω , ϕ(s) is also positive in Ω by continuity. Hence, by uniqueness we ﬁnd that μ(s) = μ1(s)
and ϕ(s) = ϕ1(s), as desired.
Now, the argument is similar as in the proofs of (2.2) and (2.3). We differentiate by s problem
(2.12) with μ = μ1(s) and ϕ = ϕ1(s), and then, consider the case s = 0:
⎧⎨
⎩
(− − λ1m)ϕ′1(0) = γ ′(0)mϕ1(0) − 2λ1u′(0)ϕ1(0) + μ′1(0)ϕ1(0) in Ω,
∂ϕ′1(0)
∂n
= 2λ1bu′(0)ϕ1(0) + μ′1(0)ϕ1(0) on ∂Ω.
(2.13)
It follows that
0=
∫
Ω
(
γ ′(0)mϕ1(0) − 2λ1u′(0)ϕ1(0) + μ′1(0)ϕ1(0)
)
φ1 dx
+
∫
∂Ω
(
2λ1bu
′(0)ϕ1(0) + μ′1(0)ϕ1(0)
)
φ1 ds. (2.14)
Combining (2.14), (2.2), and the fact that u′(0) = ϕ1(0) = φ1 proves (2.4).
Finally, to prove (2.5), we differentiate twice by s problem (2.12) with μ = μ1(s) and ϕ = ϕ1(s),
and then, consider the case s = 0 similarly, so that since u′(0) = ϕ1(0) = φ1, we have
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(∫
Ω
φ21 dx+
∫
∂Ω
φ21 ds
)
= −γ ′′(0)
∫
Ω
mφ21 dx+ 2λ1
(∫
Ω
u′′(0)φ21 dx−
∫
∂Ω
bu′′(0)φ21 ds
)
+ 4λ1
(∫
Ω
ϕ′1(0)φ21 dx−
∫
∂Ω
bϕ′1(0)φ21 ds
)
. (2.15)
It is straightforward that u′′(0) = 2z1, where z1 is given by (2.9); therefore, assertions (2.10) and (2.15)
give
μ′′1(0) =
4λ1(
∫
Ω
ϕ′1(0)φ21 dx−
∫
∂Ω
bϕ′1(0)φ21 ds)∫
Ω
φ21 dx+
∫
∂Ω
φ21 ds
. (2.16)
From (2.13) with γ ′(0) = μ′1(0) = 0, we deduce
∫
Ω
(∣∣∇ϕ′1(0)∣∣2 dx− λ1mϕ′1(0)2)dx = 2λ1
( ∫
∂Ω
bφ21ϕ
′
1(0)dx−
∫
Ω
φ21ϕ
′
1(0)ds
)
. (2.17)
The left-hand side is positive in the same argument as in (2.11); therefore, combining (2.16) and (2.17)
proves (2.5).
The proof of Theorem 2.1 is now complete. 
Remark 2.2. From (2.2) and (2.3) we derive that the bifurcation curve is transcritical if
∫
∂Ω
bφ31 ds 	=∫
Ω
φ31 dx and is of pitchfork type if
∫
∂Ω
bφ31 ds =
∫
Ω
φ31 dx.
Combining (2.2) and (2.4), we ﬁnd that if
∫
∂Ω
bφ31 ds 	=
∫
Ω
φ31 dx, then the sign of μ1(s) coincides
with that of sγ ′(0) for s 	= 0. If ∫
∂Ω
bφ31 ds =
∫
Ω
φ31 dx, then assertions (2.2), (2.4), and (2.5) provide
that it is negative for s 	= 0.
3. Scaling arguments and bifurcation analysis at the origin
In this section, we study (1.1) for λ > 0 small. This study is based on a scaling argument. Let (λ,u)
be a solution of (1.1). By the scaling v = λu, it follows that
⎧⎨
⎩
−v = λmv − v2 in Ω,
∂v
∂n
= bv2 on ∂Ω. (3.1)
Here and in the sequel, a solution (λ, v) of (3.1) means that v is a solution of (3.1) for λ. First, we
discuss the bifurcation problem at (λ, v) = (0,0) for (3.1), as in Section 2. However, it is easy to no-
tice that condition (2.7) breaks down for (λ, v) = (0,0) for the case ∫
Ω
mdx = 0, although both (2.6)
and (2.7) are satisﬁed for (λ, v) = (0,0) if ∫
Ω
mdx 	= 0. This means that it is diﬃcult to directly apply
the local bifurcation theory from simple eigenvalues to the case
∫
Ω
mdx = 0. To overcome this diﬃ-
culty, we proceed our argument by reducing (3.1) to a bifurcation equation in the ﬁnite-dimensional
space R2, following the Lyapunov and Schmidt procedure. To better understand the structure of bi-
furcation curves, we also analyze the bifurcation equation for the case
∫
Ω
mdx 	= 0. For discussing the
stability of positive solutions on the bifurcation curves, we consider the smallest eigenvalue η1 of the
linearized problem of (3.1)
⎧⎨
⎩
−ψ = λmψ − 2vψ + ηψ in Ω,
∂ψ = 2bvψ + ηψ on ∂Ω. (3.2)
∂n
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ing to η1.
Let v = t + w be the orthogonal decomposition of L2(Ω), where, as we know well, t is given as
t = 1|Ω|
∫
Ω
v dx. We denote by P the projection of L2(Ω) to {w ∈ L2(Ω): ∫
Ω
w dx = 0}, deﬁned as
w = P v = v − t . Then, letting (λ, v) be a solution of (3.1), that is, letting F (λ, v) = (0,0), where F is
the mapping
F :R× C2+θ (Ω) −→ Cθ (Ω) × C1+θ (∂Ω),
(λ, v) −→
(
−v − λmv + v2, ∂v
∂n
− bv2
)
,
we see, by using Green’s formula, that
P (−v) = −w + 1|Ω|
∫
∂Ω
bv2 ds,
(1− P )(−v) = (1− P )(λv − v2) ⇐⇒ ∫
Ω
(
λmv − v2)dx+ ∫
∂Ω
bv2 ds = 0.
It is easy to check that F (λ, v) = (0,0) if and only if (λ, t,w) satisﬁes the following conditions:
F˜ (λ, t,w) = (0,0) and∫
Ω
(
λm(t + w) − (t + w)2)dx+ ∫
∂Ω
b(t + w)2 ds = 0, (3.3)
where F˜ :R×R× W → Z ;
(λ, t,w) −→
(
−w + 1|Ω|
∫
∂Ω
b(t + w)2 ds − P(λm(t + w) − (t + w)2), ∂w
∂n
− b(t + w)2
)
with the Banach spaces
W =
{
w ∈ C2+θ (Ω):
∫
Ω
w dx = 0
}
,
Z =
{
( f , g) ∈ Cθ (Ω) × C1+θ (∂Ω):
∫
Ω
f dx+
∫
∂Ω
g ds = 0
}
. (3.4)
We ﬁrst solve F˜ (λ, t,w) = (0,0) around (λ, t,w) = (0,0,0). Clearly, F˜ (0,0,0) = (0,0). By a simple
calculation, the Fréchet derivative F˜ w(0,0,0) : W → Z is given as F˜ w(0,0,0)w = (−w, ∂w∂n ). This is
a homeomorphism; therefore, the implicit function theorem can be applied to ﬁnd that the equation
F˜ (λ, t,w) = 0 is uniquely solvable with respect to w around the origin, and the unique solution
w = w(λ, t) is real analytic at (0,0) with the condition w(0,0) = 0 ([26]). By substituting the solution
w(λ, t) for w into (3.3), we have the following bifurcation equation in R2:
Φ(λ, t) :=
∫
Ω
(
λm
(
t + w(λ, t))− (t + w(λ, t))2)dx+ ∫
∂Ω
b
(
t + w(λ, t))2 ds = 0. (3.5)
Since w(λ, t) is real analytic at the origin, so is Φ(λ, t).
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η = 0 is a simple eigenvalue of the linearized eigenvalue problem (3.2) at (λ, v) = (0,0); however, we
obtain suﬃcient conditions for no bifurcation at (λ, v) = (0,0), that is, conditions for ensuring that
any solution (λ, v) of (3.1) in a neighborhood of (0,0) is (λ,0) for some λ.
Proposition 3.1. Let v = t + w ∈R⊕W be the decomposition of v ∈ C2+θ (Ω), as stated above. Then, the set
{(λ, v)} of nontrivial solutions of (3.1) around (0,0) consists of the following bifurcation curve.
(I) Suppose that
∫
∂Ω
bds 	= |Ω|. Then, v = t(λ) + w(λ, t(λ)) with some function t(λ) of λ, where t is real
analytic at λ = 0, t(0) = 0, and
v(λ) = λ
{ ∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
+ λ
( ∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
wm +
( ∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
)2 wb
2
+
∫
Ω
|∇wm|2 dx
|Ω| − ∫
∂Ω
bds
+ 3
∫
∂Ω
bwm ds
∫
Ω
mdx
(|Ω| − ∫
∂Ω
bds)2
+
∫
Ω
|∇wb|2 dx(
∫
Ω
mdx)2
2(|Ω| − ∫
∂Ω
bds)3
)
+ o(λ)
}
, λ → 0.
(3.6)
Moreover, if
∫
Ω
mdx 	= 0, then the sign of the smallest eigenvalue η1(λ) of (3.2) at (λ, v(λ)) coincides with
that of λ
∫
Ω
mdx for λ 	= 0. In particular, a positive solution (λ, v(λ)) for λ > 0 is asymptotically stable if∫
Ω
mdx > 0, and it is unstable if
∫
Ω
mdx < 0. Meanwhile, if
∫
Ω
mdx = 0, then (λ, v(λ)) on the bifurcation
curve is asymptotically stable for λ 	= 0.
(II) Suppose that
∫
∂Ω
bds = |Ω| and ∫
Ω
mdx 	= 0. Then, λ = λ(t) and v = t + w(λ(t), t) with some func-
tion λ(t) of t, where λ is real analytic at t = 0, λ(0) = 0, and
λ(t) = t2
(
−
∫
Ω
|∇wb|2 dx
2
∫
Ω
mdx
+ o(1)
)
, (3.7)
v(t) = t
(
1+ wb
2
t + o(t)
)
, t → 0. (3.8)
Moreover, (λ(t), v(t)) on the bifurcation curve is unstable for t 	= 0.
(III) Suppose that
∫
∂Ω
bds = |Ω| and ∫
Ω
mdx = 0. Additionally if ∫
∂Ω
bwm ds = 0 (or equivalently∫
Ω
mwb dx = 0), then any solution (λ, v) of (3.1) in a neighborhood of (0,0) is (λ,0) for some λ.
The bifurcation diagrams obtained by assertions (I) and (II) of Proposition 3.1 are shown in Fig. 4
in the following cases.
(I-i) (
∫
Ω
mdx)(|Ω| − ∫
∂Ω
bds) > 0,
(I-ii) (
∫
Ω
mdx)(|Ω| − ∫
∂Ω
bds) < 0,
(I-iii)
∫
Ω
mdx = 0 and ∫
∂Ω
bds < |Ω|,
(I-iv)
∫
Ω
mdx = 0 and ∫
∂Ω
bds > |Ω|,
(II-i)
∫
Ω
mdx < 0 and
∫
∂Ω
bds = |Ω|,
(II-ii)
∫
Ω
mdx > 0 and
∫
∂Ω
bds = |Ω|.
Proof. We have only to solve Eq. (3.5) by considering the Taylor expansion of series of Φ at
(λ, t) = (0,0). Since w(0,0) = 0, we have Φ(0,0) = 0. By direct computations, the partial deriva-
tives ∂
kw
∂λ j∂tk− j (0,0) and
∂kΦ
∂λ j∂tk− j (0,0) can be obtained in the same manner as in Umezu [21–23]
and Brown [5]. So, we omit details of the computations. Indeed, we have from the equation
F˜ (λ, t,w(λ, t)) = 0 that
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∂kw
∂λk
(0,0) = 0, k 1,
wt(0,0) = 0, wtt(0,0) = wb, wλt(0,0) = wm,
where wm and wb are the unique solutions of (1.5) and (1.6), respectively. Here we have used the
fact that ∂
kw
∂λ j∂tk− j (0,0) ∈ W . It follows that
∂kΦ
∂λk
(0,0) = 0, k 1,
Φt(0,0) = 0, Φtt(0,0) = −2|Ω| + 2
∫
∂Ω
bds, Φλt(0,0) =
∫
Ω
mdx,
Φλtt(0,0) = 6
∫
∂Ω
bwm ds = 3
∫
Ω
mwb dx, Φλλt(0,0) = 2
∫
Ω
|∇wm|2 dx,
Φttt(0,0) = 3
∫
Ω
|∇wb|2 dx,
where we have used the fact that
∫
Ω
|∇wm|2 dx =
∫
Ω
mwm dx,
∫
Ω
|∇wb|2 dx = 2
∫
∂Ω
bwb ds, and∫
Ω
mwb dx = 2
∫
∂Ω
bwm ds from (1.5) and (1.6). To sum up, the expansion of series of Φ at (0,0)
is given by use of the coeﬃcients m and b as follows:
Φ(λ, t) = tΦ˜(λ, t), where
Φ˜(λ, t) = λ
∫
Ω
mdx− t
(
|Ω| −
∫
∂Ω
bds
)
+ λ2
∫
Ω
|∇wm|2 dx+ 3λt
∫
∂Ω
bwm ds + t
2
2
∫
Ω
|∇wb|2 dx
+ higher order terms with respect to λ and t, |λ| + |t| → 0, (3.9)
and then, our problem is reduced to the equation Φ˜(λ, t) = 0 near the origin.
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∫
∂Ω
bds 	= |Ω| makes sure that
Φ˜t(0,0) = −|Ω| +
∫
∂Ω
bds 	= 0; therefore, the implicit function theorem ensures that there exists
a unique solution t(λ) of the equation Φ˜(λ, t) = 0 around the origin such that t(0) = 0, t(λ) is real
analytic at λ = 0,
t′(0) = − Φ˜λ(0,0)
Φ˜t(0,0)
=
∫
Ω
mdx
|Ω| − ∫
∂Ω
bds
, and
t′′(0) = −Φ˜λλ(0,0) − 2Φ˜λt(0,0)t
′(0) − Φ˜tt(0,0)t′(0)2
Φ˜t(0,0)
= 2
∫
Ω
|∇wm|2 dx
|Ω| − ∫
∂Ω
bds
+ 6
∫
∂Ω
bwm ds
∫
Ω
mdx
(|Ω| − ∫
∂Ω
bds)2
+
∫
Ω
|∇wb|2 dx(
∫
Ω
mdx)2
(|Ω| − ∫
∂Ω
bds)3
.
Since v(λ) = t(λ) + w(λ, t(λ)), w(0,0) = wλ(0,0) = wt(0,0) = wλλ(0,0) = 0, wλt(0,0) = wm , and
wtt(0,0) = wb , it follows that
v(λ) = t′(0)λ + t
′′(0)
2
λ2 + · · ·
+ 1
2
{
2wλt(0,0)λ
(
t′(0)λ + t
′′(0)
2
λ2 + · · ·
)
+ wtt(0,0)
(
t′(0)λ + t
′′(0)
2
λ2 + · · ·
)2}
+ higher order terms with respect to λ;
therefore, we obtain (3.6).
Next, we verify (3.7) and (3.8). We observe that Φ˜λ(0,0) =
∫
Ω
mdx 	= 0; therefore, the implicit
function theorem ensures that the equation Φ˜(λ, t) = 0 is uniquely solvable at the origin by a real
analytic function λ = λ(t) with λ(0) = 0. We observe from (3.9) that λ′(0) = 0 and
λ′′(0) = − Φ˜tt(0,0)
Φ˜λ(0,0)
= −
∫
Ω
|∇wb|2 dx∫
Ω
mdx
	= 0,
and thus that
v(t) = t + w(λ(t), t)
= t + 1
2
(
2wλt(0,0)λ(t)t + wtt(0,0)t2
)+ higher order terms with respect to t
= t
(
1+ wb
2
t + o(t)
)
, t → 0;
therefore, we obtain (3.7) and (3.8).
Next, we verify assertion (III). By the assumptions
∫
∂Ω
bds = |Ω|, ∫
Ω
mdx = 0, and ∫
∂Ω
bwm ds = 0,
it follows from (3.9) that
Φ˜(λ, t) = λ2
∫
Ω
|∇wm|2 dx+ t
2
2
∫
Ω
|∇wb|2 dx+ higher order terms with respect to λ and t.
We observe that
∫
Ω
|∇wm|2 dx and
∫
Ω
|∇wb|2 dx are both positive, since
∫
Ω
mdx = 0; therefore, the
so-called Morse lemma is applicable to ensures that
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as desired.
Now, it remains to prove the stability results in assertions (I) and (II). These results are proved in
an analogous manner as in the case of Theorem 2.1. For case (I), let η1(λ) be the smallest eigenvalue
of (3.2) at (λ, v(λ)), and let ψ1(λ) be the positive eigenfunction corresponding to η1(λ) satisfying∫
Ω
ψ1(λ)
2 dx+
∫
∂Ω
ψ1(λ)
2 ds = |Ω| + |∂Ω|.
It should be noted that η1(0) = 0 and ψ1(0) = 1. Moreover, since vλ is real analytic at λ = 0, by
the implicit function theorem, η1(λ) and ψ1(λ) are also real analytic at λ = 0. Since η1(0) = 0, we
need to examine the sign of η′1(0) in order to determine the sign of η1(λ) for λ close to 0. Under
the assumption
∫
∂Ω
bds 	= |Ω|, we differentiate by λ problem (3.2) with (λ, v(λ)), η = η1(λ), and
ψ = ψ1(λ), consider the case λ = 0, and then, obtain
η′1(0) =
∫
Ω
mdx
|Ω| + |∂Ω| , (3.10)
where we have used that v ′(0) =
∫
Ω mdx
|Ω|−∫∂Ω bds from (3.6). Additionally if
∫
Ω
mdx 	= 0, then the desired
assertion follows from (3.10). On the other hand, if
∫
Ω
mdx = 0, then we have η′1(0) = 0 from (3.10).
So, we need to examine the sign of η′′1(0) for our purpose. We differentiate twice by λ problem (3.2)
with (λ, v(λ)), η = η1(λ), and ψ = ψ1(λ), consider the case λ = 0, and then, obtain
η′′1(0) =
4
∫
Ω
|∇wm|2 dx− 2
∫
Ω
mψ ′1(0)dx
|Ω| + |∂Ω| .
It is easy to see from (1.5) that ψ ′1(0) = wm + c for some constant c; therefore,
η′′1(0) =
2
∫
Ω
|∇wm|2 dx
|Ω| + |∂Ω| > 0,
as desired.
Finally, the argument for case (II) is the same. We consider the smallest eigenvalue η1(t) of (3.2)
at the solution (λ(t), v(t)). Here, the positive principal eigenfunction ψ1(t) is chosen such that∫
Ω
ψ1(t)
2 dx+
∫
∂Ω
ψ1(t)
2 ds = |Ω| + |∂Ω|.
Then, by the implicit function theorem we can verify that η1(0) = 0, ψ1(0) = 1, and η1(t) and ψ1(t)
are both real analytic at t = 0 and the same argument just as in case (I) provides that η′1(0) = 0 and
η′′(0) = −2
∫
Ω
|∇wb|2 dx
|Ω| + |∂Ω| < 0,
as desired.
The proof of Proposition 3.1 is now complete. 
Now, on the basis of Proposition 3.1, we prove the following result about the uniqueness and
stability of the positive solutions of (3.1) for λ > 0 small.
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∫
Ω
mdx < 0. If
∫
∂Ω
bds |Ω|, then there exists λ > 0 such that problem (3.1)
has a unique positive solution (λ, vλ) for 0 < λ λ, which is unstable and satisﬁes ‖vλ‖C(Ω) → 0 as λ ↓ 0.
Conversely, in the case that
∫
∂Ω
bds < |Ω|, if (λk, vk) are positive solutions of (3.1)with the condition λk ↓ 0,
then a subsequence of (λk, vk), still denoted by the same notation, converges to (0, v0) in R× C2+θ (Ω) for
some v0 , where v0 is a positive solution of the limiting problem
⎧⎨
⎩
−v = −v2 in Ω,
∂v
∂n
= bv2 on ∂Ω (3.11)
and is unstable.
(II) Assume that
∫
Ω
mdx 0. If
∫
∂Ω
bds < |Ω|, then there exist λ,C > 0 such that for any 0 < λ λ prob-
lem (3.1) has a unique positive solution (λ, vλ) with the condition that ‖vλ‖C(Ω)  C, which is asymptotically
stable and satisﬁes ‖vλ‖C(Ω) → 0 as λ ↓ 0. Moreover, if (λk, vk) are positive solutions of (3.1) with the con-
dition λk ↓ 0 and ‖vk‖C(Ω) 	→ 0, then a subsequence of (λk, vk), which is still denoted by the same notation,
converges to (0, v0) in R× C2+θ (Ω) for some v0 , where v0 is a positive solution of (3.11) and is unstable.
Proof. First, it is straightforward that the positive solutions (λ, vλ) in assertions (I) and (II) of this
theorem are quite (λ, v(λ)) and (λ(t), v(t)) by Proposition 3.1, respectively; therefore, the asymptotic
behavior and stability results of (λ, vλ) are derived from assertions (I) and (II) of Proposition 3.1.
Next, we prove the uniqueness result in assertion (I). We start the proof with a priori bounds for
the positive solutions of (3.1), which is based on the following known result (see [15, Theorem 4.4]).
Theorem 3.3. Consider positive solutions of the problem
⎧⎨
⎩
−u = f (x,u) in Ω,
∂u
∂n
= g(x,u) on ∂Ω, (3.12)
where f : Ω × [0,∞) →R and g : ∂Ω × [0,∞) →R are suﬃciently smooth. Let
1 < p <
N + 2
N − 2 , 1 < q <
N
N − 2 , and p < 2q − 1. (3.13)
Assume the condition that
lim
t→∞
f (x, t)
t p
= h(x) uniformly in Ω,
lim
t→∞
g(x, t)
tq
= i(x) uniformly on ∂Ω with i > 0 in Ω.
Then, there exists a constant C > 0 such that ‖u‖C(Ω)  C for any positive solution u of (3.12), whenever
it attains the maximum value maxx∈Ω u on boundary ∂Ω . Here, constant C depends essentially on ‖h‖C(Ω)
and ‖i‖C(∂Ω) .
Before applying Theorem 3.3 to (3.1), we prove the following.
Lemma 3.4. A positive solution (λ, v) of (3.1) with λ  0 attains maxx∈Ω v(x) on ∂Ω , provided that
maxx∈Ω v(x) > λ‖m+‖C(Ω) . Here, m+ = max(m,0).
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exists a positive solution (λ, v) of (3.1) and x0 ∈ Ω such that ‖v‖C(Ω) > λ‖m+‖C(Ω) and v(x0) =
‖v‖C(Ω) . Since λmv − v2  v(λ‖m+‖C(Ω) − v), there exists δ0 > 0 such that
−v < 0 in B(x0; δ0) ⊂ Ω, max
x∈B(x0;δ0)
v(x) = v(x0).
Here, B(x0; δ0) = {x ∈ RN : |x − x0| < δ0}. From the strong maximum principle, it is found that v is
a positive constant in B(x0; δ0). By repeating the same argument, we deduce that v is a positive
constant in Ω , which is a contradiction. The proof of Lemma 3.4 is complete. 
Let λ > 0 be ﬁxed, and let (λ, v) be a positive solution of (3.1) with 0 λ λ. If maxx∈Ω v(x) >
λ‖m+‖C(Ω) , then Lemma 3.4 ensures that v attains maxx∈Ω v(x) on ∂Ω; therefore, by the hypoth-
esis N = 2,3, we apply Theorem 3.3 with p = q = 2 to (3.1). By having in mind the case that
maxx∈Ω v(x) λ‖m+‖C(Ω) , it follows that there exists a constant C > 0, depending on λ, such that
‖v‖C(Ω)  C . (3.14)
Now, the uniqueness result in assertion (I) is straightforward from the following proposition, where
the a priori bounds (3.14) are used to characterize the behavior of positive solutions of (3.1) for suﬃ-
ciently small λ > 0 for the case
∫
∂Ω
bds |Ω|.
Proposition 3.5. Let m ∈ Cθ (Ω) have no restrictions. Assume that ∫
∂Ω
bds  |Ω|. If (λk, vk) are positive
solutions of (3.1) with the condition λk ↓ 0, then we have ‖vk‖C(Ω) → 0.
Proof. By virtue of (3.14), a bootstrap argument with elliptic regularity for nonlinear boundary con-
ditions (see Rossi [19]) is employed to obtain that some subsequence of (λk, vk), still denoted by the
same notation, converges to some (0, v0) in R× C2+θ (Ω), where v0 is a solution of (3.11). Then, we
claim that v0 = 0. Indeed, if not, then v0  0 and v0 	≡ 0, so that the strong maximum principle and
boundary point lemma are used to obtain v0 > 0 in Ω . Hence, Green’s formula is used to obtain
|Ω| =
∫
Ω
dx =
∫
Ω
v0
v20
dx = −
∫
Ω
∇v0∇
(
1
v20
)
dx+
∫
∂Ω
∂v0
∂n
1
v20
ds
= 2
∫
Ω
|∇v0|2
v30
dx+
∫
∂Ω
bds.
Since v0 is not a constant, it follows that
∫
∂Ω
bds < |Ω|, which is a contradiction. This leads us to the
desired conclusion. The proof of Proposition 3.5 is complete. 
Now, we verify the latter part of assertion (I). The latter part of assertion (II) can be analogously
veriﬁed. By the same bootstrap argument as above, for (λk, vk) of positive solutions of (3.1) with
λk ↓ 0, a subsequence of (λk, vk) converges to (0, v0) in R×C2+θ (Ω), and v0 is a nonnegative solution
of (3.11). Since
∫
Ω
mdx < 0 and
∫
∂Ω
bds < |Ω|, assertion (I) of Proposition 3.1 enables us to have
v0 	≡ 0 (see Fig. 4(I-ii)). From the strong maximum principle and boundary point lemma, it follows
that v0 > 0 in Ω .
In order to discuss the stability of v0, we consider the smallest eigenvalue η1 of (3.2) at (0, v0).
Then, we claim that η1 < 0. Indeed, for a positive eigenfunction ψ1 of η1, we apply the Picone identity
(see Section 4 in [4]) to obtain
1164 K. Umezu / J. Differential Equations 252 (2012) 1146–1168Fig. 5. Bounded subcontinuum of positive solutions meeting (λ, v) = (0,0), (λ1,0).
−
∫
Ω
v30 dx+ η1
∫
Ω
v20 dx
=
∫
Ω
(
v0
ψ1
)
(−ψ1v0 + ψ1v0)dx = −
∫
Ω
ψ21
∣∣∣∣∇
(
v0
ψ1
)∣∣∣∣
2
dx+
∫
∂Ω
v0ψ1
∂
∂n
(
v0
ψ1
)
ds
= −
∫
Ω
ψ21
∣∣∣∣∇
(
v0
ψ1
)∣∣∣∣
2
dx−
∫
∂Ω
bv30 ds − η1
∫
∂Ω
v20 ds.
Since v0 is not an eigenfunction of η1, it follows that
∫
Ω
ψ21 |∇( v0ψ1 )|2 dx > 0. Hence,
η1
(∫
Ω
v20 dx+
∫
∂Ω
v20 ds
)
<
∫
Ω
v30 dx−
∫
∂Ω
bv30 ds.
Meanwhile, v0 is a solution of (3.11) and not a constant, from which we deduce that
0 <
∫
Ω
|∇v0|2 dx =
∫
∂Ω
bv30 ds −
∫
Ω
v30 dx.
Consequently, η1 < 0, that is, v0 is unstable. Assertion (I) has been veriﬁed. The proof of Theorem 3.2
is now complete. 
Remark 3.6. On the basis of the scaling considered in this study, assertion (I) of Theorem 2.1 is con-
verted to the assertion that if
∫
Ω
mdx < 0, then the closure of the set of positive solutions (λ, v)
of (3.1) contains a subcontinuum bifurcating at (λ1,0). It seems to be worthwhile to point out that,
additionally, if
∫
∂Ω
bφ31 
∫
Ω
φ31 dx and
∫
∂Ω
bds |Ω|, then problem (3.1) possesses a bounded subcon-
tinuum of positive solutions; that is, subcontinuum C bifurcating at (λ1,0) connects (λ, v) = (0,0),
and the set C \ {(λ,0)} is bounded in R × C(Ω), as shown in Fig. 5. This result can be proved by
combining assertion (II) of Theorem 2.1, assertions (I) and (II) of Proposition 3.1 (see Fig. 4(I-i), (II-
i)), Proposition 3.5, Theorem 3.3, and Lemma 4.1 given in Section 4 below. For related works on the
existence of bounded components of positive solutions, we refer to Cingolani and Gámez [9] and
Brown [5], and also to López-Gómez and Molina-Meyer [14] for the study of bounded components of
positive solutions in abstract settings.
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In this section, we prove Theorems 1.1 and 1.3.
Proof of Theorem 1.1. First, we prove the following lemma.
Lemma 4.1. If
∫
∂Ω
bφ31 ds
∫
Ω
φ31 dx, then problem (1.1) cannot admit a positive solution for λ = λ1 .
Proof. This lemma is proved by using again the Picone identity. Let (λ1,u) be a positive solution
of (1.1). Then, we ﬁnd that
(
φ1
u
)2{
(− − λ1m)u · φ1 − u(− − λ1m)φ1
}= −λ1φ31 . (4.1)
Meanwhile, we observe that
(
φ1
u
)2{
(− − λ1m)u · φ1 − u(− − λ1m)φ1
}
=
(
φ1
u
)2
(−u · φ1 + uφ1) =
(
φ1
u
)2 N∑
j=1
∂
∂x j
(
u2
∂
∂x j
(
φ1
u
))
. (4.2)
By Green’s formula, we have
∫
Ω
(
φ1
u
)2 N∑
j=1
∂
∂x j
(
u2
∂
∂x j
(
φ1
u
))
dx = −
∫
Ω
u2∇
(
φ1
u
)
· ∇
(
φ1
u
)2
dx+
∫
∂Ω
φ21
∂
∂n
(
φ1
u
)
ds
= −
∫
Ω
2uφ1
∣∣∣∣∇
(
φ1
u
)∣∣∣∣
2
dx− λ1
∫
∂Ω
bφ31 ds. (4.3)
Combining (4.1), (4.2), and (4.3), we obtain
∫
∂Ω
bφ31 ds −
∫
Ω
φ31 dx = −
1
λ1
∫
Ω
2uφ1
∣∣∣∣∇
(
φ1
u
)∣∣∣∣
2
dx < 0,
since u is not an eigenfunction of λ1. The proof of Lemma 4.1 is complete. 
From Theorem 2.1, it is found that the direction of C0 is subcritical at (λ1,0), and a positive
solution on C0 is unstable for λ less than but close to λ1. By scaling, we ﬁnd that assertion (3.14)
implies that for any λ ∈ (0, λ1) there exists a constant C > 0 such that ‖u‖C(Ω)  C for any positive
solution (λ,u) of (1.1) with λ ∈ [λ,λ1]. Combining the a priori bounds and Lemma 4.1, we have {λ > 0:
(λ,u) ∈ C0 \ {(λ1,0)}} = (0, λ1). Moreover, it is easy to ﬁnd that a positive solution on C0 is unique
among the positive solutions for λ less than but close to λ1.
Next, we verify assertion (I). From [23, Theorem 1.6(II)] it follows that if
∫
∂Ω
bds  |Ω|, then C0
cannot touch the set {(0, c): c  0 is a constant}. Hence, C0 must grow up to inﬁnity only at (0,0)
by virtue of the a priori bounds obtained as above, and assertion (1.7) follows from the latter part
of assertion (I) of Theorem 3.2 with the condition that v0 > 0 in Ω . The uniqueness and instability
1166 K. Umezu / J. Differential Equations 252 (2012) 1146–1168results for the case
∫
∂Ω
bds = |Ω| follow directly from the former part of assertion (I) of Theorem 3.2.
From (3.7) and (3.8), it follows that
lim
λ↓0 λ
1/2uλ =
√
−2 ∫
Ω
mdx∫
Ω
|∇wb|2 dx in C(Ω).
As in the proof of Proposition 3.5, the bootstrap argument with elliptic regularity for nonlinear bound-
ary conditions allows us to obtain (1.8).
We now need to prove the instability result for the case
∫
∂Ω
bds < |Ω|. This result is proved
by assertion (I) of Theorem 3.2. Let (λk,uk) ∈ C0 with λk ↓ 0. Set vk = λkuk , and (λk, vk) are pos-
itive solutions of (3.1) with λk ↓ 0. From assertion (I) of Theorem 3.2, we ﬁnd that a subsequence
of (λk, vk), still denoted by the same notation, converges to some (0, v0) in R × C2+θ (Ω), and v0
is an unstable positive solution of (3.11). For the stability argument for (λk, vk), let us consider the
dependence of the smallest eigenvalue η1 = η1(λ, v) of (3.2) on λ and v . Let ψ1 = ψ1(λ, v) be the
positive eigenfunction of η1 such that
∫
Ω
ψ21 dx+
∫
∂Ω
ψ21 ds = 1. Then, the mappings (λ, v) → η1(λ, v)
and (λ, v) → ψ1(λ, v) are both continuous in R × C1+θ (Ω) at (λ, v) = (0, v0). Indeed, deﬁne
H : (−ε, ε) × C1+θ (Ω) ×R× C2+θ (Ω) → Cθ (Ω) × C1+θ (∂Ω) ×R by the form
H(λ, v, η,ψ) =
(
−ψ − λmψ + 2vψ − ηψ, ∂ψ
∂n
− 2bvψ − ηψ,−1+
∫
Ω
ψ2 dx+
∫
∂Ω
ψ2 ds
)
,
and it follows that
H
(
0, v0, η1(0, v0),ψ1(0, v0)
)= 0
and the Fréchet derivative H(η,ψ)(0, v0, η1(0, v0),ψ1(0, v0)) is a homeomorphism. Thus, the implicit
function theorem can be applied to obtain
H(λ, v, η,ψ) = 0 ⇐⇒ (η,ψ) = (η(λ, v),ψ(λ, v)), (λ, v) close to (0, v0),
with the condition that η(0, v0) = η1(0, v0) and ψ(0, v0) = ψ1(0, v0). Since ψ1(0, v0) > 0 in Ω , we
see that ψ(λ, v) is positive in Ω by continuity. Hence, η(λ, v) = η1(λ, v) and ψ(λ, v) = ψ1(λ, v) by
uniqueness, as desired. Now, we recall that (λk, vk) → (0, v0) in R×C2+θ (Ω). Since η1(0, v0) < 0 and
the mapping (λ, v) → η1(λ, v) is continuous in R× C1+θ (Ω) at (0, v0), it follows that η1(λk, vk) < 0
for any suﬃciently large k, as the desired conclusion. Assertion (I) has been veriﬁed.
Finally, we verify assertion (II). Since
∫
∂Ω
bds > |Ω|, there exists a unique secondary bifurcation
point of positive solutions from {(0, c): c > 0 is a constant}, which is given by (0, ∫
Ω
mdx/(|Ω| −∫
∂Ω
bds)) ([23, Theorem 1.6(II)]). Therefore, assertion (II) follows directly from (3.6) and the former
part of assertion (I) of Theorem 3.2. Assertion (II) has been veriﬁed, and the proof of Theorem 1.1 is
now complete. 
Proof of Theorem 1.3. This proof is based on Proposition 3.1, Theorem 3.2, and Proposition 3.5. Asser-
tion (I) is straightforward from (3.6) and assertion (II) of Theorem 3.2. Next, we verify assertion (II).
Let (λk,uk) be positive solutions of (1.1) with λk ↓ 0. Set vk = λkuk , and (λk, vk) are positive solutions
of (3.1) with λk ↓ 0. Since
∫
∂Ω
bds  |Ω|, Proposition 3.5 tells us that any sequence (λk, vk) with
λk ↓ 0 of positive solutions of (3.1) converges to (0,0) in R× C(Ω). In addition, Proposition 3.1 tells
us that problem (3.1) has no positive solution in {(λ, v): 0 < λ < λ, ‖v‖C(Ω)  δ0} for some positive
constants λ and δ0, provided that either (1.12), (1.13), or (1.14) is satisﬁed. Combining these two asser-
tions leads to the nonexistence result. Assertion (II) has been veriﬁed, and the proof of Theorem 1.3
is now complete. 
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In this section, we construct an indeﬁnite weight function m satisfying condition (1.10) of Re-
mark 1.2. Let Ω be the unit disk in R2 with its center at the origin, and let m be smooth and radially
symmetric in Ω such that
∫
Ω
mdx < 0, m > 0 in |x| > 12 , and m < 0 in |x| < 12 . Then, we prove the
following.
Proposition 5.1. Let Ω and m be given as above. Then, the positive principal eigenfunction φ1 of (1.2) corre-
sponding to λ1 is radially symmetric and attains its maximum value on the boundary of Ω
Proof. First, since λ1 is simple, φ1 is radially symmetric in Ω . Next, we note that
−φ1 = λ1mφ1 < 0 in |x| < 12 ;
therefore, φ1 attains max|x| 12 φ1 on |x| =
1
2 by the strong maximum principle. For |x| > 12 , we prove
the following lemma.
Lemma 5.2. We cannot admit the existence of r0 > 0, x0 ∈ Ω , and ε0 > 0 such that 12 < |x0| = r0 < 1,
B(x0;ε0) ⊂ {x: 12 < |x| < 1}, and minx∈B(x0;ε0) φ1(x) = φ1(x0).
Proof. Assume to the contrary that there exist such r0, x0, and ε0. Put ψ1 := φ1−2‖φ1‖C(Ω) < 0 in Ω .
Then, we have
−ψ1 = λ1mφ1 > 0 in |x| > 12 .
From the strong maximum principle, we ﬁnd that ψ1 is a constant in B(x0;ε0). Hence, we have
λ1mφ1 = 0 in B(x0;ε0), which is a contradiction. 
Now, assume to the contrary that φ1(r1) > φ1(1) for some 12  r1 < 1. Then, we assert that
φ1(r) > φ1(1), r1 < r < 1. (5.1)
Indeed, Lemma 5.2 shows that φ1(r)  φ1(1), r1 < r < 1. Moreover, if φ1(r2) = φ1(1) for some r1 <
r2 < 1, then Lemma 5.2 again shows that φ1(r) = φ1(1) for all r2 < r < 1. This implies that φ1 is a
constant in r2 < r < 1, which is a contradiction. Assertion (5.1) has been veriﬁed.
Let Ω1 = {x: r1 < |x| < 1}. Assertion (5.1) implies that −ψ1 > 0 in Ω1, minx∈Ω1 ψ1 = ψ1(1) < 0,
and ψ1(r) > ψ1(1) in Ω1. From the boundary point lemma, we ﬁnd that
∂φ1
∂n
(1) = ∂ψ1
∂n
(1) < 0,
which is a contradiction. The proof of Proposition 5.1 is now complete. 
Since φ1 is not a constant, it follows from Proposition 5.1 that φ1 satisﬁes condition (1.10).
Acknowledgments
The author is grateful to the referee for many valuable suggestions and some additional references.
The author is also grateful to Professor Kazuhiro Kurata who made a valuable suggestion how to
construct the function m with condition (1.10). This research is partly supported by the Grant-in-Aid
for Scientiﬁc Research (C), No. 22540170, Japan Society for the Promotion of Science.
1168 K. Umezu / J. Differential Equations 252 (2012) 1146–1168References
[1] G.A. Afrouzi, K.J. Brown, On principal eigenvalues for boundary value problems with indeﬁnite weight and Robin boundary
conditions, Proc. Amer. Math. Soc. 127 (1999) 125–130.
[2] A. Ambrosetti, H. Brezis, G. Cerami, Combined effects of concave and convex nonlinearities in some elliptic problems,
J. Funct. Anal. 122 (1994) 519–543.
[3] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach spaces, SIAM Rev. 18 (1976) 620–
709.
[4] H. Berestycki, I. Capuzzo-Dolcetta, L. Nirenberg, Variational methods for indeﬁnite superlinear homogeneous elliptic prob-
lems, NoDEA Nonlinear Differential Equations Appl. 2 (1995) 553–572.
[5] K.J. Brown, Local and global bifurcation results for a semilinear boundary value problem, J. Differential Equations 239
(2007) 296–310.
[6] K.J. Brown, S.S. Lin, On the existence of positive eigenfunctions for an eigenvalue problem with indeﬁnite weight function,
J. Math. Anal. Appl. 75 (1980) 112–120.
[7] R.S. Cantrell, C. Cosner, Spatial Ecology via Reaction–Diffusion Equations, Wiley Ser. Math. Comput. Biol., John Wiley &
Sons, Ltd., Chichester, 2003.
[8] M. Chipot, M. Fila, P. Quittner, Stationary solutions, blow up and convergence to stationary solutions for semilinear
parabolic equations with nonlinear boundary conditions, Acta Math. Univ. Comenian. 60 (1991) 35–103.
[9] S. Cingolani, J.L. Gámez, Positive solutions of a semilinear elliptic equation on RN with indeﬁnite nonlinearity, Adv. Differ-
ential Equations 1 (1996) 773–791.
[10] M.G. Crandall, P.H. Rabinowitz, Bifurcation from simple eigenvalues, J. Funct. Anal. 8 (1971) 321–340.
[11] M.G. Crandall, P.H. Rabinowitz, Bifurcation, perturbation of simple eigenvalues and linearized stability, Arch. Ration. Mech.
Anal. 52 (1973) 161–180.
[12] J. García-Melián, C. Morales-Rodrigo, J.D. Rossi, A. Suárez, Nonnegative solutions to an elliptic problem with nonlinear
absorption and a nonlinear incoming ﬂux on the boundary, Ann. Mat. Pura Appl. (4) 187 (2008) 459–486.
[13] J. López-Gómez, Spectral Theory and Nonlinear Functional Analysis, Res. Notes Math., vol. 426, Chapman & Hall/CRC, Boca
Raton, FL, 2001.
[14] J. López-Gómez, M. Molina-Meyer, Bounded components of positive solutions of abstract ﬁxed point equations: mush-
rooms, loops and isolas, J. Differential Equations 209 (2005) 416–441.
[15] C. Morales-Rodrigo, A. Suárez, Some elliptic problems with nonlinear boundary conditions, in: Spectral Theory and Nonlin-
ear Analysis with Applications to Spatial Ecology, World Sci. Publ., Hackensack, NJ, 2005, pp. 175–199.
[16] K. Pﬂüger, On indeﬁnite nonlinear Neumann problems, in: Partial Differential and Integral Equations, Newark, DE, 1997, in:
Int. Soc. Anal. Appl. Comput., vol. 2, Kluwer Acad. Publ., Dordrecht, 1999, pp. 335–346.
[17] M.H. Protter, H.F. Weinberger, Maximum Principles in Differential Equations, Prentice Hall, Inc., Englewood Cliffs, NJ, 1967.
[18] P.H. Rabinowitz, Some global results for nonlinear eigenvalue problems, J. Funct. Anal. 7 (1971) 487–513.
[19] J.D. Rossi, Elliptic problems with nonlinear boundary conditions and the Sobolev trace theorem, in: Stationary Partial Dif-
ferential Equations, vol. II, in: Handb. Differ. Equ., Elsevier/North-Holland, Amsterdam, 2005, pp. 311–406.
[20] J.C. Saut, B. Scheurer, Remarks on a non-linear equation arising in population genetics, Comm. Partial Differential Equa-
tions 3 (1978) 907–931.
[21] K. Umezu, Behavior and stability of positive solutions of nonlinear elliptic boundary value problems arising in population
dynamics, Nonlinear Anal. 49 (2002) 817–840.
[22] K. Umezu, Local bifurcation analysis and stability of steady-state solutions for diffusive logistic equations with nonlinear
boundary conditions, Commun. Appl. Anal. 8 (2004) 533–547.
[23] K. Umezu, Multiplicity of positive solutions under nonlinear boundary conditions for diffusive logistic equations, Proc.
Edinb. Math. Soc. 47 (2004) 495–512.
[24] K. Umezu, Non-existence of positive solutions for diffusive logistic equations with nonlinear boundary conditions, in: Non-
linear Elliptic and Parabolic Problems, in: Progr. Nonlinear Differential Equations Appl., vol. 64, Birkhäuser, Basel, 2005,
pp. 497–507.
[25] K. Umezu, Global bifurcation results for semilinear elliptic boundary value problems with indeﬁnite weights and nonlinear
boundary conditions, NoDEA Nonlinear Differential Equations Appl. 17 (2010) 323–336.
[26] E. Zeidler, Nonlinear Functional Analysis and Its Applications, I: Fixed-Point Theorems, Springer-Verlag, New York, Berlin,
Heidelberg, Tokyo, 1993.
