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Resumen
En el presente trabajo de tesis se analiza un modelo de programacio´n
bi-nivel para un problema de cierre de instalaciones competitivas considera-
mos lealtad de los clientes. Tomar en cuenta la lealtad del cliente es de suma
importancia debido a la competencia actual del mercado. El problema que
analizamos es una variante del problema de localizacio´n de instalaciones
competitivo (r|p)−Centroide, con la diferencia que ahora buscamos cerrar
instalaciones operando en el mercado, es decir empresas que tienen tiendas
abiertas brindando un servicio determinado. Suponemos adema´s que una
instalacio´n puede abastecer la demanda de varios clientes, pero un cliente
debe ser abastecido por solo una instalacio´n y que los clientes mantengan
cierto nivel de lealtad por ser servidos por la instalacio´n de su preferencia.
El problema se formula como un modelo de programacio´n bi-nivel
donde el objetivo del l´ıder y seguidor es capturar la demanda ma´xima res-
pectivamente. El objetivo del problema es cerrar un nu´mero conocido de
instalaciones por cada tomador de decisiones de tal manera que maximi-
cen la demanda capturada, pero considerando un radio de lealtad de los
clientes.
Nosotros proponemos un algoritmo exacto basado en ramificacio´n y
acotamiento para resolver el problema de programacio´n bi-nivel y compa-
ramos los resultados con uno de enumeracio´n completa. Se llevo´ a cabo
experimentacio´n computacional y se mostro´ que el algoritmo parece ser
una buena forma de resolver el problema aqu´ı estudiado, pues en todos
los casos, el tiempo requerido es menor al del obtenido con la enumeracio´n
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completa, adema´s de tener un ahorro en nodos considerable. No esta´ de
ma´s mencionar que al tratarse de un algoritmo exacto, aseguramos que el
problema se resuelve de manera o´ptima para todas las instancias.
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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo se describe el problema que se aborda en esta tesis,
es decir, un problema de cierre de instalaciones competitivas junto con
la motivacio´n, justificacio´n y objetivo central de la misma. Tambie´n se
describe la metodolog´ıa que realizamos para culminar con el trabajo de
tesis. Por u´ltimo mencionamos la estructura de la tesis.
1.1 Descripcio´n del problema
La idea principal detra´s de esta tesis es desarrollar y resolver un mo-
delo matema´tico para cerrar algunas instalaciones de dos empresas compe-
tidoras. El objetivo es determinar, dado que conocemos donde esta´n ubica-
das las instalaciones de las empresas que esta´n operando en el mercado y
los clientes que esta´n asignados a ellas para satisfacer su demanda, cua´les
de esas instalaciones cerrar de tal manera que las empresas mantengan la
ma´xima cantidad de demanda. Es evidente que los clientes asignados a
una instalacio´n que se cerro´, tendra´n que ser reasignados a otra instalacio´n
que permanezca abierta. Para hacer esto, consideramos un radio de lealtad
hacia la empresa a la que actualmente esta´n asignados.
Este tipo de problema lo podemos abordar mediante un modelo de
programacio´n tri-nivel, donde en el primer nivel una empresa dominante
(A) en el mercado cierra sus instalaciones, en el segundo nivel la empresa
con menor jerarqu´ıa (B) cierra sus instalaciones, y en un tercer nivel los
clientes se asignan a la instalacio´n que sea de su preferencia. Dado que
1
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es bien sabido que los problemas de programacio´n multi-nivel son muy
dif´ıciles de resolver (ver cap´ıtulo 3), nosotros agregamos un conjunto de
indices auxiliar para reducirlo a un problema de programacio´n bi-nivel,
ma´s sin embargo, en esa situacio´n los clientes se re-asignan a la instalacio´n
abierta ma´s cercana.
Por lo que, como novedad de esta tesis, nosotros agregamos restric-
ciones validas para considerar la lealtad del cliente, definiendo un radio de
lealtad para dicho cliente y que este no necesariamente se reasigne a la
instalacio´n abierta ma´s cercana. Para ejemplificar, considere que un clien-
te esta´ asignado a una instalacio´n de la empresa A, y esta se cierra, dicho
cliente buscara´ dentro de un radio predefinido otra instalacio´n de la empre-
sa A para satisfacer su demanda, incluso aunque haya una instalacio´n ma´s
cerca de la empresa B. Este supuesto es natural, porque hay servicios que
ofrecen algunas instalaciones en los cuales los clientes procuran no cambiar
de empresa tan fa´cilmente, por ejemplo, las cuentas bancarias, el me´dico
de cabecera, contratos de planes telefo´nicos.
1.2 Motivacio´n y justificacio´n
Los problemas de localizacio´n de instalaciones competitivas (CFL, por
sus siglas en ingle´s) han sido de mucho intere´s a lo largo de los an˜os, como
veremos en el cap´ıtulo 2 existe una amplia literatura acerca de ese tema.
Este tipo de problemas ba´sicamente consiste en que una empresa busca
localizar instalaciones con el objetivo de maximizar la demanda captura-
da, pero sabiendo que las empresas competidoras tambie´n van a localizar
instalaciones, por lo que puede haber pe´rdida de clientes.
Este tipo de problemas se han modelado a lo largo de la historia me-
diante la programacio´n bi-nivel en donde la empresa con mayor jerarqu´ıa
o la ma´s influyente en el mercado se posiciona en el nivel superior y otra
empresa con menos poder se situ´a en el nivel inferior. Es decir, en lugar
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de considerar dos procesos relacionados entre s´ı de manera independiente,
ahora se consideran al mismo tiempo, pero respetando una jerarqu´ıa en el
orden de la toma de decisiones. En problemas de localizacio´n es convenien-
te considerar la opinio´n de los clientes al abrir nuevas empresas debido a
que en muchos casos reales los clientes son libres de satisfacer su demanda
en alguna empresa en particular. Usualmente, esta decisio´n esta´ basada
en costos, preferencias, algu´n contrato predeterminado, un coeficiente de
lealtad, entre otros.
Como mencionamos en la descripcio´n del problema tratado en esta
tesis, consideramos un problema de cierre de instalaciones competitivas,
por lo que es natural modelar nuestro problema mediante programacio´n
bi-nivel, ya que existe una jerarqu´ıa entre las empresas que esta´n operando
en el mercado, donde en el nivel superior la empresa con mayor jerarqu´ıa
busca maximizar la demanda capturada una vez que cierra cierto nu´mero
de instalaciones y a su vez en el nivel inferior la empresa con menos jerar-
qu´ıa busca maximizar la demanda capturada. Adema´s, nosotros agregamos
restricciones va´lidas para la asignacio´n de los clientes que se les cierra su
instalacio´n, es decir, en este problema si a un cliente se le cierra la instala-
cio´n que le brindaba su demanda, este no se resigna a la ma´s cercana sino
que busca dentro en un radio de lealtad predeterminado alguna otra insta-
lacio´n de la misma empresa que le satisfac´ıa su demanda. Para resolver el
problema presentamos un algoritmo basado en ramificacio´n y acotamiento
adaptado de uno de la literatura para problemas de programacio´n bi-nivel
binarios.
Adema´s, la escasez de trabajos acerca de problemas de cierre de ins-
talaciones competitivas nos motivo´ realizar esta investigacio´n para generar
nuevo conocimiento, ya que en la literatura el u´nico que aborda el cierre de
instalaciones competitivas es el trabajo de Ruiz-Herna´ndez et al. (2017).
Juan Carlos Garc´ıa Ve´lez FCFM-UANL
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1.3 Objetivo
El objetivo de esta tesis consiste en estudiar y definir un problema de
cierre de instalaciones competitivas considerando la reaccio´n de los clientes
al agregarles la caracter´ıstica de lealtad hacia una empresa en particular y
proponer una metodolog´ıa de solucio´n para resolver el problema a optima-
lidad.
Primeramente, proponemos una formulacio´n de programacio´n tri-nivel
sin considerar lealtad de los clientes, por lo cual agregamos un conjunto
de ı´ndices auxiliar que nos ayuda a reducir el problema de programacio´n
tri-nivel en uno bi-nivel y despue´s agregamos restricciones va´lidas que nos
ayudan a cumplir la lealtad de los clientes. Adema´s, adaptamos un algorit-
mo basado en ramificacio´n y acotamiento para resolver nuestro problema
de cierre de instalaciones considerando la lealtad de los clientes.
Por u´ltimo, como solo se encontro´ un trabajo relacionado con el cie-
rre de instalaciones, podemos decir que nuestro trabajo es el primero en
considerar el cierre de instalaciones competitivas visto desde el enfoque de
programacio´n bi-nivel.
1.4 Metodolog´ıa
Para que esta tesis pudiera realizarse de manera satisfactoria se siguie-
ron los siguientes pasos como parte de la metodolog´ıa implementada.
1. Revisio´n de la literatura de programacio´n bi-nivel.
2. Realizar una investigacio´n de los antecedentes del problema (r|p)−Centroide.
3. Revisio´n de la literatura sobre problemas de cierre de instalaciones.
4. Revisio´n de la literatura sobre problemas de cierre de instalaciones
competitivas.
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5. Ana´lisis las propiedades del problema as´ı como el planteamiento del
modelo.
6. Analizar el modelo, as´ı como agregar un conjunto de indices auxiliar
para reducir un modelo tri-nivel en uno bi-nivel.
7. Agregar como novedad la lealtad de los clientes hacia su empresa
actual, por lo que agregamos restricciones que cumplieran dicha ca-
racter´ıstica en el modelo matema´tico bi-nivel.
8. Desarrollamos un me´todo de solucio´n basado en enumeracio´n exhaus-
tiva para resolver nuestro problema utilizando instancias generadas
aleatoriamente.
9. Revisio´n de la literatura sobre algoritmos basados en ramificacio´n y
acotamiento para problemas de localizacio´n de instalaciones.
10. Examinar la metodolog´ıa del algoritmo de ramificacio´n y acotamiento
para problemas de programacio´n bi-nivel binarios.
11. Desarrollo en un algoritmo basado en ramificacio´n y acotamiento para
resolver nuestro problema.
12. Durante una estancia de investigacio´n en el Colegio Universitario de
Estudios Financieros en Espan˜a se realizaron dos generadores de ins-
tancias para nuestro problema, as´ı como ajustar algunas otras de la
literatura.
13. Se comenzo´ a escribir un art´ıculo para nuestro problema con el fin de
publicarlo en una revista indexada.
14. Desarrollo e implementacio´n computacional del algoritmo propuesto,
as´ı como el ana´lisis de los resultados obtenidos.
15. Presentacio´n de los avances de tesis en el XXVI Escuela Nacional de
Optimizacio´n y Ana´lisis Nume´rico (ENOAN 2017), VI Congreso de la
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Sociedad Mexicana de Investigacio´n de Operaciones (CSMIO 2017),
2nd International Workshop on Bilevel Programming (IWOBIP’18) y
en el EURO/ALIO International Conference 2018 on Applied Combi-
natorial Optimization.
16. Comparacio´n del desempen˜o del algoritmo propuesto con uno de enu-
meracio´n completa.
17. Se sometio´ parte de esta tesis en una revista indexada.
1.5 Estructura de la Tesis
En este primer cap´ıtulo se presento´ la descripcio´n del problema (r|p)−centroide
negativo considerando lealtad de los clientes y se dio a conocer el objetivo
central de la tesis. Tambie´n se describio´ la justificacio´n de la investigacio´n
y la motivacio´n que se tuvo para realizarla. Por u´ltimo, se detallo´ la meto-
dolog´ıa propuesta para la obtencio´n del producto final, es decir, de la tesis
completa.
En el cap´ıtulo 2, se presenta la revisio´n de literatura acerca de los pro-
blemas de localizacio´n de instalaciones competitivas modelados mediante
programacio´n bi-nivel. Adema´s, se hace la revisio´n de art´ıculos relacionados
con los problemas de cierre de instalaciones.
En el cap´ıtulo 3 se define el problema, se inicia con una introduccio´n
a la programacio´n multi-nivel, se describe el problema abordado en esta
tesis, se presenta un modelo matema´tico tri-nivel y se justifica por que´
podemos reducirlo a un problema bi-nivel al agregar un conjunto de indices
auxiliar, despue´s agregamos restricciones validas que ayudan a cumplir la
lealtad de los clientes. Por u´ltimo, se presenta un ejemplo ilustrativo del
funcionamiento de dichas restricciones.
En el cap´ıtulo 4 se describe a detalle el algoritmo de ramificacio´n
y acotamiento adaptado que implementamos para resolver el problema
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propuesto en esta tesis. Adema´s, se da una ejemplificacio´n para mostrar el
buen funcionamiento de este.
En el cap´ıtulo 5 se presentan los resultados obtenidos de la experi-
mentacio´n computacional. Se describen a detalle los dos generadores de
instancias que se realizaron, as´ı como una red de nodos de demanda muy
conocida encontrada en la literatura para tener instancias de prueba. Se
describen los escenarios de los experimentos computacionales, as´ı como el
entorno computacional. Por u´ltimo, se presentan los resultados obtenidos
del algoritmo propuesto para instancias donde se toma en cuenta la lealtad
o no y hacemos una comparativa con otro de enumeracio´n exhaustiva.
En el cap´ıtulo 6, se presentan las conclusiones realizadas producto de la
investigacio´n hecha en esta tesis y se presentan algunas posibles extensiones
de trabajo futuro.
Juan Carlos Garc´ıa Ve´lez FCFM-UANL
Cap´ıtulo 2
Revisio´n de Literatura
En este cap´ıtulo se revisa la literatura relacionada con la rama de
localizacio´n de instalaciones competitivas (CFL, por sus siglas en ingle´s).
Es de particular intere´s resen˜ar los trabajos que utilizan un enfoque de
programacio´n bi-nivel. Adema´s, se presentan las diferentes formas en las
que se ha hecho frente a la problema´tica del cierre de instalaciones. Este
enfoque ha sido poco estudiado en la literatura, apenas unos cuantos in-
vestigadores han empezado a voltear a ver este tipo de problemas debido
a las situaciones reales que enfrentan las empresas hoy en d´ıa.
2.1 Localizacio´n de instalaciones competitivas.
La ciencia que estudia problemas de localizacio´n de instalaciones (FLP,
por sus siglas en ingle´s) ha sido ampliamente abordada y sigue creciendo
d´ıa con d´ıa en el a´rea de investigacio´n de operaciones. En general, el obje-
tivo de este campo de investigacio´n es formular modelos matema´ticos para
determinar el mejor subconjunto de instalaciones para a´brir en una regio´n.
Estos problemas pueden modelarse mediante una red, un espacio continu´o
o mediante un conjunto de puntos discretos. Existen modelos para locali-
zar instalaciones pu´blicas como escuelas u oficinas de correo, modelos para
localizar instalaciones de venta al por menor en presencia de competencia,
modelos para localizar servicios de emergencia como estaciones de bom-
beros o ambulancias, y modelos para localizar plantas y almacenes, entre
otros. La mayor´ıa de ellos busca maximizar su nu´mero de clientes, o bien,
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brindar el servicio a la mayor cantidad de usuarios con el fin de capturar
la mayor demanda posible. Para una visio´n ma´s general del estado del arte
se recomienda ver Drezner & Hamacher (2001).
A continuacio´n, mencionamos diversos trabajos dedicados al a´rea de
localizacio´n, pero que en particular, consideran la presencia de empresas
competidoras. A esta rama se le conoce como problemas de localizacio´n de
instalaciones competitivas (CFL, por sus siglas en ingle´s) introducido por
primera vez en Hotelling (1929), que ba´sicamente consideraban el problema
de localizar instalaciones sabiendo que las empresas competidoras tambie´n
van a localizar instalaciones y por ende puede haber pe´rdida de clientes.
Por lo regular, el objetivo de cada empresa es maximizar la demanda cap-
turada. Nosotros nos centraremos en el problema (r|p)−centroide, que de
aqu´ı en delante lo llamaremos RPCP por sus siglas en ingle´s. El RPCP fue
introducido por primera vez en Hakimi (1983), en donde usaron un enfo-
que de programacio´n bi-nivel para modelar el problema. Consideraban dos
empresas competidoras con cierta jerarqu´ıa entre ellas que desean entrar
en un mercado determinado. Entonces, de un conjunto |I| de sitios poten-
ciales la empresa con mayor jerarqu´ıa selecciona las p instalaciones a abrir
en el nivel superior y despue´s de los |I − p| sitios potenciales restantes,
la empresa con menor jerarqu´ıa selecciona sus r instalaciones a abrir en
el nivel inferior. Ambas empresas toman sus decisiones con el objetivo de
maximizar la demanda capturada.
Los trabajos que abordan el RPCP en un espacio continuo son: Bha-
dury et al. (2003) donde proponen dos heur´ısticas para los problemas de
l´ıder-seguidor. La primera heur´ıstica adopta un enfoque greedy y la otra
uno de diferenciacio´n mı´nima. Los resultados de las pruebas computaciona-
les indican una ra´pida convergencia de ambas heur´ısticas, pero la heur´ıstica
de diferenciacio´n mı´nima lleva la ventaja. Por lo que los autores llegan a
la conclusio´n de que e´sta u´ltima parece ser la ma´s robusta de las dos. En
Carrizosa et al. (2012) presentan una heurs´tica alternativa mejorada, en
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esta nueva heur´ıstica alternativa resuelven el problema del seguidor a opti-
malidad y se utiliza un procedimiento de agrupacio´n con un me´todo exac-
to de tiempo polinomial para el problema (1|1)-centroide. Los resultados
computacionales para instancias generadas al azar muestran las ventajas
del enfoque propuesto en comparacio´n con el de Bhadury et al. (2003). En
Rodr´ıguez et al. (2009) estudiaron me´todos de optimizacio´n basados en un
enjambre de particulas para resolver el problema. Evidentemente en estos
trabajos, las instalaciones se pueden localizar en cualquier lugar del plano
euclidiano.
En la literatura tambie´n se encuentran trabajos dedicados al RPCP
discreto, por ejemplo, en Alekseeva et al. (2010) se presentan varios en-
foques para resolver el problema, adema´s de incluir un me´todo exacto, el
primer me´todo es un algoritmo meme´tico h´ıbrido (HMA, por sus siglas en
ingle´s) que utiliza una bu´squeda tabu´ probabil´ıstica como procedimiento
de mejora local, emplea operadores gene´ticos simples y en la bu´squeda tabu´
utiliza una estructura de vecindario de intercambio probabil´ıstico, la cual
es bien conocida y utilizada en el problema de la p-mediana, vea el art´ıcu-
lo de Mladenovic´ et al. (2007) para una visio´n general de este problema.
Con esta estructura, una vecindad solamente contiene ciertos elementos
con una probabilidad dada para acelerar la bu´squeda. Es decir, utilizan
un vecindario reducido. Tambie´n utilizan una reformulacio´n para reducir
el problema bi-nivel en un problema mixto entero (MIP) de un solo nivel
para la evaluacio´n de la solucio´n, este enfoque supera a varias heur´ısticas
ma´s simples, incluida la heur´ıstica alternativa propuesta en Bhadury et al.
(2003) para la versio´n continua del problema. En Alekseeva & Kochetov
(2013) se presentan resultados obtenidos mediante la bu´squeda tabu´ pero
solo los que son similares a los resultados del algoritmo meme´tico h´ıbrido
presentado en Alekseeva et al. (2010). Adema´s, presentan un me´todo exac-
to basado en un problema de programacio´n binaria de un solo nivel con
exponencialmente muchas restricciones y variables. Debido a la gran canti-
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dad de variables, es resuelto mediante un algoritmo similar a un enfoque de
generacio´n de columnas, en el cual de manera iterativa se agregan al mo-
delo nuevos conjuntos de localizaciones para el seguidor y luego se resuelve
de nueva cuenta el modelo. El valor o´ptimo de este modelo define una cota
superior y al resolver el problema del seguidor utilizando soluciones del
modelo de un solo nivel, se obtiene una cota inferior. Si las cotas coinci-
den se ha encontrado el valor o´ptimo. El algoritmo meme´tico h´ıbrido se
aplica para encontrar la familia inicial de soluciones del seguidor y pueden
resolver instancias de manera o´ptima con hasta 100 clientes y p = r = 5.
En Alekseeva et al. (2015), proporcionan un me´todo iterativo exacto. Uti-
lizaron un algoritmo de bu´squeda local en cada iteracio´n para encontrar
una solucio´n factible para un sistema de restricciones y muestran buenos
resultados. Este enfoque requiere mucho tiempo, pero obtienen el o´ptimo
global en un nu´mero relativamente pequen˜o de pasos. Adema´s compara sus
resultados de tiempo contra los obtenidos por Roboredo & Pessoa (2013),
siendo ma´s ra´pido en la mayor´ıa de los casos.
En Davydov et al. (2012) proponen otro algoritmo de bu´squeda tabu´
y utilizan una estructura de intercambio de vecindario probabil´ıstico simi-
lar a la desarrollada en Alekseeva et al. (2010). Para la evaluacio´n de la
solucio´n, el problema del seguidor se resuelve mediante relajacio´n Lagran-
giana, por lo que no se asegura el valor o´ptimo. Sin embargo, para muchos
de las instancias se obtienen soluciones o´ptimas. El me´todo se prueba en
las instancias utilizadas en Alekseeva et al. (2010) y adicionalmente, en
algunos casos no euclidianos. Luego, en Davydov et al. (2014) se propo-
nen dos metaheur´ısticas que se basan en la modificacio´n del vecindario de
bu´squeda. En la primera, utilizan una bu´squeda de vecindarios variable
(VNS, por sus siglas en ingle´s) donde consideraban sub-vecindarios deno-
minados Fswap, Nswap y Cswap. Un elemento del vecindario Fswap se
determina cerrando una instalacio´n l´ıder y abriendo una instalacio´n en un
lugar elegido por el seguidor. Nswap consiste en soluciones candidatas que
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se generan al cerrar una instalacio´n l´ıder y abrir una instalacio´n en una
localizacio´n cercana. Cswap consta de todas las soluciones que se encuen-
tran en la zona de intercambio pero que au´n no esta´n en Fswap o Nswap.
En la segunda metaheur´ıstica, utilizan un me´todo llamado bu´squeda tabu´
estoca´stica (STS, por sus siglas en ingle´s), en el cual se utiliza el vecin-
dario de intercambio probabil´ıstico que ha sido propuesto por Alekseeva
et al. (2010). El STS usa la misma divisio´n de vecindario que el VNS y se
mantiene una lista tabu´ para eliminar elementos del vecindario que con-
sisten en parejas de instalaciones del l´ıder que se han cerrado y abierto
durante las u´ltimas iteraciones. Ambos me´todos utilizan el mismo modelo
para la evaluacio´n de la solucio´n que Alekseeva et al. (2010). Se encuentran
soluciones ma´s ra´pido que la bu´squeda tabu´ propuesta en Davydov et al.
(2012) para muchos casos. Adema´s, probaron sus algoritmos en instancias
no euclidianas, en las que ambos me´todos, VNS y STS, mostraron un rendi-
miento similar. En Campos-Rodr´ıguez et al. (2012) optimizan el problema
discreto mediante un algoritmo de enjambre de part´ıculas en salto (JPSO,
por sus siglas en ingle´s) que ellos proponen, esto debido a que el me´todo
de enjambre de part´ıulas funciona para problemas continuos. Este me´todo
usa dos enjambres, uno para el l´ıder y otro para el seguidor. Recibe este
nombre ya que las part´ıculas saltan de una solucio´n a otra dependiendo
del vecindario y la mejor posicio´n obtenida para todas las part´ıcula hasta
el momento, es decir, la mejor posicio´n global. En los experimentos, este
algoritmo fue capaz de resolver instancias con 25 clientes, p = 3 y r = 2 a
optimalidad.
En Roboredo & Pessoa (2013) desarrollaron un algoritmo exacto ba-
sado en ramificacio´n y corte. Utilizan un modelo de programacio´n entera
de un solo nivel que es similar al modelo de Alekseeva et al. (2010), pero
con un nu´mero polinomial de variables y exponencialmente muchas restric-
ciones, una para cada estrategia del seguidor, es decir, para cada conjunto
de posibles localizaciones de instalaciones del seguidor. Una razo´n impor-
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tante para el e´xito de su me´todo es la introduccio´n del fortalecimiento
de las desigualdades mediante la anulacio´n de muchas de las restricciones
que aumentaban de manera exponencial. Debido a la suposicio´n de que los
clientes son conservadores, la cota inferior de la solucio´n del l´ıder se con-
vierte en cero si el seguidor elige la misma localizacio´n de la instalacio´n.
Por lo tanto, para cada una de ellas se da una localizacio´n alternativa que
se elige si la posicio´n ya ha sido utilizada por el l´ıder. Estos cortes esta´n
separados por una heur´ıstica voraz o por la resolucio´n de un modelo de
programacio´n mixto entero. Para la mayor´ıa de las instancias, presentan
mejores resultados que los de Alekseeva et al. (2010), es decir, encontraron
soluciones o´ptimas en menos tiempo. Las instancias con 100 clientes y con
valores de hasta p = r = 15 instalaciones a abrir podr´ıan resolverse de ma-
nera o´ptima. Los autores tambie´n presentan resultados prometedores para
p = r = 20, pero no pueden demostrar su optimalidad dentro del l´ımite de
un tiempo determinado en diez horas.
Retomando el trabajo de Alekseeva & Kochetov (2013), en el cual ofre-
cen una visio´n ma´s general de las investigaciones recientes sobre el RPCP
discreto. Tambie´n mejoran su me´todo iterativo exacto al usar un mode-
lo con un nu´mero polinomial de variables y al utilizar las desigualdades
va´lidas presentadas en Roboredo & Pessoa (2013). Este enfoque iterati-
vo mejorado es capaz de encontrar soluciones o´ptimas para instancias con
hasta 100 clientes y p = r = 15. Especialmente para las instancias con
p = r ∈ {5, 10}, las soluciones o´ptimas se encuentran significativamente
ma´s ra´pido que con el algoritmo de ramificacio´n y corte propuesto por Ro-
boredo & Pessoa (2013). En Biesinger et al. (2015) proponen un algoritmo
gene´tico h´ıbrido con varias mejoras. Ellos usaron un registro de soluciones
basado en un a´rbol electro´nico para reducir el nu´mero de evaluaciones de
soluciones innecesarias y superar la convergencia prematura, lo que con-
duce a una ganancia de eficiencia significativa. Otra parte importante del
algoritmo es el procedimiento de mejora local integrado. Investigaron va-
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rias formas de combinar la bu´squeda local con el registro de soluciones e
identificaron el vecindario reducido para un mejor funcionamiento en la
pra´ctica. Consideraron diferentes me´todos de evaluacio´n de soluciones y
encontraron una forma efectiva de combinarlos, lo que llevo´ al esquema de
evaluacio´n multinivel. Por u´ltimo, mejoraronn los resultados del algorit-
mo utilizando una bu´squeda tabu´ en la mejora local. En Alekseeva et al.
(2015), proporcionan un me´todo iterativo exacto. Utilizaron un algoritmo
de bu´squeda local en cada iteracio´n para encontrar una solucio´n factible
para un sistema de restricciones y muestran buenos resultados. Este enfo-
que requiere mucho tiempo, pero obtienen el o´ptimo global en un nu´mero
relativamente pequen˜o de pasos. Adema´s compara sus resultados de tiem-
po contra los obtenidos por Roboredo & Pessoa (2013), siendo ma´s ra´pido
en la mayor´ıa de los casos.
En la literatura solo encontramos dos trabajos dedicados al RPCP en
redes: En Benati & Laporte (1994) desarrollaron una heur´ıstica de bu´sque-
da tabu´ para resolver el problema. Tambie´n utilizan una bu´squeda tabu´
en el nivel inferior para resolver el problema (r|Xp)−medianoide, por lo
que la calidad de la solucio´n obtenida es aproximada, ya que el problema
(r|Xp)−medianoide no se resuelve a optimalidad y Kress & Pesch (2012a)
consideran la demanda de los clientes tanto en los nodos como en las aristas
de la red. Adema´s, ofrecen una visio´n general de los problemas de locali-
zacio´n secuencial competitiva en redes.
Es importante hacer notar que para los trabajos descritos anterior-
mente los clientes adoptan un comportamiento conservador, es decir, se
asignan a la instalacio´n de la empresa con mayor jerarqu´ıa si es que hay
dos instalaciones a la misma distancia. Adema´s, la asignacio´n se basa u´ni-
camente en la distancia y la demanda sera´ cubierta por solo una instalacio´n,
es decir, el cliente se va a asignar a la instalacio´n ma´s cercana y esta le va
a satisfacer toda la demanda.
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Por u´ltimo, mencionaremos algunos trabajos con algunas variantes del
RPCP, por ejemplo en Kochetov et al. (2013) describen un algoritmo pa-
ra el RPCP con costos fijos para abrir una instalacio´n. En esta versio´n,
los clientes dividen su demanda en todas las instalaciones proporciona-
les a unos factores de atraccio´n. El principio del algoritmo es similar a la
heur´ıstica alternativa para el RPCP propuesta en Bhadury et al. (2003).
Otro trabajo que asume la divisio´n proporcional de las demandas es rea-
lizado por Biesinger et al. (2014). All´ı, los autores emplean un algoritmo
gene´tico en combinacio´n con un registro de las soluciones similar al pro-
puesto por Biesinger et al. (2015) y en Serra & ReVelle (1994), proponen
un enfoque heur´ıstico para una variante del RPCP discreto que se basa
en la resolucio´n repetida del problema de captura ma´xima (MAXCAP).
El problema MAXCAP es similar al problema (r|Xp)-medianoide con la
diferencia de que es posible colocar una instalacio´n en una de las locali-
zaciones del l´ıder. Este supuesto, nos lleva a que la demanda capturada
se comparte de manera equitativa entre los dos jugadores. El algoritmo es
ba´sicamente una bu´squeda local que utiliza la estructura de vecindad de
intercambio y las soluciones candidatas se evalu´an resolviendo el problema
de MAXCAP mediante programacio´n entera o utilizando una heur´ıstica de
bu´squeda local para instancias ma´s grandes.
Una revisio´n de literatura reciente sobre varios tipos de modelos de
localizacio´n de instalaciones competitivas se puede encontrar en Kress &
Pesch (2012b).
2.2 Problemas de cierre de instalaciones.
Como se menciono´ anteriormente, los problemas de localizacio´n de ins-
talaciones han sido ampliamente estudiados y existe una amplia variedad
de algoritmos para resolver el problema, ma´s sin embargo no muchos inves-
tigadores se han interesado por los problemas en los cuales se requiera el
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cierre de instalaciones en lugar de su apertura. Esta problema´tica de cerrar
instalaciones ya existe desde hace algu´n tiempo. En ReVelle et al. (2007) se
menciona que en el sector privado, en particular, en el mercado de bienes y
servicios industriales el cual es altamente competitivo, las empresas eligen
sus estrategias a la vista de las empresas competidoras, pero dichas estra-
tegias no siempre son efectivas por lo que el cierre de instalaciones puede
ocurrir como parte integral de la estrategia. El sector minorista tambie´n se
ve afectado por la desaceleracio´n comercial que puede causar el cierre de
muchas tiendas minoristas debido a las crisis econo´micas que ocurren den-
tro de la empresa. En el sector pu´blico es comu´n ver hospitales o centros
de salud cerrados. Tambie´n, en el a´rea de telefon´ıa se realizan la apertura y
cierre de instalaciones de manera frecuente para reordenar oficinas nuevas
o existentes con el fin de ahorrar en costos de telecomunicaciones y tener
una mayor utilizacio´n de personal de respuesta telefo´nica. En el transporte
urbano, puede ser necesario eliminar algunas paradas y reubicar otras debi-
do a los cambios en la densidad de poblacio´n y los cambios en la red. Para
una visio´n ma´s general de estos problemas, se recomienda ver Weston Jr
(1982) y Murray & Wu (2003). Por u´ltimo, se recomienda la lectura de la
problema´tica para la consolidacio´n del sistema escolar como resultado de
la disminucio´n de la matr´ıcula, la cual puede leerse en Bruno & Andersen
(1982), Diamond & Wright (1987) y Church & Murray (1993). Cabe men-
cionar que estos tres trabajos consideran el cierre y apertura de escuelas
de manera simulta´nea.
A continuacion mencionaremos los trabajos ma´s recientes en los cuales
los autores consideran el cierre de instalaciones. Por ejemplo, en Wang et al.
(2003) modelan la situacio´n en la cual debido al cambio en la distribucio´n
de la demanda, la distribucio´n de la poblacio´n en ciertas zonas geogra´ficas,
o simplemente la baja demanda en las instalaciones que tiene operando una
empresa ya no brindan un buen servicio. Por esto, se ven en la necesidad
de cerrar instalaciones de las que tiene operando con normalidad y abrir
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algunas otras de manera simulta´nea con el fin de brindar un mejor servicio a
sus clientes. Para lograr esto, toman en cuenta el presupuesto de la empresa,
as´ı como el nu´mero deseado de instalaciones que se quieren tener operando
en el mercado sin exceder el costo anual operativo. Demuestran que su
problema pertenece a la clase de complejidad NP-duro, por lo que resuelven
el problema utilizando tres algoritmos heur´ısticos, as´ı como un optimizador
comercial (CPLEX) obteniendo buenas soluciones incluso para instancias
grandes. Basados en los resultados obtenidos, se demuestra la eficiencia
de los tres algoritmos propuestos. Tambie´n discuten la situacio´n donde los
costos operativos son parte de la funcio´n objetivo.
En ReVelle et al. (2007) se presentan dos modelos que abordan el
cierre de las instalaciones debido a emergencias financieras. Uno de ellos
investiga el cierre de las instalaciones en un entorno donde se considera la
presencia de competidores, en el cual se busca ceder la cantidad mı´nima de
demanda a estas, y el otro examina el cierre en una situacio´n de exigencia
financiera pero sin competencia.
En Bhaumik (2010), se define la palabra deslocalizacio´n (delocation,
en ingle´s) como el hecho de cerrar una instalacio´n existente y no en el
sentido de reubicar la instalacio´n como se conoce en el sector econo´mico.
Presenta un problema en el cual una empresa desea reducir el taman˜o de su
red de distribucio´n debido a la baja demanda que enfrentan las empresas
por diversos factores como los cambios competitivos, tecnolo´gicos, ambien-
tales o de estilo de vida. Con esta decisio´n se espera que el cierre de algunas
instalaciones reduzca los costos y mejore el nivel de servicio. Proporciona
dos modelos alternativos, el primero es una formulacio´n de carga fija que
permite la reasignacio´n de nodos de demanda entre las instalaciones res-
tantes, y la segunda formulacio´n (denominada modelo de deslocalizacio´n
puro) en donde se agrega la restriccio´n adicional de reasignacio´n para que
los clientes a los que se les cerro´ la instalacio´n que les brindaba el servicio
sean reasignados.
Juan Carlos Garc´ıa Ve´lez FCFM-UANL
Cap´ıtulo 2. Revisio´n de Literatura 18
En Ruiz-Herna´ndez & Delgado-Go´mez (2016), presentan un problema
de reduccio´n de instalaciones bancarias capacitadas redundantes en una
red despue´s de la fusio´n y adquisicio´n financiera tomando en cuenta el
taman˜o de las sucursales cerradas, la existencia de competidores y la in-
certidumbre en la respuesta de la demanda. Formulan el problema como
un modelo de programacio´n estoca´stico binario de dos etapas y lo resuel-
ven para tres escenarios diferentes. En el primer escenario el banco realiza
la reestructuracio´n completa durante la primera etapa y luego, durante la
segunda etapa, observa la reaccio´n de los clientes. En el segundo escenario
durante la primera etapa, el banco solo decide cua´les sucursales cerrar y
cua´les mantener abiertas. En la segunda etapa, se observa la reaccio´n de
los dos tipos de clientes y se realizan las modificaciones necesarias en las
capacidades virtuales y/o f´ısicas de la red. Por u´ltimo, en el tercer escenario
durante la primera etapa, el banco cierra las sucursales estrate´gicamente
y re-ubica a los clientes que se les cerro´ su instalacio´n y los cambios en
las capacidades f´ısicas de las sucursales abiertas se realizan en la segunda
etapa.
En Ruiz-Herna´ndez et al. (2015), presentan un nuevo modelo de opti-
mizacio´n binario de reestructuracio´n de sucursales capacitadas que ampl´ıa
la literatura disponible en modelos de cierre de instalaciones. En e´l se con-
sideran tanto los costos de cierre como los de operaciones a largo plazo,
y aborda el problema de cambiar el taman˜o de las sucursales abiertas pa-
ra mantener un nivel de servicio constante. Tambie´n toman en cuenta la
presencia de competidores y la oportunidad de ceder la participacio´n de
mercado siempre que los costos de reestructuracio´n sean prohibitivamente
costosos. Obtienen buenos resultados y realizan un ana´lisis de sensibilidad
para para´metros cr´ıticos del modelo y llegan a la conclusio´n de que el di-
sen˜o final de la red depende de ciertas decisiones estrate´gicas relacionadas
con la redundancia de las sucursales, as´ı como su cercan´ıa a los nodos de
demanda y a las sucursales de la competencia.
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Por u´ltimo, en Ruiz-Herna´ndez et al. (2017) es el u´nico trabajo encon-
trado en la literatura que considera el problema de cierre de instalaciones
competitivas. Aqu´ı presentan un problema donde dos empresas pretenden
cerrar instalaciones que ya esta´n operando en el mercado, esto debido a la
contraccio´n econo´mica que viven algunos pa´ıses teniendo en cuenta tan-
to las posibles acciones de sus empresas rivales como la reaccio´n de los
clientes afectados. El objetivo es minimizar la pe´rdida de participacio´n de
mercado. Presentan un modelo de deslocalizacio´n competitiva desde un
enfoque de teor´ıa de juegos y el resultado del juego se analiza para tres
escenarios diferentes: comportamiento voraz, conjeturas de Cournot y es-
trategias Stackelberg. Consideran la existencia de ciertos niveles de lealtad
por parte de los clientes hacia su proveedor original mediante una funcio´n
de decaimiento lineal. Los resultados nu´mericos consiguen obtener equili-
brios de Nash para pequen˜as reducciones en el taman˜o de la red (menos
del 20% de instalaciones) bajo un comportamiento voraz. Para conseguir
reducciones ma´s grandes, se indica la necesidad de considerar las acciones
de las otras empresas. Adema´s, menciona la existencia de una ventaja en
el juego Stackelberg si las empresas tienen un poder de mercado diferente.
Con respecto al efecto de los diferentes niveles de lealtad del cliente, los
experimentos nume´ricos confirmaron que como era de esperarse, cuanto
menos leales son los clientes, mayor es la cuota de mercado capturada por
la empresa ma´s fuerte.





En este cap´ıtulo se describe el problema bi-nivel (r/p)
L
−Centroide,
primeramente se presenta la formulacio´n matema´tica de un modelo de op-
timizacio´n tri-nivel y uno bi-nivel pero sin tomar en cuenta la lealtad de
los clientes. Despues se introduce un conjunto de restricciones va´lidas que
garantizan que la asignacio´n de los clientes a las instalaciones se realice
considerando la lealtad. Despue´s del ana´lisis pertinente, dichas restriccio-
nes nos ayudan a cumplir la lealtad de los clientes hacia una empresa. Para
facilitar la comprensio´n de este cap´ıtulo, primero se hace una breve intro-
duccio´n a la programacio´n multi-nivel, y se presentan algunos conceptos
importantes relacionados con el tema principal de esta tesis, es decir, con
la programacio´n bi-nivel.
3.1 Programacio´n Multi-nivel
Hoy en d´ıa muchos componentes del proceso de toma de decisiones
tienen que ser considerarse de manera jerarquizada. Incluso muchas de es-
tas decisiones no esta´n en nuestras manos, es decir, existe una jerarqu´ıa de
mando en la toma de decisiones. Esto nos lleva a identificar que las deci-
siones se toman en diferentes niveles dentro de esta jerarqu´ıa. Una manera
de abordar tales jerarqu´ıas es concentrarse en un nivel, pero incluyendo el
comportamiento de los otros niveles como suposiciones. En Migdalas et al.
(2013) se define la programacio´n multi-jera´rquica o tambie´n llamada op-
timizacio´n multi-nivel como el a´rea que estudia y analiza los problemas
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de toma de decisiones con estructura jera´rquica. La programacio´n multi-
nivel se definio´ formalmente y se estudio´ por primera vez en Bracken &
McGill (1973, 1974), en donde se presento´ como una generalizacio´n de la
programacio´n matema´tica.
El problema general de optimizacio´n multi-nivel (P) se puede formular








































x1, x2, . . . , xk
)
≤ 0 (3.6)
(P1) es llamado el problema del primer nivel y corresponde al nivel ma´s
alto en la jerarqu´ıa. El responsable de la toma de decisiones en este nivel
controla la variable de decisio´n x1 y su objetivo es minimizar la funcio´n
f1. Hay que tener en cuenta que las decisiones tomadas en los niveles de
menor jerarqu´ıa tienen un impacto en la funcio´n objetivo y/o restricciones
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del primer nivel. Ana´logamente, (Pk) es llamado el problema del k−e´simo
nivel y corresponde al nivel ma´s bajo en la jerarqu´ıa.
Es importante mencionar que el problema multi-nivel (P) es muy
dif´ıcil de resolver, lo menciona Migdalas et al. (2013). Por ejemplo, con-
sidere el caso ma´s simple de un problema de optimizacio´n multi-nivel, es
decir, considere un problema lineal con u´nicamente dos niveles, es dif´ıcil
de resolver ya que es NP-duro, se demuestra en Bard (1998). En la si-
guiente subseccio´n presentaremos este caso con ma´s detalle y se definen
algunos conceptos importantes que nos ayudara´n para plantear el me´todo
de solucio´n propuesto.
3.1.1 Programacio´n Bi-nivel
Como se menciono´ anteriormente, un caso particular de la programa-
cio´n multi-nivel es cuando se tiene solamente dos tomadores de decisiones,
en este caso se llama programacio´n de dos niveles, o simplemente, progra-
macio´n bi-nivel. Es Stackelberg et al. (1952) el primero en introducir la
estrategia ba´sica de l´ıder y seguidor para un duopolio, asociando el proble-
ma del primer y segundo nivel al l´ıder y al seguidor, respectivamente.




F (x, y) (3.7)




f (x, y) (3.9)
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Sujeto a: g (x, y) ≤ 0 (3.10)
x, y ≥ 0 (3.11)
Las restricciones (3.7)−(3.9) definen el problema del l´ıder, donde (3.7)
es la funcio´n objetivo del l´ıder quien busca minimizar la funcio´n F (x, y),
sujeto a las restricciones (3.8) − (3.9). Note que (3.9) denota otro proble-
ma de programacio´n matema´tica llamado problema del seguidor que esta´
definido por las restricciones (3.9) − (3.11), donde (3.9) busca minimizar
la funcio´n f (x, y) considerando las restricciones (3.10) y (3.11). Esta u´lti-
ma restriccio´n indica la no negatividad de las variables de decisio´n del
problema de programacio´n bi-nivel.
Ahora definiremos los conceptos ba´sicos ma´s importantes de la pro-
gramacio´n bi-nivel. Dichos conceptos son necesarios para comprender el
algoritmo propuesto para resolver el problema estudiado en esta tesis:
1. Conjunto de restricciones del problema de programacio´n bi-nivel.
Ω = {(x, y) | G (x, y) ≤ 0, g (x, y) ≤ 0} (3.12)
2. Conjunto factible del seguidor para cada x ∈ X.
Ω (x) = {y ∈ Y | g (x, y) ≤ 0} (3.13)
3. Conjunto de reaccio´n racional del seguidor para cada x ∈ Ω (x).
Ψ (x) = {y ∈ Y | y resuelve : mı´n{f (x, y) ≤ 0 | y ∈ Ω(x)}} (3.14)
4. Regio´n inducible.
IR = {(x, y) | (x, y) ∈ Ω, y ∈ Ψ(x)} (3.15)
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Como mencionamos anteriormente, el caso ma´s simple de un proble-
ma bi-nivel es aque´l do´nde el problema del l´ıder es un problema lineal y
el problema del seguidor tambie´n. Este caso se conoce como el problema
de programacio´n bi-nivel lineal (BLPP, por sus siglas en ingle´s). En Bard
(1998) esta´ demostrado que este problema pertenece a la clase de comple-
jidad NP-duro.
3.2 Descripcio´n del problema
Considere una situacio´n en un mercado espec´ıfico, en donde hay dos
empresas que ofrecen un servicio requerido por un conjunto de clientes. Di-
chas empresas compiten entre s´ı y deben cerrar algunas de sus instalaciones
existentes. Debido a la naturaleza de ambas empresas y al posicionamiento
que tienen actualmente en el mercado, existe una jerarqu´ıa entre ellas. Al
momento de tomar la decisio´n sobre cuales instalaciones van a cerrar, de-
ben tener en cuenta las posibles acciones de la empresa rival y la reaccio´n
de los clientes. Evidentemente, las instalaciones que cerrara´ cada una de las
empresas debera´n ser u´nicamente de las que le pertenecen. El objetivo que
tiene cada empresa es el de conseguir la ma´xima captura de demanda de
los clientes en el mercado. Entonces, este problema consiste en decidir las p
y r instalaciones que van a cerrar ambas empresas, respectivamente. A este
problema nosotros le llamaremos el problema (r|p)− centroide negativo el
cual denotaremos como (r|p)− centroide.
Una forma natural de modelar este problema es como un problema
de programacio´n tri-nivel, donde en el primer nivel se cierran p instala-
ciones de las que ya tiene operando en el mercado la empresa con mayor
jerarqu´ıa, despue´s en el segundo nivel se cierran r instalaciones de las que
tiene operando en el mercado la otra empresa, y por u´ltimo, en el tercer
nivel se asignan los clientes a las instalaciones abiertas ma´s cercanas. Ma´s
adelante, en este cap´ıtulo se presenta el modelo de programacio´n tri-nivel.
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Debido a la complejidad del modelo tri-nivel, se busca la manera de tener
un modelo ma´s tratable. Para lograr esto, agregamos restricciones va´li-
das sobre la asignacio´n de los clientes a una de las instalaciones abiertas
ma´s cercanas, ya sea de su misma empresa o de la competencia, utilizando
un conjunto de indices que definiremos ma´s adelante. Estas restricciones
permiten modelar el problema con un modelo de programacio´n bi-nivel.
Con estas restricciones se logra reducir el problema tri-nivel en un modelo
equivalente de programacio´n bi-nivel.
Ma´s sin embargo, como novedad en esta tesis y con el fin de hacer
ma´s interesante nuestro problema, agregamos un supuesto importante pa-
ra asemejar este problema a la realidad, al hacer que los clientes mantengan
cierta lealtad hacia la empresa que le brinda servicio actualmente. Es decir,
la reaccio´n de los clientes que satisfac´ıan su demanda en una de las insta-
laciones que cerro´ la empresa sera´ basada en una cierta lealtad. Para esto,
consideramos un radio predeterminado para cada cliente con el fin de que
este no se asigne a la instalacio´n ma´s cercana, sino que permanezca con
la misma empresa siempre y cuando exista otra instalacio´n de la misma
empresa dentro de un radio que esta´ dispuesto a tolerar (ver figura 3.1).
Es importante mencionar que los clientes sera´n leales a la empresa a la que
este´n asignados en un principio, es decir, con la empresa que le brinda el
servicio requerido. A este problema lo llamaremos (r|p)−centroide negativo




3.3 Modelo matema´tico de programacio´n tri-nivel
para el problema (r|p)−Centroide
Como se menciono´ anteriormente una manera natural de modelar
nuestro problema es que en el primer nivel se cierren p instalaciones, luego
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(a) Ejemplo de un cliente leal, perma-
nece con la misma empresa.
j
(b) Cliente capturado por la compe-
tencia.
- instalacio´n de la empresa 1 abierta ⋆- instalacio´n de la empresa 2 abierta
Figura 3.1: Lealtad de un cliente j hacia la empresa a la que es leal sin importar la
distancia pero dentro de un radio predefinido (c´ırculo punteado). En blanco se denota
una instalacio´n cerrada.
en el segundo nivel se cierren r instalaciones y en un tercer nivel los clientes
se asignen a la instalacio´n ma´s cercana.
Antes de presentar la formulacio´n matema´tica, primero se van a definir
propiamente los conjuntos, para´metros y variables de decisio´n involucrados
en nuestro problema.
Conjuntos.
IL: Conjunto de las instalaciones del primer nivel.
IF : Conjunto de las instalaciones del segundo nivel.
I = IL ∪ IF : Conjunto de las instalaciones.
J: Conjunto de los clientes.
Para´metros.
p: Nu´mero de instalaciones a cerrar en el primer nivel.
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r: Nu´mero de instalaciones a cerrar en el segundo nivel.
bj: Demanda del cliente j ∈ J.
dij: Distancia entre el cliente j ∈ J y la instalacio´n i ∈ I
Variables de decisio´n.





0, Si se cierra la instalacio´n i ∈ IL





0, Si se cierra la instalacio´n i ∈ IF
1, Si no i.e. se mantiene abierta
Adicional a las variables de decisio´ n definidas anteriormente, considere
las siguientes variables auxiliares de asignacio´n que nos van a ayudar a
definir el tercer nivel del problema.
Variables auxiliares de asignacio´n:
yLij =
{
1, Si el cliente j es servido por la instalacio´n i ∈ IL
0, En otro caso
yFij =
{
1, Si el cliente j es servido por la instalacio´n i ∈ IF
0, En otro caso
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F ∈ {0, 1} ∀i ∈ IF (3.21)


















Sujeto a: yLij ≤ x
L
i ∀i ∈ I
L, ∀j ∈ J (3.23)
yFij ≤ x
F
i ∀i ∈ I








= 1 ∀j ∈ J (3.25)
yLij, y
F
ij ∈ {0, 1} ∀i ∈ I, ∀j ∈ J (3.26)
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El problema del primer nivel esta´ definido por (3.16)− (3.19), donde
(3.16) es la funcio´n objetivo del primer nivel que busca maximizar la de-
manda capturada de clientes en el mercado, (3.17) indica que la empresa
con ma´s jerarqu´ıa debe cerrar p instalaciones, (3.18) establece la binariedad
de las variables de decisio´n del primer nivel. La restriccio´n (3.19) indica que
las variables xF son controladas por el segundo nivel que esta´ definido por
las restricciones (3.19) − (3.22), (3.19) es la funcio´n objetivo del segundo
nivel que busca maximizar la demanda capturada de clientes en el merca-
do, en otras palabras robar la mayor cantidad de demanda de los clientes
al primer nivel. La restriccio´n (3.20) indica que la empresa con menos je-
rarqu´ıa debe cerrar r instalaciones, y (3.21) establece la binariedad de las
variables de decisio´n del segundo nivel. As´ı mismo, la restriccio´n (3.22)
indica que las variables yLij, y
F
ij son controladas por un tercer nivel definido
por las restricciones (3.22) − (3.26). Las restricciones (3.22) indican que
los clientes buscan minimizar la distancia hacia las instalaciones que les
va a satisfacer la demanda. Las restricciones (3.23) y (3.24) indican que
un cliente se asignara´ a una instalacion que permanece abierta. Adema´s,
(3.25) indica que un cliente se asignara´ solo a una instalacio´n, y (3.26)
indican la binariedad de las variables auxiliares de asignacio´n. Con esto, la
formulacion (3.16)− (3.26) da lugar al modelo de programacio´n tri-nivel.
3.3.1 Modelo matema´tico de programacio´n bi-nivel para el
problema (r|p)−Centroide
Como mencionamos anteriormente, debido a la complejidad de un mo-
delo tri-nivel, buscamos reducir este modelo a uno ma´s tratable, es decir
reducir el modelo de programacio´n tri-nivel en uno de programacio´n bi-
nivel.
Para el modelo de programacio´n bi-nivel que vamos a presentar a
continuacio´n tome en cuenta los mismos para´metros y conjuntos definidos
anteriormente para el problema de programacio´n tri-nivel. As´ı como el
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siguiente conjunto de inidices: Ij(x
L) = {i ∈ IF : dij ≤ mink∈IL|xLk=1dkj}
el cual nos ayuda a reducir el problema tri-nivel en uno bi-nivel, donde
el primer nivele esta´ asociado a la empresa l´ıder y el segundo nivel a la
empresa seguidora.





0, Si se cierra la instalacio´n i ∈ IL





0, Si se cierra la instalacio´n i ∈ IF
1, Si no i.e. se mantiene abierta
Considere las siguientes variables auxiliares de asignacio´n para el pro-
blema de programacio´n bi-nivel:
yj =
{
0, Si el cliente j es servido por el l´ıder
1, Si el cliente j es servido por el seguidor















L ∈ {0, 1} ∀i ∈ IL (3.29)
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F ∀j ∈ J (3.32)
xi
F ∈ {0, 1}, yj ∈ {0, 1} ∀i ∈ I
F , ∀j ∈ J (3.33)
Donde: Ij(x
L) = {i ∈ IF | dij ≤ mink∈IL|xLk=1 dkj} ∀j ∈ J . Este
conjunto guarda los indices de las instalaciones del seguidor que pueden
capturar la demanda del cliente j ∈ J al cual se le cerro la instalacio´n del
l´ıder al que estaba asignado.
La funcio´n objetivo del l´ıder (3.27) busca capturar la demanda ma´xi-
ma. La ecuacio´n (3.28) garantiza que el l´ıder solo cerrara´ p instalaciones,
(3.29) establece la binariedad de las variables de decisio´n del primer nivel.
La ecuacio´n (3.30) es lo que convierte al problema en uno de programacio´n
bi-nivel, ah´ı se indica que las variables del nivel inferior deben resolver a
optimalidad el problema (3.30)− (3.33). As´ı mismo, se empresa la funcio´n
objetivo del seguidor el cual busca a su vez capturar la demanda ma´xima.
La ecuacio´n (3.31) garantiza que el seguidor solo cerrara´ r instalaciones.
Las restricciones (3.32) determinan la demanda cedida por los tomadores
de decisiones y (3.33) indican la binariedad de las variables de decisio´n del
seguidor as´ı como de las variables auxiliares de asignacio´n. Si el seguidor
no tiene instalaciones en el conjunto Ij(x
L), el cliente j es servido por el
l´ıder. De este modo, la formulacio´n (3.27)-(3.33) es un problema bi-nivel
entero.
Es importante hacer notar que en los modelo bi-nivel y tri-nivel pre-
sentados anteriormente, los clientes se asignan a la instalacio´n ma´s cercana
una vez que se les cierra la instalacio´n a al que estaba asignado en un
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principio, pero el problema central de esta tesis es el que se presentara
a continuacio´n, en donde tomamos en cuenta la lealtad de los clientes al
agregar restricciones que nos ayudan a cumplir dicha caracter´ıstica.




A continuacio´n se enlistan los supuestos ba´sicos considerados en este
problema:
Hay dos empresas operando actualmente en el mercado y existe una
jerarqu´ıa entre ellas.
Los clientes esta´n asignados a la instalacio´n ma´s cercana, lo cual define
a cua´l empresa van a ser leales. Tenga en cuenta que consideramos
clientes conservadores, es decir, si un cliente tiene a la misma distancia
una instalacio´n de cada empresa, este se asigna a la empresa con mayor
jerarqu´ıa.
Cada empresa ofrece el mismo servicio al mismo precio. Adema´s, esta´
prohibido que se oferten nuevos servicios en el mercado. Esto con el
fin de evitar que los clientes asuman otra postura determinada por
descuentos de las empresas, servicios de mejor calidad que los de la
otra empresa, etc.
El l´ıder tiene que cerrar p instalaciones sabiendo que el seguidor tam-
bie´n va a cerrar r instalaciones.
Las instalaciones sera´n cerradas definitivamente, no se permite el cie-
rre temporal ya sea por remodelacio´n, cuestiones climatolog´ıas, por
accidentes laborales, o por dan˜os de cualquier ı´ndole en la instalacio´n.
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No se permite la reubicacio´n de una instalacio´n, entie´ndase desloca-
lizacio´n al cierre definitivo de e´sta y no confundirse con el termino
deslocalizacio´n utilizado en el sector econo´mico.
Un cliente puede cambiar de empresa siempre y cuando no exista otra
instalacio´n abierta de la empresa a la que es leal dentro de su radio
de lealtad, en este caso, se asigna a la instalacio´n ma´s cercana.
3.4.2 Restricciones va´lidas de lealtad para los clientes
En la actualidad, es muy comu´n que los clientes no se asignen a la
instalacion abierta ma´s cercana, hay diversos art´ıculos en la literatura en
los cuales la asignacio´n de los clientes se hace en base a una preferencia,
por ejemplo en Hanjoul & Peeters (1987), Ca´novas et al. (2007), Camacho-
Vallejo et al. (2014) por mencionar algunos. Otras modelaciones del com-
portamiento de los clientes se pueden encontrar en Drezner & Eiselt (2002).
Como se menciono´ anteriormente, los clientes esta´n asignados a las
instalaciones abiertas ma´s cercanas. Esto va a dar lugar a definir la lealtad
de dicho cliente a algu´na de las dos empresas. Note que, a final de cuentas, la
lealtad viene a actuar como un criterio de preferencias de los clientes sobre
alguna de las empresas. Por eso nosotros vamos a agregar restricciones
va´lidas que nos ayuden a cumplir con la lealtad de los clientes.
Primeramente tome en cuenta los para´metros y conjuntos auxiliar de
ordenamiento siguientes:
Para´metros.
ρj: Radio de lealtad del cliente j ∈ J .
Sk: Elemento de un conjunto cualesquiera S en la k−esima posicio´n.
Conjuntos.
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If(j): Conjunto de las instalaciones ordenadas dentro del radio de lealtad
del cliente j ∈ J . Donde If(j) = {i ∈ If : dij ≤ ρj} con f ∈ {L, F}
(L´ıder-Seguidor, segu´n sea el caso). Los elementos de If(j) cumplen
que dIf (j)k−1,j ≤ dIf (j)k,j Para k = 2, . . . , |I
f(j)|.
I(j): Conjunto ordenado de todas las instalaciones dentro del radio de
lealtad para el cliente j ∈ J . Do´nde:
I(j) =
IL(j)|IF (j), i∗(j) ∈ ILIF (j)|IL(j), i∗(j) ∈ IF
e i∗(j) = argmini∈I{dij}.
I(j): Conjunto ordenado de las instalaciones para el cliente j ∈ J fuera
del radio de lealtad. I(j) = {i ∈ If : dij > ρj} con f ∈ {L, F}. Los
elementos de I(j) satisfacen dI(j)k−1,j ≤ dI(j)k,j Para k = 2, . . . , |I(j)|
y j ∈ J .
O(j): Conjunto de las instalaciones del cliente j ∈ J considerando lealtad,
donde O(j) = {I(j)|I(j)}.
I˜f(j): Conjunto ordenado de las instalaciones de la empresa f ∈ {L, F}
para el cliente j ∈ J . Es decir I˜f(j) = If(j)∪ (I(j)∩ If), ∀j ∈ J para
f ∈ {L, F}
Adema´s defina la siguiente funcio´n auxiliar como:
Funcio´n Auxiliar
PO(Sk) : Funcio´n inyectiva que regresa la posicio´n del conjunto orde-
nado O(j) en donde se encuentra el k-esimo elemento del conjunto S, o sea
PO(Sk) = h⇔ Oh = Sk
Por otro lado, el radio de lealtad ρj del cliente j ∈ J , es definido como
sigue:
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δL ×mı´n{dij}, Si el cliente j es servido por la instalacio´n i ∈ I
L
δS ×mı´n{dij}, Si el cliente j es servido por la instalacio´n i ∈ I
F
donde δL y δS son constantes enteras utilizadas para tener una medida
proporcional de la distancia mı´nima. Esto se hace con el fin de definir cua´l
es la ma´xima distancia que esta´ dispuesto a recorrer un cliente al que se le
cerro´ la instalacio´n a al cual estaba asignado. Es importante hacer notar
que se toma la mı´n{dij} 6= 0 con el fin de evitar radios de lealtad iguales
a cero. Ma´s adelante en este cap´ıtulo se mostrara un ejemplo ilustrativo
para tener un panorama ma´s claro de co´mo funcionan dichos para´metros
al momento de resolver el problema considerando la lealtad.
Estos para´metros y conjuntos descritos anteriormente nos permiten
agregar las restricciones (3.43) y (3.44), las cuales son presentadas en la
siguiente seccio´n. Hay que recalcar que dichas restricciones nos ayudan a
tomar en cuenta la asignacio´n de los clientes a las instalaciones conside-
rando lealtad.




Para el modelo de programacio´n bi-nivel que vamos a presentar a
continuacio´n tome en cuenta los mismos para´metros y conjuntos definidos
anteriormente para el problema de programacio´n tri-nivel presentado en la
seccio´n 3.3 as´ı como los para´metros y conjuntos auxiliares considerarados
al definir la lealtad de los clientes.





0, Si se cierra la instalacio´n i ∈ IL
1, Si no, i.e. la mantiene abierta
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0, Si se cierra la instalacio´n i ∈ IF
1, Si no i.e. se mantiene abierta
Considere las siguientes variables auxiliares de asignacio´n para el pro-
blema de programacio´n bi-nivel:
yj =
{
0, Si el cliente j es servido por el l´ıder
1, Si el cliente j es servido por el seguidor
zij =
{
1, Si el cliente j es servido por la instalacio´n i
0, en otro caso















L ∈ {0, 1} ∀i ∈ IL (3.36)
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zij = 1 ∀j ∈ J (3.39)
zij ≤ x
L
i ∀i ∈ I
L, ∀j ∈ J (3.40)
zij ≤ x
F
i ∀i ∈ I
F , ∀j ∈ J (3.41)
∑
i∈IL






zO(j)ℓj ≤ 1 ∀k = 1, . . . I˜






zO(j)ℓj ≤ 1 ∀k = 1, . . . I˜
F (j), j ∈ J (3.44)
xi
F ∈ {0, 1} ∀i ∈ IF (3.45)
yj ∈ {0, 1} ∀j ∈ J (3.46)
zij ∈ {0, 1} ∀i ∈ I, ∀j ∈ J (3.47)
La funcio´n objetivo del l´ıder (3.34) busca capturar la demanda ma´xi-
miza. La ecuacio´n (3.35) garantiza que el l´ıder solo cerrara´ p instalaciones.
La ecuacio´n (3.37) es lo que convierte al problema en uno de programa-
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cio´n bi-nivel, ah´ı se indica que las variables del nivel inferior deben resolver
a optimalidad el problema (3.37) − (3.47). As´ı mismo, se expresa la fun-
cio´n objetivo del seguidor (capturar la demanda ma´xima). La ecuacio´n
(3.38) garantiza que el seguidor solo cerrara´ r instalaciones. Las restric-
ciones (3.39) garantizan que el cliente j sea servido solamente por una
instalacio´n. Las restricciones (3.40) y (3.41) indican que los clientes j so-
lamente pueden ser asignados a instalaciones que permanecen abiertas ya
sea del l´ıder o seguidor. Las restricciones (3.42) indican que si el cliente
j es servido por el l´ıder entonces el cliente j no puede ser servido por el
seguidor, esta restriccio´n relaciona la variable auxiliar de asignacio´n con
la variable y. Las restricciones (3.43) y (3.44) garantizan que el cliente j
no va a cambiar de empresa, siempre y cuando haya instalaciones abiertas
de la empresa a la que es leal dentro de su radio de lealtad. Las restric-
ciones (3.36), (3.45), (3.46) y (3.47) indican la binariedad de las variables
de decisio´n, as´ı como de las variables auxiliares de asignacio´n. Con esto, la
formulacio´n (3.34)− (3.47) es un modelo de programacio´n bi-nivel binaria.
3.5 Restricciones de lealtad: un ejemplo
ilustrativo.
Con el fin de ilustrar co´mo funcionan los conjuntos de ordenamien-
to y las restricciones de lealtad de los clientes (3.43) y (3.44), vamos a
presentar un ejemplo ilustrativo pequen˜o. Considere el caso en el cual se
tiene |IL| = |IF | = 4 y |J | = 10, es decir, se tienen actualmente 4 insta-
laciones abiertas del l´ıder y 4 del seguidor, respectivamente. Adema´s, hay
10 clientes asignados a ellas. Para este ejemplo, considere que los clien-
tes j ∈ J esta´n dispuestos a recorrer a lo mucho el doble de la distancia,
en el caso de que se cierre la instalacio´n que le brinda servicio. Es decir
δL = δS = 2. En las tablas 3.1 y 3.2 se muestran las coordenadas de los
clientes e instalaciones del l´ıder y seguidor. Adema´s, las distancias dij de ir
de la instalacio´n i ∈ I al cliente j ∈ J se muestran en la tabla 3.3. En azul
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se denota la mı´n {dij} ∀j ∈ J, i ∈ I, es decir, la distancia a la instalacio´n
ma´s cercana para el cliente j ∈ J . Dichas distancias nos ayudan a identi-
ficar la instalacio´n i ∈ I a la que esta´ asignado actualmente el cliente, y
por consecuencia, se identifica la empresa a la va a ser leal. Por ejemplo, el
cliente j = 1 actualmente esta´ asignado a la instalacio´n i = 2 ∈ IL, pues
mı´n {di1} ∀i ∈ I. En ese caso d21 = 3.16, entonces dicho cliente va a ser
leal al l´ıder pues 2 ∈ IL. Adema´s, dicha distancia nos va a ayudar a calcular
el radio de lealtad que definimos como ρj = δ
L × mı´n o´ ρj = δ
L × mı´n,
segu´n sea el caso.
En la tabla 3.4 se muestran los radios de lealtad de cada cliente, los
cuales tambie´n nos ayudan a llenar nuestros conjuntos auxiliares. En este
caso, como j = 1 su i∗(1) = argmini∈I{di1} = 2 ∈ I
L. Para If(j) con
f ∈ {L, F} (L´ıder, Seguidor) tenemos que IL(1) = {i ∈ IL : di1 ≤ ρ1},
IF (1) = {i ∈ IF : di1 ≤ ρ1}, adema´s tenemos que I(1) = {I
L(J)|IF (J)}
para obtener el conjunto O(1) = {I(1)|I(j)}. Por un ana´lisis sencillo, po-
demos ver que d21 ≤ d41 ≤ ρ1 y d51 ≤ d71 ≤ ρ1 por lo que I
L(1) = {2, 4},
IF (1) = {5, 7} respectivamente, entonces I(1) = {2, 4}|{5, 7} = {2, 4, 5, 7}.
As´ı tenemos que las instalaciones que esta´n fuera del radio de lealtad ρ1 <
d31 ≤ d11 ≤ d61 ≤ d81, I(1) = {3, 1, 6, 8}. Entonces obtenemos nuestro con-
junto O(1) = {I(1)|I(j)} = {{2, 4, 5, 7}|{3, 1, 6, 8}} = {2, 4, 5, 7, 3, 1, 6, 8},
por u´ltimo calculamos los conjuntos de ordenamiento por empresa pa-
ra el cliente j = 1, es decir I˜f(1) con f ∈ {L, F}, entonces I˜L(1) =
IL(1) ∪ (I(1) ∩ IL) = {2, 4} ∪ ({3, 1, 6, 8} ∩ {1, 2, 3, 4}) = {2, 4, 3, 1},
I˜F (1) = IF (1)∪(I(1)∩IF ) = {5, 7}∪({3, 1, 6, 8}∩{5, 6, 7, 8}) = {5, 7, 6, 8},
siguiendo un proceso ana´logo para los dema´s clientes. Al final se obtiene
la tabla 3.5, donde la leyenda L significa que el cliente j es leal al l´ıder o
F si es leal al seguidor, es decir i∗(j) ∈ IL o´ i∗(j) ∈ IF respectivamente.
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Tabla 3.2: Coordenadas de las instalaciones i ∈ I
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dij 1 2 3 4 5 6 7 8 9 10
1 8.54 12.53 6.32 14 14.42 1 6 14.32 17.72 14
2 3.16 8.60 5.39 14.87 4.12 11.40 11.18 3.16 14.31 5
3 7.07 4.24 6.71 6.71 9.00 7.62 3.61 12.08 9.21 13.60
4 5.83 5.83 7.81 12.53 1 13.04 11.18 5.83 10.82 8.54
5 5 13 5.83 18.60 9.05 11.18 13.04 5 18.97 3.16
6 12.80 6.32 12.53 1 13 12 7 17.20 6.40 19.10
7 5.83 11.40 3.60 14.32 12.04 3.16 6.71 11.40 17.12 11
8 14.87 6.71 15.30 4.24 12.73 16.28 11.40 17.80 2 20.25
Tabla 3.3: Distancia de ir del cliente j ∈ J a la instalacio´n i ∈ I
J ρj
1 2× d21 = 6.32
2 2× d32 = 8.48
3 2× d73 = 7.2
4 2× d64 = 2
5 2× d45 = 2
6 2× d16 = 2
7 2× d37 = 7.22
8 2× d28 = 6.32
9 2× d89 = 4
10 2× d510 = 6.32
Tabla 3.4: Radios de lealtad
J Leal A: IL(j) IF (j) I(j) I(j) I˜L(j) I˜F (j) O(j)
1 L {2, 4} {5, 7} {2, 4, 5, 7} {3, 1, 6, 8} {2, 4, 3, 1} {5, 7, 6, 8} {2, 4, 5, 7, 3, 1, 6, 8}
2 L {3, 4} {6, 8} {3, 4, 6, 8} {2, 7, 1, 5} {3, 4, 2, 1} {6, 8, 7, 5} {3, 4, 6, 8, 2, 7, 1, 5}
3 F {2, 1, 3} {7, 5} {7, 5, 2, 1, 3} {4, 6, 8} {2, 1, 3, 4} {7, 5, 6, 8} {7, 5, 2, 1, 3, 4, 6, 8}
4 F ∅ {6} {6} {8, 3, 4, 1, 7, 2, 5} {3, 4, 1, 2} {6, 8, 7, 5} {6, 8, 3, 4, 1, 7, 2, 5}
5 L {4} ∅ {4} {2, 3, 5, 7, 8, 6, 1} {4, 2, 3, 1} {5, 7, 8, 6} {4, 2, 3, 5, 7, 8, 6, 1}
6 L {1} ∅ {1} {7, 3, 5, 2, 6, 4, 8} {1, 3, 2, 4} {7, 5, 6, 8} {1, 7, 3, 5, 2, 6, 4, 8}
7 L {3, 1} {7, 6} {3, 1, 7, 6} {4, 2, 8, 5} {3, 1, 4, 2} {7, 6, 8, 5} {3, 1, 7, 6, 4, 2, 8, 5}
8 L {2, 4} {5} {2, 4, 5} {7, 3, 1, 6, 8} {2, 4, 3, 1} {5, 7, 6, 8} {2, 4, 5, 7, 3, 1, 6, 8}
9 F ∅ {8} {8} {6, 3, 4, 2, 7, 1, 5} {3, 4, 2, 1} {8, 6, 7, 5} {8, 6, 3, 4, 2, 7, 1, 5}
10 F {2} {5} {5, 2} {4, 7, 3, 1, 6, 8} {2, 4, 3, 1} {5, 7, 6, 8} {5, 2, 4, 7, 3, 1, 6, 8}
Tabla 3.5: Tabla conjuntos de ordenamiento para cada cliente j ∈ J
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Vamos a escribir las restricciones de lealtad de forma expl´ıcita para el
cliente j = 1:






zO(1)ℓ1 ≤ 1 ∀k = 1, . . . , 4
Si k = 1 tenemos que: I˜L(1)1 = 2 y PO(I˜











xL2 + zO(1)21 + zO(1)31 + zO(1)41 + zO(1)51 + zO(1)61 + zO(1)71 + zO(1)81 ≤ 1
xL2 + z41 + z51 + z71 + z31 + z11 + z61 + z81 ≤ 1 (3.48)
Si k = 2 tenemos que: I˜L(1)2 = 4 y PO(I˜











xL4 + zO(1)31 + zO(1)41 + zO(1)51 + zO(1)61 + zO(1)71 + zO(1)81 ≤ 1
xL4 + z51 + z71 + z31 + z11 + z61 + z81 ≤ 1 (3.49)
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Si k = 3 tenemos que: I˜L(1)3 = 3 y PO(I˜











xL3 + zO(1)61 + zO(1)71 + zO(1)81 ≤ 1
xL3 + z11 + z61 + z81 ≤ 1 (3.50)
Si k = 4 tenemos que: I˜L(1)4 = 1 y PO(I˜











xL1 + zO(1)71 + zO(1)81 ≤ 1
xL1 + z61 + z81 ≤ 1 (3.51)






zO(1)ℓ1 ≤ 1 ∀k = 1, . . . I˜
F (1)
Si k = 1 tenemos que: I˜F (1)1 = 5 y PO(I˜
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xF5 + zO(1)41 + zO(1)51 + zO(1)61 + zO(1)71 + zO(1)81 ≤ 1
xF5 + z71 + z31 + z11 + z61 + z81 ≤ 1 (3.52)
Si k = 2 tenemos que: I˜F (1)2 = 7 y PO(I˜











xF7 + zO(1)51 + zO(1)61 + zO(1)71 + zO(1)81 ≤ 1
xF7 + z31 + z11 + z61 + z81 ≤ 1 (3.53)
Si k = 3 tenemos que: I˜F (1)3 = 6 y PO(I˜











xF6 + zO(1)81 ≤ 1
xF6 + z81 ≤ 1 (3.54)
Si k = 4 tenemos que: I˜F (1)4 = 8 y PO(I˜
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xF8 ≤ 1 (3.55)




Ahora vamos a proceder a explicar el funcionamiento de las restriccio-
nes (3.43) y (3.44), siga considerando al cliente j = 1 para el cual se tiene
que O(1) = {2, 4, 5, 7, 3, 1, 6, 8}. Suponga que el l´ıder cierra la instalacio´n
i = 2 y mantiene abierta la i = 4. Es decir, xL2 = 0 y x
L
4 = 1 entonces de
la restriccio´n (3.48) tenemos que:
z41 + z51 + z71 + z31 + z11 + z61 + z81 ≤ 1 (3.56)
y de la restriccio´n (3.49) se sabe que z51 = z71 = z31 = z11 = z61 =
z81 = 0. Adema´s, como x
L
2 = 0, por la restriccio´n (3.40) tenemos que
z2j ≤ x
L
2 . En particular, para el cliente 1 tendremos que z21 ≤ 0, entonces
z21 = 0. Esto u´ltimo es obvio, pues si se cerro´ la instalacio´n 2 ningu´n cliente
puede estar asignado a ella. Luego, de (3.56) tenemos que z41 ≤ 1 y por la
restriccio´n (3.39) para el cliente 1, z11+z21+z31+z41+z51+z61+z71+z81 = 1
tenemos que z41 = 1, es decir, a pesar de que se cerro´ la instalacio´n 2, el
cliente 1 se mantiene leal al l´ıder al asignarse a la instalacio´n 4 dentro de
su radio de lealtad. Esto ocurre a pesar de que la instalacio´n 5, la cual
pertenece al seguidor, esta´ ma´s cerca que esta pues d51 ≤ d41 < ρ1. Por
u´ltimo, de la restriccio´n (3.42) tenemos que z41 ≤ 1− y1, entonces y1 = 0,
lo cual significa que el cliente 1 es atendido por el l´ıder.
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Estas restricciones se escriben de manera similar para los clientes res-
tantes y adoptan el mismo comportamiento ayudando a cumplir la lealtad
de los clientes.
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En este cap´ıtulo explicaremos a detalle el algoritmo de ramificacio´n
y acotamiento que se utilizo´ para resolver el problema (r|p)-Centroide. El
algoritmo implementado es una adaptacio´n de uno que se encuentra en la
literatura para resolver problemas de programacio´n bi-nivel binaria. Por
u´ltimo, presentamos un ejemplo pequen˜o con el fin de ilustrar el funciona-
miento y/o comportamiento de nuestro algoritmo.
4.1 Algoritmo de ramificacio´n y acotamiento
adaptado para resolver el (r|p)
L
−Centroide.
Para resolver nuestro problema (r|p)
L
−Centroide, consideramos el al-
goritmo propuesto en Bard & Moore (1992). Ese algoritmo fue propuesto
para resolver problemas de programacio´n bi-nivel binarios, por lo que no-
sotros proponemos una version adaptada de dicho algoritmo pero conside-
rando nuestro las caracter´ısticas de nuestro problema.
La idea es enumerar los nodos de un a´rbol binario asociado al proble-
ma del l´ıder pero teniendo en cuenta la reaccio´n o´ptima del seguidor. Es
decir, el algoritmo encuentra la mejor decisio´n del l´ıder entre las soluciones
factibles de la regio´n inducible IR.
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Para iniciar el algoritmo, se busca tener una buena solucio´n del l´ıder.
























zij = 1 ∀j ∈ J (4.5)
zij ≤ x
L
i ∀i ∈ I
L, ∀j ∈ J (4.6)
zij ≤ x
F
i ∀i ∈ I
F , ∀j ∈ J (4.7)
∑
i∈IL






zO(j)ℓj ≤ 1 ∀k = 1, . . . I˜
L(j), j ∈ J (4.9)
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zO(j)ℓj ≤ 1 ∀k = 1, . . . I˜
F (j), j ∈ J (4.10)
xi
F ∈ {0, 1} ∀i ∈ IF (4.11)
yj ∈ {0, 1} ∀j ∈ J (4.12)
zij ∈ {0, 1} ∀i ∈ I, ∀j ∈ J (4.13)
∑
j∈J
bj(1− yj) ≥ α (4.14)
Es fa´cil ver que solamente agregamos las restricciones del l´ıder al pro-
blema del segundo nivel. Adema´s, la funcio´n objetivo del l´ıder pasa a ser la
restriccio´n (4.14), la cual busca establecer una cota para su valor de la fun-
cio´n objetivo, donde α es un para´metro del modelo que se va determinando
conforme avanza el algoritmo.
Antes de describir nuestro algoritmo, necesitamos definir algunos con-
juntos y para´metros necesarios para su desarrollo. Adema´s, para mejorar
la lectura de la tesis, denote una solucio´n del problema bi-nivel como un
punto de la forma XY Z =
(
xL, xF , y, z
)
y la funcio´n objetivo del l´ıder




Conjuntos y Para´metros a utilizar en el algoritmo:
W : Conjunto de ı´ndices asociados a las variables. W = {1, ..., |IL|}
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Pk: El orden del camino explorado en la iteacio´n k.
Wk: Conjunto de ı´ndices de las variables exploradas en la iteracio´n k.
S+k : Conjunto de ı´ndices de las variables exploradas asociadas a las insta-




S−k : Conjunto de ı´ndices de las variables exploradas asociadas a las instala-
ciones que son cerradas en la iteracio´n k. S−k = {i : i ∈ Wk y x
L
i = 0}
S0k: Conjunto de ı´ndices de las variables que no han sido exploradas en la
iteracio´n k. S0k = {i : i ∈ Wk}
IRk: Conjunto de puntos explorados en la regio´n inducible
F : Cota inferior asociada al valor de la funcio´n objetivo del l´ıder. F =
ma´x[F : XY Z ∈ IRk].
Es importante mencionar que solamente se va a ramificar en las varia-
bles de decisio´n del l´ıder, esto es, xL. Note que el algoritmo esta´ disen˜ado
para mejorar la decisio´n del l´ıder pero considerando la reaccio´n o´ptima del
seguidor, esto es, xF . Adema´s, dado que la asignacio´n de las variables z y y
se hace basada en la lealtad prestablecida de los clientes hacia las instala-
ciones, estas variables toman menos importancia en el disen˜o del algoritmo.
Al inicio del algoritmo se inicializan los para´metros de la siguiente manera:
α = −∞ y F = −∞.
El algoritmo propuesto queda como sigue:
Paso 1. Inicializacio´n. Haga k := 0, S+k := ∅, S
−
k := ∅, S
0
k := {1, ..., |I
L|},
α := −∞ y F := −∞. Esto crea el nodo ra´ız del a´rbol de bu´squeda.




i = 1 para i ∈ S
+
k . Con
el valor actual de α, intente encontrar una solucio´n factible al problema
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auxiliar (4.1)–(4.14). Si se encuentra solucio´n, haga k := k+1, guarde
la solucio´n XY Zk y vaya al paso 3; en caso contrario, corte el nodo
actual y vaya al paso 7.
Paso 3. Acotamiento. Haga xL = (xLi )
k, ∀i ∈ IL y resuelva el problema del





(xL)k, (xˆF )k, (yˆ), (zˆ)k
)
∈ IR. Calcule F (X̂Y Z
k
) y haga
F := ma´x[F , F (X̂Y Z
k
)]. Si F (X̂Y Z
k
) = F (X̂Y Z
k−1
) vaya al paso 7.
Paso 4. Haga I = {i ∈ S0k−1 : (x
L
i )









k−1, Pk := Pk−1 y vaya al paso 6; en caso contrario,
vaya al paso 5.
Paso 5. Ramificacio´n. Crear |I| nuevos nodos vivos como sigue: agregue i ∈
I al camino Pk−1 en orden ascendente, uno por uno, para obtener












Paso 6. Haga α := F + 1. Regrese al paso 2.
Paso 7. Retroceder. Si no existen nodos vivos, vaya al paso 8; en caso contra-
rio, retroceda desde el nodo actual (esto es, el nodo vivo creado ma´s
reciente). Defina la variable correspondiente como i′, ramifique sobre
su complemento al hacer (xLi′)
k = 1. Actualice los conjuntos S+k , S
−
k ,
S0k, y Pk de manera apropiada. Regrese al paso 2.
Paso 8. Terminacio´n. Si F = −∞, entonces no hay solucio´n factible para
el problema bi-nivel definido por (3.34) − (3.47); en caso contrario,
considere el punto factible asociado con F como una solucio´n o´ptima.
4.1.1 Ejemplo ilustrativo.
Con el fin de ilustrar el funcionamiento del algoritmo propuesto, va-
mos a presentar un ejemplo pequen˜o. Considere el caso en el cual se tiene
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que |IL| = |IF | = 10 y |J | = 40, es decir, se tienen actualmente 10 ins-
talaciones abiertas del l´ıder y 10 del seguidor, respectivamente. Adema´s,
hay 40 clientes asignados a dichas plantas. Para este ejemplo considere que
p = r = 3, es decir, el l´ıder va a cerrar 3 de sus 10 instalaciones sabiendo
que el seguidor tambie´n va a cerrar 3 de sus 10 instalaciones.
Con el fin de agilizar la explicacio´n del algoritmo, al momento de
escribir la solucio´n bi-nivel XY Z =
(
xL, xF , y, z
)
solamente mostraremos





A continuacio´n se escriben de manera expl´ıcita algunos pasos del al-
goritmo:
Paso 1. (Inicializacio´n) Hacer:
k := 0.




S00 := {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
α := −∞
F := −∞




0 son iguales al conjunto vac´ıo,
esto se debe a que en un principio el algoritmo no ha explorado alguna
variable. Luego, vamos al paso 2.




i = 1 para i ∈ S
+
0 ,
como estos conjuntos esta´n vac´ıos en este momento (paso 1 anterior),
no se agregan restricciones que aseguren que dichas instalaciones se
mantengan abiertas y/o cerradas. Resolvemos el problema auxiliar con
el valor actual de α y se obtiene la siguiente solucio´n:
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(0, 0, 1, 1, 1, 1, 1, 0, 1, 1)
(1, 0, 0, 0, 1, 1, 1, 1, 1, 1)
)
La cual indica que el l´ıder va a cerrar las instalaciones 1, 2 y 8 (ver




8 = 0 y el seguidor va a cerrar las





Como se encontro´ una solucio´n al problema auxiliar, incrementamos







(0, 0, 1, 1, 1, 1, 1, 0, 1, 1)
(1, 0, 0, 0, 1, 1, 1, 1, 1, 1)
)1
Como se encontro´ solucio´n, vamos al paso 3.
Paso 3. (Acotamiento) Hacer xL = (xLi )
1 = (0, 0, 1, 1, 1, 1, 1, 0, 1, 1)1 y para
e´sta solucio´n del l´ıder resolvemos el problema del nivel inferior (3.37)−

















(0, 0, 1, 1, 1, 1, 1, 0, 1, 1)
(1, 1, 0, 0, 1, 0, 1, 1, 1, 1)
)1
Calculando F (X̂Y Z
1
) se obtiene que F (X̂Y Z
1
) = 7, 793 y hacemos
F := ma´x{F , F (X̂Y Z
1
)} = ma´x{−∞, 7, 793} = 7, 793. Luego de
esto, vamos al paso 4 pues podemos ver que F (X̂Y Z
1
) 6= F (X̂Y Z
0
).
Note que en este paso se obtiene la mejor solucio´n bi-nivel para la
la solucio´n del l´ıder (xLi )






Paso 4. Haga I = {i ∈ S00 : (x
L
i )
1 = 0} = {1, 2, 8}.










1−1, P1 := P1−1 y vaya
al paso 6 (cosa que no pasa, pues el conjunto I es distinto de vac´ıo),
entonces vamos al paso 5.
Juan Carlos Garc´ıa Ve´lez FCFM-UANL
Cap´ıtulo 4. Algoritmo B&B para resolver el (r|p)
L
−Centroide. 54
Paso 5. (Ramificacio´n) Crear |I| nuevos nodos vivos como sigue: agregue i ∈ I
al camino P0 en orden ascendente, uno por uno, para obtener nuevos










0 ∪ I = ∅ ∪ {1, 2, 8} = {1, 2, 8}
P1 := P0 = (1, 2, 8)
W1 := {1, 2, 8}
Luego vamos al paso 6.
Paso 6. Haga α := F + 1 = 7, 793 + 1 = 7, 794. Regrese al paso 2.




i = 1 para
i ∈ S+1 .
Como S+1 = S
+
0 = ∅ no necesitamos agregar la restriccio´n x
L
i = 1
para i ∈ S+1 .
Para xLi = 0 con i ∈ S
−
1 = {1, 2, 8}, tenemos que obligar al
modelo auxilia’ a mantener cerradas las instalaciones 1, 2 y 8 es




8 = 0. Pero
como ya se tienen p = 3 instalaciones cerradas, ya no es necesario
explorar este nodo. Se corta el nodo actual y vamos al paso 7.
Paso 7. Como existen nodos vivos P1 = P0 = (1, 2, 8). Retroceder desde el
nodo vivo actual, es decir, el nodo vivo creado ma´s recientemente.
Definimos la variable correspondiente como i
′
= 8, ramificamos sobre






1 , P1, de
manera apropiada:
S+1 := {8}
S−1 := {1, 2}
S01 := {3, 4, 5, 6, 7, 9, 10}
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P1 := (1, 2, 8)
W1 := {1, 2, 8}
Tome en cuenta que en el camino P1, un nu´mero subrayado indica
que este ya no es un nodo vivo. Mejor dicho, es el nodo al cual ya
se ramifico´ en su complementopor. Por ejemplo, i
′
= 8, es decir, 8 .
Adoptaremos este formato a lo largo del algoritmo.
Regrese al paso 2.




i = 1 para
i ∈ S+1 . Es decir:
Para los i ∈ S+1 mantener x
L
i = 1, entonces x
L
8 = 1.
Para los i ∈ S−1 mantener x
L





Y con el valor actual de α = 7, 794 intentamos encontrar una solucio´n








(0, 0, 1, 1, 1, 0, 1, 1, 1, 1)
(1, 1, 0, 1, 1, 0, 1, 1, 1, 0)
)
Y como se encontro´ solucio´n incrementamos el contador k := k+ 1 =







(0, 0, 1, 1, 1, 0, 1, 1, 1, 1)
(1, 1, 0, 1, 1, 0, 1, 1, 1, 0)
)2
Al encontrarse solucio´n, vamos al paso 3.
Paso 3. (Acotamiento) Hacer xL = (xLi )
2 = (0, 0, 1, 1, 1, 0, 1, 1, 1, 1) y para esta
solucio´n del l´ıder resolvemos el problema del nivel inferior (3.37) −

















(0, 0, 1, 1, 1, 0, 1, 1, 1, 1)
(0, 1, 1, 1, 1, 0, 1, 1, 1, 0)
)2
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Entonces se calcula F (X̂Y Z
2
) = 8, 072 y hacemos F := ma´x{F , F (X̂Y Z
2
)} =
ma´x{7, 793, 8, 072} = 8, 072. Luego de esto, vamos al paso 4 ya que
podemos apreciar que F (X̂Y Z
2
) 6= F (X̂Y Z
1
).
Paso 4. Haga I = {i ∈ S01 : (x
L
i )
2 = 0} = {6}.










2−1, P2 := P2−1 y vaya
al paso 6. Pero como I es distinto del vac´ıo, hay que ir al paso 5.
Paso 5. (Ramificacio´n) Crear |I| nuevos nodos vivos como sigue: agregue i ∈ I
al camino P1 en orden ascendente, uno por uno, para obtener nuevos






1\I = {3, 4, 5, 6, 7, 9, 10}\{6} = {3, 4, 5, 7, 9, 10} y
S−2 := S
−
1 ∪ I = {1, 2} ∪ {6} = {1, 2, 6}
P2 := (1, 2, 8, 6)
W2 := {8, 1, 2, 6} = {1, 2, 6, 8}
Luego vamos al paso 6.
Paso 6. Haga α := F + 1 = 8, 072 + 1 = 8, 073.




i = 1 para
i ∈ S+2 .
Para xLi = 1 con i ∈ S
+
2 , agregar al modelo auxiliar x
L
8 = 1.
Para xLi = 0 con i ∈ S
−
2 = {1, 2, 6}, se tiene que garantizar que en




6 = 0. Pero
como ya se tienen p = 3 instalaciones cerradas, ya no es necesario
explorar este nodo. Cortamos el nodo actual y vamos al paso 7.
Paso 7. Como existen nodos vivos P2 = (1, 2, 8, 6). Retroceder desde el nodo
vivo actual (nodo vivo creado ma´s recientemente). Definimos la varia-
ble correspondiente como i
′
= 6, ramificamos sobre su complemento,






2 , P2, de manera apropiada:
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S+2 := {8, 6}
S−2 := {1, 2}
S02 := {3, 4, 5, 7, 9, 10}
P2 := (1, 2, 8, 6)
W2 := {1, 2, 8, 6} = {1, 2, 6, 8}
Regrese al paso 2.




i = 1 para
i ∈ S+2 .
Para xLi = 1 con i ∈ S
+




Para xLi = 0 con i ∈ S
−





Y con el valor actual de α = 8, 073 intentamos encontrar una solucio´n








(0, 0, 1, 0, 1, 1, 1, 1, 1, 1)
(1, 1, 0, 1, 0, 1, 1, 1, 1, 0)
)
Y como se encontro´ una solucio´n incrementamos el contador k :=






(0, 0, 1, 0, 1, 1, 1, 1, 1, 1)
(1, 1, 0, 1, 0, 1, 1, 1, 1, 0)
)3
Al encontrarse solucio´n, vamos al paso 3.
Paso 3. (Acotamiento) Hacer xL = (xLi )
3 = (0, 0, 1, 0, 1, 1, 1, 1, 1, 1) y para esta
solucio´n del l´ıder se resuelve el problema del nivel inferior (3.37) −
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(0, 0, 1, 0, 1, 1, 1, 1, 1, 1)
(1, 1, 0, 0, 0, 1, 1, 1, 1, 1)
)3
Entonces se calcula F (X̂Y Z
3
) = 8, 678 y se hace F := ma´x{F , F (X̂Y Z
3
)} =
ma´x{8, 072, 8, 678} = 8, 678. Luego de esto, vamos al paso 4, pues
F (X̂Y Z
3
) 6= F (X̂Y Z
2
).
Siguiendo este comportamiento del algoritmo se completa la primera
rama del a´rbol presentada en la figura 4.1 donde se puede ver que el criterio
de corte se cumple de la iteracio´n 5 a la 6, pues F (X̂Y Z
6
) = F (X̂Y Z
5
)
por lo que se corta la rama (l´ınea punteada) y regresamos al nodo vivo ma´s
reciente que en este caso es 2. Entonces, ramificamos en su complemento
para as´ı iniciar nuevamente el proceso del algoritmo y explorar una nueva
rama. En la figura 4.2 se puede observar el comportamiento del algoritmo





) al tener una exploracio´n completa de la rama, donde la leyenda
INFACTIBILIDAD indica que no es posible seguir explorando ese camino
ya que no hay nodos que explorar, es decir no hay instalaciones que cerrar.
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Figura 4.1: Rama con corte
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Figura 4.2: Rama completa
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Experimentacio´n computacional
En esta seccio´n se muestran los resultados obtenidos al resolver cuatro
conjuntos de instancias para el problema (r|p)
L
−Centroide. Esto sirve para
mostrar la efectividad del algoritmo propuesto comparandolo con uno de
enumeracio´n completa. Empezaremos el cap´ıtulo con la descripcio´n de las
instancias y como fueron realizadas, adema´s se presentara´n los resultados
obtenidos al considerar la ausencia de lealtad por parte de los clientes.
5.1 Generacio´n de instancias de prueba
Como mencionamos en la introduccio´n de esta tesis, el problema aqui
planteado es una variante del problema (r|p)-centroide al considerar el
cierre de instalaciones. Por lo que despue´s de hacer una extensa revisio´n
de literatura sobre trabajos que abordan el problema (r|p)-centroide, se
concluyo´ que la mayor´ıa de los trabajos usan las instancias de la librer´ıa
de problemas de localizacio´n discretos (library discrete location problems)
que se pueden encontrar en la siguiente liga: http://math.nsc.ru/AP/
benchmarks/Competitive/p_med_comp_eng.html. En la mayor´ıa de es-
tas instancias se tienen 100 nodos de demanda generados al azar con una
distribucio´n uniforme en el cuadrado 7000× 7000, y las demandas pueden
ser unitarias o aleatorias en un intervalo de [1,200]. Los valores utilizados
de p y r son 5, 7, 10, 15, 20, 25 y 30. Estas instancias se usaron en Alek-
seeva et al. (2010); Alekseeva & Kochetov (2013); Alekseeva et al. (2015);
Carrizosa et al. (2012); Davydov et al. (2014); Biesinger et al. (2015). En
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Campos-Rodr´ıguez et al. (2012) se generan nodos de demanda aleatorios
en el cuadro unitario [0, 1] × [0, 1] y se resuelven para valores de p y r de
2, 3, 5 y 8. Las demandas de los clientes las generan aleatoriamente en el
intervalo [0, 1]. En Roboredo & Pessoa (2013) se utilizan dos grupos de ins-
tancias adicionales, unas aleatorias donde el nu´mero de instalaciones usado
es de 20 y 50 para cada tomador de decisiones y el nu´mero de clientes es
de 30 y 100, respectivamente. Los valores utilizados de p y r son 2 y 4, con
demandas aleatorias en el intervalo [1, 20].
Basados en las instancias existentes en la literatura para un proble-
ma relacionado con el aqu´ı estudiado, se decidio´ generar instancias de los
taman˜os mostrados en la tabla 5.1.
Instalaciones Clientes r y p
10 40 2, 3, 5
6, 9, 12, 15, 20, 25 55 2,3,4,5
20 80 3, 5, 8
10, 12, 14, 30 100 2, 3, 4, 5, 6
9,12,15,20,30,40 150 2, 3, 4, 6, 8, 10, 13
Tabla 5.1: Taman˜os de las instancias generadas
Para obtener las instancias, se utilizaron dos generadores distintos y
unas redes de nodos de la literatura. El primer generador crea instancias de
manera aleatoria (conjunto A) y el otro crea las instancias de manera in-
teligente mediante un esquema que evita la aleatoriedad (conjunto B). Por
u´ltimo, se utilizaron la bien conocida red de Swain Swain (1974) (conjunto
C), as´ı como una versio´n extendida de esta red utilizada en Ruiz-Herna´ndez
et al. (2017) (conjunto D).
En ambos generadores, las coordenadas de las instalaciones y clientes
esta´n en el mallado [−1, 1] × [−1, 1] y las demandas de cada cliente j se
obtienen aleatoriamente de los enteros en el intervalo (0, 200]. Como ya se
menciono´, se utilizaron los datos de la red de Swain y la version extendida
de esta para introducirlos al segundo generador y obtener instancias para
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el problema aqu´ı estudiado. A continuacio´n vamos a describir a detalle la
manera en la que funcionan ambos generadores.
5.1.1 Generador aleatorio
En este generador se crean instancias de manera aleatoria. Es decir,
se obtuvieron las coordenadas de las instalaciones del l´ıder y seguidor de
manera aleatoria dentro de un cuadrante predefinido. Ana´logamente, se
generaron las coordenadas de los clientes de manera aleatoria. Es impor-
tante mencionar que no se permit´ıa la repeticio´n en dicha generacio´n, es
decir, un cliente y una instalacio´n no pueden tener las mismas coordena-
das. Dado que inicialmente los clientes esta´n asignados a las instalaciones
ma´s cercanas, se valido´ que todas las instalaciones tuvieran al menos un
cliente asignado.
Primeramente, se crean p instalaciones del l´ıder en el mallado men-
cionado anteriormente, luego en el mismo mallado se crean q instalaciones
del seguidor, por u´ltimo se crean |J | nodos de demanda (clientes), que en
un principio se asignan a la instalacio´n ma´s cercana.
El co´digo generador de este tipo de instancias se implemento´ en C++
utilizando Visual Studio 2017.
5.1.2 Generador inteligente
Con el fin de tener instancias apegadas a la realidad en algu´n determi-
nado mercado y adema´s simular una situacio´n real en un mercado compe-
titivo, se decidio´ realizar este generador con el fin de evitar la aleatoriedad
al localizar las instalaciones del l´ıder y seguidor. En este generador, pri-
mero se creo´ aleatoriamente un conjunto de N nodos (sin repeticio´n) en el
mallado mencionado anteriormente. Luego, para localizar las instalaciones
existentes del l´ıder se resuelve un problema de la p-mediana, lo que permi-
te mı´nimizar la distancia media entre las instalaciones del l´ıder y los que
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sera´n los clientes. Despue´s, se resuelve un problema (r|Xp)−medianoide
para localizar las r instalaciones del seguidor considerando los N − p no-
dos restantes. De esta forma, el seguidor busca maximizar la demanda
capturada de clientes tomando en cuenta las p instalaciones que ya tiene
localizadas el l´ıder.
El co´digo generador de este tipo de instancias se implemento´ en C++
utilizando Visual Studio 2017 y CPLEX 12.7.1.
A continuacio´n se presentan brevemente los modelos que se resolvieron
con el fin de tener instancias ma´s estructuradas y apegadas a la realidad
en un mercado competitivo.
Modelo de la p−Mediana
El problema de la p−mediana se abordo´ por primera vez en ReVelle
& Swain (1970), el cual consiste en localizar p instalaciones de un conjunto
N de nodos de demanda de tal manera que se minimice la distancia media
entre las instalaciones a localizar y los clientes asignados a ellas.
Para formular tal problema tome en cuenta lo siguiente:
Conjuntos.
N : Nodos de demanda.
Para´metros.
p: Nu´mero de instalaciones a localizar.
hi: Demanda del nodo i ∈ N.
dij: Distancia de ir del nodo i ∈ N al nodo j ∈ N.
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1, Si se abre la instalacio´n j ∈ N
0, Si no, i.e. la mantiene cerrada
yij =
{
1, Si la demanda del nodo i ∈ N es servida por el nodo j ∈ N
0, Si no
Por lo que el modelo de programacio´n para el problema de localizacio´n










yij = 1 ∀i ∈ N (5.2)
∑
j∈J
xj = p (5.3)
yij ≤ xj ∀i ∈ N, j ∈ N (5.4)
xj, yij ∈ {0, 1} ∀i ∈ N, ∀j ∈ N (5.5)
Modelo (r|Xp)−medianoide
El modelo (r|Xp)−medianoide fue presentado por primera vez en Ha-
kimi (1983) el cual consiste en localizar r instalaciones de tal manera que
capture la mayor demanda posible en un determinado mercado, conside-
rando que una empresa ya se encuentra operando en dicho mercado al tener
localizadas |Xp| instalaciones.
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Para formular tal problema tome en cuenta lo siguiente:
Conjuntos:
I : Conjunto de los nodos de demanda.
JL : Conjunto de las instalaciones que ya abrio el l´ıder mediante el modelo
p-mediano.
JS : Conjunto de las instalaciones del seguidor.
NSi : Conjunto de indices de los sitios potenciales ma´s cercanos que una
instalacio´n del l´ıder. Donde NSi = {j : dij < d
L
i }, ∀i ∈ I.
Para´metro:





1, Si el seguidor abre la instalacio´n j ∈ I
0, Si no, i.e. la mantiene cerrada
ySi =
{








Sujeto a: ySi ≤
∑
j∈Nsi
xj ∀i ∈ I (5.7)
N∑
j=1
xSj = r ∀i ∈ I (5.8)
ySi ∈ {0, 1} ∀i ∈ I (5.9)
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xSj ∈ {0, 1} ∀j ∈ J (5.10)
5.1.3 Red de Swain y Red de Swain extendida
Como se menciono´ anteriormente, se utilizo´ una red bien conocida en la
literatura creada de manera manual por el Dr. Ralph W. Swain y utilizada
en Swain (1974), la cual consiste de |J | = 55 nodos de demanda bien
distribuidos, podemos ver dicha red en la figura 5.1, adema´s, tambie´n se uso´
una versio´n extendida de esta red creada en Ruiz-Herna´ndez et al. (2017)
para tener |J | = 150 nodos de demanda en total. Cabe recalcar que estas
redes se dieron como dato de entrada al generador inteligente presentado
anteriormente para tener instancias para el problema aqu´ı estudiado.
Note que en estas instancias se da lugar a tener clientes localizados en
la misma posicio´n de algunas instalaciones, por lo que tendr´ıamos radios de
lealtad iguales a cero, entonces para evitar esa situacio´n se tomo´ la distancia
mı´nima diferente de cero de ir de un cliente j ∈ J a una instalacio´n i ∈ J ,
es decir, mı´n{dij} 6= 0. Hay que tener claro que al tratarse de una red de
nodos, las distancias que se toman son las distancias en red.
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Figura 5.1: Red de Swain.
5.2 Ambiente computacional
El algoritmo propuesto en la seccio´n 4 se implemento´ en FICO Xpress
8.4 y se utilizo´ el optimizador que ah´ı se maneja. Para llevar a cabo la
experimentacio´n computacional se utilizo´ una estacio´n de trabajo con un
procesador Intel (R) Core de 3.0 GHz con 32 GB de memoria RAM y Win-
dows 8 Professional. Para validar la efectividad del algoritmo propuesto,
se comparan los resultados con los resultados obtenidos por un algoritmo
de enumeracio´n expl´ıcita. En este u´ltimo, se verifican todas las posibles
soluciones del l´ıder; lo cual es posible solo para instancias de taman˜o li-
mitado. En ambos algoritmos, el problema del nivel inferior se resuelve a
optimalidad para cada solucio´n del l´ıder. Primeramente, se van a resolver
las instancias considerando la ausencia de lealtad, con el fin de observar
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el comportamiento del algoritmo propuesto, es decir cua´ndo los clientes se
re-asignan a la instalacio´n abierta ma´s cercana una vez que se les cierra la
instalacio´n al cual estaban asignados.
5.3 Resultados Nume´ricos
En las tablas presentamos el nombre de la instancia de la siguiente
manera: nu´mero de instalaciones del l´ıder y seguidor, nu´mero de clien-
tes, instalaciones a cerrar por el l´ıder y seguidor, y el nu´mero de la ins-
tancia, es decir: |IL|.|J |.|p|−#. Sin perder generalidad, se considero´ que
|IL| = |IF | y p = r. Tambie´n se muestra el valor de la funcio´n objetivo
del l´ıder F (x, y, z), el cual representa la demanda capturada una vez que
cerro´ p instalaciones. Adema´s, para cada esquema de solucio´n se presenta
el nu´mero de soluciones exploradas y el tiempo de ejecucio´n requerido (en
segundos) y se muestra el ahorro de tiempo correspondiente. Por u´ltimo,
se muestra el porcentaje de ahorro relativo en soluciones exploradas. Dicho
ahorro relativo se calcula como sigue:
% Ahorro relativo =
100 ∗ (Sol. posibles− Sol. exploradas)
Sol. posibles
Con el fin de facilitar la lectura de aqu´ı en delante nos referiremos al
ahorro relativo en nodos simplemente como ahorro.
5.3.1 Resultados nume´ricos en ausencia de lealtad
En las tablas 5.2 y 5.3 se muestran los resultados obtenidos de resolver
las instancias generadas aleatoriamente (Conjunto A). En la tabla 5.4, 5.5 y
5.6 se muestran los resultados del segundo tipo de instancias (conjunto B).
En las tablas 5.7 y 5.8 se muestran los resultados obtenidos al utilizar la red
de Swain y la red de Swain extendida (Conjuntos C y D respectivamente).
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Cabe mencionar que en estas tablas consideramos la ausencia de lealtad por
parte de los clientes con el fin de observar la calidad de nuestro algoritmo.
B&B propuesto Enumerativo expl´ıcito
Valor O´ptimo Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia Sin Lealtad exploradas (seg) exploradas (seg) (seg) relativo
10.40.2-1 1510 26 2.942 45 2.984 0.042 42.22
10.40.2-2 1938 32 3.265 45 4.401 1.136 28.89
10.40.2-3 1078 38 4.468 45 5.195 0.727 15.56
10.40.2-4 1629 20 2.766 45 4.911 2.145 55.56
10.40.2-5 1879 45 4.785 45 5.081 0.296 0
10.40.3-1 1510 87 12.64 120 16.131 3.491 27.50
10.40.3-2 2018 108 13.527 120 15.735 2.208 10
10.40.3-3 1179 114 14.978 120 15.833 0.855 5
10.40.3-4 1629 104 14.5 120 16.394 1.894 13.33
10.40.3-5 1773 120 15.837 120 16.691 0.854 0
10.40.5-1 1461 245 45.579 252 47.711 2.132 2.78
10.40.5-2 2122 236 29.899 252 30.882 0.983 6.35
10.40.5-3 1528 236 45.822 252 48.325 2.503 6.35
10.40.5-4 1672 215 42.098 252 46.698 4.6 14.68
10.40.5-5 1507 252 46.681 252 48.466 1.785 0
Tabla 5.2: Resultados instancias de taman˜o IL = IF = 10, J = 40 y p = r ∈ {2, 3, 5}
B&B propuesto Enumerativo expl´ıcito
Valor O´ptimo Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia Sin Lealtad exploradas (seg) exploradas (seg) (seg) relativo
20.80.3-1 4282 652 297.308 1140 462.547 165.239 42.81
20.80.3-2 3360 442 210.104 1140 443.658 233.554 61.23
20.80.3-3 3985 710 322.629 1140 492.872 170.243 37.72
20.80.3-4 3921 484 229.179 1140 465.416 236.237 57.54
20.80.3-5 4087 745 338.62 1140 499.748 161.128 34.65
20.80.5-1 4224 12884 6042.97 15504 7106.98 1064.01 16.90
20.80.5-2 3360 5972 3597.86 15504 6028.38 2430.52 61.48
20.80.5-3 3985 11476 5410.59 15504 6187.38 776.79 25.98
20.80.5-4 3921 9730 4334.15 15504 4680.52 346.37 37.24
20.80.5-5 4080 13596 4477.06 15504 4725.05 247.99 12.31
20.80.8-1 4184 119161 47267.2 125970 48509 1241.8 5.41
Tabla 5.3: Resultados instancias de taman˜o IL = IF = 20, J = 80 y p = r ∈ {3, 5, 8}
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B&B propuesto Enumerativo expl´ıcito
Valor O´ptimo Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia Sin Lealtad exploradas (seg) exploradas (seg) (seg) relativo
10.100.2-1 4985 41 10.65 45 11.16 0.51 8.89
10.100.2-2 4883 45 10.996 45 11.042 0.046 0
10.100.2-3 4666 45 11.31 45 11.453 0.143 0
10.100.2-4 5588 36 8.79 45 9.654 0.864 20
10.100.2-5 4270 35 9.859 45 11.249 1.39 22.22
10.100.3-1 4891 111 37.557 120 38.505 0.948 7.50
10.100.3-2 4784 119 35.932 120 36.986 1.054 0.83
10.100.3-3 4676 117 35.547 120 36.474 0.927 2.50
10.100.3-4 5526 116 34.512 120 36.783 2.271 3.33
10.100.3-5 4266 108 35.199 120 36.109 0.91 10
10.100.4-1 4887 209 84.42 210 84.54 0.12 0.48
10.100.4-2 4697 210 78.383 210 80.414 2.031 0
10.100.4-3 4557 210 77.725 210 77.801 0.076 0
10.100.4-4 5304 208 78.085 210 78.138 0.053 0.95
10.100.4-5 4108 183 76.579 210 81.362 4.783 12.86
10.100.5-1 4670 247 117.467 252 122.958 5.491 1.98
10.100.5-2 4528 252 111.605 252 112.407 0.802 0
10.100.5-3 4388 252 109.617 252 110.841 1.224 0
10.100.5-4 4997 243 106.826 252 113.904 7.078 3.57
10.100.5-5 4105 234 113.565 252 114.16 0.595 7.14
Tabla 5.4: Resultados instancias de taman˜o IL = IF = 10, J = 100 y p = r ∈ {2, 3, 5}
B&B propuesto Enumerativo expl´ıcito
Valor O´ptimo Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia Sin Lealtad exploradas (seg) exploradas (seg) (seg) relativo
12.100.2-1 5013 58 12.125 66 20.63 8.505 12.12
12.100.2-2 4841 66 12.635 66 19.089 6.454 0
12.100.2-3 4586 66 11.686 66 18.187 6.501 0
12.100.2-4 5475 60 10.966 66 16.875 5.909 9.09
12.100.2-5 4431 57 11.175 66 18.51 7.335 13.64
12.100.3-1 5043 216 48.365 220 75.143 26.778 1.82
12.100.3-2 4857 218 50.005 220 75.732 25.727 0.91
12.100.3-3 4752 220 47.614 220 71.365 23.751 0
12.100.3-4 5694 215 49.1 220 73.469 24.369 2.27
12.100.3-5 4422 192 49.126 220 77.925 28.799 12.73
12.100.4-1 5241 485 139.846 495 200.603 60.757 2.02
12.100.4-2 4890 494 131.138 495 195.52 64.382 0.20
12.100.4-3 4752 493 130.168 495 193.162 62.994 0.40
12.100.4-4 5620 492 127.865 495 175.966 48.101 0.61
12.100.4-5 4353 468 126.746 495 195.399 68.653 5.45
12.100.5-1 5269 775 279.704 792 391.609 111.905 2.15
12.100.5-2 4788 792 250.77 792 362.556 111.786 0
12.100.5-3 4739 792 243.874 792 354.528 110.654 0
12.100.5-4 5607 792 244.79 792 354.022 109.232 0
12.100.5-5 4305 732 232.702 792 353.722 121.02 7.58
12.100.6-1 5259 924 398.06 924 556.6 158.54 0
12.100.6-2 4742 923 327.64 924 497.564 169.924 0.11
12.100.6-3 4894 924 344.574 924 510.156 165.582 0
12.100.6-4 5325 917 335.867 924 503.871 168.004 0.76
12.100.6-5 4166 886 334.856 924 500.594 165.738 4.11
Tabla 5.5: Resultados instancias de taman˜o IL = IF = 12, J = 100 y p = r ∈ {2, 3, 4, 5, 6}
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B&B propuesto Enumerativo expl´ıcito
Valor O´ptimo Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia Sin Lealtad exploradas (seg) exploradas (seg) (seg) relativo
14.100.2-1 5274 79 16.657 91 24.177 7.52 13.19
14.100.2-2 5166 85 18.33 91 26.208 7.878 6.59
14.100.2-3 4222 91 18.534 91 27.223 8.689 0
14.100.2-4 5447 81 17.001 91 24.625 7.624 10.99
14.100.2-5 4447 88 18.684 91 27.191 8.507 3.30
14.100.3-1 5304 364 89.41 364 142.598 53.188 0
14.100.3-2 5181 363 85.961 364 137.21 51.249 0.27
14.100.3-3 4334 356 88.573 364 145.042 56.469 2.20
14.100.3-4 5447 363 84.347 364 135.758 51.411 0.27
14.100.3-5 4378 364 89.867 364 142.12 52.253 0
14.100.4-1 5294 1000 287.296 1001 430.406 143.11 0.10
14.100.4-2 5191 1001 277.069 1001 418.426 141.357 0
14.100.4-3 4410 1001 283.439 1001 429.337 145.898 0
14.100.4-4 5486 1001 270.864 1001 411.347 140.483 0
14.100.4-5 4307 998 278.455 1001 421.115 142.66 0.30
14.100.5-1 5256 2001 671.759 2002 977.729 305.97 0.05
14.100.5-2 5269 2002 640.374 2002 940.158 299.784 0
14.100.5-3 4494 1998 636.201 2002 955.59 319.389 0.20
14.100.5-4 5519 1992 648.892 2002 652.235 3.343 0.50
14.100.5-5 4214 1987 914.463 2002 922.311 7.848 0.75
14.100.6-1 5355 3002 1118.94 3003 1623.15 504.21 0.03
14.100.6-2 5408 3002 1059.77 3003 1075.16 15.39 0.03
14.100.6-3 4421 3003 1077.59 3003 1103.73 26.14 0
14.100.6-4 5481 3002 1117.79 3003 1131.76 13.97 0.03
14.100.6-5 4113 2985 1065.58 3003 1074.45 8.87 0.60
Tabla 5.6: Resultados instancias de taman˜o IL = IF = 14, J = 100 y p = r ∈ {2, 3, 4, 5, 6}
B&B propuesto Enumerativo expl´ıcito
Valor O´ptimo Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia Sin Lealtad exploradas (seg) exploradas (seg) (seg) relativo
RedSwain9.55.2 8765 36 4.818 36 4.954 0.136 0
RedSwain9.55.3 9042 79 13.929 79 13.997 0.068 0
RedSwain9.55.4 9107 125 27.598 125 28.179 0.581 0
RedSwain12.55.2 9472 66 12.1 66 12.143 0.043 0
RedSwain12.55.3 9441 220 47.92 220 51.955 4.04 0
RedSwain12.55.4 9381 495 132.626 495 133.097 0.47 0
RedSwain12.55.5 9170 792 232.399 792 233.188 0.79 0
RedSwain15.55.2 9658 85 19.432 105 21.965 2.533 19.05
RedSwain15.55.3 9646 386 103.473 455 116.318 12.85 15.16
RedSwain15.55.4 9599 1212 360.417 1365 396.504 36.087 11.21
RedSwain15.55.5 9508 2870 828.11 3003 848.189 20.079 4.43
RedSwain20.55.2 10296 109 33.318 190 51.583 18.265 42.63
RedSwain20.55.3 10573 632 216.131 1140 340.415 124.284 44.56
RedSwain20.55.4 10859 3972 1369.16 4845 1595.23 226.07 18.02
RedSwain20.55.5 10771 14129 3526.57 15504 4293.33 766.76 8.87
RedSwain25.55.2 10376 177 63.453 300 94.812 31.359 41.00
RedSwain25.55.3 10596 1264 510.711 2300 829.477 318.766 45.04
RedSwain25.55.4 10821 8388 2266.83 12650 3201.31 934.48 33.69
RedSwain25.55.5 11059 39405 11315.9 53130 14339 3023.1 25.83
Tabla 5.7: Resultados instancias Red de Swain, δL = δS = 0
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B&B propuesto Enumerativo expl´ıcito
Valor O´ptimo Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia Sin Lealtad exploradas (seg) exploradas (seg) (seg) relativo
RedSwainExt9.150.2 64831 36 13.04 36 13.162 0.122 0
RedSwainExt9.150.4 69237 126 69.104 126 71.243 2.139 0
RedSwainExt12.150.2 63026 66 28.891 66 30.284 1.393 0
RedSwainExt12.150.4 65520 494 299.109 494 311.657 12.548 0
RedSwainExt12.150.6 63070 924 757.667 924 760.321 2.654 0
RedSwainExt15.150.2 63154 105 56.606 105 56.866 0.26 0
RedSwainExt15.150.4 63226 1365 943.874 1365 953.952 10.078 0
RedSwainExt15.150.6 62996 5005 2853.89 5005 2870.66 16.77 0
RedSwainExt20.150.2 64667 190 142.757 190 142.777 0.02 0
RedSwainExt20.150.4 65045 4845 2600.88 4845 2815.05 214.17 0
RedSwainExt20.150.6 64040 38755 23313.5 38760 23402.3 88.8 0.01
RedSwainExt30.150.2 65989 350 396.472 427 482.888 86.416 18.03
RedSwainExt30.150.4 66035 26172 19493.3 27405 20538.7 1045.4 4.50
RedSwainExt40.150.2 68646 655 800.212 780 1326.69 526.478 16.03
RedSwainExt40.150.3 69646 8467 9618.32 9880 11054.2 1435.88 14.30
RedSwainExt50.150.2 71627 1139 1802.73 1225 1895.85 93.12 7.02
RedSwainExt50.150.3 72420 18396 28791.4 19600 30041.9 1250.5 6.14
Tabla 5.8: Resultados instancias Red extendida de Swain (da´ndola como dato de entrada
el segundo generador PENDIENTE )
5.3.2 Resultados nume´ricos considerando lealtad
En las tablas 5.9 y 5.10 se muestran los resultados obtenidos de re-
solver las instancias generadas aleatoriamente (Conjunto A). En la tabla
5.11, 5.12 y 5.13 se muestran los resultados del segundo tipo de instancias
(Conjunto B). En las tablas 5.14 y 5.15 se muestran los resultados obteni-
dos al utilizar la red de Swain y red de Swain extendida (Conjunto C y D
respectivamente).
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B&B propuesto Enumerativo expl´ıcito
Valor Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia O´ptimo exploradas (seg) exploradas (seg) (seg) relativo
10.40.2-1 1510 24 3.116 45 4.759 1.643 46.67
10.40.2-2 1863 40 3.993 45 4.257 0.264 11.11
10.40.2-3 1078 23 2.939 45 4.43 1.491 48.89
10.40.2-4 1629 19 2.518 45 4.301 1.783 57.78
10.40.2-5 1969 23 2.838 45 4.467 1.629 48.89
10.40.3-1 1510 21 2.765 120 14.42 11.655 82.50
10.40.3-2 1962 106 13.261 120 13.746 0.485 11.67
10.40.3-3 1078 81 12.033 120 14.313 2.28 32.50
10.40.3-4 1629 67 9.606 120 13.37 3.764 44.17
10.40.3-5 1927 85 12.841 120 15.398 2.557 29.17
10.40.5-1 1520 237 33.439 252 43.591 10.152 5.95
10.40.5-2 2053 194 30.321 252 30.405 0.084 23.02
10.40.5-3 1316 237 50.623 252 50.92 0.297 5.95
10.40.5-4 1672 239 43.915 252 44.055 0.14 5.16
10.40.5-5 1843 234 45.003 252 45.032 0.029 7.14
Tabla 5.9: Resultados instancias de taman˜o IL = IF = 10, J = 40 y p = r ∈ {2, 3, 5}
B&B propuesto Enumerativo expl´ıcito
Valor Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia O´ptimo exploradas (seg) exploradas (seg) (seg) relativo
20.80.3-1 4282 401 199.159 1140 302.996 103.837 64.82
20.80.3-2 3360 444 206.882 1140 407.298 200.416 61.05
20.80.3-3 3985 208 106.569 1140 309.517 202.948 81.75
20.80.3-4 3921 393 198.23 1140 291.966 93.736 65.53
20.80.3-5 4087 375 178.548 1140 318.092 139.544 67.11
20.80.5-1 4282 8759 3154.13 15504 4884.19 1730.06 43.50
20.80.5-2 3360 5400 3149.17 15504 4455.4 1306.23 65.17
20.80.5-3 3985 5816 2675.75 15504 5172.4 2496.65 62.49
20.80.5-4 3921 7760 3555.47 15504 4865.17 1309.7 49.95
20.80.5-5 4087 8507 4608.04 15504 4652.96 44.92 45.13
20.80.8-1 4222 103085 50366.5 125970 51489.3 1122.8 18.17
Tabla 5.10: Resultados instancias de taman˜o IL = IF = 20, J = 80 y p = r ∈ {3, 5, 8}
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B&B propuesto Enumerativo expl´ıcito
Valor Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia O´ptimo exploradas (seg) exploradas (seg) (seg) relativo
10.100.2-1 4595 42 11.391 45 11.459 0.068 6.67
10.100.2-2 4533 37 10.435 45 11.88 1.445 17.78
10.100.2-3 4516 38 10.623 45 11.608 0.985 15.56
10.100.2-4 5320 34 8.832 45 9.312 0.48 24.44
10.100.2-5 3959 38 10.333 45 11.439 1.106 15.56
10.100.3-1 4533 116 28.321 120 39.168 10.847 3.33
10.100.3-2 4412 117 26.651 120 37.992 11.341 2.50
10.100.3-3 4426 114 27.519 120 38.788 11.269 5
10.100.3-4 5375 89 30.674 120 35.02 4.346 25.83
10.100.3-5 3884 107 36.693 120 38.68 1.987 10.83
10.100.4-1 4419 202 62.733 210 87.304 24.571 3.81
10.100.4-2 4347 207 62.631 210 88.345 25.714 1.43
10.100.4-3 4200 208 64.449 210 88.854 24.405 0.95
10.100.4-4 5167 190 60.523 210 85.799 25.276 9.52
10.100.4-5 3796 183 58.118 210 87.234 29.116 12.86
10.100.5-1 4231 246 117.142 252 117.723 0.581 2.38
10.100.5-2 4423 248 113.221 252 113.534 0.313 1.59
10.100.5-3 4011 250 125.892 252 126.134 0.242 0.79
10.100.5-4 4880 227 118.389 252 121.4 3.011 9.92
10.100.5-5 3719 221 111.113 252 117.696 6.583 12.30
Tabla 5.11: Resultados instancias de taman˜o IL = IF = 10, J = 100 y p = r ∈ {2, 3, 5}
B&B propuesto Enumerativo expl´ıcito
Valor Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia O´ptimo exploradas (seg) exploradas (seg) (seg) relativo
12.100.2-1 4561 58 12.439 66 13.095 0.656 12.12
12.100.2-2 4448 66 13.906 66 20.328 6.422 0
12.100.2-3 4271 51 10.939 66 12.783 1.844 22.73
12.100.2-4 5030 58 12.985 66 13.782 0.797 12.12
12.100.2-5 4058 65 13.189 66 13.25 0.061 1.52
12.100.3-1 4553 210 54.387 220 54.425 0.038 4.55
12.100.3-2 4425 219 84.367 220 84.647 0.28 0.45
12.100.3-3 4408 214 56.703 220 57.514 0.811 2.73
12.100.3-4 5192 188 52.804 220 55.801 2.997 14.55
12.100.3-5 3926 182 50.17 220 54.685 4.515 17.27
12.100.4-1 4510 476 157.159 495 161.002 3.843 3.84
12.100.4-2 4418 495 158.098 495 158.102 0.004 0
12.100.4-3 4329 479 143.166 495 146.966 3.8 3.23
12.100.4-4 5299 459 137.378 495 143.146 5.768 7.27
12.100.4-5 3819 431 139.169 495 145.405 6.236 12.93
12.100.5-1 4358 792 293.204 792 293.832 0.628 0.00
12.100.5-2 4378 792 379.97 792 381.67 1.7 0.00
12.100.5-3 4161 790 272.884 792 275.545 2.661 0.25
12.100.5-4 5334 753 264.627 792 273.425 8.798 4.92
12.100.5-5 3709 701 260.109 792 277.501 17.392 11.49
12.100.6-1 4257 918 558.453 924 566.364 7.911 0.65
12.100.6-2 4409 924 512.957 924 518.565 5.608 0
12.100.6-3 4203 915 511.991 924 526.935 14.944 0.97
12.100.6-4 5348 901 487.329 924 508.851 21.522 2.49
12.100.6-5 3664 894 471.327 924 483.636 12.309 3.25
Tabla 5.12: Resultados instancias de taman˜o IL = IF = 12, J = 100 y p = r ∈
{2, 3, 4, 5, 6}
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B&B propuesto Enumerativo expl´ıcito
Valor Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia O´ptimo exploradas (seg) exploradas (seg) (seg) relativo
14.100.2-1 4801 69 25.176 91 30.368 5.192 24.18
14.100.2-2 4830 71 27.34 91 32.003 4.663 21.98
14.100.2-3 4070 88 32.049 91 33.491 1.442 3.30
14.100.2-4 5002 71 25.905 91 31.563 5.658 21.98
14.100.2-5 4267 68 23.714 91 32.068 8.354 25.27
14.100.3-1 4700 330 135.765 364 149.296 13.531 9.34
14.100.3-2 5000 316 140.126 364 155.087 14.961 13.19
14.100.3-3 4043 347 150.381 364 160.772 10.391 4.67
14.100.3-4 4972 304 132.554 364 152.256 19.702 16.48
14.100.3-5 4162 339 141.987 364 150.967 8.98 6.87
14.100.4-1 4597 943 442.166 1001 466.315 24.149 5.79
14.100.4-2 5036 949 403.764 1001 476.62 72.856 5.19
14.100.4-3 4059 940 450.486 1001 466.153 15.667 6.09
14.100.4-4 4876 924 424.246 1001 466.473 42.227 7.69
14.100.4-5 4168 991 441.315 1001 463.441 22.126 1
14.100.5-1 4491 1957 716.025 2002 1036.73 320.705 2.25
14.100.5-2 5103 1978 722.862 2002 741.79 18.928 1.20
14.100.5-3 4034 1946 691.379 2002 1011.7 320.321 2.80
14.100.5-4 4871 1902 678.694 2002 998.977 320.283 5
14.100.5-5 4208 2002 677.3 2002 697.338 20.038 0
14.100.6-1 4418 2939 1674.4 3003 1697.11 22.71 2.13
14.100.6-2 5159 2964 1742.09 3003 1747.57 5.48 1.30
14.100.6-3 3993 2970 1191.24 3003 1693.95 502.71 1.10
14.100.6-4 4892 2929 1308.56 3003 1656.41 347.85 2.46
14.100.6-5 4108 3001 1154.5 3003 1672.95 518.45 0.07
Tabla 5.13: Resultados instancias de taman˜o IL = IF = 14, J = 100 y p = r ∈
{2, 3, 4, 5, 6}
B&B propuesto Enumerativo expl´ıcito
Valor Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia O´ptimo exploradas (seg) exploradas (seg) (seg) relativo
RedSwain9.55.2 8355 35 5.157 36 5.268 0.111 2.78
RedSwain9.55.3 8650 82 15.461 84 15.699 0.238 2.38
RedSwain9.55.4 8805 122 28.834 126 29.472 0.638 3.17
RedSwain12.55.2 9568 50 10.069 66 11.508 1.439 24.24
RedSwain12.55.3 9568 166 39.776 220 45.321 5.545 24.55
RedSwain12.55.4 9330 449 132.534 495 136.288 3.754 9.29
RedSwain12.55.5 9139 736 235.184 792 239.425 4.241 7.07
RedSwain15.55.2 9024 40 9.938 105 19.019 9.081 61.90
RedSwain15.55.3 9024 156 53.372 455 102.834 49.462 65.71
RedSwain15.55.4 9024 442 190.394 1365 380.181 189.787 67.62
RedSwain15.55.5 9024 1211 543.454 3003 935.113 391.659 59.67
RedSwain20.55.2 9766 25 8.724 190 42.954 34.23 86.84
RedSwain20.55.3 9766 157 70.788 1140 290.458 219.67 86.23
RedSwain20.55.4 9766 864 440.251 4845 1380.68 940.429 82.17
RedSwain20.55.5 9766 2972 1626.39 15504 3447.79 1821.4 80.83
RedSwain25.55.2 10166 17 7.723 300 80.595 72.872 94.33
RedSwain25.55.3 10166 93 46.718 2300 633.586 586.868 95.96
RedSwain25.55.4 10166 671 523.065 12650 2986.23 2463.165 94.70
RedSwain25.55.5 10166 2446 5746.05 53130 18906.7 13160.65 95.40
Tabla 5.14: Resultados instancias Red de Swain, δL = δS = 2
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B&B propuesto Enumerativo expl´ıcito
Valor Soluciones Tiempo Soluciones Tiempo Ahorro T. % Ahorro
Instancia O´ptimo exploradas (seg) exploradas (seg) (seg) relativo
RedSwainExt9.150.2 62231 36 13.566 36 13.912 0.346 0
RedSwainExt9.150.4 62455 126 73.527 126 74.539 1.012 0
RedSwainExt12.150.2 61098 57 26.496 66 30.295 3.799 13.64
RedSwainExt12.150.4 60888 495 323.009 495 324.286 1.277 0
RedSwainExt12.150.6 59486 57 26.819 924 29.189 2.37 93.83
RedSwainExt15.150.2 62566 105 56.35 105 56.431 0.081 0
RedSwainExt15.150.4 63867 1365 1003.03 1365 1003.11 0.08 0
RedSwainExt15.150.6 62398 5004 3579.39 5005 4104.64 525.25 0.02
RedSwainExt20.150.2 61500 190 89.422 190 90.22 0.798 0
RedSwainExt20.150.4 60581 4843 2819.8 4845 2944.86 125.06 0.04
RedSwainExt20.150.6 59379 38733 25078.5 38760 25612 533.5 0.07
RedSwainExt30.150.2 64413 296 344.691 435 482.319 137.628 31.95
RedSwainExt30.150.4 65473 23130 18571.2 27405 20947.6 2376.4 15.60
RedSwainExt40.150.2 66717 259 518.091 780 1251.14 733.049 66.79
RedSwainExt40.150.3 66717 2948 5652.2 9880 12420.4 6768.2 70.16
RedSwainExt50.150.2 71466 334 593.627 1225 2484.57 1890.943 72.73
RedSwainExt50.150.3 71466 4138 8167.51 19600 31811 23643.49 78.89
Tabla 5.15: Resultados instancias Red extendida de Swain (da´ndola como dato de entrada
el segundo generador)
En la tabla 5.9 podemos observar por ejemplo que en las instancias
10.40.2− 2, 10.40.3− 2, 10.40.5− 1, 10.40.5− 3, 10.40.5− 4 y 10.40.5− 5 el
ahorro esta´ por debajo del 15% del total de nodos, adema´s en 10.40.2 −
1, 10.40.2 − 3, 10.40.2 − 5, 10.40.3 − 3, 10.40.3 − 4, 10.40.3 − 5, 10.40.5 − 2
se obtuvo un ahorro apenas por debajo del 50%, solamente 10.40.2 − 4
y 10.40.3 − 1 presentan un ahorro mayor a la mitad del total de nodos,
es decir en ellas se exploro´ menos de la mitad de los nodos para resolver
nuestro problema. En la tabla 5.10 los resultados son ma´s alentadores ya
que en 10 de las 11 instancias se tiene un ahorro por encima del 40%,
siendo 20.80.3 − 3 la que presenta el mejor ahorro con 81.75%, es decir
se ahorro´ ma´s de la tercera parte del total de nodos para obtener el valor
o´ptimo, notemos que solamente 20.80.8 − 1 presenta el ahorro ma´s bajo
con 18.17%.
En la tabla 5.11 podemos notar que ninguna instancia pudo supe-
rar el 30% de ahorro, las que ma´s ahorro tuvieron son 10.100.2 − 4 y
10.100.3−4 con 24.44% y 25.83% respectivamente. U´nicamente 6 de estas
instancias presentan muy poco ahorro, por ejemplo 10.100.3−1, 10.100.3−
2, 10.100.3− 3, 10.100.5− 1, 10.100.5− 2 y 10.100.5− 3 no superan el 5%.
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En la tabla 5.12 las instancias que presentan ma´s ahorro son 12.100.2−
3 y 12.100.3−5 con el 22.73% y 17.27% respectivamente, adema´s podemos
ver que las instancias 12.100.2− 1, 12.100.2− 4, 12.100.3− 4, 12.100.4− 5
y 12.100.5− 5 presentan un ahorro entre el 10% y 15% del total de nodos,
ma´s sin embargo 13 de las 25 instancias presentan un ahorro pequen˜o al
estar muy por debajo del 5%. Lamentablemente podemos ver que en cinco
de las instancias no se presenta ahorro alguno.
En la tabla 5.13 podemos ver que las instancias 14.100.2−1, 14.100.2−
2, 14.100.2−4, 14.100.2−5 y 14.100.3−4 presentan el mejor ahorro en nodos
oscilando entre el 16.48% y 25.27%, pero 18 instancias del total presentan
un ahorro por debajo del 10%. Solamente la instancia 14.100.5 − 5 no
presento ahorro.
Para la tabla 5.14 podemos observar de nueva cuenta que los resultados
son muy alentadores, pues en 12 de las 19 instancias presentan un ahorro
por encima del 50%, de las cuales la instancia RedSwain25.55.X presenta
el mejor ahorro pues esta´ por encima del 90%. Solamente las instancias
RedSwain9.55.X y RedSwain12.55.X presentan un ahorro menor al 30%.
En la tabla 5.15 solamente 7 de las 15 instancias presentan un aho-
rro en nodos, siendo las instancias RedSwainExt40.150.X la que presenta
el mayor ahorro pues superan el 65%. Las instancias que menos presen-
tan ahorro son RedSwainExt20.150.4 y RedSwainExt20.150.6 con 0.02% y
0.07% respectivamente. Ma´s sin embargo, ocho del total de instancias no
presentan ahorro en nodos.
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Cap´ıtulo 6
Conclusiones y trabajo a futuro
En este cap´ıtulo se presentan las conclusiones a las que llegamos des-
pue´s de estudiar detalladamente el problema bi-nivel (r|p)
L
−Centroide con
lealtad de los clientes y de analizar los resultados arrojados en la experi-
mentacio´n computacional mediante el algoritmo que proponemos. Adema´s,
se presentan las posibles l´ıneas de investigacio´n futura que se pueden desa-
rrollar a partir del trabajo presentado en esta tesis.
6.1 Conclusiones
En esta tesis consideramos un problema bi-nivel de cierre de instala-
ciones competitivas considerando lealtad de los clientes, nosotros denomi-
namos a este problema el (r|p)
L
−Centroide. En el problema de programa-
cio´n bi-nivel consideramos que la funcio´n objetivo del l´ıder es maximizar
la demanda capturada; el seguidor a su vez busca tambie´n maximizar la
demanda capturada; y en este nivel se agregan restricciones va´lidas para
cumplir con la lealtad de los clientes. El objetivo del problema es cerrar un
nu´mero conocido de instalaciones del l´ıder y seguidor de manera jera´rqui-
ca, de tal manera que los tomadores de decisiones maximicen la demanda
capturada.
Para resolver el problema propusimos un algoritmo basado en ramifi-
cacio´n y acotamiento adapta´ndolo de uno que se encuentra en la literatura
para problemas de programacio´n bi-nivel binarios.
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En los resultados obtenidos para las instancias donde no se tomo´ en
cuenta la lealtad de los clientes, podemos observar que en la mayor´ıa de los
casos se obtuvo un ahorro en nodos igual a cero%, es claro que al pasar eso
podemos concluir que lamentablemente nuestro algoritmo no es eficiente
en esos casos, pero podemos argumentar que como trabajo futuro buscar
otros criterios de corte para ese caso.
Por otro lado, podemos asegurar que nuestro algoritmo es eficiente
para las mismas instancias, pero tomando en cuenta la lealtad por parte de
los clientes, ya que la mayor´ıa de ellas se presenta ahorro en nodos, mas sin
embargo, es evidente que dicho ahorro es muy variante, por ejemplo, para
las instancias creadas con el primer generador este es ma´s notable que para
las instancias creadas de manera inteligente. Queremos pensar que esto es
debido a que con el segundo generador se obtienen redes de nodos ma´s
estructuradas y apegadas a la realidad que al tomarlas de forma aleatoria.
Tambie´n se puede observar que en algunos casos el ahorro es poco, como
trabajo a futuro pensamos en desarrollar un paso de pre-procesamiento
durante la ejecucio´n del algoritmo propuesto con el fin de evitar explorar
soluciones innecesarias, es decir no cerrar ciertas instalaciones del l´ıder.
Un primer acercamiento a esto es identificar que clientes no van a cambiar
de empresa al cerrar la instalacio´n al que este asignado y evitar explorar
dicha solucio´n y por ende reducir considerablemente la regio´n factible del
problema.
En cuanto a tiempos de ejecucio´n para resolver nuestro problema po-
demos observar y es obvio que el tiempo en segundos al utilizar el algoritmo
basado en ramificacio´n y acotamiento propuesto es menor que al hacer la
enumeracio´n completa en todos los casos en los que se presenta ahorro, ma´s
sin embargo el tiempo no es muy considerable, esto debido a la naturaleza
del algoritmo que ramifica sobre las variables de decisio´n del l´ıder.
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6.2 Trabajo futuro
En esta tesis se resolvio´ el problema (r|p)
L
−Centroide de manera exac-
ta, nosotros propusimos un algoritmo basado en ramificacio´n y acotamiento
para problemas de programacio´n bi-nivel binarios, el algoritmo mostro´ ser
una buena opcio´n para resolver el problema ma´s sin embargo solo pudimos
resolver instancias de taman˜o limitado, esto debido al tiempo computacio-
nal requerido para resolverlo.
Es por eso que es natural pensar en otros enfoques de solucio´n, de
manera ra´pida se puede desarrollar una metaheur´ıstica para resolver el
problema, de hecho, la mayor´ıa de los problemas de localizacio´n de instala-
ciones competitivas (CFL, por sus siglas en ingle´s) -principalmente el bien
conocido problema (r|p)−Centroide- se aborda mediante programacio´n bi-
nivel, muchos de los investigadores si no es que todos lo resuelven usando
metaheur´ısticas, podemos observar los trabajos de Alekseeva et al. (2010),
Alekseeva & Kochetov (2013), Davydov et al. (2012) Davydov et al. (2014)
por mencionar algunos. Es claro que con ello no aseguramos llegar al o´pti-
mo, pero si tener soluciones de buena calidad a bajo costo computacional.
Adema´s podemos mencionaremos las siguientes dos l´ıneas de investi-
gacio´n directas e interesantes para atacar el problema presentado en esta
tesis que presentaremos a continuacio´n.
6.2.1 El problema (r|p)
L
−Centroide estocastico.
Es importante mencionar que el problema (r|p)
L
−Centroide presenta-
do en esta tesis, lo trabajamos desde el punto de vista de la programacio´n
determinista. Es decir, los para´metros iniciales del problema siempre son
conocidos.
Otra manera en la que se puede abordar el problema es mediante pro-
gramacio´n estoca´stica, al considerar demandas desconocidas o bajo incerti-
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dumbre por parte de los clientes, es decir, en lugar de considerar demandas
conocidas, considerarlas inciertas, pero al hacer este cambio el modelo de
programacio´n bi-nivel cambiaria completamente.
Primeramente, se agregar´ıan variables aleatorias para considerar la de-
manda y por ende cambiar´ıan las funciones objetivo de nuestro problema
bi-nivel. Adema´s, el impacto de la incorporacio´n de la incertidumbre en
el modelo de programacio´n matema´tica afectaria la factibilidad y optima-
lidad del problema en estudio. En este contexto la connotacio´n que tiene
el te´rmino factibilidad en programacio´n estoca´stica es ma´s extensa que en
el caso determinista, debido a que no se puede garantizar que la solucio´n
del modelo estoca´stico sea factible para todas las posibles opciones de la
variable aleatoria.
6.2.2 El problema (r|p)
L
−Centroide en varias dimensiones.
El siguiente enfoque que se puede abordar consiste en una aplicacio´n
directa y tangible del (r|p)
L
−Centroide.
Uno de los problemas que actualmente se esta´ trabajando en la lite-
ratura, es el estudio del problema de la proliferacio´n de productos, canales
y mercados en la cadena de suministro, por ejemplo vea el trabajo de Me-
nezes et al. (2016), pues hoy en d´ıa las empresas se dedican a producir
una gran cantidad de variedades de un mismo producto para satisfacer el
gusto de los clientes. Por ejemplo en la industria del yogurt, existen una
gran variedad de yogurts por ejemplo yogurt natural, natural azucarado,
con frutas, aromatizados, etc, y debido a esto las empresas se ven en la
necesidad de aumentar el nu´mero de l´ıneas de produccio´n y con esto una
mayor inversio´n econo´mica.
Por lo que, una de las cuestiones que esta´n abiertas es la racionaliza-
cio´n de la cartera de productos de las empresas. En pocas palabras, co´mo
reducir el nu´mero de SKUs (Stock keeping unit, en ingle´s) o productos
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finales producidos y distribuidos por la empresa. Con la finalidad de tener
la menor perdida consumidores o clientes.
Considere las diferentes variedades de un mismo producto, no es dif´ıcil
ver que e´stas pueden ser representadas en un espacio multidimensional de
atributos o “ingredientes”(pensando en yogurts, con los ejes representando
los contenidos de azu´car, grasa, fruta, lactosa, saborizantes,...), entonces
las preferencias de los clientes ser´ıan tambie´n puntos en ese espacio multidi-
mensional. Como tambie´n lo ser´ıan las variedades ofertadas por la empresa
competidora.
De esta manera, encontrar los productos y especificaciones a eliminar
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