Abstract-Evolutionary optimization algorithms have parameters that are used to adapt the search strategy to suit different optimization problems. Selecting the optimal parameter values for a given problem is difficult without a-priori knowledge. Experimental studies can provide this knowledge by finding the best parameter values for a specific set of problems. This knowledge can also be constructed into heuristics (rule-ofthumbs) that can adapt the parameters for the problem. The aim of this paper is to assess the heuristics of the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) optimization algorithm. This is accomplished by tuning CMA-ES parameters so as to maximize its performance on the CEC'15 problems, using a bilevel optimization approach that searches for the optimal parameter values. The optimized parameter values are compared against the parameter values suggested by the heuristics. The difference between specialized and generalized parameter values are also investigated.
I. INTRODUCTION
The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [1] , [2] is a single objective evolutionary optimization algorithm that for certain problems outperforms other evolutionary algorithms, like genetic algorithms, differential evolution and particle swarm optimization [3] , [4] , [5] . CMA-ES generates new search points by sampling them from a multi-variate normal distribution. A normal distribution is determined by its mean m ∈ R, standard deviation σ ∈ R and its covariance matrix C ∈ R n×n . By modifying the covariance matrix the search distribution is made to fit the contour lines of the objective function, thereby increasing the probability of generating good solutions.
The no free lunch theorem [6] states that no optimization algorithm can be better than all other algorithms on all problems. Optimization algorithms try to circumvent this fact by using parameters that can be tweaked to alter its search behavior. Experimental studies can be used to find the appropriate parameter values for a given problem and optimization algorithm. However, this is both difficult and time-consuming, since many experiments are required to obtain reliable results. Another approach is to use existing heuristics or rules of thumb to estimate good parameters for new problems. This is less computationally expensive, since it does not require any experiments. There is, however, no guarantee that the selected parameters will actually work well for that problem.
CMA-ES has heuristics for all of its parameters. They estimate parameter values mostly based on the number of dimensions of the problem. The heuristics are derived from both empirical studies and inherent properties of CMA-ES. They are also designed to be effective over a diverse set of problems. The aim of this paper is to investigate how good these heuristics are at selecting the optimal parameter values for the CEC'15 expensive problems [7] . Table I provides a summary of the included functions. A bilevel optimization approach will be used to search for the parameters that maximizes the performance of CMA-ES on the CEC'15 problems. This will allow for a comparison of the difference in performances between the optimized and default (heuristic suggested) parameter values.
Another important aspect of parameter tuning regards generalized and specialized parameter values. Generalized parameter values are those that are meant to work across many different problems, while specialized parameter values are fine-tuned against a small set of problems. This is important because the optimal parameter values of an optimization algorithm can be 978-1-4799-7492-4/15/$31.00 c 2015 IEEE quite different between problems and also between specialized and generalized parameter values [8] . Generalized parameter values are often more useful for the practitioner because they are designed to be applicable to a wide range of problems. This paper analyzes both specialized and generalized CMA-ES parameter values, both in terms of performance and the differences of the optimal parameter values. To find specialized parameter values each problem and dimension is optimized individually, while generalized parameter values are obtained by searching for the optimal parameter values across all problems and dimensions.
It is possible to distinguish three layers in parameter tuning: The application layer, the algorithm (lower) layer and the design (upper) layer [9] . The problem to be solved is located on the application layer and the metaheuristic to solve that problem is on the algorithm layer. On the design layer is the parameter tuner that tests different parameters for the metaheuristic on the algorithm layer. To avoid confusion, the quality of solutions for the problem on the application layer is called fitness while the quality of the parameters in the design layer is called utility [9] .
Parameter tuning can itself be viewed as an optimization problem in which the objective is to find the parameter values that give the best performance on a particular problem or a set of problems. This approach can be referred to as meta-EA [9] or bilevel optimization [10] . In this paper, the objective at the upper level optimization is the same as the CEC'15 expensive problems scoring method. The scoring method is the summation of the mean and median of the best function values over multiple runs of the 15 test problems, for both 10 and 30 dimensions, as shown below:
where, f i (p) is the best function value obtained by solving the ith CEC'15 problem of the following form with parameters p Minimize
The algorithmic parameters of the lower-level optimization problem become the variables for the upper-level optimization problem. The objective for each test problem is calculated according to the following equation, where MaxFEs is the maximum number of function evaluations allowed for each problem.
The CEC'15 problems are called expensive problems because they only allow for small number of function evaluations, 500 and 1500 evaluations for 10 and 30 dimensions respectively. Most studies use far more function evaluations (in [3] the maximum was set at 10 7 ) when comparing optimization algorithm performances. The size of the function evaluation budget will most probably affect the optimal parameters. This aspect is however not addressed in this paper.
The rest of the paper is organized as follows. Section II introduces CMA-ES and its parameters. In Section III a description of the experimental design is provided. The experimental results appear in Section IV. The conclusions are summarized in Section V.
II. CMA-ES
There are several variants of CMA-ES. The one used in this paper is the (μ/μ w , λ)-CMA-ES. Here λ is the population size, μ is the number of selected search points and μ w indicates that the new search points are weighted when updating the mean.
New search points are generated from a multi-variate normal distribution. They are evaluated and ranked according to their fitness. The best μ of all λ points are weighted and summed to form the new mean. Instead of only using the selection information from a single generation, CMA-ES utilizes the path taken by the population over a number of generations. This is called the evolution path. The covariance matrix is updated by the evolution path and the μ weighted difference vectors of previous and new search points. The step size σ is also updated using an evolution path. Reliably estimating the covariance matrix from a single generation is not always possible. That is why information from previous generations are also added, this is called the rank-μ-update. For a complete description of CMA-ES, see [1] . The CMA-ES implementation used in this paper is based on Hansen's C code [11] .
A. Parameters and Heuristics
CMA-ES has strategy parameters that can be used to control its search behavior. This section will provide a short description of them and present the heuristics that are used to set them. The heuristics are also based on those found in Hansen's C code [11] . In the following equations, N refers to the dimension of the problem.
1) λ:
The number of new search points generated in each generation.
2) μ: The number of search points that will form the new mean. Better points are given more significance using weights given by Equation (5) .
The length of the evolution path horizon. This controls the learning rate for the cumulation of the step size.
4) c c : The length of the evolution path horizon. This controls the learning rate for the cumulation of the rank-one update of the covariance matrix.
The learning rate for the covariance matrix.
The initial step size. The step size is problem dependent, but the optimum of the optimized function should fall within m (0) ± 2σ (0) . With decision variables scaled between [0, 10] and random m (0) , the initial step size is chosen to be 2.
Dampening for the step size update.
III. EXPERIMENTAL DESIGN Each experiment in this study has a set t that either include one or all test problems. Experiments with only one test problem find specialized parameter values and experiments with all problems find generalized parameter values. In total, there are 31 experiments, 15 test problems × 2 dimensions for the specialized experiments and 1 experiment for the generalized experiment.
The bilevel optimization approach to parameter tuning only provides a single optimized parameter set p * for each experiment. To get a larger sample size to draw conclusions from, each experiment is independently replicated 20 times. The outcome of each replication is the set of parameter values with the best objective value, as measured by Equation (2) . Therefore, each experiment produces 20 sets of optimized parameter values. Within each experiment, every evaluated parameter set p is independently replicated 20 times. The average fitness from these optimization is then used as the utility of that parameter set.
The experiments were run on three Dell PowerEdge R420 servers, each with two Intel Xeon E5-2400 V2 processors for a total of 72 logical cores. The optimization runs were distributed across the servers using an optimization framework written in C++. The framework has the capability of distributing and running independent optimizations in parallel, allowing for an efficient use of all the available computing resources. The experiments took 85 hours to complete.
A. Design Layer
CMA-ES is used to solve the single objective minimization problem, Equation (1), at the design layer. There are two main reasons for choosing CMA-ES. It is known to be an effective single objective optimization algorithm and it has default values for most parameters [3] , [4] . λ is set to 10 which is slightly larger than the default. All parameters at the design layer are scaled so they fall in the range [0, 10] and because of that σ (0) is set to 2. All other parameters use their default values as described previously.
The maximum iterations allowed at the design layer is 6000, with restarts at iteration 2000 and 4000. Restarts are used to reduce the probability of CMA-ES getting trapped in a local optimum. Initial experiments showed that improvements had plateaued by 2000 iterations, which is why each restart was separated by to that number of iterations.
B. Algorithm Layer
The algorithm (lower) layer is where the utility of a parameter set p is evaluated. The evaluation is performed by starting instances of CMA-ES against a set t containing one or more of the CEC'15 problems. The composition of the set t is different for each experiment. For every problem in the set t 20 instances of CMA-ES are started with the parameter set that is being evaluated. The utility of the parameter set p is then calculated as the sum of all mean and median fitnesses obtained by these optimizations, as shown in the objective function in Equation (1) .
There are 15 functions included in the CEC'15 expensive problems. Each function is optimized for 10 and 30 dimensions, which are allowed a maximum of 500 and 1500 function evaluations. The decision variables are scaled so that they fall in the range [0, 10]; they are originally in the range [−100, 100]. The fitness for a test problem is calculated according to Equation (2) .
C. Starting Positions
Each experiment replication is assigned a set of 20 (one for each lower level replication) random starting positions for the initial mean. That means that CMA-ES instances within a replication use the same set of starting positions for evaluating any given parameter set p, and that the starting positions are different between replications. Every parameter set p is evaluated against all starting positions in the assigned set.
By evaluating each parameter set p against different starting positions, the probability of specifically optimizing the parameters for a particular starting position is reduced. Using the same set of starting positions for all evaluations within a replication reduces the effect of the starting position from the performance of a particular parameter set. An alternative to statically assigning starting positions would be to randomly generate them at the start of each optimization. That approach avoids the issue of sub-optimizing for a particular starting position, but it also makes the comparison between parameters sets unfair since they do not have the same starting conditions.
D. Parameters
The following CMA-ES parameters are tuned in this study. The parameters of the optimization on the algorithm layer in Equation (1) become variables for the optimization on the design layer. Thus the variable vector p in Equation (1) 
IV. EXPERIMENTAL RESULTS
The results are divided into two sections, the first section consists of the results of the parameter tuning and it is followed by a comparison of the optimized versus the default parameter values. The parameter tuning experiments use Equation (2) to calculate the fitness, while the replicated generalized and default parameter values use Equation (16). The results of four different variants of CMA-ES are presented in this section. CMAES-S and CMAES-G denote the specialized and generalized parameters experiments respectively. CMAES-R is the best parameter set p * from the generalized parameter experiment replicated on a new set of starting positions. The same set of starting position is used to get the results for the default parameters, CMAES-D.
The computational complexity for the default and optimized parameter values are shown in Table II , calculated according to the guidelines given in [7] .
A. Parameter Tuning Results
Since the same formula is used for the design layer problem as the scoring method in the CEC'15 expensive problems, the results for the parameter tuning experiments are representative of the final score. Table III shows the best, median and mean utility from each experiment. The scores, as calculated by the objective function in Equation (1), are shown in Table IV . For CMAES-S the values are the summation of all individual problems. Thus, the difference of CMAES-S and CMAES-G is the performance gain (or loss) of allowing each test problem to use specialized instead of generalized parameters. The specialized parameters are able to improve the performance by 81% for the median and 128% for the best result. This shows that the no free lunch theorem holds for CMA-ES and the CEC'15 problems, because no set of parameters could be found that are optimal across all problems. From the results it is also clear that functions 1, 2, 10 are the most difficult ones. It is reasonable to assume that those functions will influence the general parameters the most, because of the formulation of the scoring method.
The optimized parameter values from all 20 replications, for both 10 and 30 dimensions, are shown as boxplots in Figures 1-7 . The function labeled G in the plots uses the generalized parameters. 
4) Figure 6:
The median values for c ccov vary between problems. One trend that can be observed is that the values for 30 dimensions are smaller than for 10. Smaller values are clearly preferred for the generalized parameters.
5) Figure 7:
In general, optimized λ values are around 10, with exceptions for functions 5, 9 and 15 with 10 dimensions and 2, 5 and 9 with 30 dimensions. Apart from those exceptions, there are no discernible differences between 10 and 30 dimensions. Table V shows the parameters with the best utility from each experiment. The row labeled Generalized are the best generalized parameters and Default are the parameters as suggested by the heuristics. The optimized λ and μ parameters are smaller than the default. This will lead to faster convergence at the cost of reduced global search capability. It is difficult to draw any conclusions about the other optimized parameters as they are similar to the default values.
B. Tuned Parameters vs Default Parameters
Tables VII and IX shows the performance of the generalized parameters on the CEC'15 problems, for 10 and 30 dimensions. For comparison, the performance using default values are shown in Table VI and VIII. The fitness values for those experiments are calculated using Equation (16). Note that this is different from the parameter tuning experiments which used Equation (2). The optimized parameter values are able to improve on the default parameter values in most of the CEC'15 problems, see Table X . Functions 1, 2 and 10 are the ones that did improve the most. For the total score over all problems, the optimized parameters increased the performance by a factor of almost 32.
V. CONCLUSIONS
This paper tuned the parameters of CMA-ES with the aim of maximizing its performance on the CEC'15 expensive problems. A bilevel optimization approach was used to search for both generalized and specialized parameters. The results show that generalized parameters have lower performance than specialized parameters, and that the general parameters can have values that are different from any of the specialized parameters.
The optimized parameter values were also compared against the values suggested by the heuristics, both in terms of performance on CEC'15 problems and how similar they were. Two notable differences have been seen in the λ and μ parameters. Small values for the population size parameter λ leads to fast convergence and large values help in avoiding local optima. Compared to the default parameters, the parameter tuning results show that a smaller λ provide a better tradeoff for the CEC'15 problems. Larger values of μ increase the explorative behavior. The default heuristic for μ, Equation (4), from [11] suggested a value of 0.5. The results show that the optimized value of 0.26 is closer to the proposed value of 0.27 in [1] . Even though λ and μ are highlighted here, that does not mean that they are solely responsible for the performance increase. Further work needs to be done to determine the significance of each parameter and how they interact with each other.
No parameters have been found that are optimal across all problems, which is in agreement with the no free lunch theorem. The parameters found in this study are influenced by the CEC'15 scoring method and the fact that a relatively limited function evaluation budget was used. How well these parameters work on other problems with different function evaluations budgets is difficult to estimate, without doing further experiments.
The heuristics are designed to scale the parameters with the dimension of the problem. This aspect of the optimized parameters are not studied in this paper. Experiments that find optimal parameters for different dimensions are needed to address this issue. 
