We have derived the differential equations that describe the dynamics of spin-3/2 nuclei in the presence of radiofrequency (RF) fields and both static and fluctuating quadrupolar interactions. The formalism presented was used to predict the sodium triplequantum-filtered (TQ-filtered) signal loss in a whole-body scanner, where the widths of the hard 90°RF pulses are on the same order of magnitude as the transverse relaxation times. A small piece of bovine nasal cartilage, known for exhibiting residual quadrupolar splittings, was used to test the theory. The sample was modeled as consisting of small domains, each characterized by a static quadrupolar interaction constant, with an overall Gaussian distribution across the sample. An increase of about 15% in the TQ-filtered signal strength, as the 90°RF pulse width was decreased from 500 to 100 s, was predicted and demonstrated experimentally for this particular sample.
INTRODUCTION
Sodium MRI has been proposed as a means to diagnose and monitor pathology in humans (1, 2) . One of the main thrusts for the pursuit of sodium MRI lies in the large changes in sodium content that are associated with the development of pathology. In the brain, for example, there is a large concentration gradient across the cell membrane. This gradient results from the active maintenance of a relatively low intracellular sodium concentration (ϳ10 mM in normal brain cells) against a very large extracellular sodium pool (with an average brain concentration of 140 mM). The large difference in sodium content between these two tissue compartments is of critical importance for the brain's function and, because of its large energetic cost, is highly sensitive to the changes in brain physiology that follow the onset of disease. Because the extracellular sodium content is in equilibrium with the plasma (which has a fixed sodium content of 140 mM), the intracellular compartment can exhibit very large (Ͼ100%), and distinctive, changes in sodium concentration during the course of disease. Therefore, a means for monitoring the intracellular sodium content in vivo using MRI could prove to be a very useful tool for the diagnosis and follow-up of disease in humans.
Different schemes have been proposed for separating the sodium NMR signal from the intra-and extracellular compartments (3) (4) (5) (6) (7) (8) . Among them, triple-quantum (TQ) filtered NMR techniques have received considerable attention because of their noninvasive nature and relatively simple implementation. Although the characteristics of the TQ-filtered sodium NMR signal have been well described in various organ systems using animal models (9 -11) , it is only recently that in vivo TQfiltered sodium MRI in humans has been demonstrated (12, 13) . This stems from the relatively weak nature of the TQ-filtered sodium NMR signal, which requires the use of efficient imaging schemes (14) in order to produce images of acceptable signal-to-noise ratio (Ͼ15:1) in reasonable imaging times (Ͻ20 min).
As previously demonstrated (13) , the TQ-filtered sodium signal has a strong dependence on the spatial distribution of the radiofrequency (RF) field and, in particular, can be better observed in whole-body scanners if no refocusing pulses are used. This approach is a major departure from that used previously in small bore systems (10, 15) , where the use of refocusing pulses was advocated as a means to reduce signal loss due to main magnetic field inhomogeneities. The use of this approach is justified by the fact that over a large (Ͼ15 cm) field of view (FOV), the signal loss due to inhomogeneous RF excitation typically exceeds that arising because of main magnetic field inhomogeneities (13) . A further consequence of the use of TQ-filtered sodium MRI over large FOVs is that the RF pulses required to produce a 90°nutation are much larger than those employed in small bore systems (i.e., 500 s vs 40 s). Such long RF pulses could give rise to unwanted signal loss during RF excitation, which is difficult to minimize due to the hardware limitations of whole-body scanners and/or patient safety concerns.
The dynamics of a spin-3/2 system cannot be described by the classical Bloch equations, and there exists no previously published theoretical model to estimate the signal loss in such conditions. As the signal-to-noise (SNR) of the TQ-filtered sodium images is low, and the signal loss during RF excitation is difficult to minimize due to hardware constraints, a theoretical model for its calculation could be an invaluable tool for the optimization of TQ-filtered sodium MRI applications.
We present a theoretical model for the calculation of TQfiltered sodium MRI signal loss during RF excitation in biological media. As part of the model, we derive the differential equations that describe the evolution of a pool of spin-3/2 nuclei (simulating the biological tissue) in the presence of a RF field and static and fluctuating quadrupolar interactions. Only the limiting case for which the correlation time of the fluctuations is smaller than the inverse of the quadrupole splitting is considered. The pool of spins is modeled as composed of a multitude of domains, each characterized by a static quadrupolar interaction parameter, with an overall Gaussian distribution (average Q and standard deviation ) across the sample. The fluctuating interactions induce relaxation. Through the use of irreducible tensor operators and following the formalism developed for spin-1 nuclei (16), it is shown that the equation of evolution can be decomposed into two sets of differential equations, which evolve independently and are coupled at a change of RF phase. These equations are solved for static quadrupolar interaction constants in the range [ Q Ϫ 3, Q ϩ 3], and the results are added together using the underlying Gaussian distribution, so that the macroscopic behavior of the spin system can be predicted.
Using this model, the TQ-filtered sodium MRI signal loss during RF excitation was predicted for a sample of bovine nasal cartilage. The experimental data, collected using a NMR spectrometer due to the capability of achieving a large range of pulse widths (12 s to 1 ms), was found to agree very well with the theoretical predictions. The results from these investigations suggest that the signal loss during RF excitation in TQ-filtered sodium MRI using whole-body scanners is not likely to exceed 15%.
THEORY

Differential Equations
The dynamics of the system of spins is described by the evolution of the density operator. All calculations reported here are done in the Larmor frequency rotating frame, indicated by an asterisk. The time evolution of the density matrix under a static Hamiltonian H* S (time-independent) and a fluctuating part H* QF (t) is given by the master equation (17) d* dt ϭ Ϫi͓H* S , *͔ ϩ f͑*͒.
The relaxation term f(*) is expressed as
[2]
Throughout this work, the density operator and the Hamiltonians are represented in terms of irreducible tensor operators (18) . Symmetric and antisymmetric combinations are defined as
[3]
Orthonormal tensor operators T lm are also introduced, being more convenient to use. They are related to their T lm counterparts (18) (T lm ϭ a l T lm ) and fulfill the orthogonality relationship
, and (1/3) ͌ 2 (l ϭ 3). Symmetric and antisymmetric combinations of unit tensor operators are defined analogously to Eq. [3] . For spins-3/2, 16 basis operators are needed to describe the spin dynamics: T 00 (the identity), T 10 (longitudinal magnetization), T 11 (a) and T 11 (s) (proportional to the x-and ymagnetization, respectively), T 20 (quadrupolar spin polarization), T 21 (s) and T 21 (a) (second-order single-quantum coherences), T 22 (s) and T 22 (a) (second-order double-quantum coherences), T 30 (octopolar spin polarization), T 31 (s) and T 31 (a) (third-order singlequantum coherences), T 32 (s) and T 32 (a) (third-order double-quantum coherences), and T 33 (s) and T 33 (a) (third-order triple-quantum coherences).
With respect to the Larmor frequency rotating frame, the Zeeman Hamiltonian (H z ϭ 0 I z ϭ 0 T 10 ) vanishes. The static Hamiltonian in the master equation is then given by the sum of the static quadrupolar and RF contributions:
[4]
Denoting Q as the residual static quadrupolar interaction parameter, the static quadrupolar Hamiltonian is expressed as
The RF field is applied exactly on resonance along the x-axis and has the form
If a phase is associated with the hard pulse, this will be reflected in a change of base, not in the form of the RF Hamiltonian.
Assuming that a hard pulse of phase ⌽ 1 is followed by a hard pulse of phase ⌽ 2 , the change in base can be expressed as
The superscripts (b) and (a) stand for "before" and "after" the change of phase. The zero-average fluctuating quadrupolar interaction can be expressed as
͑Ϫ1͒
m T 2m e im0t ͓F 2Ϫm ͑t͒ Ϫ ͗F 2Ϫm ͔͘.
[8]
Here, C Q ϭ ͌ 6/eQ/(2I(2I Ϫ 1)ប) ϭ eQ/(ប ͌ 6) (Q is the quadrupolar moment of the nucleus and the other symbols have their usual meaning), the electric field gradient tensor components, F 2m , are defined elsewhere (16) , and ͗F 2m ͘ represents their average value.
(a) Evolution Neglecting of Relaxation
Using Eqs. [5] and [6] to express the static Hamiltonian and neglecting the relaxation contribution, the master equation becomes
d* dt
ϭ Ϫi͓ Q T 20 ϩ ͱ5 1 T 11 ͑a͒, *͔.
[9]
With the commutation relations (18), Eq. [9] reduces to two sets of coupled differential equations. The first one is
(b) Relaxation Effects
Using the present formalism, relaxation effects can be easily incorporated into the differential equations (through the addition of the relaxation contribution to the master equation). By neglecting the terms oscillating with multiples of Larmor frequency and using Eq. [8] , Eq. [2] transforms to
The relaxation term reduces to a combination of spectral density
with the second one being d dt
functions at a number of frequencies. The imaginary part of the spectral density functions results in very small, second-order, frequency shifts and in a weak coupling of the two sets of differential equations. We will ignore these dynamic frequency shifts, but they can easily be derived with the results collected in Tables 1-3 . The real part of the spectral density function is defined as
If the correlation function is taken to be single-exponential with a correlation time c , the spectral density function takes the Lorentzian form
[12b]
Here, the zz-component of the electric field gradient (EFG) is denoted by V zz and ͗V zz ͘ represents its residual average over all the sites that the counterion accesses in times less than the inverse of the quadrupolar splittings and/or linewidths over these sites. There are often several independent processes at different time scales causing the loss of correlation. For systems of aquo cations in tissue, there is evidence (19 -21) that there are at least two correlation times. The one (very short) correlation time for the aquo cation itself will persist and, in addition, there will be a longer correlation time associated with fluctuations in the macromolecular environment. Accordingly, we have considered the spectral density functions to be expressed as a sum of at least two Lorentzians, each characterized by a correlation time and a mean-square quadrupole coupling constant. The function f(*) includes terms proportional to J m (m 0 Ϯ k i ), where the shift Ϯk i is due the presence of H * S (k i are the 15 eigenvalues of the matrices in Eqs.
[10a] and [10b]). Since the Larmor frequency, 0 , is generally much larger than any of the frequencies
, and H * S can be neglected in Eq. [11] . The term with m ϭ 0 will be treated separately.
(i) m 0 terms. The time evolution of the density matrix under relaxation, considering only the effect of the m ϭ Ϯ2 and m ϭ Ϯ1 terms, is described by the following set of differential equations:
(ii) m ϭ 0 terms. For m ϭ 0, the function f(*) has to be fully evaluated. The appendix presents the necessary intermediate steps leading to the differential equations describing the effect of the slowly fluctuating electric field gradients. Apart from the high-frequency contributions J 1 ( 0 ) and J 2 (2 0 ), the d dt
relaxation rates are sensitive to the spectral densities at frequencies 0, 1 , and 2 . The (low) frequencies 1 and 2 are related to both the residual quadrupolar coupling and the RF field strength according to expression [A2] in the Appendix. However, since throughout this work we neglect any lowfrequency dispersion of the order of 1,2 , we assume that 
[14b]
Therefore, the time dependence of the basis operators under the static Hamiltonian and considering the relaxation effects is given by the sum of Eqs. [10] , [13] , and [14] . . Each set of differential equations is linear, and the matrices are symmetric. Once the eigenvalues and eigenvectors of these matrices are known, the time dependence of each of the basis vectors can be determined. Due to the large size of the matrices in these differential equations and to the fact that they are not very sparse, we have chosen to find numerical solutions to the master equation, as described under Methods.
Modeling of the Biological Sample
Biological systems are intrinsically complicated, with properties varying spatially and temporally. Following (22), we model the sample as composed of a multitude of domains; within each domain, the motion of the ions is rapid, contributing to the spectral densities J 0 , J 1 , and J 2 that determine the conventional transverse relaxation rates T 2f and T 2s . The exchange between domains is considered negligible on a time scale exceeding the inverse line splittings and/or widths. All nuclei in the domain have the same relaxation times and, for simplicity, we will assume that all of the domains are characterized by the same relaxation times. In each domain, the 3/2-spin sodium nuclei experience a non-zero average EFG due to the anisotropic interaction of these ions with macromolecules, and to the nonrandom distribution of these macromolecules within each domain (the fluctuating part induces relaxation, see above). The residual EFGs are characterized by the principal value ͗V zz ͘ along the major axis (given by the domain orientation) and by the asymmetry parameter ϭ (͗V xx ͘ Ϫ ͗V yy ͘)/͗V zz ͘. Therefore, each domain will be characterized by a static quadrupolar coupling Q that depends on the orientation of the domain with respect to the main magnetic field B 0 (defined by the angles and below) (Eq. [15] ) (23) .
In single crystals and macroscopically oriented liquid crystals, all of the domains have the same residual EFGs and are parallel (24, 25) . If the ions/molecules are constrained within the domains and the domains are randomly oriented with respect to B 0 (but having the same residual EFGs and ), the NMR spectrum has the well-known "Pake powder" characteristics (21, 26) . For poorly ordered samples, such as biological tissue, the domains are characterized by a wide distribution of ͗V zz ͘ and values. As can be shown by simulations, the resultant Q distribution in such samples can be approximated as Gaussian (22) . Consequently, we assumed that such a Gaussian distribution (Eq. [16] ) is valid for our sample,
Here, by Q we denote the average value of the static quadrupolar interaction parameter, while denotes its second moment, 2 ϭ ( Q ) 2 . Generally, considering a distribution of static coupling constants W( Q ), the total NMR signal can be expressed as an integral over all the signals corresponding to different values of Q :
METHODS
As we have discussed above, the evolution of spin-3/2 nuclei under the influence of RF fields and static and fluctuating quadrupolar Hamiltonians is described by two sets of differential equations. The first set is given by the sum of Eqs. In this equation, Y(0) represents the initial condition, and exp(M d t) is the conventional notation for a n-dimensional square matrix (n ϭ 7 or 8 in our case), with null nondiagonal elements and diagonal elements obtained from exponentiation of the eigenvalues of M multiplied by time. For all of the experiments in this work, the initial density operator was proportional to the equilibrium state T 10 (spins aligned along the main magnetic field). Mathematica (Wolfram Research, Champaign, IL) was used to obtain the numerical eigenvalues and eigenvectors of the evolution matrices, leading to the full time dependence of the basis elements. During the train of pulses, the RF strength was adjusted properly in time between 0 (RF off) and a value given by the ratio flip angle/pulse duration (RF on). The signal at the end of the train of RF pulses, assuming quadrature detection, is I x (t) ϩ iI y (t), being therefore proportional to the difference T 11 (a) Ϫ T 11 (s). Consequently, the two sets of differential equations were solved for values of static quadrupolar interaction constants in the range [ Q Ϫ 3, Q ϩ 3], and the corresponding signals were added together with the corresponding Gaussian weight function in order to obtain the total NMR signal.
EXPERIMENTS
All of the experiments described below were performed on a commercial Bruker DMX-300 spectrometer (79.33-MHz sodium resonance frequency). A NMR instrument was used (instead of an imaging scanner) to overcome the software/ hardware limitations that clinical systems impose on the shortest pulse widths that can be used for a hard 90°RF pulse (ϳ400 s). The extremely short RF pulses (12 s) attainable with such a NMR spectrometer also allowed the unbiased determination of the relaxation rates. Since we do not expect the relaxation rates to vary significantly as the resonant frequency decreases from 79.33 to 33.78 MHz (the frequency of a 3-T imaging scanner), we benefited from performing our studies in a NMR spectrometer.
The sample was a small piece of bovine nasal cartilage, freshly received from the slaughterhouse (all of the experiments were conducted within 12 h of sacrificing the animal). To ensure a homogeneous radiofrequency field across the whole volume under study, the roughly cubic cartilage sample (5 ϫ 5 ϫ 5 mm) was placed in the center of a 10-mm NMR tube with the aid of small Teflon rods. The whole system (Teflon rods and sample) was immersed in D 2 O, and the experiments were performed without spinning the sample.
Two sets of experiments were performed. The first one was used to characterize the sample and the second one to determine the triple-quantum signal loss as the RF pulse width was increased. The first set of experiments consisted of a TQ filter to determine the slow transverse relaxation time (equal to the relaxation time of the triple-quantum coherence (27, 28) ) and of a double-quantum magic angle filter (DQ-MA) to determine T 2f and the two parameters of the Gaussian distribution of quadrupolar coupling constants. We have assumed the sample to be homogeneously anisotropic, such that the pool of isotropic ions outside the extreme narrowing limit present in the sample was negligible. Therefore, the only ions contributing to both the TQ-filtered and the DQ-MA signal were the ions in anisotropic motion. Since in the presence of a non-zero average EFG the relations between transverse relaxation times and spectral density functions are (20, 27, 29) 
and assuming no high-frequency dispersion ( J 1 Ϸ J 2 ), the two relaxation times T 2s and T 2f completely determine the relevant spectral density functions.
Determination of Sample Characteristics
The triple-quantum relaxation rate was measured with the aid of a simple triple-quantum filtration experiment:
The second 180°pulse is not standard in a TQ-filtered sequence, but was needed in order to refocus the effects of the B 0 inhomogeneity as the evolution time was increased (30) . The phase, ⌽, of the RF pulses was stepped through the values 30°, 90°, 150°, Ϫ150°, Ϫ90°, Ϫ30°, while the receiver's phase was toggled between the values 0°and 180°for consecutive scans. The preparation time, , was kept constant ( ϭ 2.4 ms), while the evolution time of the triple-quantum coherence, ␦, was varied stepwise (12 steps, with ␦ ʦ [0.4 ms, 12 ms]), and the strength of the TQ-filtered signal was monitored. The pulse width of the 90°pulses was 12.4 s, and the signals were placed on resonance. For each value of the evolution time, 360 signals were added together, with data points collected every 16 s (4096 total number of data points), leading to a 43-s total experiment time. The TQ-filtered signals were integrated in time (the receiver was phased such that the entire signal was present only on one channel), and a monoexponential fit was consequently performed to the 12 data points to yield the triple-quantum coherence relaxation time.
A DQ-MA filter was used to determine the fast relaxation time of the sample, along with the two parameters of the Gaussian distribution, Q and . It consisted of the sequence of RF pulses:
The phase, ⌽, of the pulses was stepped through the values 0°, 90°, 180°, 270°, while the phase of the receiver was alternated between 0°and 180°. The evolution time, ␦, was kept very short (40 s), and the preparation time, , was varied in seven steps between 0.5 and 4 ms. The typical 90°pulse width was 12.4 s.
For each of the seven sets of data, 2400 scans were added (4.4-min total acquisition time), and each scan consisted of 1024 points (10-s dwell time). Provided that the RF pulse widths are short compared to the transverse relaxation times, the signal at the end of the DQ-MA filter can be expressed as (29) A nonlinear fit of the DQ-MA data to Eq. [24] , using the Levenberg-Marquardt algorithm, was used for every value of the preparation time to yield values for Q , , and T 2f .
TQ-Filtered Signal Decay with the RF Pulse Widths
The TQ filter used for studying the effect RF pulse width on signal loss consisted of a series three RF pulses followed by data acquisition. This filter was chosen because it produced the best overall signal-to-noise in our clinical imaging experiments (13) .
In order to obtain a triple-quantum signal, the phase ⌽ of the pulses was stepped through the values 30°, 90°, 150°, Ϫ150°, Ϫ90°, Ϫ30°, and consequent signals were added/subtracted together, corresponding to an alternation of the phase of the receiver between 0°and 180°. The preparation time was defined from the end of the first pulse up to the beginning of the second pulse and was kept at 2.4 ms for all of the experiments. The evolution time ␦ was defined from the end of the second pulse up to the beginning of the third pulse and had the value 0.02 ms throughout the experiments. The power levels for 90°fl ip angle were previously calibrated for each pulse width (nine values uniformly distributed in the range [0.1-0.9 ms]) by maximizing the single-quantum signal. The acquisition parameters for each pulse width experiment were: 600 fids added together, 4096 points/fid, 16-s dwell time, 60-s total experiment time. as a function of the evolution time. Because the RF pulses are extremely narrow, the TQ-filtered signal strength is monoexponentially decaying with the evolution time, and the decay time represents the relaxation time of the triple-quantum coherence. The diamonds represent the experimental data, while the line is the monoexponential fit. The relaxation time of the triple-quantum coherence obtained, equal to the slow transverse relaxation time, is T 3Q ϭ 9.92 ms. Figure 2 shows four of the seven experimental data sets collected with a double-quantum magic angle filter using preparation times of 0.5 ms (circles), 1.4 ms (up triangles), 3 ms (diamonds), and 4 ms (down triangles). Also presented in the same figure are the corresponding theoretical fits (Eq. [24] ) (smooth lines). Using the DQ-MA data sets, the parameters characterizing the sample were found to be Q ϭ 0 rad/s, ϭ 736.31 Ϯ 53.85 rad/s, T 2f ϭ 3.50 Ϯ 0.93 ms.
RESULTS AND DISCUSSION
[26]
From the two transverse relaxation rates, T 2s and T 2f , the two relevant density functions J 0 and J 1 can be determined, ( J 1 ϭ 1/(2T 2s ) and J 0 ϭ 1/T 2f Ϫ 2J 1 ), using Eqs. The analytic expressions used for the DQ-MA signal (Eqs. [23] and [24] ) were deduced assuming a strong RF field ( 1 ӷ Q ) and slow exchange between different domains with respect to the inverse of the splitting. Since we have considered a static model (i.e., there is no exchange between the domains), the exchange rate is zero and satisfies the condition for observing the DQF-MA signal.
The values of J 0 and J 1 determined above allowed for the two sets of differential equations (Eq. [10] ϩ Eq. [13] ϩ Eq. [14] ) to be solved numerically as described under Methods. Figure 3 presents three of these nine simulated TQ-filtered signals (Eq. [25] ) for pulse widths of 0.1 ms (solid line), 0.5 ms (dotted line), and 0.9 ms (dashed line). For ensuing data sets, the strength of the RF pulses was decreased and the pulse widths increased, such that the product pulse width times pulse strength remained constant (ϭ/2). For each pulse width in the range [0.1-0.9 ms] (range relevant for clinical imaging applications) the static quadrupolar coupling parameter, Q , was varied between [Ϫ2200 rad/s, 2200 rad/s] in steps of 2 rad/s, and the resulting TQ-filtered signals were stored independently. Those signals were subsequently integrated with the corresponding Gaussian weight function to yield a single, weighted TQ-filtered signal for each pulse width. Figure 4 presents the magnitude for three of the nine experimental TQ-filtered signals collected with pulse widths of 0.1 ms (top), 0.51 ms (middle), and 0.9 ms (bottom) as described in the previous section. As can be noticed from Figs. 3 and 4 , the simulated TQ-filtered signals and the TQ-filtered signals acquired experimentally are very similar. Most importantly, the theoretical simulations are not fits of the TQ-filtered experimental data, but were generated using the relaxation theory presented before by using only the sample characteristics ( J 0 , J 1 , ) as input. However, due to the fact that Fig. 4 displays the magnitude of the experimental TQ-filtered signals, there is a baseline which is not accounted for in the theoretical simulations (which are done in the high-temperature approximation, Fig. 3) .
The accuracy of the model presented above to predict the TQ-filtered signal loss as the pulse width of the 90°RF pulses is increased can also be noticed when displaying the time integral of the TQ-filtered signals as a function of RF pulse width (Fig. 5) . Here, the circles represent the time integrals of the experimental TQ-filtered signals, while the points generated by integrating the simulated signals were connected through a line. By repeating each experiment five times with the same acquisition parameters, the time integral of the signal varies on the order of 2%, so we estimate that the error in the experimental data presented in Fig. 5 is on the order of 2%. The set of data points and the theoretical curve are normalized such that they have equal value at the 0.5-ms data point. Our model indicates that a 15% increase in the sodium TQ-filtered signal strength is obtained as the pulse width of the hard 90°pulses are decreased from 500 to 100 s. This prediction is in good agreement with the experimental results shown in Fig. 5 .
The very simple domain model for the sodium ions in cartilage produces experimental results very close to the theoretical predictions. Since the triple-quantum signal is extremely weak, and because variations in the triple-quantum signal from human brain, cartilage, breast, etc., are suggested as being possibly connected to pathological conditions, an overall increase of 15% in the signal strength can be essential in perceiving important image details. However, this signal increase as the widths of the hard RF pulses are decreased is tightly connected to the properties of the tissue under study. It is known that the existence of the static quadrupolar interaction parameter influences the relaxation characteristics of the object under study. For example, it is customary to fit the TQ-filtered signal to a difference of two exponentials, with the results of the fits being T 2rise and T 2fall . The relaxation time T 2rise determines the signal behavior at small times, with T 2fall governing the signal decay at long times. For narrow RF pulses, the exact TQ-filtered signal dependence on the conventional transverse relaxation rates, including the quadrupolar coupling constant Q , is (22) TQ͑t͒ ϰ e Ϫt/T2f cos͑ Q t͒ Ϫ e Ϫt/T2s . [27] Therefore, the short-time signal behavior is modulated by T 2f and the distribution of Q 's, and the long-time behavior is described by T 2s . As T 2fall and T 2s describe the same long-time signal behavior, we expect these two values not to be significantly different. However, since the Q and T 2f dependence are replaced by a single parameter (T 2rise ) in the simpler biexponential fit, the T 2f and T 2rise values will most probably be different. For human cartilage T 2rise values are measured to be in the submillisecond range (31, 32) , while true values of T 2f are shown to be consistently higher (29) . The human brain yields values for T 2rise in the range 2-4 ms. Since the brain is known for exhibiting quadrupolar splittings, too (33), we expect the true values of the fast relaxation times to be higher than the T 2rise values, leading to smaller relaxation effects and smaller TQ-filtered signal increases with decreasing RF pulse widths. As a final conclusion, the TQ-filtered signal loss due to relaxation effects during the application of RF pulses can be predicted using the theory presented above. This signal loss is expected to be more significant for tissues characterized by faster relaxation rates (such as breast and cartilage) and less important for slower relaxing tissues (like brain). However, for the predictions of the theory to be accurate, the "true" relaxation times have to be previously measured, and also the distribution of static quadrupolar interaction constants has to be modeled and experimentally characterized for the tissue under study.
CONCLUSIONS
We derived the equations describing the evolution of spins 3/2 in the presence of RF and both static and fluctuating quadrupolar interactions. A direct application of this theory was the study of signal loss in triple-quantum sodium MRI during RF excitation. The predictions from this theory were tested on a small piece of bovine nasal cartilage; this sample was modeled as composed of multiple domains, characterized by Gaussian-distributed static quadrupolar interaction constants. An increase of 15% in the TQ-filtered signal strength as the hard 90°RF pulse width was decreased from 500 to 100 s was predicted and demonstrated experimentally.
APPENDIX
The exact time dependence of the T 20 evolution due to the presence of the static quadrupolar Hamiltonian H* S can be deduced by diagonalizing the matrix in Eq. [10a]. The seven eigenvalues and eigenvectors are, respectively,
The two symbols 1 and 2 are
[A2]
With the eigenvalues and eigenvectors displayed before, the evolution of T 20 under the static Hamiltonian is summarized as Tables 2 and 3 , respectively, in terms of the above tabulated a ij 's. For calculating the elements in these tables, the equality ͱ3 a 31 Ϫ ͱ2 a 11 Ϫ ͱ5 a 33 ϭ 0, easily deducible from Table 1 , was also used. With the aid of the tabulated b ij and c ij coefficients, the effect of the slowly fluctuating electric field gradients (m ϭ 0 term) can be incorporated into the following set of differential equations: The coefficients A through J are linear combinations of the spectral density functions J 0 ( 1 ), J 0 ( 2 ), and J 0 (0). The coefficients of these linear combinations are displayed in Table 4 . Accordingly, the relaxation rates are sensitive to the spectral densities at low frequencies 1 , 2 , and 0. Two limiting situations are of special interest. In the absence of a low-frequency dispersion, i.e., when J 0 (0) Ϸ J 0 ( 1 ) Ϸ J 0 ( 2 ) ϭ J 0 , the Q and 1 dependencies in the rates Eqs.
[A5a] and [A5b] vanish and the relaxation matrices take the simple forms of Eqs.
[14a] and [14b]. Furthermore, in the limit 1 ϭ 0, the time evolution can be solved in analytical form (27) . In the limit Q ϭ 0, but irrespective of a low-frequency dispersion, the rates agree with earlier results obtained in the doubly rotating tilted frame. In particular, it was shown that due to relaxation under (pulsed) RF triple-quantum coherences are excited, without a hard coherence transfer pulse (34 -36) . 
