Introduction
Multi-terabit optical time division multiplexing (OTDM) networks require semiconductor all-optical switches and wavelength converters operating at room temperature. These devices should be characterized by AN ultrafast response capable of sustaining high repetition rates with low switching energy and high contrast ratio. These features lead to consider the use of resonant nonlinearities for the applications envisaged (Wada, 2004) .
There is a particular interest in the development of these devices for the C-band of optical fibers, ≈ 1.55 µm, where erbium-doped fiber amplifiers (EDFAs) are widely available. Highly nonlinear fibers and waveguides have been used for generating nonlinear interactions in this spectral region (Almeida et al., 2004; Bloembergen, 2000) . However, due to the low values of their nonlinear coefficients (n 2 ∼ 2.4×10 −16 cm 2 /W at 1.55 µm), their implementation often require long interaction distance (even kilometers in the case of nonlinear fibers) or high power levels (González-Herráez, 2011) , making them cumbersome for real systems.
An interesting alternative comes through the use of semiconductors. Semiconductor third-order nonlinear optical phenomena, like nonlinear absorption, self-and cross-phase modulation, self-and cross-gain modulation, and four-wave mixing, find direct application in the all-optical control of data streams in fiber-optic networks (Boyd, 2008; Radic & McKinstrie, 2005 ). An important effort for the development of InGaAs and InGaAsP-based nonlinear optical devices at 1.55 µm has been performed in recent years (Wada, 2004) : FWM wavelength conversion in resonant devices based on InGaAsP-InP waveguides (χ (3) ∼ 4.2×10 −10 esu) has been reported (Donnelly et al., 1996) , as well as all-optical demultiplexing of 160-10 Gbit/s signals with Mach-Zehnder interferometric switch using intraband transitions in InGaAs/AlAs/AlAsSb QWs (Akimoto et al., 2007) . However, new materials with larger χ (3) values are required in order to improve the performance of all-optical-based devices.
From this point of view, III-nitride semiconductors are very good candidates since the asymmetry of their crystalline structure contributes to enhance nonlinear phenomena. There are two different approaches to cover the near-infrared (NIR) spectral range using nitride semiconductors. A first strategy is the use of InN which presents a room temperature direct bandgap ∼0.7 eV (∼1.77 µm). Naranjo et al. explored the potential of InN-based structures for slow-light generation by analyzing the third-order susceptibility and the nonlinear absorption at 1.55 µm (Naranjo et al., 2007; 2011; Valdueza-Felip, 2011 ).
An alternative approach consists on using intraband transitions in GaN/AlN quantum well (QW) or quantum dot (QD) heterostructures, taking advantage from their large conduction band offset (∼1.8 eV ). Using this material system, the resonance frequency can be tuned to 1.55 µm by controlling the size and composition of the nanostructures. A wide range of intraband devices based on GaN/AlN QWs and QDs have been developed for telecommunication applications in the last decade. In particular intraband QW and QD emitters , electro-optical modulators (EOM) , and different kind of detectors such as: quantum well infrared photodetectors (QWIPs) (Hofstetter et al., 2009) , quantum dot infrared photodetectors (QDIPs) (Hofstetter et al., 2010) and quantum cascade detectors (QCD) (Vardi et al., 2008) . Furthermore, thanks to the strong electro-phonon interaction, intraband relaxation is faster than interband recombination. As an example, intraband relaxation times in the range of 150-400 fs have been reported in GaN/AlN QWs (Hamazaki et al., 2004; Heber et al., 2002; Iizuka et al., 2006; 2000; Rapaport et al., 2003) , confirming the potential of these materials for ultrafast all-optical devices. Finally, it is also important to notice that quantum confinement in semiconductor nanostructures enhances the nonlinear response enabling nonlinear interactions at lower power levels, as already demonstrated by second-harmonic generation in GaN/AlN QWs . In fact, saturation intensities in the order of 140 MW/cm 2 in GaN/AlN QD structures have been reported (Nevou et al., 2009) , which correspond to control-pulse switching energies in the order of 10 pJ for optimized waveguide structures (Li et al., 2008; Valdueza-Felip, 2011 
Samples under study
Due to the rather large electron effective mass of GaN (m * = 0.2m 0 ), layers as thin as 1-1.5 nm are required to achieve intraband absorptions at 1.3-1.55 µm. Plasma-assisted molecular-beam epitaxy (PAMBE) is the most suitable growth technique for this application, due to the low growth temperature, which hinders GaN-AlN interdiffusion and provides atomically abrupt interfaces (Sarigiannidou et al., 2006) . Furthermore, in situ monitoring of the surface morphology by reflection high energy electron diffraction (RHEED) makes possible to control the growth at the atomic layer scale.
The samples described in this work consist of Si-doped GaN/AlN QWs and QDs superlattices (SLs) deposited by plasma-assisted molecular beam epitaxy. The substrates used for the growth of the SLs are 1-µm-thick AlN-on-sapphire templates grown on the c-axis growth direction. Figure 2 shows an schematic description of GaN QWs (a) and QDs (b) analyzed samples. The AlN templates were chosen in order to have crack-free growth (the SL is grown under compressive strain) and a low refractive index in order to optimize the optical guiding in GaN/AlN-based waveguides (Valdueza-Felip, 2011) . 
Growth conditions
One fascinating aspect of PAMBE-grown III-V nitride semiconductors is the possibility to control their growth mode by varying parameters such as the substrate temperature or the metal/nitrogen ratio value. As growth mode is directly related with the strain relaxation mechanism of nitride heterostructures, a simple tuning of growth parameters allows growing either two-dimensional (2D) quantum wells (QWs) or three-dimensional (3D) quantum dots (QDs), depending on the desired application.
GaN/AlN quantum wells growth
For the growth of GaN quantum wells embedded in AlN barriers, Ga-rich conditions are needed. In particular, GaN optimal growth conditions are under 2 ML of Ga excess for obtaining flat interface surfaces (Adelmann et al., 2003; Kandaswamy et al., 2009; 2008) . A substrate temperature above 700°C is required to have a Ga desorption rate high enough to stabilize the Ga bilayer on the growing surface. However, for T sub ≥ 750°C, the GaN decomposition becomes important. In the case of AlN, the Al flux is fixed to the Al/N stoichiometric value and an additional Ga flux is introduced to stabilize the surface. Since the Al-N binding energy is much higher than the Ga-N binding energy, Ga segregates on the surface and it is not incorporated into the AlN layer.
The quality of the GaN/AlN heterostructures was found to be particularly sensitive to the Ga/N ratio. The strain fluctuations induced by Si doping and by the presence of the AlN barriers favor the formation of V-shaped pits, even in layers grown in the regime of 2 ML Ga-excess (Hermann et al., 2004; Nakamura et al., 2002) . The suppression of these defects has been achieved by an enhancement of the Ga-flux so that growth is performed at the limit of Ga-accumulation. Regarding the growth temperature, it has been observed that overgrowth of GaN quantum wells with AlN at high temperatures results in an irregular thinning of the quantum well thickness due to exchange of Ga-atoms in the GaN layer with Al (Gogneau et al., 2004) . This is a thermally activated phenomenon that becomes relevant for AlN growth temperatures above 730°C.
In conclusion, best interface results were achieved at a substrate temperature T s = 720°C, growing AlN at the Al/N stoichiometry without growth interruptions and using also Ga as a surfactant during the growth of AlN barriers. Under these conditions, the samples present a flat surface morphology with an rms surface roughness of 1.0-1.5 nm measured in an area of 5×5 µm 2 . High-resolution transmission electron microscopy (HRTEM) shows homogeneous QWs, with an interface roughness of ∼1 ML (see interface analysis in ref. (Sarigiannidou et al., 2006) ).
GaN/AlN quantum dots growth
The synthesis of polar GaN/AlN QDs can be performed by two methods: either by GaN deposition under N-rich conditions or by GaN deposition under Ga-rich conditions followed by a growth interruption (Gogneau et al., 2003) . N-rich growth implies a reduction of the mobility of the adsorbed species during growth that results in a high density (10 11 -10 12 cm −2 ) of small QDs (1-2 nm high). On the contrary, Ga-rich conditions enhance the adatom mobility, leading to a lower QD density (10 10 -10 11 cm −2 ) and bigger QDs (2-5 nm high). The difference between these growth techniques is illustrated by the atomic force microscopy (AFM) images in Fig. 3 , which present QDs resulting from the deposition of 4 MLs of GaN (a) under N-rich conditions and (b) under Ga-rich conditions. Fig. 3 . AFM image of GaN/AlN QDs synthesized by deposition of 4 MLs of GaN under (a) N-rich and (b) Ga-rich conditions. Note that N-rich conditions lead to higher density of smaller QDs whereas Ga-rich conditions lead to lower density of bigger QDs (after Gacevic et al. (Gacevic et al., 2011) ).
Whatever the growth method, GaN QDs are hexagonal truncated pyramids with 1103 facets (Chamard et al., 2004) , as illustrated in Fig. 4 , and no Ga-Al interdiffusion has been observed (Sarigiannidou et al., 2005) . They are connected to the underlying AlN bya2M Lthick defect-free GaN wetting layer. Si-doping (n-type) is required to populate the first confined electronic level of the nanostructures, enabling efficient intraband absorption. Silicon does not modify the structural quality of the SLs . The QDs can be n-type doped by incorporating a silicon flux during the GaN deposition, without modification of the QD growth kinetics or morphology .
In order to tune the absorption wavelength within the telecommunication range (1.3-1.55 µm), the GaN QD height must be reduced down to approximately 1 nm, i.e. ∼4 ML. Thus, this QDs must be synthesized using N-rich growth conditions. The QD size can be tuned by modifying the amount of GaN in the QDs, the growth temperature, or the growth interruption time (Ostwald Ripening) .
Design of the heterostructures
It is well known that III-nitride materials exhibit spontaneous polarization (Bernardini et al., 1997) . Furthermore, depending on the strain state of the layers, an additional (-) or (+) contribution to the total polarization appears, due to the piezoelectric effect. The polarization discontinuity in the well/barrier interface generates an internal electric field that has major consequences for the design of III-nitride intraband devices.
Quantum wells design
Kandaswamy et al. discussed the specific features of intraband active region design using GaN/AlN materials and showed that the e 1 − e 2 intraband transition can be tailored in a wide spectral range from near-to mid-infrared wavelengths by engineering the quantum confinement and the internal electric field by changing the alloy compositions and layer thicknesses (Kandaswamy et al., 2008) . In particular, the e 1 − e 2 transition energy of GaN/AlN QWs covers the spectral range used for fiber-optic telecommunication networks for a GaN well thickness comprised between 4 and 6 ML (1-1.5 nm). For this work, the GaN/AlN QWs were designed with a well GaN thickness of 5 ML in order to provide a e 1 − e 2 intraband transition ∼0.8 eV, which corresponds to ∼1.55 µm (see Fig. 5 ). Ranjan et al. (Ranjan et al., 2003) using the strong-binding method and a self-consistent treatment to take carrier screening of the electric field into account. From the experimental point of view, infrared absorption peaked at 1.27-2.4 µm has been observed in GaN/AlN QDs Moumanis et al., 2003; Tchernycheva et al., 2005) , associated to the s − p z , intraband transition (z = growth axis), i.e. a transition with an optical dipole oriented perpendicular to the (0001) layer plane. (Andreev, 2003) . Along this chapter, three different samples (S1-S3) are investigated, whose characteristics are summarized in Table 1 . Samples S1 and S2 consist of a GaN/AlN QD superlattice containing 20 and 200 QD periods, respectively. The dots present a height of 1.1±0.7 nm and a diameter of 8±2 nm. The samples show a density of QDs in the range of 10 11 cm −2 , as measured by atomic force microscopy and high-resolution TEM. The GaN QD layers are separated by 3-nm-thick AlN barriers. Sample S3, consists of a 100 period GaN/AlN (1.5 nm / 1.5 nm) QW superlattice. Further details on the growth of the heterostructures can be found in Refs. Sarigiannidou et al., 2006 
2001). These calculations have been complemented by

Structural characterization
The development of devices with a narrow bandwidth depends not only on the in-plane homogeneity of the layers but also on the fluctuations from QW (or QD) to QW (or QD) in the periodic structure. The parameters that might cause vertical inhomogeneities are strain-induced vertical alignment and strain relaxation along the structure by the introduction of misfit dislocations .
In order to analyze the strain state of the QD stack, high-resolution x-ray diffraction (HRXRD) measurements were performed. Figure 7 displays the θ-2θ scan around the (0002) x-ray reflection of a representative QD sample compared to theoretical calculations. The simulation superimposed on the experimental scan was performed assuming that the structure is fully strained on the AlN buffer. It fits the experimental measurement, which indicates that the QD stack is strained on the AlN substrate within the resolution of the measurement . Furthermore, the period thickness of the SL is confirmed by measuring the intersatellite (SL0, SL1, SL-1,...) angle in the diffractogram. Fig. 7 . HRXRD θ-2θ scan around the (0002) x-ray reflection of a representative QD sample compared to theoretical calculations. SL0, SL1, SL-1, etc. stands for intersatellite diffraction peaks associated with the periodicity of the heterostructure. The samples were also analyzed by high-resolution transmission electron microscopy (HRTEM) measurements in order to assess the vertical arrangement of the layers. The HRTEM image of the QW sample (S3) of Fig. 8(a) shows abrupt GaN/AlN interfaces, and confirms the narrow quantum wells width (∼1.5 nm) needed for telecommunication applications. No vertical correlation of the QDs is observed. The absence of vertical alignment is explained by the small size and diameter of the QDs .
On the other hand, a gradual relaxation of the structure might take place in samples with high density of QDs. Dot coalescence should lead to the generation of misfit dislocations in the GaN wetting layer when its thickness exceeds the critical thickness (∼2 ML) . From the HRTEM images, the size of the QDs appears homogeneous along the whole structure, which suggests a negligible relaxation. 
Linear optical properties 4.1 Photoluminescence
For photoluminescence (PL) experiments the samples were mounted in a cold-finger cryostat with temperature control from T = 7 K to RT. PL was excited with a frequency-doubled argon laser (λ = 244 nm), and collected into a Jobin-Yvon HR460 monochromator equipped with an ultraviolet-enhanced charge-coupled device (CCD) camera. The diameter of the excitation spot on the sample was about 100 µm. The excitation power was kept around 100 µW, low enough to avoid screening of the internal electric field. The low-temperature (T =7K )P L spectra of the GaN/AlN QW and QD superlattices with various sizes are presented in Fig.  9 (a). By comparison of QW and QD samples, we attribute the broadening of the PL line to the dispersion of the QD size. In the case of the GaN/AlN QWs, the spectral structure of the emission is due to monolayer thickness fluctuations in the QWs, as described elsewhere . In the PL from GaN/AlN QDs, the broader line width makes it possible to observe the superimposition of a Fabry-Perot interference pattern related to the total nitride thickness.
The evolution of the integrated PL intensity as a function of temperature, normalized by the integrated PL intensity at low temperature (T = 7 K), is presented in Fig. 9(b) for GaN/AlN QWs and QDs. Keeping in mind that the emission intensity remains stable below 25 K for all the samples, the values presented in Fig. 9(b) should correspond directly to the internal quantum efficiency (IQE) at different temperatures. These results confirm the improved thermal stability of QDs over QWs, as a result of the 3D carrier confinement (Adelmann et al., 2000; Damilano et al., 1999; Gacevic et al., 2011; Guillot et al., 2006; Sénés et al., 2007) To probe the competition between radiative and nonradiative recombination processes, we now focus on the PL decay time (Renard et al., 2009 ). Time-resolved PL experiments were performed using a frequency-tripled Ti-Sapphire laser (λ = 270 nm) with a pulse width around 200 fs. The repetition rate was tuned between 100 KHz and 76 MHz depending on the temporal dynamics studied. The diameter of the excitation spot on the sample was about 50 µm. The luminescence was collected into a 0.32 m monochromator with a 150 grooves/mm grating, and detected by a streak-camera. The temporal resolution of the setup could reach 5 ps. The samples were mounted in a He-flow cryostat with temperature control from 5 K to room temperature. Figure 10(a) displays the PL decay measured in a GaN/AlN QW sample emitting at 415 nm at room temperature and at 5 K. In the inset, the temperature dependence of the 1/e decay times measured on the four QW samples emitting at 310, 365, 415 and 455 nm is illustrated. The PL decay times are roughly constant up to 75 K, which strongly suggests that the decay is dominated by radiative recombination at low temperature. However, the decay times decrease significantly for higher temperatures -typically at least a factor of 2 is already lost at 150 K and at least a factor 10 at room temperature. This is valid for all samples, even for the ones presenting radiative decay times below 1 ns.
In contrast, Fig. 10(b) displays the behavior of a GaN/AlN QD sample emitting at 440 nm, showing thermal insensitivity in all the temperature range. The decay times remain constant as an indication of the inefficiency of nonradiative recombination paths in such structures.
The most striking feature is that this is true even for QDs presenting radiative decay times of 500 ns as illustrated in the figure.
Comparing QWs (Fig. 10(a) ) and QDs ( Fig. 10(b) ), nonradiative recombination of photogenerated carriers in the QDs is suppressed in the 4-300 K range. This is a consequence of the 3D confinement in the QDs which, combined with the huge band offset in GaN/AlN, prevents the carrier escape towards nonradiative centers. We can estimate a lower limit for the nonradiative recombination lifetime in the long-lived GaN/AlN QDs of 10 µs. Conversely, the absence of lateral carrier confinement in QWs favors the thermal diffusion towards nonradiative recombination centers such as dislocations. 
Intraband absorption
In order to assess the NIR absorption, samples were mechanically polished to form a 45 • multipass waveguide with 4-5 total internal reflections. The infrared absorption for p-and s-polarized light was measured at room temperature using a Fourier transform infrared (FTIR) spectrometer. The absorption spectra of samples S1-S3 are illustrated in Fig. 11 . For all samples under study, an absorption peak ∼1.55 µm for p-polarized light is obtained. No response to s-polarized excitation is observed within the measurement spectral range (0.9-4.1 µm), as expected from the polarization selection rules of the involved intraband transitions (e 1 − e 2 in the QWs and s − p z in the QDs). The broadening of the absorption in the QD superlattices remains below 150 meV, as a result of QD size fluctuations. On the other hand, the multipeak structure present in the GaN/AlN QW sample can be attributed to ML thickness fluctuations . Fig. 11 . Normalized infrared absorption from S1-S3 samples under p-polarized excitation. The spectra are vertically shifted for clarity. No response to s-polarized light was observed for any of the samples in the 0.9 µm < λ < 4.1 µm spectral range.
The spectral dependence of the linear absorption evaluates the linear optical processes associated to the electronic transition. The linear absorption (α 0 ), refractive index, length of the sample (L s ), and effective length (L ef f ) are essential parameters to evaluate its nonlinear response. The effective length measures the length over which a lossless material would exhibit the same nonlinear effect as the (lossy) material under study, being calculated by:
Thus L ef f becomes smaller as the loss increases. Note that as L s increases, the effective length converges to the value 1/α 0 (as L s → ∞, L ef f → 1/α 0 ). In the case of these heterostructures, the length is given by the total length of the active region, i.e. the GaN QW (or QD) thickness evaluated along the whole periodic structure. Table 2 summarizes the results obtained from the linear optical characterization at 1.5 µm. High-intensity lasers enable a variety of interesting nonlinear optical phenomena such as the generation of new frequencies from monochromatic light in a nonlinear medium. At the excitation intensities applied to generate these nonlinear effects, the optical parameters of the pumped material become a function of the light intensity. In nonlinear optics regime additional terms have to be considered in the polarization density to properly explain the behavior of light propagating through a nonlinear medium. For small nonlinearities P(t) can be expressed as a function of the applied electric field E(t) by the superposition of both linear and nonlinear polarization components (Boyd, 2008; González-Herráez, 2011) as:
where P NL = P (2) + P (3) + ··· are the nonlinear polarization terms that depend on the applied electric field. The optical control of light in communication networks is performed thought the use of third-order nonlinear optical phenomena like the Kerr-effect-based four-wave mixing (FWM) process.
The optical Kerr effect is a change in the refractive index of a material in response to an applied electric field. This induced index change is proportional to the square of the electric field. Considering a material under a single, monochromatic wave oscillating at the fundamental frequency ω, the total polarization can be described by a scalar expression (González-Herráez, 2011; Shutherland, 2003) as:
where |E| 2 is the amplitude of the electric field and χ (3) (ω) denotes the third-order susceptibility parameter. In this equation, the nonlinear term 3χ (3) (ω)|E| 2 is treated as a perturbation (small variation) of the linear term, i.e. a correction to the linear susceptibility that depends on the input intensity (|E| 2 ∝ I).
Assuming that the index and absorption changes are an instantaneous function of the applied electric field, the material response can be described by n(I)=n 0 + n 2 I and α(I)=α 0 + α 2 I, where the nonlinear refractive index n 2 and nonlinear absorption coefficient α 2 are related to the third-order nonlinear susceptibility. In weakly absorbing media the real part of χ (3) drives the nonlinear refraction while the imaginary portion characterizes the nonlinear absorption (Shutherland, 2003) as:
Since the nonlinear polarization depends on ω, the χ (3) parameter varies when the material is in resonance with the input beam frequency. Thus, in the case of strongly absorbing media a more complex treatment must be considered following the description reported in Ref. (del Coso & Solís, 2004) .
Four-wave mixing through optical phase conjugation is a useful experimental technique for the characterization of third-order nonlinear materials (Sheik-Bahae et al., 1990) . FWM is an intermodulation phenomenon in optical systems, whereby interactions between 3 waves in a nonlinear medium produces a 4th wave via the third-order polarization (Hill et al., 1978; Inoue, 1992) . It is possible, using nonlinear optical processes, to reverse the phase of a beam of light. The reversed beam is called conjugate beam. Figure 12 shows an abstract drawing of the FWM process, where three coherent waves are incident on a nonlinear medium, and a fourth wave (the phase-conjugated one) is generated. In a simplified gratings formalism (not valid for beams with crossed polarizations), the generation of the conjugated signal (beam) can be viewed as follows. The conjugated beam is produced by the refractive index modulation caused by the interference of two of the beams forming a phase grating. Two of the beams (E 1 and E 2 or pump beams p 1 and p 2 ) interfere and "write" a real-time diffraction pattern or phase grating, while the third beam (E 3 ) "reads" (or probe, s beam) the grating. The diffraction of the third beam when propagating through the grating generates the fourth beam (E 4 = E * c , the c beam), whose phase is conjugated to the three incident beams (Zeldovich et al., 1985) . The diffracted phase-conjugated beam is transmitted by the material in a direction determined by the wave vectors of the interacting photons. In the degenerate case (ω 1 =ω 2 =ω 3 =ω 4 =ω) energy and momentum conservations implies that that the sum of the wave vectors of E 1 and E 2 should be equal to the sum of the wave vectors of E 3 and E 4 . In this work, the third-order nonlinear susceptibility χ (3) Fig. 12 . Schematic of phase conjugation via the perturbation of the refractive index through the third-order nonlinear susceptibility.
of III-nitrides is studied by resonant degenerate four-wave mixing (DFWM) in the forward boxcars configuration. In this configuration, three parallel and co-propagating input pulsed laser beams are focused simultaneously in space and time on the sample with a lens. The z direction is the direction of propagation of the beams before the lens, normal to the surface of the sample. If the three input beams are placed in the three vertices of an square centered at the lens, the energy and momentum conservations (∑ k i =0) is guaranteed and enables the generation of the conjugated fourth beam at the output of the sample (Shutherland, 2003) . Figure 13 illustrates the experimental setup used for DFWM measurements. The excitation source is an optical parametric amplifier (OPA)t'which operates at 1 kHz and provides 100 fs pulses tunable in the 300-3000 nm interval. The laser pulse intensity is controlled by a λ/2 wave plate and a polarizer. Two beam splitters provide three beams with equal intensity in order to satisfy the maximum conjugate signal condition. The three beams propagate the same optical path by adjusting two delay lines. The system is aligned so that each beam lies on one vertex of a square in order to guarantee the wave vector conservation rule and at 4 mm of the center of the lens for minimizing lens aberrations. The conjugate signal is detected far away from the position of the sample, where the spatially filtered pumps and probe beams are enough separated to improve the signal-to-noise ratio. More details about the experimental setup can be found in Ref. (del Coso López, 2004) .
In order to obtain the dependence of the intensity of the conjugate signal with the third-order susceptibility it is necessary to solve the nonlinear wave equation, where the nonlinear polarization P (3) NL (ω) acts as an electric field source term at the given frequency. Assuming the monochromatic components of the electric field E(ω) polarized in the x and y direction and propagating along the z direction, the electric field associated to the conjugate beam can be written (Shutherland, 2003) as:
where χ (3) (ω) denotes the three possible complex components of the third-order susceptibility tensor for generating ω and k is the wave vector, or change in phase per length unity along the path traveled by the wave. The last term of the previous equation leads to an exponential attenuation of the conjugate signal unless the term is equal to zero. This implies that for maximizing the conjugated signal, the phase matching condition ∑ k i =0 has to be fulfilled. This is straightforward in the boxcar configuration.
Taking into account the boundary conditions given by the input beams, the solution of the nonlinear wave equation can be obtained for low conversion efficiency (I c << I p 1 ,I p 2 ,I s ) and absorbing media (α 0 = 0). The intensity of the conjugate signal is then given by:
From this equation we can obtain the third-order nonlinear susceptibility χ
cp 1 p 2 s by measuring the intensity of the conjugate beam as a function of the intensity of the pumps and probe beams. The maximum conjugate beam intensity is obtained for equally intense pump and probe beams from Eq. 7, hence: I c máx. ↔ I p 1 = I p 2 = I s = I 0 /3. Thus, the dependence of the conjugate beam intensity on the pump beam intensity follows a cubic relationship I c = cI 3 0 .
It is also possible to quantify the χ
cp 1 p 2 s by using a transparent (non absorbing) reference material with a known χ (3) (Shutherland, 2003) . Then, the third-order susceptibility of the sample under study is expressed as:
where the subscripts r and s stands for the reference and the sample, respectively, and α 0 L is the linear absorption of the sample. In this experiment, the reference used is a fused silica (SiO 2 ) plate with a well known |χ (3) | = 1.28×10 −14 esu (1.79×10 −22 m 2 /V 2 ) and n 0 = 1.45 (Shutherland, 2003) . Throughout this chapter the cgs system of units (esu) for the quantification of χ (3) is used. The conversion to SI units is given by χ (3) m 2 /V 2 = 4π 9 10 −8 χ (3) (esu).
QD nonlinear optical properties
Third-order susceptibility χ (3)
In DFWM measurements, the conjugate beam intensity I c is plotted versus the pump intensity I p to obtain the coefficient c of the relationship I c = cI 3 0 . The third-order susceptibility |χ (3) | is calculated using Eq. 8. The refractive index of the active region (GaN) considered for the estimation of the third-order susceptibility is n 0 = 2.2.
The third-order susceptibility of the AlN-template substrate (∼1.8×10 −8 esu) was measured at 1.55 µm in order to evaluate its potential contribution to the nonlinear signal. It should be pointed out that the laser source used in the experiment is not resonant with the bandgap of the AlN (∼200 nm). Thus, the nonlinear contribution of the AlN to the incident electromagnetic field should be negligible compared to the contribution of light polarized in the z direction, which is absorbed by the active region of the GaN/AlN heterostructure. To avoid the nonlinear contribution of the substrate, the input power density was fixed so that the signal from the substrate remains below the experimental resolution of the setup. Thus,
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Ultrafast Nonlinear Optical Response in GaN/AlN Quantum Dots for Optical Switching Applications at 1.55 μm www.intechopen.com it is ensured that the nonlinear response measured by DFWM is only generated by the GaN QWs or QDs and not by the substrate. Figure 14 shows a representative plot of the measured conjugate-beam intensity (I c ) vs. the pump-beam intensity (I p ) for GaN/AlN QD heterostructures at 1.55 µm. The conjugate signal follows a cubic dependence on the pump power as expected from a third-order nonlinear process. The solid lines correspond to the cubic data fitted to a I c = cI 3 0 curve. For sample S2, a higher value of I c is obtained due to its higher effective length since I c ∝ L 2 ef f (see Eq. 7).
Third-order susceptibility |χ (3) | values of (1.3±0.1)×10 −6 and (4.2±0.4)×10 −7 esu were estimated at 1.55 µm for GaN/AlN QD samples S1 and S2, respectively. The obtained values increase with the linear absorption of the samples, being higher for the sample with highest Si concentration (S1) due to the increase of the intraband absorption efficiency with Si-doping. For the GaN/AlN QW sample (S3) a value of third-order susceptibility |χ (3) | of (2.4±0.2)×10 −7 esu was estimated at 1.55 µm (Valdueza-Felip et al., 2008) .
The obtained value of |χ (3) | for the GaN/AlN QW sample is very similar to the one estimated by Suzuki et al. of 1.6×10 −7 esu in GaN/AlN QWs at 1.55 µm (Suzuki & Iizuka, 1997) . However, it is one order of magnitude larger than the experimental value achieved by Hamazaki et al. in GaN/AlN multiple QWs at the same wavelength (Hamazaki et al., 2004) . This improvement of |χ (3) | might be related to the structural properties of the samples since the absorption saturation is known to be very sensitive to the structure of the material (Iizuka et al., 2006) . It must also be pointed out the use of different measurement technique (we measure the modulus of the third-order susceptibility, while Hamazaki et al. make an estimation of its imaginary part). The values of |χ (3) | obtained in the QD samples (S1-S2) are ≈ 5 times larger than the one obtained in the QW sample (S3), as expected from the higher confinement in the QDs. It is also noteworthy that GaN/AlN-based heterostructures present an increase of 4 orders of magnitude of χ (3) compared to InGaAsP-InP (Donnelly et al., 1996) and InN (Naranjo et al., 2007) material systems.
Population grating lifetime τ
DFWM technique allows determining the lifetime, τ, of the generated population grating by adjusting the time delay between the pump and probe beams (Adachi et al., 2000) . In particular, this measurement is performed by modifying the optical path length of the probe beam using an optical delay line. The pump beams interfere and generate a spatially periodic grating that interferes with the delayed probe beam. The transient response is obtained from the evolution of the intensity of the conjugate beam as a function of the probe time delay. Fig. 15 . DFWM signal intensity as a function of delay time between one of the pumps and the others for the GaN/AlN QD sample (S1). Figure 15 shows the dependence of the conjugate signal intensity as a function of the time delay, obtained for the sample S1. The signal starts at zero and it increases when pump and probe beams become synchronized. It reaches its maximum when there is a full overlap in space and time of the two pump beams and the probe one in the sample. As the delay line moves away from the maximum overlap, the generated signal decays at the rhythm of the decay of the excited population in the sample. However, for the three samples under study, the measured lifetime of the population grating is smaller or comparable to the laser pulse width of 100 fs. This result is consistent with the subpicosecond intraband decay times measured in GaN QW structures, being related to a carrier relaxation process governed by the Fröhlich interaction between electrons and longitudinal-optical (LO) phonons (Hamazaki et al., 2004; Heber et al., 2002; Iizuka et al., 2006; 2000; Rapaport et al., 2003) . Finally, Fig. 16 shows the figure of merit (FOM) for nonlinear optical materials: χ (3) /α vs. switching rate 1/τ, for different material systems (Hanamura et al., 2007) , confirming the potential of GaN/AlN heterostructures for ultrafast all-optical devices. 
Conclusions
In this chapter, the nonlinear properties of Si-doped GaN/AlN QD and QW superlattices have been evaluated at telecom wavelengths (1.55 µm). The samples under study present a near-infrared intraband absorption at ∼1.55 µm wavelength assigned to the e 1 -e 2 transition in the QWs and to the s-p z transition in the QDs.
The nonlinear optical characterization of the samples was performed using the degenerate FWM technique in boxcars configuration. The conjugate signal intensity obtained for all the samples followed a cubic law with the pump power, as expected from a third-order nonlinear process. The measured conjugate-beam intensity is higher for the sample with the highest effective length and minimum linear absorption. On the other hand, the third-order susceptibility increases with the intraband absorption of the layer, achieving a maximum value of |χ (3) | = (1.3±0.1)×10 −6 esu for the GaN/AlN QD sample. This value is ≈ 5 times larger than the one obtained in the QW sample of |χ (3) | = (2.4±0.2)×10 −7 esu, which is consistent with results reported in the literature. This increase of χ (3) for the QD sample is attributed to its higher (3D) quantum confinement.
Finally, the population grating lifetime τ was measured during the DFWM measurements, being below 100 fs for all the analyzed samples. The ultrafast nature of intraband transitions, together with the improved nonlinear optical response, render GaN/AlN heterostructures a feasible option for all-optical switching and wavelength conversion applications at 1.55 µm. The development of waveguides based on GaN/AlN heterostructures could enable new all-optical devices with potentially high speed operation, high contrast ratio and low saturation intensity suitable for future in multi-Tbit optical communication networks.
