Abstract. Using Weitzenböck techniques on any compact Riemannian spin manifold we derive a general inequality depending on a real parameter and joining the spectrum of the Dirac operator with terms depending on the Ricci tensor and its first covariant derivatives. The discussion of this inequality yields vanishing theorems for the kernel of the Dirac operator D and new lower bounds for the spectrum of D 2 if the Ricci tensor satisfies certain conditions.
Introduction
In 1980 Th. Friedrich proved that, on any compact Riemannian spin manifold M n of scalar curvature R with R min := min{R(x)|x ∈ M } > 0, every eigenvalue λ of the Dirac operator D satisfies the inequality (1) λ 2 ≥ nR min 4(n − 1) (see [2] ). In special geometric situations, there are better estimations than (1) (see [8] , [9] ). For example, in case of a compact Kähler manifold M 2m of complex dimension m with positive scalar curvature R, we have the estimate Recently it was shown in [5] and [6] that the estimate (1) can also be improved for such manifolds M n whose curvature tensor or Weyl tensor, respectively, is divergence free. It is well known that the curvature tensor K of M n is divergence free if and only if the covariant derivative ∇Ric of the Ricci tensor Ric has the property (3) (∇ X Ric)(Y ) = (∇ Y Ric)(X) , where X and Y are arbritrary vector fields. In this paper we generalize the results of [5] in the sense that we do not make use of the condition (3) here.
The basic Weitzenböck formula and first applications
Let M n be any Riemannian spin manifold of dimension n with Riemannian metric g and spinor bundle S. Then the twistor operator
is defined by Dψ := X k ⊗ D X k ψ and D X ψ := ∇ X ψ + 1 n X · Dψ. Here D := X k · ∇ X k denotes the Dirac operator, (X 1 , . . . , X n ) is any local frame of vector fields and (X 1 , . . . , X n ) is the associated coframe given by X j := g jk · X k , where the g jk denote the components of the inverse of the matrix (g jk ) with g jk := g(X j , X k ). The curvature tensor K of M n is defined by
K and the curvature tensor C of S are related by
For any vector field X, let A X denote the endomorphism of S defined by
The Bianchi identity implies
Thus we obtain
Using this a simple calculation yields the identity
where R := tr(Ric) is the scalar curvature. Now, we consider the family of differential operators
depending on t ∈ R and being locally defined by
Our first aim is to compute the function |Q t ψ| 2 := Q t X k ψ, Q t X k ψ for any eigenspinor ψ of the Dirac operator D. For any spinor field ψ, we have the general identities
which imply that the image of Q t is contained in the kernel of the Clifford multiplication, i.e., it holds that (10) X k · Q t X k ψ = 0 . Moreover, we have the well known relation
Lemma 2.1. Let λ be any eigenvalue of D and let ψ be any corresponding eigenspinor (Dψ = λψ). Then, for all t ∈ R, the equation
is valid.
Proof. Using the identities (6) - (9) we calculate
Inserting (11) in the result of this calculation we obtain (12).
By Lemma 1.4 in [5] and (5), for all spinor fields ψ, we have the identity
where X ψ is the vector field defined by
Inserting (13) into (12) we obtain Theorem 2.1. Let M n be any Riemannian spin manifold and let λ be any eigenvalue of the Dirac operator D. Then, for all t ∈ R, any corresponding eigenspinor ψ satisfies the equation
Equation (14) is the basic Weitzenböck formula of our paper. In case of a divergence free curvature tensor, this formula simplifies since we have A X = 0 then and R is constant (compare with Theorem 1.5 in [5] ).
In the following we suppose that M n is compact. For any continuous function f , we use the notation f min (f max ) for the minimum (maximum) of f on M n . Furthermore, let κ denote the minimum of all eigenvalues of the Ricci tensor Ric on M n . Then, for any spinor field ψ, we have the inequality
In the following we use the Schrödinger-Lichnerowicz formula
Lemma 2.2. Let λ be any eigenvalue of the Dirac operator D. Then, for any corresponding eigenspinor ψ, there are the inequalities
Proof. Using the formula (16) we find
Hence, it follows that ( * )
Further, we have
This yields
Inserting this into ( * ) we obtain the first one of the inequalities (17). The second one can be proved analogously.
The endomorphisms of the spinor bundle
occur on the right-hand side of formula (14) . For any vector field X, the endomorphism A X is antiselfadjoint
Hence, E and T are selfadjoint
Moreover, we see that E is nonnegative
Let ε denote the maximum of all eigenvalues of E on S and let τ be the minimum of the eigenvalues of T . Then, for any ψ ∈ Γ(S), there are the inequalities
In the following let λ ≥ 0 be any nonnegative eigenvalue of D. Then, integrating equation (14) using the inequalities (15), (17), (21) and (22), in case t ≥ 0 and κ ≤ 0, we obtain
Thus, in case κ ≤ 0, for all t ≥ 0, it holds that (23)
In case κ > 0, for all t ≥ 0, it follows analogously that (24)
From (1) We remark that Theorem 2.2 and Corollary 2.1 are generalizations of Theorem 2.1 in [5] . The case of R min > 0 gives rise to the question under which conditions the inequalities (23) and (24), respectively, yield a better lower bound than (1). The answer can be given without determining the optimal parameter t.
Case 1: R min > 0, κ ≤ 0. Inserting λ := nR min /4(n − 1) into (23) we obtain a contradiction for some t > 0 if and only if the coefficient of t is negative. But this is just the condition
Case 2:
The corresponding condition that can be derived from (24) analogously is
It is interesting to remark that in the inequalities (27), (28) the covariant derivatives of Ric do not appear. Moreover, in case of constant scalar curvature R > 0, these conditions coincide and simplify to
This generalizes the corresponding assertion in Section 2 of [5] .
The endomorphisms E and T

For further applications of the formulas (23) and (24), it is convenient to write the endomorphisms
of the spinor bundle S in a more suitable form.
Proposition 3.1. There are the identities
Proof. We calculate
The latter equation is valid since ∇ X Ric 2 is selfadjoint (symmetric) and, hence,
Thus, we have (31). Now, we prove (30). It holds that
Let Θ be the 3-form on M n defined by
Corollary 3.1. The endomorphism T acts on S via Clifford multiplication by the 3-form Θ, i.e., for all spinors ψ, we have the relation
Proof. By (31), we have
Thus, if (X 1 , . . . , X n ) is any local orthonormal frame, we obtain
Estimates for the first eigenvalue of the Dirac operator
Let us introduce the notation
Then the inequalities (23), (24) can be written in the unified form
where the functions α(t), β(t), γ(t) depending on t ≥ 0 are defined by α(t) := 1 + 2t n n − 1
By definition, we have α(t) ≥ 1 and the sign of γ(t) depends on τ . Moreover, we see that the inequality (33) is of interest only if the function β(t) attains positive values for some t ≥ 0. Obviously, this is the case if R min > 0. In case of R min ≤ 0, this holds if the condition (25) is satisfied. Thus, from (33) we immediately obtain Theorem 4.1. Let M n be any compact n-dimensional Riemannian spin manifold and let λ ≥ 0 be any eigenvalue of the Dirac operator. Then, for all t ≥ 0 with β(t) ≥ 0, there is the inequality
Theorem 4.2. Let M n be a compact Riemannian spin manifold with Θ = 0 and let λ be any eigenvalue of the Dirac operator. Then, for all t ≥ 0, we have the inequality
Proof. By Corollary 3.1, Θ = 0 implies T = 0. Thus, integrating (14) we obtain (35). In this case, the sign of λ plays no role.
Remark 4.1. M n satisfies the condition Θ = 0 in the following special situations:
(i) The covariant derivative of the Ricci tensor has the symmetry property (∇ X Ric)(Y ) = (∇ Y Ric)(X), i.e., the curvature tensor of M n is divergence free. This situation was investigated in [5] .
(ii) The Ricci tensor commutes with its covariant derivatives, i.e., for all vector fields X, it holds that
(36) implies Θ = 0. This is an immediate consequence of (31) and (32). (iii) The Ricci tensor is recurrent, i.e., there is a 1-form η on M n such that, for all vector fields X, the equation
is valid. Obviously, (37) implies (36). Thus, this situation is a special case of situation (ii).
Remark 4.2. In case the Ricci tensor has the property
i.e., if any two covariant derivatives of Ric commute, it follows from (30) that the endomorphism E simplifies to the function
Hence, in this case we have
We see that (37) implies (38). Moreover, if Ric has pairwise different eigenvalues on M n , then (36) implies (38).
Calculating the maximum of the function β(t)/α(t) by Theorem 4.2 we obtain (10 * )
From ( * ) and (5 * ) we see that there are the relations
Thus, by Proposition 3.1, Remark 4.2 and (6 * ), we find here
The case of r = ρ(R min = 0) :
In this case, the suppositions of Corollary 4.1 are satisfied. By (7 * ) -(11 * ), the constants a, b, c are given by
, b = 14 9r 2 , c = 4 3r 4 . Inserting this into (41) we obtain the estimate
The case of r < ρ(R min > 0): By (7 * ) -(10 * ), (27) is equivalent to
For r < ρ, this inequality is always satisfied. Hence, for all manifolds M 4 (r, ρ) with r < ρ, (35) yields a better estimate than (1). For example, let us consider the special case that ρ = r 3 √ 10. Then, by (35) and (7 * ) -(11 * ), we find (12 * ) λ 2 ≥ 0, 156 r −2 , whereas (1) yields the estimate
Since M 4 (r, ρ) is Kähler, we can also apply the estimate (2). For ρ = r 3 √ 10, (2) and (8 * ) yield
Thus, the estimate (12 * ) obtained by Theorem 4.2 is the better one.
The case of r > ρ(R min < 0):
For example, let us consider the special case that ρ = The last inequality is valid for ρ > ρ 0 ≈ 1, 04113. Thus, by Theorem 2.2, M 6 (ρ) admits no harmonic spinors for ρ > ρ 0 . Moreover, we are interested in the maximum f (ρ)(t max ) of the function f (ρ)(t) := β(t)/α(t) for t ≥ 0 subject to ρ describing the lower bound of λ 2 on M 6 (ρ). We obtain the following picture: 
