In this article, we give an improvement on the restriction problem for certain surfaces of finite type in R 3 . The key ingredients of the proof include the so called generalized rescaling technique based on a decomposition adapted to finite type geometry, and reduction of dimension arguments.
Introduction and main result
Broadly speaking, the theme of restriction problems is to study the properties of Fourier transforms of measures supported on curved manifolds. It is intimately connected with geometric measure theory and incidence geometry, and has led to important developments in dispersive partial differential equations and number theory.
Let S be a given smooth compact hypersurface in R n , and that dσ is its induced Lebesgue measure. The Fourier restriction problem for S, proposed by E. Stein in an unpublished work dating back to the late 1960s( see also [25] ), asks for the range of exponents p and q for which the inequality
holds true for each f ∈ S(R n ), with a constant C = C(p, q, S) independent of f . Since S(R n ) is dense in L p (R n ) we can, when (1.1) is valid, definef on S, for every f ∈ L p (R n ). There had been a vast amount of work on this problem by many mathematicians in the 1970s and 1980s. For n = 2, the sharp range for curves with non-vanishing curvature had been solved by C. Fefferman, E. Stein and A. Zygmund [12, 35] . In higher dimension, the sharp L p − L 2 estimate for hypersurfaces with non-vanishing Gaussian curvature was obtained by E.Stein and P.Tomas [26, 31] , see also R. Strichartz [28] .
The equation on general L p −L q restriction estimates appears to be an extremely open problem. The important progress has been made by many pre-eminent mathematicians in 1990s, and major new ideas were introduced by J. Bourgain [2, 3] , which led to many modern methods such as wave packet decomposition, induction on scale to study the restriction conjecture. In practice, people usually write (1.1) in its adjoint form:
denotes the standard Fourier extension operator associated with the hypersurface S and p ′ = p p−1 , q ′ =−1 . For the surfaces S with positive definite second fundamental form in R 3 (such as paraboloid and sphere) and q ′ = ∞, Stein's conjecture becomes
for all p ′ > 3. By the standard ε-removal argument in [4, 29] , (1. 2) reduces to a local version which would be stated with new notations.
Conjecture 1.1 (Local version on restriction conjecture in 3D). Let S be smooth compact hypersurface in R 3 with positive definite second fundamental form. For any given ε > 0, there holds
for all p ≥ 3. Here B R denotes a ball centred at the origin with radius R in R 3 .
Tao [30] obtained the estimate (1.3) for p > 3 + 1 3 by making use of bilinear method, which was introduced by Wolff [34] . Bourgain-Guth [4] proved (1.3) for p > 56 17 ≈ 3.29 by developing so-called Bourgain-Guth argument which is based on multilinear restriction theory established by Bennett, Carbery and Tao [1] . Later on, Guth [14] improved the range of p to p > 3.25 using polynomial partitioning, which combines Dvir's idea in the work [11] on Kakeya problem in finite field with the argument of Guth-Katz [16] on incidence geometry. Recently, using brooms in the polynomial partitioning setting, Wang [33] refreshed the range of integral exponents on restriction estimate (1.3) to p > 3 + 3 13 . How about the restriction problem for general hypersurfaces without assumption on the curvature? Stein [27] first proposed the restriction problem for the surface of finite type in R n . In this direction, some partial results have been obtained by I. Ikromov, M. Kempe and D. Müller [18, 19, 20] , and the sharp range of Stein-Tomas type restriction estimate has been determined for a large class of smooth finite type hypersurfaces, including all analytic hypersurfaces. We also refer to Chen-Miao-Yao [7] which established the dispersive and Strichartz estimate with geometry of finite type.
It is our aim in this work to develop the latter branch by considering a certain model class of surfaces in R 3 with varying curvature and study more general L r −L p adjoint restriction estimates. Consider the surfaces in R 3 given by
where m ≥ 2 is an integer. For each subset Q ⊂ [0, 1] 2 , we denote the corresponding Fourier extension operator by
where e(t) = e 2πit . In this direction, Buschenhenke, Müller and Vargas did some interesting work in [6] based on bilinear methods, see Remark 1.3 below for a discussion.
Our goal is to prove that
for certain p.
For m = 2, the surface F 2 2 is exactly paraboloid over the region [0, 1] 2 . Since paraboloid enjoys nice geometry properties such as all of its principle curvatures are nearly equal to one, we can run the standard parabolic rescaling techniques successfully in procession of induction on scale. And one can refer to the subsection 2.2 for more details.
For m > 2, the Gaussian curvature of the surface F 2 m vanishes when ξ 1 = 0 or ξ 2 = 0. From now on we focus on the surface F 2 4 , which is degenerate on certain submanifolds with codimension two. However, to our surprise, such a degenerate surface might possess the same L ∞ − L p restriction estimate in the setting of extension operator, we make this convention through whole article, as in the paraboloid case. We remark that L r − L 3 restriction estimate holds true for the surface F 2 4 only if r = ∞, which differs from the paraboloid case.
In the setting of L r -L p estimate, the necessary conditions on restriction inequality for the surface F 2 4 are stated as following:
holds only if p > max{3, 3r ′ } or p > 3 and p ≥ max r, 3r ′ .
For more systematic discussion on the necessary conditions, one can refer to the work in [6, 24] .
Why do we focus on the case m = 4? We believe that it corresponds to interesting case which is much different with m ≥ 6. Firstly we make scaling analysis to see what happens. Let K be a large number with 1 ≪ K ≪ R ε . Under the assumption that (1.4) holds, we have
, We pick out a small but typical region:
]. Our piece of surface above this region Ω is similar to the whole one, but on a smaller scale. By the change of variables:
Hence, we derive that 
In [6] , Buschenhenke-Müller-Vargas considered the L r − L p restriction problem for a class of finite type surfaces and proved that (1.5) holds true in the case m = 4 for all p > 10 3 by bilinear methods. Recently, Schwend and Stovall studied such problems in all dimensions in [24] . In particular, they reproved that (1.5) holds in the case m = 4 for all p > 10 3 in R 3 . Very recently, the authors obtain some results on the decoupling problem for the surface F 2 4 in the work [23] , to be available soon.
Outline of the proof of Theorem 1.2: Our surface is badly behaved when ξ 1 = 0 or ξ 2 = 0. Roughly speaking, the strategy is to single out these two lines, and reduce it to a two dimensional problem. More precisely, we first divide [0, 1] 2 into 3 j=0 Ω j as Fig.1 below Fig. 1 where K is a large number independent of R such that 1 ≪ K ≪ R ε . Then, we have
(1.6)
Let Q p (R) denote the least number such that
First, we consider the contribution of Ω 0 -part. By Guth [14] , we obtain
where C(ε) is the constant appeared in restriction estimate on perturbed paraboloid. For the contribution of Ω 3 -part, we get by rescaling and the definition of Q p (·) in (1.7)
Finally, we estimate the contribution of Ω 1 -part and Ω 2 -part. It suffices to treat Ω 1 -part, as the same arguments may be used to handle Ω 2 -part. To do it, we will introduce the wave packet decomposition and establish the related square function estimate, which are crucial in reduction of dimension arguments. Combining these with an argument based on 2D Kakeya-type estimate, we derive that
Therefore, for p > 3.25
This implies the following recurrence inequality
.
Note that if p > 3.25 then the exponent 3 2p − 1 2 is negative. Therefore, for appropriate choice of K one may iterate this inequality to deduce Q p (R) ε R ε . Hence, we conclude Theorem 1.2.
The paper is organized as follows. In Section 2, we will introduce some preliminaries on the problem such as some differential geometry of surfaces, and introduce a quite powerful decomposition associated with finite type geometry which plays important role in the proof of Theorem 1.2. In Section 3, we give the proof of Theorem 1.2. Finally, we give a result on the restriction problem for a finite type surface with non-positive curvature in Section 4.
Notations: For nonnegative quantities X and Y , we will write X Y to denote the estimate X ≤ CY for some C > 0. If X Y X, we simply write X ∼ Y . Dependence of implicit constants on the power p or the dimension will be suppressed; dependence on additional parameters will be indicated by subscripts.
Preliminaries and useful decomposition
To analyse our extension operator E, we need to partition the surface F 2 4 into small pieces in an appropriate manner. For this purpose, we give detailed things on the differential geometry of surface. This helps us to introduce a decomposition adapted to finite type geometry in Subsection 2.2, which plays a central role in the proof of Theorem 1.2.
2.1. Differential geometry of surfaces. In this subsection, we recall some useful preliminaries on geometry of the surface
. This surface has some degenerate features. For the notions of Gaussian curvature and second fundamental form of surfaces, one can refer to standard textbooks such as [9] . We calculate the tangent vectors and the unit norm vector at (u, v) as follows
Also, a direct calculation yields
Therefore, the first fundamental form of the surface γ(u, v) is given by
And the second fundamental form is given by
Hence, the Gaussian curvature of the surface γ(u, v) is
(2.1) Remark 2.1. From the above calculation, we see that the Gaussian curvature of γ(u, v) vanishes when u = 0 or v = 0. We observe that the surface has positive definite second fundamental form if both u and v are away from zero. In this region, one can adopt the known restriction estimates for perturbed paraboloid. So it reduces to the case 0 < u ≪ 1 or 0 < v ≪ 1. In other words, we only need to consider the surface in a small neighborhood of the curve (0, v, v 4 ) or (u, 0, u 4 ). Consequently, it reduces to a lower dimensional problem.
2.2.
A decomposition adapted to finite type geometry. Now we introduce a useful decomposition adapted to the surface F 2 4 , which enables us to do the so-called generalized rescaling successfully in process of induction on scales. To begin the discussion, we first consider the prototypical case, the standard parabolic rescaling, for the surface F 2 2 as follows. Let K be a large number satisfying 1 ≪ K ≪ R ε for any fixed ε > 0. Suppose that λ and σ are two given numbers between 0 and 1. For each subset Q ⊂ [0, 1] 2 and φ(ξ 1 , ξ 2 ) = ξ 2 1 + ξ 2 2 , we denote the Fourier extension operator associated with the paraboloid by
For the region τ :
See Fig.2 for the process of parabolic rescaling.
We notice that the standard parabolic rescaling is inefficient for our purpose. We introduce the generalized rescaling which matches with the surface F 2
we denote the Fourier extension operator by
In view of the degenerate feature of the surface F 2 4 , it suffices to consider the following three different cases:
. In case(a), the two principle curvatures of the surface F 2 4 are both degenerate. In case(b), only one of the principle curvatures is degenerate. In the last case, the surface F 2 4 has two positive principle curvatures.
Under the change of variables Fig.3 for the scaling transformation.
HereẼ [0,1] 2 denotes Fourier extension operators associated with phase functions of the form Fig.4 for the process of generalized rescaling.
] are both dyadic numbers. From the discussion in Subsection 2.1, we know that the Gaussian curvature of γ(u, v) is roughly constant in the region
Without loss of generality, we can implement generalized rescaling to each piece in the union such as τ . We take the change of variables
Here E Parp [0,1] 2 denotes Fourier extension operators associated with the class of surfaces with positive definite second fundamental form. Note that λ, σ ≥ K − 1 4 and 0 ≤ ξ i ≤ 1(i = 1, 2), we conclude that the phase functions are of the form ψ 0 (η 1 , 
], for 1 ≤ j ≤ 1 4 log 2 K . Secondly, for j ≥ 1, we divide each I j further into
Thus we have the following decomposition
We call it a K−regular decomposition (denoted by F 3 (K, 4)) adapted to finite type surface of order 4 in R 3 . Analogous decomposition appeared in the restriction estimates for certain conic surfaces of finite type in R 3 by Buschenhenke in [5] .
Remark 2.2. From the above discussion, we see that the rescaling technique fails if one decomposes the region [0, 1] 2 into pieces equally. Thus, it is necessary to employ the decomposition in this paper to tackle with harmonic analysis problems associated with surfaces of finite type. 
For each θ ∈ F 3 (R, 4), we can regard the associatedθ as a rectangular box which is called a slab. For each slabθ, T(θ) denotes a finitely-overlapping collection of ∼ λR 
Proof of Theorem 1.2
From now on, we focus on the case m = 4 and write
The corresponding Fourier extension operator becomes
Eg(x) :=
where e(t) := e 2πit for t ∈ R 1 . Unwinding the definition of Σ and Eg, Theorem 1.2 can be rewritten as Theorem 3.1. For any given ε > 0 and any radius R ≥ 1, the inequality
holds for all p > 3.25.
j=0 Ω j , as in Fig.6 , where
,
In this setting, we have
Since the surface corresponding to the region Ω 0 possesses two positive principle curvatures with lower bounds depending only on K, we have by Guth [14] Eg
For Ω 3 , using rescaling as in Subsection 2.2 (a) and definition (3.2), we easily conclude that
For Ω 1 and Ω 2 , it suffices to consider the estimate for Ω 1 -part by symmetry. We decompose Ω 1 further into
where Ω λ,σ := [λ, 2λ] × [σ, 2σ] for dyadic σ = 2 k−1 R − 1 4 with k ≥ 1. Then, we have
Now we are going to establish a square function estimate as well as a Kakeya-type estimate connected with Ω λ . We claim that
holds for p > 3.25, where the constant is independent of λ and σ. Plugging the claim (3.7) into (3.6), we obtain
This inequality together with (3.3)-(3.5) implies for p > 3.25
Hence, this recurrence inequality yields Theorem 1.2. Now, it remains to verify the claim (3.7) . For this purpose, we first estimate the contribution from Ω λ,σ with σ = 2 k−1 R − 1 4 .
3.1.
Restriction estimates for Ω λ,σ . In this subsection, we will prove the claim 
Proof. Taking the change of variables:
It is easy to see the surface associated withψ(η 1 , η 2 ) has positive definite second fundamental form. Therefore, we have by Kim [21] ,
for all p > 3.25. This estimate together with |Ω λ,σ | = λσ 2 and
as claimed. This completes the proof of Lemma 3.2.
Now, we show the claim (3.7) from the contribution of Ω λ,0 -part. For this part, we will utilize the wave packet decomposition and a square function estimate to estimate.
3.2.
Wave packet decomposition associated with Ω λ,0 . In this subsection, we adopt notations from Hickman-Vitturi's lecture notes [17] . Let φ(x) be a bump function whose Fourier transform is supported on
For any tube T , denote by a T an affine transformation whose linear part has determinant ∼ |T | which maps [− 1 4 , 1 4 ] 3 to T bijectively and define
, the wave packet adapted to T ∈ T(θ) is given by
where ξ θ denotes the centre ofθ. [30] ). Let f be a smooth function on R 3 . For each given slabθ :
where the constants f T satisfy
3.3. Square function estimates associated with Ω λ,0 . To estimate Eg Ω λ,0 L p (BR) , we need a lemma as follows.
Lemma 3.4 (Córdoba [8] and Fefferman [12] ). For 2 ≤ p ≤ 4, there holds
, f α := F −1 ( f χ α ), (3.11) where α denotes R − 1 2 × R −1 -slab and suppf ⊂ N R −1 (P 1 ). Here P 1 denotes the standard parabola in R 2 and N R −1 (P 1 ) denotes R −1 -neighborhood of P 1 .
Using Lemma 3.4, we are able to prove the following result.
To prove Proposition 3.5, it is sufficient to show the following lemma by freezing the x 2 variable. 
r denotes a ball centred at the origin with radius r in R 2 .
With Lemma 3.6 in hand, we prove Proposition 3.5 as follows. We denote F (·, x 2 , ·) by G. From Guth [15] , it is easy to see that suppĜ is contained in the projection of suppF on the plane ξ 2 = 0, that is, in the R −1 -neighborhood of Γ λ . Integrating on both sides of (3.13) with respect to x 2 -variable from −R to R, we obtain (3.12), as required.
Proof of Lemma 3.6: It is sufficient to prove
Changing variables as t = λu + λ, s = λ 4 v, we have
and E Parp [0,1]h (ỹ, v) denotes the Fourier extension operator associated with the nondegenerate curve:
Now we apply Lemma 3.4 to
, from Lemma 3.4, the right hand side of last equality is controlled by
Taking the inverse change of variables, we get the desired result.
3.4. An argument using 2D Kakeya type estimate. In the discussion below, our strategy is to interpolate a L 4 estimate with a trivial L 2 bound. Fix R ≫ 1 and fixed bump function ϕ ∈ C ∞ c (R 3 ) with supp ϕ ⊂ B(0, 1) and |φ(x)| ≥ 1 for all
By Proposition 3.5 with p = 4, we have
15)
Applying the wave packet decomposition to the function fθ
we get by Lemma 3.3
This inequality together with (3.14) implies that
Let χ T,ℓ denote the characteristic function of a T ([− 1 4 , 1 4 ] n + ℓ 2 ) for each ℓ ∈ Z n such that the {χ T,ℓ } ℓ∈Z n form a rough partition of unity of R n . Note that
where we have used the fact that the supports of the χ T,ℓ are essentially disjoint as T varies over T (θ) . Assume that f L ∞ (N R −1 (Σ λ )) = 1, we have by (3.16) 
For eachθ, let {S T : T ∈ T(θ)} be a collection of pairwise disjoint subsets of [0, 1] with |S T | = c T . Using Hölder's inequality and the condition (3.18), we get
By the definition of S T , for any fixedθ and every t ∈ [0, 1], there exists at most one Tθ ∈ T(θ) such that χ STθ (t) = 0. Hence, the right hand side of the last inequality is controlled by
Proof. We will apply Córdoba's Kakeya-type argument in R 2 to estimate the left hand side of (3.19) . Suppose that
Since Tθ is R × λR From the above discussion, we obtain
Interpolating it with a trivial L 2 -bound
we obtain
where we have used the fact K − 1 4 ≤ λ ≤ 1 2 . This inequality yields the claim (3.7). And so, we conclude the proof of Theorem 1.2.
Remark 3.8. The argument in this paper also implies the following result: Suppose that S is a smooth compact surface with positive definite second fundamental form in R 3 and E Parp denotes the Fourier extension operator associated with S. Assume that
for all p > 3, where
Finite type surfaces with non-positive curvature
By making use of the same method as in previous sections, we can also obtain results on surfaces of finite type with non-positive curvature. Consider
in R 3 and define the extension operator
We have the restriction estimate for the surface Σ.
Theorem 4.1. For any given ε > 0 and any radius R ≥ 1, the inequality
holds for all p > 10 3 . Now we are in position to prove Theorem 4.1. Let Q p (R) denote the least number such that Eg L p (BR) ≤ Q p (R) g L ∞ (Σ) . Eg Ωj L p (BR) .
(4.5)
For Ω 0 , we have by Vargas [32] and S.Lee [22] Eg Ω0 L p (BR) ≤ C(K)C(ε)R ε g L ∞ (Σ) , for all p > 10 3 .
(4.6)
For Ω 3 , we will apply rescaling and induction on scales directly to get
For Ω 1 and Ω 2 , it suffices to consider the estimate for Ω 1 -part by symmetry. We decompose Ω 1 further into and take the change of variables as
the term on the right hand side of (4.10) equals 
It is easy to see the surface associated withφ(η 1 , η 2 ) has two non-zero principle curvatures but with opposite signs. Therefore, we have by [22, 32] E NeggΩ λ,σ L This inequality with the fact |Ω λ,σ | = λσ 2
implies
Eg Ω λ,σ L Recall that σ ≪ 1, and this completes the proof of Lemma 4.2.
Combining Lemma 4.2 with the estimate for Ω λ,0 , we have
for all p > 10 3 , as desired. Hence, we conclude the recurrence inequality
, for all p > 10 3 .
Note that 3 2p − 1 2 is negative, for appropriate choice of K, one may iterate this inequality to deduce Q p (R) ε R ε , as required. This completes the proof of Theorem 4.1.
