In spatial multiplexing systems using multiple antennas, the error-rate performance is heavily dependent on the residual channel estimation error. In this letter, we propose a design method that uses the genetic algorithms to optimize training sequences for accurate channel estimation.
Introduction
Wireless communication systems that use multiple transmitting and receiving antennas have received a significant amount of attention. In these spatial multiplexing systems, by transmitting multiple co-channel signals simultaneously, the system capacity can be considerably increased especially in rich-scattering wireless channels. Over the last decade, many investigations into multiple-antenna systems have been reported.
Signal processing in the receiver often requires channel state information (CSI) for spatial multiplexing systems. We can obtain CSI by sending known training sequences to the receiver. Since the residual channel estimation error seriously affects the error-rate performance, the design of good training sequences is important to realize highly spectrumefficient communications. This letter describes an efficient design method for superior training sequences that can obtain accurate CSI with a short training length.
Several studies have been done on optimal training sequences for single antenna systems, as shown in examples [1] , [2] . For multiple antenna systems, an analysis of the relationship between the achievable capacity and the training length is presented [3] . In [4] , it is shown that optimal training sequences, which have perfect impulse-like auto-correlations and zero cross-correlations within a sliding window containing a number of the channel taps for estimation purposes, do not exist for all training lengths and constellation sizes. To construct optimal training sequences, an exhaustive search is required. Unfortunately, this is not practical due to the considerable amount of search space required, especially in spatial multiplexing systems that use a lot of antenna elements. Consequently, an efficient search method to design optimal sequences has been proposed [5] . However, this search method can be only applied in cases where an optimal sequence exists and nearoptimal sequences cannot be searched for arbitrary training lengths and channel taps. Moreover, it maintains high computational complexity, when using long training lengths and many transmitting antennas. We propose a design method for constructing nearoptimal training sequences in spatial multiplexing systems over frequency-selective channels. The proposed method uses the genetic algorithms (GA) [6] for optimization. We confirmed, through computer simulations, that the GA approach can efficiently search for near-optimal sequences. Furthermore, we have shown that GA-designed 16PSK sequences can reduce estimation errors more than GAdesigned BPSK sequences.
System Description
Notations: Throughout this letter, matrices and vectors are shown in boldface. Let X and x be a complex matrix and a complex number. These X T , X † and X denote the transpose, the conjugate transpose, and the Frobenius norm of X, respectively. The complex conjugate of x is represented as x * , and the magnitude |x|. A complex matrix (or vector) designated by X ∈ C a×b has a size of a columns and b rows. The notations E[·] and tr [·] stand for the expectation function and the trace operation, respectively.
Spatial Multiplexing System
We consider spatial multiplexing systems using M transmitting antennas. During training periods, the transmitter simultaneously transmits M training sequences with N symbols long in equal power. The receiver estimates CSI by using the training sequences. For estimating CSI under frequency-selective channels, the number of taps is assumed to be L. Letting the m-th training sequence be u m (n), the received signal r(n) of the n-th symbol is written by,
where h m (l) represents the CSI of the l-th path from the mth transmitter, and w(n) is the additive white Gaussian noise (AWGN), with a variance of σ w . For simplicity, we assume 
the received signal r(n) is rewritten by
This letter assumes that the receiver uses a single receiving antenna, since the channel estimation is performed independently for each receiving antenna, and the optimized training sequence in single receiving antenna does not lose optimality, even in cases where the receiver uses multiple receiving antennas. The receiver totally estimates the ML parameters of the CSI vector h, through the use of leastsquares (LS) method.
Least-Squares Channel Estimation
The LS solution for channel estimation is given bŷ
where Φ ∈ C ML×ML and θ ∈ C ML×1 are the auto-correlation matrix and the cross-correlation vector, respectively, as defined by
For the existence of the matrix inversion of Φ, the following condition is required:
This suggests that training sequences longer than the (M + 1)L symbols are essential for channel estimations. In consequence, wideband spatial multiplexing systems require longer training sequences, compared to narrowband single antenna systems.
Theoretical Error Bounds and Optimal Training Sequences
The auto-correlation matrix Φ is only dependent on the training sequences, and it determines the residual channel estimation error. When it is represented as the diagonal matrix, the sequences are respectively orthogonal. In this case, since the channel estimation error is minimized, the training sequences are optimal in all sequences of the same length.
Here, the cross-correlation vector θ is expressed as
where θ w ∈ C ML×1 denotes the cross-correlation vector between the training sequences and the noise signals as follows:
The mean-square error of the LS estimation is given by
Therefore, to reduce the channel estimation error, the factor tr[Φ −1 ] should be minimized. The estimation error is minimized if and only if the auto-correlation matrix Φ is described as the following diagonal matrix:
where σ u denotes the magnitude of the training symbols and I ML ∈ C ML×ML is the identity matrix. The relative channel estimation error ε is lower bounded as
where
w denotes the received signal-tonoise ratio (SNR). This lower bound indicates that long training and high SNR can reduce the channel estimation error, whereas many multiplexed signals and long delayed waves can increase the error.
Genetic Design Method

Optimization: Correlation Factor
In order to construct good training sequences, an exhaustive search of the sequences to achieve a minimum value of tr[Φ −1 ] is required. However, provided the training symbol is modulated by P-PSK, the search space becomes P MN and it is not feasible for the large M and N, required in multiple antenna systems. Accordingly, we propose a more efficient method, using GA [6] to optimize the training sequences.
Firstly, we introduce a correlation factor for optimization, instead of tr[Φ −1 ], to reduce the computational complexity in evaluating the fitness used in GA. The correlation factor ρ is defined by a diagonal-to-non-diagonal ratio as follows:
where Λ ∈ C ML×ML is the diagonal matrix of Φ, i.e. zeroing the non-diagonal entries of Φ. Since the defined factor ρ does not require matrix inversions, the computational complexity is expected to decrease.
We have now confirmed, through computer simulations, that the larger correlation factor ρ provides the smaller estimation error ε. Figure 1 plots the estimation error ε versus the correlation factor ρ of randomly generated sequences for M = 4, L = 2, N = 36, γ = 15 dB and P = 2 in the AWGN channels. As shown in this figure, training sequences with a higher correlation factor offer better performance. In addition, we have demonstrated that the near-optimal sequence with highest ρ approaches the lower bound approximately.
Genetic Algorithms
The GA procedure consists of initializing chromosomes, fitness evaluation, selection, crossover, and mutation. In this letter, we express a set of the training sequences in a twodimensional chromosome with M × N elements. The GA optimizes the chromosomes by maximizing their fitness, as determined by the correlation factor ρ, through a recursive process. The principles are based on the concept of natural evolution. They evolve over successive iterations or generations, through probabilistic transition operations, based on Darwin's survival of the fittest theory.
We used a crossover operation to make better chromosomes from previous generations. In this operation, we exchanged randomly selected parts of two chromosomes, as illustrated in Fig. 2 . We applied the crossover as shown in this figure so that we would not lose the good correlation properties over a spatial dimension. We refer to the ratio of the applied chromosomes as the crossover ratio α. To avoid convergence towards the local optimum solution, we used mutation, which changed the chromosome entries at random. The change ratio is denoted as the mutation ratio β. When the ratio β is too large, the GA is asymptotically equivalent to the random search. We introduced the elitism principle to be an attractive means to prevent losing the high-fitness one over generations. In the principle, the elite chromosome with the highest fitness from the previous generation is preserved, and replaces the lowest fitness chromosome found in the new generation.
Evolution Characteristics
We evaluate the convergence properties of genetic evolution. For the first generation, sixteen chromosomes are initially generated using M-sequences. The crossover ratio is assumed to be α = 0.1, 0.8 and the mutation ratio β = 0.01, 0.05. The evolution process of the correlation factor ρ for the tentative elite chromosome is shown in Fig. 3 . Further, Fig. 4 shows the estimation error ε of the corresponding tentative elite in the same evolutionary process, under equal level 5-path AWGN channels for M = 5, L = 5, N = 63 and γ = 15 dB. Within these parameters, the entire search space consists of 2 5·63 6.7 × 10 94 sets of training sequences for the exhaustive search.
As shown in Fig. 3 , the correlation factor ρ improves rapidly through the first 10 3 generations using the GA search; ρ grows to about 14 dB. In contrast, the random search cannot sufficiently increase the correlation factor. Correspondingly, the estimation error ε, by using GA optimization, is significantly reduced compared to the random search; the optimized performance from the GA search is about 1.0 dB better than that of the random search, as shown in Fig. 4 . The computer simulations demonstrated that the proposed method can produce the superior training sequences with lower search complexity.
Near-Optimal Sequences
Using the GA design, we obtained several training sequences with lengths from N = 10 to N = 40, after evolutions of 10 4 generations for M = 4, L = 2, α = 0.1, and β = 0.01. Figure 5 shows the estimation error ε of the designed training sequences, as a function of the length N, over equal level 2-path channels. The plotted estimation error is mean squared error of the CSI at the last training symbol. This figure also presents the lower bound; the estimation error obviously decreases as the training length is increased.
For almost all training lengths, the estimation error achieved close to the theoretical lower bound, indicating that near-optimal sequences are given by the GA design. As shown in this figure, short BPSK training sequences are not sufficiently optimized because of the nonexistence of good sequences approaching the lower bound. Note that, we can effectively overcome this problem by using a large constellation size, such as 16PSK for the GA design. Figure 6 shows the estimation error of the optimized training sequences versus the length N for M = 5 and L = 5, over equal-gain 5-path channels. In this figure, we also show the performance under Rayleigh fading channels with a maximum Doppler frequency normalized by the symbol rate of f D T s = 1/5000. In long training lengths, the degradation is caused by the channel dynamics of the fading channels. We clarified that optimized 16PSK sequences outperform BPSK sequences, especially in short lengths. While the search space becomes 16 5·43 7.7×10 258 for M = 5 and N = 43 using 16PSK, the GA can search at most 1.6 × 10 5 sets, to construct near-optimal sequences. Consequently, the GA is an effective approach to design training sequences for multiple antenna systems.
Conclusions
This letter proposes an efficient design method, using a GA approach to optimize the training sequences in spatial multiplexing systems, that use multiple antennas to achieve high spectral efficiency. Through computer simulations, we confirmed that near-optimal sequences could be efficiently given using the GA design. Furthermore, we verified that optimized 16PSK sequences offer better performance than optimized BPSK sequences.
