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Abstract
This paper investigates a general version of the multiple choice model called the (k, d)-choice pro-
cess in which n balls are assigned to n bins. In the process, k < d balls are placed into the k least
loaded out of d bins chosen independently and uniformly at random in each of nk rounds. The primary
goal is to derive tight bounds on the maximum bin load for (k, d)-choice for any 1 ≤ k < d ≤ n. Our
results enable one to choose suitable parameters k and d for which the (k, d)-choice process achieves the
optimal tradeoff between the maximum bin load and message cost: a constant maximum load and O(n)
messages. The maximum load for a heavily loaded case where m > n balls are placed into n bins is also
presented for the case d ≥ 2k. Potential applications are discussed such as distributed storage as well as
parallel job scheduling in a cluster.
Key words. Balanced allocation, Load balance, Coupling
1 Introduction
In the classical single choice balls-into-bins problem, a ball is placed into a bin chosen independently and
uniformly at random (i.u.r.). It is common knowledge that the maximum bin load of this basic process
after n balls are placed into n bins is (1 + o(1))(lnn/ ln lnn) with high probability (w.h.p.) [15]. In
the multiple choice paradigm, each ball is placed into the least loaded out of d ≥ 2 bins chosen i.u.r.
Azar et al. showed that the maximum load in this case is exponentially reduced to ln lnn/ ln d + O(1)
w.h.p. [2]. Since then, numerous variations of the standard multiple choice problem have been investigated
(e.g. [11, 19, 17, 9, 14, 4]). For example, Berenbrink et al.[5] and Talwar et al. [18] proved that the gap
between the maximum and average load still remains ln lnn/ ln d+O(1) even if the number of balls grows
unboundedly large. Czumaj and Stemann [7] proposed an adaptive algorithm (i.e. the number of choices
made by each ball varies depending on the load of the chosen bins) that achieves O(ln lnn/ ln d) maximum
load with (1 + o(1))n message cost. 1 Parallel versions[1, 16, 11, 10, 3] of balanced allocation have been
studied. Recent works addressed near optimal adaptive algorithms: a constant maximum bin load using an
average of O(1) bin choices per ball [10, 6].
1 The message cost is the cost of network communication incurred by bin probing and defined by the number of bins to be
probed.
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In our prior work [13]2, we posed the following questions: If we place 2 balls at a time into 2 least
loaded out of 3 bins chosen i.u.r., is the maximum load still Θ(ln lnn)?. What would occur if 5 balls are
placed into 8 bins or 99 balls into 100 bins? In general, if k < d balls are assigned to the k least loaded
among d possible destinations chosen i.u.r., which we call (k, d)-choice, what is the maximum load of any
bin after all n balls are placed into n bins?
In this paper, we derive tight bounds on the maximum load of (k, d)-choice as a function of three
parameters k, d, and n, which in turn allow one to choose appropriate values of k and d to achieve a striking
balance between the maximum bin load and message cost: a constant maximum load with 2n messages,
or o(ln lnn) maximum load with (1 + o(1))n messages. This suggests that our non-adaptive allocation
scheme is near-optimal (for appropriate k and d), and outperforms existing non-adaptive allocation schemes;
to the best of our knowledge, none of previously known algorithms using O(n) messages achieve a constant
maximum load.3
The (k, d)-choice model represents the full spectrum of balanced allocations that lie between the single-
and multi-choice algorithms– for small k, (k, d)-choice acts like the standard d-choice, while it converges
to the classic single choice balls-into-bins problem for k ≈ d and large d. Our work is similar in spirit to
the (1 + β)-choice algorithm proposed by Peres et al [14], where each ball goes to the lesser loaded of two
random bins with probability β and a random bin with probability 1−β, in that both schemes can be viewed
as a mix between single- and multiple-choice strategies, though these two models exhibit no other structural
similarities. The (k, d)-choice algorithm is a (semi) parallel version of the basic sequential d-choice, but
fundamentally different from existing parallel balanced allocations[1, 16, 11, 10, 3]: In previous parallel
models, each ball carries out bin probing independently from other balls, whereas, in our case, a group of k
balls shares information on bin state and uses the information to lower the maximum load. From a technical
point of view, Markov chain coupling and layered induction [2, 5] is the inspiration for our analysis. We
extend the existing analysis to a general setting where there are strong data dependencies arising from the
behavior of k balls.
We note that there are some ambiguities in the (k, d)-choice allocation policy. For example, suppose
that four bins – bin1,..., bin4– contain 3, 2, 1, and 0 balls, respectively, in the beginning of a round for the
(3, 4)-choice process. We consider three different scenarios:
(a) Each of the four bins is sampled once.
(b) Each of bin2 and bin3 is sampled once, and bin4 is sampled twice.
(c) Each of bin1 and bin4 is sampled twice.
In the first scenario, each of bin2, bin3, and bin 4 receives a new ball; however, in the next two cases, some
bins are sampled multiple times, creating ambiguities on the destinations of the three balls. In scenario (b),
one option is to assign each ball to each sampled bin, and another option is to assign two balls to bin4 and
the other to bin3. The last scenario is even more problematic since only two destinations are available.
We eliminate this ambiguity by imposing the restriction on the allocation policy; bins sampled m ≥ 1
times can receive at most m balls. This rule can be explained in a different way: In each round, each of
d balls (instead of k balls) is placed sequentially into a random bin. At the end of the round, d − k balls
(among the d balls belonging to the round) with maximal height are removed, where the height of a ball is
defined as the number of balls in the bin containing the ball right after it is placed. According to the policy,
2A preliminary version of this paper was published in PODC’ 11, pages 297-298, titled with “Brief announcement: A General-
ization of multiple choice balls-into-bins”.
3A balls-into-bins model is called non-adaptive if the number of choices per ball is fixed.
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bin3 receives a ball and bin4 receives two balls in scenario (b), and bin1 receives one ball and bin4 receives
two in scenario (c). Note that the (k, d)-choice policy is not always optimal; a better strategy is to assign
one ball to bin3 and two balls to bin4 in scenario (a), and all three balls to bin4 in scenario (c). In practice,
one can easily modify the policy to increase load balance.
The rest of the paper is organized as follows. In the rest of this section, we discuss our main results,
simulation results, and potential applications. Section 2 presents the model, and definitions and a list of
notations used throughout this paper. We present some key properties of (k, d)-choice in Section 3 and
analyze the upper and lower bounds on the maximum loads in Section 4 and Section 5, respectively. We
provide proofs of some lemmas in Section 6, and conclude the paper in Section 7.
1.1 Main Results
We assume that n is a multiple of k and the (k, d)-choice process consists of n/k rounds. Our balls-into-bins
model is described as follows.
The (k, d)-choice process:
In each round, k < d balls are placed into the k least loaded (with ties broken randomly) out of d bins
chosen i.u.r. (with replacement) such that a bin sampled m ≥ 1 times receives at most m balls.
Our main result is formalized as follows.
Theorem 1. For 1 ≤ k < d ≤ n, let dk = dd−k . Let M(k, d, n) denote the maximum load after n balls are
placed into n bins under the (k, d)-choice process. If n→∞, the following holds with probability 1−o (1).
(i) If dk = O(1), then
ln lnn
ln(d− k + 1) −O(1) ≤M(k, d, n) ≤
ln lnn
ln(d− k + 1) +O(1). (1)
(ii) If dk →∞ as n→∞, then
ln lnn
ln(d− k + 1) + (1− o(1))
ln dk
ln ln dk
≤M(k, d, n) ≤ ln lnn
ln(d− k + 1) + (1 + o(1))
ln dk
ln ln dk
. (2)
As dk ≥ e(ln lnn)3 , we have ln dkln ln dk  ln lnn, and hence (2) can be simplified as follows.
Corollary 1. If dk = dd−k ≥ e(ln lnn)
3
, then with probability 1− o (1)
(1− o(1)) ln dk
ln ln dk
≤M(k, d, n) ≤ (1 + o(1)) ln dk
ln ln dk
. (3)
We discuss several interesting consequences derived from the main result. If we choose the smallest
k (= 1) and hence dk = O(1), the result (1) is reduced to the maximum load for the standard d-choice
algorithm. At another extreme, if k ≈ d for large d ≈ n then (3) implies that the maximum load becomes
(1 + o(1))(lnn/ ln lnn); this agrees with the maximum load for the classical single choice algorithm. The
true benefit of the (k, d)-choice scheme lies between these two extremes. For example, if k ≥ Θ(ln2 n)
and d− k = Θ(lnn), then the result (2) implies that (k, d)-choice achieves o(ln lnn) maximum load using
the asymptotically minimal cost (1 + o(1))n of messages. To our best knowledge, the previously known
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Table 1: The maximum bin load for (k, d)-choice with n = 3 · 216 and varying k and d values
d = 1 d = 2 d = 3 d = 5 d = 9 d = 17 d = 25 d = 49 d = 65 d = 193
k = 1 7, 8, 9 3, 4 3 2 2 2 2 2 2 2
k = 2 − − 4 3 2 2 2 2 2 2
k = 3 − − − 3 2 2 2 2 2 2
k = 4 − − − 4 3 2 2 2 2 2
k = 6 − − − − 3 2 2 2 2 2
k = 8 − − − − 4 2, 3 2 2 2 2
k = 12 − − − − − 3 2 2 2 2
k = 16 − − − − − 4, 5 3 2 2 2
k = 24 − − − − − − 5 2 2 2
k = 32 − − − − − − − 3 2 2
k = 48 − − − − − − − 5 3 2
k = 64 − − − − − − − − 5 2
k = 96 − − − − − − − − − 2
k = 128 − − − − − − − − − 2
k = 192 − − − − − − − − − 5, 6
result using (1 + o(1))n messages is an adaptive algorithm with O(ln lnn) maximum load presented in [7].
Another example is that if d−k+1 ≥ Ω(lnn) and dk = O(1) (such as k = Θ(polylog n) and d = 2k), then
(1) suggests that a constant maximum load is achieved at the cost of O(n) messages, which is comparable
to the best known result of an adaptive algorithm in [10]. This suggests that our non-adaptive allocation
scheme performs as well as the best known adaptive algorithm.
We obtain the following (partial) results on the heavily loaded case where the number of balls exceeds
the number of bins.
Theorem 2. Let M(k, d,m, n) denote the maximum bin load after m > n balls are placed into n bins
following the (k, d)-choice process. If d ≥ 2k, then the maximum load is
ln lnn
ln(d− k + 1) −O(1) ≤M(k, d,m, n) ≤
ln lnn
lnbd/kc +O(1), (4)
with probability 1− o(1/n).
1.2 Experimental Results
In Table 1, we present simulation results of (k, d)-choice after n balls are placed into n bins using n = 3·216
and varying k and d values. A pseudo random number generator is used to sample d random bins in each
round of the process. The maxim load shown in the table is obtained after running the simulation ten times
in each. All k values we have chosen divide n so that exactly k balls are inserted in each round. In the
second and third columns, the maximum load of single-choice and two-choice is given. It is worth of note
that the result of (8, 9)-choice is close to that of two-choice and (128, 193)-choice outperforms two-choice
and achieves the same maximum load 2 as (1, 193)-choice. We also remark that (64, 65)-choice performs
noticeably better than single-choice.
3
1.3 Applications
The (k, d)-choice allocation scheme is used for a parallel job scheduling in a cluster environment [12] as
(k, d)-choice enables low response time. Suppose that a job consists of k tasks to be scheduled in parallel,
and each task issues d random probes individually (as in d-choice). In this case, it is likely that there will be
a ball/task whose d possible destinations are all heavily loaded. Since a job’s completion time is determined
by the task finishing last, the performance of the standard multiple choice degrades as a job’s parallelism
increases. Our (k, d)-choice model solves this problem by letting k tasks share information across all the
probes in a job, which effectively reduces the chance for any tasks to commit to a heavily loaded worker
machine.
A distributed storage system is another application domain to which (k, d)-choice is naturally applicable.
Data replication and fragmentation are widely used in this setting to increase file availability, fault tolerance,
and load balance. Suppose that a new file is created and replicated into k copies (or that a large file is split
into k chunks), and each of the replicas (or chunks) is to be stored on servers. The (k, d)-choice scheme
provides a simple and efficient solution for fast allocation and load balance with the minimum message cost;
k replicas (or chunks) are stored on the k least loaded out of d servers chosen randomly. If, for example,
d = k + 1 and k = Θ(lnn), then (k, d)-choice provides the asymptotically same maximum load as that
of the two-choice scheme at the half of the message cost of two-choice. In case of data partitioning, if
a file search requires retrieving all k chunks of the file, then the search operation costs k + 1, which is
(asymptotically) minimum and approximately half of the search cost for two-choice.
2 Model, Notations, and Definitions
2.1 The Model and Notations
We will assume that, at the end of each round, bins are sorted in decreasing order in terms of bin load (with
ties broken randomly). By bin x, we denote the xth most loaded bin (at the time of consideration); that is,
bin 1 is the most loaded bin, bin 2 is the second most loaded bin, and so on. Then the (k, d)-choice process
can be viewed as Markovian with the state space composed of the sorted bin load vectors.
The height of a ball is the number of balls in the bin containing the ball immediately after it is placed.
In case the two balls fall in the same bin in the same round, each of them can be assumed to have a different
height. For the purpose of analysis, we may assume that one of the ball is placed first and in turn has less
height than the other. The following is the list of notations used in this paper.
• A = A(k, d) is the (k, d)-choice algorithm.
• SA = SA(k, k) is the classical single choice equivalence, where k balls are placed into k bins in
each round.
• BAx (r) is the number of balls in bin x at the end of the rth round resulting from algorithm A.
• BA≤x(r) = BA1 (r) + . . . + BAx (r) is the number of balls in the x most loaded bins at the end of the
rth round resulting from algorithm A.
• µAy (r) is the number of balls with height at least y at the end of the rth round resulting from algorithm
A.
• νAy (r) is the number of bins with at least y balls at the end of the rth round resulting from algorithm
A.
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• M(k, d, n) denotes the maximum load after n balls are placed into bins resulting from the (k, d)-
choice process.
• δ = δ(n) = ln ln lnnln lnn .
• dk = dd−k
• polylog n = (lnn)θ(1)
For simplicity, we sometimes use BAx (or Bx) to denote BAx (n/k), the number of balls in bin x at the
end of the (k, d)-choice process. We also use νy and µy to denote νAy (n/k) and µAy (n/k), respectively.
2.2 Definitions
The (k, d)-choice process can run sequentially. In some part of analysis, we treat (k, d)-choice as a sequen-
tial process and need a notion of bin state at any time 1 ≤ t ≤ n.
Definition 1. Serialization of (k, d)-choice For 1 ≤ r ≤ n/k, let σr = (ir,1, ir,2, . . . , ir,k) be a permutation
of {1, 2, . . . , k}. In each round r, a set Sr of d bins is chosen i.u.r. and each of k balls is placed sequentially
into a bin as follows. The first ball falls into the ir,1th least loaded bin in Sr, the second ball falls into the
ir,2th least loaded bin in Sr, and so on. Let σ = (σ1, σ2, . . . , σn/k). By Aσ = Aσ(k, d), we denote the
serialized version of (k, d)-choice induced by σ.
• BAσx (t) is the number of balls in bin x at time t (right after the tth ball is placed and the bins are
sorted), 1 ≤ t ≤ n, resulting from Aσ.
• pAσx (t) is the probability that the tth ball, 1 ≤ t ≤ n, is placed into bin x resulting from algorithm
Aσ, where bin x is the xth most loaded bin at time t− 1 (i.e., right before the tth ball is placed).
Let σ = (σ1, . . . , σn/k) and pi = (pi1, . . . , pin/k), where σr and pir are permutations of {1, 2, . . . , k}. If
σr 6= pir for some r, then BAσx (t) and BApix (t) may have different probability distributions and pAσx (t) 6=
pApix (t) in general. There should be no confusion between BAx (r) and BAσx (t): The former is the load of bin
x at the end of rth round (right after rk balls are placed), while the latter is the load of bin x at time t (right
after t balls are placed). We use BAσx to denote BAσx (n).
Definition 2. Let A1 and A2 be allocation processes starting with n empty bins. Let BAi≤x = BAi1 +BAi2 +
. . .+BAix represent the number of balls in the x most loaded bins at the end of process Ai, i = 1, 2, where
BAix denotes the number of balls in the xth most loaded bin.
i) We say that A1 and A2 are equivalent, denoted A1 ≡ A2, if
Pr
(
BA1≤x ≥ t
)
= Pr
(
BA2≤x ≥ t
)
,
for 1 ≤ x ≤ n and t ≥ 0.
ii) We say that A1 is majorized by A2, denoted A1 ≤mj A2, if
Pr
(
BA1≤x ≥ t
)
≤ Pr
(
BA2≤x ≥ t
)
, (5)
for 1 ≤ x ≤ n and t ≥ 0.
iii) We say that A1 is dominated by A2, denoted A1 ≤dm A2, if
Pr
(
BA1x ≥ t
) ≤ Pr (BA2x ≥ t) (6)
for 1 ≤ x ≤ n and t ≥ 0.
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We note that domination is a stronger concept than majorization and that if A1 is dominated by A2 then
the total number of balls in A1 at the end of the process may be less than that in A2.
Definition 3. Let 1 ≤ x0 ≤ n. By SAx0 , we denote an allocation process starting with n empty bins in
which each ball chooses a bin i.u.r., say bin x (the xth most loaded bin), and is placed into the bin only if
x > x0 and discarded if x ≤ x0.
3 Key Properties of (k, d)-choice
In this section, we list useful properties of (k, d)-choice which will be used later. First, we need the following
lemma.
Lemma 1. Let {X1, . . . , Xn} and {Y1, . . . , Yn} be sets of Bernoulli random variables and let {ωr}mr=1
be a sequence of random variables in the range {1, 2, . . . , n}. Suppose that Xr = Xr(ω1, . . . , ωr−1) and
Yr = Xr(ω1, . . . , ωr−1), and that
Pr (Xt = 1 | (ω1, . . . , ωt−1) = u) ≤ Pr (Yt = 1 | (ω1, . . . , ωt−1) = u) ,
for any t ≥ 1 and any u ∈ {1, 2, . . . , n}t−1. Then
Pr
(
n∑
t=1
Xt ≥ s
)
≤ Pr
(
n∑
t=1
Yt ≥ s
)
,
for any s ≥ 0.
3.1 Properties of (k, d)-choice
Properties of (k, d)-choice: Let 1 ≤ k < d ≤ n and α ≥ 1.
(i) Aσ(k, d) ≡ A(k, d), for any choice of σ.
(ii) A(k, d+ α) ≤mj A(k, d).
(iii) A(k − α, d) ≤mj A(k, d), if α < k.
(iv) A(αk, αd) ≤mj A(k, d).
(v) A(k, d) ≤mj A(k + α, d+ α).
Proof. Basic techniques frequently used in this Lemma are majorization and coupling arguments (See [2, 5]
for background of majorizaton and coupling). The first four properties are intuitively obvious and can be
proved by natural coupling, whereas the last property (v) needs a more sophisticated coupling argument. We
provide a sketch of proof for each of part (i) - (iv) and detailed analysis for (v).
Part (i): Consider the following natural coupling forAσ(k, d) andA(k, d): In each round r = 1, 2, . . . , n/k,
the same set of d random bins are chosen to probe for bothAσ(k, d) andA(k, d). For any permutation σr of
{1, 2, . . . , k}, the number of balls in the x most loaded bins for each processor are equal at the end of round
r . That is, BA(k,d)≤x (rk) ≤ BA(k,d)≤x (r) holds under this coupling.
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Part (ii): Assume that, in each round r, a set Sr of d + α random bins and a random subset of Sr with
d bins are chosen to probe for A(k, d+ α) and A(k, d), respectively. Under this coupling, BA(k,d+α)≤x (r) ≤
B
A(k,d)
≤x (r) holds with certainty.
Part (iii): The property (ii) is obtained from (v) and (i) as follows:
A(k − α, d) ≤mj A(k, d+ α) ≤mj A(k, d).
Part (iv): We define a coupling that links one round forA(αk, αd) and α rounds forA(k, d) as follows.
Suppose that a set Sr of αd random bins have been selected in the beginning of round r for A(αk, αd).
Partition the set Sr into α random subsets with equal size, each of which is used as a set of d random bins
in each of α rounds for A(k, d). One can show that under this coupling BA(αk,αd)≤x (r) ≤ BA(k,d)≤x (αr).
Part (v): It suffices to show that
Aσ(k, d) ≤mj Api(k + 1, d+ 1),
for some σ and pi. For fixed 1 ≤ t ≤ n, let WAσ(k,d)x (t) = BAσ≤x (k, d)(t) − BAσ(k,d)≤x (t − 1). That is,
W
Aσ(k,d)
x (t) is a Bernoulli random variable which is 1 if and only if the bin containing t is one of the
x most loaded bins at time t (i.e. right after the tth ball is placed). Similarly, let WApi(k+1,d+1)x (t) =
B
Api(k+1,d+1)
≤x (t)−BApi(k+1,d+1)≤x (t− 1). We will show that, for any 1 ≤ x ≤ n, we have
Pr
(
WAσ(k,d)x (t) = 1 | (ω1, . . . , ωt−1) = u
)
≤ Pr
(
WApi(k+1,d+1)x (t) = 1 | (ω1, . . . , ωt−1) = u
)
, (7)
where ωj represents the bin that received ball j andu ∈ {1, 2, . . . , n}k−1. Note thatBAσ(k,d)≤x =
∑n
t=1W
Aσ(k,d)
x (t)
and BApi(k+1,d+1)≤x =
∑n
t=1W
Api(k+1,d+1)
x (t). By Lemma 1, the inequality (7) implies
Pr
(
B
Aσ(k,d)
≤x ≥ s
)
≤ Pr
(
B
Api(k+1,d+1)
≤x ≥ s
)
.
For the rest of proof, we specify the processes Aσ(k, d) and Api(k + 1, d + 1) and define a coupling
running on Aσ(k, d) and Api(k + 1, d + 1) in which (7) holds. We assume that n = k(k + 1) without loss
of generality.
Definition ofApi(k+ 1, d+ 1): For y ∈ {1, 2, . . . , k+ 1}, let Hy denote the set {1, 2, . . . , k+ 1} \ {y}.
Define
Ω(k + 1, d+ 1) = {(Hy1 , . . . ,Hyk+1) | (y1, . . . , yk+1) is a permutation of {1, 2, . . . , k + 1}}.
We view the set Ω(k + 1, d + 1) as the space of all possible choices that k + 1 balls have in each round
for Api(k + 1, d + 1). The Api(k + 1, d + 1) process begins by choosing a permutation (y1, . . . , yk+1) of
{1, . . . , k + 1} randomly and hence determines a list of sets (Hy1 , . . . ,Hyk+1) ∈ Ω(k + 1, d + 1). In each
round r = 1, 2, . . . , k, a set Sr of d+1 random bins are selected. Let pir = (yr+1, yr+2, . . . , yk+1, y1, y2, . . . , yr)
be a permutation of {1, 2, . . . , k+1} by which each of k+1 balls in round r is allocated. That is, the sth ball
in the round is placed into the yr+sth least loaded bin if 1 ≤ s ≤ k− r+ 1, and is placed into ys−(k−r+1)th
least loaded bin if k − r + 2 ≤ s ≤ k + 1. Let pi = (pi1, . . . , pik).
Definition of Aσ(k, d): We view A(k, d) as a (d+ 1)-random-bins-model, making A(k, d) comparable
to A(k + 1, d+ 1) as follows. In each round r = 1, 2, . . . , k + 1, a set of d+ 1 random bins (rather than d
bins) is selected first. Then one of the bins is chosen randomly and removed, and then k balls fall into the
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k least loaded among the remaining d bins. Clearly this process is equivalent to A(k, d). We describe this
procedure formally as follows. For x ∈ {1, 2, . . . , d+ 1}, define Gx to be the set
Gx =
{
{1, . . . , k + 1} \ {x}, if x ≤ k + 1
{1, 2, . . . , k}, if x > k + 1
Let Ω(k, d) = {(Gx1 , . . . , Gxk+1) | (x1, . . . , xk+1) ∈ {1, 2, . . . , d + 1}k+1}. the Aσ(k, d) process
starts by choosing a vector (x1, . . . , xk+1) ∈ {1, 2, . . . , d + 1}k+1 randomly to determine a list of sets
(Gx1 , . . . , Gxk+1) ∈ Ω(k, d). In each round r = 1, 2, . . . , k + 1, choose a set Sr of d + 1 random bins to
probe and a permutation σr = (i1, i2, . . . , ik) of Gxr . Each ball 1 ≤ s ≤ k (that belongs to round r) is
placed sequentially into the isth least loaded bin in Sr. In the following coupling process, we choose σr
based on pi used in the definition of Api(k + 1, d+ 1).
Coupling: Fix 1 ≤ t ≤ n first. We define a coupling forAσ(k, d) andApi(k+1, d+1). Assume that ball t
belongs to round r forAσ(k, d). That is, (r−1)k < t ≤ rk. Suppose that theApi(k+1, d+1) process begins
by choosing a permutation (y1, . . . , yr, . . . , yk+1) of {1, . . . , k + 1} randomly. Then the corresponding
process of Aσ(k, d) chooses a vector (x1, . . . , xr, . . . , xk+1) ∈ {1, 2, . . . , d + 1}k+1 randomly under the
following restriction on xr (and no restrictions on other entries):
xr =
{
yr, with probability k+1d+1
one of {k + 2, . . . , d+ 1} chosen randomly,with probability d−kd+1
Therefore, either Gxr = Hyr or Gxr = {1, 2, . . . , k}. Recall that each of the k balls associated with Hyr
under the Api(k + 1, d + 1) process belongs to either round r − 1 or round r, and is placed into a bin
by the permutation (y1, . . . , yr−1, yr+1, . . . , yk+1) of Hyr . To keep the notations simple, we rename the
permutation (y1, . . . , yr−1, yr+1, . . . , yk+1) as (j1, . . . , jk). The key observation is that, by the choice of xr,
there is a permutation (i1, . . . , ik) of Gxr such that is ≤ js for all 1 ≤ s ≤ k. We set σr to be (i1, . . . , ik)
to specify Aσ(k, d). Let t1, . . . , tk be the balls associated with Hxr and Gyr in both processes. Under
Api(k + 1, d + 1), ball ts, 1 ≤ s ≤ k, is placed into jsth least loaded bin (out of the d + 1 random bins
chosen either in round r − 1 or r). Under Aσ(k, d), ball ts is placed into isth least loaded bin (out of the
d+ 1 random bins chosen in round r). Let t = ts for some s. The fact is ≤ js guarantees the inequality (7)
as desired.
3.2 Proof of Theorem 2
We observe that all the properties of (k, d)-choice listed in the previous section hold when the allocation
process is extended to the case m > n balls. Therefore, by properties (iv) and (v),
A(1, d− k + 1) ≤mj A(k, d) ≤mj A(1, bd/kc)
holds regardless the number of balls. Using the result on the heavily loaded case of d-choice [5], we obtain
Theorem 2. For k < d < 2k, the behavior of the (k, d)-choice in the heavily loaded case remains an open
question. The rest of this paper is devoted to prove Theorem 1.
4 Upper Bound Analysis
In this section, we analyze upper bounds on the maximum load M(k, d, n). A schematic diagram of the
sorted bin load resulting from the (k, d)-choice process is shown in Figure 1, where Bx represents the
8
number of balls in bin x, the xth most loaded bin. We select a suitable constant β0 for which we break
the maximum bin load into Bβ0 and (B1 − Bβ0), on each of which we derive an upper bound separately.
Depending on the range of k and dk we use different approaches as described in subsequent sections.
Figure 1: Sorted bin load vector of (k, d)-choice
4.1 Upper Bound when dk ≤ n1−δ
Throughout this subsection, we assume that dk ≤ n1−δ.
4.1.1 Upper Bound on Bβ0
First, we note the relation between νAy and BAx : νAy ≤ x− 1 if and only if BAx ≤ y− 1. Using the following
two lemmas and the fact that νAy ≤ µAy , we obtain an upper bound on νAy and in turn an upper bound on BAx
for some x. Carefully chosen x will make the bound essentially tight, as proved in Section 5.1.
Lemma 2. For any y ≥ 0,
Pr
(
µSAy ≥
8n
y!
)
≤ e− n12y! .
From Lemma 2 we can derive an upper bound for νSAy ≤ µSAy . The following Lemma is a consequence
of the property (iii) listed in Section 3.
Lemma 3. For any y ≥ 0 and t ≥ 0,
Pr
(
µSAy ≥ t
) ≥ Pr (µAy ≥ t) .
The main result of this section is formalized as follows.
Theorem 3. Let β0 = n6dk and k ≤ n1−δ. The number of balls in bin β0 resulting from (k, d)-choice process
is
BAβ0 ≤
{
O(1), if dk = O(1)
(1 + o(1)) ln dkln ln dk if dk →∞
(8)
with probability 1− o ( 1n).
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Proof. By Lemma 2,
µSAy ≤
8n
y!
holds with probability 1− e− n12y! . Using Lemma 3 and the fact that νAy ≤ µAy , we obtain
νAy ≤
8n
y!
. (9)
Let y0 be the smallest y such that νAy ≤ β0. Let y1 = y0 − 1. By the definition of y0, we have
β0 ≤ νAy1 . (10)
The inequalities in (9) and (10) lead to β0 ≤ 8ny1! , or
n
6dk
≤ 8n
y1!
.
Therefore, we have
y1! ≤ 48dk. (11)
Using Stirling’s formula we solve the above inequality for y1 to obtain
y1 ≤ (1 + (dk)) ln 48dk
ln ln 48dk
,
where (dk) =
ln ln ln(48dk)
ln ln(48dk)
. Note that, since dk ≤ n1−δ  npolylog n , (11) guarantees y1!  n/ lnn and
hence 1− e− n12y1! ≥ 1− o(1/n). Therefore, with probability 1− o(1/n),
y0 = y1 + 1 ≤ (1 + (dk)) ln 48dk
ln ln 48dk
+ 1
≤
{
O(1), if dk = O(1)
(1 + o(1)) ln dkln ln dk , if dk →∞.
Since νAy0 ≤ β0 implies BAβ0 ≤ y0, we complete the proof.
4.1.2 Upper Bound on B1 −Bβ0
We revisit the layered induction approach presented by the authors in [2, 11] (For example, see pages 9 -
13 in [11].) The key formulation in their analysis is the recursive definition for νA(1,d)y+1 expressed in terms
of νA(1,d)y , where ν
A(1,d)
y is the number of bins with load at least y. Azar et al. [2] and Mitzenmacher
[11] showed that the sequence of {νA(1,d)y }y≥0 decreases doubly exponentially (with high probability). Our
approach here is similar to the existing analysis. In the (k, d)-choice context, however, the interplay among
k balls within a round in addition to the dependencies between different rounds pose several challenges. For
example, νA(k,d)y+1 depends not only on ν
A(k,d)
y but also on some other bins with load less than y; if some
bins with less than y balls are sampled multiple times, they may receive multiple balls and in turn become
another source that increases the value of νA(k,d)y+1 . Furthermore, the random variables we deal with take on
values in the range 0, 1, . . . k, and therefore the Chernoff bounds on the sum of Bernoulli random variables
will no longer apply to our case. In addition, the Chernoff-Hoeffding bounds that hold for random variables
in a large range are not strong enough to guarantee the tight bound we desire.
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Lemma 4. Let Xr(y+ 1) represent the number of balls placed in the rth round of (k, d)-choice with height
at least y + 1. For 1 ≤ j ≤ k, we have
Pr (Xr(y + 1) ≥ j | ω1, . . . , ωr−1, νy) ≤
(
d
d− k + j
)(νy
n
)d−k+j
, (12)
where ωi denotes the bins that received a ball in round i and νy = νAy .
In the following two lemmas, we discuss a Chernoff-type tail bound that holds on the sum of non-
Bernoulli random variables under a specific condition.
Lemma 5. Let Yr be independent random variables with pj = Pr (Yr = j) and
∑k
j=0 pj = 1. If {pj}kj=1
is decreasing by (at least) a factor of η > 1 4, then the following results hold.
i) For δ > 0, we have
Pr
(
m∑
r=1
Yr ≥ (1 + δ)p1m
)
≤
(
eδ
(η(1 + δ)/(η + 1 + δ))1+δ
)p1m
.
ii) If η = 2e, then
Pr
(
m∑
r=1
Yr ≥ 2ep1m
)
≤ e−p1m. (13)
Lemma 6. Let each of {Xr}mr=1 and {Yr}mr=1 be a sequence of random variables in the range {0, 1, . . . , k}.
Let {ωr}mr=1 be a sequence of random variables in an arbitrary domain. Suppose thatXr = Xr(ω1, . . . , ωr−1)
and Yr are independent. If
Pr (Xr = j | ω1, . . . , ωr−1) ≤ Pr (Yr = j) (14)
holds for all 1 ≤ j ≤ k, then
Pr
(
m∑
r=1
Xr ≥ t
)
≤ Pr
(
m∑
r=1
Yr ≥ t
)
, (15)
for any t ≥ 0.
Now we are ready to prove the following result .
Theorem 4. Let δ = ln ln lnnln lnn and β0 =
n
6dk
. If dk ≤ n1−δ, then the load difference between bin 1 and bin
β0 at the end of the (k, d)-choice process is
BA1 −BAβ0 ≤
ln lnn
ln(d− k + 1) +O(1)
with probability 1− o
(
1
polylog n
)
.
4That is, p1 ≥ η · p2 ≥ η2p3 ≥ . . . ≥ ηk−1pk.
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Proof. Fix y and r. We call a ball with height at least y + 1 a high ball. Let Xr(y + 1) denote the number
of high balls placed in round r. Then
µy+1 =
n/k∑
r=1
Xr(y + 1).
We construct a sequence {βi} where 0 ≤ i ≤ i∗ for some i∗ > 0 recursively as follows.
β0 =
1
6
n
dk
βi+1 = 6
n
k
(
d
d− k + 1
)(
βi
n
)d−k+1
, i ≥ 0. (16)
Recall that, in Theorem 3, we showed that νy0 ≤ β0 with probability 1 − o(1/n), where y0 = O(1) if
dk = O(1) and y0 ≤ (1 + o(1)) ln dkln ln dk . We prove that the following properties hold with probability
1− o(1):
νy0+i ≤ βi, (17)
i∗ ≤ ln lnn
d− k + 1 , (18)
M(k, d, n) ≤ y0 + i∗ + 2. (19)
The analysis of the theorem is involved and lengthy and therefore we divide the rest of the proof into
three parts each of which proves one of the inequalities (17) to (19).
Part A: We show that, for 0 < i ≤ i∗, νy0+i ≤ βi with probability 1−O( in).
Fix i ≥ 0 and r ≤ n/k. Recall that Xr(y0 + i + 1) represents the number of balls placed in the rth round
with heights at least y0 + i+ 1. Then
µy0+i+1 =
n/k∑
r=1
Xr(y0 + i+ 1).
Let Ei denote the event that νy0+i ≤ βi. and let ωr represent the bins that received a ball in the rth round.
By Lemma 4,
Pr (Xr(y0 + i+ 1) ≥ j | ω1, . . . , ωr−1, Ei) ≤ pj .
where
pj =
(
d
d− k + j
)(
βi
n
)d−k+j
.
Let Yr represent an independent random variable such that
Pr (Yr = j) = pj , j = 1, 2, . . . , k
Pr (Yr = 0) = 1− (p1 + . . .+ pk).
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Note that {pj}kj=1 is decreasing by at least a factor of 6;
pj+1 = pj
k − j
d− k + j + 1
βi
n
≤ pj d
d− k
β0
n
≤ pj 1
6
.
We have shown that
Pr (Xr(y0 + i+ 1) = j | ω1, . . . , ωr−1, Ei) ≤ Pr (Yr = j) ,
and pj = Pr(Yr = j) decreases by a factor of at least 2e. Applying Lemma 6 and Lemma 5, we have
Pr (νy0+i+1 > βi+1 | Ei) ≤ Pr (µy0+i+1 > βi+1 | Ei)
= Pr
n/k∑
r=1
Xr(y0 + i+ 1) > 2ep1n/k | Ei

≤ Pr
n/k∑
r=1
Yr > 2ep1n/k
 , by Lemma 6
≤ e−p1n/k, by Lemma 5.
Now we choose i∗ to be the largest i such that βi ≥ 6 lnn. Let i be such that 0 ≤ i < i∗. Since
βi+1 = 6p1n/k ≥ 6 lnn, we have p1n/k ≥ lnn. Therefore,
Pr (νy0+i+1 > βi+1) = Pr ((νy0+i+1 > βi+1) | Ei) Pr (Ei) + Pr (Eci )
≤ 1
n
+ Pr (νy0+i > βi) (20)
By applying the formula (20) recursively, we have
Pr (νy0+i+1 > βi+1) ≤
1
n
+ Pr (νy0+i > βi)
≤ 2
n
+ Pr (νy0+i−1 > βi−1)
≤ . . .
≤ i+ 2
n
.
Part B: We show that i∗ ≤ ln lnnln(d−k+1) with probability 1− o(1).
Letting F = 6k
(
d
d−k+1
)
2d−k+1, we rewrite (16) as
βi+1
n
= F (
βi
n
)d−k+1. (21)
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Applying induction to the relation (21), we have
βi
n
= F 1+(d−k+1)+...+(d−k+1)
i−1
(
β0
n
)(d−k+1)i
= F
(d−k+1)i−1
d−k
(
β0
n
)(d−k+1)i
.
Multiplying F 1/(d−k) to each side of the above equation yields
F
1
d−k
βi
n
=
(
F
1
d−k
β0
n
)(d−k+1)i
. (22)
Using the fact that
F =
6
d− k + 1
(
d
d− k
)
, and
we bound F 1/(d−k) as
dk
2
≤ F 1d−k ≤ 3dk. (23)
From (22) and (23), we obtain
dk
2
βi
n
≤
(
3dk
β0
n
)(d−k+1)i
=
(
1
2
)(d−k+1)i
. (24)
Using βi∗ ≥ 6 lnn and replacing i by i∗ in the above inequality, we have
3dk lnn
n
≤
(
1
2
)(d−k+1)i∗
and hence
i∗ ≤ logd−k+1 log2
(
n
3dk lnn
)
≤ ln lnn
ln(d− k + 1) .
Part C: νy0+i∗+2 = 0 with probability 1− o(1)
We have shown that νy0+i∗+1 ≤ m with probability 1− O
(
ln lnn
n
)
. Let Xr(y0 + i∗ + 2) be the number of
balls placed in round r with height at least y0 + i∗ + 2. Using Lemma 4 again,
Pr (Xr(y0 + i
∗ + 2) ≥ 1 | ω1, . . . , ωr−1, νy0+i∗+1 ≤ 6 lnn) ≤ p1,
where p1 =
(
d
d−k+1
) (
6 lnn
n
)d−k+1
. By the union bound,
Pr (νy0+i∗+2 ≥ 1 | νy0+i∗+1 ≤ 6 lnn) ≤ Pr
n/k∑
r=1
Xr(y0 + i
∗ + 2) ≥ 1 | νy0+i∗+1 ≤ 6 lnn

≤
n
k p1
Pr (νy0+i∗+1 ≤ 6 lnn)
,
14
and hence
Pr (νy0+i∗+2 ≥ 1) ≤
n
k
p1 + Pr (νy0+i∗+1 > 6 lnn) .
Using the fact that
(
d
d−k+1
) ≤ ( 3dd−k+1)d−k+1 ≤ (3dk)d−k+1,
n
k
p1 =
n
k
(
d
d− k + 1
)(
6 lnn
n
)d−k+1
≤ n
k
(
18dk lnn
n
)d−k+1
≤
(
18 lnn
nδ
)2
= o
(
1
polylogn
)
We have shown that
Pr (νy0+i∗+2 ≥ 1) ≤ o
(
1
polylog n
)
and hence the maximum load is at most y0 + i∗ + 2 with probability 1− o
(
1
polylog n
)
.
From Theorem 3 and Theorem 4, we derive an upper bound on the maximum load as follows.
Corollary 2. If dk ≤ n1−δ, then the maximum load of (k, d)-choice is
M(k, d, n) ≤
{
ln lnn
ln d−k+1 +O(1), if dk = O(1)
ln lnn
ln d−k+1 + (1 + o(1))
ln dk
ln ln dk
, if dk →∞,
with probability 1− o
(
1
polylog n
)
.
4.2 Upper Bound when dk ≥ n1−δ
It remains to show that the upper bounds stated in Theorem 1 hold for when dk ≥ n1−δ.
Theorem 5. The upper bounds on M(k, d, n) in Theorem 1 hold for dk ≥ n1−δ.
Proof. Since ln lnnln d−k+1 = o(1)
ln dk
ln ln dk
for dk ≥ n1−δ, it suffices to show that the maximum load is at most
(1 + o(1)) ln dkln ln dk . By Lemma 3, the maximum load of (k, d)-choice is bounded by the maximum load of
single choice w.h.p. Using the well known result on the maximum load of the classic single choice (see
[15]),
M(k, d, n) ≤ (1 + 2δ) lnn
ln lnn
holds with probability 1− o(1). Since dk ≥ n1−δ, we have
(1 + 2δ)
lnn
ln lnn
≤ (1 + 4δ) ln dk
ln ln dk
,
and hence
M(k, d, n) ≤ (1 + 4δ) ln dk
ln ln dk
= (1 + o(1))
ln dk
ln ln dk
.
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5 Lower Bound on the Maximum Load
We provide matching lower bounds on the maximum load of the (k, d)-choice process. Recall that, by the
property (v) in Section 3, we haveA(1, d− k+ 1) ≤mj A(k, d). Using the fact from [2] that M(1, d− k+
1, n) ≥ ln lnnln(d−k+1) −O(1) holds with probability 1− o(1/n), we obtain
M(k, d, n) ≥ ln lnn
ln(d− k + 1) −O(1).
This lower bound is tight if dk = O(1). Therefore, we assume that dk →∞ in the rest of this section.
Figure 2: Sorted bin load vector of (k, d)-choice
As indicated in Figure 2, the maximum load of (k, d)-choice is at least the sum of bin load Bγ∗ and the
load difference B1 −Bγ0 , for some γ∗ > γ0 which will be determined later.
5.1 Lower Bound on Bγ∗
In this section, we choose proper γ∗ and derive a lower bound on BAγ∗ .
Lemma 7. The lower bound analysis is more involved than the upper bound counterpart and needs several
new techniques. Let A1 and A2 be serial processes with n empty bins initially. If pA1x (t) ≤ pA2x (t) 5 for
x, t = 1, 2, ..., n, then A1 ≤dm A2.
Lemma 8. The SAx0 process satisfies the following properties.
(i) p
SAx0
x (t) =
1
n if x ≥ x0, and p
SAx0
x = 0 if x < x0.
(ii) Either B
SAx0
1 = B
SAx0
x0 , or B
SAx0
1 = B
SAx0
x0 + 1
(iii) SAx0 ≤dm SA
5 Recall that pA1x (t) denotes the probability that the tth ball is placed into bin x resulting from a serialized algorithm A1.
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Lemma 9. For any 1 ≤ x0 < x1 ≤ n. Then
Pr
(
BSAx1 ≥ s
) ≤ Pr(BSAx0x0 ≥ (1− x0x1
)
s− 1
)
(25)
for any s ≥ 0.
Lemma 10. Let γ∗ = 4 ndk and dk →∞. Then there is a serialization Aσ = Aσ(k, d) of A(k, d) such that
for each ball 1 ≤ t ≤ n and x ≥ γ∗
pAσx (t) ≥
1
n
.
Corollary 3. Let γ∗ = 4 ndk .
(i)
SAγ∗ ≤dm A.
(ii) For any γ > γ∗. Then
Pr
(
BSAγ ≥ s
) ≤ Pr(BAγ∗ ≥ (1− γ∗γ
)
s− 1
)
,
for any s ≥ 0.
Proof. Part (i) is a direct consequence of Lemma 7 and Lemma 10. Part (ii) is obtained from the result of
Part (i) and Lemma 9.
The following lemma is used to derive a lower bound on νSAy .
Lemma 11.
Pr
(
νSAy ≤
1
8
n
y!
)
≤ e− 132 ny! .
Now we are ready to state the main result of this section.
Theorem 6. If dk →∞ and γ∗ = 4 ndk , then the load of bin γ∗ at the end of (k, d)-choice process is
BAγ∗ ≥ (1− o(1))
ln dk
ln ln dk
,
with probability 1−O(1/n2).
Proof. Let γ = (ln dk) ndk . Let y1 be the smallest y satisfying ν
SA
y ≤ γ. ThenBSAγ ≥ y1−1. By Lemma 11,
we have, with probability 1− exp(− n32·y1!),
n
8y1!
≤ νSAy1 .
And hence
n
8y1!
≤ ln dk n
dk
.
Using Stirling’s approximation we obtain
y1 ≥ ln dk
ln ln dk
−O(1),
with probability 1− e− 132 ny1! ≥ 1−O(1/n2). We have shown that BSAγ ≥ ln dkln ln dk −O(1) with probability
1−O(1/n2). Let y∗ =
(
1− γ∗γ
)
(y1− 1)− 1 ≥ (1− o(1)) ln dkln ln dk . Then by Corollary 3 Part (ii), BAγ∗ ≥ y∗
with probability 1−O(1/n2).
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5.2 Lower Bound on B1 −Bγ0
By finding a lower bound on the differenceB1−Bγ0 for some γ0, we complete Theorem 1. If dk ≥ e(ln lnn)
3
,
then the lower bound onBγ∗ presented in Theorem 6 is an asymptotically tight lower bound on the maximum
load B1. Therefore, we assume that dk ≤ e(ln lnn)3 throughout this section.
The basic approach used in this section is similar in spirit to the lower bound technique presented in [2].
The following lemma is the Chernoff bound for binomially distributed random variable B(m, p).
Lemma 12. [2]
Pr (B(m, p) ≤ mp/2) ≤ e−mp/8.
Lemma 13. [2] Let ω1, ω2, . . . , ωm be a sequence of random variables in an arbitrary domain, and let
Z1, Z2, . . . , Zm be a sequence of Bernoulli random variables with the property thatZr = Zr(ω1, . . . , ωr−1).
If
Pr (Zr = 1 | ω1, . . . , ωr−1) ≥ p,
then
Pr
(
m∑
r=1
Zr > t
)
≥ Pr (B(m, p) > t) .
Theorem 7. Suppose that dk ≤ e(ln lnn)3 . Let γ0 = nd . The load difference between bin 1 and bin γ0 at the
end of the (k, d)-choice process is
BA1 −BAγ0 ≥
ln lnn
ln(d− k + 1) −O(1), (26)
with probability 1− o ( 1n).
Proof. First, we divide the n/k rounds in the entire course of (k, d)-choice into the following subsets of
rounds:
{1, 2, . . . , R0}, {R0 + 1, R0 + 2, . . . , R1}, {R1 + 1, R1 + 2, . . . , R2}, . . .
where Ri = nk
(
1− 1
2i+1
)
. Recall that νy(Ri) represents the number of bins with at least y balls at the end
of the round Ri. We choose y0 be the largest y such that νy(R0) ≥ nd . Define a sequence {γi} as
γ0 =
n
d
, (27)
γi+1 =
1
2i+6
n
k
(
d
d− k + 1
)(γi
n
)d−k+1
, i ≥ 0. (28)
Let Fi denote the event that νy0+i(Ri) ≥ γi. We will show that if Fi holds then Fi+1 holds with probability
1− o(1/n2).
Part A: Fix i ≥ 0. We suppose that Fi holds. Let Ii = {Ri + 1, Ri + 2, . . . , Ri+1}. For r ∈ Ii, define
Bernoulli random variable Zr as
Zr = 1 if and only if
{
there is a ball in round r with height exactly y0 + i+ 1, or
νy0+i+1(r − 1) ≥ γi+1.
Since the total number of balls with height y0+i+1 placed in any round in Ii is no more than νy0+i+1(Ri+1),
by the definition of Zr, we have either νy0+i+1(Ri+1) ≥
∑
r∈Ii Zr or νy0+i+1(Ri+1) ≥ γi+1 or both. First,
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we derive a proper lower bound on the probability that Zr = 1 given Fi. For this purpose, we assume that
νy0+i(r−1) ≤ (d−k+1)nd without loss of generality 6 and that νy0+i+1(r−1) ≤ γi+1 (otherwise, Zr = 1
automatically). The probability that there is a ball in the rth round with height exactly y0 + i+ 1 is at least(
d
d− k + 1
)((
νy0+i(r − 1)
n
)d−k+1
−
(
νy0+i+1(r − 1)
n
)d−k+1)(
1− νy0+i(r − 1)
n
)k−1
. (29)
We use the fact that f(x) = xd−k+1(1 − x)k−1 is increasing on the interval (0, (d − k + 1)/d) and that
γi
n ≤
νy0+i(r−1)
n ≤
νy0
n ≤ d−k+1d to derive(
νy0+i(r − 1)
n
)d−k+1(
1− νy0+i(r − 1)
n
)k−1
≥
(γi
n
)d−k+1 (
1− γi
n
)k−1
. (30)
Since νy0+i+1(r − 1) ≤ γi+1, we have(
νy0+i+1(r − 1)
n
)d−k+1(
1− νy0+i(r − 1)
n
)k−1
≤
(γi+1
n
)d−k+1 (
1− γi
n
)k−1
. (31)
From (30) and (31), we obtain
Pr (Zr = 1 | ω1, . . . , ωr−1,Fi) ≥
(
d
d− k + 1
)((γi
n
)d−k+1 − (γi+1
n
)d−k+1)(
1− γi
n
)k−1
.
where ωj represent the bins which received balls in the jth round. Using the facts that γi+1 ≤ γi/2 and(
1− γin
)k−1 ≥ (1− 1d)k−1 ≥ 14 , we further bound
Pr (Zr = 1 | ω1, . . . , ωr−1,Fi) ≥ 1
23
(
d
d− k + 1
)(γi
n
)d−k+1
.
Part B: Now, we are ready to show that the following properties hold with high probability;
(1)
∑
r∈Ii Zr ≥ γi+1, which implies that Fi+1 holds.
(2) There is y∗ ≥ ln lnn/dkln(d−k+1) −O(1) such that νy0+y∗(Ry∗) ≥ 9 lnn.
Let p := 1
23
(
d
d−k+1
)
and nk = nk . Since γi+1 =
1
2
nk
2i+2
p, applying Lemma 12 and Lemma 13 yields
Pr
∑
r∈Ii
Zr ≤ γi+1 | Fi
 ≤ Pr(B ( nk
2i+2
, p
)
≤ γi+1
)
≤ e−nkp/(8·2i+2)
If nkp/(8 · 2i+2) > 2 lnn, then we have
Pr
(Fci+1 | Fi) ≤ Pr
∑
r∈Ii
Zr ≤ γi+1 | Fi
 ≤ o(1/n2).
6Since Pr
(
Zr = 1 | γi ≤ νy0+i(r − 1) ≤ (d− k + 1)nd
) ≤ Pr (Zr = 1 | νy0+i(r − 1) ≥ (d− k + 1)nd ), it suffices to find
a lower bound on the probability assuming that νy0+i(r − 1) ≤ (d− k + 1)nd .
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We find a range of i values such that e−nkp/(8·2i+2) = o(1/n2). We solve the following inequality for i:
nkp
2i+2
≥ 18 lnn,
or equivalently
γi+1 ≥ 9 lnn. (32)
We seek the largest i value for which (32) holds. We apply induction to the recursive definition of γi given
in (28) and obtain the relation between γi and γ0;
γi
n
= 2−{(i+5)+(i+4)(d−k+1)+(i+3)(d−k+1)
2+...+6(d−k+1)i−1}
·
(
1
k
(
d
d− k + 1
)){1+(d−k+1)+(d−k+1)2+...+(d−k+1)i−1} (γ0
n
)(d−k+1)i
.
Using a summation formula, we have
(i+ 5) + (i+ 4)(d− k + 1) + (i+ 3)(d− k + 1)2 + . . .+ 6(d− k + 1)i−1
=
−i− 6 + ((d− k + 1)i − 1)/(d− k) + 6(d− k + 1)i
d− k
≤ 7(d− k + 1)i.
Then, we obtain
γi
n
≥ 2−7(d−k+1)i
(
1
k
(
d
d− k + 1
)) (d−k+1)i−1
d−k (γy0
n
)(d−k+1)i
.
We further bound
(
1
k
(
d
d−k+1
)) (d−k+1)i−1d−k as
(
1
k
(
d
d− k + 1
)) (d−k+1)i−1
d−k
=
(
1
d− k + 1
(
d
d− k
)) (d−k+1)i−1
d−k
≥
(
1
d− k + 1
(
d
d− k
)d−k) (d−k+1)i−1d−k
≥
(
1
2
d
d− k
)(d−k+1)i−1
≥
(
1
2
d
d− k
)(d−k+1)i 1
dk
.
Therefore, we have
γi
n
≥
(
1
28
d
d− k
γy0
n
)(d−k+1)i 1
dk
≥
(
1
28
1
(d− k)
)(d−k+1)i 1
dk
.
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Now, we solve the inequality for i
n
(
1
28
1
(d− k)
)(d−k+1)i 1
dk
≥ 9 lnn.
to obtain
i ≤ logd−k+1 log28(d−k)
(
n
9dk lnn
)
. (33)
We let y∗ be the largest i that satisfies (33). Then νy0+y∗ ≥ γy∗ ≥ 9 lnn holds with probability 1− o(1/n)
and
y∗ ≥ logd−k+1 log28(d−k)
(
n
9dk lnn
)
− 1 = ln ln(n/dk)
ln d− k + 1 −O(1).
Since dk ≤ e(ln lnn)3 , we have y∗ ≥ ln lnnln d−k+1 −O(1).
6 Proof of Lemmas
In this section, we present lemmas used in previous sections. The proof of Lemma 1 is similar to that of
Lemma 6 and skipped.
6.1 Proof of Lemma 2 and Lemma 11
Fix y ≥ 1. Define random variable Bi,y to represent the number of balls in the ith bin whose height at least
y after n balls are placed into n bins following the classical single choice balls into bins algorithm. In this
proof, we do not assume that bins are sorted by bin load and hence the ith bin is not necessarily the ith most
loaded bin. That is,
Bi,y = [Bi − y + 1]+
where Bi is the number of balls in the ith bin and [z]+ = max{z, 0}. Let Li,y be an indicator random
variable defined as Li,y = 1 if and only if ith bin contains at least y balls. Then
µSAy =
n∑
i=1
Bi,y
νSAy =
n∑
i=1
Li,y.
For any y′ ≥ y ≥ 1, we have
Pr
(
Bi,y = y
′ − y + 1) = (n
y′
)(
1
n
)y′ (
1− 1
n
)n−y′
=
(
n
y′ + 1
)(
1
n
)y′+1(
1− 1
n
)n−y′−1 (n− 1)(y′ + 1)
n− y′
≥
(
n
y′ + 1
)(
1
n
)y′+1(
1− 1
n
)n−y′−1
(y′ + 1)
= (y′ + 1) Pr
(
Bi,y = y
′ − y + 2)
≥ 2 Pr (Bi,y = y′ − y + 2) .
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Thus
Pr (Bi,y = 1) ≤ E [Bi,y] =
∑
j≥1
j Pr (Bi,y = j)
≤ Pr (Bi,y = 1)
∑
j≥1
j
(
1
2
)j−1
≤ 4 Pr (Bi,y = 1) . (34)
We can bound Pr (Bi,y = 1) as
1
3
(
n
y
)(
1
n
)y
≤ Pr (Bi,y = 1) =
(
n
y
)(
1
n
)y (
1− 1
n
)n−y
≤
(
n
y
)(
1
n
)y
. (35)
Combining (34) and (35) we obtain
n
3
(
n
y
)(
1
n
)y
≤ E [µSAy ] ≤ 4n(ny
)(
1
n
)y
≤ 4n
y!
(36)
Since E [Li,y] ≥ Pr (Bi,y = 1) , we have
E
[
νSAy
] ≥ n
3
(
n
y
)
(
1
n
)y ≥ n
3
(
n− y
n
)y 1
y!
≥ n
4y!
, ( if y  √n).
Next, we show that µSAy is the sum of Bernoulli random variables which are negatively associated and
hence the Chernoff bounds apply to it. Let Bi,j is a 0 − 1 random variable which set to 1 if ball j is
placed into bin i. Define Bi,j,y = Bi,j if the height of ball j is at least y and 0 otherwise. Then we
have µSAy =
∑n
i=1
∑t
j=1Bi,j,y. Using the fact that {Bi,j | i, j} is negatively associated ([8]) and Bi,j,y
is an increasing function of Bi,j , the random variables Bi,j,y are also negatively associated. Similarly,
νSAy =
∑n
i=1 Li,y, where Li,y is an indicator function of the event Bi(t) ≥ y and hence is an increasing
function of Bi which is negatively associated. The desired results in Lemma 2 and 11 are obtained by
applying Chernoff bounds to µSAy and νSAy .
6.2 Proof of Lemma 4
Suppose that d random bins have been selected in the beginning of round r. If we place d balls into those
d bins selected and then take out d − k balls (from those d balls just placed ) with maximum heights, this
allocation scheme is equivalent to (k, d)-choice. Let H be the set of bins having at least y balls at the end of
(k, d)-choice process. Then |H| = νy. In order to make the event Xr(y + 1) ≥ j occur, at least d − k + j
balls must have landed in some bins in H . Therefore, by the union bound,
Pr (Xr(y + 1) ≥ j | νy) ≤
(
d
d− k + j
)(νy
n
)d−k+j
.
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6.3 Proof of Lemma 5
We start with the moment generating function for each Yr:
MYr(t) = E[etYr ]
= p0 + p1e
t + p2e
2t + . . .+ pke
kt
≤ 1− p1 + p1et + p2e2t + . . .+ pkekt.
For 0 < t < ln η, using the fact that {pj} is decreasing by a factor of at least η, we have p2e2t+. . .+pkekt ≤
p1e
t(et/η + (et/η)2 + . . . (et/η)k−1) ≤ cp1et, where c = et/(η − et). Therefore,
E[etYr ] ≤ 1− p1 + (1 + c)p1et
≤ 1 + p1((1 + c)et − 1)
≤ ep1((1+c)et−1).
The moment generating function for Y =
∑m
r=1 Yr is bounded as
MY (t) =
m∏
r=1
MYr(t) =
m∏
r=1
ep1((1+c)e
t−1) = ep1((1+c)e
t−1)m.
Applying Markov’s inequality, we have
Pr (Y ≥ (1 + δ)p1m) = Pr
(
etY ≥ et(1+δ)p1m
)
≤ E[e
tY ]
et(1+δ)p1m
≤ e
((1+c)et−1)p1m
et(1+δ)p1m
Set t = ln(η(1 + δ)/(η + 1 + δ)) to be the solution of the equation
(1 + c)et − 1 = δ
to obtain
Pr (Y ≥ (1 + δ)p1m) ≤
(
eδ
(η(1 + δ)/(η + 1 + δ))1+δ
)p1m
.
In particular, if η > e, choose δ = ((e− 1)η + e)/(η − e) to satisfy the equation
η(1 + δ)
η + 1 + δ
= e,
and hence we obtain
Pr
(
Y ≥ eη
η − ep1m
)
≤ e−p1m.
Finally, choose η = 2e in the above inequality to get the result (13).
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6.4 Proof of Lemma 6
If m = 1, it is obvious that (15) holds. Assuming that (15) holds when m = n− 1, n ≥ 2, we prove it holds
for m = n too. Since
Pr
(
n∑
r=1
Xr ≥ t
)
= Pr
(
n∑
r=2
Xr ≥ t | X1 = 0
)
Pr (X1 = 0)
+
k∑
j=1
Pr
(
n∑
r=2
Xr ≥ t− j | X1 = j
)
Pr (X1 = j) ,
by induction hypothesis
Pr
(
n∑
r=1
Xr ≥ t
)
≤ Pr
(
n∑
r=2
Yr ≥ t
)
Pr (X1 = 0) +
k∑
j=1
Pr
(
n∑
r=2
Yr ≥ t− j
)
Pr (X1 = j) (37)
Next, we split Pr (X1 = 0) into k + 1 sums as
Pr (X1 = 0) = Pr (Y1 = 0) + Pr (X1 = 0)− Pr (Y1 = 0)
= Pr (Y1 = 0) +
k∑
j=1
(Pr (Y1 = j)− Pr (X1 = j)) .
and rewrite the first term in (37)
Pr
(
n∑
r=2
Yr ≥ t
)
Pr (X1 = 0)
= Pr
(
n∑
r=2
Yr ≥ t
)
Pr (Y1 = 0) +
k∑
j=1
Pr
(
n∑
r=2
Yr ≥ t
)
(Pr (Y1 = j)− Pr (X1 = j))
≤ Pr
(
n∑
r=2
Yr ≥ t
)
Pr (Y1 = 0) +
k∑
j=1
Pr
(
n∑
r=2
Yr ≥ t− j
)
(Pr (Y1 = j)− Pr (X1 = j)) .
Therefore,
Pr
(
n∑
r=1
Xr ≥ t
)
≤ Pr
(
n∑
r=2
Yr ≥ t
)
Pr (Y1 = 0) +
k∑
j=1
Pr
(
n∑
r=2
Yr ≥ t− j
)
Pr (Y1 = j)
= Pr
(
n∑
r=1
Yr ≥ t
)
.
6.5 Proof of Lemma 7
Consider the following natural coupling for A1 and A2: At each time t, if ball t goes to bin x for A2, then
ball t goes to bin x with probability p
A1
x (t)
p
A2
x (t)
and is discarded with probability 1− p
A1
x (t)
p
A2
x (t)
for A1. We show by
induction that under the coupling process
BA1x (t) ≤ BA2x (t) (38)
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holds for any x and t, where BAix (t) denotes the number of balls in bin x at time t (i.e., right after the tth
ball is placed and bins are sorted). Initially, all bins are empty: BA1x (0) = BA2x (0) = 0. First ball t = 1
is placed into a bin x in A2 for some 1 ≤ x ≤ n. At the same time, in process A1, either ball t is placed
in bin x or no bins receive a ball. Then, after sorting (if needed), we have BA21 (1) = 1 ≥ BA11 (1) and
BA2x (1) = BA1x (1) = 0 for x > 1. Thus (38) holds when t = 1. Now assume that the induction hypothesis
(38) holds for some t ≥ 1. We need to show that
BA1x (t+ 1) ≤ BA2x (t+ 1).
Assume to the contrary that
BA1x (t+ 1) > B
A2
x (t+ 1) (39)
for some x. We further assume that x′ is the smallest x for which (39) holds. The two conditions (38) and
(39) imply that
(A) there is a bin z ≥ x′ that receives a ball t+ 1 in each of A1 and A2,
(B) BA1x′ (t) = B
A1
x′+1(t) = ... = B
A1
z (t), and
(C) either x′ = 1 or BA1x′−1(t) > B
A1
x′ (t).
(D) BA1x′ (t) = B
A2
x′ (t).
Combining the induction hypothesis (38), (B) and (D), we draw the following conclusion;
(E) BA2x′ (t) = B
A2
x′+1(t) = ... = B
A2
z (t).
If x′ > 1 and BA2x′−1(t) > B
A2
x′ (t), then we would end up with B
A2
x′ (t + 1) = B
A2
x′ (t) + 1 = B
A1
x′ (t + 1)
which is a contradiction to the definition of x′. Therefore, we must have
(F) BA2x′−1(t) = B
A2
x′ (t) if x
′ > 1.
If x′ = 1, then BA21 (t) = B
A1
1 (r) = B
A2
2 (t) = . . . = B
A1
z (t) and hence B
A2
1 (r) = B
A2
2 (t) = . . . =
BA1z (t), which implies B
A2
1 (t + 1) = B
A2
1 (t) + 1 = B
A1
1 (t) + 1 = B
A1
1 (t + 1), which contradicts to
(39). Therefore, we must have x′ > 1. Then, (C), (D), and (F) imply that BA1x′−1(t) > B
A2
x′−1(t), which is a
contradiction to the definition of x′.
6.6 Proof of Lemma 8
The first two properties can be derived directly by the definition of SAx0 . The last property (iii) is a
consequence of Lemma 7.
6.7 Proof of Lemma 9
Consider the following natural coupling for SA and SAx0 . If the tth ball is placed into a randomly chosen
bin, say bin x (the xth most loaded bin right before t is placed), for SA, then the tth ball is placed into bin
x only if x ≥ x0 in SAx0 . First, we show that under this coupling
x1∑
x=x0
BSAx (t) ≤
x1∑
x=1
B
SAx0
x (t) (40)
holds for any x1 > x0. Since whenever bin x ≥ x0 receives a ball in SA, the same bin receives a ball in
SAx0 , we have
n∑
x=x0
BSAx (t) ≤
n∑
x=1
B
SAx0
x (t). (41)
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Using Lemma 7, we have
BSAx (t) ≥ BSAx0x (t),
which implies
n∑
x=x1+1
BSAx (t) ≥
n∑
x=x1+1
B
SAx0
x (t). (42)
From (41) and (42), we obtain (40).
Using the result (ii) in Lemma 8,
∑x1
x=1B
SAx0
x (t) ≤ x1(BSAx0x0 (t) + 1). Since (x1 − x0)BSAx1 (t) ≤∑x1
x=x0
BSAx (t), we obtain
(x1 − x0)BSAx1 (t) ≤ x1
(
B
SAx0
x0 (t) + 1
)
.
We have shown that under the coupling we defined the above inequality holds, which implies
Pr
(
BSAx1 (t) ≥ s
) ≤ Pr( x1
x1 − x0 (B
SAx0
x0 (t) + 1) ≥ s
)
,
for s ≥ 0.
6.8 Proof of Lemma 10
Let Sr denote the set of d random bins selected in the beginning of a round r forA(k, d). Fix x ≥ γ∗ and let
Nx denote the number of bins in Sr selected from the set {bin 1, bin 2, . . ., bin x}. Then Nx has a binomial
distribution with parameters d and xn . That is, Nx ∼ B(d, xn) and E[Nx] = dxn . Let E denote the event that
Nx ≥ d− k + 2. Note that since dk →∞, we have d− k  d and hence d− k + 2 d.
Consider the following coupling for A and SA. For each round r, each of k balls chooses a random bin
as its destination for SA. At the same time, a set Tr of d − k random bins is selected in A and k balls are
placed into k least loaded bins in the set Sr ∪ Tr, where Sr is the set of k random bins chosen in SA. Let
x ≥ γ∗. Under this coupling, conditioning on E , if bin x for A receives m ≥ 0 balls in the round then bin
x for SA receives at most m balls. Therefore, there exists a serialization Aσ of A such that for each ball t
CAx (t) ≥ CSAx (t), where CSAx (t) is a Bernoulli random variable set to 1 if and only if tth ball is placed into
bin x. Therefore,
Pr
(
CAx (t) = 1 | E
) ≥ Pr (CSAx (t) = 1 | E)
≥ Pr (CSAx (t) = 1 | Nx = d− x+ 2)
= 1−
(
1− 1
x
)2
. (43)
In the last inequality above, we use the fact that the probability that ball t goes to bin x given the condition
Nx = d − x + 2 is greater than or equal to the probability that bin x is selected two times randomly from
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the set {bin 1, . . ., bin x}. By a Chernoff bound,
Pr (Ec) = Pr (Nx ≤ d− k + 1)
= Pr (Nx < (1− δ)E[Nx]) , where δ = 1− (d− k + 1)n
xd
≤ e−E[Nx]δ2/2
= e−
1
2(1− d−k+1x·d n)
2 x·d
n
≤ e−
1
2
(
1− d−k+1
γ∗·d n
)2
x·d
n
≤ e− d8 xn
≤ e− xn .
From (43), we have
Pr
(
CAx (t) = 1
) ≥ (1− (1− 1
x
)2)
Pr (E)
≥
(
1−
(
1− 1
x
)2)(
1− e− xn
)
≥
(
2
x
− 1
x2
)
2x
3n
≥ 1
n
.
7 Conclusion and Future Work
We have examined the (k, d)-choice allocation process that improves load balance, message cost, and al-
location speed, making it suitable for cluster job scheduling and distributed storage. Our scheme can be
viewed as a mix between the single and d-choice balls-into-bins models, but superior in performance. We
have employed several new techniques such as serialization of parallel process, domination (stronger notion
than majorization) and “unnatural” coupling. With our results, one can choose appropriate k and d to enable
the (k, d)-choice strategy to achieve the optimal tradeoffs between the maximum load and message cost.
Many questions remain open regarding (k, d)-choice. First, the maximum load of a heavily loaded case,
i.e., m > n balls into n bins, is not known for d < 2k. Considering that the fundamental differences
between single- and multi-choice processes become more pronounced as m grows, it is of special interest
to investigate the behavior of (k, d)-choice as m increases. The performance of (k, d)-choice can be further
improved by adjusting the parameter k dynamically in each round or by modifying the allocation policy in
the way that the less-loaded candidate bins can receive more balls regardless of how many times those bins
are sampled. In (2, 3)-choice, for example, when 3 bins with 0, 2, and 3 balls are chosen randomly, two
balls are placed into the empty bin, instead of one being put into the empty and the other into the bin with 2
balls. This adjustment may reduce the maximum load to a constant even when k ≈ d and d is large.
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