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In quantum theory, observables with a continuous spectrum are known to be fundamentally differ-
ent from those with a discrete and finite spectrum. While some fundamental tests and applications
of quantum mechanics originally formulated for discrete variables have been translated to contin-
uous ones, this is not the case in general. For instance, despite their importance, no experimental
demonstration of nonlocality exists in the continuous variables regime. Attempts to bridge this gap
and put continuous variables on a closer footing to discrete ones used dichotomization. However,
this approach considers only discrete properties of the continuum, and its infinitesimal properties are
not fully exploited. Here we show that it is possible to manipulate, detect and classify continuous
variable states using observables with a continuous spectrum revealing properties and symmetries
which are analogous to finite discrete systems. Our approach leads to an operational way to define
and adapt, to arbitrary continuous quantum systems, quantum protocols and algorithms typical to
discrete systems.
PACS numbers:
Continuous observables have a continuous spectrum,
that can be limited or unbounded. In both cases, con-
tinuous observables allow for a representation in terms
of an infinite set of discrete states. Observables often
referred to as “discrete” have a discrete spectrum, and
can be represented by a finite set of discrete states. Ex-
amples of continuous observables are position and mo-
mentum, the electromagnetic field’s quadrature, or the
angular distribution of a confined particle. Examples of
discrete observables with a finite spectrum are the spin
of a particle or the polarization of a photon. Continuous
observables are directly related to their infinite discrete
representation by a Fourier conjugation relation, while
finite discrete observables are described by a SU(d) sym-
metry group, where d is the dimension of the correspond-
ing Hilbert space. Quantum continuous systems and fi-
nite discrete ones are thus clearly fundamentally differ-
ent, and consequently, it is still unknown how they com-
pare in what concerns, for instance, their usefulness in
fundamental tests and applications of quantum mechan-
ics. It is usually thought that each type of observables
possesses its own set of advantages and drawbacks.
In the field of quantum information, the use of con-
tinuous variables (CV) often handles gaussian states, for
which necessary and sufficient conditions for detecting
entanglement exist [1, 2]. Some quantum information
tasks, as teleportation [3], have been realized uncondi-
tionally, albeit with a limited fidelity [4]. Fundamental
tests of quantum mechanics as, for instance, Bell-type in-
equalities [5], can be formulated in terms of variances of
distributions, that can be gaussian or non-gaussian (see
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Ref. [6] for some examples). However, to date, no exper-
imental demonstration of non–locality of quantum me-
chanics has been done with CV. Furthermore, the field
of quantum computing with CV still lacks operational
solutions for defining, for instance, quantum logic gates
and algorithms applying to continuous systems [7, 8].
When one deals with discrete observables, different
types of problems and advantages appear. A clear ad-
vantage of discrete systems is the ability to define quan-
tum algorithms and protocols outperforming their classi-
cal analogs [9, 10]. Also, correlations between incompati-
ble observables can reveal intrinsically quantum behavior
in a simple and operational way, as in the Clauser–Horn–
Shimony–Holt (CHSH) formulation of Bell–type inequal-
ities [11]. However, discrete variables usually require ma-
nipulation and measurements in the single particle scale,
which are at the origin of experimental difficulties that
haven’t been systematically overcome yet.
An usual solution to bridge the worlds of discrete and
continuous variables is using dichotomization, or digital-
ization techniques. It consists in manipulating and mea-
suring continuous variables states using observables with
a discrete spectrum, such that the space of states be-
comes classifiable according to this observable’s eigensys-
tem. One example of observable leading to dichotomiza-
tion is parity, that was used in the non locality test pro-
posed by Wo´dkievicz and Banazsek [12–14].
In the present contribution we show that it is possi-
ble to define observables with a continuous spectrum en-
abling an operational manipulation and detection of con-
tinuous variables systems, analogously to finite discrete
systems. As a consequence, we show that it is possible to
generalize to continuous systems, algorithms and proto-
cols originally conceived for finite discrete systems. This
is done by simply replacing the usual SU(d) operators by
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2the ones defined in our formulation, that present several
analogies with the SU(d) group.
This article is organized as follows: we first recall the
formalism of modular variables, that is an essential tool
to derive our main results. Using this formalism, we are
able to define a continuum of discrete subspaces of arbi-
trary dimension d. In each subspace, SU(d) generators
can be defined, and considering the infinite sum of all
the subspaces results in a continuum of SU(d)–type op-
erators. We discuss some properties of such operators
and, in particular, their differences with dichotomization
using parity operators. Finally, we illustrate the applica-
tion of our results introducing Bell–type inequalities and
entangling gates for continuous variable systems.
The formalism of modular variables was introduced by
Y. Aharanov, H. Pendleton and A. Petersen in the 60’s
[15]. It explicits the importance of defining some “dis-
creteness” in the continuum in order to identify its quan-
tum properties. It is usually applied to systems with
some pre-defined length scale and periodicity, as for in-
stance, multiple slit experiments, where each slit is sep-
arated from each other by a length l. Aharanov and
co–workers found convenient to define position (xˆ) and
momentum (pˆ) operators as follows:
xˆ = ˆ¯x+ nˆl
pˆ = ˆ¯p+ mˆ
(
h¯
l
)
, (1)
where ˆ¯x = xˆ (mod l), ˆ¯p = pˆ (mod 1/l). In Ref. [15],
the non–integer, or modular part of the momentum, p¯,
appears as a consequence of the Aharanov-Bohm effect
[16] when solenoids are placed between two slits. Re-
cently, it was shown that variance based entanglement
witnesses can be constructed using this formalism [17],
a result that was extended to entropy based witnesses
and tested in a multi-slit photon pair experiment [18] .
These results evidence that the modular variable formal-
ism is useful in experimental contexts where periodicity
and discretization appear naturally, in the form of peri-
odic spatial regions, or slits. However, nothing prevents
it to be generalized to any type of experimental context,
including, for instance, a freely propagating wave–packet.
Here we use the formalism of modular variables to show
that it is possible to define, in an arbitrary experimental
context, SU(d)–type generators using genuinely continu-
ous observables. By such, we mean that no dichotomiza-
tion or digitalization is performed, and no a priori scale,
related to some physical property of the system, should
be necessarily defined, as is the case in the aforemen-
tioned experiments. Our results are relevant from the
fundamental point of view, since they extract properties
that were thought to be particular to discrete or dis-
cretized systems using genuinely continuous observables
only. From a more practical point of view, it provides
an operational way to extend to continuous variable sys-
tems quantum protocols originally conceived for discrete
systems.
We start by defining dimensionless operators θˆ =
xˆ (2pi/l) and kˆ = pˆ (l/h¯), so that the eigenvalues of
ˆ¯θ ∈ [0, 2pi[, and the eigenvalues of ˆ¯k ∈ [0, 1[. In [23],
we review some properties of modular variables that are
useful for deriving our main result. In particular, we have
that [θ¯, k¯] = 0, allowing the definition of a modular com-
plete basis |{θ¯, k¯}〉, a result that is connected to the Zak
representation [19, 20], that was used in the quantum in-
formation context in Ref. [21]. An arbitrary quantum
state |ψ〉 = ∫ dθg(θ)|θ〉 can be expressed in the modular
basis as
|ψ〉 =
∫ 1
0
∫ 2pi
0
dk¯dθ¯g˜(θ¯, k¯)|{θ¯, k¯}〉, (2)
where g˜(θ¯, k¯) is a normalized complex function.
We now move to our main result, showing how to define
observables with a continuous spectrum and presenting
some SU(d)–type properties that are useful to manip-
ulate and extract information from continuous variable
states. We start by discussing in detail the case of SU(2)–
type observables, that contains all the general principles
involved in the case of arbitrary d. For each k¯, we con-
sider two intervals in the θ¯ space, such that 0 ≤ θ¯ < pi
in one interval and pi ≤ θ¯ < 2pi in the other. This is
pictorially illustrated in Fig. 1(a) where the colored ring
represents the space of states with varying θ¯ and constant
k¯. States distant of pi in the circle are represented by the
same color. We have thus a continuum of two–level sys-
tems, composed by pairs of states |{θ¯, k¯}〉, |{θ¯ + pi, k¯}〉
that have the same color. Through this picture, we can
see the Hilbert space as an infinite sum of two dimen-
sional Hilbert spaces, where θ¯, k¯ dependent Pauli matri-
ces can be defined [22]:
σˆ1(θ¯, k¯) ≡ |{θ¯, k¯}〉〈{θ¯, k¯}| − |{θ¯ + pi, k¯}〉〈{θ¯ + pi, k¯}|
σˆ2(θ¯, k¯) ≡ |{θ¯, k¯}〉〈{θ¯ + pi, k¯}|+ |{θ¯ + pi, k¯}〉〈{θ¯, k¯}|(3)
σˆ3(θ¯, k¯) ≡ i
(|θ¯, k¯}〉〈{θ¯ + pi, k¯}| − |{θ¯ + pi, k¯}〉〈{θ¯, k¯}|)
From (27), we can construct an observable with a con-
tinuous spectrum by integration over k¯ and θ¯ with a ju-
diciously chosen weight function ζ
(2)
α (θ¯, k¯) (see [23] for
details):
Γˆ(2)α =
∫ pi
0
dθ¯
∫ 1
0
dk¯ζ(2)α (θ¯, k¯)σˆα(θ¯, k¯), (4)
where α = 1, 2, 3 and Γˆ
(2)
α is the α-th operator with a
continuous spectrum formed by the infinite sum of {θ¯, k¯}
dependent SU(2)–type generators. A similar procedure
can be performed for arbitrary d, so that
Γˆ(d)α =
∫ 2pi
d
0
dθ¯
∫ 1
0
dk¯ζ(d)α (θ¯, k¯)γˆ
(d)
α (θ¯, k¯), (5)
where ζ
(d)
α (θ¯, k¯) is the continuous weight function,
γˆ
(d)
α (θ¯, k¯) are the α = 1, ..., d2 − 1 independent matrices
leading to the generators of SU(d) in the d dimensional
3|{θ¯, k¯}〉, |{θ¯+2pi/d, k¯}〉..., |{θ¯+2pi(d−1)/d, k¯}〉 subspace.
In Fig. 1 (b) we illustrate the d = 3 case: the colored
ring is now divided in three regions where, once again,
points with the same color define the same subspace. The
function ζ
(d)
α (θ¯, k¯) must have several properties ensuring
that operators Γˆ
(d)
α are observables. At the same time,
we will focus on observables that can be realized with
current technology in experimental systems. In order to
discuss the specific properties of functions ζ
(d)
α (θ¯, k¯) we
notice that all diagonal Γˆ
(d)
α operators can be written as
∆ˆ =
∫ 2pi
0
dθ¯
∫ 1
0
dk¯F (θ¯, k¯)|{θ¯, k¯}〉〈{θ¯, k¯}|, (6)
provided that F (θ¯, k¯) fulfills some conditions: by identi-
fying Eqs. (5) and (12), we show in [23] that the absolute
value of F (θ¯, k¯) must be 2pi/d periodic and continuous in
the edges of each 2pi/d interval, ensuring that it is a con-
tinuous function in the whole space. An example of func-
tion satisfying these conditions is F (θ¯, k¯) = cos (θ¯ − k¯pi).
In the case of a continuum of SU(2)–type operators, this
leads to ζ
(2)
α (θ¯, k¯) = cos (θ¯ − k¯pi) ∀ α in (4). In the
SU(3)–type case, it leads to slightly more complicated
ζ
(3)
α (θ¯, k¯) functions that are detailed in [23]. Notice that
such conditions lead only to the subset of diagonal oper-
ators.
From the diagonal operators, one can obtain the
non–diagonal ones by using combinations of displace-
ment operations of the type Sˆ
(d)
α (θˆ, kˆ)|
{
θ¯, k¯
}〉 →
f
(d)
α (θ¯, k¯)|
{
θ¯ + 2pij(α)/d, k¯
}〉 and their conjugate. Here,
f
(d)
α (θ¯, k¯) are complex functions and Sˆ
(d)
α (θˆ, kˆ) are uni-
tary transformations depending on the dimension d and
on which one of the non–diagonal generators we want to
create (α). j(α) = 1, ..., d2 − 1 is an integer. It is clear
that since the above operations are linear and valid for
all basis states |{θ¯, k¯}〉, we can identify
Sˆ(d)α (θˆ, kˆ) ≡
∫ 2pi
0
dθ¯dk¯f (d)α (θ¯, k¯)|{θ¯+2pi/d, k¯}〉〈{θ¯, k¯}|. (7)
According to the specific physical scenario considered,
operators Sˆ
(d)
α (θˆ, kˆ) can have different forms and lead to
a continuum of different operators in SU(d). Consider-
ing the transverse degrees of freedom of a photon, opera-
tor (12) can be obtained with a Spatial Light Modulator
(SLM) and operator (7) by using the free propagation,
lenses and SLMs (see [23]). By combining such opera-
tions by interferometry [24], one can engineer all the Γˆ
(d)
α
operators, showing the possibility of immediate experi-
mental implementation of our results in quantum optics
experiments (see [23] for details).
A natural question is how the defined operators com-
pare to dichotomization, based for instance, on parity
[12], described by operator Πˆ1. An arbitrary quantum
state can be expressed in terms of parity eigenstates, that
form a two dimensional basis. In Ref. [13], two other par-
ity related observables were defined, Πˆ2 and Πˆ3 so that
FIG. 1: Space of states for a given constant value of k¯ and
varying θ¯: (a) For every fixed value of k¯, the space of θ¯ variable
forms a ring. SU(2)–type subspaces are defined by splitting
this ring into two regions, such that 0 ≤ θ¯ < pi in one region
and pi ≤ θ¯ < 2pi in the other. Two states differing by pi (asso-
ciated to the same color in the figure) form a two dimensional
subspace, as indicated by the dashed and continuous lines in
the Figure. In this subspace, color dependent (θ¯, k¯ depen-
dent) SU(2) operators can be defined. The Γˆ
(d)
α operators
are an infinite sum of such color dependent SU(2) operators
with a weight function satisfying the periodicity constraint,
since the continuity of the operators must be ensured when
intervals are connected. (b) Same as (a) for d = 3. In this
case, the [0, 2pi[ interval is divided in three continuous zones.
States differing by 2pi/3 belong to the same subspace (same
color) and the continuity of the operators is also imposed.
together with parity they closed a SU(2) algebra. Us-
ing this representation, every pure continuous quantum
state can be represented by a point on the surface of a
Bloch sphere, analogously to pure two–level systems. Its
coordinates are given by the expected values of the Πˆα
operators, α = 1, 2, 3 [13]. Every point on the surface of
such a sphere is infinitely degenerate, since completely
different quantum states can have the same parity or its
conjugate properties. By considering non pure states as
well, we move to a Bloch ball description, and the anal-
ogy between parity and a two–level system also holds in
this case.
The present formulation is fundamentally different,
even when we consider the case of d = 2, that we now
discuss in detail. As above, it is also possible to define a
4FIG. 2: Bloch ball–like representation of pure states us-
ing coordinates defined by the continuous operators Γˆ
(2)
α :. By
associating to every state a point 〈Γˆ(2)1 〉, 〈Γˆ(2)2 〉, 〈Γˆ(2)3 〉, we con-
struct an unitary radius ball. The number of sates that are
associated to a same point in the ball is not uniform, de-
pending on the considered point. Points at the unitary radius
sphere are associated to eigenstates of Γˆ
(2)
φ (linear combina-
tions of Γˆ
(2)
φ in the φ direction) with eigenvalue equal to one,
whereas inner points in the ball are associated to multiple (in-
finite) states, as illustrated. Mixed states are inside the ball
and cannot be found in the unit radius sphere
unit radius ball associating to every state |Ψ〉, with coor-
dinates 〈Γˆ(2)1 〉ψ, 〈Γˆ(2)2 〉ψ and 〈Γˆ(2)3 〉ψ, as shown in Fig. 4.
Operators Γˆ
(d)
α are incompatible and
∑d2−1
α=1 〈Γˆ(d)α 〉2 ≤ 1
(that is also valid in the particular case of d = 2).
However, this ball has specific properties which are a
consequence of the fact it describes continuous states.
We start by considering the subspace of pure states. It
is easy to check that the ball appearing in Fig. (4) is
completely filled in this case. This shows that the space
of pure states that can be differentiated from each other
by computing 〈Γˆ(2)α 〉Ψ, α = 1, 2, 3 is larger than when
dichotomizing, and computing 〈Πˆα〉Ψ, α = 1, 2, 3. As a
matter of fact, the ball depicted in Fig. 4 can be seen as a
superposition of infinite spheres with radius continuously
varying from 0 to 1. For each value of the radius, we
have θ¯, k¯ dependent bi–dimensional subspaces formed by
degenerate eigenstates of Γˆ
(2)
φ , where φ is an arbitrary
direction in the 3 dimensional space.
It is interesting to notice that in the present descrip-
tion, the number of different continuous quantum states
associated to a same point in the Bloch–type sphere is
not constant and depends on the point itself. The unitary
radius sphere is formed by pure states that are the eigen-
states with ±1 eigenvalue of some linear combination of
Γˆ
(2)
α ’s. Inner points associated to pure states are increas-
ingly degenerate. When considering the entire space of
states, including non–pure ones, they must necessarily all
be contained in the Bloch–type ball, since we dispose of
three parameters to describe all the quantum states. It
is clear that the Bloch–type ball presented here is not
enough to characterize a quantum state. Quantum state
characterization can be improved by considering the mea-
surement of the expectation value of other Γˆ
(d)
α operators:
two states that are represented by the same set of values
of 〈Γˆ(d)α 〉 for some dmay be distinguished when measuring
〈Γˆ(d′)α 〉, with d 6= d′.
It is important to notice that, up to now, we have
considered only displacements in the θ¯ coordinate that
do not affect the k¯ coordinate. In view of (1), they are
equivalent to changing the value of the mˆ eigenstate while
keeping k¯ constant. It is clear that one can realize dis-
placements in the k¯ coordinate as well (see [23]), and
for each fixed θ¯, define continuous operators Λˆ
(d)
α , which
are perfectly analogous to Γ
(d)
α in the k¯ coordinate. In
particular, since both variables are independent we can
combine both type of operators, defining, for instance,
operators Γˆ
(d)
α Λˆ
(d′)
α′ , where the values of α and α
′ and of
d and d′ are independent, not necessarily the same. In
this more complete scenario, where a larger part of the
continuous Hilbert space is being manipulated and/or
measured, we can apply the same discussion presented
here independently to the k¯ and θ¯ variables. However,
in this case, the structure of the space created by opera-
tors Γˆ
(d)
α and Λˆ
(d′)
α′ is much more complicated, even in the
case d = d′ = 2: in Fig. 3 we illustrate this by showing
the torus representing the {θ¯, k¯} space and different rings
corresponding to varying θ¯ for different values of k¯ and
vice-versa. Points with the same color can still define d,
d′ or d.d′ subspaces, as illustrated.
We now study some applications of the introduced op-
erators, evidencing their power to manipulate continuous
variables and implement quantum protocols in continu-
ous systems that are analogous to discrete ones. An ex-
ample of such protocols are Bell-type inequalities. We
define, in a bipartite system, Γˆ
(2)
φi
, i = 1, 2 as the linear
combinations of Γˆ
(2)
α in the φi direction, analogously to
Pauli matrices. We can show in this case that
〈Γˆ(2)φ1 Γˆ
(2)
φ2
〉+ 〈Γˆ(2)φ′1 Γˆ
(2)
φ2
〉+ 〈Γˆ(2)φ1 Γˆ
(2)
φ′2
〉 − 〈Γˆ(2)φ′1 Γˆ
(2)
φ′2
〉 ≤ 2 (8)
under the assumption of local realism. However, this in-
equality is violated for some entangled continuous vari-
ables states. Such states show entanglement between dis-
tributions which are “close to eigenstates” [25] of Γ
(2)
φi
,
analogously to CHSH Bell–type inequalities [5, 11]. The
present results generalize those derived for continuous
variables operators with a bounded spectrum [26–28] to
arbitrary continuous or discrete variables systems, irre-
spectively of their dimension or spectral properties. Bell–
type inequalities involving correlations between SU(d)
operators [29, 30] can also be generalized through the
present formalism by using correlations between Γˆ
(d)
α ob-
servables.
To show how to generalize to continuous variables
quantum logic gates, circuits and algorithms, we start
5by considering a bipartite system, where i = 1, 2 de-
notes each party and for each party d = 2 (as in Fig. 1
(a)). Still considering k¯i fixed, we can thus define quan-
tum logic gates acting for each pair θ¯1, θ¯2 by combin-
ing σˆ(θ¯i, k¯i) operations and the identity operator in each
{θ¯i, k¯i} dependent subspace. For this, instead of defin-
ing, by integration, single party operators, as Γˆ
(d)
α , we
can define bipartite operators in the form
Γˆd1,d2α1,α2 =
∫ 2pi
d1
0
∫ 2pi
d2
0
∫ 1
0
∫ 1
0
dθ¯1dθ¯2dk¯1dk¯2ζ
(d1,d2)
α1,α2 (θ¯1, k¯1, θ¯2, k¯2)γˆ
(d1)
α1 (θ¯1, k¯1)⊗ γˆ(d2)α2 (θ¯2, k¯2), (9)
where function ζ
(d1,d2)
α1,α2 (θ¯1, k¯1, θ¯2, k¯2) must obey, for i =
1, 2 independently, the same periodicity conditions as
functions ζ
(d)
α (θ¯, k¯) in Eq. (5). Operator (9) can be an
entangling gate, if function ζ
(d1,d2)
α1,α2 (θ¯1, k¯1, θ¯2, k¯2) is not
separable, and by composing such gates, one can gener-
alize to continuous variables systems quantum controlled
logic gates [31], as well as entanglement tests and crite-
ria that are designed for discrete variables, as the concur-
rence [32], the Peres–Horodecki criterium [33, 34] and the
Schmidt decomposition. Of course, one can also think of
generalizing Eq. (9) to the N > 2 partite case, leading to
the possibility of more general continuous quantum state
manipulations.
In conclusion, we have shown how to define observ-
ables with a continuous spectrum that can be used to re-
alize, over continuous variables, operations analogous to
the ones defined for qubits and qudits. This is achieved
through the continuous discretization of the modular
variables basis. Our formulation can be applied to con-
tinuous quantum systems with either bounded or un-
bounded spectrum. We presented some examples of
application of our results in Bell–type inequalities and
quantum state measurement, comparing them to other
methods currently used to deal with continuous variables.
We also show how this procedure can be extended to
multi–partite systems, and consequently be used to de-
fine, in continuous variables systems, different types of
quantum protocols and algorithms. Our results open the
path to a new way of dealing with quantum information
and quantum state manipulation in continuous variables.
Supplementary Information
I. COMMUTATION RELATIONS AND EXPRESSING STATES IN AN ALTERNATIVE BASIS
In order to preserve the canonical commutation relations of xˆ and pˆ, and consequently of the dimensionless operators
θˆ = 2pinˆ+ ˆ¯θ and kˆ = mˆ+ˆ¯k, given by [θˆ, kˆ] = 2pii, the integer and modular operators must satisfy specific commutation
relations [17]. In particular, we have that [ˆ¯θ, ˆ¯k] = 0, implying the existence of a common basis where both operators
are diagonal. Moreover, this basis is complete, and we can use it as an alternative basis to express state in momentum
or position representation:
|θ〉 =
∫ 1
0
k¯′e−ik¯
′θ¯/2e−i(θ−θ¯)k¯
′ |{θ¯, k¯}〉
|k〉 = 1√
2pi
∫ 2pi
0
θ¯′e+ik¯θ¯
′/2e+i(k−k¯)θ¯
′ |{θ¯, k¯}〉 (10)
A general quantum state
∫
g(θ)|θ〉dθ can be written as ∑n ∫ 10 ∫ 2pi0 dk¯dθ¯e iθ¯k¯2 eink¯g(n + θ¯)|{θ¯, k¯}〉 =∫ 1
0
∫ 2pi
0
dk¯dθ¯g˜(θ¯, k¯)|{θ¯, k¯}〉. The definition of the length scale (l = 1 in the reduced coordinates θˆ and kˆ) is, in
principle, arbitrary. In order to simplify notation, we can assume that the width of the distribution g(θ) is much
smaller than 1, so that only states for which n = 0 are considered and the sum is neglected. Notice that this choice
can be made for any distribution and that it also defines the spacing between different values of mˆ, since they depend
on 1/l = 1 in the reduced coordinates. Thus, we can express any experimentally produced quantum state simply as∫
g(θ)|θ〉dθ = ∫ 1
0
∫ 2pi
0
dk¯dθ¯e
iθ¯k¯
2 g(θ¯)|{θ¯, k¯}〉.
We stress however that making this assumption is equivalent to considering only a subspace of the Hilbert space.
In practice, experiments can only access subspaces of the Hilbert space of infinite dimensions. Thus, states can always
be expressed as the ones spanned by the n = 0 subspace.
6FIG. 3: Geometrical picture of the Hilbert space in terms
of |{θ¯, k¯}〉 and its representation in terms of a continuum
of bidimensional systems: The {θ¯, k¯} space can be repre-
sented as a torus. Fig. 1 represents a cut in this torus of
fixed k¯ and varying θ¯. Two of these cuts are represented
in the figure, one for a given k¯ and the other for k¯ + 1/2.
Rings with constant θ¯ and varying k¯ can also be defined,
as shown in two examples in the Figure. Subspaces can
be defined either in rings where one of the variables is fixed
and the other varies, or in situations where both varies. In
the latter case, |{θ¯, k¯}〉, |{θ¯, k¯ + 1/2}〉 subspaces are defined,
and in each subspace, subspaces |{θ¯, k¯}〉, |{θ¯ + pi, k¯}〉 and
|{θ¯, k¯ + 1/2}〉, |{θ¯ + pi, k¯ + 1/2}〉 are defined.
II. SOME USEFUL QUANTUM OPERATIONS
Phase-shift gates are defined by [36]:
Xˆ(Φ)|θ〉 = |θ + Φ〉 Xˆ(Θ) = exp
(
iΘkˆ
)
Zˆ(K)|k〉 = |k +K〉 Zˆ(K) = exp
(
iKθˆ
)
As shown in [35], the above operations can be implemented using standard optics elements.
An important tool to implement operators as Sˆ
(d)
α (θ¯, k¯) are quadratic gates. In optics, the free propagation is a very
simple example of a quadratic gate, since at a distance s = ct it is represented by the operator e−ikˆ
2ϕ, with ϕ = λs4pil2 ,
where c is the speed of light and λ the wavelength. Using this, we can defined the gate Uˆ [ϕ]:
Uˆ [ϕ] = e−ikˆ
2ϕ.
By combining Zˆ(K) and Uˆ(ϕ) gates, we obtain the transformations :
Uˆ
[ϕ
2
]
Zˆ(1)Uˆ†
[ϕ
2
]
|{θ¯, k¯}〉 = (11)
e−ik¯θ¯/2e−i(2k¯+1)ϕei
1
2 k¯
(
θ¯+ϕ
)
e
i
(
θ¯+ϕ
)
|
{
θ¯ + ϕ, k¯
}
〉
In order to engineer well adapted Sˆ
(d)
α (θ¯, k¯) operators, we first set ϕ = 2pi/d, that leads to SU(d) non–diagonal
operators from diagonal ones (created by setting ϕ = 0). By acting on such non–diagonal operators with Xˆ(Θ) and
7Zˆ(K) with judiciously choses parameters Θ and K, we can create different, non–commuting, non–diagonal operators
in SU(d). Using the Fourier transform and exchanging the roles of Xˆ(Θ) and Zˆ(K) lead to analogous transformations
on variable k¯.
III. GENERAL RECIPE FOR FINDING DIAGONAL Γˆ
(d)
α OPERATORS: CONDITIONS ON THE F (θ¯, k¯)
FUNCTION
The {θ¯, k¯} space, for a fixed value of k¯, can be mapped into a circle, as shown Fig. 1 of the main text. This circle
can be divided into d domains of size 2pid . The basis states of each {θ¯, k¯} dependent subspace differ by displacements
in variable θ¯ that are multiples of 2pid , as illustrated in Fig. 1 of the main text. Therefore, for a given pair {θ¯, k¯}, we
define the vectors
{|{θ¯ + 2pind , k¯}〉/n ∈ [0, d− 1]} as a basis of a d-dimensional orthonormal vector space. A diagonal
operator in this space can be written as:
Ωˆ(θ¯, k¯) =
d−1∑
n=0
Fn(θ¯, k¯)|{θ¯ + 2pin
d
, k¯}〉〈{θ¯ + 2pin
d
, k¯}|,
where θ¯ ∈ [0, 2pi/d[. At the same time, an operator should be defined on the whole circle, i.e. :
∆ˆ =
∫ 2pi
0
dθ¯dk¯F (θ¯, k¯)|{θ¯, k¯}〉〈{θ¯, k¯}| =
∫ 2pi/d
0
dθ¯dk¯Ωˆ(θ¯, k¯) =
2pi/d∫
0
dθ¯dk¯
d−1∑
n=0
cnF(θ¯, k¯)|{θ¯+ 2pin
d
, k¯}〉〈{θ¯+ 2pin
d
, k¯}|, (12)
where cn is a complex coefficient. The first term on the right of the above equation can always be written as follows:
∫ 2pi
0
dθ¯dk¯F (θ¯, k¯)|{θ¯, k¯}〉〈{θ¯, k¯}| =
2pi
d∫
0
dθ¯dk¯
d−1∑
n=0
F
(
θ¯ +
2pin
d
, k¯
)
|{θ¯ + 2pin
d
, k¯}〉〈{θ¯ + 2pin
d
, k¯}| (13)
A diagonal Γˆ
(d)
α operator is such that (12)=(13). For this, function F needs to have certain periodicity properties, so
that F
(
θ¯ + 2pind , k¯
)
= Fn
(
θ¯, k¯
)
= cnF
(
θ¯, k¯
)
. We see that for a fixed k¯, this condition only applies to the θ¯ dependency
of the function. Thus, in the following discussion, we will neglect the k¯ variable and include it after reaching the main
conclusions. In order to satisfy the conditions above, we have that F
(
θ¯ + 2pind
)
= cnF
(
θ¯
)
must be such that:
F
(
θ¯
)
=

c0F(θ¯) if θ¯ ∈
[
0,
2pi
d
]
...
cnF(θ¯) if θ¯ ∈
[
2pin
d
,
2pi(n+ 1)
d
]
...
Also, as the splitting of the physical operator onto the d domains of size 2pi/d should not introduce irregularities
or discontinuities in the function F (θ¯), it has to be at least continuous at the edges of each domain, resulting in the
following conditions on the {cn} coefficients: 
c0F
(
2pi
d
)
= c1F (0)
c1F
(
2pi
d
)
= c2F (0)
...
cd−1F
(
2pi
d
)
= c0F (0)
(14)
8From those, we deduce that the cn’s are the dth roots of unity. Moreover, all the
cn+1
cn
quotients have to be equal
to the same d–th root of unity:
cn+1
cn
= ei
2pi
d (15)
It is clear that Eq. (15) is simply one possible solution, and that for each n , there are d solutions c
(l)
n , where the
label l belongs to {0, 1 · · · , d− 1}. However, in this section, for the sake of clarity, we will only consider one solution.
By convention, we choose c0 = 1, corresponding only to a global phase and we obtain:
cn = e
2piin
d (16)
F (θ¯ +
2pin
d
) = e
2piin
d F(θ¯) ;∀ θ¯ ∈ [0, 2pi] (17)
From the above conditions, we determine the properties a diagonal operator should have in order to admit a
decomposition as a continuum of SU(d)–type operators in the whole circle.
Taking as an example d = 2, with c0 = 1, we have that c1 = −1. One of the simplest, most regular F function
verifying :
∀ θ¯ ∈ [0, 2pi] , F (θ¯ + pi) = −F (θ¯) (18)
is the cosine function, so F (θ¯) = cos(θ¯).
Since the above discussion simply does not depend on k¯, this variable can de freely reincorporated to the functions
F (θ¯) and F(θ¯) simply by retransforming them into F (θ¯, k¯) and F(θ¯, k¯). We see that, under these conditions, F (θ¯, k¯) ≡
ζ
(d)
α (θ¯, k¯) for α such that Γˆ
(d)
α is diagonal. In particular, as shown in the detailed discussion on the SU(2)–type
operators made in Section III and the discussion on possible experimental realizations of the proposed operators made
in Section II, we see that functions ζ
(d)
α (θ¯, k¯) = cos (θ¯ − k¯pi) are the most adapted solutions in the SU(2)–type case.
These solutions clearly satisfies the conditions imposed above as well. It is important to notice that the conditions
state above are very loose, providing a large freedom of choice for F (θ¯, k¯), according to the envisaged application.
From the diagonal operators one can use displacements in the modular basis and define non–diagonal ones. The
main goal is to be able to define, for a given d, d2 − 1 independent matrices in each {θ¯, k¯} dependent subspace.
It is clear that there is a large freedom of choice on the type of operation one uses to reach this goal, even when
imposing that all Γˆ
(d)
α must be traceless and hermitian. In the present work, we will focus on operations that can be
realized with current technology in experimental set–ups. We will thus focus on a specific experimental set–up that
has already been used in entanglement tests using modular variables [17, 18]. It consists of the transverse coordinates
of single photons. This choice restricts the space of allowed operations, as is the case for any experimental set–up
and its natural constraints [35? ]. However, we show in the next section that it is possible to create Γˆ
(d)
α operators of
arbitrary dimensions using the available operations in this type of set–up.
IV. REALIZING MODULAR OPERATORS EXPERIMENTALLY USING THE TRANSVERSE
DEGREES OF FREEDOM OF PHOTONS
An important aspect of our results is the fact that they are well adapted to an immediate experimental implemen-
tation by manipulating the transverse spatial degrees of freedom of photons using available linear optical elements.
We present several methods to implement the modular operators in this context.
We first consider measurements of arbitrary operators of the type Γˆ
(d)
α , as described in the main text. The basic
idea is shown in Fig. 4. Using an interferometer, analogous to the one introduced in [24], we observe the detection
probability at the two outputs 1 and 2. We assume that the “beam splitters” are 50/50, and antisymmetric. As pre-
viously introduced, Dˆ
(d)
α are diagonal operators and Sˆ
(d)
α are displacement operators such that Γˆ
(d)
α = 2Re
[
Sˆ
(d)
α Dˆ
(d)
α
]
are observables with a continuum spectrum consisting of a infinite sum of SU(d) operators acting on d regions of θ¯,
as in Fig. 1 of the main text.
We suppose that coordinates xˆ and pˆ, or equivalently, θˆ and kˆ refer to the transverse position and momentum
of a single photon. Thus, a general quantum state of the transverse momentum (or position) of the photon can be
9FIG. 4: Principle of the Mach–Zender type interferometer leading to the experimental production of a continuum of SU(d)–
type operators acting on the transverse coordinates of a single photon. The operation eiηSˆ
(d)
α Dˆ
(d)
α is realized in one of the arms
of the interferometer by combining different linear optics elements and the free propagation. The phase η can be chosen so one
can access either the real or imaginary parts of 〈Sˆ(d)α Dˆ(d)α 〉 when measuring the difference between the detection probabilities
in each port, P1 − P2.
written in the θ¯ and k¯ basis, as shown in Section I. In this scenario, operators Dˆ
(d)
α and Sˆ
(d)
α can be engineered by
combining Spatial Light Modulators (SLMs), lenses (that can perform complete, or fractional, Fourier transforms),
and free propagation, for instance. A detailed description of the implementation of continuous variable quantum logic
gates using these linear optical elements has been provided [35].
In this scenario, the phase η between the two arms can be controlled by a dephasing element. Choosing η = 0, we
have that the output probabilities are given by:
Pj =
1
2
(
1 + (−1)j〈Sˆ(d)α Dˆ(d)α + Dˆ(d)†α Sˆ(d)†α 〉
)
(19)
where j = 1, 2. By taking the difference between photon counts in each exiting port of the interferometer, we have
that
P1 − P2 = 〈Re
[
Sˆ(d)α Dˆ
(d)
α
]
〉 (20)
Choosing rather η = pi/2, we have
P1 − P2 = 〈Im
[
Sˆ(d)α Dˆ
(d)
α
]
〉 (21)
Thus, it is clear that by choosing Sˆ
(2)
α Dˆ
(2)
α as in Section III, which is a realistic choice based on operations currently
realized to manipulate the transverse coordinates of single photons [35], we can experimentally obtain 〈Γˆ(2)α 〉 = P1−P2
simply by measuring the difference between photon counts in each output port of the interferometer depicted in Fig.
4. This experimental configuration is well adapted to protocols such as quantum state or process tomography, where
expected values of the Γˆ
(2)
α operators are measured. Also, in Bell–type inequalities, one needs to compute correlations
between operators Γˆ
(2)
α acting in two different subsystems. This can be done by measuring the coincidence counts in
two interferometers as the one depicted in Fig. 4.
In the case where one want to obtain states resulting from the action of operators Γˆ
(2)
α , as for instance the equiv-
alent of continuous SU(2) rotations or, in the many party case, conditional quantum logical operations or quantum
algorithms, the architecture presented in Fig. 5 can be used. In this case, linear optical elements should be added to
the lower arm of the interferometer as well. Such operations are are the perfect conjugate to the ones implemented
in the upper arm, so as in each exit, one obtain different Γˆ
(2)
α operators, according to the choice of phase .
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FIG. 5: Mach–Zender type interferometer leading to the experimental production of a continuum of SU(d)–type operators
acting on the transverse coordinates of a single photon. The operation eiηSˆ
(d)
α Dˆ
(d)
α is realized in one of the arms of the
interferometer by combining different linear optics elements and the free propagation. In another arm, the conjugate operation,
Dˆ
(d)†
α Sˆ
(d)†
α is realized, up to a phase. The phase η can be chosen so that in each port we have states Sˆ
(d)
α Dˆ
(d)
α ±Dˆ(d)†α Sˆ(d)†α |{θˆ, kˆ}〉
in the exit ports, up to a normalization constant.
From these architectures, it is clear that one can choose different reflection and transmission coefficients of the beam
splitters, as well as different optical elements in each arm of the interferometer, so that instead of producing operators
in the form Γˆ
(2)
α , one can produce arbitrary linear combinations of these operators, such as cosβΓˆ
(2)
α + ei sinβΓˆ
(2)
α′ ,
with α 6= α′.
We have seen in Section II that Γˆ
(2)
α and Γˆ
(3)
α operators can be obtained using the Xˆ(Φ), Zˆ(Θ) and Uˆ(φ) gates,
that are all univocally related to specific linear optical elements: Xˆ(Φ) is a linear dephasing with slope Φ in the
kˆ space, that can be seen as a displacement in θˆ space. Equivalently, Zˆ(Θ) is a linear dephasing with slope Θ in
the θˆ space, that can be seen as a displacement in kˆ space. Both can be produced with a judiciously programed
Spatial Light Modulator (SLM) combined to Fourier gates, consisting of linear optical elements, as lenses and the free
propagation, or other SLMs, that perform the Fourier transform of a given transverse distribution. Finally, Uˆ(φ) is
the free propagation, a quadratic gate that can also be implemented/compensated, with the help of SLMs.
The interferometric scheme presented can also be generalized so as to create operators Γˆ
(3)
α , since as shown in Section
IV, such operators can be realized by a combination of Xˆ(Φ), Zˆ(Θ) and Uˆ(φ) gates. In general, such operations create
displacements such that it is always possible to create a set of d2 − 1 independent matrices leading to the definition
of SU(d)–type operators in θ¯k¯ dependent subspaces.
In the next subsection, we will present a systematic method of creating arbitrary operators Γˆ
(d)
α that has the
advantage of being geometrically intuitive. It is based in the same interferometric architecture as the one presented
in Fig. 4. However, operators Sˆ
(d)
α Dˆ
(d)
α are created by multiple reflexions of the transverse distribution with respect
to well chosen points in the transverse plane.
1. SU(d) generators by reflections
All SU(d) generators can be expressed as being either diagonal or equivalent to a Pauli operator acting on a
two-dimensional subspace of the overall d dimensional subspace. We have seen that the diagonal operators can be
implemented using an SLM, which can be programmed to apply a position-dependent phase to different regions of an
optical field. To construct the non-diagonal operators, we will make use of the decomposition in terms of 2× 2 Pauli
matrices acting on subspaces of the d-dimensional system.
We show now is that these operators can be constructed in the {θ¯, k¯} basis by manipulating the θ variables using a
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FIG. 6: (a) Reflection operator (blue box) reflects the region 2δθ around the axis (dotted line) located at θp. (b) Three
reflection operators can implement the operator Σˆ
(12)
2 . (c) Example of combinations of reflections leading to Σˆ
13
2 for d = 3, (d)
Example of combinations of reflections leading to Σˆ142 for d = 6.
series of reflection operators. In the next subsection we show how the reflection operators can be implemented using
optics. Let us define the reflection operator Rˆδθθp . The point θp defines the symmetry axis of the reflection, and δθ
defines the overall region in which the operator acts, as illustrated in Fig. 6 a). The operator Rˆδθθp can be written as
Rˆδθθp =
θp+δθ∫
θp−δθ
|2θp − θ′〉〈θ′|dθ′, (22)
which clearly takes θ′ into 2θp − θ′ when θ′ ∈ [θp − δθ, θp − δθ].
Any generalized Pauli operator can be written as a series of operators Rˆδθθp acting on different subspaces. In order
to illustrate this, let us define the notation Σˆ
(jk)
i , where j, k refer to the two particular regions which will be acted
upon by two-dimensional Pauli operators σˆi(θ) such that:
σˆ1(θ) = |θ〉〈θ| − |θ′〉〈θ′|
σˆ2(θ) = |θ〉〈θ′|+ |θ′〉〈θ| (23)
σˆ3(θ) = i|θ〉〈θ′| − i|θ′〉〈θ|
where θ is defined in the j region and θ′ in the k region.
We start by considering
∫ θp+δθ
θp−δθ σˆ2(θ)dθ, that can be identified to operator Σˆ
(12)
2 , as illustrated in Fig. 6 b). We can
see that ∫ θp+δθ
θp−δθ
σˆ2(θ)dθ = Σˆ
(12)
2 = Rˆ
pi
−pi2 Rˆ
pi
pi
2
Rˆ2pi0 (24)
Thus, in order to create operator Γˆ
(2)
2 , we can identify Sˆ
(2)
2 ≡ Σˆ(12)2 and Dˆ(d)α ≡ eiθˆ. Thus, in the output ports of the
interferometer depicted in Fig. 4, we have either 〈Re
[
Γˆ
(2)
2
]
〉 or 〈Im
[
Γˆ
(2)
2
]
〉, as in the previous section. Equivalently,
by using the interferometer depicted in Fig. 5, we can obtain Γˆ
(2)
2 |ψ〉. Thus, we can obtain Γˆ(2)2 |ψ〉 by sending the
state |ψ〉 through the reflection scheme depicted in Fig. 6 b). To measure the expection value of this operator, we
can combine the reflection scheme with the interferometer shown in Fig. 4. At the outputs we have either 〈Re
[
Γˆ
(2)
2
]
〉
or 〈Im
[
Γˆ
(2)
2
]
〉, as in the previous section.
Implementing Γˆ
(2)
3 requires only the application of an additional phase on the j and k regions, which can be done
with phase elements inserted between reflections. Theses phase elements are diagonal in the θ basis, and can be
implemented using an SLM, for example.
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reflection operators. b) Using quadratic phases to implement the
operator Σ(13)2 for d = 4.
Similar examples for d = 3 and d = 6 are shown in Fig. 6 (c) and (d). They show that it is indeed possible to create,
through reflections, the equivalent of an infinite sum of Pauli operators acting on a two-dimensional subspace of the
overall d dimensional subspace, i.e., the Σˆ
(jk)
i operators. These operators, combined to diagonal ones with properties
satisfying the conditions detailed in Section I, lead to arbitrary Γˆ
(d)
α operators in a systematic way.
2. Optical implementation of reflections
The implementation of these reflection operators is simple in may cases. For example, consider the transverse
spatial degree of freedom x of a photon, and define dimensionless θ accordingly. Then, Rˆδθθp is simply an optical
imaging system centered at θp that acts only in the region δθ. It is known that a 4f imaging system produces an
inverted image of the object, which is exactly the necessary reflection operation around the axis θp. This can be
implemented with the lens systems shown in Fig. 7 (a), showing how to produce Rˆ
3pi
2
pi
4
and Rˆ
pi
2
− 3pi4
. In red, we show
quadratic phase elements such as lenses. More realistically such quadratic phases are more easily produced by using
SLMs, which can be programmed to apply a quadratic phase only to certain regions of θ. The quadratic phase
corresponds to a lens with focal length f , and the distance between the lenses is z = 2f . The free propagation in also
represented by a quadratic phase of the form exp(if pˆ2/|p|) [35]. Using quadratic phases to implement the operator
Σˆ
(13)
2 is shown in Fig. 7 (b) for d = 4.
V. DETAILED DESCRIPTION AND INTERPRETATION OF THE SU(2)–TYPE OPERATORS
The θ¯, k¯ dependent basis is formed by pairs of states |{θ¯, k¯}〉 and |{θ¯ − pi, k¯}〉 in the circle (see Fig. 1 (a) in the
main text). By considering two diametrically opposed states |θ〉 and |θ−pi〉, we have that, in the modular basis, they
13
relate as: 
|θ〉 =
∫ 1
0
dk¯e−ik¯θ¯/2|{θ¯, k¯}〉
|θ − pi〉 =
∫ 1
0
dk¯e−ik¯(θ¯−pi)/2|{θ¯ − pi, k¯}〉 where θ ∈ ]0, pi[ (25)
(Notice that θ¯ ∈ ]0, pi[ , θ − pi = θ¯ − pi)
Hence, the non diagonal operators between the two modular states are:
{
e−ik¯
pi
2 |{θ¯ − pi, k¯}〉〈{θ¯, k¯}|, eik¯ pi2 |{θ¯, k¯}〉〈{θ¯ − pi, k¯}|} (26)
Using the operations defined in Section II of Supplementary Material and the interferometric set–up introduced in
Section II, we can compute Uˆ [ϕ]Z(K)U† [ϕ] with K = ±1 and ϕ = pi2 . We obtain that:
Uˆ
[pi
2
] (
Zˆ(1) + Zˆ(−1)
)
Uˆ†
[pi
2
]
=
∫ 1
0
dk¯
pi∫
0
dθ¯eiθ¯e−ik¯pi
[
ie−ik¯
pi
2 |{θ¯ − pi, k¯}〉〈{θ¯, k¯}|+ h.c.]
+ e−iθ¯eik¯pi
[
ie−ik¯
pi
2 |{θ¯ − pi, k¯}〉〈{θ¯, k¯}|+ h.c.] (27)
= 2
∫ 1
0
dk¯
pi∫
0
dθ¯ cos
(
θ¯ − k¯pi) [ie−ik¯ pi2 |{θ¯ − pi, k¯}〉〈{θ¯, k¯}|+ h.c.]
Writing (27) in its matrix form in the basis{
e−ik¯
pi
2 |{θ¯ − pi, k¯}〉, |{θ¯, k¯}〉} , (28)
we have:
Uˆ
[pi
2
] (
Zˆ(1) + Zˆ(−1)
)
Uˆ†
[pi
2
]
= 2
∫ 1
0
dk¯
∫ pi
0
dθ¯ cos
(
θ¯ − k¯pi)( 0 i−i 0
)
(θ¯, k¯) (29)
that is the integral of Pauli operators over the whole circle, since the matrix in Eq. (29) can be written as σˆ3(θ¯, k¯),
i.e., a θ¯, k¯ dependent Pauli matrix.
Analogously, the other 2 {θ¯, k¯} dependent Pauli matrices can be defined, up to a global phase in the basis state
(see (28)), as in Eq. (3) of the main text:
σˆ1(θ¯, k¯) ≡ |θ¯, k¯〉〈θ¯, k¯| − |θ¯ + pi, k¯〉〈θ¯ + pi, k¯|
σˆ2(θ¯, k¯) ≡ |θ¯, k¯〉〈θ¯ + pi, k¯|+ |θ¯ + pi〉〈θ¯, k¯| (30)
σˆ3(θ¯, k¯) ≡ i
(|θ¯, k¯〉〈θ¯ + pi, k¯| − |θ¯ + pi〉〈θ¯, k¯|)
Notice that the redefinition of the basis state does not change qualitatively our main results. However, it is at the
origin of the appearance of a k¯ dependence of function F θ¯, k¯ defined in Section I.
From the previous discussions, we can identify
Γˆ
(2)
1 = Zˆ(1) + Zˆ(−1) =
∫ 1
0
dk¯
pi∫
0
dθ¯ cos
(
θ¯ − k¯pi) σˆ1(θ¯, k¯)
Γˆ
(2)
3 = Uˆ
[pi
2
] (
Zˆ(1) + Zˆ(−1)
)
Uˆ†
[pi
2
]
= −
∫ 1
0
dk¯
pi∫
0
dθ¯ cos
(
θ¯ − k¯pi) σˆ3(θ¯, k¯)
(31)
where σα(θ¯, k¯), α = 1, 2, 3 are the 3 Pauli matrices in the basis
{
e−ik¯
pi
2 |{θ¯ − pi, k¯}〉, |{θ¯, k¯}〉}
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We show now how to obtain σˆ2(θ¯, k¯) and Γˆ
(2)
2 (θ¯, k¯) with the introduced linear and quadratic optical gates. For
such, we use Zˆ
(
1
2
)
= e−i
1
2 θˆ
For θ¯ ∈ ]0, pi[, we have:
Zˆ
(
−1
2
)
Uˆ
[pi
2
] (
Zˆ(1) + Zˆ(−1)
)
Uˆ†
[pi
2
]
Zˆ
(
1
2
)
(32)
= 2
∫ 1
0
dk¯
pi∫
0
dθ¯ cos
(
θ¯ − k¯pi) [e−ik¯ pi2 |{θ¯ − pi, k¯}〉〈{θ¯, k¯}|+ h.c.] (33)
Its matrix form in basis
{
e−ik¯
′ pi
2 |{θ¯ − pi, k¯}〉, |{θ¯, k¯}〉} can be expressed as:
Γˆ
(2)
2 = Zˆ
(
−1
2
)
Uˆ
[pi
2
] (
Zˆ(1) + Zˆ(−1)
)
Uˆ†
[pi
2
]
Zˆ
(
1
2
)
= 2
∫ 1
0
dk¯
pi∫
0
dθ¯ cos
(
θ¯ − k¯pi)(0 1
1 0
)
(θ¯, k¯)) (34)
= 2
∫ 1
0
dk¯
pi∫
0
dθ¯ cos
(
θ¯ − k¯pi) σˆ2(θ¯, k¯). (35)
Using the modular variable formalism and operations, we have thus demonstrated that we can obtain operators that
are integrals of all the SU(2) generators for different {θ¯, k¯} dependent basis. In the example studied, the “weight”
function ζ
(2)
α = cos (θ¯ − k¯pi) is the same for all α. However, the cosine function can be replaced with any function
verifying the conditions presented in Section I and is therefore quite general.
We conclude by connecting the “recipe” presented here to create the Γˆ
(2)
α operators with linear optical operations
and the operators Sˆ
(2)
α introduced in the main text. This can be done simply by defining a diagonal operator Dˆ
(d)
α in
the θ¯, k¯ space. This operator not necessarily satisfies the conditions imposed in Section I. The idea is that we can
express the operators Γˆ
(d)
α as
Γˆ(d)α = Sˆ
(d)
α Dˆ
(d)
α + Dˆ
(d)†
α Sˆ
(d)†
α = 2Re
[
Sˆ(d)α Dˆ
(d)
α
]
, (36)
an expression that is valid in the particular case of d = 2 as well. From Section II, we see that Eq. (36) corresponds
to the operators created in the exit port of the introduced interferometers. Moreover, expression (36) explicits the
fact that operators Γˆ
(d)
α are observables.
VI. EXAMPLES OF SU(3)–TYPE OPERATORS
An example of solution to conditions imposed in Section I is F (θ¯, k¯) = eiθ¯−k¯
2pi
3 . This implies that cn = e
2pini
3 and
F(θ¯, k¯) = eiθ¯−k¯ 2pi3 . Thus, we have that ∆ˆ can be written as:
∆ˆ =
∫ 2pi
0
dθ¯dk¯ei(θ¯−k¯
2pi
3 )(|{θ¯, k¯}〉〈{θ¯, k¯}|+ ei 2pi3 |{θ¯ + 2pi
3
, k¯}〉〈{θ¯ + 2pi
3
, k¯}|+ ei 4pi3 |{θ¯ + 4pi
3
, k¯}〉〈{θ¯ + 4pi
3
, k¯}|). (37)
By defining
Γˆ
(3)
3 =
∫ 2pi/3
0
dθ¯ cos (θ¯ − k¯ 2pi
3
)λˆ3(θ¯, k¯) + sin (θˆ − k¯ 2pi
3
)λˆ8(θ¯, k¯)
Γˆ
(3)
8 =
∫ 2pi/3
0
dθ¯ sin (θ¯ − k¯ 2pi
3
)λˆ3(θ¯, k¯)− cos (θ¯ − k¯ 2pi
3
)λˆ8(θ¯, k¯), (38)
where the λˆα(θ¯, k¯), with α = 1, ..., 8 matrices are the Gell-Mann matrices in the subspaces |{θ¯, k¯}〉, |{θ¯+2pi/3, k¯}〉, |{θ¯+
4pi/3, k¯}〉, we see (37) can be re-expressed, for d = 3, as:
∆ˆ = Γˆ
(3)
3 + iΓˆ
(3)
8 = (39)∫ 2pi/3
0
∫ 1
0
dθ¯dk¯
[
cos (θ¯ − k¯ 2pi
3
)λˆ3(θ¯, k¯) + sin (θˆ − k¯ 2pi
3
)λˆ8(θ¯, k¯) + i(sin (θ¯ − k¯ 2pi
3
)λˆ3(θ¯, k¯)− cos (θ¯ − k¯ 2pi
3
)λ¯8(θ¯, k¯))
]
.
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Thus, Eq. (4) in the main text is such that
ζ
(3)
3 (θ¯, k¯) = cos (θ¯ − k¯
2pi
3
)
γˆ3(θ¯, k¯) = λˆ3(θ¯, k¯) + tan (θ¯ − k¯ 2pi
3
)λˆ8(θ¯, k¯)
ζ
(3)
8 (θ¯, k¯) = sin (θ¯ − k¯
2pi
3
)
γˆ8(θ¯, k¯) = λˆ3(θ¯, k¯)− cotan(θ¯ − k¯ 2pi
3
)λˆ8(θ¯, k¯) (40)
The operators γˆ3(θ¯, k¯) and γˆ8(θ¯, k¯) are linearly independent for all θ¯, k¯, i.e., in all the continuum of 3 dimensional
subspaces. Again, starting from Eq. (37) provides one possible solution, and others with some k¯ dependency,
for instance, are also possible, as mentioned in Section I. By comparing this expression to the discussion on the
experimental implementation presented in Section II, we see that by setting Dˆ
(3)
α = ∆ˆ (that corresponds to putting
SLMs in each arm of the interferometer in Fig. 2) and Sˆ
(3)
α = 1 we have, in each exit port of the interferometer, the
equivalent of the action of operators Γˆ
(3)
3 and Γˆ
(3)
8 .
We will show now that the 6 other non-diagonal independent generators can always be created in such subspaces
by using the operations defined in Section II: Uˆ(ϕ), Xˆ(Θ) and Zˆ(K). For such, we set K = ±1 and ϕ = pi/2 and
consider a varying Θ. The value of Θ determines α. This can be seen by computing
X† (Θ)U
[pi
3
]
(Z(1) + Z(−1))U†
[pi
3
]
X (Θ) =
∫ 1
0
k¯
2pi
3∫
0
θ¯
(
e−ik¯
2pi
3 ei(θ¯+Θ)
 0 0 ei 2pi3e−i 2pi3 0 0
0 1 0

+ eik¯
2pi
3 e−i(θ¯+Θ)
 0 ei 2pi3 00 0 1
e−i
2pi
3 0 0
), (41)
that can be re-expressed as
Cˆ(Θ) =
∫ 1
0
dk¯
2pi
3∫
0
dθ¯(cos (θ¯ + Θ− 2pi
3
− k¯ 2pi
3
)λˆ1(θ¯, k¯)) + sin (θ¯ + Θ− 2pi
3
− k¯ 2pi
3
)λˆ2(θ¯, k¯))
− cos (θ¯ + Θ + 2pi
3
− k¯ 2pi
3
)λˆ4(θ¯, k¯))− sin (θ¯ + Θ + 2pi
3
− k¯ 2pi
3
)λˆ5(θ¯, k¯)) (42)
+ cos (θ¯ + Θ− k¯ 2pi
3
)λˆ6(θ¯, k¯)) + sin (θ¯ + Θ− k¯ 2pi
3
)λˆ7(θ¯, k¯)).
From (42), we can chose 6 values of Θ, Θi, i = 1, ..6, such that [Cˆ(Θi), Cˆ(Θj)] 6= 0 ∀ i, j with i 6= j. This means that
for every {θ¯, k¯} dependent tridimensional subspace, we can find a set of 8 independent traceless matrices. The fact
that the weight function ζ
(d)
α is not the same for every α simply means that this set is not the same for each {θ¯, k¯}
dependent subspace.
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