Abstract-Estimation methods for the multivariable frequency response function are analyzed, both in open and closed loop. Expressions for the bias and covariance are derived and the usefulness of these expressions is illustrated in simulations of an industrial robot where the different estimators are compared. The choice of estimator depends on the signal-tonoise ratio as well as the measurement setup and a bias-variance trade-off.
I. INTRODUCTION
This paper studies the properties of some frequency response function (FRF) estimation methods for multivariable systems, both for open loop and closed loop data. Estimates of the FRF give valuable information about the dynamics of a system and are often used as an intermediate step in a parametric identification process to assess the quality of the measurements and visualize the complexity of the modeling problem. In a second step, a parametric model can be estimated, either by, 1) treating the estimated FRF as a measurement and minimize the distance between the model and the estimated FRF as is done in, e.g., experimental modal analysis [1] , or, 2) directly from the measured input and output data, [2] , [3] .
The paper mainly deals with the H 1 estimator, but three other estimators will be treated as well in various degrees: the arithmetic mean (ARI) estimator, the joint input-output (JIO) estimator, and the errors-in-variables (EIV) estimator. These estimators will be described in more detail in the next section, see also [1] , [4] - [9] .
Previous studies of the performance of the EIV and H 1 estimators for multivariable systems are presented in, e.g., [1] , [4] , [10] for open loop data and [11] contains some early work for closed loop data. The open loop covariance expressions from the two papers [4] and [10] will here be combined and covariance expressions for the H 1 , ARI, and EIV estimators are presented. For closed loop data, an asymptotic expression for the bias of the H 1 estimator is derived together with asymptotic covariance expressions for the JIO and EIV estimators, as well as approximate covariance expressions for the H 1 and ARI estimators.
For the numerical illustration, a simulation model of an industrial robot will be used. The robot application is interesting since it gives many challenging problems for This work was supported by the VINNOVA competence center ISIS at Linköping University and the Swedish Research Council (VR). The authors also want to thank Martin Enqvist for inspiring discussions.
E. Wernholt and S. Gunnarsson are with the Department of Electrical Engineering, Linköpings universitet, SE-58183 Linköping, Sweden {erikw,svante}@isy.liu.se system identification methods, such as a multivariable nonlinear system, oscillatory behavior, and data collection under feedback control. An overview of identification in robotics can be found in [12] . See also [13] - [15] for examples where FRF estimates are used for the identification of parametric robot models. The simulation results are evaluated using the derived bias and variance expressions. Experimental results from real robots are presented in, e.g., [16] and [17] .
II. THE ESTIMATION METHODS
The setup considered in this paper is given by
where G(q) is the n y ×n u multivariable discrete-time transfer operator, with q being the shift operator, and v(t) is the measurement noise. The input and output signals, u(t) ∈ R nu and y(t) ∈ R ny , are measured at time instants t n = nT s , n = 1, 2, . . . , N , with sample time T s .
To avoid leakage effects in the discrete Fourier transform (DFT), which is used by the identification methods, the input signal, u(t), is assumed to be N P -periodic and an integer number of periods, P , of the steady state response is collected, giving N = P N P samples for each experiment. Consider now the DFTs of the input and output signals
where only the N P frequencies ω k = k 2π N P Ts , k = 1, 2, . . . , N P are considered. Given periodic data, the following linear mapping holds exactly in the noise-free case
where G(e jω k Ts ) ∈ C ny×nu is the FRF. To be able to extract G(e jω k Ts ) from data, at least n u different experiments are needed. The data vectors from n e ≥ n u different experiments will be collected into matrices (bold face in the sequel) where each column corresponds to one experiment. The inputoutput relation can then be written as
where U(ω k ) ∈ C nu×ne and Y(ω k ) ∈ C ny×ne . If U(ω k ) has rank n u , an estimate of G(e jω k Ts ) can be formed using the H 1 estimator [1] , [4] , [5] 
The H 1 estimator (3) can still be used, but the estimate will contain errors due to the noise. In general the choice of excitation signal offers a large freedom in terms of frequency contents, magnitude, etc., as long as the matrix U(ω k ) has rank n u . In this paper, the orthogonal random phase multisine signal will be used. This signal has been suggested in [10] and [18] to minimize the variance (det σ 2 G , cf. (10)) given certain amplitude constraints for the input signal. Assuming
is a random phase multisine signal, and T is an orthogonal matrix. A scalar random phase multisine signal u(t) can be written as
with amplitudes A k , frequencies ω k chosen from the grid { 2πl N P Ts , l = 1, . . . , N P /2 − 1} (N P even), and random phases φ k uniformly distributed in [0, 2π). The optimal matrix T, with constraints |T il | ≤ 1, is given by [18] T il = e 2πj nu (i−1)(l−1) .
For the single input, single output (SISO) case, a number of different FRF estimators have been suggested in the literature (see, e.g., [5] and [6] ), which all have different properties regarding bias (for the output noise case only in closed loop) and variance. These estimators can often be generalized to the multiple input, multiple output (MIMO) case, as for the H 1 estimator (3). By using (5a), (3) can be rewritten aŝ
(For notational simplicity, the frequency argument will be omitted when not explicitly needed.) Another useful estimator is the arithmetic mean estimator [5] , [9] 
If the reference signal is measured, an asymptotically (n e → ∞) unbiased estimator has been proposed in [6] , which can be generalized to the MIMO case as [1] , [7] 
where R is the reference DFT matrix, see (16) [1] , [7] . By using (5a), (8) is rewritten aŝ
. 
The EIV estimator does not require the reference signal to be known and this is also the maximum likelihood estimator for normally distributed noise [4] .
III. OPEN LOOP ERROR ANALYSIS
In this section, the estimators will be analyzed for open loop data. The analysis of the H 1 estimator is closely related to the work in [1] , [4] , [10] . In [10] , covariance expressions are derived when the orthogonal multisine signal (5) is used as input. The MIMO system is there viewed as n y separate MISO systems with output noise. Implicitly, the output noise is assumed to be independent over the different outputs so expressions for the covariance between different rows inĜ are not presented. In this paper, the MIMO system will be considered without such noise assumption, which can be seen as applying (5) to Theorem 1. In addition, the ARI and EIV estimators are treated. These results will be extended to the closed loop case in Section IV.
A. Noise Assumptions
Assumption 1: For each of the n e experiments, the DFT of the noise, V (ω k ) satisfies
. . , n f , with E(X) the expected value of X. V (ω k ) is therefore circular complex. In addition, it is assumed that the noise is independent and identically distributed over the n e different experiments.
This assumption is common and justifiable in most practical circumstances 3 and enables us to obtain the following result for the covariance of V(ω k ).
Lemma 1: Consider the DFT matrix V(ω k ) ∈ C ny×ne in (4). Under Assumption 1, the covariance σ
, where ⊗ is the Kronecker product. 1 Synchronized measurements here means that all U (m) are equal, except for noise. This can easily be achieved by using one orthogonal multisine signal with multiple periods, where each period then is treated as a "block". 2 Measurements y(t) = G(q)u(t) + vy(t) and u(t) + vu(t) with measurement noise vu(t) and vy(t). 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrA11.1
V will then be a block matrix with blocks E(V i V H j ) ∈ C ny×ny . Expanding this expression and using Assumption 1 gives
will therefore be a block-diagonal matrix with σ 2 V in all the diagonal blocks, which can be written as I ⊗ σ 2 V .
B. Bias and Covariance
The bias and covariance of the H 1 estimator (3) will now be derived in the following theorem. The same result can be found in [1, p. 24] and [19, Theorem 8.2.5 ], see also [4] . Theorem 1: Consider the H 1 estimator (3) and assume an open loop setup (4) where U(ω k ) and V(ω k ) are independent and the noise fulfills Assumption 1. Then, the estimatê G H1 (e jω k Ts ) will be unbiased and the covariance σ
The estimation errorG H1 can be rewritten as
follows since E(V) = 0 and U and V are independent. For the covariance, vecG H1 can be rewritten as vecG
in the second step since U and V are independent, Lemma 1 in the third step, and (A⊗B)(C ⊗ D) = (AC) ⊗ (BD) twice in the fourth step.
Continuing the error analysis with the orthogonal multisine signal (5) gives the following results (cf. [10] ).
Corollary 1: Using an orthogonal multisine signal (5) with T from (6) simplifies σ
and the variance of each element inĜ H1 to
Proof: Follows by noting that TT H = n u I for (6) as
This means that different columns inĜ H1 are uncorrelated and that the covariance for a certain column is inversely proportional to the total input power in that particular input channel. Note that if another type of excitation signal U is used, without the property that UU H is diagonal, then the covariance is increased and the columns inĜ H1 will be correlated. The variance (12) is given by a noise-to-signal ratio, where σ 2 V,ii is the noise variance in output i and the denominator is the total power for input j during the n e experiments.
The covariance for the ARI and EIV estimators, (7) and (9), can easily be derived, similarly to the proof of Theorem 1,
The H 1 , ARI, and EIV estimators coincide in case all U (m) are equal. The ARI and H 1 estimators coincide also when using the orthogonal multisine signal with the same magnitude in all blocks, |U
In other cases the covariance is typically larger for the ARI estimator than the H 1 estimator, and the EIV estimator can have infinite covariance.
All estimators are unbiased in the case of open loop data and output noise. The EIV (and JIO) estimators are in addition unbiased in the error-in-variables case and for closed loop data, which will be treated next.
IV. CLOSED LOOP ERROR ANALYSIS
In this paper, the aim is to analyze also the properties of the estimation methods in a closed loop setup. Therefore, let the input in (1) be given by
where F (q) is the controller and r(t) ∈ R ny is the reference signal. For simplicity, n y = n u will be assumed in this section (n y ≥ n u is enough for most expressions). The input DFT matrix U(ω k ) is then given by
where
A. Bias
Since U and V now are correlated, the H 1 estimator (3) will be biased. To analyze the bias, we will assume a closed loop setup according to (1) and (15), where the noise fulfills Assumption 1 and R and V are independent and uniformly bounded. The estimation error is given bỹ
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Calculating the bias EG H1 is hard due to the matrix inverse, even though Taylor expansions can be used, see [8] , [9] . Instead, consistency will first be considered, whereĜ H1 is said to be (strongly) consistent if a.s.lim ne→∞Ĝ H1 = G. This analysis will use some fundamental results for stochastic limits, see, e.g., [5, Ch. 14] for a summary.
With suitable assumptions on V to avoid inversion of a singular matrix 4 ,G H1 is uniformly bounded and continuous, viewed as a function of V and R. The almost sure limit (a.s.lim) and a continuous function may be interchanged, such that the limit can be moved into the expression as a.s.lim
The sums a.s.lim
, of independent and uniformly bounded variables can, by the strong law of large numbers, be replaced by expectation, which gives a.s.lim
The estimator is therefore inconsistent. ForG H1 uniformly bounded, a.s.lim ne→∞G H1 = lim ne→∞ E(G H1 ), which means that (18) also is an expression for the asymptotic bias. Using G
For frequencies where the signal-to-noise ratio (SNR) is poor, the estimate will tend to the inverse controller. If σ 
such that the asymptotic relative bias (lim ne→∞ E(G H1 ij )/G ij ) will be (approximately) proportional to the noise-to-signal ratio.
These bias expressions could be compared with the expressions for the ARI estimator (7) in the SISO case [5] 
which indicate a huge difference for large SNRs. A similar difference can be seen also in the MIMO case. When the SNR is small, on the other hand, the ARI estimator will deteriorate since U (m) could loose rank for some blocks, giving infinite covariance. The H 1 estimator is, in that respect, a more robust estimator. For closed loop data, the EIV and JIO estimators should also be considered since they are consistent and asymptotically unbiased, which can be seen by studying their estimation errors
and using similar arguments as forG H1 , see also [1] . A problem with the asymptotic bias expressions (18)- (20) is that for large SNRs, n e must be fairly large until these expressions are useful, mainly due to the variance of X =
H . To see this, assume for simplicity normally distributed noise and σ 
/n e . For the matrix to be diagonal dominant, we require (βα + β 2 )/n e ≪ α 2 , or n e ≫ 1 + α/β, where α/β is the SNR.
B. Covariance
It is hard to obtain exact covariance expressions for the considered estimators for the closed loop case since the noise appears in the matrix inverse. However, for the JIO estimator an asymptotic expression is given by the following theorem.
Theorem 2: Consider the JIO estimator (8) and assume a closed loop setup according to (1) and (15) , where the noise fulfills Assumption 1 and R and V are independent and uniformly bounded. The covariance is then asymptotically (n e → ∞) given by
with G −1 u = G + F −1 . Proof: (sketch) Consider the estimation error (22). The matrix inverse will be dominated by [
u is then a valid approximation for large n e . This corresponds to using U = G u R in (11) and the covariance (23) is therefore obtained by inserting U = G u R into (10) . Even though this is an asymptotic covariance expression, it still gives valuable insight to how the covariance is affected by the closed loop setup, even for a finite number of experiments n e . The validity for finite n e will depend both on the SNR and n e .
To obtain covariance expressions for the remaining estimators, the following approximation will be used
which requires V ≪ R in order to be valid for the H 1 and ARI estimators. Using (24) for the EIV estimator will 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrA11.1
give the asymptotic covariance expression, similarly as for the JIO estimator. The approximation (24) can be viewed as neglecting the noise in the feedback loop. Inserting (24) into the open loop expressions from the previous section then yield:
According to the stated expressions (23), (25)- (27), the four estimators will have the same covariance in case all R (m)
are equal. Except for the EIV estimator, the expressions coincide also when using the orthogonal multisine signal (28) with the same magnitude in all blocks, |R
However, when the SNR is reduced, the covariance of the H 1 and ARI estimators will deviate from the approximate expressions, typically giving a larger covariance for the ARI estimator and a lower covariance for the H 1 estimator. This can also be seen in the numerical illustration in the next section. Now, similar expressions to Corollary 1 will be derived using the orthogonal multisine signal
as in (5) with T from (6). This parameterization corresponds to an optimal experiment design given output amplitude constraints, compared to the open loop case (5) when having input amplitude constraints. If we actually have input constraints in the closed loop case,
Corollary 2: Using an orthogonal multisine signal (28) with T from (6) simplifies the covariance of the JIO and H 1 estimators to
The variance of each element inĜ can be written as
One immediately notes that to reduce the variance, the reference signal should be as large as possible. In addition, a large gain controller will also reduce the variance. Actually, F = −G −1 , would give zero error but is unrealistic since it corresponds to a marginally stable system and infinite input power. If the noise variance is the same for the different outputs, then all elements in a column will have the same variance. The variance will typically vary between different columns so for a symmetric system (|G ij | = |G ji |), the variance will usually be non-symmetric (σ
). Small elements in a column will also, in general, have a larger relative error (σĜ ij /|G ij |).
V. NUMERICAL ILLUSTRATION
As a numerical illustration, a simulation model of an industrial robot will be used. The model G(q) is a linearized version of a nonlinear state-space model from [13] with 24 states, describing the dynamics of the first three axes (n u = n y = 3) from applied motor torque to achieved motor velocity (the FRF of G can be seen in all the figures). The controller F (q) is a diagonal PI controller with a gain of 8 dB in the excited frequency interval. A sample period of T s = 0.5 ms is used with N = N P = 10 4 samples from the steady state response.
As excitation, the orthogonal multisine signal (6) and (28) First, consider the 22 dB case and the three estimators: H 1 (3), ARI (7) and JIO (8) . The bias EG and variance σ 2 G (actually the standard deviation σĜ) of the estimators are plotted in Figs. 1 and 2 , respectively. In addition are the bias expression for the H 1 estimator, (18) , and the variance expression (29) plotted. Note that all four covariance expressions, (23), (25)-(27), coincide for the excitation used in this illustration. That can also be seen in Fig. 2 , where the variance is approximately the same for the three estimators and the variance expression is fairly accurate.
As was mentioned in the end of Section IV, the variance is non-symmetric, which can be seen by comparing elements (1, 3) and (3, 1) in Fig. 2 . For small elements, the relative error is also larger, which can be seen by, e.g., comparing elements (1,1) and (3,1) in Fig. 2 . This is inherent in all the studied estimation methods.
The bias of the ARI and JIO estimators, see Fig. 1 , are approximately the same and always equal to or lower than for the H 1 estimator. The asymptotic bias expression (18) is a lower limit for the bias of the H 1 estimator and there is a good match when G is large, especially for the diagonal elements. In this simulation, σ would be equal to α, then the bias isG ij = α l (G lj + F −1 lj ), i.e., the same bias for all elements in a given column. That is almost the case here since M = 100 is not large 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrA11.1 enough, which explains the behavior for the off-diagonal elements in Fig. 1 . To see the different properties of the three estimators, the SNR is reduced to 3 dB and the bias and variance are plotted in Figs. 3 and 4 , respectively. As can be seen, there is now a big difference both in bias and variance. The H 1 estimator gives largest bias and smallest variance and the JIO estimator gives smallest bias and a smaller variance than the ARI estimator. The JIO estimator should therefore be used if the reference signal is measured, or the EIV estimator in case the measurements are synchronized and the same excitation is used in all blocks. The variance expression (29) predicts the variance of the JIO estimator fairly accurately, but the bias expression (18) for the H 1 estimator differ quite much here. The validity of the bias expression with respect to the SNR therefore needs further studies.
Since the properties of the EIV and JIO estimators coincide for certain excitations, one might wonder which one is the preferred choice. Assuming a linear system, there is no point in using different realizations of the orthogonal multisine signal in the different blocks. Instead can the same excitation be applied for numerous periods, treating each period as a "block" (which is the case in these simulations). As long as the measurements can be synchronized, the EIV estimator is then the preferred choice. Both since the measurements of the reference signal are not needed and in case there are any nonlinearities in the feedback loop. On the other hand, consider the case with a nonlinear system and the aim to find a linear approximation of the system. Then it is crucial to use different realizations of the orthogonal multisine signal to find the best linear approximation [17] , [18] and the EIV estimator cannot be used. The choice therefore depends on the measurement setup as well as assumptions about if the system is linear or not.
VI. CONCLUSIONS
In this paper, four FRF estimation methods (H 1 , ARI, JIO, EIV) for multivariable systems have been studied.
Covariance expressions for open loop data are presented for the H 1 , ARI, and EIV estimators. For closed loop data, an asymptotic expression for the bias of the H 1 estimator is derived together with asymptotic covariance expressions for the JIO and EIV estimators, as well as approximate covariance expressions for the H 1 and ARI estimators.
In the simulations, all estimators give approximately the same variance for large SNRs and the bias of the H 1 estimator is larger or equal to the bias of the ARI and JIO estimators (JIO and EIV coincide in the simulations). For small SNRs, the H 1 estimator gives largest bias and smallest variance and the JIO estimator gives smallest bias and a smaller variance than the ARI estimator. Among these estimators, either the JIO or EIV estimator is the preferred choice, depending on if the reference signal is measured or if the same excitation is used in all blocks with synchronized measurements. Otherwise, the ARI estimator should be used if the SNR is guaranteed to be large enough in all blocks (since each U (m) must be invertible, see also (13)). If that cannot be guaranteed, the H 1 estimator should be used. The H 1 estimator is also a good choice if the bias is negligible. The proposed covariance expressions predict the covariance fairly accurately, especially for the JIO estimator, but the bias expression (18) for the H 1 estimator differ quite much for small SNRs. 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrA11.1
