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Abstract
We study the anisotropic Heisenberg spin-glass model in a three-dimensional hierarchical lattice
(designed to approximate the cubic lattice), within a real-space renormalization-group approach.
Two different initial probability distributions for the exchange interaction (Jij), Gaussian and
uniform, are used, with zero mean and width J¯ . The (kT/J¯) × ∆0 phase diagram is obtained,
where T is the temperature, ∆0 is the first moment of the probability distribution for the uniaxial
anisotropy, and k is the Boltzmann constant. For the Ising model (∆0 = 1), there is a spin-glass
phase at low temperatures (high J¯) and a paramagnetic phase at high temperatures (low J¯). For the
isotropic Heisenberg model (∆0 = 0), our results indicate no spin-glass phase at finite temperatures.
The transition temperature between the spin-glass and paramagnetic phase decreases with ∆0, as
expected, but goes to zero at a finite value of the anisotropy parameter, namely ∆0 = ∆c ∼ 0.59.
Our results indicate that the whole transition line, between the paramagnetic and the spin-glass
phases, for ∆c ≤ ∆0 < 1, belongs to the same universality class as the transition for the Ising spin
glass.
PACS numbers: 75.10.Hk; 64.60.Ak; 64.60.Cn
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I. INTRODUCTION
Considerable attention during the last decade has been devoted to the investigation of
systems displaying spin-glass (SG) order. Numerical studies [1] have revealed that the SG
phase transition occurs in the three-dimensional Ising model (strongly anisotropic system),
indicating that the lower critical dimension for the Ising SG would be dl = 2. On the
other hand, many real materials that show SG order are Heisenberg-like rather than Ising-
like, in the sense that the magnetic anisotropy is considerably weaker than the isotropic
exchange interaction. Some Monte Carlo simulations [2, 3] have indicated that the isotropic
three-dimensional classical Heisenberg SG with finite-range interaction does not exhibit the
conventional SG order at finite temperatures in zero field, while Lee and Young [4] found
such an ordered phase at finite temperatures for this model.
Experiments clearly demonstrate the existence of order at finite temperatures in
Heisenberg-like SG systems [5], where the chirality-driven mechanism proposed by Kawa-
mura [3, 6] can be interpreted consistently to explain some of the puzzles concerning the
experimentally observed SG transition in zero field [5]. Note that the numerical observa-
tion of a finite-temperature chiral-glass (CG) transition (TCG > 0) in the three-dimensional
classical Heisenberg SG is not inconsistent with the earlier observation of the absence of the
conventional SG order at finite temperatures (Tc = 0). In Refs. 3 and 6 it is suggested
that the SG-paramagnetic critical temperature obeys Tc < TCG, and quite possibly Tc = 0
in three dimensions. In the presence of a small random magnetic anisotropy, which always
exists in real experimental situations, an SG phase is expected to emerge as a result of the
fact that the anisotropy mixes the two degrees of freedom, spin and chirality. Therefore, in
the chirality-driven mechanism the SG phase transition experimentally observed in a class
of compounds such as CuMn is essentially governed by the CG fixed point.
Note, however, that some numerical results support that the SG transition temperature
might coincide with the CG transition temperature, i.e., Tc = TCG > 0[4, 7], in contrast
with the results of Refs. 3 and 6 (which show that in three dimensions the spin and the
chirality are decoupled on sufficiently long length scales, with Tc < TCG). Therefore, the
presence of SG order in the three-dimensional short-range Heisenberg SG is still an open
question. In four or more dimensions, there is numerical evidence of a phase transition [8],
and so the lower critical dimension dl for the short-range Heisenberg spin glass should satisfy
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3 ≤ dl < 4.
On the other hand, various types of anisotropies have a profound influence on the
SG phase such as Dzyaloshinski-Moriya (DM), dipolar coupling, and uniaxial. A weak
anisotropy is crucially important in realizing a finite-temperature SG transition, which causes
a crossover from the isotropic Heisenberg behavior to the anisotropic Ising behavior. The
expected Heisenberg-to-Ising crossover, however, has not been observed experimentally, and
this puzzle has remained unexplained. Using a hybrid Monte Carlo method in the short-
range ±J Heisenberg spin glass with random anisotropy of a DM type (D) on a simple
cubic lattice [9], it has been shown that for small values of D, the transition temperature
vanishes as Tc
J
≃ 0.53 (D
J
)1/4
. This result is consistent with those found by Morris et al. [10]
based on a scaling argument. When the spin interactions are of long-range Ruderman-Kittel-
Kasuya-Yoshida (RKKY) type, the critical temperature has a much weaker dependence on
the anisotropy, namely Tc
J
≃ [ln(J/D)]−1/2 (D <<< J) [11]. These two studies indicate
that in the isotropic limit (D = 0) there is no SG order at finite temperatures, i.e, Tc = 0.
However, this result has recently been challenged [4]. To the best of our knowledge, the only
previous work on a spin-glass model with uniaxial anisotropy is the one by Matsubara et
al. [12], where it is speculated that this anisotropy does not lead to an SG phase at finite
temperatures.
Another question, which is particularly significant, is the study of quantum effects in the
theory of spin glasses [13]. From the theoretical point of view, it is well known that quantum
spin glasses, in comparison with their classical counterparts, are far from being trivial, due
to the noncommutativity of the spin operators involved (see, for example, the discussion for
the quantum transverse Ising SG model with short- and long-range interactions, in Refs. 14
and 15, respectively). In the limit of very low temperatures the role of quantum fluctuations
in pure or disordered systems becomes more and more important. At the critical point
itself, fluctuations exist over all scales. At moderate temperatures, quantum fluctuations
are usually suppressed in comparison with thermal ones. At low temperatures, however,
quantum fluctuations, specially in low-lying states, may dominate and strongly influence
the critical behavior of the system. There are a few works on quantum Heisenberg SG, but
only infinite-range-interaction models have been treated [16].
Our motivation for this work is the well known fact that the anisotropy may change the
nature of phase transitions in a fundamental way, and may induce the appearance of an SG
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phase in the three-dimensional short-range Heisenberg model. Also, the quantum influence
in the phase diagram is a matter of intrinsic interest, particularly from the experimental
point of view, with relation to high-temperature superconductor materials [17]. Aharony et
al. [18] suggested a mechanism in which doping by holes introduces ferromagnetic bonds
into an otherwise antiferromagnetic quantum spin-1/2 Heisenberg model. These holes are
localized in the insulating antiferromagnetic phase and their effect can be well approximated
by a quenched random distribution of ferromagnetic bonds which display an SG phase at
low temperatures, as a window between the insulating antiferromagnetic phase and the
superconducting phase. Physically, the SG phase in this new superconductor compounds
is attributed to the presence of the random Dzyaloshinski-Moriya interaction [18]. We
will show in this work that the presence of uniaxial anisotropy induces an SG phase at
low temperatures only for a finite value of the anisotropy; for small enough values of the
anisotropy, no long-range SG order is observed, which confirm the results of Mastubara et
al. [12].
II. METHOD
The main issue we want to address is the influence of a uniaxial anisotropy on the phase
diagram of the anisotropic quantum Heisenberg spin-glass, with hamiltonian:
H = −
∑
<i,j>
Jij
[
(1−∆ij)(σxi σxj + σyi σyj ) + σzi σzj
]
,
where σαi is the component α of a spin-1/2 Pauli matrix in site i and the sum is over all first-
neighbor bonds on a cubic lattice. In this work, we study two different initial probability
distributions for Jij , a Gaussian and a uniform one, respectively:
P(Jij) = 1√
2piJ¯
exp(−J2ij/2J¯2),
or
P(Jij) =


1
2
√
3J¯
, −√3J¯ < Jij <
√
3J¯
0, otherwise,
where J¯ is the width of the distributions. On the other hand, the probability distribution
for ∆ij is, initially, given by:
P(∆ij) = δ(∆ij −∆0).
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We use a real-space renormalization-group approach; this method has been successfully ap-
plied in the study of both classical and quantum models. The formalism is specially suitable
to obtain multidimensional phase diagrams and qualitative results, indicating universality
classes and possible crossover phenomena. A great variety of RG methods has been pro-
posed [19, 20] over the last years and applied with success in many different quantum systems
[21, 22]. Recently, an important simplification of the successful method introduced in Ref.
19 has been proposed [23]; we will develop even further this new approach in this work.
Within the context of a small-cell approximation, the simple cubic lattice is represented
by a hierarchical one [24], depicted in Fig. 1. The use of this particular hierarchical lattice
is equivalent to a Migdal-Kadanoff approximation [25]. The original lattice is shown on the
left-hand side of Fig. 1, with different interactions Kij ≡ Jij/kBT and anisotropy parameters
∆ij between first-neighbor spins σi and σj . Performing a partial trace over spins σ3, σ4, σ5,
and σ6, we obtain a renormalized Hamiltonian, with parameters K
′
ij and ∆
′
ij (right-hand
side of Fig. 1).
First, we have to calculate the renormalized distributions (forcing back the distributions
to their original shapes leads to wrong results [26]). To do so, we choose the eight interaction
parameters for the original lattice, Kij , from the original distribution, while all ∆ij are the
same, initially; then we calculate the renormalized K ′ and ∆′. This is done a number of
times (usually of the order of 1 million), to get new probability distributions for K ′ and
∆′. The anisotropy parameter, although uniform in the first iteration of the renormalization
group, follows a disordered probability distribution, afterwards. Also, the distribution for
K ′ is no longer the same as the initial one. For the second iteration, we choose K ′ij and ∆
′
ij
from the renormalized distributions obtained in the first iteration, combine them as in the
left-hand side of Fig. 1, and then calculate K ′′ and ∆′′, i.e, the renormalized quantities for
the second iteration. This process is repeated until we reach a ”fixed-point” distribution.
Alternatively, we can choose to follow the distribution functions for K and Kxy ≡ K(1−∆);
we will compare below the results for both procedures.
For each set of Kij and ∆ij , the renormalized quantities are calculated as follows. Given
a set of parameters, chosen from a given probability distribution, we impose that:
〈m1m2|ρ′|m1m2〉 = Tr′ 〈{m}|ρ({K,∆})|{m}〉 ,
where |{m}〉 stands for |m1m2m3m4m5m6〉 (and in a similar way for the “bra”), ρ(ρ′) is
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the density matrix of the original (renormalized) cell (ρ′ is a function of the renormalized
parameters K ′, ∆′, and C ′), mi is the eigenvalue of the σ
z operator at site i, Tr′ means a
partial trace over spins σ3, σ4, σ5, and σ6, and {K,∆} stands for all sixteen parameters in the
original cell. Only three elements of ρ′ are non-zero, and this is the number of renormalized
quantities: K ′ij , ∆
′
ij and C
′ (C ′ is a constant generated by the renormalization procedure
which is not relevant for obtaining the phase diagram). So, no extra equation is needed and
the procedure is exact at the cluster level. One great advantage of this approach is that
no expansion of the Hamiltonian is necessary; this expansion becomes cumbersome if cells
with more sites are employed or if models with spin 1 or greater are treated. Moreover, our
procedure recovers the same recursion relations as former treatments [19].
III. RESULTS AND DISCUSSION
Our goal is to obtain the kT/J¯×∆0 phase-diagram. We start from many different points
in this diagram and follow the renormalized distributions until a given attractor is reached.
In Fig. 2 this phase-diagram is depicted: SG stands for the spin-glass phase while P stands
for the paramagnetic one. We expect the spin-glass phase, which is certainly present for the
Ising model (∆0 = 1) [26], to extend for smaller values of ∆0. This is the case but notice
that the transition line goes to zero at a value of ∆0 greater than zero. This behavior is
analogous to the one for the antiferromagnetic anisotropic Heisenberg model on the square
lattice [22], except that in the latter model a reentrant behavior is obtained. The fact that
the transition line does not extend to ∆0 = 0 is usually due to quantum fluctuations which,
at low temperatures, are important and, together with thermal fluctuations, tend to drive
the system to a disordered phase.
For the Ising sub-space (∆0 = 1) the fixed-point distribution for the paramagnetic phase
attractor is such that J¯/kT = 0, while for the SG attractor, J¯/kT = ∞. There are still
possible fixed points at the line ∆0 = 0 (isotropic Heisenberg spin glass) but they were not
found in this work (see below). For any ∆0 6= 0, the attractor is found to be at the line
∆0 = 1, that is, any initial point with ∆0 6= 0 flows, upon application of the renormalization-
group procedure, to the ∆0 = 1 subspace. Exactly at the transition line, the flow is towards
the Ising ”fixed-point” (point I in Fig. 2) and the whole line is attracted to the distribution
at that point. Physically, this means that the critical behavior along the line is the same
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as for the Ising spin glass. Critical exponents for the Ising spin glass are the same as those
calculated in Ref. 27; moreover, the critical probability distribution is the same as in the
cited reference, for both Gaussian and uniform probability distributions.
Some points are worth mentioning here. The distributions for Kij and ∆ij , after the first
iteration, do not retain its original form. Therefore, a more complete picture of this problem
would involve a flux on a space of probability distributions. The phase diagram we chose
to represent our results is only a schematic one. On the other hand, if ∆0 is different from
0 and 1, its distribution after the first iterations is not uniform anymore. It evolves along
the renormalization-group procedure and only when the number of iterations increases, the
distribution for ∆ is again a delta function, P(∆ij) = δ(∆ij − ∆0), with ∆0 = 1 and zero
width.
The phase-diagram (Fig. 2) shows that there is no spin-glass phase for the isotropic spin-
1/2 Heisenberg model in three dimensions. This result confirms those found in earlier works
[9, 28], indicating that the lower critical dimension for the isotropic spin-1/2 Heisenberg
spin glass is greater than three. On the other hand, Lee and Young [4] found a spin-glass
phase for the classical 3-D isotropic Heisenberg model. As the transition takes place at low
temperature, it is possible that quantum fluctuations, present for the spin-1/2 model, are
strong enough to eliminate the spin-glass phase. We also find that an infinitesimal uniaxial
anisotropy is not able to create an SG phase in a Heisenberg spin-1/2 system, in three
dimensions; this is consistent with the findings of Ref. 12.
Our results are qualitatively the same for both Gaussian and uniform distributions. We
have also used a correlated distribution for Kij and ∆ij [29] and the results suffer only minor
changes, maintaining the overall behavior. In another approach we followed, the probability
distributions for the interactions Kij and K
xy
ij were followed; again, the qualitative behavior
is the same as when we follow the distributions for Kij and ∆ij .
Finally, let us mention that, contrarily to what happens for systems where only ferromag-
netic (or antiferromagnetic) interactions are present [19], there is a strong difference between
treating the cell “as a whole” or “by pieces”. In the latter, the original cell (see Fig. 1) is
seen as a combination in parallel of 4 interactions, each one made of two interactions in
series. In this way, the renormalized interaction and anisotropy can be first calculate for
each combination in series and then combined in parallel. For systems with no frustration
[19], this is shown to introduce an error smaller than 10%, when compared to treating the
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eight bonds and six spins of the cell “as a whole”. This is no longer the case for the model
we study here and the errors are much bigger. We believe that, for any system in which
frustration is present, the RG procedure has to done using the whole cell. This is due to the
fact that frustration is not taken into account when the cell is renormalized by pieces.
IV. SUMMARY
We applied a quantum renormalization-group procedure to the anisotropic three-
dimensional spin-1/2 Heisenberg spin glass. A Migdal-Kadanoff approximation is used and
the kT/J¯×∆0 phase-diagram is calculated. The spin-glass phase, present for the Ising model
(∆0 = 1) extends to smaller values of the anisotropy parameter. The transition temperature,
which separates the ferromagnetic and paramagnetic phases, goes to zero at approximately
∆0 = 0.59. Acording to the approximation we used, the isotropic quantum Heisenberg spin
glass has no spin glass phase at finite temperature. The whole transition line between the
SG phase and the paramagnetic one is found to belong to the same universality class of the
three-dimensional Ising spin glass. Our conclusions hold true for Gaussian and uniform dis-
tributions, for correlated distributions, and when the probability distributions for (Kij ,∆ij)
or (Kij , K
xy
ij ) are renormalized.
Acknowledgments
The authors would like to thank CNPq, CAPES, FAPERJ, FUNCITEC, and FAPEAM
for partial financial support and E. Curado and S. Coutinho for helpful discussions.
[1] H. G. Ballesteros, et al., Phys. Rev. B 62, 14237 (2000); P. O. Mari and I. A. Campbell, Phys.
Rev. E 59, 2653 (1999); M. Palassini and S. Caracciolo, Phys. Rev. Lett. 82, 5128 (1999); R.
R. P. Singh and S. Chakravarty, Phys. Rev. Lett. 57, 245 (1986); N. Kawashima and A. P.
Young, Phys. Rev. B 53, R484 (1996); R. N. Bhatt and A. P. Young, Phys. Rev. Lett. 54,
924 (1985); ibid Phys. Rev. B 37, 5606 (1988).
[2] J. A. Olive, A. P. Young, and D. Sherrington, Phys. Rev. B 34, 6341 (1986); M. Matsumoto,
K. Hukushima, and H. Takayama, Phys. Rev. B 66, 104404 (2002).
9
[3] K. Hukushima and H. Kawamura, Phys. Rev. E 61, R1008 (2000); H. Kawamura, Phys. Rev.
Lett. 68, 3785 (1992); ibid Intr. J. Mod. Phys. 7, 345 (1996).
[4] L. W. Lee and A. P. Young, Phys. Rev. Lett. 90, 227203 (2003).
[5] D. Petit, L. Fruchter, and I. A. Campbell, Phys. Rev. Lett. 88, 207206 (2002).
[6] H. Kawamura and D. Imagawa, Phys. Rev. Lett. 87, 207203 (2001); H. Kawamura, Can. J.
Phys. 79, 1447 (2001); D. Imagawa and H. Kawamura, J. Phys. Soc. Jpn. 71, 127 (2002).
[7] T. Nakamura and S. Endoh, J. Phys. Soc. Jpn. 71, 2113 (2003); F. Matsubara, T. Shirakura,
and S. Endoh, Phys. Rev. B 64, 92412 (2001); F. Matsubara, S. Endoh, and T. Shirakura, J.
Phys. Soc. Jpn. 69, 1927 (2000).
[8] D. Imagawa and H. Kawamura, Phys. Rev. B 67, 224412 (2003); T. Shirakura and F. Mat-
subara, Phys. Rev. B 67, R100405 (2003).
[9] F. Matsubara, T. Iyota, and S. Inawashiro, Phys. Rev. Lett. 67, 1458 (1991).
[10] B. W. Morris, S. G. Colborne, M. A. Moore, A. J. Bray, and J. Canisius, J. Phys. C 19, 1157
(1986).
[11] A. J. Bray, M. A. Moore, and A. P. Young, Phys. Rev. Lett. 56, 2641 (1986).
[12] F. Matsubara, T. Iyota, and S. Inawashiro, Phys. Rev. B 46, 8282 (1992).
[13] S. Sachdev, Quantum Phase Transition, Cambridge University Press, Cambridge, 2001.
[14] B. Boechat, R. R. dos Santos and M. A. Continentino, Phys. Rev. B 49, 6404 (1994).
[15] T. K. Kopec, Phys. Rev. Lett. 79, 4266 (1997); N. Read, S. Sachdev, and J. Ye, Phys. Rev.
B 52, 384 (1995); Y. Q. Ma, Z. Y. Li, and C. D. Gong, J. Phys.: Condens. Matter 3, 4687
(1991); J. R. Viana, Yamilles Nogueira, and J. Ricardo de Sousa, Phys. Rev. B 66, 113307
(2002); ibid Phys. Lett. A 311, 480 (2003).
[16] T. K. Kopec, G. Bu¨ttner, and K. D. Usadel, Phys. Rev. B 41, 9221 (1990); A. J. Bray and
M. A. Moore, J. Phys. C 13, L655 (1980); Y. Y. Goldschmidt and P. Y. Lai, Phys. Rev. B
43, 11434 (1991).
[17] J. G. Bednorz and K. A. Muller, Z. Phys. B 64, 189 (1986).
[18] L. Shekhtman, O. Entin-Wohlman, and A. Aharony, Phys. Rev. Lett. 69, 836 (1992); L.
Shekhtman, A. Aharony, and O. Entin-Wohlman, Phys. Rev. B 47, 174 (1993).
[19] A. M. Mariz, C. Tsallis, and A. O. Caride, J. Phys. C 18, 4189 (1985).
[20] J. A. Plascak, W. Figueiredo and B. C. S. Grandi, Braz. J. Phys. 29, 2 (1999) and references
therein.
10
[21] J. Ricardo de Sousa, Phys. Lett. A 216, 321 (1996); ibid Physica A 259, 138 (1998); Ijan´ılio
G. Arau´jo, J. Ricardo de Sousa, and N. S. Branco, Physica A 305, 585 (2002);
[22] N. S. Branco and J. Ricardo de Sousa, Phys. Rev. B 62, 5742 (2000).
[23] J. Ricardo de Sousa, N. S. Branco, B. Boechat, and Claudette Cordeiro, Physica A 328, 167
(2003); T. G. Rappoport, A. Saguia, B. Boechat, and M. A. Continentino, Phys. Rev. B 64,
140402 (2001).
[24] R. B. Griffiths and M. Kaufman, Phys. Rev. B 26, 5022 (1982).
[25] A. A. Migdal, Sov. Phys. JETP 42, 743 (1975); L. P. Kadanoff, Ann. Phys. 100, 359 (1976).
[26] B. W. Southern and A. P. Young, J. Phys. C 10, 2179 (1977); S. Prakash and I. A. Campbell,
Physica A 235, 507 (1997).
[27] E. Nogueira Jr, S. Coutinho, F. D. Nobre, and E. M. F. Curado, Physica A 271, 125 (1999).
[28] J. R. Banavar and A. J. Bray, Phys. Rev. B 38, 2564 (1988); T. Shirakura and F. Matsubara,
Phys. Rev. B 67, 100405(R) (2003).
[29] S. McKay and A. N. Berker, J. Appl. Phys. 64, 5785 (1988).
11
FIG. 1: Hierarchical lattice suitable for calculating the renormalization-group transformations on
the simple cubic lattice. The calculation of the renormalized quantities (right-hand side of figure)
is explained in the text.
FIG. 2: Approximate phase diagram for the anisotropic Heisenberg spin-glass on the cubic lattice.
SG stands for the spin-glass phase, P stands for the paramagnetic phase, and I stands for the
Ising transition point. The continuous line is a guide to the eye.
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