An improved algorithm for the longest induced path problem on k-chordal graphs  by Ishizeki, Tetsuya et al.
Discrete Applied Mathematics 156 (2008) 3057–3059
www.elsevier.com/locate/dam
Note
An improved algorithm for the longest induced path problem on
k-chordal graphs
Tetsuya Ishizeki, Yota Otachi, Koichi Yamazaki∗
Department of Computer Science, Gunma University, 1-5-1 Tenjin-cho, Kiryu zip:376-8515, Gunma, Japan
Received 14 June 2006; received in revised form 28 September 2007; accepted 17 January 2008
Available online 4 March 2008
Abstract
Gavril [F. Gavril, Algorithms for maximum weight induced paths, Information Processing Letters 81 (2002) 203–208] showed
that the length of a longest induced path for graphs having no induced cycles on more than k vertices can be computed in O(nkm)
time where n and m denote the number of vertices and edges, respectively. In this paper, we present an O(nk) time algorithm for
the same problem.
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1. Introduction
A graph G is k-chordal if G has no induced cycles of more than k vertices (Gavril [10] calls the k-chordal graphs
the k-bounded hole family.). The number of edges of a maximal induced cycle of G is called the chordality of G. The
k-chordal graphs have been studied in the literature [1,2,4,5,7,8,10,11,13]. For example, Bodlaender and Thilikos [1]
proved that a k-chordal graph with degeneracy d contains a separator of size O((dn)
k−3
k−2 ), computable in linear time.
Chandran and Ram [4] showed that the number of minimum cuts in a k-chordal graph is at most (k+1)n2 −k. Dragan [8]
demonstrated that all distances in k-chordal graphs with an additive one-sided error of at most k − 1 can be found in
O(n2) time. And there are many other results on k-chordal graphs (see, e.g., the Introduction in [5]). Several graph
classes are known to have bounded chordality: chordal graphs (and so interval graphs also) are 3-chordal, weakly
chordal graphs (and thus distance-hereditary graphs and tolerance graphs also) are 4-chordal, and AT-free graphs (and
hence co-comparability graphs also) are 5-chordal (see, e.g., [3] for the definitions of these graph classes). And there
are many other bounded chordality graphs (see [5]). Furthermore, Spinrad [13] showed that his algorithm recognizes
(k − 1)-chordal graphs in O(nk−3T ) time, and it can be modified to determine whether an unweighted graph has an
induced path of length at least ` in O(n`−3T ) time, where T is the time used to verify that a graph with O(n) vertices
is transitive. The (weighted) longest induced path problem (W)LIP is that of finding a longest induced path for a given
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(vertex weighted) graph. It is known that LIP is NP hard for the general graphs [9], and not approximable within
O(n1−ε) for any ε > 0 [12].
Gavril [10] demonstrated a polynomial time algorithm for WLIP on k-chordal graphs. The time complexity of
Gavril’s algorithm for vertex weighted graphs G = (V, E) in k-chordal graphs is O(|V |k |E |). Kratsch et al. [11]
gave an O(|V ||E |2) time algorithm for WLIP on vertex weighted AT-free graphs G = (V, E). It is known that an
AT-free graph is 5-chordal, so Gavril’s algorithm also works for WLIP on AT-free graphs, but its time complexity is
O(|V |5|E |).
In this paper, we propose an O(|V |k) time algorithm forWLIP on k-chordal graphs.
2. Definition
For a vertex weighted graph G, V (G) and E(G) denote the sets of vertices and edges of G, respectively. And wG
(or simply w if G is clear from the context) denotes the vertex weight function of G. For a subset S of V (G), NG(S)
(or simply N (S)) denotes the neighbors of S (i.e., N (S) = {v 6∈ S: v is a neighbor of u for some u ∈ S}). We write
N (v) instead of N ({v}) if S = {v}.
Let P = (v1, v2, . . . , vp) be an induced path in G. For a vertex v such that v ∈ N (v1) and v 6∈ N ({v2, . . . , vp}),
we denote the induced path (v, v1, v2, . . . , vp) by vP . Pu is denoted analogously. We denote the length of P by
len(P), that is, the total weight of vertices in V (P) (resp. edges in E(P)) if G is vertex (resp. edge) weighted,
max{len(Q) : Q = (u1, u2, . . . , uq) is an induced path such that vi = ui ∀ 1 ≤ i ≤ p, p ≤ q} by lip(P), and the
length of a longest induced path by lip(G). We also denote the set {P = (v1, v2, . . . , v`) : P is an induced path in G}
by P`(G) (note that we distinguish between (v1, v2, . . . , v`) and (v`, v`−1, . . . , v1)).
3. New algorithm and its complexity
Gavril [10] showed the following lemma.
Lemma 1. Let G = (V, E) be a k-chordal graph, P = (v1, v2, . . . , vp) be an induced path of G with at least k − 1
vertices. Then (v, v1, v2, . . . , vk−1) is an induced path in G iff vP is an induced path in G.
From the above lemma, we have the following corollary.
Corollary 2. Let vQ be an induced path in Pk−1(G), and let S(vQ) denote the set {u : vQu ∈ Pk(G)}. Then
lip(vQ) =
{
len(vQ) if S(vQ) = ∅
w(v)+ max
u∈S(vQ)
lip(Qu) otherwise.
In our algorithm, WLIP on k-chordal graphs is reduced to the longest (not necessarily induced) path problem on
edge weighted directed acyclic graphs.
Consider a directed graph D′G obtained from a k-chordal graph G such that V (D′G) = {P : P ∈ Pk−1(G)} and
E(D′G) = {(P1, P2) : ∃Q ∈ Pk−2(G) such that (P1 = vQ)∧ (P2 = Qu) for some v and u and vQu ∈ Pk(G)}. Then
consider an edge weighted directed graph DG obtained from D′G such that V (DG) = V (D′G)∪ {t} where t 6∈ V (D′G)
and E(DG) = E(D′G) ∪ {(P, t) : P ∈ T } where T = {P ∈ V (D′G) : the outdegree of P is 0 in D′G}. The edge
(P, t) ∈ E(DG) is weighted by len(P) and the edge (vQ, Qu) ∈ E(DG) by w(v). By the manner of construction of
DG and Corollary 2, we can see that lip(G) equals the length of a longest (not necessarily induced) path of DG .
Since DG can be obtained from D′G in O(E(D′G)) time, we will show that the adjacency list of D′G can be
constructed in O(|E(G)| k−12 |V (G)|) time if k is an odd number and O(|E(G)| k2 ) time if k is an even number. To
generate V (D′G), it is enough to enumerate all elements of Pk−1(G). For generating E(D′G), it is also sufficient to
enumerate all elements of Pk(G). This is because for each directed edge (vQ, Qu) ∈ E(D′G), there is an induced
path vQu ∈ Pk(G). Since each induced path of a length ` is identified by considering every second edge of the path,
all elements of P`(G) can be enumerated in O(|E(G)| `2 ) time for even `, and O(|E(G)| `−12 |V (G)|) time for odd `
(this has been pointed out for the even case by Kratsch et al. [11]). Hence we can construct the adjacency list of D′G
in the claimed time complexity.
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We can easily verify that DG has O(|Pk−1(G)|) vertices, O(|Pk(G)|) edges, and no directed cycles. It is known
that, for an edge weighted directed acyclic graph D, a longest (not necessarily induced) path in D can be obtained by
applying a topological sort in O(|V (D)|+ |E(D)|) time (see, e.g., Chapter 25, Section 4 in [6]). Thus, in our case, we
can compute the length of a longest path of DG , namely lip(G), in the claimed time complexity. Therefore we have
the following theorem.
Theorem 3. For any k-chordal graph G, lip(G) can be computed in O(|E(G)| k−12 |V (G)|) time if k is an odd number
and O(|E(G)| k2 ) time if k is an even number.
As a corollary of the above theorem, we have the following result.
Corollary 4. For any k-chordal graph G, lip(G) can be computed in O(|V (G)|k) time.
From Theorem 3, WLIP on 5-chordal graphs can be computed in O(|E(G)|2|V (G)|) time, which is the same as
the time complexity for AT-free graphs in [11]. Since 5-chordal graphs properly contain AT-free graphs, our result
extends the result of [11] to the wider class without increasing the time complexity.
Acknowledgments
The third author’s research was partially supported by the Ministry of Education, Science, Sports and Culture,
Grant-in-Aid for Scientific Research (C), 16500008, 2005.
References
[1] H.L. Bodlaender, D.M. Thilikos, Treewidth for graphs with small chordality, Discrete Applied Mathematics 79 (1997) 45–61.
[2] A. Brandsta¨dt, F. Dragan, V. Chepoi, V. Voloshin, Dually chordal graphs, SIAM Journal on Discrete Mathematics 11 (1998) 437–455.
[3] A. Brandsta¨dt, V.B. Le, J.P. Spinrad, Graph Classes: A Survey, Society for Industrial and Applied Mathematics, Philadelphia, PA, 1999.
[4] L.S. Chandran, L.S. Ram, On the number of minimum cuts in a graph, SIAM Journal on Discrete Mathematics 18 (2005) 177–194.
[5] L.S. Chandran, V.V. Lozin, C.R. Subramanian, Graphs of low chordality, Discrete Mathematics and Theoretical Computer Science 7 (2005)
25–36.
[6] T.H. Cormen, C.E. Leiserson, R.L. Rivest, Introduction to Algorithms, MIT Press, 1990.
[7] Y. Dourisboure, Compact routing schemes for generalised chordal graphs, Journal of Graph Algorithms and Applications 9 (2005) 277–297.
[8] F.F. Dragan, Estimating all pairs shortest paths in restricted graph families: A unified approach, Journal of Algorithms 57 (2005) 1–21.
[9] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness, W.H. Freeman, 1979.
[10] F. Gavril, Algorithms for maximum weight induced paths, Information Processing Letters 81 (2002) 203–208.
[11] D. Kratsch, H. Mu¨ller, I. Todinca, Feedback vertex set and longest induced path on AT-free graphs, in: 29th Workshop on Graph Theoretic
Concepts in Computer Science, WG 2003, in: Lecture Notes in Computer Science, vol. 2880, 2003, pp. 309–321.
[12] C. Lund, M. Yannakakis, The approximation of maximum subgraph problems, in: Proc. of 20th International Colloquium on Automata,
Languages and Programming, ICALP’93, in: Lecture Notes in Computer Science, vol. 700, 1993, pp. 40–51.
[13] J.P. Spinrad, Finding large holes, Information Processing Letters 39 (1991) 227–229.
