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Abstract
In this paper, we give a finite number of defining relations satis-
fied by a finite number of generators for the elliptic Lie algebras and
superalgebras gR with rank ≥ 2. Here the R’s denote the reduced and
non-reduced elliptic root systems with rank ≥ 2. We also show that if
L is an extended affine Lie algebra (EALA) whose non-isotropic roots
form the R, then there exists a natural homomorphism F : gR → L,
which also give a universal central extension (UCE) surjective map
from [gR, gR] to the core of L. (More precisely, we take a g¯R instead
of the gR.)
Introduction
In 1985, K. Saito [S] introduced the notion of the (reduced and non-reduced)
extended affine root systems. In this paper, we also call them the SEARS’s.
LetR be an SEARS. Let V := RR and V0 := {v ∈ V|sα(v) = v for all α ∈ R},
where sα denotes the reflection with respect to an α. Let m := dimV0 and
l := dimV −m. We say that the m is the nullity of the R and say that the l
is the rank of the R. The R is reduced if Rα∩R = {α,−α} for all α ∈ R. We
notice that if m = 0, the R is a finite root system, and that if m = 1, the R
is an affine root system. If m = 2, the R is called an elliptic root system (or
ERS for short); see also Subsec. 1.3. (The notation V and V0 is used only in
Introduction.)
In 1997, B. Allison, S. Azam, S. Berman, Y. Gao and A. Pianzola [AABGP]
introduced and studied root systems defined by different axioms from those
of the reduced SEARS’s. They also studied Lie algebras L = (L, ( , ),H)
associated with their root systems. The L is called the extended affine Lie
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algebra (EALA for short) (see [AABGP]). In 2002, S. Azam [A] showed that
there exists a natural one-to-one correspondence between their root systems
and the reduced SEARS’s.
Let R be an ERS. Let π˜ : V → V/V0 be a natural projective map. The R
is called simply-laced if l ≥ 2 and π˜(R) is a simply-laced finite root system.
In 2000, K. Saito and D. Yoshii [SY] studied a Lie algebra gR whose non-
isotropic roots form a simply-laced ERS R, showed that the gR is isomorphic
to the (2-variable) toroidal Lie algebra [MRY] of type ADE, and gave a Serre-
type theorem for the gR (see also the next paragraph). We also notice the
results in [Mi1], [Mi2], [T] for the gR with the π˜(R) of type A.
In this paper, for every ERS R with l ≥ 2, we give a Serre-type theorem
for a Lie algebra or superalgebra gR having the property that the system
formed by its non-isotropic roots is isomorphic to the R (see Theorems 2.1
and 6.2); in other words, we give a finite number of defining relations of the
gR satisfied by Chevalley generators. The gR is not a Lie algebra but a Lie
superalgebra if and only if the R is not reduced. (In the text, the gR shall
be denoted as the gD.) We call them the elliptic Lie (super)algebra. If R is
simply-laced, our Serre-type theorem (Theorem 6.2) coincides with K. Saito
and D. Yoshii’s Serre-type theorem [SY].
Let R be an ERS. If there exists a one dimensional subspace GR of V0 such
that GR ∩ ZR 6= {0} and the π(R) is a reduced affine root system, where
π : V → V/GR is the natural projection, then we call the R the reduced
marked ERS. (More precisely, in the text, we call the pair (R,G) the reduced
marked ERS (see Subsec. 1.3), where G = GR +
√−1GR.) If the R is a
reduced marked ERS with l ≥ 2, then the Serre-type theorem for the gR has
already been given by the author [Ya2] in 2004.
In the process of giving the Serre-type theorem, we also give a Saito-type
classification theorem of all the ERS’s R with l ≥ 2 (see Theorems 1.2 and
2.2). To prove the classification theorem, we use K. Saito’s classification
theorem [S] of the reduced marked ERS’s, and use the gR to show that each
R in the classification theorem really exists.
We also give universality theorems of the gR with l ≥ 2. (see Theo-
rems 5.1, 5.2 and 5.4). Especially, we see that ifR is a reduced ERS with l ≥ 2
and if there exists a basis {δ, a} of V0 such that (α+V0)∩R = α+Zδ+Za for
every α ∈ R, then the D1(gR) := [gR, gR] is isomorphic to the universal cen-
tral extension (UCE for short) of the Lie algebra fR ⊗ C[t±11 , t±12 ], where the
fR is a finite dimensional simple Lie algebra whose root system is isomorphic
to the π˜(R), i,e., the D1(gR) is a (2-variable) toroidal Lie algebra in the sense
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of [MRY] (see Corollary 5.2). We also treat the quantum tori elliptic Lie al-
gebras studied in [BGK] (see Subsec. 5.2). We show that if an (L, ( , ),H) is
an EALA whose non-isotropic roots form an ERS R with l ≥ 2, there exists
a natural homomorphism F : gR → L (More precisely, we take a g¯R = g¯D
instead of the gR). It turns out that the F|D1(gR) : D1(gR) → F(D1(gR)) is
a UCE, and the image F(D1(gR)) is the core of the (L, ( , ),H) (see Corol-
lary 5.2) (see [AABGP, Chap. I Definition 2.20] for the term).
This paper is organized as follows. Notice that we always assume l ≥ 2.
In §1, we discuss the ERS’s R = R(k, g). In §2 we give a definition of
the elliptic Lie algebras and superalgebras gR = gD and give Theorem 2.1,
which state a root space decomposition of the gR, and Theorem 2.2, which
give a Saito-type classification of all the ERS’s R with l ≥ 2. In §3, we
give a proof of Theorem 2.1 after supposing Lemma 2.1. In §4, we give a
proof of Lemma 2.1. In §5, we give Theorem 5.1, which states that the gR
is the maximal ones among the Lie (super)algebras having the root space
R and satisfying some additional conditions, and give Theorem 5.4, which
is a UCE theorem of the D1(gR). In §6, we give Theorem 6.2, which is a
natural extension of K. Saito and D. Yoshii’s Serre-type theorem [SY] of the
simply-laced elliptic Lie algebras.
1 Preliminary
1.1 Pre-elliptic base system
In this paper, we set Z+ := {r ∈ Z|r ≥ 0}, i.e., Z+ = {0} ∪ N. We also set
Z− := {r ∈ Z|r ≤ 0}.
Let l be a fixed positive integer. Through out this paper, we assume
l ≥ 2. Let E be an l + 4-dimensional C-vector space. Let J : E × E → C be
a non-degenerate symmetric bilinear form. Let E× := {x ∈ E|J(x, x) 6= 0}.
If x ∈ E×, we call x a non-isotropic element, let x∨ := 2x
J(x,x)
and define
sx ∈ GL(E) by sx(y) = y − J(x∨, y)x. Let {α0, . . . , αl, Λδ, a, Λa} be a basis
of E satisfying the following.
(B1) The (l+ 1)× (l+ 1)-matrix A := (J(α∨i , αj))0≤i,j≤l is an affine type
generalized Cartan matrix [K1], [K2]. Then the A is called A
(1)
l (l ≥ 2), B(1)l
(l ≥ 3), C(1)l (l ≥ 2), D(1)l (l ≥ 4), E(1)l (l = 6, 7. 8), F(1)4 (l = 4), G(1)2 (l = 2),
A
(2)
2l (l ≥ 2), A(2)2l−1 (l ≥ 3), D(2)l+1 (l ≥ 2), E(2)6 (l = 4) or D(3)4 (l = 2). (See
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[K2, Tables 1-4] and [K1, §4.8 TABLE Aff 1,2,3].) (The A is neither A(1)1 nor
A
(2)
2 since l ≥ 2.) The numbering of the elements α0, . . . , αl of Π is the same
as in [K1, §4.8 TABLE Aff 1, 2, 3].
(B2) J(Λδ,Λδ) = 0, J(a, αi) = 0, J(a,Λδ) = 0, J(a, a) = 0, J(Λa, αi) = 0,
J(Λa, a) = 1 and J(Λa,Λa) = 0 and
(1.1) J(Λδ, αi) =
1
r
δi0,
where r = 2 if A = A
(2)
2l ; and, otherwise, r = 1.
Let Π := {α0, . . . , αl}. Let W be the subgroup of GL(E) generated by sα
(α ∈ Π), i.e., W is the affine Weyl group.
For a subset S of Π, letWS be the subgroup ofW generated by sα (α ∈ S).
Let l(w) be the length of w ∈ W with respect to sα (α ∈ Π).
Lemma 1.1. Let α, β ∈ Π and w ∈ W be such that w(α) = β and l(w) > 0.
Then there exists a γ ∈ Π \ {α} and a w′ ∈ W{α,γ} such that w′(α) ∈ {α, γ}
and l(w′) + l(w(w′)−1) = l(w).
This can be proved by a well-known argument (see [J, Proof of Proposi-
tion 8.20]).
A function f : Π → C is called W -invariant if f(α) = f(β) for every
(α, β) ∈ Π× Π with β = w(α) for some w ∈ W . By Lemma 1.1, we see the
following.
Lemma 1.2. Keep the notation as above. A function f : Π → C is W -
invariant if and only if f(α) = f(β) for every (α, β) ∈ Π×Π with J(α∨, β) =
J(α, β∨) = −1.
Let k : Π → N be a W -invariant function such that G.C.D.{k(α)|α ∈
Π} = 1. Let g : Π→ 2Z be a W -invariant function, where 2Z is the power set
of Z, i.e., the set of the subsets of Z. We call a quintuple D = D(E ,Π, a, k, g)
of such E , Π, a, k and g a pre-elliptic base system (PEBS for short). If
g(α) = ∅ for every α, the g is also denoted by 0.
For x ∈ E and a subset B of C, let Bx := {bx ∈ E|b ∈ B}; moreover,
for a subset X of E , let BX := ∑x∈X Bx. (If B is an empty set ∅, then
BX = ∅.) For subsets S and T of E , let S + T := {x+ y ∈ E|x ∈ S, y ∈ T};
if T = {x}, let x+ S := T + S. (If S = ∅, S + T = ∅.)
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Let D be a PEBS. Let
(1.2) R(k, g) :=
⋃
w∈W
w
(⋃
α∈Π
(
(α + Zk(α)a) ∪ (2α+ g(α)k(α)a))).
Then
(1.3) R(k, g) ⊂
(
(Z+Π+ Za) ∪ (Z−Π+ Za)
)
\ Za.
Lemma 1.3. Keep the notation as above. Let S be a subset of Π. Let
λ ∈ (ZS) ∩ E×. Then there exists a w ∈ WS such that
w(λ) ∈
( ⋃
α∈S
Zα
)
∪
(
ZS \ (Z+S ∪ Z−S)
)
.
Proof. By the definition of Π in (B1), there exists an e ∈ C \ {0} such
that eJ(αi, αj) ∈ R (0 ≤ i, j ≤ l), and eJ(αi, αi) > 0 (0 ≤ i ≤ l). Then the
symmetric bilinear form (eJ)|RΠ×RΠ : RΠ×RΠ→ R is semipositive definite.
For µ =
∑
α∈Π bαα ∈ RΠ with bα ∈ R, let ht(µ) :=
∑
α∈Π bα ∈ R.
Let λ be as in the statement. We may assume λ ∈ (Z+S ∪ Z−S) \ {0}.
Moreover we may assume λ ∈ Z+S. We use an induction on ht(λ) ∈ N. If
ht(λ) = 1, then λ ∈ S. We assume ht(λ) > 1. We may assume λ /∈ Nα
for any α ∈ S. Since λ ∈ E×, eJ(λ, λ) > 0. Hence there there exists
an α ∈ S such that eJ(λ, α) > 0. Notice that sα(λ) = λ − 2eJ(λ,α)eJ(α,α) α. If
sα(λ) /∈ ZS \ (Z+S ∪ Z−S), then sα(λ) ∈ Z+S and ht(sα(λ)) < ht(λ). This
completes the proof. 
For a subset S of Π, let
R(k, g)S := R(k, g) ∩ ((⊕α∈SCα)⊕ Ca).
Lemma 1.4. Keep the notation as above. Then
R(k, g)S =
⋃
w∈WS
w
(⋃
α∈S
(
(α + Zk(α)a) ∪ (2α+ g(α)k(α)a))).
In particular, for α ∈ Π, we have
R(k, g){α} =
⋃
ǫ∈{1,−1}
(
(ǫα + Zk(α)a) ∪ (2ǫα + g(α)k(α)a).
Proof. If |S| = 1, then the lemma follows immediately from the definition.
From this, together with (1.3) and Lemma 1.3, the lemma for a general S
follows; notice that w(a) = a for all w ∈ WS. 
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1.2 Elliptic and quasi-elliptic base systems
Here we introduce the notions of an elliptic base system (EBS for short) and
a quasi-elliptic base system (QEBS for short). In Theorem 2.2, we shall show
that these notions are equivalent. In Theorem 1.2, we shall show how the
EBS’s are associated with the elliptic root systems.
Let D be an PEBS with l ≥ 2. For α ∈ Π, let
Πc(α) := {β ∈ Π|β 6= α, J(β, α) 6= 0}.
Define a subset ΠB of Π by
ΠB := {α ∈ Π|∀β ∈ Πc(α), J(α∨, β) = −2}.
We call D an an quasi elliptic base system (QEBS for short) if the following
hold.
(KG1) If α ∈ Π, β ∈ Πc(α) and J(β∨, α) = −1, then k(β)k(α) ∈ Z and
J(α∨, β)k(α)
k(β)
∈ Z.
(KG2) g(α) = ∅ if α /∈ ΠB.
(KG3) If α ∈ ΠB and β ∈ Πc(α), then g(α)k(α)k(β) = ∅, Z, 2Z or 2Z+ 1.
We call a PEBS D an elliptic base system (EBS for short) if the following
holds.
∀α ∈ R(k, g), sα(R(k, g)) = R(k, g).
Lemma 1.5. Let D a PEBS with l ≥ 2. If D is an EBS, then it is also a
QEBS.
Proof. The axiom (KG1) follows from Lemma 1.4 and the following (cf.
[S, Proof of (6.1) Assertion]).{
sαsα+mk(α)a(β) = β +mJ(α
∨, β)k(α)a,
sβsβ+mk(β)a(α) = α +mk(β)a
for m ∈ Z.
If β ∈ Πc(α), then Z ∋ J((2α)∨, β) = J(α∨,β)2 . Hence, if g(α) 6= ∅, then
α ∈ ΠB, which implies the axiom (KG2).
Let α ∈ ΠB. Assume g(α) 6= ∅. Let n ∈ Z be such that 2α + nk(α)a ∈
R(k, g). Then
sαsα±k(α)a(2α + nk(α)a) = 2α + (n∓ 4)k(α)a
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and
sαs2α+nk(α)a(2α+ nk(α)a) = 2α− nk(α)a .
Hence g(α) = Z, 2Z, 2Z+ 1, 4Z or 4Z+ 2. Let β ∈ Πc(α). Then
sβsβ+mk(β)a(2α + nk(α)a) = 2α+ (nk(α)− 2mk(β))a
Hence g(α) = Z, 2Z or 2Z+ 1 if k(β) = k(α). Moreover
sαs2α+nk(α)a(β +mk(β)a) = β + (mk(β)− nk(α))a .
Hence g(α) = 2Z, 4Z or 4Z + 2 if k(β) = 2k(α). This implies the axiom
(KG3) and completes the proof. 
Converse of Lemma 1.5 shall be given in Theorem 2.2.
If D(E ,Π, a, k, 0) is a QEBS, i.e., g = 0, then it is called a special QEBS
(SQEBS for short).
1.3 Elliptic root systems
Keep the notation in §1. Notice that l ≥ 2. For a subset S of E , let
S⊥ := {x ∈ E|∀y ∈ S, J(x, y) = 0}. Following [S] (and [SY]), we say
that a subset R of E is an elliptic root system (ERS for short) of rank l if it
satisfies the following.
(SER1) ∀x, ∀y ∈ RR, J(x, x)J(y, y) ∈ R+,
(SER2) dimC(CR ∩ R⊥) = 2,
(SER3) dimC CR = l + 2 = rankZZR,
(SER4) ∀α ∈ R, sα(R) = R,
(SER5) ∀α, ∀β ∈ R, J(α∨, β) ∈ Z,
(SER6) If R = R1 ∪ R2, R2 ⊂ (R1)⊥, then R1 6= ∅ or R2 6= ∅,
where R+ = {x ∈ R|x ≥ 0}.
Let R be an ERS. We call the E for the R the base space. A one dimen-
sional subspace G of CR ∩ R⊥ is called a marking line if G ∩ ZR 6= {0}.
The pair (R,G) of the above R and G is called a marked elliptic root system
(MERS for short). An MERS (R,G) is called a reduced marked elliptic root
system (RMERS for short) if
(1.4) ∀α, ∀β ∈ R, 2α− β /∈ G .
By [S], we have the following.
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Theorem 1.1 ((6.4) of [S]). If (R,G) be an RMERS, then there exists
an SQEBS D(E ,Π, a, k, 0) such that R = R(k, 0), G = Ca and E is the base
space of R. If D(E ,Π, a, k, 0) is an SQEBS, then (R(k, 0),Ca) is an RMERS;
in particular, D(E ,Π, a, k, 0) is an EBS.
In [S], we do not need the assumption l ≥ 2 for Theorem 1.1.
Theorem 1.2. (1) If D is an EBS, then (R(k, g),Ca) is an MERS.
(2) Let (R,G) be an MERS. Then there exists an EBS D such that R =
R(k, g), G = Ca and E is the base space of R.
Proof. The statement (1) is clear. We prove the statement (2). Let
R′ := {α ∈ R | α
2
/∈ R +G}.
Let R′′ := R \R′. We have
(1.5)
1
2
R′′ ⊂ R′ +G
because, if α ∈ R′′ is such that α
2
/∈ (R′+G), then α
4
∈ R+G and J(α∨, α
4
) =
1
2
/∈ Z, contradiction.
We show
(1.6) ZR′ = ZR.
Clearly ZR′ ⊂ ZR holds. Let β ∈ R′′. By (1.5), β = 2α+ x for some α ∈ R′
and some x ∈ G. Notice that
(1.7) ∀γ ∈ R, σγ(R′) = R′ and σγ(R′′) = R′′ .
It follows that R′ ∋ σασβ(α) = σα(α−β) = −α− (β−4α) = 3α−β = α−x.
Hence x ∈ ZR′. Hence ZR ⊂ ZR′, as desired.
By (1.6), we see that the (R′, G) is an RMERS whose base space is E . By
Theorem 1.1, there exists an SQEBS D(E ,Π, a, k, 0) such that R(k, 0) = R′
and G = Ca. It follows from Lemma 1.4 that
(1.8) (α+G) ∩ R = (α +G) ∩ R′ = (α +G) ∩ R(k, 0) = α + Zk(α)a
for α ∈ Π. To complete the proof, it suffices to show that
∀α ∈ Π, R′′ ∩ (2α +G) ⊂ 2α + Zk(α)a .
Let β ∈ R′′ ∩ (2α + G). Let x := β − 2α. Then σασβ(α) = 3α− β = α− x.
By (1.8), we have x ∈ Zk(α)a, as desired. 
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2 Elliptic Lie algebras and superalgebras
2.1 Definition with generators and relations
Let D be a QEBS with l ≥ 2. For α ∈ Π, let
c(α) :=
{
2 if g(α) = Z or 2Z+ 1,
1 otherwise,
and let
α∗ := c(α)α + k(α)a ∈ E .
For α ∈ R(k, g), let
p(α) :=
{
1 if 2α ∈ R(k, g),
0 otherwise.
Let
A := {(α, β, y) ∈ Π× Π× N |α 6= β, J(α, β∨) = −1, k(α)y = k(β)}.
For a subset T of the E , let −T := {−t ∈ E|t ∈ T}. Let Π∗ := {α∗|α ∈ Π}
and B+ := Π ∪Π∗. Let
B := B+ ∪ −B+.
Let (B×B)′ := {(µ, ν) ∈ B×B|µ 6= ν, µ+ ν 6= 0}. For (µ, ν) ∈ (B×B)′, let
xµ,ν :=
{
1− J(µ∨, ν) if J(µ∨, ν) < 0,
0 if J(µ∨, ν) ≥ 0.
Keep the notation as above. Let gD = gD(E,Π,a,k,g) be the Lie superalgebra
defined by generators
(2.1) hσ (σ ∈ E), Eµ (µ ∈ B)
with parities
(2.2) p(hσ) = 0, p(Eµ) = p(µ)
and the following defining relations.
(SR1) xhσ + yhτ = hxσ+yτ if x, y ∈ C and σ, τ ∈ E ,
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(SR2) [hσ, hτ ] = 0 if σ, τ ∈ E ,
(SR3) [hσ, Eµ] = J(σ, µ)Eµ if σ ∈ E and µ ∈ B,
(SR4) [Eµ, E−µ] = hµ∨ if µ ∈ B+,
(SR5) (adEµ)
xµ,νEν = 0 if (µ, ν) ∈ (B × B)′,
(SR6) c(α)(adEα∗)
yEβ = (adEα)
c(α)yEβ∗ if (α, β, y) ∈ A,
(SR7) (−1)c(α)+1c(α)(adE−α∗)yE−β = (adE−α)c(α)yE−β∗ if (α, β, y) ∈
A,
(SR8) (adEα)
i(adEα∗)
y−iEβ = 0 if (α, β, y) ∈ A and 1 ≤ i ≤ y − 1,
(SR9) (adE−α)i(adE−α∗)y−iE−β = 0 if (α, β, y) ∈ A and 1 ≤ i ≤
y − 1.
We call the gD the elliptic Lie (super)algebra. In Introduction, the gD
is also denoted as gR, where R = R(k, g). For µ ∈ E , let gD,µ := {X ∈
gD|∀hσ, [hσ, X ] = J(σ, µ)X}. Define the sub Lie superalgebra hD of gD by
hD := {hσ ∈ gD,0|σ ∈ E}.
Lemma 2.1. Keep the notation as above. Then hσ 6= 0 for σ ∈ E \ {0}. In
particular, dim hD = l + 4.
Proof of the lemma shall be given in Subsec. 4.2.
2.2 Main theorem
We see that there exists a unique δ ∈ Z+Π such that Zδ = {λ ∈ ZΠ|J(λ, λ) =
0}. By (1.1), we have J(Λδ, δ) = 1.
Let Z2,′ := Z2 \ {(0, 0)}.
Theorem 2.1. Let D = D(E ,Π, a, k, g) be a QEBS with l ≥ 2. Then we
have
gD = hD
⊕( ⊕
ν∈R(k,g)
gD,ν
)⊕( ⊕
(m,n)∈Z2,′
gD,mδ+na
)
.
Moreover hD = gD,0, and dim gD,α = 1 for all α ∈ R(k, g).
Proof of the theorem shall be given in Subsec. 3.2.
From now until the end of Subsec. 2.2, we suppose that we have proved
Theorem 2.1. Let ν ∈ R(k, g). Let E ′±ν ∈ gD,±ν be such that [E ′ν , E ′−ν ] = hν∨ .
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By Theorem 2.1, E ′±ν are locally nilpotent since |J(σ + rν, σ + rν))| → +∞
as r → +∞, where σ ∈ E . Hence we can define nν = nE′ν ∈ Aut(gD) by
(2.3)
nν =
{
exp adE ′ν exp ad(−E ′−ν) exp adE ′ν if p(ν) = 0,
exp(1
4
ad[E ′ν , E
′
ν ]) exp(
1
4
ad[E ′−ν , E
′
−ν ]) exp(
1
4
ad[E ′ν , E
′
ν ]) if p(ν) = 1.
Theorem 2.2. Let D be a PEBS with l ≥ 2. Then D is an EBS if and only
if it is a QEBS.
Proof. The ‘only-if’-part follows from Lemma 1.5. Here we prove the
‘if’-part. Recall nν (ν ∈ R(k, g)) from (2.3). Notice that nν(gD,λ) = gD,sν(λ).
Then, by Theorem 2.1, we see that D is an EBS. 
3 Proof of Theorem 2.1
In this section, we suppose that we have proved Lemma 2.1.
3.1 Rank one and two subsystems
Let S be a finite subset of R(k, g). Assume that the elements of the S are
linearly independent and that the square matrix AS := (J(α
∨, β))α,β∈S is an
affine type generalized Cartan matrix in the sense of [K1, §4.8]. Then we call
the S the affine type subset of R(k, g). Let EWS be the subgroup of GL(E)
generated by sµ (µ ∈ S). Let Sodd := {α ∈ S|p(α) = 1} and let
R(k, g)S :=
⋃
w∈EWS
w
( ⋃
α∈S\Sodd
{α}
⋃ ⋃
α∈Sodd
{α, 2α}
)
.
Then we see that R(k, g)S is the affine type (real) root system with the base
S; R(k, g)S is reduced if and only if Sodd = ∅. For the pair (AS, Sodd) of
the above AS and S
odd, we define the Dynkin diagram Γ(AS, S
odd) in the
same manner as in [K2]. If Γ(AS, S
odd) is called X in the tables [K2, Tables
1-4], we say that the name of S is X. The following two lemmas follow from
(KG1-3), Lemma 1.4 and the well-known fact [Ma, Appendixes 1-2].
Lemma 3.1. Let D be a QEBS with l ≥ 2. Let α ∈ Π. Then {α,−α∗}
is an affine type subset of R(k, g), and we have R(k, g){α} = R(k, g)
{α,−α∗}.
Moreover, letting X be the name of the {α,−α∗}, we have one of the following
cases.
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(i) g(α) = ∅, X = A(1)1 .
(ii) g(α) = 2Z+ 1, X = A
(2)
2 .
(iii) g(α) = Z, X = B(1)(0, 1).
(iv) g(α) = 2Z, X = C(2)(2).
(v) g(α) = 4Z+ 2, X = A(4)(0, 2), p(α) = 0.
(vi) g(α) = 4Z, X = A(4)(0, 2), p(α) = 1.
Lemma 3.2. Let D be a QEBS with l ≥ 2. Let α, β ∈ Π be such that
J(α, β∨) = −1. Then g(β) = ∅ and there exists a unique γ ∈ R(k, g){α,β} ∩
(−a + Z−Π) such that {α, β, γ} is an affine type subset of the R(k, g){α,β}
Moreover we have R(k, g){α,β,γ} = R(k, g){α,β}. Furthermore, letting Y be
the name of the {α, β, γ} and letting Jkg := {J(α∨, β), k(β)
k(α)
, g(α)}, we have
one of the following cases.
(i) Jkg = {−1, 1, ∅}, γ = sα(−β∗), Y = A(1)2 .
(ii) Jkg = {−2, 1, ∅}, γ = sα(−β∗), Y = C(1)2 .
(iii) Jkg = {−3, 1, ∅}, γ = sβsα(−β∗), Y = G(1)2 .
(iv) Jkg = {−2, 2, ∅}, γ = sβ(−α∗), Y = D(2)3 .
(v) Jkg = {−3, 3, ∅}, γ = sαsβ(−α∗), Y = D(3)4 .
(vi) Jkg = {−2, 1, 2Z+ 1}, γ = sβ(−α∗), Y = A(2)4 .
(vii) Jkg = {−2, 1,Z}, γ = sβ(−α∗), Y = B(1)(0, 2).
(viii) Jkg = {−2, 1, 2Z}, γ = sα(−β∗), Y = A(2)(0, 3).
(ix) Jkg = {−2, 2, 2Z}, γ = sβ(−α∗), Y = C(2)(3).
(x) Jkg = {−2, 2, 4Z+ 2}, γ = sβ(−α∗), Y = A(4)(0, 4).
(xi) Jkg = {−2, 2, 4Z}, γ = sβ(−α∗), Y = A(4)(0, 4).
3.2 Embedded rank two affine (super)algebras
Let D be a QEBS with l ≥ 2. Let µ, ν ∈ B+ be such that J(µ∨, ν) = −1.
Then we have
(3.1)
{
nxEµ(E±ν) = ∓x±1[E±µ, E±ν ],
nxEν(E±µ) = (±x)∓J(ν∨,µ) 1(−J(ν∨,µ))! (adE±ν)−J(ν
∨,µ)E±µ
for x ∈ C \ {0} (see (2.3)).
From now until the end of the paper, we assume that for every µ ∈ B, nµ
always denotes nEµ ∈ Aut(gD) and we let X ∼ Y mean that there exists a
z ∈ C \ {0} such that X = zY .
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Lemma 3.3. Keep the notation as in Lemma 3.2. Let T := {α, β, γ}. As-
sume γ = sν1 · · · sνr(−µ∗) to be the same expression as in Lemma 3.2 (i)-(xi).
Set
(3.2) E±γ := (±1)p(µ∗)nν1 · · ·nνr(E∓µ∗).
Then we have
(3.3)
{
(adE±µ)1−J(µ
∨,ν)E±ν = 0 if µ, ν ∈ T with µ 6= ν,
[Eµ, E−ν ] = δµνhµ∨ if µ, ν ∈ T .
Proof. If the name of T is neither A
(2)
4 nor B
(1)(0, 2), the equalities (3.3)
is proved in a similar way to [Ya2, §2.3]. We assume that the name of T is
A
(2)
4 or B(0, 2)
(1). It is clear that [Eγ , E−γ] = hsβ(−(α∗)∨) = hγ∨ . We have
Eγ = nβ(E−α∗) ∼ [E−β, [E−β, E−α∗ ]] ∼ [E−β, [E−α, [E−α, E−β∗ ]]].
It is clear that [Eγ , E−β] = 0. We have
[Eγ , E−α] ∼ [[E−β , E−α], [E−α, [E−α, E−β∗ ]]]
∼ [[E−β , E−α], [E−β, E−α∗ ]]
∼ nβ([E−α, [E−β , E−α∗ ]])
∼ nβ([[E−α, [E−α, [E−α, E−β∗ ]]]) = 0.
Similarly we have [E−γ , Eβ] = 0 and [E−γ , Eα] = 0. Since the Eλ (λ ∈
T ∪ −T ) are locally nilpotent, we have all the equalities in (3.3). 
For a subset S of Π, let gSD be the sub Lie superalgebra of gD generated by
hσ (σ ∈ E) and Eµ, E−µ, Eµ∗ , E−µ∗ (µ ∈ S). For ν ∈ E , let gSD,ν := gSD∩gD,ν .
Let mS := min{k(α)|α ∈ S}.
Lemma 3.4. Let D be a QEBS with l ≥ 2. Let S be a subset of Π such that
|S| = 1 or 2. Then we have
(3.4) gSD = hD
⊕( ⊕
λ∈R(k,g)S
gSD,λ
)⊕( ⊕
n∈Z\{0}
gSD,nmSa
)
.
Moreover we have dim gSD,λ = 1 for λ ∈ R(k, g)S. Furthermore
(3.5) gSD,nmSa = g
{α}
D,nmSa + g
{β}
D,nmSa
if S = {α, β}.
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Proof. We first assume |S| = 1 and S = {α}. Recall the affine subset
U := {α,−α∗} from Lemma 3.1. It follows from Lemma 2.1 that E±µ 6= 0
for µ ∈ U , since [Eµ, E−µ] = hµ∨ 6= 0. Since E±µ (µ ∈ U) satisfy the Serre
relations (see (SR5)), the lemma follows from the well-known argument in
the proof of [K1, Corollary 5.12] (see also [K2, Proposition 1.6]).
Assume |S| = 2, and S = {α, β}. If J(β∨, α) = 0, the lemma follows
from the same argument as above. Assume J(β∨, α) = −1. Recall γ and
E±γ from Lemma 3.3; especially recall (3.2). Let T := {α, β, γ}. Notice
that E±γ ∈ gSD. Let g(T )D be the sub Lie superalgebra of gSD generated by
hD and E±ω (ω ∈ T ). Then E±µ∗ = n−1νr · · ·n−1ν1 E∓γ ∈ g(T )D . Let ρ ∈ {α, β}
be such that ρ 6= µ. By (SR6-7) and by (3.1), we have nµE±ρ∗ = nµ∗E±ρ.
Hence E±ρ∗ = n−1µ nµ∗E±ρ ∈ g(T )D . Hence g(T )D = gSD. By Lemma 3.3, E±ω
(ω ∈ T ) satisfy the Serre relations (3.3). Using the well-known argument in
the proof of [K1, Corollary 5.12] again, we have (3.4) for the S. The equal-
ity (3.5) follows from the fact that gSD is generated by g
{α}
D,λ (λ ∈ R(k, g){α})
and g
{β}
D,ν (ν ∈ R(k, g){β}) (See also Lemma 1.4). This completes the proof. 
Keep the notation as above. Let S be a subset of Π. Let EDS :=
ZS +ZmSa. Define the subsets EDS,+ and EDS,− of the EDS by EDS,± :=
(Z±S +ZmSa) \ZmSa. Define the sub Lie superalgebras nS,+D , nS,−D lS,+D and
l
S,−
D of the g
S
D by
n
S,±
D :=
⊕
λ∈EDS,±
gSD,λ
and
l
S,±
D :=
⊕
n∈Z±\{0}
gSD,nmsa.
Lemma 3.5. Let S be a subset of Π. Then the following hold.
(1) gSD = n
S,+
D ⊕ lS,+D ⊕ hD ⊕ lS,−D ⊕ nS,−D .
(2) The nS,+D is generated by n
{α},+
D with α ∈ S. The nS,−D is generated by
n
{α},−
D with α ∈ S.
(3) lS,+D =
∑
α∈S l
{α},+
D , l
S,−
D =
∑
α∈S l
{α},−
D .
(4) dim gSD,λ = 1 for λ ∈ R(k, g){α} if α ∈ Π.
Proof. If |S| = 1 or 2, the lemma follows from Lemma 3.4. Assume
|S| ≥ 3. Notice that the gSD is generated by hD and n{γ},+D , n{γ},−D with γ ∈ S.
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Assume α, β ∈ S with α 6= β. Notice that
(3.6) (Z±α + Z∓β + Za) ∩R(k, g)S = ∅.
From Lemma 3.4 and (3.6) when J(α∨, β) 6= 0, or from the defining rela-
tions (SR1-9) when J(α∨, β) = 0, it follows that [n{α},+D , n
{β},−
D ] = {0} and
[n
{β},±
D , l
{α},+
D + l
{α},−
D ] ⊂ n{β},±D . Then the lemma follows from this fact and
Lemmas 2.1 and 3.4. 
Proof of Theorem 2.1. The theorem follows from Lemmas 1.3, 1.4 and
3.5 and from the existence of the nγ ’s with γ ∈ Π. 
4 Proof of Lemma 2.1
4.1 Contragredient Lie superalgebra
Here we first recall the definition of the contragredient Lie superalgebras [K2].
Let I¯ be a finite set. Let I¯odd be a subset of I¯. Define a map p¯ : I¯ → {0, 1}
by p¯(i) = 1 (i ∈ I¯odd) and p¯(j) = 0 (j ∈ I¯ \ I¯odd). Let A¯ := (a¯ij)i,j∈I¯ be
an I¯ × I¯ matrix. Let H¯ be the 2|I¯|-dimensional C-vector space. Let H¯∗ be
the dual space of H¯. Let {α¯i, γ¯i (i ∈ I¯)} be a basis of H¯. Let {h¯i, t¯i (i ∈ I¯)}
be a basis of H¯∗. We assume that α¯i(h¯j) = a¯ji, α¯i(t¯j) = γ¯i(h¯j) = δji and
γ¯i(t¯j) = 0. Let Π¯ := {α¯i (i ∈ I¯)}. Let Π¯∨ := {h¯i (i ∈ I¯)}. For the datum
D¯ := (A¯, I¯, I¯odd, Π¯, Π¯∨), we define a Lie superalgebra G¯′¯
D
:= G¯′(A¯, I¯odd) by
generators
h¯′i, t¯
′
i, E¯
′
i, F¯
′
i (i ∈ I¯)
with parities
p(h¯′i) = p(t¯
′
i) = 0, p(E¯
′
i) = p(F¯
′
i ) = p¯(i)
and defining relations

[h¯′i, h¯
′
j] = [h¯
′
i, t¯
′
j ] = [t¯
′
i, t¯
′
j ] = 0,
[h¯′i, E¯
′
j] = a¯ijE¯
′
j , [t¯
′
i, E¯
′
j] = δijE¯
′
j , [h¯
′
i, F¯
′
j] = −a¯ijF¯ ′j , [t¯′i, F¯ ′j ] = −δijF¯ ′j ,
[E¯ ′i, F¯
′
j ] = δij h¯
′
i .
Let H¯′ be the sub Lie superalgebra of G¯′¯
D
generated by h¯′i, t¯
′
i. Let r be the ideal
of G¯′¯
D
which is maximal among the ones r′ such that r′∩H¯′ = {0}. We denote
by G¯D¯ = G¯(A¯, I¯
odd) the quotient Lie superalgebra G¯′¯
D
/r. In this paper, we
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call the G¯D¯ the contragredient Lie superalgebra. Let π¯ : G¯
′¯
D
→ G¯D¯ be a
natural projective map. Notice that dim π¯(H¯′) = 2|I¯|. By abuse of notation,
we shall also denote π¯(H¯′), π¯(h¯′i) and π¯(t¯
′
i) by H¯, h¯i and t¯i, respectively. We
shall also denote π¯(E¯ ′i) and π¯(F¯
′
i ) by E¯i and F¯i, respectively.
Keep the notation as above. Let I¯pos := {i ∈ I¯|a¯ii 6= 0}. Let I¯null :=
I¯ \ I¯pos. Define the square matrix A¯pos by A¯pos := (a¯ij)i,j∈I¯pos. We say that
D¯ is a handy datum if the following hold.
(HD1) If i ∈ I¯pos, then a¯ii = 2.
(HD2) If i, j ∈ I¯pos with i 6= j and 0 ≤ |a¯ij| ≤ |a¯ij |, then (a¯ij, a¯ji) is
(0, 0), (−1,−1), (−1,−2) or (−1,−3).
(HD3) If i, j ∈ I¯null with i 6= j, then (a¯ij, a¯ji) = (0, 0) or (2, 2).
(HD4) If i ∈ I¯pos and j ∈ I¯null, then (a¯ij, a¯ji) = (0, 0), (−1,−1) or
(−1,−2).
(HD5) If i ∈ I¯pos and j ∈ I¯null, then (a¯ij , a¯ji) = (−1,−1) if and only if
there exists an r ∈ I¯null \ {j} such that a¯ir 6= 0 and a¯jr 6= 0.
(HD6) I¯null ⊂ I¯odd.
(HD7) If i ∈ I¯pos ∩ I¯odd and j ∈ I¯null, then (a¯ij, a¯ji) = (0, 0).
(HD8) If i ∈ I¯pos ∩ I¯odd, j ∈ I¯pos \ {i} and a¯ij 6= 0, then j /∈ I¯odd and
(a¯ij, a¯ji) = (−2,−1).
(HD9) If i ∈ I¯null, then there exists a unique j ∈ I¯null such that i 6= j and
a¯ij 6= 0.
(HD10) There exist ǫ¯i ∈ C \ {0} (i ∈ I¯) such that D¯−1A¯ is a symmetric
matrix, where D¯ is the diagonal matrix (δij ǫ¯i).
Assume D¯ to be a handy datum. Then there exists a nondegenerate
symmetric bilinear form J¯ : H¯∗ × H¯∗ → C such that J¯(α¯i, α¯j) = ǫ¯−1i a¯ij ,
J¯(γ¯i, α¯j) = ǫ¯
−1
i δij , J¯(γ¯i, γ¯j) = 0 For σ ∈ H¯∗, let h¯〈σ〉 ∈ H¯ be such that
τ(h¯〈σ〉) = J¯(τ, σ) for all τ ∈ H¯∗. Then h¯i = ǫ¯ih¯〈α¯i〉 and t¯i = ǫ¯ih¯〈γ¯i〉.
Lemma 4.1. Let D¯ be a handy datum. Then the following hold for G¯(A¯, I¯odd).
(1) (adE¯i)
1−a¯ij E¯j = 0 for i ∈ I¯pos and j ∈ I¯ \ {i}.
(2) [E¯i, E¯j ] = 0 if a¯ij = 0. In particular it follows that if a¯ii = 0, then
[E¯i, E¯i] = 0 and (adE¯i)
2X = 0 for any homogeneous element X of G¯.
(3) [E¯j , [[E¯i, E¯j], E¯m]] = 0 if a¯jj = 0 and −a¯ji = a¯jm 6= 0.
(4) [[E¯i, E¯j ], E¯r] = [[E¯i, E¯r], E¯j] if a¯ii = 2, a¯jj = a¯rr = 0, a¯ij = a¯ji =
a¯ir = a¯ri = −1 and a¯jr = a¯rj = 2.
(5) The same formulas as (1)-(4) with F¯i’s in place of E¯i’s hold.
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(6) There exists a super-symmetric invariant form J¯ : G¯× G¯ → C such
that J¯(h¯〈σ〉, h¯〈τ〉) = J¯(σ, τ) and J¯(E¯i, F¯j) = δij ǫ¯i. (By abuse of notation, we
use the same symbol J¯ for the bilinear forms on G¯ and H¯∗.)
This can be checked directly (see also [Ya1, Proposition 6.7.1]).
Let D¯ be a handy datum. Let C[t, t−1] be the Laurent polynomial algebra.
Let
L(D¯) := G¯(A¯, I¯odd)⊗ C[t, t−1]⊕ Cv ⊕ Cw.
We view L(D¯) as a Lie superalgebra in the following way. The parity ofX⊗tn
is the same as the one of X for a homogeneous element X of G¯(A¯, I¯odd); the
parities of v and w are 0. The Lie super bracket of L(D¯) is given by
[X ⊗ tm + a1v + b1w, Y ⊗ tn + a2v + b2w]
= [X, Y ]⊗ tm+n +mδm+n,0J¯(X, Y )v + b1nY ⊗ tn − b2mX ⊗ tm
for homogeneous elements X , Y of G¯(A¯, I¯odd). We shall also denote by J¯ the
invariant form on L(D¯) defined by
J¯(X ⊗ tm + a1v + b1w, Y ⊗ tn + a2v + b2w) = δm+n,0J¯(X, Y ) + a1b2 + b1a2.
4.2 Unfolding
Let D be a QEBS with l ≥ 2. We define a map k∨ : Π→ {1, 2, 3, 4} by the
following.
(KV1) If J(β∨, α) = −1 and g(α) = ∅ or Z, then k∨(α) = k(β)
k(α)
k∨(β).
(KV2) If J(α∨, β) = −2, k(α) = 2k(β) and g(α) = 2Z, then k∨(α) =
2k∨(β).
(KV3) If J(α∨, β) = −2, k(α) = k(β) and g(α) = 2Z + 1 or 2Z, then
k∨(α) = k∨(β) = 2.
(KV4) If J(α∨, β) = −2 and g(α) = 4Z or 4Z + 2, then k∨(α) = 3 and
k∨(β) = 2.
(KV5) k∨(α) = 4k∨(β) if and only if 4k(α) = k(β).
For the above D, we define a handy datum D¯D = (A¯D, I¯D, I¯oddD , Π¯D, Π¯∨D)
in the following way. Let
I¯D := {(α, x) ∈ Π× {1, 2, 3, 4}|1 ≤ x ≤ k∨(α)}.
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We define a square matrix A¯D = (a¯(α,x),(β,y))(α,x),(β,y)∈I¯D in the following way.
(AD1) If J(α∨, β) = 0, then a¯(α,x),(β,y) = 0.
(AD2) Let α ∈ Π. If g(α) = ∅ or Z then a¯(α,x),(α,y) = 2δxy. If g(α) =
2Z+1, then a¯(α,x),(α,y) = 3δxy−1. If g(α) = 2Z, then a¯(α,x),(α,y) = 2−2δxy. If
g(α) = 4Z or 4Z+2, then a¯(α,1),(α,1) = a¯(α,3),(α,3) = a¯(α,1),(α,2) = a¯(α,2),(α,1) = 0,
a¯(α,2),(α,2) = a¯(α,1),(α,3) = a¯(α,3),(α,1) = 2, a¯(α,2),(α,3) = −1 and a¯(α,3),(α,2) = −2
(AD3) Assume J(β∨, α) = −1. Then
(a¯(α,x),(β,y), a¯(β,y),(α,x))
=


(0, 0) if k∨(α) = 4, k∨(β) = 2 and x− y /∈ 2Z,
(0, 0) if k∨(β) ≤ k∨(α) ≤ 3
2
k∨(β) and x 6= y,
(−2,−1) if 2 ≤ k∨(α) ≤ 3, k∨(β) = 2, a¯(α,x),(α,x) = 0
and x = y,
(−1,−1) if g(α) = 2Z+ 1 and x = y,
(k(α)
k(β)
J(α∨, β),−1) otherwise.
Let E¯−(α,x) := F¯(α,x) ∈ GD¯D , and notice that the h¯(α,x) ∈ GD¯D is not
necessarily h¯〈(α,x)〉.
Lemma 4.2. Let D be a QEBS with l ≥ 2. Then there exists a unique ho-
momorphism πD : gD → L(D¯D) satisfying the following properties:
(PD1)
πD(E±α) =


k∨(α)∑
x=1
E¯±(α,x) if g(α) = ∅, Z or 2Z,
√
2(E¯±(α,1) + E¯±(α,2)) if g(α) = 2Z+ 1,√
2E¯±(α,2) ± 1√2 [E¯±(α,1), E¯±(α,3)] if g(α) = 4Z+ 2,
E¯±(α,1) ± [E¯±(α,3), E¯±(α,2)] if g(α) = 4Z,
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πD(E±α∗)
=


k∨(α)∑
x=1
ζ±(2x−1−k
∨(α))
α E¯±(α,x) ⊗ t±k(α) if g(α) = ∅ or 2Z,
±1
4
k∨(α)∑
x=1
ζ±(2x−1−k
∨(α))
α [E¯±(α,x), E¯±(α,x)]⊗ t±k(α) if g(α) = Z,
√−1[E¯±(α,1), E¯±(α,2)]⊗ t±1 if g(α) = 2Z+ 1,
(E¯±(α,1) +
√−1[E¯±(α,3), E¯±(α,2)])⊗ t±1 if g(α) = 4Z+ 2,√
2(E¯±(α,2) +
√−1
2
[E¯±(α,1), E¯±(α,3)])⊗ t±1 if g(α) = 4Z,
where ζα := exp(
π
√−1
k∨(α)
).
(PD2) There exists a κ ∈ C\{0} such that J¯(πD(hµ), πD(hν)) = κJ(µ, ν)
for µ, ν ∈ E .
(PD3) πD(ha) = κv, πD(hΛa) = w and πD(hΛδ) = J(Λδ, α0)
∑k∨(α0)
i=1 t¯(α0,i).
In particular, πD(hσ) 6= 0 for all σ ∈ E .
This can be proved directly by using Lemma 4.1.
Proof of Lemma 2.1. The lemma follows immediately from Lemma 4.2. 
Keep the notation as in Lemma 4.2. We shall also denote by J the
invariant form on gD defined by 1κ J¯ .
5 Invariant form and universal central exten-
sion (UCE)
5.1 Invariant form and a universal property
Let D be a QEBS with l ≥ 2. Following the notation in [S], we say that D
is A
(1,1)
l if the (l + 1) × (l + 1)-matrix A = (J(α∨, β))α,β∈Π is A(1)l (see also
Subsec. 1.1 for the name A
(1)
l ). Notice that if D is A(1,1)l , then p(α) = 0 and
g(α) = ∅ for all α ∈ Π.
Theorem 5.1. Let D be a QEBS with l ≥ 2. Assume that D is not A(1,1)l .
Let g′D be a Lie superalgebra satisfying the following conditions.
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(UI1) g′D includes hD as a sub Lie superalgebra.
(UI2)
g′D = hD
⊕( ⊕
ν∈R(k,g)
g′D,ν
)⊕( ⊕
(m,n)∈Z2,′
g′D,mδ+na
)
,
and dim g′D,ν = 1 for ν ∈ R(k, g), where g′D,σ := [X ∈ g′D|[h,X ] = σ(h)X (h ∈
hD)].
(UI3) The g′D is generated by hD and g
′
D,ν with ν ∈ R(k, g).
(UI4) There exists an invariant form J ′ on g′D such that J
′(hσ, hτ ) =
J(σ, τ) (σ, τ ∈ E) and such that ker J ′ ⊂⊕(m,n)∈Z2,′ g′D,mδ+na.
Then there exists an epimorphism η : gD → g′D such that η(hσ) = hσ (σ ∈ E)
and J ′ ◦ (η × η) = J .
Proof. Using the same argument as in the proof of [K1, Theorem 2.2], we
can choose non-zero elements E ′ρ of g
′
D,ρ (ρ ∈ R(k, g)) so that [E ′ρ, E ′−ρ] = hρ∨ .
By comparing (3.1) with the equalities in (SR6-7), we can normalize the
elements E ′µ’s with µ ∈ B so that they and the hσ’s (σ ∈ E) satisfy the
relations (SR1-9). Then the theorem follows from Theorem 2.1 and the
existence of the nµ’s with µ ∈ Π ∪Π∗. 
Corollary 5.1. Let D = D(E ,Π, a, k, g) be a QEBS with l ≥ 2. Assume
α ∈ ΠB to be such that g(α) = 4Z. Let D′ = D(E ,Π, a, k, g′) be the QEBS
obtained from the D by replacing g by g′ such that g′(α) = 4Z + 2 and
g′(β) = g(β) (β 6= α). Then there exists an isomorphism ξ : gD → gD′
such that ξ(hα) = hα∗, ξ(hβ) = hβ (β 6= α), ξ(ha) = ha, ξ(hΛα) = hΛα
and ξ(hΛa) = hΛa−Λα, where Λα ∈ CΠ ⊕ Ca is such that J(Λα,Λα) = 0 and
J(Λα, γ) = δαγ for γ ∈ Π.
This can be proved easily by using Theorem 5.1.
5.2 A Lie algebra with the quantum tori
Here we recall a Lie algebra studied in [BGK]. Let q ∈ C \ {0}. Let Cq =
Cq[s
±1, t±1] be the C-algebra defined by generators s±1, t±1 and defining
relations ts = qst. Let Ml+1(Cq) be the Cq-algebra of the (l + 1) × (l + 1)-
matrices over Cq. Let M̂l+1(Cq) := Ml+1(Cq)⊕ Cc1 ⊕ Cc2 ⊕ Cd1 ⊕ Cd2. We
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regard M̂l+1(Cq) as a C-Lie algebra by
[sx1tx2Eij, s
y1ty2Emn]
= sx1+y1tx2+y2(δjmq
x2y1Ein − δinqx1y2Emj)
+δx1+y1,0δx2+y2,0q
x2y1(x1c1 + x2c2),
[ci, s
x1tx2Emn] = 0, [di, s
x1tx2Emn] = xis
x1tx2Emn
and
[ci, cj ] = [ci, dj] = [di, dj] = 0.
We define a symmetric invariant form J¯q on M̂l+1(Cq) by

J¯q(s
x1tx2Eij , s
y1ty2Emn) = δx1+y1,0δx2+y2,0q
x2y1 ,
J¯q(s
x1tx2Eij , ci) = J¯q(s
x1tx2Eij , di) = 0,
J¯q(ci, cj) = J¯q(di, dj) = 0, J¯q(ci, dj) = δij .
Let D be A(1,1)l . Let gqD be the Lie algebra defined be the generators (2.1)
and the defining relations obtained from the ones in (SR1-9) by replacing
[E±α∗0 , E±αl ] = [E±α0 , E±α∗l ] of (SR6-7) with
q±1[E±α∗0 , E±αl ] = [E±α0 , E±α∗l ].
Then there exists a unique homomorphism πqD : g
q
D → M̂l+1(Cq) such that
πqD(Eαi) = Eii+1, π
q
D(Eα∗i ) = tEii+1, π
q
D(E−αi) = Ei+1i, π
q
D(E−α∗i ) = t
−1Ei+1i
(1 ≤ i ≤ l), πqD(Eα0) = sEl+11, πqD(Eα∗0) = stEl+11, πqD(E−α0) = s−1E1l+1,
πqD(E−α∗0) = qs
−1t−1E1l+1, π
q
D(hΛδ) = d1 and π
q
D(hΛa) = d2. We see that
similar results to Theorems 2.1 and 5.1 also hold for gqD with π
q
D. Especially
we have the following.
Theorem 5.2. Let D be a QEBS with l ≥ 2. Assume that D = A(1,1)l .
Let g′D be a Lie superalgebra satisfying the same conditions as the (UI1-4) in
Theorem 5.1. Then there exist a q ∈ C\{0} and an epimorphism η : gqD → g′D
such that η(hσ) = hσ (σ ∈ E) and J ′ ◦ (η × η) = J .
Using [AABGP, Chap. I Theorem 1.29(d)], by Theorems 5.1 and 5.2, we
have the following.
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Theorem 5.3. Let D = D(E ,Π, a, k, g) be a QEBS with l ≥ 2. We as-
sume that g(α) = ∅ or 2Z + 1 for every α ∈ Π. We also keep the notation
in [AABGP, Chap. I §1]. Let (L, ( , ),H) be an extended affine Lie alge-
bra (EALA) in the sense of [AABGP, Chap. I Definition 1.33]. Assume
that there exists an isometric monomorphism ϕ : E → H∗ such that the set
ϕ(R(k, g)) coincides with the set of the non-isotropic roots of the L. Then
there exists a homomorphism F : g¯D → L such that F(hσ) = tϕ(σ) (σ ∈ E)
and F(gµ) = Lϕ(µ) (µ ∈ R(k, g)), where we let g¯D := gqD for some q ∈ C\{0}
if D = A(1,1)l , and, otherwise, we let g¯D := gD. (See [AABGP, Chap. I (1.2)
and (1.8)] for the symbols Lϕ(µ) and tϕ(σ). )
5.3 Universal central extension (UCE)
We first recall the definition of the universal central extension (UCE for
short) of a Lie superalgebra. See [IK] for more detail. Let a = a0 ⊕ a1 be a
Lie superalgebra. Let D1(a) := [a, a]. We say that a is perfect if D1(a) = a.
We say that a Lie superalgebra epimorphism P : u = u0⊕u1 → a is a central
extension if [kerP, u] = {0} and kerP = (u0 ∩ kerP ) ⊕ (u1 ∩ kerP ) (we do
not assume kerP ⊂ u0). We say that a central extension V : u → a is a
UCE if u = D1(u) and if for any central extension W : b→ a, there exists a
homomorphism M : u → b such that W ◦M = V . Notice that if P : u → a
is a central extension and if x, y ∈ a are homogeneous elements, then there
exists a unique z ∈ u such that z ∈ [P−1({x}), P−1({y})]; we denote the z
by N(P, x, y). Notice that if x ∈ ai and y ∈ ai, then N(P, x, y) ∈ ui+j.
The following lemma seems to be trivial, but we give it to use it in the
proof of Theorem 5.4.
Lemma 5.1. Let a = a0 ⊕ a1 be a Lie superalgebra such that a = Der(a)⊕
Ck1⊕· · ·⊕Ckn, ki ∈ a0, [ki.kj ] = 0, and D1(a) = ⊕x∈Cna′x, where a′x = {X ∈
D1(a)|[ki, X ] = xiX} (here x = (x1, . . . , xn)). Assume that a is presented by
generators ki (1 ≤ i ≤ n) ap ∈ D1(a) (p ∈ P ) with ap ∈ a′x(p) for some
x(p) = (x(p)1, . . . , x(p)n) ∈ Cn and defining relations ft = 0 (t ∈ T ) and
[ki, ap] = x(p)iap, [ki.kj ] = 0, where ft’s are assumed to be expressed only
by the elements ap (p ∈ P ) and to be homogeneous with respect to the ap’s.
Then D1(a) is also presented by the generators ap (p ∈ P ) and the defining
relations ft = 0 (t ∈ T ).
Proof. Let c := Ck1 ⊕ · · · ⊕ Ckn. Let b be the Lie superalgebra gener-
ated by the generators bp (p ∈ P ) and the defining relations gt = 0 (t ∈ T ),
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where gt is expressed by replacing ap of ft with bp. For x ∈ Cn, let bx
be the subspace of b spanned by the elements (adbp1) · · · (adbpr−1)bpr with
x(p1) + · · ·+ x(pr) = x. Then b = ⊕x∈Cnbx. We can define a Lie superalge-
bra d = b ⊕ c by [b +∑ yiki, b′ +∑ y′iki] = [b, b′] + (∑ yix′i)b′ − (∑ y′ixi)b,
where b ∈ bx and b′ ∈ bx′. We see that there exists an isomorphism Φ : d→ a
such that Φ(bp) = ap and Φ(ki) = ki. 
Now we give a UCE theorem.
Theorem 5.4. Let D be a QEBS with l ≥ 2. Recall the g¯D from Theorem 5.3.
Let ̺ : D1(g¯D)→ a be a central extension. Then the ̺ is a UCE.
Proof. We first assume that g¯D = gD. Let f : b → a be a central
extension. For µ ∈ B+, let
h′µ∨ := N(f, ̺(Eµ), ̺(E−µ)) and E
′
±µ := N(f, ̺(±
1
2
hµ∨), ̺(E±µ)).
By Lemma 5.1, it suffices to show that these elements of the b satisfy the
equalities in the (SR1-9).
We first show the (SR4). Let µ ∈ B+. Notice that
{f(E ′±µ)} = {f([f−1({̺(±
1
2
hµ∨)}), f−1({̺(E±µ)})])} = {̺(E±µ)}.
Hence we have
(5.1) f(E ′±µ) = ̺(E±µ) and E
′
±µ ∈ f−1({̺(E±µ)}),
which implies the (SR4), as desired.
We show the (SR2-3). For µ ∈ B+, by (5.1) and the (SR4), we have
f(h′µ∨) = [f(E
′
µ), f(E
′
−µ)] = ̺(hµ∨), and, by (5.1), we have E
′
±µ = [±12h′µ∨ , E ′±µ].
Hence, for µ, ν ∈ B+, we have
[h′ν∨ , E
′
±µ] = [h
′
ν∨ , [±
1
2
h′µ∨ , E
′
±µ]] = ±
1
2
[h′µ∨ , [h
′
ν∨, E
′
±µ]] = J(ν
∨,±µ)E ′±µ,
and [h′ν∨ , h
′
µ∨ ] = [h
′
ν∨ , [E
′
µ, E
′
−µ]] = 0, as desired.
For µ ∈ B+, let h′(−µ)∨ := −h′µ∨ .
We show the (SR5-9). For (µ, ν) ∈ (B × B)′ and y z ∈ C, by (SR3), we
have
0 = [yh′µ∨ + zh
′
ν∨ , (adE
′
µ)
xµ,νE ′ν ] = J(yµ
∨ + zν∨, xµ,νµ+ ν)(adE ′µ)
xµ,νE ′ν ,
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which implies (adE ′µ)
xµ,νE ′ν = 0. Hence we have the (SR5). Similarly we
have (SR6-9).
Finally we show the (SR1). For α ∈ Π, let
h′a,α :=
J(α, α)c(α)
2k(α)
(c(α)h′(α∗)∨ − h′α∨).
It suffices to show that h′a,α = h
′
a,β for all α, β ∈ Π. By (SR3-5), we see
that for each µ ∈ B, E ′µ is locally nilpotent, so nµ = nE′µ ∈ Aut(b) can be
defined in the same way as in (2.3). Let (α, β, y) ∈ A. By the (SR6-7), we
have nα∗E
′
±β = nαE
′
±β∗ . Hence nα∗h
′
β∨ = nαh
′
(β∗)∨ . Since nα∗h
′
β∨ = h
′
β∨ −
J(α∗, β∨) = h′β∨ − c(α)J(α, β∨)h′(α∗)∨ and nαh′(β∗)∨ = h′(β∗)∨ − J(α, β∨)h′α∨ ,
we have h′a,α = h
′
a,β , as desired.
We see that the case where D = A(1,1)l and g¯D = gqD with q 6= 1 can also
be treated similarly. 
Keep the notation as above. Denote by π¯D the homomorphism πD :
gD → L(D¯D) in Lemma 4.2 if gD = g¯D; and, otherwise, let π¯D denote the
homomorphism πqD : g
q
D → Mˆl+1(Cq). Let ̟ : Imπ¯D → Imπ¯D/πD(Chδ⊕Cha)
be the natural projective map. Define the epimorphism πˆD : D1(g¯D) →
(̟ ◦ π¯D)(Der(g¯D)) by πˆD = (̟ ◦ π¯D)|Der(g¯D). By Theorem 5.4, we see that
the πˆD is a UCE. In particular, we have the following.
Corollary 5.2. (1) The πˆD is a UCE.
(2) Keep the notation as in Theorem 5.3. Then the F|D1(g¯D) : D1(g¯D) →
F(D1(g¯D)) is a UCE. (Notice that the F(D1(g¯D)) is the core of the EALA L
in the sense of [AABGP, Chap. I Definition 2.20].)
Proof. The statement (1) follows from the argument in the paragraph
above the corollary. The statement (2) also follows from Theorem 5.4. 
By Corollary 5.2, we see the following. If g(α) = ∅ for all α ∈ Π and
if the Cartan matrix A is X
(1)
l for some X = A, . . . ,G, then Der(gD) is
isomorphic to the (2-variable) toroidal Lie algebra in the sense of [MRY]. If
the A = A
(1)
l , i.e., D = A(1,1)l , then Der(gqD) is isomorphic to the Steinberg
Lie algebra stl+1(Cq) (see [BGK] for the term and symbol).
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6 Elliptic root base
6.1 Weakening the condition of (SR5)
Here we show that some of the (SR5) are not necessary. LetD = D(E ,Π, a, k, g)
be a QEBS with l ≥ 2. Let (Π× Π)′ := {(α, β) ∈ Π × Π |α 6= β}. Define a
subset (Π× Π)♯ of (Π× Π)′ by
(Π× Π)♯ := {(α, β) ∈ (Π× Π)′ | k(α) = k(β), J((α∗)∨, β) = −1}
∪{(α, β) ∈ (Π×Π)′ | k(α) < k(β), J(β∨, α) = −1}.
For a subset X of (B × B)′, let PM(X ) := {(ε1µ, ε2ν) | (µ, ν) ∈ X , ε1, ε2 ∈
{1,−1}}. Define a subset (B × B)♯ of (B × B)′ by
(B × B)♯
:= {(µ, ν) ∈ (B × B)′ | J(µ, ν) = 0}
∪PM(∪(α,β)∈(Π×Π)♯{(α, β), (β, α), (α∗, β), (β, α∗), (α, β∗)})
∪PM(∪α∈Π{(α, α∗), (α∗, α)}).
Then we consider the following.
(SR5′) (adEµ)xµ,νEν = 0 if (µ, ν) ∈ (B × B)♯.
Theorem 6.1. Let D be a QEBS with l ≥ 2. Let g♯D be the Lie superalgebra
defined by the same generators as in (2.1) with the same parities as in (2.2)
and by the defining relations (SR1-4), (SR5′), (SR6-9). Define the homomor-
phism Θ : g♯D → gD by Θ(hσ) = hσ (σ ∈ E) and Θ(Eµ) = Eµ (µ ∈ B). Then
Θ is an isomorphism.
Proof. Let (α, β) ∈ (Π× Π)♯ and let T := {α, α∗, β}. Let (g♯D)(T ) be the
sub Lie superalgebra of g♯D generated by the hσ (σ ∈ E) and Eµ (µ ∈ T ∪−T ).
Then we see that for each µ ∈ T ∪−T , the Eµ is a locally nilpotent element
of (g♯D)
(T ), so nµ ∈ Aut((g♯D)(T )) can be defined in the same way as in (2.3).
By (SR6-7), we have E±β∗ = n−1α nαE±β∗ = n
−1
α nα∗E±β ∈ (g♯D)(T ). It follows
from (SR5′) and (SR6-7) that
(6.1) [E±α, [E±α∗ , E±β]] = (adE±α)c(α)+1E±β∗ = 0 if k(α) = k(β).
By (SR5′), we have
(6.2) [E∓α, E±β∗ ] = 0.
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It follows from (6.1) and (SR1-4,5′,8-9), that
[E∓α∗ , E±β∗ ](6.3)
∼ n−1α [(adE±α)J(α
∨,α∗)E∓α∗ , (adE±α∗)−J((α
∗)∨,β)E±β]
∼ n−1α (adE±α)J(α
∨,α∗)(adE±α∗)−J((α
∗)∨,β)−1E±β = 0.
Since the E±α∗ and E±β∗ are locally nilpotent in (g
♯
D)
(T ), by (6.2) and (6.3),
we see that (adEµ)
xµ,νEν = 0 for (µ, ν) ∈ PM({(β∗, α), (α∗, β∗), (β∗, α∗)}).
This completes the proof. .
We notice that there are also redundant equalities in (SR5′), which can
be seen by the calculations in [Ya2, §2.3] and in Proof of Lemma 3.3. We
also notice that the condition of the equality [Eα∗ , E−β∗ ] = 0 of [Ya2, (S4)]
can be weakened to be the one that α, β ∈ Πaf with I(α, β) = 0, which can
be seen the same calculations as in (6.3).
6.2 Relations for the elliptic root basis
Let D = D(E ,Π, a, k, g) be a QEBS with l ≥ 2. Here by extending the
notion given in [S], we introduce an elliptic root basis of R(k, g) for the D.
Recall the δ ∈ Z+Π from Subsec. 2.2. For α ∈ Π, let xα ∈ Z+ (α ∈ Π)
be the coefficient of δ, i.e., δ =
∑
α∈Π xαα. Let mα :=
c(α)I(α,α)xα
k(α)
. Let
mmax := max{mα|α ∈ Π} and Πmax := {α ∈ Π|mα = mmax}. For a subset S
of Π, let S∗ := {α∗|α ∈ S}. Let Γ(R,G) := Π∪Π∗max (where R and G denote
R(k, g) and Ca respectively). We call the Γ(R,G) the elliptic root basis of
R(k, g). For a subset S of Π, let Γ(R,G;S) := Γ(R,G) ∩ (S ∪ S∗). Recall
the Lie superalgebra gD from Subsec. 2.1.
Theorem 6.2. Let D be a QEBS with l ≥ 2. Let gΓ(R,G)D be the Lie superal-
gebra defined by the generators
(6.4) hσ (σ ∈ E), Eµ, E−µ (µ ∈ Γ(R,G))
with the same parities as (2.2) and the following defining relations.
(TSRi) (1 ≤ i ≤ 4, i = 5′, 6 ≤ i ≤ 9) The same relations as the ones
among those in (SRi) expressed only by the same symbols as in (6.4),
(TSR10) [E±α∗ , [E±α, E±β]] = 0, if Γ(R,G; {α, β}) = {α, α∗, β} and
J(α∨,β)
J(β∨,α)
= c(α),
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(TSR11) [E±α∗ , [E±α, E±β]] = 0 and [[E±α∗ , E±β], [E±α, E±β]] = 0, if
Γ(R,G; {α, β}) = {α, α∗, β}, g(α) = ∅ and J(β∨,α)
J(α∨,β)
= 2 or 3,
(TSR12) [(adE±β)−J(β
∨,α)E±α, (adE±β∗)−J((β
∗)∨,γ)E±γ ] = 0,
if Γ(R,G; {α, β, γ}) = {α, β, β∗, γ},
where we assume the α, β, γ are distinct. Then there exists a unique isomor-
phism Ξ : g
Γ(R,G)
D → g♯D such that Ξ(hσ) = hσ and Ξ(Eµ) = Eµ (µ ∈ BΓ(R,G)),
where we set BΓ(R,G) := Γ(R,G) ∪ −Γ(R,G).
Proof. If the D is an SQEBS, then the theorem can be proved by the
same argument as that for [Ya2, Theorem 4.1] (See also the last paragraph
in Subsec. 6.1).
Assume the D not to be an SQEBS. Then, for each β ∈ Π \ Πmax, there
exists a unique αβ ∈ Π \ {β} such that J(β, αβ) 6= 0, and we see that
αβ ∈ Πmax and J(β∨, αβ)J(β, α∨β ) = 1 or 2. By Theorems 2.1 and 6.1,
we see that the homomorphism Ξ in the statement exists. By the same
argument as in the proof of Theorem 6.1, we see that for every (µ, ν) ∈
((B×B)′∩(BΓ(R,G)×BΓ(R,G))), the equality (adEµ)xµ,νEν = 0 holds in gΓ(R,G)D .
Hence the elements Eµ (µ ∈ BΓ(R,G)) of gΓ(R,G)D are locally nilpotent, so we
can define nµ = nEµ ∈ Aut(gΓ(R,G)D ) in the same way as in (2.3). For each
β ∈ Π \ Πmax, let E±β∗ := n−1αβnα∗βE±β ∈ g
Γ(R,G)
D , where we notice that the
E±β∗ are also locally nilpotent and that the equalities nαβE±β∗ = nα∗βE±β are
the same as the ones in (SR6-7). Then we see that the Ξ is surjective since
Ξ(Eµ) = Eµ for all µ ∈ B. To show that the Ξ is injective, it suffices to show
that the elements hσ (σ ∈ E), Eµ (µ ∈ B) of gΓ(R,G)D satisfy the equalities in
(SR1-4,5′,6-9). As mentioned above, the equalities in (SR6-7) are satisfied.
We only need to check that the equalities in (SR5′) are satisfied. This can
be shown as follows. (See Subsec. 3.2 for the notation ∼.)
(1) Assume that S = {α, β} ⊂ Π with J((α∗)∨, β) = −1 and Γ(R,G;S) =
{α, α∗, β}. Notice that αβ = α. Then we have
[E∓α, E±β∗ ] ∼ n−1α [E±α, nα∗E±β]
∼ n−1α [E±α, [E±α∗ , E±β]] = 0 (by (TSR10-11)),
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and
[E±β, E±β∗ ]
∼ n−1α [(adE±α)c(α)E±β, [E±α∗ , E±β]]
= n−1α (adE±α)
c(α)−1([[E±α, E±β], [E±α∗ , E±β]]) (by (TSR10-11))
∼
{
0 (by (TSR11)) if c(α) = 1,
n−1α [E±α, nβ[E±α, [E±α∗ , E±β]]] = 0 (by (TSR10)) if c(α) = 2,
Since the E±µ’s (µ ∈ S ∪ S∗) are locally nilpotent, they also satisfy the
equalities in (SR5′) other than the above ones.
(2) Assume that S = {α, β} ⊂ Π with J(β∨, α) = −1, J(α∨, β) = −2,
c(α) = 1 and Γ(R,G;S) = {α, α∗, β}. Notice that αβ = α and 2k(α) = k(β).
Then, by (TSR8-9), we have
[E∓α, E±β∗ ] ∼ n−1α [E±α, [E±α∗ , [E±α∗ , E±β]]] = 0,
and
[E±β, E±β∗ ] ∼ n−1α [(adE±α)2E±β, (adE±α∗)2E±β]
= n−1α (adE±α∗)
2[(adE±α)2E±β, E±β]
= n−1α (adE±α∗)
2[[E±α, E±β], [E±α, E±β]] = 0.
Then we can use the same argument as in (1).
(3) Assume that S = {α, β, γ} ⊂ Π with J(α∨, β) < 0, J(γ∨, β) < 0,
J(α∨, γ) = 0, and assume that Γ(R,G;S) = {α, β, β∗, γ} or {α, α∗, β, β∗, γ}.
Then we can use the same argument as in [Ya2, (2)-(3) of Proof of Proposi-
tion 4.2]. 
Appendix
As mentioned in the text, especially in Theorem 1.1, K. Saito [S] (see also
[SY]) introduced the notion of the ERS, and showed that every RMERS
is realized as the R(k, 0) for some SEBS D(E ,Π, a, k, 0). However, there
exists a reduced ERS which is not realized as an RMERS. As mentioned
in Introduction, the authors of [AABGP] introduced the notion of extended
affine root systems (EARS for short), which is different from the reduced
SEARS’s introduced in [S]. It is known (see [A]) that there exists a natural
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one-to-one correspondence between the reduced SEARS’s and the EARS’s.
Here we also use the terminology and notation in [AABGP, Construction 2.32
and Theorem 2.37]. By Theorems 1.2 and 2.2, we see that if an EARS has the
nullity equal to two and the rank equal to or more than 2, the corresponding
reduced ERS is realized as R(k, g) for some QEBS D = D(E ,Π, a, k, g) with
g(α) = ∅ or 2Z + 1 (α ∈ Π). Let D be a QEBS with l ≥ 2 such that the
name of A(= AΠ) is D
(2)
l+1. Notice that there exist εi ∈ E (1 ≤ i ≤ l) such
that J(εi, εj) = δij, α0 = δ − ε1, αi = εi − εi+1 (2 ≤ i ≤ l − 1) and αl = εl.
Then the corresponding EARS is R(X,S, L, E) is such that
X =
{
Bl if g(α0) = g(αl) = ∅
BCl otherwise,
and S = ((2Z+1)δ+Zk(α0)a)∪ (2Zδ+Zk(αl)a)), L = 2Zδ+Zk(αi)a (2 ≤
i ≤ l− 1) and E = ((4Z+2)δ+ g(α0)a)∪ (4Zδ+ g(αl)a)). Here if g(α0) = ∅,
then (4Z + 2)δ + g(α0)a) = ∅; if g(α1) = ∅, then (4Z + 2)δ + g(α1)a) = ∅.
(Strictly speaking, in [AABGP], R(X,S, L, ∅) is denoted as R(X,S, L)).
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