We use time-dependent density functional theory and time-dependent ZINDO (a semi-empirical method) to study transfer of an extra electron between a pair of pentacene molecules. A measure of the electronic transfer integral is computed in a dynamic picture via the vertical excitation energy from a delocalized anionic ground state. With increasing dimer separation, this dynamical measurement of charge transfer is shown to be significantly larger than the commonly used static approximation (i.e., LUMO+1-LUMO of the neutral dimer, or HOMO-LUMO of the charged dimer), up to an order of magnitude higher at 6 Å. These results offer a word of caution for calculations involving large separations, as in organic photovoltaics, where care must be taken when using a static picture to model charge transfer.
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I. INTRODUCTION
Accurately computing electron transfer rates and probabilities is crucial for understanding a wide range of devices and effects, including many types of chemical reactions, 1, 2 solar cells, 3, 4 nanoelectronics, 5 and molecular electronics. [6] [7] [8] [9] For example, in fullerene-based organic photovoltaics (OPVs), after photo-excitation of the light harvesting polymer, a charge-separated electron is first transferred to a nearby fullerene molecule, then subsequently shuttled to the electrode via a series of "hops" from one fullerene to another adjacent one. The success of an OPV often hinges on how readily electrons can be shunted from polymer to electrode without recombination with a hole. In general, this is a function of both the device morphology and also the electron transfer probability between two fullerene molecules. Increasing device efficiencies by optimizing transfer between fullerene pairs (e.g., via functionalization) thus offers a tantalizing opportunity. Unfortunately, predictive calculations of transfer probabilities are often elusive as electron transfer in these systems is a complicated process involving coupling between electronic and nuclear motion, in addition to the coupling with environment.
Electron transfer calculations on model systems and simple analogues offer a path forward. There has been much recent progress in modeling electron transfer between isolated molecules. The electron transfer reaction A − B − → AB − is well established in principle using Marcus theory (for overview see Ref. 10) , where the transfer is computed in the non-adiabatic regime -i.e., weak electronic coupling the donor and acceptor means that inter-conversion between from the donor to the acceptor diabatic potential energy surface can be computed semi-classically. Here, two a) E-mail: dxn@chem.ucla.edu. potential surfaces (reactants and products) are required as functions of molecular coordinates, and the transfer probability is computed from three main ingredients: G 0 , the free energy difference between the two states; λ, the energy required to reorganize the system, possibly including a solvent shell, from initial to final state without actually transferring charge; and J, the electronic coupling between the initial and final states. While any number of theoretical approaches can be used within the Marcus framework (e.g., from semi-empirical to correlated methods), density functional theory (DFT) has been the most popular recently, due to good accuracy and modest computational cost. 7, 9, [11] [12] [13] [14] For DFT, the main challenge lies in determining proper initial and final states in the transfer integral J in the Marcus formalism
where |ψ I and |ψ F are the initial and the final states, and H is the electronic coupling Hamiltonian (for more details, see review by Hsu 15 ). Although at first glance this is straightforward, extreme care must be taken in choosing these states to avoid non-physical effects. For example, if one picks |ψ I = A − B and |ψ F = AB − the resulting dynamics could be dominated by electronic relaxation rather than charge transfer.
This issue of correct choice of initial and final states can be bypassed by simply comparing the LUMO and LUMO+1 of the neutral pair, which also gives a rough measure of the coupling (i.e., the larger the splitting the less the transfer probability). The picture, however, is only qualitative as in reality the transfer involves the coupling of a negatively charged molecule with a neutral one; this often consists of a significantly perturbed electronic structure from the neutral case.
For predictive calculations, however, the transfer integral J must be computed as accurately as possible, with proper choice of |ψ I and |ψ F . To this end, we recently presented a new approach to electron transfer calculations named (timedependent split) TD-split, where the transfer integral is calculated using the vertical excitation energy of a negatively charged dimer from a fully delocalized ground state; 16 this excitation energy can be computed using virtually any timedependent method. A related method is generalized MullikenHush (GMH), which computes the coupling using the vertical excitation energy and transition dipole moment between two charge-localized states. 17 In TD-split the nuclear degrees of freedom are frozen, the "reaction coordinate" is the degree of charge localization, and the resulting transfer integrals are associated with the rate of electron transfer for particular system geometry. This is contrast to traditional Marcus-type calculations, which includes the effect of the vibrational degree of freedom.
Marcus theory gives essentially the exact result (in the non-adiabatic limit) when the electronic transfer integrals are known. For large-scale systems, where the transfer integrals are almost always calculated by DFT, Hartree-Fock (HF), or Hartree-Fock (HF) or semi-empirical methods, most of the electronic degrees of freedom are frozen in the calculation. Put differently, the possibly crucial effect of the other electrons on the transfer is neglected in such single-particle static calculations, and TD-split corrects this omission. Therefore, in the non-adiabatic limit the result of TD-split can be viewed as the transfer integral in Marcus theory; when the distortion is weak and the vibrational degrees of freedom do not contribute, TD-split directly yields the transfer rate.
As a first step towards modeling charge transfer in OPVs, in this paper we use TD-split in conjunction with time-dependent density functional theory (TDDFT) and timedependent ZINDO 18 to study electron transfer across a pentacene dimer consisting of two planar stacked pentacene molecules with an intermolecular separation ranging from 3.5 Å to 6.0 Å (see Fig. 2 ). The rest of the paper is structured as follows: In Sec. II we briefly review the approach and discuss computational details, in Sec. III we present calculations on a pentacene dimer model system, and in Sec. IV we summarize the results and offer some outlooks on future directions.
II. METHODOLOGY

A. Static splitting
In this section, we briefly discuss both the TD-split (dynamic) and static approaches to computing the Marcus coupling term J. In the static picture, one assumes that the charge distribution for the neutral combination is not perturbed (dynamically or statically) by adding an extra electron. If that assumption is correct, the difference in energy between the LUMO+1 and LUMO for the neutral pair AB is equivalent to the Marcus factor for identical dimers with delocalized orbitals. Transition requires that the LUMO and LUMO+1 are delocalized over both fragments, otherwise the splitting will be high but there will be no transition; this effect is easily included with an additional weight term which measures the delocalization of the LUMO and LUMO+1.
B. Dynamic splitting
In the dynamic picture (TD-split), rather than use the LUMO+1-LUMO of the neutral system to compute the splitting (and thus the charge transfer rate), we instead use the vertical excitation energy (VEE) of the -1 charged dimer from a delocalized ground state, where the extra electron is equally shared between the two fragments. In a Marcus-like picture, this delocalized ground state is akin to an electronic "transition state" for the transferred electron; i.e., the intermediate situation between the charge on one fragment and the charge on the other, and the VEE is thus the electronic coupling between the two diabatic surfaces. Since the nuclear geometries are fixed, this does not correspond to the Marcus intermediate state, but rather to the halfway point in the electron transfer for the given geometry. By using the VEE of the -1 charged dimer from its delocalized ground state, you have carefully chosen the initial and final states in the transfer integral J to exclude non-physical re-arrangement of the electrons due to localization on one fragment or the other. In contrast, if you instead compute the transfer starting from a system with the extra electron localized on one fragment you will have added an indeterminate amount of energy; the calculation will thus give non-physical results since the localized charge perturbs the electronic density on the other fragment, and the resulting dynamics from this initial state will be dominated by electronic relaxation rather than transfer. An alternate approach is to use an isolating potential to create initial states with well-defined energies. 19 When the vibrational degrees of freedom are weakly coupled, TD-split corresponds directly to the transfer rate. Note that when the system is not completely symmetric, the rate of transfer can still be obtained using the TD-split approach from a flux-flux time-dependent calculation which starts with the system in its ground anionic state (delocalized to a certain extent, depending on the degree of asymmetry) and then propagates the fluxes. 16 The flux-flux result is the equivalent of the |H AB | 2 term in Marcus theory. Schematically, the TD-split approach can be expressed as
where | (t) is a perturbed ground state for the entire charged system (including donor, acceptor, and the extra delocalized electron), and A is the perturbation operator. The time-dependent dynamics are thus directly associated with transport since the added charge is delocalized. In this method, the initial state is the ground static density matrix for the entire (donor and acceptor) charged system. A timedependent excitation is applied and the response to this excitation is a measure of electron transfer rate. As formulated, this method is linear-response in nature. This type of calculation is "dynamic" in the sense that it goes beyond simply using the static eigenvalues of the single-particle Hamiltonian and instead accounts for electronic structure changes during the excitation. For example, in TDDFT this corresponds to correcting the static Kohn-Sham DFT eigenvalue differences with the electron-hole response. As will be shown later, these effects are crucial for properly capturing the separation dependence of the charge transfer.
C. Computational details
Both the static and dynamic approaches are flexible, as the orbital energies (LUMO, LUMO+1) and the vertical excitation energies can be computed via any number of static and time-dependent approaches, such as coupled cluster (e.g., equation of motion coupled cluster 20, 21 ), linear-response 22, 23 or real-time TDDFT, [24] [25] [26] [27] [28] or time-dependent semi-empirical methods. 18, 29 In this paper, we use DFT and ZINDO to compute the static splitting and VEEs of a -1 charged pentacene dimer. All DFT/TDDFT calculations were performed with atom-centered Gaussian basis sets using a development version of the NWChem software package. 30, 31 Since these methods are commonplace, we omit the details.
The ZINDO and TD-ZINDO results were obtained by using a modified version of ZINDO-MN package. 32 In a nutshell, in ZINDO only the valence electrons are treated, which is done via semi-empirical one-body (i.e., nuclear and core) parameters h ij and two-body interaction parameters v ij kl , which are fit to experimental data,
where P is the density matrix in the atomic orbital basis. The time-dependent response is computed using explicit time propagation via the von Neumann equation,
where the prime denotes quantities in the molecular orbital (orthogonal) basis. The actual propagation was carried out using a linear-response von Neumann operator
where Z(t) ≡ P (t) − P 0 is the deviation of the MO density matrix from the initial state, and η is a small parameter ensuring linearity. Z(t) is propagated from a dipole perturbed ground state Z 0 = −i[D, P 0 ] via a Chebyshev expansion, and the Fourier transform of the resulting time-dependent dipole moment yields the absorption spectrum, and thus the vertical excitation energies. For all TD-ZINDO simulations, the time step was 0.4 a.u (0.01 fs) and the ZINDO parameters were taken to be as in the original ZINDO-MN package. For a more complete discussion of the TD-ZINDO approach see Ref. 18 .
III. RESULTS
A. Convergence with basis set
The large separations in these systems can pose a serious problem for atom-centered basis sets, so as a first step we confirmed that the TDDFT and static splitting (LUMO+1-LUMO for the neutral dimer) results were all converged with basis. Figure 1 shows the B3LYP TDDFT VEE for the negatively charged dimer, and the difference in energy between the LUMO and LUMO+1 for the neutral dimer for the 3-21G, 6-31G, 6-31++G, and POL1 basis sets. For shorter separations (R < 4.5 Å), both the static and TDDFT ener- gies are relatively insensitive to basis set, whereas there is a pronounced deviation from exponential behavior at larger separations for the 3-21G and 6-31G basis sets. The superexponential falloff (nonlinear in log plot) is a non-physical consequence of the insufficient physical extent of the smaller basis sets. The POL1 basis, which is highly diffuse and optimized for response properties, retains the correct exponential falloff, as does the 6-31++G basis, which is a 6-31G basis with extra diffuse functions. The TDDFT VEEs are less sensitive to basis set than the static DFT LUMO+1-LUMO energies, since individual orbital energies are typically more sensitive to incomplete overlap due to finite basis. Given these results, we henceforth use the 6-31++G basis, which for our purposes yields effectively the same quality results as POL1 with significantly less computational effort (656 basis functions instead of 1308). In general, for calculations of this kind on extended systems, augmenting a small basis with a few diffuse functions offers an affordable way to capture charge transfer processes.
B. Static versus dynamic splittings
For the -1 charged system, the HOMO and LUMO are extended across the dimer, and the excitation corresponds to a symmetric → antisymmetric flip for the dimer wavefunction (see Fig. 2 ). This is important because transitions between orbitals localized on individual fragments would result in an apparently large splitting, but with no electron transfer. This situation can be remedied somewhat by applying a "delocalizing" potential to the system to force a delocalized initial state but this was unnecessary for this symmetric system. The shapes of the neutral LUMO and LUMO+1 are qualitatively similar to the HOMO and LUMO of the negatively charged dimer (not shown), and since they are likewise extended, the difference in their energy is a fair measure of the static splitting. Figure 3 shows the -1 charged dimer vertical excitation energies using a range of TDDFT exchange-correlation J. Chem. Phys. 137, 22A502 (2012)   FIG. 2 . Snapshots of the orbitals involved in the vertical excitation of the -1 charged dimer (5 Å separation, PBE, 6-31++G basis). The excitation corresponds to a symmetric → antisymmetric flip of the wavefunction. functionals: local-density approximation (LDA) (slater exchange 33 and Vosko-Wilk-Nusair (VWN) correlation 34 ), Perdew-Burke-Ernzerhof (PBE) functional, 35 B3LYP. 36 The corresponding DFT neutral dimer LUMO+1-LUMO energies are shown for comparison. Overall, all TDDFT VEEs are quite insensitive to exchange-correlation functional; B3LYP is slightly red-shifted from LDA and PBE, but all have roughly the falloff rate (exponential decay constant 0.73 Å −1 ). For separations less than 4.5 Å, there are intra-fragment excitations which are lower in energy than the HOMO → LUMO excitation. These excitations are independent of separation, however, and with increasing R the HOMO → LUMO transition is guaranteed to become the lowest excitation, since it decays exponentially with separation. The DFT neutral static splittings between the first two virtual states (LUMO+1 vs. LUMO) are likewise insensitive to the functional, but are both significantly shifted lower in energy than the TDDFT VEEs, and also decay much faster (1.5 Å −1 ). Figure 3 also shows the corresponding static and time-dependent ZINDO results. Since we are interested in the slope rather than absolute energies, they were scaled by 1.5 to facilitate comparison with the DFT results. The ZINDO results are qualitatively similar to DFT, except for steeper exponential falloffs. Better tuning of the ZINDO coupling parameter might lead to better agreement with DFT.
Overall, these results suggest that the neutral static picture drastically underestimates the charge transfer rate, and the underestimation grows rapidly with increased separation. For example, whereas the static PBE energy is only 34% lower than the TD-PBE VEE at 3.5 Å, it is a full order of magnitude smaller at 6 Å. The reason for this is twofold: First, the static picture of orbital energy differences does not include re-arrangement of the electronic density during charge transfer; this is analogous to static DFT orbital energy differences versus TDDFT for traditional excitations. Second, the static picture assumes negligible perturbation of the electronic structure of the fragments upon adding an additional electron. Although the qualitative features of the orbitals (e.g., shape and ordering) are qualitatively unchanged by the additional electron, the orbital energetics are affected. For shorter separations, this effect is lessened since the dimer is more like a super-molecule. In a similar vein, the electronic structure of larger systems (e.g., fullerenes) is likewise less sensitive to extra electron.
In devices such as solar cells we are often interested in charge transfer across even larger length scales than these, so it is clear that a time-dependent approach is vital for even a qualitative description of the transfer. For example, it becomes impossible to use a static splitting-based calculation to correlate device morphology with charge transfer, since the static approach predicts far too fast a falloff with separation.
As a final check, we compared the neutral LUMO+1-LUMO splitting to the -1 charged HOMO-LUMO, as shown in Fig. 4 . For pure DFT functionals (LDA, PBE), the two are virtually identical, which is consistent with the idea that the electronic structure of the dimer is negligibly affected by the addition of an extra electron. The anion splitting for the hybrid functional (B3LYP), however, is significantly overestimated, and falls off in an incorrect sub-exponential manner. For pure HF (not shown), this is even more pronounced. In a nutshell, HF is driving the system into an ionic-like state rather than a delocalized one, resulting in unphysical orbital energies; this failure of HF to describe anions is well-known. It is not surprising that B3LYP shows this behavior because it contains 20% HF. ZINDO, which is a HF-type method (albeit with modified interaction terms), also suffers from this problem. FIG. 4 . Static splitting for the neutral and -1 charged dimer. The two agree well for pure DFT, but the anion is poorly described by B3LYP and ZINDO, due to the failure of HF to capture the delocalized ground state.
There are two things to note from these results: First, they confirm that dynamic (time-dependent) effects (e.g., electronic relaxation) are indeed important, and these calculations are not merely a measure of the anion static HOMO-LUMO splitting. Second, even though HF-based methods break down when describing the anionic orbital energies, the corresponding dynamics are still quite reasonable, i.e., the TD-B3LYP excitation energies are in excellent agreement with TD-LDA and TD-PBE, and TD-ZINDO is in reasonable agreement. Put another way, the response of the system is relatively insensitive to the poor ground state description.
IV. CONCLUSIONS
In summary, we computed the electronic couplings for a -1 charged pentacene dimer as a first step towards modeling electron transfer in organic photovoltaics. Two types of splitting were computed: the static DFT and ZINDO LUMO+1-LUMO of the neutral dimer, and the vertical excitation energy of the -1 charged dimer from a delocalized ground state, which was obtained via time-dependent methods (TDDFT and TD-ZINDO). The static picture consistently underestimates the splitting, and results in a far steeper exponential falloff than the dynamic splitting. As a consequence, while the static splitting offers a decent approximation to the transfer at short distances, with increasing separation it becomes ever more important to use the dynamic approach. These results have strong implications in systems like organic photovoltaics, where the LUMO+1-LUMO is a common rule of thumb for estimating charge transfer efficiency, since the addition of an extra electron on a fullerene is usually assumed to not significantly perturb the electronic structure. Care must be taken, however, as using the static approximation for large separations will drastically underestimate transfer probabilities, perhaps even by orders of magnitude in extreme cases. Future studies will address the accuracy of the static versus dynamic picture for charge transfer across fullerene pairs. 
