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I. SYSTEM MODEL F irst, the probability density function (pdf) of the observation vector in [1, eq. (3) ] is for a real-valued observation vector and a negative sign is missing inside the exponential function. Since the observation vector is complex-valued, the correct pdf should be [2, pp. 507] (1) Second, in [1, eqs. (10) and (12)], the factor 1/2 inside the exponential function should not be present. This can be easily proved by careful derivation of [1, eqs. (10) and (12)]. Although this constant factor does not affect the maximum-likelihood (ML) and minimum variance unbiased (MVU) estimators, this factor does affect the expression of the Cramer-Rao lower bound (CRLB). This point would be further detailed in Section IV.
II. ML ESTIMATOR
The ML estimator for the timing delay should be given by (2) rather than [1, eq. (15)]. This can be proved by careful mathematical derivations. Furthermore, the authors in [1] claim that their ML estimator is an improved version of the results in [3] by including the extra case . By noting [3, eq. (12)], one can see that the ML estimator has to be in the form of (2) in this comment; otherwise, the ML estimator in the above paper does not reduce to the results presented in [3] if the extra case is ignored. Furthermore, even with the above modifications, is only an asymptotically unbiased estimator for . This is because, in general, the expectation operation cannot commute with the nonlinear logarithm, that is (4) However, in asymptotic cases (when the signal-to-noise ratio (SNR) is high and/or is large), the variation of is very small, so that a linear approximation of the logarithm can be applied, and the locations of the expectation operation and logarithm can be interchanged. Therefore, all the derivations for the MVU estimator afterwards are valid only asymptotically.
One additional comment on the MVU estimator for is as follows. Noting that (5) (6) (7) which is equivalent to the ML estimator for if the timing delay is perfectly known. However, it is well-known that the ML estimator is asymptotically efficient [2, p. 167] (i.e., the ML estimator is asymptotically unbiased and with the smallest possible variance). Therefore, no new result has been reported in the above paper in reference to the MVU estimator.
IV. CRLB
As discussed in Section I of this comment, an extra factor of 1/2 is included in the exponential functions in the pdf expressions of [1, eqs. (10) and (12) In Fig. 1 , we provide a simple simulation example to illustrate the performance differences between the ML estimator (which jointly estimate the unknown timing delay and frequency offset ), the MVU estimator (which assumes perfectly known and only is estimated), and the CRLB. All the simulation conditions are the same as those in [1] , except that the estimators are based on the correct equations presented in this comment. It can be seen from Fig. 1 that the ML estimator approaches the CRLB at high SNRs. Actually, the SNR threshold for the ML estimator is just about 10 dB, which shows that even without the knowledge of timing offset , the ML estimator can still perform pretty well for SNR 10 dB.
V. MOMENT-BASED ESTIMATOR
Equation (38) 
