In this paper, we discuss a nonlinear fractional order boundary value problem with nonlocal Erdélyi-Kober and generalized Riemann-Liouville type integral boundary conditions. By using Mawhin continuation theorem, we investigate the existence of solutions of this boundary value problem at resonance. It is shown that the boundary value problem
Introduction
In this paper, we intend to discuss the following boundary value problem at resonance:
c D q x(t) = f (t, x(t), x (t)), t ∈ [0, T],
where c D q is the Caputo fractional derivative of order 1 < q ≤ 2, I
γ ,δ η is a Erdélyi-Kober type integral of order δ > 0 with η > 0 and γ ∈ R, ρ I p denotes the generalized Riemann-
where 1 ≤ k ≤ n -1, 0 < ξ 1 < ξ 2 < · · · < ξ m < 1. Integral boundary value problems have also gained many people's attention and have been applied to many fields, such as physics, chemistry, and engineering, see [11, 13, 22, [29] [30] [31] 35] . Besides, the subject of fractional differential equations has attracted much attention, see [1-5, 7, 10, 12, 15, 23, 24, 27, 28, 32-34, 36-39, 42] . For example, in [5] , Zhang and Bai investigated the existence of solutions for the following m-point boundary value problems:
t, u(t), D
α-1 0 + u(t) + e(t), t ∈ (0, 1), α ∈ (1, 2],
by using the coincidence degree theory of Mawhin. Very recently, in [2] , the authors considered boundary value problem (1) under the nonresonance condition v 1 v 4 + v 2 v 3 = 0. They established the existence and uniqueness results of BVP (1) by using the standard fixed point theorems.
Inspired by the work above, in this paper, we intend to discuss the boundary value problem (1) under the resonance condition v 1 v 4 + v 2 v 3 = 0. We shall study resonant BVP (1) in three different cases of dim ker L = 1. Different from the above results, the boundary conditions we study are nonlocal Erdélyi-Kober type integral and generalized RiemannLiouville type integral. To the best of our knowledge, it is innovative to study the boundary value problem with the nonlocal Erdélyi-Kober type integral and generalized RiemannLiouville type integral by using the method of Mawhin continuation theorem.
The organization of this paper is as follows. In Sect. 2, we provide some definitions, lemmas, and Mawhin continuation theorem which will be used to prove the main results. In Sect. 3, we will give our main results and the proof, some lemmas will also be given to prove the solvability of BVP (1).
Preliminaries
Firstly, for the convenience of the reader, we recall some definitions and lemmas.
Definition 2.1 ([2, 18
]) The fractional integral of order q with the lower limit zero for a function f is defined by
provided the right-hand side is point-wise defined on [0, ∞), (·) is the gamma function.
Definition 2.2 ([2])
The generalized fractional integral of order q > 0 and ρ > 0 for a function f (t) is defined by
provided the right-hand side is point-wise defined on (0, ∞).
Definition 2.3 ([2])
The Erdélyi-Kober fractional integral of order δ > 0 with η > 0 and γ ∈ R of a continuous function f (t) is defined as
provided the right-hand side is point-wise defined on R + .
Definition 2.4 ([2, 18
]) The Riemann-Liouville fractional derivative of order q > 0, n -1 < q < n, n ∈ N can be written as
where the function f (t) has absolutely continuous derivative up to order (n -1). 
It follows that 
Define the operator N : X → Y as follows:
So problem (1) becomes Lx = Nx. Let
then we consider the following three resonant conditions:
Lemma 2.4 Assume that (A1) holds. Then there exists z ∈ Y such that
Proof We define two linear functionals B 1 , B 2 : X → R as follows:
Let ϕ(t) = 1, ψ(t) = t. It follows from (A1) and Lemmas 2.2 and 2.3 that
So, (2) can be rewritten by
For convenience, set
If there is z ∈ Y such that B z = 0 and, as a result
∈ Y with Bz = 1. Assume the contrary. Then B(J q z) = 0 for all z ∈ Y , and, in particular, for integer n ≥ 2,
By ( . So, we deduce that
for all integer n, which is a contradiction. Thus, there exists z ∈ Y satisfying (2). Thus the lemma holds.
Similar to the proof of Lemma 2.4, we also get the following lemmas.
Lemma 2.5 Assume that (A2) holds. Then there exists z
1 ∈ Y such that J q z 1 (T) -β ρ I p J q z 1 (ξ ) = 1.
Lemma 2.6 Assume that (A3) holds. Then there exists z
Remark 2.1 The main idea of Lemmas 2.4, 2.5, and 2.6 comes from [16, 19, 20] .
Main results
Assume that the following conditions hold in this paper:
(H4) There is a constant D > 0 such that either
There is a constant D > 0 such that either
. Then we can present the following theorem. To prove the theorem, we need the following lemmas. 
Proof Let ϕ(t) = 1, ψ(t) = t. From (A1) and Lemma 2.4, we can easily get
Moreover, we can obtain that
On the one hand, suppose y ∈ Im L, then there exists x ∈ dom L such that
Then we have
where c 0 , c 1 ∈ R. Furthermore, for x ∈ dom L,
and
The above two equalities imply that
Using (3) and (7), we get the system
From this together with the second boundary value condition of (1), we can get
By using the eliminated element method, equalities (8) and (9) are changed into the equality
So we obtain that
On the other hand, if
Then we conclude that
Lx(t) = c D q x(t) = y(t),
Besides,
We define the linear operator P : X → X as (Px)(t) = x(0).
It is obvious that P 2 x = Px and Im P = ker L. For any x ∈ X, together with x = (x -Px) + Px,
we have X = ker P + ker L. It is easy to obtain that ker L ∩ ker P = ∅, which implies
Next the operator Q : Y → Y is defined as follows:
where B is given by (4) and z ∈ Y satisfying B(J q z) = 1.
Obviously, Q is a projection operator such that ker Q = Im L and Im L = {cz(t) : c ∈ R}. For any y ∈ Y , because y = (y -Qy)
To sum up, we can get that Im L is a closed subspace of Y ; dim ker L = co dim Im L < +∞; that is, L is a Fredholm operator of index zero.
We now define the operator K p y : Y → X as follows:
For any y ∈ Im L, we have
Next we will prove that K p is the inverse of L| dom L∩ker P . It is clear that
By Lemma 2.1, for each x ∈ dom L ∩ ker P, we have x(0) = 0 and
This implies that K p Lx = x. So K p = (L| dom L∩ker P ) -1 . Thus the lemma holds. Proof It follows from the continuity of f in condition (H1) and z ∈ Y that (I -Q)N( ) is bounded. In addition,
are equi-continuous and uniformly bounded. By Ascoli-Arzela theorem, we get
The proof is completed.
Lemma 3.3 The set
Proof Take x ∈ 1 , then x / ∈ ker L, so λ = 0 and Nx ∈ Im L. Thus we have
where z ∈ Y satisfying B(J q z) = 1. So we get
According to (H3), there exists at least a point t 0 ∈ [0, T] such that
Using the Newton-Leibnitz formula, we have
In addition, for Lx = λNx and x ∈ dom L, we have
Proof Let x ∈ 2 , then x(t) ≡ c and Nx ∈ Im L, so we can get
According to (H4), we have |c| ≤ D, that is to say, 2 is bounded. We complete the proof. Proof Suppose that x ∈ 3 , we have x(t) = c and
thus we have
If λ = 0, by condition (H4) we have |c| ≤ D. If λ = 1, then c = 0. If λ ∈ (0, 1), we suppose |c| > D, then
which contradicts with λc 2 > 0, so |c| ≤ D. Then the lemma holds.
Theorem 3.1 can be proved now.
Proof of Theorem 3.1 Suppose that ⊃
is a bounded open subset of X, from Lemma 3.2 we know that N is L-compact on . In view of Lemmas 3.3 and 3.4, we can get:
It follows from Lemma 3.5 that we have H(x, λ) = 0 for any x ∈ ∂ ∩ ker L. So, by the homotopic property of degree, we have
All the conditions of Theorem 2.1 are satisfied. So there must be at least one solution of problem (1) 
Furthermore, define the linear operator K p : Im L → dom L ∩ ker P as follows:
Proof Let ϕ(t) = 1, ψ(t) = t. In view of (A2) we know
and we get
Besides, operators P : X → X, Q : Y → Y can be defined as follows:
where
we have x(0) = 0, x(T) = 0, then we get the generalized inverse operator of L as follows:
The detailed proof of Lemma 3.6 is similar to that of Lemma 3.1, so we omit it. Proof Let ϕ 1 (t) = 1 + kt. In view of (A3) we know The detailed proof of Lemma 3.7 is similar to that of Lemma 3.1, so we omit it.
Proof of Theorem 3.3 The proof of Theorem 3.3 is similar to that of Theorem 3.1, we omit it.
