τ -Li coefficients describe if a function satisfies the Generalized Riemann Hypothesis or not. In this paper we prove explicit conditions for the τ -Li coefficients to hold if a function has zeros in certain regions or if all zeros lie in certain regions of the critical strip. The first main result gives an explicit number N such that for a non-negative integer M some of the real parts of the τ -Li coefficients between indices N and 5N M is negative if the function has a zero outside a certain region. According to the second result if all zeros of the function lie in certain region then real parts of the τ -Li coefficients are non-negative for indices n ∈ [n 1 , n 2 ].
Introduction
In 1997 X.-J. Li [11] proved an equivalent condition for the Riemann Hypothesis to hold. The condition is based on the non-negativity of a real sequence (λ n ), where
n and the sum runs over the non-trivial zeros of the Riemann's zeta function. The numbers λ n are called Li coefficients and they are non-negative if and only if the Riemann Hypothesis holds. Two years later E. Bombieri and J. C. Lagarias [1] proved that also other functions can be considered by using the Li coefficients. They also provided an arithmetic formula for the Li coefficients. There are several other results considering the Li coefficients for different set of the functions. For example, J. C. Lagarias [10] investigated the Li coefficients for automorphic L-functions and L. Smajlović [19] for the extended Selberg class.
In 2006 P. Freitas [8] proved that all zeros of the Riemann zeta function lie inside the region ℜ(s) ≤ are non-negative when n > 1 is an integer. The sum runs over the non-trivial zeros of the Riemann zeta function and terms including zeros ρ and 1 − ρ are paired together. We notice that if τ = 1, then the condition is equivalent to the Li's condition. A. D. Droll [6] generalized the result for a certain subclass of the extended Selberg class. He proved that all the zeros of the function F (s) lie inside the region ℜ(s) ≤ [3] also investigated the numerical behavior of some τ -Li coefficients for some functions which violate the Riemann Hypothesis.
Zero-free regions in the critical strip can be investigated using the Li coefficients or the τ -Li coefficients. F. C. Brown [2] proved that if finite number of the Li coefficients for a certain function F (s) are positive then the critical strip contains zero-free regions. Unfortunately, his proof of Lemma 5 contains two errors. A. D. Droll investigated the errors in his thesis. He was able to fix one of them. As a result of the other error Brown's Theorem 2 is left unproved. We prove a similar result in this paper in Theorem 4.2. According to Theorem 4.2 if all zeros of the function F (s) lie inside a certain region then the statement ℜ(λ F (n, τ )) ≥ 0 holds for all n ∈ [n 1 , n 2 ], where n 1 and n 2 are certain natural numbers which are given in Theorem 4.2. Brown also investigated only the case τ = 1. In this paper, we consider also cases τ > 1. Furthermore, we assume that the function F (s) satisfies less conditions for the order of the function and more conditions for the location and the number of the zeros than Brown did. In this paper Theorem 4.1 is similar to Brown's Theorem 2 but considers also cases τ > 1 and we have different conditions for the function F (s). Theorem 4.1 says that if the function has zeros outside a certain region then ℜ(λ F (n, τ )) < 0 for some n with n ∈ [N, 5M N ] where M and N are explicit.
Let τ ∈ [1, 2) . In this paper we investigate a function F (s) which satisfies following conditions:
1. Location of the zeros: The function F (s) does not have a zero ρ = τ .
2.
Number of the zeros: Let N + F (t 1 , t 2 ) and N − F (t 1 , t 2 ) be number of the zeros ρ in the critical strip of the function F (s) with t 1 < ℑ(ρ) ≤ t 2 and −t 2 ≤ ℑ(ρ) < −t 1 respectively. For some real numbers A > 0 and B and for a real number T 0 > 0 which is large enough we have
where T > T 0 and the non-negative real numbers c F,j (T 0 ) are constants which depend on the function F and the number T 0 . Further, for T ≥ T 0 we have
where c 1 , c 2 and c 3 are non-negative real numbers. Let N + F (t) and N − F (t) denote the number of the zeros in the critical strip for which have 0 ≤ ℑ(ρ) ≤ t and −t ≤ ℑ(ρ) ≤ 0 respectively. Then
where the numbers C F,j (T 0 ) are non-negative real numbers which depend on the function F (s) and the number T 0 .
Computation:
The numbers λ F (n, τ ) can be computed without knowing the zeros of the function F (s).
The conditions are not very restrictive. For example, the Riemann zeta function and the Dirichlet L-functions with a primitive character χ modulo q satisfy these conditions. Furthermore, all Selberg class functions also satisfy these conditions for τ > 1.
To obtain the results we only need the first two conditions above. The third condition is needed to compute the τ -Li coefficients without knowing zeros. For example, for τ = 1 and the Riemann zeta function by [11] the third condition is
Our main goal is to prove Theorems 4.1 and 4.2 which give explicit results for the terms ℜ(λ F (n, τ )) to hold. We approach this as follows: We want to estimate the contribution of the zeros outside of certain regions. By the estimates we can estimate the terms ℜ(λ F (n, τ )) and get the results. The estimates of the contributions are done in Section 3. To obtain the contribution we want to pair zeros from the upper half plane with zeros on the lower half plane. This is done in Section 2. At the end of the paper in Section 5 we give examples. The first example considers the case that the function F (s) has only one zero which lies outside of the certain region and the another one considers the Selberg class.
Preliminaries
In this section we prove useful results for finding pairs for the zeros and estimates for certain inequalities. The results are useful to estimate the contributions of the zeros which lie outside of the certain regions. The results are used in Sections 3 and 4.
Pairs of the zeros
Let ǫ ∈ [ 1 2 , 1) be a real number. In this section we prove results considering pairs of the zeros of the function F (s). For each zero in a certain region from the upper half plane we want to find a pair from the lower half plane. We also want that the difference of the absolute values of the imaginary parts of these zeros is small. The result is used in Sections 3 and 4 to estimate the contribution of the zeros, which lie outside of the certain regions, to the τ -Li coefficients. To obtain the result we first prove a useful inequality.
In next theorem we assume that a number T satisfies some lower bound conditions. The conditions follow from the proof of the theorem. Since they are derived for very large set of the functions they are not the most optimal ones. Theorem 2.1. Let M be a positive integer and T 0 as in the condition (3). Further, assume that T > T 0 satisfies the following conditions:
Proof. By formula (3) using
Thus it is enough to prove that
We prove this by estimating each term. Since T > 1 and T ≥ exp 4|B| A − 1, we have
Further, since T ≥ e − 1 and
By the assumptions T > 1 and
as required.
Next we apply the previous lemma and prove the result about the pairs of the zeros. We prove that for a real number a > 0 and each zero ρ on the upper half plane with ℜ(ρ) ≤ a we find a pair ρ 1 from the lower half plane with ℜ(ρ 1 ) ≤ a for which |ℑ(ρ 1 )| is close to the term ℑ(ρ). We need these pairs later when we estimate the τ -Li coefficients.
Theorem 2.2. Let a > 0 be a real number and we suppose that there are at most M zeros ρ such that a < ℜ(ρ) ≤ 1. Assume that T 0 satisfies the same conditions as in Theorem 2.1 and T − T 1−ǫ satisfies the same conditions as T in Theorem 2.1. Then there exists a positive integer k such that all zeros ρ of the function F (s) with ℜ(ρ) ≤ a are some complex numbers
be the imaginary parts of the zeros of the function F (s) with a non-negative imaginary part less than or equal to ℑ(ρ) and a real part less than or equal to a.
v ′ be the imaginary parts of the zeros of the function F (s) with a negative imaginary part larger than or equal to −ℑ(ρ)−ℑ(ρ)
1−ǫ and a real part less than or equal to a. We also assume that t
and min{N
Thus v ′ > v > r. For each imaginary part t j with j ∈ [1, v] we find a pair t
v . Since we can do this for every zero with ℑ(ρ) ≥ T , we have proved the claim.
Useful inequalities
In this section we prove two useful inequalities which are used in Section 3. We need these inequalities when we estimate the τ -Li coefficients.
Lemma 2.3. Assume that the function F (s) satisfies the condition (2) and ρ is a zero of the function F (s). Then
Proof. By formula (2) using the term 2 h T instead of the term T we have
Lemma 2.4. Assume that the function F (s) satisfies the condition (2) and ρ is a zero of the function F (s). Then
Proof. We have
We prove the claim by deriving the estimate for the sums of the previous three terms and then we combine the results.
First we estimate the sum consisting of terms
. By formula (2) using the term 2 h T instead of the term T we have
(4) Next we estimate the sum consisting of terms
similarly. By formula (2) using the term 2 h T instead of the term T , we have
(5) Now we estimate the sum consisting of terms 4(n − 1)nτ
. As in previous two cases, by formula (2) using the term 2 h T instead of the term T we have
The claim follows from the inequalities (4), (5) and (6).
Contributions
In this section we prove upper bounds for the contribution of the zeros ρ with 0 ≤ ℜ(ρ) ≤ In this section we consider an upper bound of the contribution of the zeros ρ with 0 ≤ ℜ(ρ) ≤ τ 2 for the τ -Li coefficients. This means that we would like to find an upper bound for the term
To estimate the contribution, we pair the zeros as we did in Section 2 and compute the sum
using these pairs. The result follows from formula (1) and the inequalities which we proved in Section 2. 
where
Thus it is enough to estimate the last term on the right hand side of the previous inequality.
We can compute
We want to compute this sum by pairing zeros. We find pairs for the zeros ρ with ℜ(ρ) ≤ τ 2 and ℑ(ρ) > T as we did in the proof of Theorem 2.2 with a = τ 2 . Thus we can compute the sum using these pairs. Since some of the zeros in these pairs may have a imaginary part in [−T, −T + T 1−ǫ ) we have to subtract the terms containing these zeros. Furthermore, we may not compute the zeros which have imaginary part in (−T − T 1−ǫ , −T ). Thus
formula (1) using T − T 1−ǫ and T + T 1−ǫ instead of the terms T 0 and T we have
(9) Thus it is enough to estimate the last term of the inequality (8) .
Thus and since for all j, s ∈ [0, n − 1] it holds that
We remember that 0
Thus the right hand side on the previous inequality is
Next we estimate the formula by using inequalities which are proved in Section 2.2. By Lemma 2.3 and 2.4 the previous formula is
Thus and by the inequalities (7), (8) and (9) the claim holds.
Contribution of the zeros ρ with
In this section we investigate the upper bound of the contribution of the zeros ρ with ℜ(ρ) > τ 2 for the coefficients ℜ (λ F (n, τ )). Since To obtain the result, we need the following lemma which is proved in Chapter 5 Theorem 11 in [15] . .
Now we can apply the previous result and consider the contribution of the zeros ρ with ℜ(ρ) >
where R = max 
for some N ≤ n ≤ 5N M .
Main results
In this section we combine the results from Sections 3.1 and 3.2. We remember that
The first theorem tells that if there are zeros outside a certain region then ℜ(λ F (n, τ )) < 0 for some n in a certain interval. The second one states that if all the zeros lie in a certain region then ℜ(λ F (n, τ )) ≥ 0 for some n. We remember that τ ∈ [1, 2), ǫ ∈ [ 1 2 , 1), A, B, c F,j (t), c j and C F,j (t) are defined in Section 1 and for real numbers T 0 and T we denote
We also notice that these terms are clearly positive when T ≥ 4. In the following theorems we also have that T ≥ 4.
Let 
Proof. Let ρ 1 , ρ 2 , . . . , ρ m be the zeros with ℜ(ρ j ) > τ 2 . By the assumptions we have m ≤ M . Further, we have
By Theorems 3.1 and 3.3 since m ≤ M the right hand side is
We want to prove that the previous expression is smaller than zero for some n ∈ [N, 5N M ]. Thus it is enough to show that
This can be equivalently written as
.
This inequality holds for
We notice that the number N in the previous theorem is not the best one. We used upper bounds for the terms instead of the exact values. On the other hand the term R n grows faster for larger R and the smallest n for which the term
is negative depends mainly on the term R. Thus the number N which we got in Theorem 4.1 is good enough. Next we prove that if the term | ρ ρ−τ | is larger than 1 for some zeros but small enough for all zeros ρ of the function F (s) then ℜ(λ F (n, τ )) ≥ 0 for some n. This means that we can compute the coefficients ℜ(λ F (n, τ )) for these numbers n and if they all are not non-negative then the function F (s) has a zero ρ with ℜ(ρ) > 
We assume that R > 1 is a real number such that there are no zeros ρ with | ρ ρ−τ | ≥ R and we have
We denote
Proof. First we prove the case n = 1. Since
Thus it is enough to consider cases n ≥ 2. We can estimate the τ -Li coefficients by pairing zeros as we did in the proof of Theorem 2.2. We can apply this theorem for a = 1 and M = 0. Some of the paired zeros may have a imaginary part in [−T, −T + T 1−ǫ ) and hence we have to subtract these zeros. We may also miss some of the zeros with a imaginary part in (−T − T 1−ǫ , −T ). Thus we have
where 0 ≤ ℜ(ρ) + σ ρ ≤ 1 and |t ρ | < |ℑ(ρ)| 1−ǫ . We can estimate each term. We also assume that n ∈ [n 0 , n 1 ].
First we estimate the sum of the zeros with ℑ(ρ) > T . Since
we can estimate each term. First we estimate the first term on the right hand side. Since ℜ(ρ) ≤ 1 ≤ τ and ℜ(ρ) + σ ρ ≤ 1 ≤ τ , we can compute
Thus the first term on the right hand side of the equation (11) is non-negative.
Next we estimate the second term on the right hand side of the equation (11) . We have
We notice that the previous terms are negative. Thus we want to have large values in the denominator. Hence, the right hand side of the previous equality is
Now we estimate the third term on the right hand side of the equation (11) . We remember that n ≤ n 1 ≤
and thus ℑ(ρ) ≥ 2nτ for all ℑ(ρ) > T − T 1−ǫ . Hence for j ≥ 3 we have
Thus the third term on the right hand side of the equation (11) is
Now we have also estimated the third term on the right hand side of (11) and next we can estimate the right hand side of the equation (11) .
By the derived estimates for the right hand side of the equation (11) we have
We remember that ℑ(ρ) ≥ max{2τ n, 100}, ǫ ∈ [ 1 2 , 1) n ≥ 2 and τ < 2. When we set ℑ(ρ) = 2τ n to the first, second, third and fifth term, ℑ(ρ) = 100 to the fourth term, ǫ = 1 to the third term, ǫ = 1 2 to the fourth term and τ = 2 to the third term of the right hand side of the previous inequality, we get
Since the number of the zeros in each interval (2 h T, 2 h+1 T ] is non-negative and T ′ ≥ T by formula (2) we have
Further, since
, we can divide the term A 2T ′ log (2T ′ ) by 4, compare it to the terms which have minus sign in the previous inequality, use the previous lower bounds and obtain that the right hand side of the inequality (12) is greater than zero.
Next we estimate the first two terms on the right hand side of the inequality (10). Since | ρ ρ−τ | < R for all ρ, we have
Thus and by the inequalities (10) and (12) we have
for n ∈ [n 0 , n 1 ]. We want to prove that the right hand side on the previous inequality is greater than zero. It is enough to show that
Equivalently we can write
This holds for for n ∈ [n 0 , n 1 ]. Thus λ F (n, τ ) > 0.
As in Theorem 4.1 the values of the numbers n 0 and n 1 in the previous theorem are not the best ones.
Examples

Only one zero which lies outside of a certain region and a growth condition
Besides of the non-negativity conditions, there are also growth conditions for the Li coefficients for the Generalized Riemann Hypothesis to hold. For example, in 2006 A. Voros [21] proved that the Riemann Hypothesis is equivalent to the condition λ n ∼ n(a log n + b) with explicit a > 0 and b. In 2010 and 2011 S. Omar and K. Mazhouda [13] and A. Odžak and L. Smajlović [17] derived similar conditions for certain classes containing the Selberg class. We prove a growth condition for the coefficients λ F (n, τ ). We assume that the function F (s) has exactly one zero ρ 1 with | ρ1 ρ1−τ | > 1 and the numbers T 0 , T satisfy the same conditions as in Theorem 3.1 with M = 1. This is a special case of Theorem 4.1 where M = 1. Instead of using Lemma 3.2 we can notice that
Otherwise N = 1. Then for n ≥ N we have
We want to prove that the right hand side on the previous inequality is greater than K 2 (T )n(n − 1) + K 1 (T )n.
It is enough to prove that
Equivalently we have to prove that
The inequality holds for n ≥ N . Thus if the function F (s) has at most one zero ρ with ℜ(ρ) > τ 2 then the function has a zero, which lies outside of a certain region, if and only if the term |λ F (n, τ )| is large enough for n ≥ N . This result is better than the result in Theorem 4.1 for M = 1 since it is enough to compute only one term instead of 4N + 1 terms as in Theorem 4.1.
Selberg class and zeros which lie outside of certain regions
We assume that the function 
is an entire function of finite order with least integer exponent m F , Q F > 0 is a real number, r is a non-negative integer, numbers ω j are positive real numbers and υ j are complex numbers with ℜ(υ j ) ≥ 0 for all j. Thus the function F (s) satisfies also the condition 3 and we can apply the results for the function F (s).
In 2010 L. Smajlović proved the Li's positivity criterion for an extension of the Selberg class. In 2011 A. Odžak and L. Smajlović [17] proved that the asymptotic expansion
is equivalent to the Generalized Riemann hypothesis to hold for a function F (s) in a certain extension of the Selberg class. In 2012 A. D. Droll [6] defined the τ -Li coefficients for an extension of the Selberg class, provided an arithmetic formula for the τ -Li coefficients and investigated their behavior. There are several results for zero-free regions for certain functions in the Selberg class. For example, by M. J. Mossinghoff and T. S. Trudgian [16] the Riemann zeta function has no zeros ρ = σ + it for
, where R 0 = 5.573412.
In addition to the τ -Li criterion there are also other criteria for the Selberg class functions to satisfy the Generalized Riemann Hypothesis. For example, by C. Delaunay, E. Fricain, E. Mosaki, and O. Robert [4, 5] studied Nyman-Beurling criterium for large set of functions containing the Selberg class.
Dirichlet L-functions
Let F (s) be a Dirichlet L-function associated with a primitive non-principal character modulo q. It is in Selberg class. The first result concerning on explicit zero-free regions was proved by K. S. McCurley [14] . According to the result, the function F (s) has no zeros in the region
to the exception of at most one zero. There are several improvements to the constant 6.4355. Recently H. Kadiri [9] proved that the function F (s) with 3 ≤ q ≤ 400000 does not vanish in the region
By F. C. Brown [2] we also know that for every k ≥ 2 there is at most one primitive Dirichlet character of conductor which divides k such that the completed function of F (s) has a zero ρ with
If such a character exists it is real and ρ ∈ R and ρ is simple. K. Mazhouda [12] has investigated the non-negativity of the Li coefficients for Dirichlet L-functions if the Generalized Riemann Hypothesis holds up to height T . We know that F (1) = 0 and thus it satisfies the condition 1. By T. S. Trudgian [20, Theorem 1] for T ≥ 1 we have that
< 0.1585 log T + 0.1585 log q + 3.2005. (13) Thus the function F (s) also satisfies the condition 2. We can set that We prove a similar results as we proved in Theorems 4.1 and 4.2 but instead of the general case we investigate Dirichlet L-functions. We obtain better results since we can use more suitable estimates for this special case. First we prove a similar result as we proved in Theorem 4.1. We want to find a positive integer N such that that if the function F (s) has zeros outside a certain region then ℜ(λ F (n, τ )) < 0 for n ∈ [N, 5M N ] where M is a constant.
We look at the case where q = 100, τ = 1, the function F (s) has at most two zeros ρ such that 1 2 < ℜ(ρ) ≤ 1 and ǫ = 1 2 . We prove results using the same ideas as we used in the proof of Theorem 4.1 but we use more suitable estimates for this special case. The goal is to estimate the term
where sum runs over the non-trivial zeros of the function F (s).
First we want to prove a similar result to which we proved in Theorem 2.1. The goal is to find a pairs for zeros in upper half plane such that the absolute value of the sum on the pairs imaginary part is small enough. The result is used to estimate the term λ F (n, 1). Instead of finding pairs for the zeros ρ with 0 ≤ ℜ(ρ) ≤ 1 2 we want to find pairs for zeros ρ with ℜ(ρ) = 1 2 since it makes some of computations easier. To do this by formula (13) and since M = 2 we want that and we have assumed that there are at most two zeros ρ with ℜ(ρ) and T = 317.548, by formula (13) we want to investigate the sum
Using similar methods of pairing zeros as in the proof of Theorem 3.1 we have
where |t ρ | < ℑ(ρ). By formula (13) and since the number of zeros is an integer we have
Thus it is enough to estimate the last term of the right hand side of the inequality (15) . Similarly as in the proof of Theorem 3.1 we have
Similarly as in Theorems 2.3 and 2.4 we get that the right hand side is
where c 2 = 0.1585 log 2 + 0.317 log 100 + 6.401. We assume that there is at least one and at most two zeros ρ with ρ ρ−1 ≥ R(> 1). By the previous inequality, formulas (15) , (16) and (17) and Theorem 3.3 using similar methods as in proof of Theorem 4.1 we have
We want to find a positive integer N such that the right hand side is smaller than zero for all n ∈ [N, 10N ]. These are solved numerically in the Table 1 for different R. We remember that the zeros lie symmetrically to the line ℜ(s) = to the exception of at most one zero. This is described with the violet lines in Figure 1 . By Kadiri [9] the function F (s) with 3 ≤ q ≤ 400 000 does not vanish in the region
This is described with the green lines in Figure 1 . When we compare Table 1 and Figure 1 we see, for example, that if the function F (s) has at least one but at most four zeros in the black area then λ F (n, 1) < 0 for some n ∈ [125, 1250].
Similarly we see that if the function F (s) has at least one but at most four zeros in the yellow area then λ F (n, 1) < 0 for some n ∈ [269 172, 2 691 720]. The numbers N in Table 1 may not be the most optimal ones. If we choose the number T differently we may obtain smaller numbers N . Next we prove a similar result to the result which we proved in Theorem 4.2. We want to find constants n 0 and n 1 such that if all zeros of the function F (s) lie inside a certain region then ℜ(λ F (n, τ )) ≥ 0 for all n ∈ [n 1 , n 2 ]. We use same methods as we used in the proof of Theorem 4.2. We look at the cases where q = 100. We also remember that ǫ ∈ [ 
We can follow the proof of Theorem 4.2. We want that we have T ′ ≥ T , 0.65τ > 0 (19) and that the left hand side of the previous inequality is as large as possible. This holds for T ′ = T (≥ 5.33959). Further, using similar methods as in the proof of Theorem 4.2 and previous estimates we have
We want that the right hand side of the previous inequality is at least zero for n ∈ [n 0 , n 1 ], where n 0 and n 1 are positive integers and n 1 ≤
. We can find n 0 and n 1 for different T , τ , ǫ and R in Table 2 . We use formula (13) in the computations, remember that the number of the zeros is an integer and that the statement λ F (1, τ ) ≥ 0 holds for all τ ∈ [1, 2). We also remember the lower bound (18) for the number T . We look at an example. Let F (s) be a L-function associated with a holomorphic newform with level 1 and weight 12. We assume that all zeros ρ with |ℑ(ρ)| ≤ 27 lie on the critical line. Then by G. França and A. LeClair [7, Table IX Using the formula for the number of the zeros provided in [18] we can compute indices forthe τ -Li coefficients from which we see if there are zeros with | ρ ρ−τ | > R. By these formulas there are at most 7122 and 8304 zeros with |ℑ(ρ)| smaller than or equal to 100 or 300 respectively. We also use the formulas from [18] for c j , c F,j (t) and C F,j (t). If some of the previous numbers is negative we set it 0. We can see different values of the term N in Table 3 . 
