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Özetçe—Literatürdeki snflandrc topluluu budama 
algoritmalarnn, asl olarak oy çokluu ya da arlkl oy 
çokluu topluluklar için tanmlanm olmalar; bu 
algoritmalarn Hata Düzelten Çkt Kodlamas (HDÇK) 
topluluklarna uygulamalarn baarsz klmtr. Bu bildiride,  
yeni bir baarm metriinin, Hamming uzakl ve çeitleme 
bilgileri ile beraber kullanlmas temeline dayal yeni bir HDÇK 
budama algoritmas sunulmutur. Yaplan deneylerde, yeni 
sunulan algoritmann literatürdeki en gelimi tekniklere göre 
çok daha baarl sonuçlar verdii tespit edilmitir.  
Anahtar Kelimeler — snflandrc topluluu; budama; HDÇK. 
 
Abstract— Existing ensemble pruning algorithms in the 
literature have mainly been defined for unweighted or weighted 
voting ensembles, whose extensions to the Error Correcting 
Output Coding  (ECOC) framework is not successful. This paper 
presents a novel pruning algorithm to be used in the pruning of 
ECOC, via using a new accuracy measure together with diversity 
and Hamming distance information. The results show that the 
novel method outperforms those existing in the state-of-the-art. 
Keywords — ensemble; pruning; ECOC. 
I. GR 
Snflandrc topluluu budamasnn temel amac, 
topluluktaki snflandrc saysn azaltrken baarm düzeyini 
korumak ya da arttrmak, ve dolaysyla hesaplama 
karmakln ve depolama gereksinimlerini azaltmaktr. 
Budama yaparken,  hesaplama karmakl yüksek olan 
tümünü kapsayan arama yöntemi yerine, frsatç arama ve 
sralama tabanl algoritmalar çounlukla tercih edilmektedir.  
Literatürdeki bu tarz algoritmalarn taksonomileri ve detayl 
analizleri için [1] ve [3]’e bavurulabilir.  
Hata Düzelten Çkt Kodlamas (HDÇK) çok snfl 
snflandrma problemlerinde kullanlan güçlü bir snflandrc 
birletirme yöntemidir [2]. HDÇK’nn temel prensibi, eldeki 
çok snfl problemi çözmek için, kendisini çok sayda ve daha 
basit iki snfl problemlere ayrtrmak üzerine kuruludur. 
Literatürdeki snflandrc topluluu budama algoritmalar, 
temel olarak oy çokluu ya da arlkl oy çokluu 
topluluklarna uygulanmak üzere tanmlandndan, bu 
algoritmalarn HDÇK budamas için kullanmlarnda 
problemler ortaya çkmaktadr: Budama srasnda, iki snfl 
taban snflandrclarnn baarmlar ile çok snfl ana 
snflandrma probleminin baarm arasndaki iliki göz 
önünde bulundurulmamaktadr. Bu eksiklii tamamlamak ve 
budama baarmn daha da arttrmak üzere, yeni bir baarm 
metriinin Hamming uzakl ve çeitleme bilgileri ile 
kullanlmas üzerine kurulu yeni bir HDÇK budama 
algoritmas bu bildiride sunulmutur. 
Bölüm II literatürdeki en gelimi budama tekniklerinden 
bahsederken, Bölüm III HDÇK hakknda bilgi vermektedir. 
Bölüm IV’te HDÇK budamas ve önerilen yeni algoritma 
sunulmu,   Bölüm V’te ise deney sonuçlar verilip, bu sonuçlar 
tartlarak analiz edilmitir. 
II. BUDAMA HAKKINDA LTERATÜR TARAMASI 
Literatürde genel olarak oy çokluu ya da arlkl oy çokluu 
topluluklar için tanmlanm olan budama algoritmalar 
arasndan en gelimi tekniklere sahip bir kaçnn özeti aada 
verilmitir.  
Sral ym esasna dayal budama yöntemleri, seçilen bir 
ölçüye göre bütün snflandrclar sralayp, istenilen 
miktardakileri dizinin bandan itibaren seçme prensibi ile 
çalr.  
Hata Azaltma Budamas (HAB) [11], ilk dürümünü bir 
dorulama kümesi üzerinde en düük hata oranna sahip olan 
snflandrcy seçerek gerçekletiren bir sral ym budama 
yöntemidir. Sonraki her dürümde, eldeki alt-snflandrc  
topluluuna eklenildiinde en fazla baarm orann getiren 
snflandrc seçilir. 
Destekleme-bazl Budama (DAB) [3] da snflandrclarn 
destekleme algoritmasndaki [12]  baarmlarn temel alan bir 
sral ym budama yöntemidir. Destekleme algoritmasnn 
her bir dürümünde, en düük arlkl eitim hatasna sahip 
snflandrc seçilir.  
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Yukarda bahsedilen sral ym budamalarnn yansra,  
snflandrc budamas probleminin bir eniyileme çerçevesi 
içerisinde çözülmesi  [6]’da  önerilmitir. Bu yöntemde 
(OPTB), snflandrc topluluk baarsnn taban 
snflandrclarnn bireysel snflandrma güçlerine ve 
birbirlerini tümleme kapasitelerine bal olduu bulusal 
kuralna dayanarak, baarm ve çeitlemeyi enbüyütlemeyi 
amaçlayan bir eniyileme problemi formüle edilmitir.  
Genel olarak, taban snflandrclarnn baarlar arttkça, 
birbirlerinden farklar azalmakta dolaysyla da çeitlenme 
miktar dümektedir. OPTB’de, en iyi baarm-çeitleme 
ödünleimini hesaplayabilmek için, seçilen bir dorulama 
kümesi  S’deki verileri kullanarak bir P  matrisi oluturulur. i 
taban snflandrcs  Sm  veri noktasnda baarl ise,  Pmi = 0; 
deilse Pmi = 1 olarak atanr. P matrisini kullanarak oluturulan 
   matrisinin herhangi bir köegen öesi Gii, i 
snflandrcs tarafndan yaplan toplam hata saysn; 
köegene ait olmayan herhangi bir Gij öesi ise i ve j 
snflandrclar tarafndan yaplan toplam hata saysn 
gösterir. Böylece, G matrisinin tüm öelerini [0,1] aralna 
standartlatrarak elde edilen  matrisi üzerinde hesaplanan 
   deeri, snflandrc topluluunun gücünü taban 
snflandrclarnn doruluu cinsinden,   		
	  deeri ise 
çeitlemeleri cinsinden belirtmekte kullanlabilir.  Böylelikle, 
hem baarm hem çeitleme bilgilerini içeren  deeri, 
snflandrc topluluunun genel baarmn ölçmek için u 
ekilde kullanlabilir: 
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Bu formülde x, budama sonucunda t snflandrcs 
seçilmise x!   öesine, seçilmise de x!   öesine sahip 
bir vektörken, p de budanacak snflandrc topluluunun 
almas istenen ebatn deeridir. Bu problem NP-zor olduu 
için, çözüme yar-belirli programlama (SDP) ile gidilmesi 
önerilmitir.  
 
III. HATA DÜZELTEN ÇIKTI KODLAMASI (HDÇK) 
HDÇK yöntemi, çok snfl snflandrma problemini eitim 
verilerinin etiketlerini deitirmek suretiyle çok sayda iki 
snfl problemlere ayrtrma esasna dayaldr. Temel amaç, 
bu basit iki snfl problemlerin karar snrlarn birletirerek, 
çok daha karmak olan çok snfl snflandrma problemini 
çözebilmektir. Eitim verilerinin etiketlerinin nasl 
deitirilecei, ve dolaysyla iki snf snflandrclarnn nasl 
eitilecei, deiik yöntemler kullanlarak hazrlanlabilen kod 
matrisinde belirlenir. 
Verilen bir HDÇK matrisi C’deki herhangi bir eleman, 
"	 # $
 , i taban snflandrcs eitilirken j snfna ait 
verilerin alaca yeni etiket deerini belirtir. Test aamasnda 
gelen yeni veri bütün snflandrclardan geçirilir ve elde 
edilen karar etiketleri bir vektörde toplanr.  Daha sonra, bu 
vektör ile her snfa ait kod kelimeleri ("	  satr dizilimine j 
snfna ait kod kelimesi denir) karlatrlp, karar etiketleri 
vektörüne en yakn olan kod kelimesi belirlenir. Bu kod 
kelimesine sahip snfn etiketi de test verisine atanr. Ölçülen 
uzaklk, Hamming veya Öklid uzakl gibi uzaklk ölçüleri ile 
ölçülebilir.  
sminden de anlalaca üzere HDÇK, yeni veri testi 
srasnda en yakn kod kelimesi seçilirken, taban 
snflandrclarnn hatalarn bir miktar düzeltebilir. Tam 
olarak, snf çiftleri arasndaki en küçük Hamming uzaklna d 
dersek, test çktsnda %&' $ ()*+ taneye kadar bit hatas 
düzeltilebilir. 
Kod matrislerinin belirlenmesi için veriye baml ya da 
veriden bamsz çok sayda yöntem bulunmaktadr. Fakat, 
teorik ve deneysel yöntemlerle ispatland üzere [5], rastgele 
üretilmi elemanlardan oluan ve çok sayda kolona sahip 
HDÇK matrisleri, güçlü taban snflandrclar ile 
kullanldnda ideale yakn baarm elde edilmektedir. Bu 
nedenle, çalmamzda bu tarz HDÇK matrisleri tercih 
edilmitir.   
IV. HDÇK BUDAMASI 
Bölüm II’de tarif edilen algoritmalar, deneylerimizde HDÇK 
çerçevesinde kullanlmlardr. Bu yöntemler ile, HDÇK 
matrisleri ile belirlenmi iki snfl ayrmlarda eitilen iki snf 
snflandrclar budanmtr. Fakat, bu budamalar srasnda 
kullanlan iki snf taban snflandrclarnn doruluk/baarm 
bilgisi ile çok snfl snflandrc topluluunun 
doruluu/baarm arasnda bir ba kurulmuyor olmas, genel 
performansn düük olmasna sebebiyet vermitir. 
Unutmayalm ki, bu algoritmalarn asl olarak tanmlandklar 
oylama topluluklarnda, taban snflandrclarnn çözdükleri 
problemler ile snflandrc topluluunun çözdüü problem 
ayn olduundan, böyle bir ba  kurulmasna ihtiyaç 
duyulmamtr. 
Bu ba kurmak ve budama performansn arttrmak 
amacyla, [9]’da tanttmz yeni baarm metrii HdPerf’in, 
Hamming uzakl ve çeitleme bilgileri ile beraber 
kullanlmas temeline dayal yeni bir HDÇK budama 
algoritmasn (BÇH) bu bildiride sunmaktayz.  
A. HDÇK Baarm Metrii (HdPerf) 
HdPerf, k snfl snflandrc topluluuna ait bir taban 
snflandrcsnn baarmn, her snf için olmak üzere toplam 
k kere ölçüp,  bu ölçümlerin ortalamasn almak esasna 
dayanan bir HDÇK baarm metriidir.  
N adet taban snflandrcsndan oluan ve k adet snfa ait 
bir HDÇK matrisi ve , adet eitim verisine sahip bir seçim 
kümesi S’ye sahip olduumuzu düünelim. Taban 
snflandrcs  i’yi eitmek için kullanlan j  snfna ait Sm 
verisinin HDÇK çerçevesinde alaca yeni snf etiketi 
-.
  /&0(  /&1&2.(( 
olarak gösterilebilir. Burada,  3 4 3 ,
  3 5 3 6’dir, 1 
çok snfl problem için hedef etiket fonksiyonudur, ve de /  
HDÇK matrisinin i. taban snflandrcs için tanmlanan ikili 
ayrmdr. 
Bir taban snflandrcs i’ye ait HdPerf’i hesaplamak için, 
seçim kümesi S’deki her veri Sm, k  kere yeniden-
etiketlendirilip, hedef-eletirilir. Bu k  kere yenilenen ilemin 
her aamas l’de, yeniden-etiketlendirme fonksiyonu r öyle 
tanmlanrken 
78&2.(  9
 :;:7&1&2.(   
78&2.(  $
 <=>5<='57': 
hedef-eleme fonksiyonu f  ise 
?
8&2.(  /&@('&2.( 
olarak formüle edilmitir. Bu formülde '&2.(, taban 
snflandrcs i’nin veri 2. için karar etiketini belirtir. 
Her dürüm l  içerisinde r  fonksiyonu, ilgili snf olan l’ye 
ait verilere 1, dierlerine -1 deerini atayarak 1-ekar-herey 
yeniden-etiketlendirmesi yapmaktadr. Dier taraftan, 
eletirme fonksiyonu f,  HDÇK matrisinden edindii bilgi 
dorultusunda taban snflandrcs i’nin kararlarn yeni 
deerlere eletirir.   
Snf l ile ayn ayrmda bulunan ve dolaysyla ayn 
HDÇK etiketine (-.
  /&@(( sahip her veri 2.’in etiketi, i 
tarafndan doru snflandrlmsa  ?
8&2.(  9deerine, 
yanl snflandrlmsa ?
8&2.(  $ deerine eletirilir. 
Kart ekilde, snf l ile farkl ayrmda (farkl HDÇK 
etiketlenmesinin sonucu olarak) bulunan veriler, i tarafndan 
doru snflandrlmsa ?
8&2.(  $deerine, yanl 
snflandrlmsa ?
8&2.(  9 deerine eletirilir. Dikkat 
etmek gerekir ki f fonksiyonu i’ye balyken r fonksiyonu 
deildir. 
S üzerinde ve  l dürümünde, i için ölçülen HdPerfi,l (i’nin S 
üzerinde snf-l-yekar-herey analizi olarak düünülebilir) u 
ekilde verilmitir: 
ABCDEF
8   ?
8&2.(
G
.HI
78&2.( 
Son olarak ise ABCDEF , ABCDEF
8’in tüm dürümler için  
(l=1...k) ölçülüp, ortalamas alnmas ile hesaplanr.  
ABCDEF 

=   ?
8&2.(
G
.HI
78&2.(
J
8HI
 
B. HdPerf’in Yorumlanmas 
HdPerf, verilen bir taban snflandrcs i’nin,  çok snfl 
problemdeki her snf için ortalama 1-ekar-herey baarmn 
ölçmeyi hedefler.  Bu ölçüm, i’nin kararlar ve HDÇK matris 
bilgisi kullanlarak yaplmaktadr. Aada, i taban 
snflandrcs için l dürümündeki ABCDEF
8 metriinin özet 
yorumu verilmitir: 
1) Verilerden  l snfna ait olanlar, doru snflandrlm 
iseler +1 katsays ile ödüllendirilip (?
8&K.(78&K.(  (, 
deilseler -1 ile cezalandrlmaktadrlar (?
8&K.(78&K.( 
$(.  
2) Verilerden l snf ile farkl HDÇK ayrmnda 
bulunanlar, doru snflandrlm iseler +1 katsays ile 
ödüllendirilip, deilseler -1 ile cezalandrlmaktadrlar. 
 3) Verilerden l snf ile ayn HDÇK ayrmnda 
bulunanlar (ama l snfna ait olmayanlar), doru 
snflandrlm iseler -1 katsays ile cezalandrlp, deilseler 
+1 ile ödüllendirilmektedirler. 
3. maddeye ithafen belirtilmelidir ki, taban snflandrcsnn l  
dürümündeki gücü kendisinin l snfn dier snflardan 
ayrabilme becerisine dayand için, l snfna ait olmayan 
fakat l snf ile ayn HDÇK ayrmnda bulunan veriler, doru 
snflandrldklar için cezalandrlrlar.  
Böylelikle i için, verilen bir snf l-yekar-herey analizinde, 
 
ABCDEF
8  LMN&8( 9 MN&68(O $ LMN&P8( 9 MN&P68(O 
olduu görülebilir. Burada, , eitim verisi says; MN&8(, MN&68(, MN&P8( ve MN&P68( ise srasyla gerçek pozitif, 
gerçek negatif, yanl pozitif ve yanl negatif veri saylardr. 
Böylelikle, ABCDEF
8 metriinin aslnda i taban snflandrcs 
için l snf üzerinde ölçülen bir baarm göstergesi olduu 
görülebilir. 
C. Baarm, Çeitleme ve Hamming Uzakl Kullanlarak 
HDÇK Budamas (BÇH) 
BÇH’deki temel amaç, genel topluluk snflandrclarnn 
performanslarn belirlemede önemli rol tutan baarm ve 
çeitleme bilgilerini, HDÇK çerçevesine özel hale getirip, 
ayrca HDÇK için önemli bir performans unsuru olan 
Hamming uzakl bilgisinden de yararlanarak budama 
yapmaktr. Bu sebeple, HDÇK için özel olarak formüle edilmi 
baarm metrii HdPerf, Q çeitleme metrii ve HDÇK satr 
Hamming uzakl (HUU) ölçüsüyle beraber, II’de açklamas 
verilen OPTB optimizasyon çerçevesini güncellemek için 
kullanlmtr.  
Q çeitleme metriinin [10] teorik snrlar ile snflandrc 
topluluu baarm arasndaki ilikilerin ispatlanm olmas ve 
bu metriin yapay sinir alar oylama topluluklar gibi 
snflandrc topluluklarnn baarm ile ilintisinden dolay, 
çalmamzda çeitleme metrii olarak kullanlmasna karar 
verilmitir. Di  ve Dj’nin iki taban snflandrcs olduunu 
düünelim. Genellik kayb olmadan,  Dj’nin z verisini doru 
snflandrmasn Djz = 1 ile, ve yanl snflandrmasn  Djz = 0 
ile belirtirsek, Di  ve Dj arasndaki Q çeitlenme metrii 
aadaki gibi tanmlanmaktr: 
Q	 
6II6RR $ 6RI6IR
6II6RR 9 6RI6IR 
Burada 6ST, Diz = a ve Djz = b eitliklerini salayan toplam 
veri saysn belirtir. [8]’de gösterildii gibi Q’nun alt ve üst 
limitleri sras ile -1 ve 1’dir. Ayn verileri doru 
snflandrmaya yatkn olan snflandrclar pozitif Q’ya ve 
dolaysyla düük çeitlenmeye, farkl veriler üzerinde hatalar 
yapan snflandrclar da negatif Q’ya yani yüksek çeitlilie 
sahiptir. Bu sebeple, budama srasnda Q’nun enküçüklenmesi 
hedeflenmelidir. 
HDÇK satr Hamming uzakl (HUU), HDÇK’nn hata 
düzeltme kapasitesini budama srasnda olabildiince muhafaza 
etmek amacyla bu makalede tanmlanmaktadr. HUU, 
satrlarn tüm ikili katmlar ele alndndaki toplam bit 
benzerlii says olarak u ekilde ifade edilmektedir: 
AUU  VW&"&7
 5(  "&>
 5(V
X
YHI
 
Bu formülde I(doru) = 1, I(yanl) = 0 olarak ifade 
edilmektedir. AUU ölçüsü azaldkça hata düzeltme kapasitesi 
artacandan, budama srasnda bu ölçünün de enküçüklenmesi 
hedeflenmelidir. 
BÇH’yi OPTB optimizasyon çerçevesinde formüle etmek 
için, bu çerçevede tanmlanm olan G matrisi; HDPerf, Q ve 
HUU bilgilerini içermek üzere oluturulan 3 yeni matrisin 
toplam olmak üzere deitirilir: 
  Z[\ 9 Z]^ 9 Z_` 
N tane snflandrcnn olduu bir durum için, A matrisi 
NxN’lik bir kare köegen matris olup köegen girdilerinin 
deerleri Aii = 1-HdPerfi’dir. D ise, köegen girdileri 0’a eit, 
dier girdileri ise Dij=Qij olan simetrik bir matristir. Son olarak, 
bir baka köegen matrisi olan E’nin köegen girdileri 
Eii=HUUi olarak hesaplanmtr ( a 5
 0 aN).  Bu durumda G; 
baarm, çeitleme ve Hamming uzakl bilgilerini içerecek 
ekilde güncellenmi olmutur. Bütün girdileri [0,1] aralna 
standartlatrlan  matrisi, ismi ile anlmakta; ve  OPTB 
eniyileme çerçevesinde tanmlanan budama problemi bu yeni 
’yi kullanarak çözülmektedir. Bu eniyileme srasnda; A, D 
ve E matrislerine [0,1] aralnda katsaylar verilerek zgara 
aramas da yaplmaktadr.  
V. DENEYLER 
Deneyler 2 adet yapay veri kümesi ve 7 adet UCI Makine 
Örenmesi Veri Arivinden (UCI MLR [7]) elde edilmi veri 
kümelerinde denenmitir. Budama algoritmalar, taban 
snflandrclar CART aaçlar ve 16 düümlü & 15 turlu 
yapay sinir alar (NN) olan 50 snflandrcl topluluklarda, 
%30,..,%70 budama oranlar ile çaltrlmtr. Deneyler 10’ar 
kere, deiik eitim-test verileri ayrmlar ve farkl HDÇK 
matrisleri kullanlarak tekrar edilmitir. Sonuçlarn tutarl 
olmasndan dolay sadece %70 budama oran ile edilen 
sonuçlar ekil I’de sunulmutur. 
 
 
Fig. 1. 50 taban snflandrc için  budama algoritma sonuçlar, %70 budama 
oran ile, NN ve CART kullanarak.  
ekil I’de, OPTB, HAB, DAB ve BÇH algoritmalarnn yan 
sra, rastgele seçilerek budanm matrislerin baarm oranlar 
da sunulmutur (RAST). RAST sütununda, her deney için 20 
rastgele seçimle elde edilen budanm matrislerin ortalama 
baarm verilmitir. 
     Her veri kümesi ve snflandrc çeidi için en iyi baarm 
oranna sahip olan metot kaln yaz stili ile belirtilmitir. Bu 
sonuçlara göre BÇH dier metotlara kar genel bir performans 
üstünlüüne sahip olmu, HAB ise onu takip eden metod 
olarak karmza çkmtr. BÇH’nin RAST, OPTB ve DAB’a 
kar olan mutlak üstünlüünün de alt çizilmelidir.  
     Gelecekte,  matrisini oluturan elemanlarn katsaylarnn 
budama üzerindeki etkileri incelenecek; ve buna göre de 
baarm, çeitleme ve Hamming uzaklnn BÇH metoduna 
bireysel olarak katklarnn önemleri karlatrlacaktr. 
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