Recent research has explored how minor changes in expectation formation can change the stability properties of a model (Duffy and Xiao 2007, Evans and Honkapohja 2009 ). This paper builds on this research by examining an economy subject to a variety of monetary policy rules under an endogenous learning algorithm proposed by Marcet and Nicolini (2003) . The results indicate that operational versions of optimal discretionary rules are not "robustly stable" as in Evans and Honkapohja (2009) . In addition commitment rules are not robust to minor changes in expectational structure and parameter values.
Introduction
In addressing important open questions in monetary policy, inflation and expectations, Bernanke (2007) states that many of the interesting issues in modern monetary theory require a framework that incorporates learning on the part of agents. Adaptive learning relaxes the rational expectations assumption by allowing agents to use econometrics to forecast the economic variables of interest. As new data arrives, agents "learn" about the data process by updating their forecast equations. Agents might apply a decreasing weight (referred to as a gain) to new information if they believe the economic structure is fixed.
Alternatively, agents might apply a constant weight to the new data to account for frequent structural change. Regardless of the weighting scheme, the ability of the agents to learn the rational expectations solution can be reduced to a stability condition, described below.
In an early paper, Howitt (1992) showed that an interest rate pegging regime does not result in agents learning the rational expectations solution. More recently, Honkpohja (2003 and provide an overview of various monetary policy rules and their stability under learning. As pointed out by Duffy and Xiao (2007) , these results hold only if policy makers do not consider the interest rate in their loss function. Rules with so-called interest rate stabilization are stable under the so-called decreasing gain learning, but Evans and Honkapohja (2009) contend that Duffy and Xiao's rules do not result in stability for constant gain learning. This paper investigates a variety of monetary policy rules under various learning algorithms with a particular focus on a hybrid of decreasing and constant gain learning presented by Marcet and Nicolini (2003) , which may be appropriate if agents believe they face occasional structural breaks. By using this hybrid gain this paper can address how demonstratively Duffy and Xiao (2007) and Evans and Honkapohja (2009) differ from each other. Under the same conditions as Evans and Honkapohja (2009) , using a hybrid gain does not overturn the results in their paper, implying a stronger result. Duffy and Xiao (2007) derive two optimal interest rate rules -one under discretion, which can be characterized as a Taylor rule i t = θ x x t + θ π π t ,
and the other under commitment, which is similar, but incorporates lagged values, i t = θ π π t + θ x (x t − x t−1 ) + θ i1 i t−1 − θ i2 i t−2 .
Evans and Honkapohja (2009) assume that agents do not have access to contemporaneous endogenous variables (the output gap, x, and inflation, π) and therefore examine an operational version of (1),
where x e t = E * t−1 x t and π e t = E * t−1 π t , where the star indicates that expectations need not be rational. This paper adds to the literature by examining these three rules plus an operational version of (2) of the form,
and deriving an expectations based rule of the flavor of Evans and Honkapohja (2006) ,
where u t and g t are exogenous AR(1) processes. The following equations govern these processes:
u t = ρu t−1 +ũ t , and g t = µg t−1 +g t , The paper unfolds as follows. The next section describes the basic modeling framework, learning, the stability concept in learning, and introduces the hybrid learning algorithm. Section 3 explores the optimal discretionary policy (1) and also the operational version (3) under all three types of learning. That section also provides description of the dynamics associated with the hybrid learning algorithm. The fourth section examines Duffy and Xiao's optimal rule with commitment (2), the operational version (4) and an expectations based rule (5). The last section concludes.
Methodology

Basic Model
The following New Kyensian (NK) model, presented in section 3 of Evans and Honkapohja (2009) , describes the economy, 2
The Euler equation for consumption generates the output equation (6), while (7) describes the NK Phillips Curve. The model is closed by specifying an interest-rate rule.
Substituting the generic Taylor rule (1) into (6) and rearranging (6) and (7) results in the following matrix form of the model.
where y t = (x t , π t ) and υ t = (g t , u t ) and where,
Denoting F = diag{µ, ρ} andν t = (g t ,ũ t ) the corresponding process for the shocks takes the form υ t = Fυ t−1 +υ t .
Learning and E-stability
Under these assumptions, agents' perceived law of motion (PLM) -the equation they estimate -takes the form of the minimum state variable (MSV) solution,
which implies that agents expectations can be written as y e t+1 = a + cFυ t . Substituting these expectations into (8) yields the actual law of motion (ALM),
There exists a mapping of perceived coefficients to the actual coefficients, which the literature refers to as the T-map. In this particular case the T-mapping is,
The fixed point of the T-mapping is the Rational Expectations Equilibrium (REE). If all the eigenvalues of the derivative of the T-map are less than one, then the solution is locally expectationally stable, or E-stable. The result is local in the sense that agents expectations will converge to the REE as long as their initial expectations are not too far away from the REE. Evans and Honkapohja (2001) define the E-stability principle, which states that there exists a correspondence between the E-stability of an REE and its stability under adaptive learning.
The agents in the model do not know the structural parameters. Their expectations of future outcomes are therefore based on estimates of a and c for the model (9). In real time, these estimates of ϕ t = (a t , c t ) are calculated by recursive least squares (RLS),
where ξ = (1 υ), and R t is the moment matrix.
Adaptive learning assumes the gain, γ t , is simply t −1 , which can also be referred to as decreasing gain learning. This case corresponds to standard OLS, where the all data is weighed equally. In contrast, setting γ t = γ ∈ (0, 1] implies that the oldest data has virtually no weight. This is called constant-gain learning and is similar to a rolling window of data. 3
Proposition 1 in Evans and Honkapohja (2009) Large errors cause agents to suspect a structural break and therefore they would prefer to use a constant-gain to remove the bias of the older data. Once forecast errors fall below a cutoff agents switch back to a decreasing-gain. In Milani (2007b) this cutoff is determined by the historical average of forecast errors.
Denoting the gain, γ z,t , for each endogenous variable, z = {x, π}, the switching gain takes the following form,
where k is the number of periods since the last switch to a decreasing-gain, J is the number of periods for recent calculations, and W is the number of periods for historical calculations. 4 This rule sets the gain of a particular estimation equal to a constant value if recent prediction error of that variable is greater than the historical average. If the reverse is true, then the value of the gain declines with each subsequent period. Unfortunately, the stability properties of this particular type of gain have not been studied. The following section explores the stability properties of this type of gain sequence in the context of several models.
Discretionary Monetary Policy
Optimal Policy Duffy and Xiao (2007) suggest an optimal policy rule based on policymaker minimizing a loss function that includes interest-rate stabilization in addition to output and inflation stabilization. Note that like Duffy and Xiao, no zero-lower bound condition is imposed because this particular line of literature relies on the observation by Woodford (2003) that monetary policy makers should include the interest rate in their loss function to ensure that the lower bound does not bind. 5 Specifically policymaker minimize the following loss function subject to (6) and (7), which are modified to account for a lack of commitment. 6
where the relative weights of interest-rate and output stabilization are α i and α x , respectively. Using the first order conditions of this loss function Duffy and Xiao (2007) derive the following interest-rate rule,
To analyze E-stability of the model closed by (13) one sets θ π = ϕλ α −1 i and (8) and finds the eigenvalues of the derivative of the T-map. The derivative of the T-map is as follows: (2003) , provides the calibrated values α x = 0.048, α i = 0.077, ϕ = 1/0.157, λ = 0.024, and β = 0.99. In addition, σ u = σ g = 0.2 and ρ = µ = 0.8. 7
Under this parameterization the model all the eigenvalues of the derivative of the T-map are less than one. This implies that the model is locally E-stable for a decreasing-gain. The eigenvalues also satisfy the constant gain learning local stability condition for all values of γ between zero and one. Consequently, the switching-gain must be locally E-stable.
As noted by Evans and Honkapohja (2009) (6) the model can be rewritten in matrix form as,
Substituting the appropriate expectational terms into (14) yields the ALM,
with the following T-map, Simulation of this gain structure requires a small burn in period to establish a history of error terms. In order to create a seamless transition from the burn-in to learning, the burn-in length is set to the inverse of the gain. During this period agents use the constant-gain.
Given the constant-gain value of 0.025 this implies a burn in length of 40 periods. This ensures no discontinuity at agent's first opportunity to switch; agents choose between keeping the constant-gain or allowing the value of the gain to decrease. In the initialization period agent's expectations do not have an effect in the economy to minimize the usual learning dynamics. Thus, the coefficients driving the simulation will be a small perturbation away from the Rational expectations (RE) values. When the initialization period ends agents use the switching-gain in (11). periods, which is an improvement but does not cover the entire plausible range.
Discussion of Switching Gain Stability
While the values of the constant-gain have increased (from 0.024 to 0.026 under the Woodford parameterization), the simulations exhibit temporary deviations from the REE. arbitrary value in the switching rule as suggested by Marcet and Nicolini (2003) , then, for a given value of the constant gain, there exists a value above which the model is explosive and below which the model rapidly settles into a continuous decreasing-gain regime.
Unlike Marcet and Nicolini (2003) there are no underlying structural changes in this NK model. Thus, the result is completely driven by the expectation formation behavior. Sargent (1999) uses a model in which agents temporarily escape a self-confirming equilibrium as well, but examines government beliefs, not beliefs of the entire economy.
Cho, Williams and Sargent (2002) examine the ordinary differential equations (ODEs) in the Sargent (1999) framework and find that the "escape dynamics" include an additional ODE relative to the mean dynamics. Table 2 provides a comparison of the economic significance of the temporary deviations. These examples come from two independent simulations of 15,000 periods.
After discarding the first 10,000 periods, the mean and variance of output and inflation relative to the REE are calculated entire remaining 5,000 periods and also for a 100 period window around the largest temporary deviation in that 5,000 period section. These examples suggest that the exotic behavior leads to a large increase in variance relative to RE. The top example shows that both inflation and output may be lower than under RE, while the bottom example has both variables above RE.
Robustness of these results is not easily obtained. Changing structural parameters changes the threshold for instability requiring more than one parameter to change in the comparison. However, changing the parameters in the gain structure (11) does not.
Therefore Table 3 looks at different values of the rolling window. This gives a sense of the economic impact of the deviations from rational expectations, but does not address frequency. Table 4 displays stability results from a Monte Carlo exercise for several different historical window lengths. These results are based on 5,000 simulations of 10,000 periods each. If the last estimated coefficients lie within 1 percent of the REE value then that the particular simulation achieved stability. 12 The two sets of calibrated parameters that result in stability under a decreasing-gain are used. Ignoring the level effects, one can see more sensitivity to the window size, W , under Woodford than under CGG. A potential explanation is that under the CGG parameterization the expectational feedback loop is more sensitive to a "bad" series of shocks.
Monetary Policy with Commitment
Evans and Honkapohja (2009) 
Optimal Policy with Commitment
The first order condition that results from minimizing (12) subject to (6) and (7) under the timeless perspective results in,
Rearranging results in (2) with θ π =
, and θ i2 = 1 β . The system under commitment can be written as,
where w t = (i t , i t−1 ) and the appropriate matrices for M, N 0 , N 1 , and P. The MSV solution provides the PLM, which also supplies the form of the RE solution.
Note that the law of motion governing the exogenous variables, w t , can be written as,
Substituting (18) and (19) in (17) one can find the T-mapping,
Upon inspection one can see that there are multiple equilibria in this model. Using these equations one can find derivatives of the T-mapping at a rational expectations solution,
where a bar indicates the rational expectations coefficients found using the generalized schur decomposition (Klein 2000) .
The results are consistent with Duffy and Xiao (2007) , that is, all real parts of the eigenvalues of the derivative of the T-map lie within the unit circle. This implies that the model is locally stable under adaptive learning. However, since there lagged endogenous variables the model may be unstable for high values of a constant gain. Numerical simulation shows that the optimal rule results in instability for values of 0.18 or greater and the switching yields no improvement.
Operational Policy with Commitment
Drawing on the methodology of Evans and Honkapohja (2009) one can operationalize (2) as (4), now referred to as DX, with the same values for the θ 's as in the optimal commitment policy, the system can be written as,
with the appropriate matrices for M 0 , M 1 , N 0 , N 1 , and P. The MSV solution (18) serves as the PLM for this model as well. Using the appropriate law of motion for w t , the derivatives of the T-map at the unique saddle path stable rational expectations solution are,
Under the Woodford parameterization I find that the model achieves stability for values of the gain of 0.0078 or less. Using Milani's switching gain extends this region to 0.0084, but it does not display the transitory exotic dynamics found under a Taylor-type rule. As predicted by Evans and Honkapohja (2009) , the DX rule does not fare well under large gains. In fact the instability is so severe that even allowing for temporary switches to a decreasing-gain does not significantly extend the range of values that result in stability.
Expectations Based Policy with Commitment
A potential criticism of operational rules is that they are not necessarily optimal.
Generalizing the expectations based rule of Evans and Honkapohja (2009) for α i > 0 allows for better comparison to the previous optimal rule with commitment. Substituting (6) and (7) into the first order condition (16) and rearranging results in (5), now referred to as EH,
The matrix form of the model is identical to (17), where M, N0, N1, and P are redefined appropriately. Using the MSV solution (18), and the appropriate law of motion for w t , the derivatives of T-mapping are,
The numbers are observed as ϕ decreases for the DX rule, however they still exist. Taken together, these results suggest that commitment rules with interest rate stabilization perform poorly under learning. In addition the sensitivity of the constant-gain portion of the switching-gain to a series of "bad" shocks differs across monetary policy rules. This sensitivity suggests that the expectational feedback loop spirals out of equilibrium faster than the decreasing gain can reattain the REE. The expectations based rule has a larger range, not only is "robustly stable," but also slows down the expectational feedback loop.
Conclusion
Researchers have debated the merits of monetary policy rules under learning using two types of gain structures, decreasing and constant. Finding conflicting results for many monetary policy rules leads one to consider switching between a constant-gain and a decreasing-gain, as proposed by Marcet and Nicolini (2003 3 The window size can be found by taking the inverse of the value of the gain. 4 In Milani (2007b) W was set to 3000 for very long simulations.
5 If the interest rate target is high enough, then negative values impose a high cost to the policy maker. While this is true, it is not the same as the zero lower bound condition imposed in Adam and Billi (2006) . The results below are robust to high interest rate targets. Ascari and Ropele (2009) show that high trend inflation leads to deterioration in efficient policy and potential indeterminacy. These points raise interesting questions that should be examined in future research.
6 All the targets have been set to zero for convenience.
7 These values are chosen for ease of comparison to Evans and Honkapohja (2009) . The results are not sensitive to these parameter values.
8 One might also create an operational policy by using lagged values. In the context of adaptive learning this would be a naive expectation.
9 Bullard and Mitra (2002) provides an excellent evaluation of data timing and expectations for a Taylor type rule under learning. 10 Estimates of constant-gain values range from 0.03 to 0.1, respectively, see Milani (2007a) and Branch and Evans (2006) .
11 Though the last deviation may be in an indicator of instability, extending the simulation to 10,000 periods can show that this deviation is temporary and the future deviations remain close to the REE. This example is meant to show that relatively large deviations can occur later in the simulation. 
