A Necessary and Sufficient Condition for Existence of Large Solutions to Semilinear Elliptic Equations  by Lair, Alan V.
Ž .Journal of Mathematical Analysis and Applications 240, 205]218 1999
Article ID jmaa.1999.6609, available online at http:rrwww.idealibrary.com on
A Necessary and Sufficient Condition for Existence of
Large Solutions to Semilinear Elliptic Equations
Alan V. Lair
Department of Mathematics and Statistics, Air Force Institute of TechnologyrENC,
2950 P Street, Wright-Patterson Air Force Base, Ohio 45433-7765
E-mail: alair@afit.af.mil
Submitted by John La¤ery
Received November 9, 1998
Ž . Ž . nWe consider the semilinear equation Du s p x f u on a domain V : R ,
n G 3, where f is a nonnegative, nondecreasing continuous function which van-
ishes at the origin, and p is a nonnegative continuous function with the property
that any zero of p is contained in a bounded domain in V such that p is positive
on its boundary. For V bounded, we show that a nonnegative solution u satisfying
Ž . Ž . s Ž .u x “ ‘ as x “ › V exists if and only if the function c s ’ H f t dt satisfies0
‘Ž Ž ..y1 r2 Ž n.H c s ds - ‘. For V unbounded including V s R , we show that a1
Ž . < < Ž .similar result holds where u x “ ‘ as x “ ‘ within V and u x “ ‘ as
Ž . < <x “ › V if p x decays to zero rapidly as x “ ‘. Q 1999 Academic Press
Key Words: large solution; elliptic equation; semilinear equation.
1. INTRODUCTION
We consider the semilinear equation
Du s p x f u , x g V : Rn , n G 3, 1Ž . Ž . Ž .
w .where the function f is continuous and nondecreasing on 0, ‘ with
Ž . Ž .f 0 s 0 and f s ) 0 if s ) 0 while the function p is nonnegative and
continuous on V. We give necessary and sufficient conditions on the
Ž .function f which insure that Eq. 1 has a nonnegative solution u for
Ž . Ž .which u x “ ‘ as x “ › V. We call these large solutions of 1 on V. If
Ž . < <V is unbounded, we also require u x “ ‘ as x “ ‘ within V. If
V s Rn, we call these entire large solutions. Such problems arise in the
w xstudy of the subsonic motion of a gas 13 , the electric potential in some
w x w xbodies 10 , and Riemannian geometry 4 .
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Ž . Ž w xSeveral authors have studied special cases of 1 . See 3, 4, 6, 9, 10]13 ,
. Ž . w xand their references. For V bounded and p x s 1, Keller 6 and
w x Ž .Osserman 12 show that a necessary and sufficient condition for 1 to
have a large solution on a bounded domain V is that the function f satisfy
y1r2‘ s
f t dt ds - ‘. 2Ž . Ž .H H
1 0
w xConsistent with this, Bandle and Marcus 1 have shown that f satisfying
Ž . Ž .2 is sufficient to insure that 1 has a positive large solution provided the
w xcontinuous function p is strictly positive on V. Marcus 11 extends this to
require p to be positive only on › V. We show that these same results hold
if p is allowed to vanish on large parts of V including its boundary. If
Ž . g Ž .f s s s , then Condition 2 is equivalent to g ) 1, and the problem of
Ž .finding nonnegative large solutions of Eq. 1 for this special case, for both
n w xV bounded and V s R , were considered in 4, 9 . Our results contain
these as special cases.
Ž w x.For V unbounded, all other results known to us except 6, 12 require f
Ž . g Ž . cs Ž w x .to have the special forms f s s s , or f s s e . See, e.g., 3, 4, 9, 10 .
Our existence results contain these as special cases. We show that, if p
< < Ž .decays to zero rapidly as x “ ‘, then, as with V bounded, Condition 2
Ž .is both necessary and sufficient to guarantee that Eq. 1 has a nonnega-
w xtive large solution on V. We note that Marcus 11 considers the existence
Ž .of solutions to 1 on unbounded domains but restricts his attention only to
those which decay to zero at infinity while blowing up on › V.
2. MAIN RESULTS
In this section we state and prove our results. Throughout this article,
we require the nonnegative function p to satisfy the following condition:
Ž . Ž .A For any x g V satisfying p x s 0, there exists a domain V0 0 0
Ž .such that x g V , V ; V, and p x ) 0 for all x g › V .0 0 0 0
Before proving the main results, we need to establish an important
proposition that will be referred to later.
PROPOSITION 1. Suppose V is a bounded domain in Rn with C 2 bound-
Ž . Ž .ary and p is a nonnegati¤e C V function satisfying Condition A . Then, for
any nonnegati¤e constant c, the boundary ¤alue problem
D¤ s p x f ¤ , x g V , 3Ž . Ž . Ž .
¤ x s c, x g › V 4Ž . Ž .
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has a unique nonnegati¤e classical solution. Furthermore, if w is the solution
to the same equation but ha¤ing boundary ¤alue c G c, then w G ¤ on V.0
 4Proof. Extend f as an odd function on R, and let f be a sequence ofk
‘Ž .nondecreasing C R functions which converges uniformly on compact sets
Ž . Ž .to f , satisfies sf s ) 0 for s / 0, f 0 s 0, andk k
f s q f s y 1rk F 2 f s F f s q f s q 1rk . 5Ž . Ž . Ž . Ž . Ž . Ž .k
Ž w x.Such a sequence is easy to obtain using mollifiers see 2, p. 145 .
 4 a Ž .We let p be a decreasing sequence of positive C V functions whichk
Ž w x .converges uniformly on V to p. See Lemma 5 in 8 . We now show that
the boundary value problem
D¤ s p x f ¤ , x g V , 6Ž . Ž . Ž .k k k
¤ x s c, x g › V 7Ž . Ž .k
Žhas a unique nonnegative classical solution. It is clear see Theorem 4.3 in
w x.5 that the boundary value problem D z s MK on V and z s c on › V
5 5 5 5 5 5has a unique solution where M ’ p G p G p and K ’ 1 q‘ ‘ ‘1 k
Ž . Ž . Ž .sup f c . Furthermore, the function z is a lower solution of 6 and 7k k
Ž . Ž . Ž w x .since z F c on V so that MK G pf c G pf z . See 14, pp. 23]24 . Also
Ž . Ž .it is clear that Z ’ c is an upper solution of 6 and 7 . Therefore, there
Ž . Ž . Žexists a classical solution ¤ of 6 and 7 such that z F ¤ F Z on V. Seek k
w x .Theorem 2.3.1 in 14 . We now show that, in fact, ¤ must be nonnegativek
for each k so that we actually have 0 F ¤ F Z. Thus, for fixed k, supposek
nŽ . Ž . Ž . Ž .min ¤ x - 0. Now let x g R _ V and define V x s ¤ x q « h rx g V k 0 k
Ž . Ž 2 .y1r2 Ž . < <where h r ’ 1 q r , r x ’ x y x , and the positive number « is0
Ž .chosen small enough that min V x - 0. Obviously this minimum mustx g V
Ž . Ž .occur in V, and at this point we have 0 F DV s D¤ q «Dh r s p f ¤k k k
Ž . Ž .q «Dh r F «Dh r - 0, a contradiction. Thus min ¤ G 0.V k
To complete the existence proof, we must now prove that the sequence
 4 Ž .¤ converges to a classical solution of 3 since each ¤ already satisfiesk k
Ž .the boundary condition 4 . This can be done easily using a standard
Ž w x .bootstrap argument. See Lemma 3 in 8 . In fact, the argument here is
w x Ž .almost identical to that of Lemma 3 in 8 in which h s yf . Apparentlyk k
the only difference in the argument lies in obtaining an upper bound on
< < Ž Ž . w x .D¤ which is independent of k. See paragraph following Eq. 7 in 8 . Ink
< < Ž . Ž .the present case, this estimate becomes D¤ s p f ¤ F p f ¤ Fk k k k 1 k k
Ž . Ž .p f Z F p sup f c .1 k 1 k k
Since uniqueness is an easy consequence of the relationship ¤ F w
whenever ¤ s c F c F w on › V, we prove only this relationship. Thus0
Ž . Ž .suppose min w y ¤ - 0. Define x , r, and h r as above, and chooseV 0
Ž Ž ..« ) 0 small so that min w y ¤ q « h r - 0. Then clearly this minimumV
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Ž Ž ..must occur in V and at this point we have 0 F D w y ¤ q « h r s
w Ž . Ž .x Ž . Ž .p f w y f ¤ q «Dh r F «Dh r - 0, a contradiction. Thus ¤ F w and
the proof is complete.
THEOREM 1. Suppose V is a bounded domain in Rn with C 2 boundary
Ž . Ž .and p is a nonnegati¤e C V function satisfying condition A . Then a
Ž .necessary and sufficient condition for Eq. 1 to ha¤e a nonnegati¤e large
Ž .solution in V is that f satisfy 2 .
Ž .Proof Necessity . We prove this by contradiction. Thus suppose u is a
Ž .nonnegative large solution of 1 and
y1r2‘ s
f t dt ds s ‘. 8Ž . Ž .H H
1 0
Ž . Ž .Since p g C V , there exists a positive constant M such that p x F M0 0
 4on V. Let ¤ be the unique nonnegative classical solution ofk
D¤ s M f ¤ , x g V ,Ž .k 0 k
¤ x s k , x g › V ,Ž .k
 4which exists by virtue of Proposition 1. Then the sequence ¤ is nonde-k
 4creasing and ¤ F u so that ¤ converges to a nonnegative function, ¤ .k k
 4 Ž .Using the monotonicity of the sequence ¤ and the fact that ¤ x s kk k
Ž .on › V, it is easy to show that ¤ x “ ‘ as x “ › V. Furthermore, a
Ž w x.standard bootstrap argument see, e.g., 8 can be used to show that ¤ is a
classical solution of
D¤ s M f ¤ 9Ž . Ž .0
Ž .on V. That is, ¤ is a nonnegative large solution of 9 in V. Now we show
that this, in fact, cannot happen. We may assume that 0 g V, and we
Ž .choose any number a such that ¤ 0 - a. Now consider the radial solution,
Ž . Ž . Ž . w xw, of 9 which satisfies w 0 s a, w9 0 s 0. By Keller 6 w can be
Ž .extended to the whole space as a nonnegative solution of 9 . Hence w is
bounded on V and by the maximum principle, w F ¤ in V. This contra-
Ž . Ž . Ž . Ž .dicts ¤ 0 - w 0 . Thus, if inequality 2 fails to hold, then Eq. 1 cannot
have a nonnegative large solution.
Ž . Ž .Sufficiency . Suppose f satisfies 2 . Let u be the unique nonnegativek
solution of
Du s p x f u , x g V ,Ž . Ž .k k
u x s k , x g › V .Ž .k
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 4 Ž .Then the sequence u is nondecreasing. See Proposition 1. Now let xk 0
be an arbitrary point in V. Suppose we can show that there is an open set
Ž .G ; V containing x and a positive constant, M , such that u x F M0 G k G
 4on G. Then our proof will be complete, for then it will be clear that uk
converges on V to some function u. Furthermore, as in the proof of
necessity, a standard bootstrap argument will show that u is a classical
Ž .  4solution of Eq. 1 while the monotonicity of u and the fact that u s kk k
on › V can be used to prove easily that u blows up on › V.
To prove the existence of a set G and a bound M , we consider twoG
Ž . Ž . Ž . Ž .cases: 1 p x ) 0 and 2 p x s 0.0 0
Ž . Ž Ž . .Case 1 p x ) 0 . Since p is continuous, there exists a ball0
Ž . Ž .B x , R : V centered at x with radius R such that p x ) 0 on0 0
 Ž . 4B x , R . Let m s min p x : x g B x , R , and let w be a positiveŽ . Ž .0 0 0
Ž w x .solution of see 6 for the existence proof ,
Dw s m f w on B x , R ,Ž . Ž .0 0
w x “ ‘ as x “ › B x , R .Ž . Ž .0
Ž .It is easy to prove that u F w on B x , R . Furthermore, w is bounded onk 0
Ž . Ž .B x , Rr2 . Thus G s B x , Rr2 and M s max w.0 0 G G
Ž . Ž Ž . .Case 2 p x s 0 . By the hypothesis, there exists a domain V such0 0
Ž . Ž .that V : V and p x ) 0 for all x g › V . From Case 1 above, we know0 0
Ž .that for every x g › V , there exists a ball B x, r and a positive constant0 x
Ž . Ž . ŽM such that u x F M on B x, r . Since V is bounded and hence Vx k x x 0
.is bounded › V is compact. Thus there exists a finite number of the balls0
Ž . B x , r , x g › V , which cover › V . Let M s max M ,x 0 0 x 1
4 Ž .M , . . . , M where the balls B x , r , i s 1, 2, . . . , k cover › V . Clearlyx x i x 02 k i
then u F M on › V . Applying a maximum principle argument on V willk 0 0
yield u F M on V . Thus G s V and M s M. This completes thek 0 0 G
proof.
Remark. The condition on the function p is nearly optimal in the
following sense: Let D be a domain such that D : V, and let p be a
function which vanishes on V _ D. Then p does not satisfy the hypothesis
Ž .of the theorem, and it is rather easy to show that 1 has no positive large
Ž w x .solution on V. See 9 .
We now consider the case where V is unbounded. We begin by
n Ž w x.considering V s R . It is evident from earlier work see, e.g., 3, 4, 9, 12
< <that the function p cannot behave arbitrarily as x “ ‘ if we expect Eq.
Ž .1 to have an entire large solution. Therefore we add an asymptotic
condition for the function p and establish results for unbounded V similar
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to those of Theorem 1. Before that, however, we need to prove an
inequality that will be needed later.
Ž .LEMMA 1. Suppose f satisfies inequality 2 . Then
‘ ds
- ‘. 10Ž .H f sŽ .1
Proof. If we can prove that there exist positive numbers d and M such
that
f sŽ .
2G d for s G M , 11Ž .
s
then we will be done since
s
2 2c s ’ f t dt F sf s F f s rd for s G M ,Ž . Ž . Ž . Ž .H
0
w Ž .xy1r2 Ž . Ž .which, in turn, yields c s G drf s for s G M so that 2 implies
Ž . Ž .10 . To prove 11 , we assume it is false. That is, we assume there exists an
 4increasing sequence s of real numbers such that lim s s ‘ andj j“‘ j
Ž . Ž . Ž .f s rs - 1rj for all j. Since f is increasing, we have f s F f s for allj j j
w x Ž . Ž . Ž . w xs g 0, s , which, in turn, produces c s F sf s F sf s for s g 0, s .j j j
Hence,
s sj j y1r2y1r2
c s ds G sf sŽ . Ž .H H j
s s1 1
sj1r2 1r2y1r2 1r2G jrs s ds s 2 j 1 y s rs “ ‘,Ž . Ž .Hj 1 j
s1
Ž . Ž .as j “ ‘, contradicting 2 . Thus 11 must be true. This completes the
proof.
Ž n.THEOREM 2. Suppose p is a nonnegati¤e C R function which satisfies
Ž . nCondition A with V s R and
‘
rf r dr - ‘, 12Ž . Ž .H
0
Ž . Ž . Ž .where f r ’ max p x . Then Eq. 1 has a positi¤e entire large solution< x <sr
Ž .pro¤ided f satisfies Condition 2 .
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Proof. Let ¤ be any nonnegative solution ofk
< <D¤ s p x f ¤ , x - k ,Ž . Ž .k k
< <¤ x “ ‘, x “ k .Ž .k
Ž . ŽThe solution exists because of Theorem 1. It is easy to prove letting
Ž . < < . Ž . Ž . n¤ x s ‘ for x G k that ¤ x F ¤ x for all x g R and for all k.k kq1 k
 4 nHence the sequence ¤ converges on R to some function ¤ . If we cank
show that there is a positive function w such that w F ¤ for all k andk
Ž . < < nw x “ ‘ as x “ ‘, then we will have 0 - w F ¤ on R and the proof
will be complete since another standard bootstrap argument will show that
Ž . n¤ is a solution of 1 on R .
Ž .To obtain such a function w, we observe that, as a result of 12 , the
Ž < <.function r ’ x ,
r t1yn ny1z r ’ c y 2 t s f s q b s ds dt ,Ž . Ž . Ž .Ž .H H
0 0
Ž . Ž 2 .y2where b r ’ 1 q r and
‘ t1yn ny1c ’ 2 t s f s q b s ds dtŽ . Ž .Ž .H H
0 0
is the unique positive solution of
n y 1
D z s z0 q z9 s y2 f r q b r , r ) 0Ž . Ž .Ž .
r
z9 0 s 0, z r “ 0 as r “ ‘.Ž . Ž .
 4From the sequence f in the proof of Proposition 1, we choose J large sok
Ž . Žthat f s y 1rJ G y2 for all s G 0 in which f has been extended to be
. Ž .an odd function on R . Then using 5 we get
2 1 q f s G f s , s G 0. 13Ž . Ž . Ž .J
w .Now let F be the positive-valued smooth function defined on 0, ‘ by
‘ dt
F s s ,Ž . H 1 q f tŽ .s J
Ž . Ž .which exists because of 2 , 13 , and Lemma 1. Notice that F9 - 0 so that
F is strictly decreasing and thus Fy1 has the same property. We observe
also that
yD¤ yp x f ¤Ž . Ž .k k
D F ¤ G s G y2 p x ,Ž . Ž .k 1 q f ¤ 1 q f ¤Ž . Ž .J k J k
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Ž .where the last inequality follows from 13 . We now prove that
< < < <F ¤ x F z x , x F k . 14Ž . Ž . Ž .Ž .k
Ž Ž .. < < Ž .First, since F ¤ x “ 0 as x “ k and z G 0, inequality 14 is clearlyk
< < w Ž Ž .. Ž < <.xtrue on x s k. Thus suppose max F ¤ x y z x ) 0. Then this< x < F k k
< <maximum must occur in the open ball x - k. At that point, we get
0 G D F ¤ y z G y2 p x q 2 f r q b r ) 0,Ž . Ž . Ž . Ž .Ž .Ž .k
Ž . Ž . Ž .which is absurd. Thus 14 holds. Furthermore, F ¤ F F 0 so thatk
< <F ¤ x F z x , 15Ž . Ž . Ž .Ž . Ãk
Ž < <.  Ž < <. Ž .4 Ž < <.where z x ’ min z x , F 0 ) 0 so that z x is in the range of F forÃ Ã
Ž .all x. However, since F is strictly decreasing, we get from 15 that
y1Ž . < < Ž . y1Ž Ž < <.. n Ž < <.¤ G F z for x F k and thus ¤ x G F z x on R . Since z x ) 0Ã Ã Ãk
n y1Ž Ž < <.. nfor all x g R , we get F z x ) 0 for all x g R . Furthermore, weÃ
y1Ž Ž < <.. < < Ž < <. < < Ž .have F z x “ ‘ as x “ ‘ since z x “ 0 as x “ ‘. Thus w xÃ Ã
y1Ž Ž < <..s F z x and the proof is complete.Ã
This result is now easily extended to somewhat arbitrary unbounded
domains as the following theorem demonstrates.
THEOREM 3. Suppose V is an unbounded domain in Rn, n G 3, with
compact C 2 boundary and suppose there exists a sequence of bounded
 4domains V , each with smooth boundary, such that V : V for allk k kq1
‘ Ž .k s 1, 2, . . . and V s D V . Suppose p is a nonnegati¤e C V functionks1 k
Ž .which satisfies condition A . Let
< <f r s max p x : x s r , x g V , 4Ž . Ž .
Ž . Ž .and assume that f satisfies inequality 12 . Then Eq. 1 has a positi¤e large
Ž .solution pro¤ided f satisfies Condition 2 .
Proof. We replace the functions ¤ given in the proof of Theorem 2k
with the solutions to
D¤ s p x f ¤ , x g V ,Ž . Ž .k k k
¤ x “ ‘, x “ › VŽ .k k
for each k. The proof now proceeds very much like the proof of Theorem
2. We omit the details.
We would like to establish the converse of Theorem 3. That is, assuming
Ž .the same hypothesis as Theorem 3 especially concerning the function p ,
Ž . Ž .we would like to prove that f satisfies Condition 2 whenever 1 has a
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Ž . gnonnegative large solution on V. Although this result is true for f s s s
n Ž w x.and V s R see 9 , we have been unable to establish it for general f
except for functions p which have rather specific decay rates. We prove
this in the corollary below. However, before doing that, we establish
Theorems 4 and 5, two important ``partial converses'' to Theorem 3.
Theorem 4 specifically is important in that it, combined with Theorem 2,
Ž . g Ž .demonstrates that, for functions f such as f u s u , Eq. 1 has a
Žnonnegative entire large solution if and only if g ) 1 provided inequality
Ž . . w x12 holds . This extends the results of 9 . More generally, however, for
Ž . Ž . Ž Ž . g .functions f for which Condition 10 is equivalent to 2 e.g., f s s s ,
this establishes the desired converse to Theorem 3 when V s Rn.
THEOREM 4. Suppose the function p satisfies the hypothesis of Theorem 2
Ž . Ž .including inequality 12 . If Eq. 1 has a nonnegati¤e entire large solution,
Ž .then f satisfies inequality 10 .
Ž .Proof. Let u be a nonnegative entire large solution of 1 and define
 4 ‘the sequence f of nondecreasing C functions as in the proof of thek
proposition. We define the nonnegative functions w and w on Rn byk
ds dsŽ . Ž .u x u x
w x s w x s ,Ž . Ž .H Hk 1 q f s 1 q f sŽ . Ž .0 0k
 4 Ž .and note that w converges uniformly on compact sets to w. Let w r ’k k
Ž ny1.y1 Ž . Ž .v r H w x dS ’ H w x ds where v denotes the surfacen < x <sr k < x <sr k n
n Ž .area of the unit sphere in R , and similarly define w. Then Dw r sk
Ž w x.H Dw ds see 3 and< x <sr k
< < 2 XDu =u f uŽ .k
Dw s yk 21 q f uŽ . 1 q f uŽ .k k
Du p x f uŽ . Ž .
F s ’ p .Ãk1 q f u 1 q f uŽ . Ž .k k
Ž .Thus Dw r F H p ds , r G 0. Integrating this we getÃk < x <sr k
r t1yn ny1w r F w 0 q t s p ds ds dt.Ž . Ž . ÃH H Hk k k
< <0 0 x ss
Ž .Letting k “ ‘ in this expression and observing that p F 2f r , we getÃ
r t1yn ny1w r F w 0 q 2 t s f s ds dt.Ž . Ž . Ž .H H
0 0
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Integrating by parts we obtain the estimate
ry1w r F w 0 q 2 n y 2 sf s dsŽ . Ž . Ž . Ž .H
0
‘
F w 0 q 2 sf s ds ’ K .Ž . Ž .H
0
Ž . Ž .Thus lim inf w x F K. However, since lim u x s ‘, we must< x < “‘ < x < “‘
have
‘ds dsŽ .u x
K G lim inf w x s lim s .Ž . H H1 q f s 1 q f s< < < < Ž . Ž .x “‘ x “‘ 0 0
Ž .Therefore 10 holds, and the proof is complete.
LEMMA 2. Suppose there exists a nonnegati¤e function h continuous on
w . Ž . Ž . 2Ž .0, ‘ and differentiable on 0, ‘ such that 0 F f r F h r for all r G 0
and h satisfies one of the following:
Ž . ny1 Ž .a there exists a constant C such that r h r F C for all r G 0; or
Ž . ny1 Ž . ‘ Ž .b lim r h r s ‘ and H h r dr - ‘.r “‘ 0
Ž . Ž .If u is a nonnegati¤e entire large radial solution of Du s f r f u , then f
Ž .satisfies inequality 2 .
w x Ž ny1 .Proof. Following Osserman 12 , we note that u satisfies r u9 9 s
ny1 Ž . Ž . ny1r f r f u and multiply this expression by r u9. Since u9 G 0, we get
d Ž .u r2 9ny1 2 ny2r u9 s 2 r f r f s dsŽ . Ž . Ž .Hdr 0
d Ž .u r2 ny2 2F 2 r h r f s ds. 16Ž . Ž . Ž .Hdr 0
Ž . Ž .If h satisfies a , then 16 produces
d Ž .u r2 9ny1 2r u9 F 2C f s ds.Ž . Ž .Hdr 0
w x Ž Ž . s Ž . .Integrating this over 0, r yields c s ’ H f t dt :0
Ž .u r2ny1 2 2r u9 F 2C f s ds F 2C c u r .Ž . Ž . Ž .Ž .H
Ž .u 0
Taking the square root of both sides and rearranging terms gives
d Ž .u r y1r2 1ync s ds F 2Cr .Ž .Hdr Ž .u 1
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w xIntegrating this over 1, R produces
2C 2CŽ .u R y1r2 2ync s ds F 1 y R F .Ž . Ž .H n y 2 n y 2Ž .u 1
Ž .Letting R “ ‘, we get 2 .
Ž . Ž .If h satisfies b , then we integrate 16 directly. After integrating by
parts on the right side and dividing by r 2 ny2, we get
rŽ .u r2 2 2y2 n 2 ny2 2u9 s 2h r f s ds y 2 r s h s 9c u s ds. 17Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .H H
0 0
The second term on the right side of this equation may be rewritten as
yH r s2 ny2 h2 s 9c u s dsŽ . Ž .Ž .Ž .022h r . 18Ž . Ž .2 ny2 2r h rŽ .
ŽFor this ratio, we apply L'Hospital's rule which is allowed since the
.denominator diverges to infinity to get
yH r s2 ny2 h2 s 9c u s dsŽ . Ž .Ž .Ž .0
lim s lim y c u r s y‘,Ž .Ž .2 ny2 2r h rr“‘ r“‘Ž .
Ž . Ž .since u r “ ‘ as r “ ‘. Thus the expression 18 is negative for large r.
Ž . Ž .Using this fact in 17 produces for sufficiently large R :
2 2u9 F 2h r c u r for r G R .Ž . Ž . Ž .Ž .
Hence,
r ry1r2
c u s u9 s ds F 2 h s ds,Ž . Ž . Ž .Ž .H H
R R
from which we get
rŽ .u r y1r2
c s ds F 2 h s ds.Ž . Ž .H H
Ž .u R R
Letting r “ ‘ and observing that the right side, by hypothesis, converges
Ž .to a real number, we obtain 2 . This completes the proof.
Ž .THEOREM 5. Let p be a nonnegati¤e C V function satisfying Condition
Ž .A of V, an unbounded domain satisfying the hypothesis of Theorem 3. Let
f be defined as in Theorem 3 and satisfy the hypothesis of Lemma 2. If Eq.
Ž . Ž .1 has a nonnegati¤e large solution on V, then f satisfies inequality 2 .
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Proof. We assume, with no loss of generality, that 0 g V and use an
w xargument inspired by Osserman 12 . First, we show that for any a G 0 the
equation
D¤ s f r f ¤ 19Ž . Ž . Ž .
Ž . Ž .has a nonnegative solution with initial values ¤ 0 s a and ¤ 9 0 s 0 valid
Ž w xin some interval 0 F r F r . In 12 this result follows easily from having0
. Ž .f 9 continuous everywhere. We write 19 in the integral form
r s
1yn ny1¤ r s a q s t f t f ¤ t dt ds, 20Ž . Ž . Ž . Ž .Ž .H H
0 0
Ž . Ž .and momentarily replace the function f by f defined by f s s f s forM M
w x Ž . Ž .s g 0, M and f s s f M for s G M. The number M will be chosenM
momentarily. We now apply a standard iteration procedure by letting
 4¤ s a and generating a nondecreasing sequence ¤ in which ¤ is0 k k
calculated from ¤ byky1
r s




X 1yn ny1¤ r s r t f t f ¤ t dt G 0,Ž . Ž . Ž .Ž .Hk M ky1
0
X Ž . Ž . Ž .we get ¤ r G 0 for all k s 1, 2, . . . and r G 0 so that 21 gives 0 F ¤ rk k
Ž . Ž Ž ..F a q F r f ¤ r whereM ky1
r s
1yn ny1F r s s t f t dt ds.Ž . Ž .H H
0 0
Ž .Thus, noting that lim F r s 0, we choose M to be any number largerr “ 0
Ž . Ž .than a and choose r ) 0 near zero so that a q F r f M F M. An0 0
Ž .induction argument may now be used to show that ¤ r F M for allk
 4k s 1, 2, . . . and 0 F r F r . Therefore ¤ is nondecreasing and bounded0 k
w xabove by M and thus converges on 0, r to a function ¤ . The function ¤ is0
Ž .a solution of 20 for 0 F r F r where f is replaced by f . However, since0 M
each ¤ is bounded above by M, we have ¤ F M and hence ¤ is a solutionk
Ž . w xof 20 on 0, r .0
w .Now let 0, R be the maximum interval in which ¤ exists. Since
r
1yn ny1¤ 9 r s r s f s f ¤ s ds G 0,Ž . Ž . Ž .Ž .H
0
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Ž .we get ¤ 9 r G 0 for each r G 0, and hence if R - ‘, we must have
Ž . Ž .lim ¤ r s ‘. Then Theorem 1 implies that f must satisfy 2 since ¤r “ R
Ž .would be a nonnegative large solution of 19 on a bounded set. Thus
Ž . Ž .suppose R s ‘. Again, if lim ¤ r s ‘, we have that f must satisfy 2r “‘
Ž .because of Lemma 2. Hence suppose R s ‘ and lim ¤ r s M - ‘.r “‘ 0
We show that this is impossible. Indeed, if this were the case, then the
Ž < <. Ž .maximum principle would imply that ¤ x F u x for all x g V. This
Ž . Ž .would imply, in particular, that a s ¤ 0 F u 0 for any a ) 0, which is
absurd. This completes the proof.
As mentioned earlier, if the function p satisfies, in addition to the
hypothesis of Theorem 3, a sufficiently rapid decay condition at infinity,
Ž .then the condition on the function f given by 2 is both necessary and
Ž .sufficient to ensure existence of a large solution of 1 on V. We now
establish this result.
COROLLARY. Suppose V is an unbounded domain that satisfies the
Ž .hypothesis of Theorem 3. Let p be a nonnegati¤e C V function which
Ž .satisfies condition A , and assume that there exists a constant K such that for
< < Ž . < <yax large and x g V, p x F K x , a ) 2. Then a necessary and sufficient
Ž .condition for Eq. 1 to ha¤e a nonnegati¤e large solution on V is that f satisfy
Ž .inequality 2 .
Proof. Sufficiency is obvious from Theorem 3. To prove necessity, we
need only show that the function f, defined as in Theorem 3, satisfies the
hypothesis of Lemma 2 so that Theorem 5 may be applied. Letting
Ž . ya r2 Ž .h r s Kr for large r, we see that condition a of Lemma 2 is
Ž .satisfied if a G 2n y 2. On the other hand, if 2 - a - 2n y 2, then b is
satisfied and the corollary is established.
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