Abstract: It is still an open challenge in coding theory how to design a systematic linear (n, k) − code C over GF(2) with maximal minimum distance d. In this study, based on matroid theory (MT), a limited class of good systematic binary linear codes (n, k, d ) is constructed, where n = 2
Introduction
In 1948, Shannon [1] first initiated coding theory with the protection of information against errors. With the development of coding theory, one of the important issues is how to improve error-correcting capability, namely, t = ⌊ (d−1)/2⌋ of linear codes, where d is the minimum distance and ⌊x⌋ denotes the greatest integer less than or equal to x. Generally, the constraint relation of parameters n, k and d can generate all kinds of bounds which play an important role in searching good codes. During the past decades, many bounds, such as the hamming bound, the singleton bound, the Plotkin bound, the Gilbert-Varshamov bound and the Griesmer bound (GB) are derived. Among them, the GB is only considered in this paper. It follows from Griesmer [2] showing that the condition given below is definitely satisfied for any binary linear (n, k, d ) -code. That is
which is the so-called GB, where ⌈x⌉ denotes the smallest integer larger than or equal to x. It is well-known that a code whose minimum distance matches the GB, that is, the upper bound is called an optimal code. In fact, some of optimal codes are given in [3] . Actually, codes meeting the GB have been extensively studied by Solomon et al. [4] , Belov [5] and Helleseth and van Tilborg [6] [7] [8] [9] [10] . It is found in [10, 11] that a finite projective geometry can be used in constructing those codes. Especially in [9] , van Tilborg constructed the isomorphic codes with parameters n = 2 k−1 + · · · + 2
−3, d = 2 k−2 + 2 k−3 −2 and proved that up to isomorphism they are unique. However, all the codes are unsystematic form. In this paper, matroid theory (MT) is shown to be utilised to construct a limited class of systematic codes which meet the GB. Generally speaking, a linear (n, k, d ) code C is said to be a good code if it satisfies one of the following conditions.
(a) For a given n and k, d is maximised to maximise the code's error-correcting capability. (b) For a given n and d (resp., k and d), k is maximised (resp., n is minimised) to maximise the transmission rate.
In this paper, MT can make it possible for constructing a new class of good binary linear (n, k, d )-codes C when
Although the matroid construction is more complicated than the Solomon-Stiffler construction [4] , however, it has an advantage in obtaining generator matrix on systematic form. Furthermore, by choosing some special set B, the (78,13,31), (130, 13, 55 (238, 14, 104) and (252,14,110) systematic binary quasi-cyclic codes whose minimum distance is larger than those of the previous known codes have been obtained [12] . Although, in this paper, we found set B can be chosen according to the bases of MT simply and the codes obtained are well known as a special cases of codes constructed by Solomon et al. With the presented shortening method based on the optimal codes, new kinds of good systematic binary linear codes can be obtained.
The structure of this paper is as follows: Section 2 contains a brief description of MT and the relationship between MT and coding. In Section 3, a limited class of good binary linear codes (n, k, d) is constructed through MT. In Section 4, a shortening method is presented and a new class binary linear codes is constructed. The dual codes of (n, k, d )-code is considered in Section 5. Finally, Section 6 concludes this paper with a brief summary.
Coding based on MT
In 1935, MT first introduced by Whitney [13] has been ignored for over 20 years until Tutte [14] introduced 'matroids and graphs'. Later, Edmonds and Fulkerson [15] recognised that matroids are important in transversal theory. In 1976, Greene [16] derived the MacWilliams identities from MT. Now, it has been extensively used in the aspects of combinatorial optimisation [17] , network theory [18, 19] and coding theory [20, 21] . Based on the ideas of Oxley's book [22] , some useful definitions and notations of MT are given as below Definition 1: A matroid M is an ordered pair (E, I) consisting of a finite set E and a collection I of subsets of E satisfying the following three conditions. Condition (c) is called the independence augmentation axiom. If M is a matroid (E, I ), then M is called a matroid on E. First, let the members of I and E be the independent sets of M and the ground set of M such that E(M) and I(M) are denoted as the ground set and the collection of independent sets of the matroid M, respectively. Also, let any subset of E not in I and a minimal dependent set in any matroid M be called a dependent set and a circuit of M, respectively. Any one-element circuit is called a loop and the set of all circuits is denoted by C(M). A maximal independent set in any matroid M must be a base of M and the set of all bases of M is thus represented as B(M). The cardinality of any base of M is defined to be the rank of M, denoted as R(M).
Definition 2:
The rank function r(X) is the size of largest independent subset of X.
Definition 3: Let M 1 = (E 1 , I 1 ) and M 2 = (E 2 , I 2 ) be two matroids, respectively. If there exists a mapping j∶E 1 → E 2 such that j(I 1 ) ∈ I 2 , where I 1 ∈ I 2 , then M 1 and M 2 are isomorphic.
Note that matroids can be determined by their bases, circuits or rank function, respectively.
One of the most important matroids is the binary matroid which corresponds to a binary linear code. Let G be a binary k × n matrix whose rank is equal to k. Also, let v 1 , v 2 , …, v n be the column vectors of G and E = {1,2,…,n}.
Additionally, I is defined as a collection of the subsets I = {i 1 ,…, i s }⊆E such that the sequence of vectors v i1 , v i2 , …, v is is linearly independent over the field GF(2). The binary matrix G is also the generator matrix of some binary linear code, namely, R(M[G]) = rank(G). Thus, the matrix G can be transformed into the matrix of the form (I k |G*) called a standard representative matrix for M, where I k is a k-dimensional identity matrix and G* is a k × (n−k) matrix. An (n, k) linear code is said to be maximum distance separable (MDS) if its minimum distance is equal to n−k + 1. If a code generated by G in this manner is an MDS code, then the matroid M[G] is evidently a uniform matroid. Now, we present a new relation between matroids and codes based on the following definition.
Definition 4:
Let M i = (E i , I i ) for 1 ≤ i ≤ n be matroids on the ground set E and J be a subset of E. If there exists maximum subsets J 1 ,…, J n of J, where J = J 1 ∪ … ∪ J n and J i ∈ I i , then J and d i = r(J i ) are called the connection of n matroids and the ith matroid connection degree, respectively. Now, let G(K ) be a k × (2 k −1) matrix whose ith column is the binary k-tuples representation of integer i, where i = 1,…, (2 k −1). In particular, many different ways can be used to define Matroids. Here, we construct a serial of matroids
, where E k = {1, 2,…,
} is the ground set, I k i is a collection of subsets X of E k and the binary k-tuples representation of elements in X is satisfied such that the product of its transpose with the ith column is an even number. For this case, X is also called an independent set. Every matriod having only one base is denoted as
can be derived from B k i . Towards this end, the following theorems and corollaries are found to be useful.
Theorem 1: For a given integer e, let {e + X} = {e + x|∀x ∈ X}. Thus, B k+1 i for k ≥ 2 can be derived explicitly via the following recursive equations:
Where
where
. (2) can be obtained immediately from the definition of I k+1 i . □ Theorem 1 can be used to compute the base with the increasing k. 
Proof: We use induction on k. For k = 3, we have B
From the above results, Corollary 2 holds for k = q + 1. The proof is thus complete. □
With the aid of Corollary 2, the intersection of any two different bases has the same cardinality 2
Theorem 2: Let B be a subset of E k and satisfy |B| = n, max
Let t be denoted as d m and G* be the matrix whose columns are the binary k-tuples representation of elements in B. Then the minimum distance d of code C generated by G* satisfies d = n-t.
Proof
= t that the number of zeros of a codeword is no more than t. Meanwhile, at least one codeword C having the number of zeros is t. Hence, the minimum distance of code C is equal to n-t. □
As will be seen, Theorem 2 can be used to compute the minimum distance of code C.
For .
Proof: Let column vector g i r and g x be the binary k-tuples representation of integer i r and x, respectively, for r = 1, 2, 3 and k ≥ 3. A set of equations is given by
· g x ; 0(mod 2)
When vectors g i r are independent, the number of solutions is
A generalisation of Theorem 4 is described in the following Theorem 5. □
, that is, the number of non-zero vector solutions given in (5) is 2 k−δ −1
. . .
The rank of vector set g i r is δ, where r = 1, …, δ. number of non-zero vector solutions of the following equations is 2
Otherwise, the rank of vector set g i r and g i is δ + 1 for r = 1, …, δ. Thus, the number of non-zero vector solutions of (6) 
3 Construction of several kinds of (n, k, d) linear codes
It is of some interest to construct binary linear codes with large minimum distance for a given code length n and the message length k. In the following, constructing a class of good binary linear codes (n, k, d) meeting the GB and δ ≥ 1 is given, where n = 2
, let G* be the matrix whose columns are the binary
. Then the code generated by G* is the above code.
Analysis: the code length is B
According to Theorem 2, the weight distribution {w 0 , w 1 , …, w n } is known by computing the number of codeword with the same weight.
The weight distributions are w 0 = 1,
otherwise, w i = 0. For instance, when k = 6 and δ = 2, the corresponding code is C (48, 6, 24) . The weight distribution of C is w 0 = 1, w 24 = 60 and w 32 = 3. Otherwise, w i = 0. If we chose the base B 
Constructing new class binary linear codes
Constructing new binary linear codes with parameters
In Section 3, a class of optimal binary linear codes (n, k, d ) meeting the GB be constructed. Then, we present a shortening method based on the above codes.New binary linear codes can be obtained by shortening. An example is given below. With δ = 2, the kind of codes C(2 k−1 + 2
) is construted. Moreover, some interesting properties are found for small parameter k. For instance, parameter k = 6, the base B S j for u = 1,…, v. According to Theorem 2, its columns in the systematic generator matrix is the binary 6-tuples representation of elements in set B for constructing (n, 6, d ) code with parameters n = 48-3u and d = 24-2u. However, with the increasing of u, the minimum distance of the code may not be optimal. For a good code, u must be no more than2
. In this particular example, for k = 6 and δ = 2,the codes still remain good when u = 1, 2, 3, 4. Some details of those codes weight distributions are given as below. The weight distribution of codes may be different with the change of S i .
For k ≥ 6, according to Corollary 1, the above sets are still subsets of
Meanwhile , the sets also satisfy condition (1), (2) and the following condition.
, by Theorem 2, the systematic generator matrix columns are the binary k-tuples representation of elements in set B. For u = 1, the weight distributions are w 0 = 1,
otherwise, w i = 0. For u = 2, the weight distributions are w 0 = 1,
For u = 3, the weight distributions are w 0 = 1,
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For u = 4, the weight distributions are w 0 = 1,
otherwise, w i = 0. For example δ = 2 and k ≥ 6, the weight distributions mentioned above are given as below.
The weight distribution of the (2
Otherwise, w i = 0. This result can also be found in [10] .
and w 2 k−1 −6 = 3. Otherwise, w i = 0. The weight distribution of the (2 
Dual codes of C (n, k, d)
It is well known that if C is a (n, k)-code, then the dual code of C is (n, n-k). If the (n, k)-code's generator matrix has the form (I k × k |G k × (n−k) ), where I k × k is identity matrix, then the generator matrix of the dual code C is G
In order to construct the dual code of
, the systematic generator matrix must be constructed. When δ = 1, the code is C(2
). Thus, the base B k
can be computed. Interchanging the columns of the generator matrix whose columns are the binary k-tuples representation of elements in B k (2 k −1) yields a systematic matrix. As a consequence, the dual codes of C(2
), that is, codes C ⊥ are constructed. According to MacWilliam's identities, the minimum distance of C ⊥ is four. For example, for a given k = 5, the generator matrix of the (16, 11, 4) According to MacWilliam's identities, the minimum distances of the dual codes of the (n, k, d ) code with two pair parameters n = 2
, 1 ≤ δ < k and k ≥ 6, both are three. Therefore the codes are optimal.
Conclusion
Matroids may be used extensively in error corrected codes. In this paper, a new relationship between MT and coding theory is derived, that is, minimum distance d can be computed based on MT. Based on the relationship, several kinds of linear codes are constructed. A new shortening code method is presented, meanwhile by shortening the constructed codes, new class binary linear codes are obtained. The codes constructed in this paper can be used to DVB-S2 system. Obviously, how to design good binary linear codes is of interest in coding theory. It is expected that an extension of the idea proposed in this paper can be used to construct more good codes. 
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