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Abstract 
In this note, we consider the problem of learning approximately regular languages in the limit 
from positive data using the class of k-reversible languages. The class of k-reversible languages 
was introduced by Angluin (1982), and proved to be efficiently identifiable in the limit from 
positive data only. We show that Angluin’s learning algorithm for the class of k-reversible 
languages can be readily adopted for the approximate identification of regular languages from 
positive data. Considering the negative result on the exact identifiability by Gold (1967), this 
approximation approach would be one of the best we could hope for learning the class of regular 
languages from positive data only. 
Keywords: Formal language theory; Computational learning theory; Identification in the limit; 
Approximate learning 
1. Introduction 
The theory of machine learning has provided us with a number of computational 
models for studying on various aspects of learning process [3,9]. In his seminal work 
[3], Gold proposed a model of inductive inference, where we are required to identify 
a target concept only in the limit. Since then this learning model has been playing 
an important role in revealing many interesting aspects of the learning. One of the 
interesting results in [3] is that identifiability from positive data is strictly weaker than 
that from complete data, where he proved that any superfinite class of languages is 
not identifiable in the limit only from positive data. This was shocking in the sense 
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that it implies that even the smallest class in the Chomsky’s hierarchy, i.e. the class 
of regular languages, is not identifiable in the limit from positive data. 
Considering this negative result on the identifiability of the class of regular languages 
from positive data, one of the best ways we could hope is to approximately identify the 
class in the limit from positive data, by choosing an appropriate class of hypothesis that 
is identifiable from positive data only. In this note, we consider the problem of learning 
approximately regular languages in the limit from positive data using the class of k- 
reversible languages. The class of k-reversible languages was introduced by Angluin 
121, and proved to be efficiently identifiable in the limit from positive data only. 
For studying on such an approximate learning, it is impo~nt to exactly define the 
closeness of an output (i.e. conjecture) of the learning device to a target language. 
We consider a problem of identifying a best-& approximation (called upper-best ap- 
proximation) of a target language with respect o the hypothesis pace. The goal of 
this note is to show that the class of regular languages is upper-best approximately 
identifiable in the limit from positive data using the class of k-reversible languages. 
2. Preliminaries 
Let S be any set. The set of all subsets of S is denoted by 2’. By C (resp., c), we 
denote the inclusion (resp., proper inclusion) relation. Let .Z be a finite a~~abe~. By 
C*, we denote the set of all strings of finite length over C. An empty string is written 
as J_. The length of a string w is denoted by /w /. For a string w, sufk(w) will denote, 
if 1 w ( B k, the k-length suffix of w, otherwise, w itself. Subsets of z1* and 2” are 
called languages and language classes, respectively. In what follows, we assume that 
any language is defined over an arbitrary but fixed alphabet C, unless stated. 
Let L be any language, By &e(L), we denote the set of all prefixes of elements 
of L. For any w E C’, by w\L, we denote the left-quotient of L and w, that is, 
w\L = {x E E* 1 wx E L}. We introduce an equivalence relation EL over Z* defined 
as follows: WI g:r. w2 iff wi\L = wz\L. A language L is regular iff the number of 
equivalence classes of EL is finite. 
We will define the class of k-reversible languages based on the lan~age-theoretic 
characterization obtained by Angluin [2]. A language L is pseudo k-reversible iff when- 
ever ui VW and u2vw are in L and / v /=I k, UI u ZL 242~ holds. A language L is k-reversible 
iff L is regular and pseudo-k-reversible. For any nonnegative integer k, by Wet%, we 
denote the class of k-reversible languages. It is known that for any nonnegative integer 
k, the class %evk is properly contained in the class aevk+i [2]. 
3. Identifying upper-best approximations 
Let % be a language class and L be a language possibly outside %?. An umber-best 
approximation %L of L with respect to %? is defined to be a language 1;, containing L
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such that for any L’ E W with L 2 L’, L, CL’ holds. If such an L, does not exist, ??L 
is not defined. Let 9?t and 592 be language classes. We say that %?r has the upper-best 
approximation property (u.b.a.p.) with respect to %?z iff for every L E %Tz, %L is 
defined. 
For a given language L, a positive presentation of L is an infinite sequence G = 
WI, w2> ... of strings in L such that {wi / i> 1) = L. In case of L = 8, a positive 
presentation of L is an infinite sequence of a symbol B such that B $2 C. 
Let N be the set of all positive integers. A language class %’ = {Li}iE+, is an 
indexed family of recursive languages (or, indexed family, for short), iff there exists 
a recursive function f : N x C’ + (0, 1) such that 
f(i,w) = { 
1 if w E Li, 
0 otherwise. 
Let us consider an algorithmic device A4 which accepts some positive presentation of 
a language as an input, and outputs a (possibly infinite) sequence of positive integers. 
Let L be any language in 2”. We say that A4 identifies upper-best approximation 
of L in the limit from positive data by %? iff for any positive presentation of L, the 
infinite sequence gt ,gz,g3, . . . . of integers produced by M converges to an integer n 
such that L, = L. An indexed family %?I is upper-best approximately identifiable 
in the limit from positive data by V2 iff there exists an M such that M identifies 
an upper-best approximation of every language in Vt in the limit from positive data 
by V2. In case of $7, = %?2, we say that gt is identifiable in the limit from positive 
data. This definition of the identifiability from positive data coincides with the original 
definition [l, 31. 
Let %? be a language class and consider a language L E V. A finite subset F of L 
is called a characteristic sample of L with respect to W iff for any L’ E W, F C L’ 
implies L G L’. 
Theorem 1 (Angluin [2]). Every k-reversible language has a characteristic sample 
with respect to Si?ev,+ 
4. Approximate learning with reversible languages 
Let L be a language. For any nonnegative integer i, we will inductively define 
Rk(i,L) as follows: 
(1) &f(O,L) = L, 
(2) Rk(i,L) = Rk(i - 1,L) U(u2vy 1 u~vx,u~vy,u~vx E Rk(i - l,L)AIvI= k}, (i> 1). 
Further, we define &(L) = &,Rk(i,L). 
The proofs of the following two propositions are straightforward. 
Proposition 1. For any language L, Rk(L) is the smallest pseudo k-reversible language 
containing L. 
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Proposition 2. Let L1,L2, . . . be any infinite sequence of pseudo k-reversible languages 
such that L; C L;+l for any i> 1. Then, Ui2, Li is pseudo k-reversible. 
We define an equivalence relation EL,k as follows: wt gL,k w2 iff wi EL w2 and 
%fk(wI > = sufk(w2). 
Lemma 1. Let L be any language. For any wl,wz E Pre(L),wl NL,k w2 implies 
wl %Rk(L) w2. 
Proof. In case that either Iwi 1-c k or 1 w2 1-c k holds, by wi gL,k ~2, we have 
sufk(wi) = sufk(w2) and its length is less than k. Recall that for a string w with 
I w I < k, sufk(W) is defined to be w itself. Therefore, wt = w2 holds, which implies 
the claim. 
Consider the case that both I WI ) 2 k and I w2 I > k hold. By wl gL,k w2, we can 
write wt = wi v and w2 = wiv for some w{, wi, v E C* such that Iv1 = k. Further, 
by ~1, w2 E Pre(L), there is a string x such that wivx, wivx E L C Rk(L). Since by 
Proposition 1, &(L) is pseudo-k-reversible, we have w1 = wiu ?!&(L) wiv = ~2, which 
completes the proof. 0 
Lemma 2. Let L be any language. For any string w1 E Pre(Rk(L)), there exists a 
string w2 E Pre(L) such that WI g&(L) ~2. 
Proof. It suffices to show the following claim. 
Claim. Let i be any nonnegative integer. Then, for any string w1 E Pre(Rk(i,L)), 
there exists a string w2 E Pre(L) such that WI N&(L) ~2. 
We will prove this claim by induction on i. 
Base step: In case of i = 0, Rk(i,L) = L holds, which immediately implies the claim. 
Induction step: Assume that the claim holds in the case of i = 1. Let wt be any 
element in Pre(Rk(Z + l,L)). By the induction hypothesis, the claim holds when WI E 
Pre(Rk(Z,L)). Therefore, we may assume wi $ Pre(Rk(l,L)). Hence, there is a string 
z such that wiz E &(l+ l,L) - &(/,L). 
By definition of Rk( I+ 1, L), there exist strings ~1,242, v, x, y E C” such that ut vx, uzvx, 
ui vy E Rk(l, L), 1 v I= k and u2vy = wiz. We may assume Iu2v 1-c 1 WI 1, since otherwise 
WI is a prefix of UZV, and therefore wt E Pre(Rk(L, L)) holds, a contradiction. Therefore, 
we can write wt = U~VV’ for some v’ E C*. 
By ulvx, u2ux E Rk(L) and the pseudo-k-reversibility of &(L), we have utv g&(L) 
242~. Therefore, utvv’ ?$,(L) U~VV’ %&(L) wi holds. Since utvu’ E P?i?(&(/,L)), by the 
induction hypothesis, there is a string w2 E &-e(L) such that w2 +Q(L) utvv’ g&(L) wi, 
which completes the proof. 0 
Theorem 2. For any nonnegative integer k, the class .%?evk has the u.b.a.p. with re- 
spect to the class of regular languages. 
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Proof. Let L be any regular language. We will prove that &(L) is the upper-best 
approximation of L with respect o &%evk. Since by Proposition 1, R&L) is the smallest 
pseudo-~-reversibly language containing L, it suflkes to show Rk(L) is regular. 
Let n be the number of equivalence classes of %L,k, By Lemma 1, when we restrict 
our attention to the strings in he(L), the number of equivalence classes of %Rk(L) is 
bounded by n. Further, by Lemma 2, for strings in P?Y?(&(L)), it is also bounded by 
n. Finally, for the strings in .E*-Pre(R&L)), there exists at most one equivalence class 
since every string w in ~*-~~e(Rk(L)) satisfies w\Rk(L) = 8. Saving the results, 
we have that the number of equivalence classes of %R~(L) is bounded by some finite 
integer. Thus, &(L) is regular. 0 
Remark 1. One may find in the proof of Theorem 4 in [S] an effective construction 
of a procedure that given an automaton for a regular language L, transforms it into its 
k-reversible counterpart WCepting the language &r&L, namely &(L). 
Finally, we will prove the learnability result. 
Theorem 3. For any nonnegative integer k, the class of regular languages is upper- 
best app~o~~ate~y ide~tl~able in the limit from positive data by &?evk. 
Proof. Angluin showed that the class of k-reversible languages is identifiable in the 
limit from positive data [2]. In her proof, she presents a learning algorithm MA such that 
MA always outputs the smallest k-reversible language containing the given examples 
up to that point and does not change its conjecture whenever it is consistent with the 
given examples. More precisely, by Theorem 2, it holds that MA outputs at each stage 
a conjecture representing &(S), where S is the set of examples provided up to that 
point. 
We will prove that for any regular language L, this learning algorithm kfk identifies 
an upper-best approximation of L with respect o &?Vk in the limit from positive data. 
Let wit ~2, .. . be any positive presentation of L given to MA, and gr, 92, .. . be the output 
of MA. Since by Theorem 2, Rk(L) is an upper-best approximation of L with respect 
to %kVk, it suffices to show that kf.. converges to an integer g such that L, = l&(L). 
From the property of MA, it holds true that L, & Lg,+, for any ia 1. By Proposition 
2, the language L, = l_J i3, Lgt is pseudo-~-reversible. Further, L G L, holds, since Lgi 
contains all positive data in the limit. Therefore, by Proposition 1, Rk(L) CL,. 
By Theorem 1, there exists a characteristic sample F of&(L) with respect o %‘euk. 
Let n be the least integer i such that F CL,. Note that such j exists since &(L) 2 L, 
and F is finite. By definition of F, we have Rk(L) C L,,. 
Considering the property of MA and the fact that the future examples w,+t, wn+2, .,. 
E L are always contained in L, (where L E R&(L) CL, ), we can conclude that there 
is no chance for MA to change the conjecture. Therefore, MA converges to the integer 
gn. By &(L) c Lqn = &({wI, . . . . wn}) C &(L), we have & = &(L). This completes 
the proof. 0 
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Remark 2. It should be noted that the algorithm MA in [2] has several good properties 
such as consistency, conservativeness, responsiveness and polynomial-time updating 
conjectures. Thus, all these immediately apply to our approximate learning as well. 
5. Concluding remarks 
Concerning the learning framework, the most related work is the one by Mukouchi 
[6], who proposed an approximate learning model, called 
where the approximation of the target language is defined 
(containing the target language) in the hypothesis space, 
learning device to identify such an approximation of every 
positive data. 
strong minimal inference, 
to be a minimal language 
and it is required for the 
language in the limit from 
On the other hand, our learning model requires the learning device to output the 
smallest language (containing the target language) in the hypothesis space . Therefore, 
when we focus on the approximation framework, Mukouchi’s model is more general 
than ours. However, in his framework, the target language class is fixed to 2Z* ; there- 
fore, his model cannot be applied to any other general set-up of learning such as the 
approximate learning of some specific language class (the class of regular languages) 
using another specific language class (the class of k-reversible languages) as a hypo- 
thesis space. In these senses, our learning model has features of both restriction and 
extension of his framework of strong minimal inference. Note that some more general 
discussions on our approximate learning model defined in Section 3 are reported in 
[41. 
The class of reversible languages is known to have many other interesting algebraic 
and topological properties [7,8]. This suggests one of the interesting research directions 
to pursue algebraic and/or topological characterizations of language classes that can 
upper-best approximately identify regular languages in the limit from positive data. 
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