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Abstract
In this article we give an affirmative answer to an open question raised in [M. Zhan, Phase-lock equations and
its connections to Ginzburg–Landau equations of superconductivity, J. Nonlinear Anal. 42 (2000) 1063–1075].
There, the author introduced the phase-lock equations to model superconductivity phenomena. We showed that the
phase-lock equations have unique solutions with L2 initial data for space dimensions n = 2, 3.
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1. Introduction
In a previous article [1], we proposed the following system of equations to model superconductivity
phenomena with an applied force h:

ft + κ2(| f |2 − 1) f −  f + |q|2 f = 0,
ηqt + | f |2q + curl 2q − curl h = 0,
div q = 0.
(1.1)
Here f is a real-valued function and q is vector-valued real function.
The motivation for studying this system is that the system is closely related to the time dependent
Ginzburg–Landau equations of superconductivity with an applied force [2,5,6]. Specifically, we showed
that for each solution to the phase-lock one can construct a solution to the Ginzburg–Landau equations.
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In [1] we proved the existence and uniqueness of both strong solutions and weak solutions. We
established the existence of L2 solutions with L2 initial data but failed to prove the uniqueness of the
weak solution for L2 data. In this short note we will show the uniqueness of weak solutions for the L2
data for space dimension n = 3.
2. The main results
Following the convention of [1], we use W s,p(Ω) for the standard Sobolev spaces for real functions
defined on Ω and, as usual, W s,2(Ω) is denoted by H s(Ω). We use Ws,p and Hs , with bold faced letters,
to denote Sobolev spaces of the vector-valued functions.
We use u = ( f, q) to represent the unknowns:
V2 = {q ∈ C∞(Ω)|div q = 0, q · n|∂Ω = 0, }.
Then we define
H = H1 × H2,
V = V1 × V2,
H1 = L2(Ω), V1 = H 1(Ω),
H2 = the closure of V2 for the L2-norm,
V2 = the closure of V2 for the H1-norm.
The L2-norms and inner products in H1, H2 and H are denoted by | · | and (·, ·). The H 1-norm and
inner product of V1 are denoted by ‖ · ‖ and ((·, ·)) respectively. It is easy to see that
‖q‖ =
(∫
Ω
|curl q|2dΩ
)1/2
is an equivalent norm of V2.
Moreover, it is classical that (see among others [3])
H2 = {q ∈ L2(Ω)|div q = 0, q · n|∂Ω = 0},
V2 = {q ∈ H1(Ω)|div q = 0, q · n|∂Ω = 0}.
By identifying H (resp. Hj , j = 1, 2) with its dual space H ′ (resp. H ′j , j = 1, 2), we have
V ⊂ H = H ′ ⊂ V ′, Vj ⊂ Hj = H ′j ⊂ V ′j ,
for j = 1, 2.
We now define some operators related to different terms in the Ginzburg–Landau equations. First of
all, for the dissipative terms in (1.1), we define two linear operators L j : Vj → V ′j ( j = 1, 2) by

〈L1 f, g〉 =
∫
Ω
grad f · grad g dx,
〈L2q, q˜〉 =
∫
Ω
curl q · curl q˜ dx,
(2.1)
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for all u = ( f, q) and u˜ = (g, q˜) ∈ V . Classically, L j ( j = 1, 2) can be extended naturally as unbounded
linear self-adjoint operators on Hj with domains
D(L j ) = Vj
⋂
H 2, j = 1, 2.
L2 is also positive definite with compact inverse L−12 : H2 → H while L1 is semi-positive definite with
(L1 + I )−1 compact and the following Garding inequality:
〈L1 f, f 〉 + | f |2 ≥ ‖ f ‖2.
For the remaining terms other than the time derivative terms, we define also two (nonlinear) operators
R1 and R2 as follows:
(R1(u), g) =
∫
Ω
[κ2(| f |2 − 1) f g + |q|2 f g]dx,
(R2(u), q˜) = 1
η
∫
Ω
[| f |2q · q˜ − H · curl q˜]dx
for some u, u˜ ∈ V .
Following [1], we introduce the weak formulation of the phase-lock Eq. (1.1) as follows:
Weak formulation. For u0 = ( f0, Q0) ∈ H given, find a solution u = ( f, Q) of the system (1.1) in the
following sense:
u ∈ L∞(0, T ; H)
⋂
L2(0, T ; V ), for all T > 0,

d
dt
( f, g) + (L1 f, g) + (R1(u), g) = 0, ∀g ∈ V1,
d
dt
(q, q˜) + 1
η
(L2q, q˜) + (R2(u), q˜) = 0, ∀Q˜ ∈ V2,
u|t=0 = u0.
(2.2)
Alternatively, (2.2) can be written as
d
dt
(u, u˜) + 〈Lu, u˜〉 + (R(u), u˜) = 0, ∀u˜ ∈ V, (2.3)
where
Lu =
(
L1 f, 1
η
L2q
)
,
R(u) = (R1(u), R2(u)).
For this weak formulation we have the following existence and uniqueness result.
Theorem 2.1. For any initial data u0 ∈ H, (2.2) has a unique solution u ∈ C([0, T ]; H)⋂ L2(0, T ; H 1
(Ω)), for space dimensions n = 2, 3, and satisfies
f ∈ L4(0, T ; L4(Ω)).
The mapping u0 → u(t) is continuous in H.
Furthermore if f0 ∈ L p(Ω), and p ≥ 2. We have
f ∈ L p+2(0, T ; L(p+2)(Ω))
⋂
C([0, T ]; L p(Ω)).
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Proof. The existence was proved in [1].
Multiplying the equation for f by | f |p−1 f we have
1
p
d
dt
∫
Ω
| f |pdx + κ2
∫
Ω
| f |p
+
∫
Ω
[κ2(| f |2 − 2)| f |p + C(p)|grad f |2| f |p−1 + |q|2| f |p]dx = 0.
From this we have
d
dt
∫
Ω
| f |pdx + C(p)
∫
Ω
| f |2+p ≤ C(|Ω |).
where |Ω | is the area of Ω . So if f0 ∈ L p(Ω) we have
f ∈ L p+2(0, T ; L(p+2)(Ω))
⋂
C([0, T ]; L p(Ω)).
The uniqueness is a consequence of the following stability result. 
Theorem 2.2. Let u1 and u2 be solutions of problem (2.1) with initial conditions u10 and u20
respectively, and∫ T
0
| fi |4L4(t)dt ≤ C, i = 1, 2.
There exists C(t) ∈ L1([0, T ]) such that
|u1 − u2|H (t) ≤ |u10 − u20|e
∫ t
0 C(s)ds .
In the following proof, C(t) will denote various positive functions in L1([0, T ]).
Proof. Let δ f = f1 − f2, δq = q1 − q2; then the crucial part is estimating (R1(u1) − R1(u2), δ f ) and
(R2(u1) − R2(u2), δq),
We first estimate (R1(u1) − R1(u2), δ f ), for any  > 0,
(R1(u) − R1(u2), δ f ) = I1 + I2 + −κ2|δ f |2 + 12
∫
Ω
[
|q1|2 + |q2|2
]
|δ f |2dx,
with Ii , i = 1, 2, defined and estimated below.
First, for I1, we have
I1 = κ2(| f1|2 f1 − | f2|2 f2, δ f ) = κ2
∫
Ω
(| f1|2 + f1 f2 + | f2|2)|δ f |2dx ≥ 0.
Then for I2, we have
2|I2| =
∣∣∣∣
∫
Ω
[δq · (q1 f1 + Q1 f2 + Q2 f1 + Q2 f2)δ f ]dx
∣∣∣∣ ≤ I21 + I22 + I23 + I24
where I21, I22, I23, and I24 are defined and estimated as follows:
I21 =
∫
Ω
|δq||q1|| f1||δ f |dx ≤
1
4
∫
Ω
|δ f |2|q1|2dx + 4
∫
Ω
|δq|2| f1|2dx,
I22 =
∫
Ω
|δq||Q1|| f2||δ f |dx ≤ 14
∫
Ω
|δ f |2|q1|2dx + 4
∫
Ω
|δq|2| f2|2dx,
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I23 =
∫
Ω
|δq||q2|| f1||δ f |dx ≤
1
4
∫
Ω
|δ f |2|q2|2dx + 4
∫
Ω
|δq|2| f1|2dx,
I24 =
∫
Ω
|δq||q2|| f2||δ f |dx ≤
1
4
∫
Ω
|δ f |2|q2|2dx + 4
∫
Ω
|δq|2| f2|2dx,
and therefore
I2 ≤ 12
∫
Ω
|δ f |2[|q2|2 + |q1|2]dx +
∫
Ω
[|δq|2| f1|2 + |δq|2| f2|2]dx .
To finish the estimation for I2, we need to estimate the term∫
Ω
[|δq|2| f1|2 + |δq|2| f2|2]dx .
We will estimate the first part and the second part can be estimated similarly:∫
Ω
|δq|2| f1|2dx ≤ |δq|2L4 | f1|2L4 ≤ |∇ × δq|2 + C(t)|δq|2.
Similarly, we have∫
Ω
|δq|2| f2|2dx ≤ |∇ × δq|2 + C(t)|δq|2.
Hence,
I2 ≤ 12
∫
Ω
|δ f |2[|q2|2 + |q1|2]dx + |∇ × δq|2 + C(t)|δq|2.
With these estimations and
d
dt
(δ f, g) + (L1δ f, g) + (R1(u1) − R1(u2), g) = 0,
we have
1
2
d
dt
|δ f |2 + |grad δ f |2 + κ2
∫
Ω
| f1|2|δ f |2dx + 14
∫
Ω
[
|q1|2 + |q2|2
]
|δ f |2dx
≤ (|grad δ f |2 + |grad × δq|2) + C(t)(|δ f |2 + |δq|2). (2.4)
Now we turn our attention to the estimation of (R2(u1) − R2(u2), δq). Again, we will divide it into
different terms and estimate each term individually:
(R2(u1) − R2(u2), δq) = 1
η
(
I ′1 + I ′2 +
1
2
∫
Ω
[| f1|2| + | f2|2]|δq|2dx
)
.
Here I ′1 is the same as I2, so
I ′1 ≤
1
2
∫
Ω
|δ f |2[|q2|2 + |q1|2]dx + |∇ × δq|2 + C(t)|δq|2.
And we have I ′2:
|I ′2| = |(hcurl δq, δq)| ≤ |grad δq|2 + C(t)|δq|2.
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Now from
d
dt
(δq, q˜) + 1
η
(L2δq, q˜) + (R2(u1) − R2(u2), q˜) = 0,
we obtain
1
2
d
dt
|δq|2 + |grad × δq|2 ≤ (|grad δ f |2 + |grad × δq|2) + C(t)(|δ f |2 + |δq|2). (2.5)
Adding (2.4) and (2.5), and choose  > 0 small, we finally arrive at the following inequality:
1
2
d
dt
|δ f |2 + 1
2
d
dt
|δq|2 ≤ C(t)(|δ f |2 + |δq|2).
Therefore, by the Grownwall inequality, we prove the result. 
Remark 2.1. Theorem 2.1 shows that we can define a semigroup associated with the phase-lock
equations,
S(t) : u0 ∈ H → u(t) ∈ H.
One can show that S(t) has an absorbing set in H . Actually, S(t) has a global attractor with finite
Hausdorff dimensions, as we have shown in [4].
3. Conclusion
We have shown that the phase-lock Eq. (1.1) has unique solutions for the L2 initial data in space
dimension n = 2, 3, which indicates that (1.1) is well-posed in the L2 space even when n = 3. One
interesting question would be whether the uniqueness is still true for a weaker data type, say, measure
data.
Also, with a suitable regularity assumption on the initial data, one can show that S(t) is injective as
well, which amounts to a backward uniqueness property for the phase-lock equations.
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