Most machine learning methods implement robust learning by reweighted strategy. To overcome the optimization difficulty of the implicitly reweighted robust methods (including modifying loss functions and objectives), we try to use a more direct method: explicitly iteratively reweighted method to handle noise (even heavy-tailed noise and outlier) robustness. In this paper, an explicitly iterative reweighted framework based on two kinds of kernel based regression algorithm (LS-SVR and ELM) is established, and a novel weight selection strategy is proposed at the same time. Combining the proposed weight function with the iteratively reweighted framework, we propose two models iteratively reweighted least squares support vector machine (IRLS-SVR) and iteratively reweighted extreme learning machine (IRLS-ELM) to implement robust regression. Different from the traditional explicitly reweighted robust methods, we carry out multiple reweighted operations in our work to further improve robustness. The convergence and approximability of the proposed algorithms are proved theoretically. Moreover, the robustness of the algorithm is analyzed in detail from many angles. Experiments on both artificial data and benchmark datasets confirm the validity of the proposed methods.
Introduction
Machine learning algorithms can be divided into pattern classification and regression, according to different task background. For pattern classification, some deep representation learning based algorithms are quite mature and have been proved to be effective [1, 2] . However, it seems to be not effective enough of solving the regression tasks. For a general regression problem, linear regression or kernel based regression (KBR) still dominates [3] . For a dataset Z = {(x i , y i )|i = 1, 2, · · · , N} ∈ R n × R and a nonlinear prediction function f (·). A classical and effective framework of KBR is pursuing structural risk minimization plus empirical risk [4] - [5] minimization (ERM) as following arg min
In this objective, structural risk term controls complexity and empirical risk term controls the size of the modeling error through a loss function ℓ(·). The most common and effective of these is least squares regression which focus on minimizing the mean square error. The reason lies on the empirical mean has an optimal minimax mean square error among all mean estimators in all models including Gaussian distributions [6] . This means that in general, least squares regression has the optimal mean of estimation. However, samples are often contaminated with noise and outliers because of erroneous samplings and measurements in practical applications and it is meaningless to estimate the mean value under the influence of noise especially heavy-tailed noise. Thus, some sub-optimal estimators are widely studied to alleviate the problem of noise robustness [6] [7] [8] [9] . In the author's opinion, the central idea of these biased ERM estimators is to assign corresponding weights to samples, which can be divided into explicitly and implicitly ones according to the way of giving weights. For the explicit methods, different weights are given to the loss of each sample through a weight generation strategy. Various loss functions [8, 10, 11] and some modifications to the objective function [12, 13] are all means to achieve implicitly reweighted. Because of the same core idea, we think these three kinds of methods can be transformed into each other.
The establishment of robust methods is mostly based on the change of loss function, such as Hampel, Tukey, Bisquare, Welsch, Weibull et al [7] , and the form of them are plotted in Figure 1 . Some machine learning algo-rithms based on new robust loss functions have also been extensively studied [14, 15] . Recently, to handle robust regression, especially under the interference of heavy-tailed distribution noise, some truncated minimization methods have been proved to be effective [6, 16] and these methods belongs to the modifications to objective. However, the novel robust loss functions are often non-convex and the objectives of these truncated minimization methods are often complex. Compared with ordinary mean square error minimization, they are much more difficult to optimize. In contrast, the explicitly reweighted methods do not have this problem.
To achieve robust regression under noise disturbance, especially heavytailed noise, and to give a fast and simple solution for the implicitly reweighted methods. In this paper, we focus on the explicitly reweighted methods under the classical least squares based KBR framework, which directly assigning different weights to samples to achieve noise robust regression. Considering some good properties of sigmoid function, we propose a novel weight design method and combine it with two mature least squares based kernel regression methods, (LS-SVR) [17] and extreme learning machine (ELM) [18] . SVMs is based on the idea of maximum margin and ELM is a BP neural network with random hidden layer weights. Robust SVR [19] [20] [21] [22] or ELM [15, 23] based on implicitly weighting methods have also been extensively studied. Unlike the implicitly reweighted methods, the explicit reweighted methods are more convenient to implement and suitable for large-scale problems. Because they have the same inherent meaning, we prove that they can also be transformed into each other to some extent, which means that the explicit reweighted method is equivalent to corresponding implicitly reweighted method in certain cases and it also has satisfactory noise robustness.
The main contributions of this paper can be summarized as follows:
1. The explicit reweighted method is redesigned and a new weighting strategy based on sigmoid function is proposed and applied to SVR and ELM to adapt to the outlier robust regression. 2. We prove that explicitly reweighted and implicitly reweighted can be transformed into each other under certain conditions. On this basis, convergence and robustness of the proposed method can be theoretically proven. 3. The robustness of proposed methods for outliers is demonstrated in artificial and benchmark datasets.
The rest of this paper is organized as follows: Some relevant technical literatures are reviewed in section 2. The proposed strategies and relevant analysis are listed in section 3. Robustness is discussed from two angles in section 4. In section 5, experimental results are exhibited. Conclusion and possible future directions for further development are given in section 6.
Background

Analysis of robust methods
For the regression problem without noise interference, we know that a ERM term in Eq. (1) with least square loss (ℓ(u) = u 2 ) is an unbiased estimate of the expected risk. This is also the reason why the least squares method is effective, which can achieve the optimal mean estimation and is easy to solve. However, it is another story when the data is contaminated by noise. When the data contains noise with outliers or heavy-tailed distributions, the following formula holds
therefore, the mean estimation often fails in the case of noise [24] and algorithms with robustness to noise is needed. To handle this problem, some robust loss functions are studied to replace least square loss. A effective way is to use M-estimator loss functions [7] min
where ρ(·) is quadratic near the origin, and the other parts are linear. In this way, the loss of large residuals will not be too big. Similar outlier robust losses have been extensively studied. Most of them truncate the non-robust losses to achieve non-incremental losses with large residual values [25, 26] . In fact, this can be seen as an implicitly reweighted. By modifying the loss function, a small loss weight is given to the sample which would cause great loss and the original large loss is reduced. On the other hand, giving weights to each sample can also be considered as a special loss function. Moreover, Some typical methods for solving the non-convex loss functions such as difference of convex algorithm (DCA) [27, 28] , concave-convex procedure (CCCP) [29] and half-quadratic optimization [30, 31] , have been proved to be an iterative variant of the explicitly reweighted method [32] [33] [34] . Later, we will give the correspondence between changing loss implicitly reweighted method and explicit weighting method. Some novel objective functions are also studied to solve robust regression. In [9] , they call similar methods truncated minimization problems. A minmax objective of ridge regression are proposed in [6] as follows
where λ > 0 controls trade-off and ψ C (·) is a sigmoidal truncation function
This can be seen as an effective approximation of ridge regression and it has certain robustness to outliers. In Eq. (4), we notice that α acts as a scaling parameter in the formula, and this new objective function is actually to measure the loss instead of residuals by M-estimator robust loss functions Eq.(5). On basis of Catoni's work, Zhang [9] proposed a truncated minimization problem for linear regression:
it can be seen as a truncated median minimization problem and stochastic normalized gradient descent optimization method is used to handle the nonconvexity of the objective [35] . In [12] , a novel objective for heavy-tailed noise robust regression was proposed:
where ψ(·) . It is a extension of Eq. (4) to use a M-estimator loss function to obtain a robust location estimation for loss and an elegant proof of error bound was given. Similar to our work, a robust biased objective was given in [16] :
it can be seen that this is a two-stage optimization with the idea of obtaining a robust location estimation θ for loss as the objective to approximate the expected risk instead of ERM. In addition, a fast solution method based on iterative least squares is given, and their proof also reflects the relationship between the implicitly reweighted method by modifying the objective and the explicitly reweighted method.
It is worth to note that the above two robust methods based on loss modification and objective modification have following similarities.
• Both methods change the original objective function of KBR by different means, and the complexity of the new objectives is relatively heavy, so it is difficult to optimize it.
• The fundamental purpose of both is to reduce the impact of outliers on the model, that is, to reduce their losses. That is completely consistent with the origin of the explicitly reweighted robust methods and can be regarded as an implicitly reweighted method.
• To some extent, these two methods are equivalent to the explicitly reweighted methods. Whether modifying the loss function [32, 33] or modifying the objective [16] , some studies have found that they can be transformed into an iterative reweighted pipeline to solve.
• Moreover, there is an inseparable relationship between the two kinds of robust methods. Compound function as observed in Eq. (6), ψ(| · |) can be regarded as a single non-convex function. This means that the two can also be transformed under certain conditions.
Based on the above analysis, explicitly reweighted robust methods are easy to implement, so we study a direct expansion of the explicitly reweighted methods: iteratively reweighted least squares (IRLS) based robust method in this paper. IRLS has been studied to a certain extent, and it is widely used in non-convex optimization [8, 36, 37] , sparse representation [38, 39] and so on. We concisely present the basic principles of the IRLS strategy and relevant theoretical exposition can be found in [40] . For a kernel based regression problem, take LS-SVR as an example, a sequence of successive minimizers of a weighted least squares theoretical regularized risk is defined as follows
where k represents the times of iteration, v(·) is a weight function. In fact, implicitly reweighted method by modifying loss function can be directly transformed to IRLS. For an arbitrarily loss ρ(·), its gradient function ψ(·) and weight function v(·) are defined as follows:
although not mentioned in this article, a robust scale estimation can be considered, similar to M-estimators. However, improper selection of the scale may result in inability to converge. To let the sequence {f k } converge, the following conditions for weight function v(·) have been proved to be necessary in [40] : v1 v(x) a non-negative bounded Borel measurable function. Moreover, the solution of KBR with a convex loss ρ(·) instead of L 2 -loss can be obtained as the limit of a sequence of IRLS minimization with arbitrary initial fit. If ρ(·) non-convex, the {f k } can be a local minimum depending on the initial start. The convergence and approximability of this sequence will be proved latter.
Representation of LS-SVR and ELM
In this section, we give a concisely review of LS-SVR [17] . The training set Z = {(x i , y i )|i = 1, 2, · · · , N} ∈ R n × R. LS-SVR solves the following optimization problem:
where φ(·) : R n → R a function which maps the input space into a higher dimensional space, e i ∈ R represents the error variables, b ∈ R represents the bias, and C > 0 is the regularization parameter which balances the structural risk and empirical risk. The optimization problem Eq. (12) usually convert into its dual problem by introducing Lagrangian multiplier α.
from KKT conditions, we derive
After elimination of w, ε one obtains the solution
where
The resulting function for prediction as
where α, b are the solutions of Eq. (18) . ELM is proposed for training the generalized single-hidden layer feedforward neural networks (SLFNs). Training samples are nonlinearly mapped to the feature space through stochastic initialization of hidden layer parameters, and the output function of ELM with L hidden nodes can be represented as
between the input layer and the ith hidden node(α i ,b i randomly pick) and
T is the output weight between the hidden node and the output node. ELM minimizes the least square error as following
In order to maintain the complexity of the model and avoid over-fitting, a regularized ELM can be expresses as
and the solution is
In this paper, we choose the above two least squares based KBR methods as the basis of achieving robust regression, and apply the explicitly reweighted strategy to the both.
Main results
Iteratively reweighted least squares support vector regression(IRLS-SVR)
Put the IRLS strategy into the framework of LS-SVR, for the regression function f = w T φ(x) + b, a sequence of minimizers of weighted SVR can be written as follows:
where w k , b k are obtained from iteration, v(·) is the weight function which satisfies the requirements of iterative convergence conditions v1 to v3, and the k + 1th iteration as follows:
Eq. (26) can be rewritten as follows
where v(ξ (28) from KKT conditions, we derive
eliminating the variable w and ξ, Eq. (29) to Eq. (32) can be transformed as 0 1
and V denotes the weight matrix:
which can be calculated after every iteration. By comparison, we can see that the form of Eq. (27) is very similar to Eq. (12) and the difference is whether the loss is affected by the weight function. The prediction function can be expressed as:
where α * , b represents the final result of the iteration process.
Algorithm 1 Iterative reweighted robust method with LS-SVR (IRLS-SVR)
Input:
Gaussian kernel matrix K and a suitable weight function v(·).
A positive integer M as the maximum number of iterations and a small real ε > 0.
Solve the optimization problem Eq. (33) to get (α k+1 , b k+1 ) and calculate corresponding residual ξ (k+1) ;
2 < ε, stop; Else, go to next step; 4: Let k = k + 1 and go to step 1;
Extend IRLS strategy to ELM
In order to widely study the universality of the explicitly iterative reweighted robust methods, we integrate the IRLS with the framework of ELM in this subsection. Ordinary ELM can easily lead to overfitting with the only ERM term and a Tikhonov regularization term is added to improve generalization performance:
C > 0 is a parameters defined later, which is used to trade-off the regularization term and the risk term. Similar work has been done in [41] and they focus on the modification of regularization term and the application of various weights. Based on the previous conclusion, the k + 1th iteration of IRLS-ELM can be rewritten as follows:
where v(ξ i . The output weights β k+1 of Eq. (37) can be solved by:
where H is the hidden layer output matrix and V denotes the weight matrix. Its expression is consistent with Eq. (34), which can be calculated after every iteration. Then the prediction function can be expressed as
where β * represents the final result of the iteration process. Similar to IRLS-SVR, the difference between IRLS-ELM and ELM with regularization term is whether the loss is affected by the weight function. The workflow of IRLS-ELM can be summarized as Algorithm 2
Weight selection strategy
For the explicitly reweighted based robust methods, the assignment strategy of weights is the core issue to be considered. Many pioneers have done a lot of research on this issue [42] [43] [44] . In most studies, weight selection
Algorithm 2 Iterative reweighted robust method with ELM (IRLS-ELM)
Input: 
2 < ε, stop; Else, go to next step; 5: Let k = k + 1 and go to step 2; strategies are heuristic, but we hope to find a more effective weight selection strategy from the theoretical point of view. A quite detail theoretical analysis of the weight selection strategy is elaborated in [40] and our work is highly inspired by them. Naturally, weight function should satisfy the condition v1 to v3 to ensure the convergence of the algorithm. Moreover, we consider that the weight function should give a small weight value for outliers and ordinary weights should be given to the clear samples. For IRLS framework, the following guidelines for gradient function were given in [40] , its proof is through two special cases (just consider the empirical risk or the discriminant function is equal to zero). Although the proof does not extend to the general situation, it still has some significance for the selection of our weight selection. c1 ψ(x) is a measurable, real, odd function. c2 ψ(x) continuous and differentiable.
where c4 can be relaxed as ψ(x) increasing. Inspired by the theoretical requirements of IRLS method, we consider the following sigmoid function (1/(1 + e −x )) induced gradient function for explicitly reweighted based noise (even heavy-tailed) robust regreesion:
where λ a parameter whose value will be determined later. On basis of ψ s (·), we can obtain the corresponding weight function as:
It can be easily prove that the ψ s (·) satisfies the c1 to c4 conditions and its weight function v s (·) also satisfies the v1-v3 conditions, simultaneously. As mentioned in [40] , for IRLS based KBR, the selection of kernel function is also important. A bounded kernel function is quite recommended, so the Gaussian kernel function is selected in the proposed IRLS-SVR:
There are two main reasons why we choose this weight function. Firstly, the proposed weight selection strategy can make the IRLS algorithm converge, and we will give the proof of convergence next. In addition, v s (·) weight based IRLS algorithm has a certain degree of robustness both theoretically and experimentally, and we will focus on the analysis of robustness in the next subsection. Now, we discuss the convergence of IRLS algorithm with the proposed weight selection strategy. Convergence of iterative algorithms is usually essential. According to [40] , since the sigmoid function induced weight v s (·) satisfies the conditions v1-v3, for the kth iteratively optimization result f k , there exists f ∞ such that f k → f ∞ as k → ∞. Moreover, the convergence solution f * can approximate the optimal solution to the following optimization problem min
and then we prove that similar conclusions hold when we minimize the empirical risk instead of expected risk. Without losing generality, the proof is based on LS-SVR. We give the k + 1th iteration of IRLS-SVR again and the bias b is deliberately omitted here for writing convenient.
and note the following implicitly reweighted objective by modifying loss function:
where L s (·) represents the corresponding loss function under the premise of using v s (·) weight selection strategy and we will give the concrete expression of it later, and now we declare that L s (·) is a convex, continuous and differentiable loss function. R ≥ 0 is obviously true. We mainly focus on whether R is strictly decreasing. Before we give the convergence proof, we give a following representation lemma: Lemma 1. For the w of the k + 1th iteration, it holds that
with h k+1 (x i , y i ) = y i − w T k+1 φ(x i ). Proof. For the optimization problem Eq. (44), Fermat lemma gives the necessary conditions for the objective function to be extreme at some point. Due to w k+1 is the optimal solution of the kth iteration, we have
expand the derivative we have
transpose and replace y i − w T k+1 φ(x i ) by h k+1 (x i , y i ). On the basis of this lemma, we can prove the convergence and approximability of IRLS method. Firstly, we give the proof of convergence. It can be proven that the sequence of iteratively optimization result {w k } converges using this representation. Theorem 1. Let w 0 ∈ R n be any initial fit. The weight function v s (·) of its loss function L s (·) satisfying v1-v3. Thus, it holds that w k → w ∞ , as
and use the formula for the difference of squares, R 1 can be written as:
) and replace y i − w T k+1 φ(x i ) with h k+1 (x i , y i ), R 1 can be divided into two parts: R 11 and R 12
it can be written as
using Lemma 1 it can be transformed as
thus we have
(55) R 11 is negative, so Theorem 1 is proved. Then, we discuss the approximability of IRLS algorithm with the proposed weight selection strategy. We are concerned about whether the explicitly reweighted IRLS method can be transformed into the implicitly reweighted pipeline. The answer is yes and we call this property approximability. Proposition 1. The solution of LS-SVR with the convex L s (·) loss can be obtained as the limit of a sequence of IRLS-SVR with the v s (·) weight selection strategy with arbitrary initial fit. Proof. For a sequence {w} satisfies the convergence, based on Lemma 1, the limit w ∞ satisfies:
A quantitative representation theorem for the optimization problem of Eq. (45) with arbitrary convex loss proposed in [45] as follows
denotes the derivative with respect to the second variable. Due to L ′ (x) = ψ(x) = 2xv(x), the above formula can be written as
Compare Eq. (58) with Eq. (56), it can be found that the final solution of v s (·) weight based IRLS-SVR w ∞ satisfies the quantitative representation theorem for Eq. (45) with the L s (·) loss. Due to the local optimal solution is certainly the global optimal one of convex optimization and L s (·) is a convex, continuous and differentiable loss, we can draw a conclusion: the solution of LS-SVR with the convex L s (·) loss can be obtained as the limit of a sequence of IRLS-SVR with the v s (·) weight selection strategy with arbitrary initial fit.
So far we theoretically prove the convergence and approximability of the proposed v s (·) weight selection strategy based IRLS-KBR. Convergence is the basic condition of the algorithm. Approximability property can better analyze the potential relationship between explicitly reweighted robust method and implicitly reweighted one, and help us discuss the robustness of the proposed method in the next section.
Robust analysis
In this section, we will illustrate the robustness of the proposed sigmoid function induced weight selection strategy based explicitly reweighted KBR from two different angles: Theoretical perspective and numerical perspective.
Theoretical perspective
From a theoretical point of view, by observing the weight selection strategy, we can find that the proposed sigmoid function induced weight v s (cdot) is a non-negative even function. When the independent variable of v s (cdot) is greater than 0, the derivative is less than 0, which means that for the samples with large residual, the corresponding weight tends to decrease, and eventually tends to 0. This property is the basis of robustness, and outliers which are difficult to predict will be gradually neglected as the iteration proceeds. Further, based on the analysis in subsection 3.3, We know that the v s (·) weight selection strategy based robust IRLS-KBR can be equivalent to the implicitly reweighted KBR which uses a exclusive loss function as follows:
where λ, l 0 ∈ R, λ is a variable used to change to the amplitude and l 0 is a constant to guarantee function through the origin. Comparison with L 2 -loss, L 1 -loss, Huber loss and some other commonly used loss functions can be seen in Figure 1 and expression of the gradient functions and weight functions can be seen in Table 1 . Because of the equivalence between the two methods proved before, the criterion of robust loss function can be applied to the discrimination of our explicitly reweighted method. Remarks. The robustness is analyzed from the implicitly reweighted method by modifying loss function. We list advantages of the L s -loss as follows to confirm the robustness and superiority of the proposed v s (·) weight selection: 1. L s -loss is a convex, continuous and differentiable loss function, due to the smoothness and convexity, it can be optimized efficiently. 2. The gradient function of L s -loss is a bounded, continuous, differentiable and strictly monotone increasing odd function. It is well known that a bounded gradient function theoretically has good robustness. 3. Theoretically, the variation of L s -loss, L 1 -loss and L 2 -loss with large residuals can be compared by:
which means: the proposed L s -loss treat large residual samples similar to L 1 -loss (also affected by parameter λ), both are more robust than L 2 -loss, cause when x → ∞, L s (x) and L 1 (x) is of the same order and L 2 (x) is of higher order.
From Figure 1 , gradient function is linear with residuals for L 2 -loss, thus L 2 -loss changes enormously for large residuals, and the function graph is steep. For other robust losses, a bounded derivative is owned, so using the these losses instead of L 2 -loss is more robust. As shown in Figure 2(a) , with the increase of parameter λ, the height of L s -loss will synchronously raise. Theoretically, it can approach any convex loss function. From Figure 2(b) , we can scrutinize some of the properties of L s -loss. When λ = 1 (black solid line), it means that the form of L s -loss is not adjusted. The shape of the L sloss is relatively smooth, and the height is lower than L 1 -loss. When λ = 3 (blue solid line), L s -loss approximate to L 1 -loss, and when λ = 5 (magenta solid line), L s -loss is situated between L 1 -loss and L 2 -loss. The bigger value of λ, the steeper shape and the higher altitude of the L s -loss.
In addition to the above shallow contrast, it is well known that the derivative of a function at a certain point describes the the function's change rate around this point. That is, the size of the first derivative of a function at a point represents how fast the function changes at this point, and it is often called influence function [46] in robust methods. Obviously, a bounded influence function means that there is a limited change of function caused by noise. Influence function of a estimator T is defined as
where F is the main distribution, H is the pollution distribution and ǫ is pollution rate. For regression parameter β of linear regression, above formula can be written as
where z = (z x , z y ) is polluted point, f is decision function and
. By comparing the above two formulas, it can be seen that the bounded gradient function and bounded kernel such as Guassian kernel function can cause a bounded influence function. According to [40] and Eq. (40), we can easily prove that the gradient function of L s -loss meets c1 to c4 and it can converge to a bounded influence function under special circumstances. The other robust losses in the Table 1 are going against the conditions. The above analysis can prove the robustness of L s -loss based KBR, which can also reflect the robustness of the explicitly reweighted IRLS based KBR with the proposed v s (·) weight on the other hand, because they are equivalent.
Numerical perspective
Even with the above analysis, it is still not easy to measure the robustness of an algorithm. In this subsection, we use regression curves to evaluate the 
performance visually. Sensitivity curves can be seen as a finite version of the influence function of the decision function. We generate artificial data points and deliberately add several outliers. For optimal parameters C, λ and RBF kernel parameter γ, we observe the effect of outliers by two different settings and record the changes of the weight of outlier during the iteration. From [40, 45] , the sensitivity curve at an additional point z i (x i , y i ) can be defined as
where P is the training set with n samples and P i = P \z i . f (P ) and f (P i ) respectively means the decision made after adding z i or without z i . Generally, the additional point z i may be an errant point so that we can see how it affects the model. Obviously, a smaller SC value means better robustness. The simulated data from y = sin(z)cos(z 2 ),z ∈ [−1, 1] and y = 15( Figure 3 . We deliberately add a few artificial outliers for both simulation: x 1 (−0.8, −5), x 2 (0.8, 5) for first and x 1 (0, 5), x 2 (0.1, 5), x 3 (0.7, 5) and x 4 (0.8, 5) for second. From regression curves, the proposed algorithm is less affected by outliers than LS-SVR. The red solid line (LS-SVR) deviates from green dotted line (Real) and tends to outliers. The magenta solid line (IRLS-SVR) almost coincides with the green dotted line. From the Figure 1 we can see that weights of the proposed v s (·) function are tiny for the big residuals instead of equal weight of LS-SVR, which means that the proposed method can reduce the impact of potential outliers on decision making. This is also confirmed by numerical simulation Figure 4 , from which we can see that the weight of the outlier is indeed lower than normal in the iteration. For each manual outlier, we plot its sensitivity curve in Figure 5 . These figures shows that the sensitivity curve of proposed algorithm significantly better than LS-SVR. 
Experiments
In order to evaluate the effectiveness of proposed IRLS-SVR and IRLS-ELM, experiments on simulated and benchmark datasets are carried out. We choose LS-SVR [17] , weighted LS-SVR (WLS-SVR) [43] , ELM and weighted ELM (WELM) [48] as contrast methods. In addition, all the experiments are completed on a personal computer with Intel Core i5-3230M CPU, 4.0 GB RAM, and Windows 7 64 bit operation system in MATLAB R2014a environment. Root mean square error (RMSE) and mean absolute error (MAE) were selected as the evaluation criterions, which are defined as follows 
Simulation on synthetic data
For synthetic data, we generate the data by the widely used Sinc function and factitiously add noise as follows: Guassian noise N(0, 0.3
2 ), Laplacian noise L(0, 1) and χ 2 noise with 4 degree of freedom. We generate 500 training samples and 300 testing samples. Noise is only added in training. For optimal parameters, the process 500 times to reduce randomness.
From the results of Table 2 , robustness of the proposed method can be verified. Testing accuracy is improved in all noise conditions. Each method's regression curve is plotted as Figure 6 . It can be obviously seen that the IRLS-SVR's regression curve is the most closest to the true Sinc curve. 
Simulation on real word benchmark data
In this subsection, we test eight benchmark datasets to illustrate the effectiveness of the proposed methods. The experiments used datasets can be found from UCI machine learning repository [49] and they are widely used for testing machine learning algorithms. All data are scaled such that features locate in the interval [0, 1] before training. The testing accuracies of all experiments are computed using standard 10-fold cross validation. For LS-SVR and its variants, the model parameter C is selected from {2 i |i = −4, · · · , 8} and γ, λ are selected from {2 i |i = −3, · · · , 3} by grid search. For ELMs, the method of selecting parameters C, λ is the same as former, and for the optimal number of hidden nodes L, we choose from {m · N|m = 5%, 10%, 20%, · · · , 50%} ,where N is the number of training samples. Noisefree and noisy experiments are carried out simultaneously. For the noisy experiment, we randomly selected 20% of the samples of the training set, multiplied their labels by 10 to simulate outliers. And the final accuracy is obtained by averaging five times 10-fold cross validation experiment. The experimental results are summarized in Table 3 for SVRs and Table 5 for ELMs.
From Table 3 and Table 4 , we can see that when training without outliers, Next, we use two large-scale datasets, Abalone and Winequality, to test the accuracy of the proposed methods. We use grid research and cross validation to filter the optimal parameters. Using the optimal parameters to do five times 10-fold cross validation and record the error of each fold of the experiment. A total of fifty experiment results are summarized in the Table 7 and Table 8 . Meanwhile, Figure 7 shows boxplots comparison of fifty experiments' RMSE results. It can be seen from the above that the proposed method effectively reduces the error of LS-SVR and ELM in the presence of noise. Compared with the weighted methods, the proposed reweighted methods also have certain improvements. 
Effect of parameters
In this subsection, in the case of with noise, we conduct the experiments to reveal the influence of parameters on test error RMSE. All experiments are conducted in the AutoMPG dataset. For parameters of IRLS-SVR, results are shown in Figure 8 as a three-dimensional bar chart. And the similar results of IRLS-ELM can be seen from Figure 9 . has a certain effect on the model. When C is fixed, the change of kernel parameter γ has little effect on the model, while a larger λ will make the model performance better. When γ is fixed, the larger C and λ are more efficient. When λ is fixed, the other two parameters have little effect on the model. The medium size C and the smaller γ are slightly better. Summarizing the information of these three graphs: λ should be larger and γ should be smaller, which will make the model better and the C parameter has no obvious rules. Figure 9(a)-(c) shows the experimental results of the proposed IRLS-ELM model. It is concluded from the diagram that the parameter L has a greater impact on the performance of the model and the remaining parameters have little effect. Specifically, when C is fixed, the change in λ has little effect on accuracy, and a smaller L will significantly enhance the performance of the model. Similarly, the same happens for fixing optimal λ. Figure 9 (b) also shows that the parameters C and λ have little effect on the model. Therefore, when selecting parameters, we should focus more efforts on searching for a good number of hidden layer nodes L. The number of hidden layer nodes L is not as large as possible, while the number of hidden layer nodes slows down the calculation speed, may not improve the accuracy of the algorithm.
Conclusion
Based on the theoretical analysis of the weighted robust methods, we research on the explicitly reweighted method, and combine it with two mature KBR algorithms (LS-SVR and ELM) to structure a iteratively reweighted regression framework. Further, in order to solve the problem of how to assign weights, a novel sigmoid function induced weight selection strategy is proposed and the corresponding weight function (v s (·)), gradient function (ψ s (·)) and loss function (L s (·)) are carefully analyzed. On basis of the proposed weight selection strategy, two explicitly iterative reweighted algorithms (IRLS-SVR and IRLS-ELM) with v s (·) weight function are proposed. We not only theoretically prove the convergence of the algorithm, but also prove that this v s (·) weight based explicitly reweighted method is equivalent to the L sloss based implicitly reweighted robust method. Moreover, the robustness of the proposed method is analyzed theoretically and numerically. Thanks to multiple reweighted operation, the proposed methods achieve good results in the experiments under the noise interference. The effect of hyperparameters on the model is also discussed. Nevertheless, the proposed models have one major shortcoming: more model parameters, which will lead to the increase of training time. How to effectively select the optimal parameters and fast matrix inverse method are our research directions in the future.
