Background: Surface electromyography (EMG) parameters such as root-mean-square value (RMS) are commonly used to assess the muscle activation level that is imposed by the central nervous system (CNS). However, RMS is influenced not only by motor control aspects, but also by peripheral properties of the muscle and recording setup. To assess motor control separately, the number of motor unit action potentials (MUAPs) per second, or MUAP Rate (MR) is a potentially useful measure. MR is the sum of the firing rates of the contributing MUs and as such reflects the two parameters that the CNS uses for motor control: number of MUs and firing rate.
Background
By means of surface electrodes placed at the skin above a muscle the electrical activity accompanying muscle contractions can be measured non-invasively (surface electromyography, EMG). Parameters based on the amplitude of the signal such as root-mean-square value (RMS) are commonly used in e.g. movement analysis to assess the muscle activation level that is imposed by the central nervous system (CNS) [1] [2] [3] [4] . However, RMS is influenced not only by motor control aspects but also by peripheral properties of the muscle such as motor unit (MU) size, as well as by recording setup parameters.
At the single muscle level, motor control is performed by the CNS by regulating the number of active MUs and their firing rate. The number of motor unit action potentials (MUAPs) per second, or MUAP Rate (MR), is the sum of the firing rates of all active MUs and it would therefore directly reflect motor control. In contrast to RMS, MR would not be affected by peripheral muscle fibre properties.
From signals measured with conventional EMG electrodes, arranged in a traditional bipolar configuration, MUAPs can hardly be extracted because of the large number of MUs that contribute to the signal, which consequently results in a high degree of overlap of the MUAPs in the signal. During the past years, several groups have explored the use of array electrodes, consisting of multiple contact points in different configurations (e.g. [5] [6] [7] [8] [9] [10] [11] .). With such arrays spatial filters can be applied to increase the selectivity of the recording system, thereby decreasing the number of MUs that contribute to the EMG signal. In combination with advanced signal processing techniques, this creates the possibility to examine individual MUAPs in a non-invasive way.
Recently, Gazzoni et al. [12] proposed a method for detection of MUAPs and their classification to the corresponding MUs, that was shown to be able to classify a small but representative sample of MUs. The detection part of this algorithm (based on the Continuous Wavelet Transform; CWT) can be used to obtain an estimate of MR (eMR). A previous study showed significantly higher eMR values in EMG recordings from the upper trapezius during computer tasks in cases with chronic neck-shoulder pain than in healthy controls, while RMS did not show differences [13] . This was attributed to the sensitivity of RMS for peripheral properties and properties of the recording setup, which may have masked differences in motor control.
The objective of this work was to explore to what extent eMR, estimated from the surface EMG by using an electrode array combined with an algorithm based on the CWT, is suitable as a measure of the input of the CNS to a muscle. For this purpose, we investigated 1) the relation between eMR and the two parameters with which the CNS controls muscle activity (number of MUs and firing rate) and 2) to what extent eMR is affected by parameters related to muscle properties and to the recording setup in comparison to RMS.
As information about the actual number of MUAPs in experimental signals is not directly available and physiological variables cannot be controlled experimentally, multi-channel EMG signals were generated with a simulation package. To compare the behaviour of eMR in simulation conditions with its behaviour in experimental conditions, eMR was extracted from experimental multichannel EMG signals recorded from the upper trapezius muscle during a shoulder elevation task at different force levels.
Methods

Simulations
Simulation model
To generate EMG signals, a simulation package developed for evaluation of signal processing algorithms for extracting EMG features was used [14] . The model includes the complete transformation from the intracellular action potential to the signal recorded at the surface. First, the extracellular action potential of one muscle fibre is calculated by convoluting an analytical description of the intracellular action potential with a weighting function depending on distance between fibre and detection site, the position along the fibre of the detection site and volume conduction properties. The muscle is modelled as a one-layer cylindrical shape with a high axial and lower radial conductivity. Fat and skin tissue is modelled as a peripheral layer (referred to as subcutaneous layer) where no muscle fibers can be located. Muscle fibers are defined as finite length line sources, located parallel to the skin surface. The muscle fiber conduction velocity is assumed to be linearly related to fiber diameter [15] . Next, a MUAP is obtained by combining the extracellular action potentials of all fibres belonging to one MU. This MUAP is convoluted with a pulse train, resulting in the MUAP train for that MU. Finally, the generated signal consists of the combination of MUAP trains of all contributing MUs. For more details see [14] .
Five categories of model parameters can be varied: 1) experimental parameters (describing the detection system), 2) morphological parameters (describing the muscle anatomy), 3) physiological parameters (number of MUs, number of fibres per MU, fibre characteristics), 4) electrical parameters (tissue conductivities) and 5) statistical parameters that define the variability in firing behaviour and in anatomical properties of the MUs.
The algorithm for detection of MUAPs must be applied to a set of signals from adjacent locations in the direction of the muscle fibers, so that propagating MUAPs are identifiable. The configuration of the simulated recording setup was chosen to resemble one row of a two-dimensional electrode array (Helmholtz Institute for Biomedical Engineering, Technical University Aachen, Germany) that was used in the experimental part of the study. It consists of a linear electrode array with 5 contact points (point electrodes) with an inter-electrode distance of 10 mm. The detection area was assumed to be circular. The radius of the detection area (10 mm) was estimated based on [16] and [17] . The simulated location of the electrode array was between the innervation zone and tendon, aligned with the muscle fibre direction.
Morphological, electrical and physiological parameter values were based on data of the biceps brachii (default values of the software package). For a full list of parameter settings, see Table 1 .
Simulation protocol
Two sets of simulations were performed: in the first set, the influence of the determinants of MR (number of MUs, firing rate and a combination of both) was investigated while the second set was directed at the influence of parameters, related to peripheral muscle properties and to the recording setup that should affect RMS but not MR (number of fibers per MU, fiber diameter, thickness of the subcutaneous layer, signal to noise ratio).
The simulation protocols are summarised in Table 2 . In simulation 1, the number of MUs was varied. To obtain a good estimate of the number of MUAPs in the simulated signals, all MUs had to be located within the detection area of the electrode; else, the number of MUs that contributed to the signal could not be tracked exactly.
An estimate of the generated number of MUAPs per second in the simulated signal (actual MR, aMR) was estimated by multiplying the number of MUs with the mean firing rate: aMR ≈ FR* nrMUs (1) Where FR = mean firing rate of all active MUs and nrMUs = number of MUs Because the location of the MUs was constrained to the detection area, in the first simulation, the number of MUs was varied over a limited range (from 1 to 30, simulation 1a). To judge the effect of this constraint, in simulation 1b the location of the MUs was not restricted to the detection area, and the number of MUs was varied from 12 to 300. In this case, the ratio between the detection area and the muscle cross-section area was included in the estimation of aMR (see Figure 1 ): aMR ≈ FR * nrMUs * RatioAreas (2) Where RatioAreas = ratio between part of the muscle within the electrode detection area and total muscle cross-section area
The detection area contains both skin and muscle tissue. The skin part of the detection area (shaded in Figure 1 ) is approximately 10%. Because MUs can only be located in the muscle tissue, which is 90% of the detection area, equation (2) In simulation 2, firing rate was varied in two conditions: with 5 active MUs (simulation 2a) and with 10 active MUs (simulation 2b). Each MU was assigned an individual firing rate; see Section 2.1.3. Mean firing rate was varied from 8 to 20 pulses per second (pps). In these simulations, all other variables were held constant so that variation in eMR could exclusively be related to variation in one input variable.
In physiological circumstances, the number of MUs and firing rate are not independent of each other. Therefore, in simulation 3 these two variables were varied simultaneously to simulate an increasing force production. Different authors have shown that rate coding mainly contributes to force production at higher force levels (above 30% of the maximal voluntary contraction force, MVC), especially for large muscles [18, 19] . Therefore, in the first simulation steps only the number of MUs was increased while in the later steps, both the number of MUs and the mean firing rate were increased simultaneously (see Table 2 ). The firing rate values were based on experimental research by Conwit et al. [19] , who investigated average firing rate in relation to percentage of MVC.
The second set of simulations was directed at the influence of parameters related to peripheral muscle properties and to the recording setup. These parameters do not affect aMR, but they do affect the amplitude and frequency content of the signal. One of the most important peripheral muscle properties is MU size, which is a combination of the number of fibres per MU and their diameter. In simulation 4, the influence of the number of fibers per MU (range 5 -1000) was investigated while in simulation 5 fiber diameter (40 -100 μm) was addressed. According to the Henneman principle [20] , in physiological circumstances small MUs are always recruited first, and when more force is required, larger MUs are recruited addition- ally. To simulate this behaviour, the mean and the standard deviation of the distribution from which the mean fibre diameter was drawn were increased simultaneously (see Table 2 ).
Furthermore, in simulation 6 the influence of thickness of the subcutaneous layer (range 0.1 -5 mm) was evaluated when 5 MUs (6a) and 10 MUs (6b) were active. Due to filtering effects of the subcutaneous layer, the EMG signal is attenuated [21] and the duration of the MUAPs may become longer, which could lead to an increase in MUAP superimposition. These effects may affect the performance of the algorithm to detect MUAP shapes.
Finally, since the performance of the algorithm was expected to depend on the signal to noise ratio (SNR) as well, this variable was varied from 3 dB to 1000 dB in simulation 7. This simulation was performed with 5, 10 and 15 MUs (simulations 7a -c).
Simulation settings
See Table 2 . In case the number of MUs was not varied (simulations 2, 4-7), it was set to 5, 10 or 15. The default value of SNR was set to 1000 dB, resembling a signal without noise. The default number of fibres per MU was set to 750, which corresponds to the average MU size in the biceps brachii [22] . Fiber diameter was set to 55 μm and thickness of the subcutaneous layer to 2 mm.
When firing rate was kept constant (simulations 1, 4-7), for each MU, its mean inter-pulse interval (IPI) was drawn from a Gaussian distribution with a mean of 83.3 ms and a standard deviation (SD) of 7 ms (corresponding to a mean firing rate of 12 pps with an SD of 1 pps). The variation within a pulse train (belonging to one MU) was set to ten percent.
The influence of fiber diameter was investigated in simulation 5. For each MU, a mean fibre diameter was drawn from a normal distribution (bounded at ± 3 SDs) with a user-defined mean and SD. Next, the individual fibre diameters within the MU were drawn from a normal distribution (bounded at ± 2 SDs) with the drawn fibre diameter as mean and a SD of 1 μm (default setting of the simulation package).
SNR could not be varied in the simulation package. Therefore, Gaussian noise was added to the simulated signals by using custom-made software written in Matlab (The MathWorks, Inc., Natick, MA, USA).
Each step in the simulations was repeated three times and outcome values were averaged to decrease the variability introduced in the input parameters.
Experimental set-up Subjects
The study was approved by the local medical ethics committee. Five subjects (three female, two male, mean (SD) age 26.6 (2.70) years, weight 68.4 (10.9) kg, height 175.8 (11.3) cm, body-mass index (BMI) 22.1 (1.9) kg/m 2 ) without known disorders took part in this study. All subjects gave their written informed consent.
General procedures
Subjects performed a stepwise increasing contraction consisting of five force levels of 20 to 100 N in steps of 20 N. The force levels were shown on a laptop screen and subjects were instructed to keep the force level as constant as Schematic representation of the muscle and the electrode detection area Figure 1 Schematic representation of the muscle and the electrode detection area. Upper circle indicates the electrode detection area, lower circle indicates the muscle and the subcutaneous layer. r e : radius of electrode detection area (10 mm), r m : muscle radius (20 mm), d: thickness of the subcutaneous layer (2 mm). The ratio between the part of the muscle within the electrode detection area and total muscle crosssection area was calculated for estimation of the number of MUs that contribute to the EMG signal in relation to the total number of MUs, located throughout the muscle. Dotted lines indicate the triangle used for calculation of θ. Shaded area indicates the part of the electrode detection area that lies within the subcutaneous layer and does not contain MUs.
possible for each step. Each level was maintained for ten seconds. Between the levels, one second was allowed for transition to the next level.
Subjects were seated on a chair that was adjusted in height to prevent them from touching the floor with their feet. The chair was attached to a frame that was fixed to the wall. Two force transducers (Thermonobel, Karlskoga, Sweden) were attached to the frame for measuring the force from the trapezius muscle. The position of the force sensors was adjusted to body size, such that the sensor centre was located slightly above the acromion. In rest, the force sensors were just not touching the subject. The force signals were sampled with 1 kHz and digitised with a 16-bits A/D converter, and stored on a laptop.
Subjects were instructed not to speak or move the head during the recordings, to sit straight, and to keep their hands rested in the lap. Subjects were not allowed to cross their feet.
EMG recordings
EMG of the dominant upper trapezius was recorded using a two-dimensional 16-channel electrode array (Helmholtz Institute for Biomedical Engineering, Technical University Aachen, Aachen, Germany). The array consisted of four rows, the first and fourth containing three contact points and the middle two containing five contact points. The distance between the rows was 10 mm, as was the distance between the adjacent electrodes within a row. The inter-electrode distance is relatively small in comparison with conventional surface EMG measurements, which increases the spatial selectivity.
Before electrode placement, the skin was cleaned using abrasive paste. Electrodes were placed with the rows parallel to the line from the spinous process of the seventh cervical vertebra (C7) to the acromion with the centre of the electrode 2 cm lateral from the midpoint, in accordance with the SENIAM recommendations [23] . A ground electrode was placed on the wrist of the dominant side. The monopolar signals were amplified 1000 times, sampled at 4000 Hz and band-pass filtered (10-500 Hz) with a custom made EMG amplifier (Helmholtz Institute for Biomedical Engineering, Technical University Aachen, Aachen, Germany). The signals were digitised using a 16 bit A/D-converter and stored on a laptop. Before the measurement started, the signal quality was inspected visually. Criteria for correct electrode placement were presence of propagating MUAPs across the channels, similarity of the MUAP shapes in all channels and absence of excessive noise. Adjustments were made when necessary until signals with good quality could be obtained.
Data analysis
Monopolar signals with an inter-electrode distance of 10 mm from adjacent electrodes from the middle two rows of the array were subtracted, resulting in two sets of four single differential signals. For both sets, cross-correlation between adjacent signals was calculated, resulting in three values from each set. Adjacent signals are expected to show a high degree of similarity when there are no artefacts present. The set with the highest average correlation coefficient was therefore selected for further processing.
For the simulated signals, analogous to the experimental signals, a set of four single differential signals was constructed by subtracting signals from adjacent electrodes.
For detection of MUAPs, a wavelet-based algorithm that uses multi-channel information was applied ( [12, 24] ). The algorithm uses the continuous wavelet transform (CWT) to identify shapes that are similar to a mother wavelet. As mother wavelet, the first Hermite-Rodriguez function was used. The CWT uses two parameters, being a time shift (related to the location in time where a similar shape occurred) and a scale factor that is related to the amplitude and width of the wavelet. The CWT of each single signal is calculated for a range of different values for both parameters. The squared output of the CWT (ranging from 0 to 1) is a measure for the similarity between the mother wavelet and the signal at a certain time instant. This output can be plotted in a three-dimensional graph against the time instant and the scale factor, resulting in a so-called scalogram.
The algorithm started with calculating the CWT for the first channel. When the scalogram reached a maximum that was higher than a user-defined threshold (set to 0.1 in this study), a candidate MUAP was found at the time instant and scale factor corresponding to the maximum. The algorithm then searched for candidate MUAPs that were located in the surrounding channels within a time delay corresponding to a conduction velocity between 2 and 8 m/s. When the candidate was present in a minimal number of channels (set to 3 in this study), the candidate was considered a MUAP. Then, the CWT was calculated for the next channel. The algorithm cycled through the channels in this way. Outputs of the algorithm were the firing times and the corresponding MUAP shapes on each channel. For more details, see [12, 24] .
From the firing instances, the number of MUAPs (resulting from all MUs together) was extracted for time windows of one second. The mean value (across time) was calculated and is reported as eMR. aMR is estimated by multiplying the average firing rate with the number of MUs.
Root-mean-square values (RMS) were calculated from each signal for time windows of one second. Values were calculated for each channel and averaged both across channels and across time.
The algorithms were implemented in Matlab software (The MathWorks, Inc., Natick, MA, USA).
Results
Throughout the results section, eMR, aMR and RMS are compared.
In Figure 2 , an example of a simulated signal is shown for 10 active MUs, together with an example of an experimentally recorded signal from the upper trapezius muscle at 100 N for comparison. The appearance of the simulated signal is similar to the experimentally recorded signal. The median frequency of the power spectrum of the simulated signals (first channel) is 64.7 Hz, while that of the experimental signal (first channel) is 63.5 Hz. When less active MUs are simulated, individual MUAPs can easily be recognised.
Determinants of MR
In Figure 3 RMS also increases with number of active MUs. The best trend line was a square root relation which resulted in an explained variance of 0.86 (p < 0.001).
Figure 3 also shows the relation between number of MUs and both eMR and RMS when the location of the MUs was not restricted to the detection area (simulation 1b, lower graphs). The shape of the curve is similar as for simulation 1a, but the variability of the measurements is larger, as is reflected in the somewhat lower explained variance: the best fit was a second order polynomial trend line with an explained variance of 0.91 (p < 0.001). RMS was best approximated by a square root relation, with an explained variance of 0.92 (p < 0.001).
In simulation 2 firing rate was simulated in two conditions: 1) while 5 MUs are active, 2) while 10 MUs are active. aMR increases linearly with firing rate in both situations, with a steeper slope when 10 MUs are active. eMR increases linearly as well, but the slope of the curve is less steep than for aMR. Fitting of a linear regression line through the eMR curves resulted in a line with a slope of 2.18 and an intercept of 41.7 pps (r 2 = 0.96, p < 0.001) for 5 active MUs and a slope of 1.72 and an intercept of 16.6 pps (r 2 = 0.95, p < 0.0001) for 10 active MUs. The curve for 10 active MUs is shifted to higher values than the curve for 5 active MUs. Figure 4 shows the behaviour of MR when increasing force production is simulated as a combined increase of firing rate and number of MUs. Both aMR and eMR increase with simulated force. The increase is less for eMR than for aMR, similar to the results of simulation 1 and 2. In Figure 5 , the influence of the determinants (number of MUs and firing rate) on eMR in different conditions is summarized. This figure provides an impression of the stability of the relation between eMR and aMR in different conditions. It shows that this relation is very similar for the different simulations. The results from simulation 1b (number of MUs with MUs distributed across the whole muscle) deviate somewhat from the curve with slightly lower eMR values, but the shape of the relation is similar. For the pooled data, a logarithmic trend line resulted in an explained variance of 0.94 while a second order polynomial trend line resulted in r 2 = 0.92.
Parameters related to muscle properties and recording setup
Except from the relation between RMS and thickness of the subcutaneous layer, the relations between aMR, eMR and RMS on one hand and number of fibers, fiber diameter and thickness of the subcutaneous layer on the other hand were best approximated with a linear fit. Linear regression analysis was applied to estimate the coefficients of the relations, and the explained variance. In contrast, the relation between RMS and thickness of the subcutaneous layer was obviously non-linear. This relation could best be approximated by a logarithmic relation. Explained variance and coefficients were in this case estimated with non-linear regression. Table 3 shows that number of fibers, fiber diameter and thickness of the subcutaneous layer explain a high percentage of variance of RMS values (r 2 > 0.94) but not of eMR and aMR (r 2 < 0.13). There is no significant in-or decrease in aMR and eMR with these parameters, while RMS increases strongly with number of fibers and fiber diameter. RMS decreases logarithmically with thickness of the subcutaneous layer.
Relation between number of active MUs and both estimated MR and RMS in simulated conditions
Figure 3
Relation between number of active MUs and both estimated MR and RMS in simulated conditions. Upper graphs show the relations when MUs were restricted to be located within detection area of electrode. Lower graphs show the relations when MUs were located throughout the whole muscle. Scales of the y-axis are the same in both RMS graphs. 
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The aMR and corresponding eMR intercept values (β0) that were found in simulations 4 tot 7 are consistent with the relation between eMR and aMR as was found in simulations 1 to 3 ( Figure 5 ).
The influence of signal-to-noise ratio is shown in Figure 6 for 5, 10 and 15 active MUs. Obviously, aMR does not change with SNR. For values lower than 15 dB, eMR increases. In case of 5 active MUs, eMR is even higher than aMR. RMS shows a similar behaviour.
Experimental results
The experimental results are reported in Figure 7 . The relation between eMR and force is approximately linear, although the increase in eMR flattens for the force levels of 80 and 100 N. Individual second order polynomial trend lines resulted in an average explained variance of 0.98 (range 0.97-0.99, p < 0.001). Linear trend lines explained slightly less variance (mean r 2 = 0.94, range 0.88-0.97).
Discussion
The objective of this work was to explore to what extent eMR, estimated from the surface EMG by using an electrode array combined with an algorithm based on the continuous wavelet transform, is suitable as a measure of the input of the CNS to a muscle. For this purpose, we investigated 1) the relation between eMR and the two parameters with which the CNS controls muscle activity (number of MUs and firing rate) and 2) the influence of parameters related to muscle properties and to the recording setup on eMR in comparison to RMS.
Determinants of MR
In simulations 1 to 3, the influence of the number of MUs and firing rate on eMR were investigated. The high percentages of explained variance show that although eMR diverges widely from aMR, eMR is strongly related to number of active MUs (simulation 1) and firing rate (simulation 2), as well as to a combination of both (simulation 3). The results from the different simulations are consistent ( Figure 5 ), which gives an indication of the stability of the relation between aMR and eMR. Increases in the number of MUs and firing rate seem to be interchangeable; eMR only depends on the total number of MUAPs per second.
The increase of eMR with number of MUs could well be approximated (r 2 = 0.99) by a second order polynomial fit with a negative coefficient for the quadratic term. This indicates that the percentage of detected MUAPs decreases when the number of MUs increases. Visual inspection of the signals reveals that this is related to the occurrence of superimpositions that are either not recognized, or detected as single MUAPs. Assuming that the number of superimpositions increases linearly, the percentage of detected MUAPs decreases linearly as well, which would indeed result in a second order polynomial relation. Several algorithms aiming at full EMG decomposition contain a method for resolving superimpositions [25] [26] [27] [28] These algorithms are developed for invasive needle or wire recordings and are based on the shape differences between MUAPs from different MUs. However, for surface
Relation between actual and estimated MR in different conditions Figure 5 Relation between actual and estimated MR in different conditions. Results of simulations with varying number of active MUs, firing rate, and a combination of both. The relations with number of MUs were simulated in two conditions: when MUs were restricted to be located within the detection area of the electrode and when MUs were located throughout the whole muscle (indicated as "number of MUs (not limited)" in the legend). The relations with firing rate were investigated in case of 5 and 10 active MUs. Actual and estimated MR in relation to simulated force production. To simulate an increasing force, the number of MUs and their firing rate were increased simultaneously. See Table  2 for the parameter values at each step. EMG recordings, the MUAP shapes from different MUs are rather similar. Other approaches to resolve superimpositions such as algorithms based on independent component analysis [29, 30] , that do not necessarily rely on the occurrence of temporally isolated MUAPs in the signal may prove to be more successful.
In order to make a reliable estimate of aMR, MUs were restricted to be located within the detection area. When the location of the MUs was not restricted, the variability of both RMS and eMR was higher. Probably, part of this variability is related to errors in the estimate of the number of MUs that contribute to the signal. MUs may partly lie within the detection area and it depends on the location of the center of the MU whether it is included in the estimate of the number of MUs or not. Furthermore, contribution of parts of MUs is likely to increase background activity. However, despite the increased variability, the shape of the relation between eMR and number of MUs was the same for simulations 1a and 1b. Thus, the restriction of the location of MUs to the detection area of the electrode had a rather limited effect.
In conclusion, the simulation results show that eMR considerably diverges from aMR. This implies that eMR cannot directly be used to estimate the true number of MUAPs in the EMG signal. However, the relation between eMR and aMR is rather stable in different conditions and eMR is strongly related to the number of MUs and firing rate.
Parameters related to muscle properties and recording setup
In contrast to RMS, eMR was not affected by number of fibers per MU, fiber diameter and thickness of the subcutaneous layer. This underlines that eMR specifically reflects parameters related to the input of the CNS to the muscle, whereas RMS also depends on peripheral muscle
Influence of signal to noise ratio on estimated MR Figure 6 Influence of signal to noise ratio on estimated MR. Simulations were performed in case of 5, 10 and 15 active MUs. and subcutaneous layer properties. In a previous study differences between cases with chronic neck-shoulder pain and healthy controls were found in eMR, while RMS did not show any differences [13] . The sensitivity of RMS for peripheral properties, that the present findings confirm, was suggested to be a cause of this. The influence of peripheral properties may have masked subtle differences in motor control. The sensitivity of RMS for peripheral properties may be decreased by normalising the RMS values to an individual's RMS value during MVC, as is often done in experimental studies. However, especially in subjects with pain or fear of pain, it may be difficult to assess an individual's maximal capacity reliably.
Two aspects of MU size were investigated: the number of fibers per MU and fiber diameter. Both parameters did not affect eMR, while they showed a linear relation with RMS. Because in physiological circumstances, additionally recruited MUs in general will be larger [20] , MU size also affects the relation between RMS and force. The sensitivity of RMS for peripheral properties in general may lead to a higher inter-subject variability for RMS than for eMR.
The percentage of detected MUAPs remained constant when fiber diameter was varied. By increasing the mean muscle fibre diameter within a MU as well as the width of the distribution of mean fibre diameter across MUs simultaneously, the recruitment of larger MUs was simulated while the smaller MUs remained present in the signal. In this way it was shown that small MUAPs are still detected in the presence of large MUAPs. This is in agreement with simulation results of Gazzoni et al. [12] , who also reported that both small and large MUs were simultaneously detected.
It was shown that estimation of MR is hampered when the SNR becomes lower than 15 dB, independent of the number of active MUs. In this case, apparently noise is generating false positives. RMS was also over-estimated for lower SNRs. This implies that the SNR in experimental conditions should be higher than 15 dB. In the experimental part of this study SNR (estimated from the signal variance during contraction divided by the signal variance during rest) typically ranged from 40 to 100 dB for the applied force range, indicating that noise did not hamper the estimation of MR.
Experimental results
The experimental results showed strong, second order polynomial individual relations between eMR and contraction force (0.97 < r 2 < 0.99). In comparison, individual linear relations between RMS and shoulder elevation torque with explained variances of 88-97% have been reported [31] .
The maximal force that was measured was 100 N, which corresponded to an eMR of approximately 40 pps. From Figure 5 can be seen that in the range from 0 to 40 pps, the increase of eMR is approximately linear. A force of 100 N corresponds to 25-30% of MVC, that was 357 N for healthy subjects in the same experimental setup [32] . For higher force levels, the eMR-force curve will probably flatten, due to the increased occurrence of superimpositions.
Absolute rather than relative force levels were used in this study, since in daily life conditions, experienced loads are also not scaled to an individual's capacity. Relative force levels are often used to decrease inter-subject variability. When the force levels would have been normalised, the relation between eMR and force might have been even stronger.
The number of MUs that contribute to the signal is strongly dependent on the spatial selectivity of the recording system [5] . Selection of the recording system involves a trade-off between representation of all MUs and optimal MR estimation. The single differential configuration with the relatively small inter-electrode distance (10 mm) that was applied for this study appeared to be suitable for the range of investigated force levels. For higher force levels, MR estimation might improve by applying a more spatially selective filter, which can be reached with a more selective electrode configuration or with a smaller interelectrode distance. When recordings are made with a twodimensional array, as was done in this study, the spatial selectivity can be increased by using the Laplacian configRelation between estimated MR and force in experimental conditions during a step contraction of the trapezius muscle (force levels from 20 to 100 N) Figure 7 Relation between estimated MR and force in experimental conditions during a step contraction of the trapezius muscle (force levels from 20 to 100 N). Mean values of 5 subjects are shown. Bars show inter-subject standard errors of the mean both in force and estimated MR. uration [7] . With linear electrode arrays [8] , the inter-electrode distance could be shortened.
Methodological aspects
MR is a combination of the number of active MUs and their firing rates and does not give information about each of these variables separately. Many research groups are working on algorithms for complete EMG decomposition (e.g. [12, [33] [34] [35] ). In most algorithms, the first step of decomposition is the detection of MUAPs in the signal. The second step consists of the assignment of the detected MUAPs to the MU that generated them (classification).
Other algorithms are based on higher-order statistical features of the EMG signals [29] .
Complete decomposition would result in clinically relevant information that can easily be interpreted. However, most methods are only able to decompose very few MUs (about 5) completely from surface EMG signals. Furthermore, decomposition of MUs with small MUAP amplitude is difficult, whereas the results of simulation 5 show that detection of small MUAPs is possible even in the presence of big MUAPs.
Zhou et al. also developed a method for MUAP counting based on template matching [10] . They obtained MUAP templates of each MU from spike-triggered averaging of the surface EMG signal by using decomposed intramuscular EMG signals as trigger. These templates were then used to generate a simulated EMG signal. Their MUAP counting algorithm was able to estimate MR reliably up to 100 pps from these signals, which seems a better performance than that of the algorithm we applied. For higher values, the performance of the algorithm also decreased. It should be taken into account that the templates used for generation of simulated signals were used for detection as well in the algorithm of Zhou et al. Since such templates are not a priori known in an experimental setting without intramuscular recordings, the performance of the algorithm in such conditions remains to be investigated.
Conclusion
The simulations showed rather stable, monotonously increasing relations between eMR and both number of active MUs and firing rate. In contrast to RMS, eMR is hardly influenced by the number of fibers per MU, fiber diameter and thickness of the subcutaneous layer. eMR therefore seems to specifically reflect input from the central nervous system to the muscle while it is not affected by peripheral aspects. Experimental data showed a strong, approximately linear relation between eMR and force.
Although the actual number of MUAPs in the signal cannot be accurately extracted with the present method, eMR seems to be a suitable non-invasive tool to study the input of the central nervous system to the muscle at low contraction levels.
