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Abstract
In this paper a singularly perturbed Riccati initial value problem is examined. Parameter explicit bounds on
the solution and its derivatives are given. A numerical method composed of an implicit difference operator and a
piecewise-uniform Shishkin mesh is constructed. A theoretical parameter independently bound on the errors in the
numerical approximations is established. Numerical results are presentedwhich are in agreementwith the theoretical
error bound.
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1. Introduction
Consider the following singularly perturbed initial value problem:
(u′ + a(u2 − g2))(x)= 0, x > 0, u(0)= A, (1.1a)
a(x)> 0, g(x)> 0, x0, (1.1b)
u(0)+ > 0, (1.1c)
where a, g ∈ C1[0, L) and 0< 1 is the perturbation parameter. Our interest is in constructing and
analysing parameter-uniform numerical methods for singularly perturbed differential equations. A nu-
merical method is said to be parameter-uniform for a particular class of singularly perturbed differential
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equations when a global asymptotic error bound on the linear interpolants U¯ of the numerical approxi-
mations U of the form
‖u − U¯‖CN−p, p > 0
is established. The norm ‖ · ‖ is the standard pointwise maximum norm and C (throughout this paper) is
a constant independent of  and the number of mesh points N. See [2] for motivation for this deﬁnition.
Numerical methods are nodally parameter uniform if, for a given set of mesh points {xi}Ni=0
max
0 iN
|u(xi)− U(xi)|CN−p, p > 0.
Nodally parameter uniform numerical methods have been analysed for problem (1.1) by several authors
[1,3,10]. These papers employ special ﬁtted ﬁnite difference operators on a uniformmesh to get parameter
uniformconvergence at themesh points.However, even in the case of linear singularly perturbed problems,
one cannot generate a global parameter-uniform approximation from an exact ﬁnite difference scheme
using simple linear interpolation on a uniform mesh (see [2]). In this paper, we use a Shishkin mesh
[11,2,7], which is a piecewise-uniform mesh. This type of mesh allows one use a simple ﬁnite difference
operator and linear interpolation to obtain a global parameter-uniform error estimate.
There is a growing interest in Shishkin meshes for singularly perturbed problems (see e.g. [6] and the
references therein). Much of the Shishkin mesh literature is concerned with linear singularly perturbed
problems. In this paper, we present a proof of parameter-uniform convergence in the case of a nonlinear
singularly perturbed problem. When the initial condition in problem (1.1) is positive, then much of the
analysis presented here follows the standard arguments for linear singularly perturbed problems. In the
case of −<u(0)0, the argument is more speciﬁc to this nonlinear problem.
Using the transformation u(x)= ′(x)/(a(x)(x)), the nonlinear problem (1.1) becomes the linear
second-order initial value problem
2
(
′
a(x)
)′
− a(x)g2(x)= 0, (a)(0)= 1, ′(0)= u(0).
One could choose to use the techniques developed for linear singularly perturbed problems to construct
and analyse parameter-uniform numerical approximations to this linear problem. However, one must then
examine the question of whether an appropriate parameter-uniform discrete approximation to the quotient
′(x)/(a(x)(x)) can be identiﬁed. In this paper, we choose to study the nonlinear problem directly.
Note that if u(0)<− g(0), then the solution is unbounded as  → 0 [10]. The analysis in this paper
is restricted to the case of u(0)>− . In the ﬁnal section of this paper, numerical results are presented
which suggest that a minor modiﬁcation of the Shishkin mesh analysed here extends the applicability
of the numerical method to the case of −g(0)<u(0) −  ( = g(0)), when  is sufﬁciently small
and N is sufﬁciently large. Fig. 1 illustrates the necessity for  to be sufﬁciently small in the case of
−g(0)<u(0) − .
The scalar Riccati differential Eq. (1.1) is a special case of the matrix Riccati differential equation,
which arises in many ﬁelds of engineering and science (see, for example, [4,5,8] and the references
therein).
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Fig. 1. Let g(x) =
√
4x4 − 8x3 + 8x2 − 5x + 32 , a(x) = 1 and u(0) = −1 in (1.1). The graphs in bold represent g(x) and
−g(x). The dotted graph represents the exact solution u(x) for = 0.25. The other two graphs (generated using the numerical
method (3.8a), (5.20), with N = 215) approximate the exact solutions u(x) for = 1 and 0.125.
2. The continuous problem
In general, the solution of this initial value problemwill have steep gradients in anO()-neighbourhood
of the point x = 0. We deﬁne a reduced solution y0 of the equation y′ = f (x, y) to be a continuous
function such that f (x, y0) = 0, and we say that a reduced solution is stable if fy(x, y0)< 0. In the
particular case of problem (1.1), there are two reduced solutions +g,−g, of which only +g is stable. If
g(x)> 0, x ∈ [0, L] then the stable and unstable reduced solutions are distinct at all points x ∈ [0, L].
The conditions a(x)> 0, > 0, u(0) + > 0 ensure that for x > 0, u → g as  → 0. Note that
the problem
y′ + a(x)y2 + b(x)y + c(x)= 0, x > 0, y(0)= A
can be transformed into (1.1) if we assume that b2 − 4ac> 0. The other cases of b2 − 4ac< 0 and
b2 − 4ac = 0 are discussed in [10,3].
We ﬁrst cite an existence result for the more general initial value problem: given f ∈ C[I × R,R],
ﬁnd y ∈ C1[I,R] such that
y′ = f (x, y), x ∈ I = (0, L], y(0)= y0. (2.2)
A function y ∈ C1[I,R] is an upper solution of (2.2) if
y′f (x, y), x ∈ I, y(0)y(0).
A lower solution y is deﬁned analogously.
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Theorem 1 (O’Regan [9, p. 19]). Let y, y ∈ C1[I,R] be lower and upper solutions of (2.2) such that
y(x)y(x), x ∈ I and f ∈ C[Dy,y,R], where Dy,y = {(x, y) : y(x)yy(x), x ∈ I }. Then there
exists a solution y(x) of (2.2) such that y(x)y(x)y(x), x ∈ I .
Now we apply this result to the particular nonlinear problem (1.1).
Theorem 2. There exists a unique solution u ∈ C1[I,R] to (1.1) and
min{u(0), }u(x) max{u(0), ‖g‖}, x ∈ I.
Proof. Rewrite (1.1) in the form u′=−a(u2 −g2) and check that u=min{u(0), } and u=max{u(0),‖g‖} are lower and upper solutions. In the case of the lower solution, we can argue as follows: when
u0, then u22. If u< 0, then u= u(0) and using u(0)+ > 0 we get
g2 − u2 = (g2 − 2)+ (2 − u2 (0))0.
Let u1, u2 be two solutions of (1.1), then
(u′1 − u′2)=−a(u1 − u2)(u1 + u2), (u1 − u2)(0)= 0.
Uniqueness follows since ‖a(u1 + u2)‖C. 
Remark. The result in Theorem 2 also applies in the case of g(x)0 (where condition (1.1b) is relaxed)
and g ∈ C0[0, L).
Let u = v + w, where the regular component is deﬁned as the solution of
(v′ + a(v2 − g2))(x)= 0, x > 0, v(0)= g(0), (2.3)
and the singular component w = u − v is the solution of
(w′ + a(u + v)w)(x)= 0, x > 0, w(0)= u(0)− g(0). (2.4)
The next theorem gives parameter-explicit bounds on these two components and their ﬁrst derivatives.
Theorem3. The solution u of (1.1) can be decomposed as u=v+w,where v andw are, respectively,
the unique solutions of (2.3) and (2.4). The following bounds hold on these components and their ﬁrst
derivatives. For i = 0, 1,
‖v(i)‖C, |w(i)(x)|C−ie−(min{u(0),}+)x/. (2.5)
Proof. From Theorem 2, a unique v exists and ‖g‖v(x)> 0. Now  ≡ v − g satisﬁes
′ + a(v + g)=−g′, (0)= 0.
The following comparison principle is easily established from a contradiction argument. For any function
z ∈ C1(I ),
if (z′ + kz)(x)0, z(0)0 and k(x)0 then z(x)0 ∀x0. (2.6)
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Consider the barrier functions
±(x)= ‖g′‖
(
1− e−2x/
2
)
± (v − g)(x).
Note that ±(0)= 0 and using the fact that a(v + g)2> 0, we get that(

d
dx
+ a(v + g)
)
±‖g′‖e−2x/ + ‖g′‖(1− e−2x/)± g′0.
It follows that
|(v − g)(x)|‖g′‖
(
1− e−2x/
2
)
C1, where C1 = ‖g
′‖
2
.
Moreover,
v′ =−a(v − g)(v + g)
which implies that
‖v′‖C.
Since u and v exist, we deﬁne a singular component by setting w = u − v which satisﬁes (2.4).
Uniqueness follows as for the regular component. Moreover, noting that u+ v min{u(0), } + > 0,
applying the comparison principle (2.6) we deduce that
|w(x)| |u(0)− g(0)|e−(min{u(0),}+)x/. (2.7)
The bound on the ﬁrst derivative of w follows from this bound and the differential equation (2.4). 
3. The discrete problem
We employ the simple implicit nonlinear ﬁnite difference method:
(D−U + a(U2 − g2))(xi)= 0, xi ∈ N , U(0)= u(0), (3.8a)
where the ﬁtted mesh on [0, L] is deﬁned to be

N
 =
{
xi |xi = 2i
N
, i
N
2
, xi = + 2(i −N/2)(L− )
N
, i
N
2
}
.
The choice of the transition point  is motivated by bound (2.7), which suggests
=min
{
L
2
,M lnN
}
, M ≡ 1
(min{u(0), } + ) . (3.8b)
Note that the position of the transition point  depends on the value of u(0). This type of piecewise-
uniform mesh is often referred to as a Shishkin mesh in the literature [7,11]. In what follows, mesh
functions will be denoted by capital letters.
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Theorem 4. Assume there exist two mesh functions U,U such that UU , U(0)U(0)U(0) and
(D−U + a(U2 − g2))(xi)0(D−U + a(U2 − g2))(xi), xi > 0
then there exists a solution U to (3.8) and UUU .
Proof. First we establish existence at the ﬁrst internal mesh point x1. Let T : R → R be a continuous
map deﬁned by
T z= z+ 	(z2 − g2(x1))− U(0), 	= a(x1)(x1 − x0)

.
Then T U(x1)=U + 	(U2− g2(x1)−U(0)U(0)−U(0)0 and, likewise, T U(x1)0. This implies
that there exists a valueU(x1) such that T U (x1)=0 andU(x1)U(x1)U(x1). The proof is completed
inductively. 
Corollary 5. There exists a unique solution to (3.8) and
min{u(0), }U(xi) max{u(0), ‖g‖}, xi ∈ N .
Proof. We establish existence by Theorem 4 with U =min{u(0), } and U =max{u(0), ‖g‖}. For the
mapping T, deﬁned in the proof of Theorem 4, we note that at the mesh point x1, T ′′z= 2	> 0, T U0,
T U0. Hence the value U(x1) for which T U (x1) = 0 is unique in the range [U,U ]. The proof is
completed inductively. 
4. Error analysis
The discrete solution can be decomposed into the sumU=V+W, where V andW are the solutions
of the nonlinear difference schemes:
(D−V + a(V 2 − g2))(xi)= 0, xi ∈ N , V(0)= g(0), (4.9)
(D−W + a(U + V)W)(xi)= 0, xi ∈ N , W(0)= u(0)− g(0), (4.10)
where the transition point  is given in (3.8b). By Corollary 5, there exists a unique V and
0< V(xi)‖g‖, xi ∈ N.
Hence, (U + V)(xi) min{u(0), } + > 0. Note the following bound on the truncation error:
|(D−v − v′)(xi)| =

xi − xi−1
∣∣∣∣
∫ xi
t=xi−1
v′(t)− v′(xi) dt
∣∣∣∣

C
xi − xi−1
∣∣∣∣
∫ xi
t=xi−1
v2 (t)− v2 (xi) dt
∣∣∣∣+ CN−1
CN−1(1+ ‖v′‖).
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From the bounds on the derivatives of the components (2.5), the following truncation error estimates are
then easily derived. At the internal mesh points,
|(D−v − v′)(xi)|CN−1, (4.11a)
|(D−w − w′)(xi)|CN−1 lnN, = 0.5L, (4.11b)
|(D−w − w′)(xi)|CN−1 lnN, < 0.5L, xi, (4.11c)
|(D−w − w′)(xi)|C‖w‖[xi−1,xi ]CN−1, < 0.5L, xi > . (4.11d)
Note that in the last inequality, it is crucial that min{u(0), } + 
> 0, with 
 independent of , so that
the layer is computationally negligible beyond the transition point, .
Theorem 6. If v and V are the solutions of (2.3) and (4.9), respectively, then
|(V − v)(xi)|CN−1 ∀xi ∈ N .
Proof. For any mesh function Z and any set of mesh points {xi}, the following comparison principle (the
discrete version of (2.6)) holds.
If (D−Z + kZ)(xi)0, Z(0)0 and k(xi)0 ∀i, then Z(xi)0 ∀xi0. (4.12)
At all internal mesh points
D−V + a(V 2 − g2)= v′ + a(v2 − g2)
which implies that at these points
(D−(V − v)+ a(V + v)(V − v))(xi)= (v′ −D−v)(xi).
Consider the discrete barrier functions
Z±(xi)= CN−1 ± (V − v)(xi).
Note that Z±(0)= CN−1> 0 and from (4.11a) and the fact that (V + v)(xi)2> 0, we get that
(D− + a(V + v))Z± = a(V + v)CN−1 ± (v′ −D−v)(xi)
2CN−1 ± CN−10.
Complete the proof using (4.12). 
Theorem 7. Assume thatNN0, whereN0 is sufﬁciently large, independently of . If w andW are the
solutions of (2.4) and (4.10), respectively, then
|W − w|CN−1(lnN)2 ∀xi ∈ N .
Proof. At each internal mesh point
D−W + a(U + V)W = w′ + a(u + v)w
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which implies that at these points
D−(W − w)+ a(U + u)(W − w)= (w′ −D−w)− a(V − v)(W + w) ≡ .
From the truncation error bounds and the previous theorem, it follows that ||CN−1 lnN . The proof
of the theorem splits into the two cases of u(0)> 0 and u(0)0. In the ﬁrst case, by Theorem 2
and Corollary 5, U + u2min{u(0), }> 0. Using the barrier function CN−1 lnN and (4.11), (4.12)
completes the proof in this case. In the other case of u(0)0, we further subdivide the proof into the
cases of < 0.5L and  = 0.5L. We ﬁrst deal with the case of a non-uniform mesh (< 0.5L). From
(4.10),
W(xi)=
(
1+ (a(U + V))(xi)hi

)−1
W(xi−1), hi = xi − xi−1,
and since (U + V)(xi)u(0)+ > 0,
|W(xi)| |W(0)|
i∏
j=1
(
1+ (u(0)+ )hj

)−1
.
For the mesh points outside the layer region, iN/2 and =M lnN
|W(xi)| |W()|C
(
1+ 2 lnN
N
)−N/2
CN−1.
If xi, then from (2.7) it follows that
|W(xi)− w(xi)| |W(xi)| + |w(xi)|CN−1.
Let us now consider the errors in the layer region [0, ]. Let E(xi)= (W − w)(xi), then(
1+ c(xi)h

)
E(xi)= h(xi)

+ E(xi−1), (4.13)
where c(x) ≡ a(x)(U+u)(x)2‖a‖[0,]u(0). Since h/= 2MN−1 lnN then, for N sufﬁciently large
1+ c(xi)h

1+ 4‖a‖[0,]M u(0) lnN
N
> 0. (4.14)
Using the truncation error bounds (4.11c) it follows that
|E(xj )|C(N−1 lnN)2
j∑
i=1
j∏
k=i
(
1+ c(xk)h

)−1
. (4.15)
Note the effect of the sign of c(xk) on the size of this error bound. Observe that
(
1+ c(xk)h

)−1
> 1 if c(xk)< 0 and
(
1+ c(xk)h

)−1
< 1, if c(xk)> 0.
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Since v and w0 (since u(0)0) it follows that at each point x, we have a lower bound on the
solution u of the form
u = v + w+ (u(0)− g(0))e−(u(0)+)x/.
Hence
u(x)0, when x

(u(0)+ ) ln
(
g(0)− u(0)

)
= C2.
So the solution u is negative only in an O() neighbourhood of x = 0. The discrete solution satisﬁes
U(xi)+W(xi)
and
W(xi)+ > + (u(0)−g(0))
i∏
j=1
(
1+(u(0)+ )h

)−1
= + (u(0)− g(0))
(
1+2 lnN
N
)−i
.
Noting that ln(1+t) t−0.5t2, t0 and ln(1−t)+t+t20, 0 t0.5, we can establish the following
two inequalities for any ,M > 0:
(
1+ 1
M
)−M
e−e/2M, (4.16a)
(
1− 1
M
)−M
ee/M, M2. (4.16b)
From the ﬁrst of these bounds, one can choose  sufﬁciently large (=2 ln(g(0)−u(0)/)) and < lnN
so that there exists an integer J with N/2 lnNJ < 1+ N/2 lnN such that
W(xi)+ > 0, i > J.
We examine the growth of the error in the intervals [0, xJ ] and [xJ , ] separately.
For all xi, iJ , we use (4.15), (4.14) and (4.16b) to deduce that for N4p1 lnN ,
|E(xi)|CN−1(lnN)
(
1− 2p1 lnN
N
)−J
CN−1(lnN)
(
1− 2p1 lnN
N
)−(N/2 lnN+1)
CN−1(lnN),
where p1 = 2‖a‖[0,]M|u(0)|. For i > J , it follows from (4.13), since c(xi)0, that
|E(xi)|CN−1(lnN)2.
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We complete the proof by considering the uniform mesh case of = 0.5L and u(0)0. As above, for 
sufﬁciently small, u(x)> 0, for x >C3 and
W(xi)> + (u(0)− g(0))
(
1+ p2
N
)−i
,
where p2 = L(u(0) + ). From (4.16a) we can choose  sufﬁciently large and  sufﬁciently small so
that there exists an integer J with N/p2J < 1+ N/p2 such that
W(xi)+ > 0, i > J.
On the interval [0, xJ ],
|E(xi)|CN−1(lnN)
(
1− p3
N
)−J
CN−1(lnN)
(
1− p3
N
)−(N/p2)
CN−1(lnN),
where p3 = 2‖a‖L|u(0)|. Finally, if xJ <L use (4.13) when xi ∈ [xJ , L]. 
The ﬁnal main theorem of this paper states that the numerical method (3.8) is a parameter-uniform
numerical method for problem (1.1).
Theorem 8. If u andU are the solutions of (1.1) and (3.8), respectively, then for all N sufﬁciently large,
we have that
‖U¯ − u‖[0,L]CN−1(lnN)2, (4.17)
where U¯ is the piecewise linear interpolant of U on [0, L] and C is a constant independent of N and .
Proof. The proof follows the argument for a linear problem [2]. Let u¯ be the piecewise linear interpolant
of the values of u at the mesh points, that is,
u¯(x)= u(xi)+ (u(xi)− u(xi−1)) x − xi−1
xi − xi−1 , x ∈ i = [xi−1, xi].
Using the triangle inequality we have
‖U¯ − u‖‖U¯ − u¯‖ + ‖u¯ − u‖. (4.18)
Using the previous two theorems, we have the parameter-uniform nodal error estimate
|(U − u)(xi)| |(V − v)(xi)| + |(W − w)(xi)|CN−1(lnN)2
and it follows that
‖U¯ − u¯‖CN−1(lnN)2.
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To bound the second term on the right-hand side of (4.18) we note that for each i, 0iN − 1 and any
f ∈ C1(i), i = (xi−1, xi), we have
|(f¯ − f )(x)|(xi − xi−1)‖f ′‖i .
Corresponding to the decomposition of the exact solution u, we decompose the interpolation error into
the sum of two components
u¯ − u = v¯ − v + w¯ − w,
where v¯, w¯ are the piecewise linear interpolants of the values of v, w, respectively, at the mesh points

N
 . From Theorem 3 we have
‖v¯ − v‖CN−1
and, for all x ∈ i ,
|(w¯ − w)(x)|C(xi − xi−1)−1.
In the case of a uniform mesh, we have = L/2 and −1C lnN . It follows that
‖w¯ − w‖CN−1 lnN.
On the other hand, if <L/2 it follows that
‖w¯ − w‖[0,]CN−1 lnN
and from Theorem 3 it follows that
‖w¯ − w‖[,1]2‖w‖[,1]CN−1.
In all cases, therefore,
‖w¯ − w‖CN−1 lnN.
This completes the proof. 
5. Numerical results
In this section, we present numerical results obtained by applying the numerical method (3.8) to
particular problems of the form
(u′ + (u2 − g2))(x)= 0, x ∈ (0, 1), u(0)= A. (5.19)
The nonlinear ﬁnite difference scheme (3.8) is solved explicitly. We deﬁne the maximum pointwise
two-mesh differences DN and the -uniform maximum pointwise two-mesh differences DN [2] to be
DN = ‖UN − U2N ‖N , DN =max D
N
 ,
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Table 1
Computed rates of convergence pN and the uniform rates of convergence pN for the numerical method (3.8) applied to problem
(5.19) with g(x)= 2x(x − 1)+ 1, u(0)= 0,M = 2
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 0.85 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00
2−2 0.84 0.90 0.95 0.98 0.99 0.99 1.00 1.00 1.00
2−4 0.08 0.28 0.32 0.93 0.96 0.98 0.99 0.99 1.00
2−6 0.07 0.25 0.61 0.63 0.73 0.78 0.80 0.84 0.86
2−8 0.07 0.24 0.61 0.62 0.73 0.78 0.80 0.83 0.86
2−10 0.06 0.24 0.61 0.62 0.73 0.78 0.80 0.83 0.86
2−12 0.06 0.24 0.61 0.62 0.73 0.78 0.80 0.83 0.86
pN 0.60 0.28 0.32 0.93 0.88 0.78 0.80 0.84 0.86
Table 2
Computed rates of convergence pN and the uniform rates of convergence pN for numerical method (3.8) applied to problem
(5.19) with g(x)= 2− x, u(0)= 0,M = 1
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 0.93 0.96 0.98 0.99 0.99 1.00 1.00 1.00 1.00
2−2 0.76 0.87 0.92 0.96 0.98 0.99 0.99 1.00 1.00
2−4 0.07 0.24 0.61 0.63 0.73 0.78 0.80 0.77 0.85
2−6 0.06 0.24 0.61 0.62 0.73 0.78 0.80 0.83 0.86
2−8 0.06 0.24 0.61 0.62 0.73 0.78 0.80 0.83 0.86
2−10 0.06 0.24 0.61 0.62 0.73 0.78 0.80 0.83 0.86
2−12 0.06 0.24 0.61 0.62 0.73 0.78 0.80 0.83 0.86
pN 0.76 0.64 0.61 0.63 0.73 0.78 0.80 0.77 0.85
where UN is the piecewise linear interpolant of the numerical solution UN . Approximations, pN , pN , to
the rate of convergence and the -uniform rate are deﬁned by
pN = log2
DN
D2N
, pN = log2
DN
D2N
.
Tables 1–6 give the computed rates, pN and pN , for different choices of g and u(0). We see that
parameter-uniform convergence is established when N is sufﬁciently large. In the tables, we note that
whenu(0)0 parameter-uniform convergence is established for relatively small values ofN. On the other
hand, when u(0)< 0, the number of mesh points must be sufﬁciently large before parameter-uniform
convergence is established. The lnN factor present in the theoretical error bound (4.17) can be observed
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Table 3
Computed rates of convergence pN and the uniform rates of convergence pN for numerical method (3.8) applied to problem
(5.19) with g(x)= x(1− x)+ 1, u(0)= 0,M = 1
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 0.98 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
2−2 0.83 0.93 0.96 0.98 0.99 0.99 1.00 1.00 1.00
2−4 0.49 0.38 0.64 0.65 0.74 0.79 0.82 0.78 0.85
2−6 0.47 0.40 0.63 0.66 0.74 0.78 0.82 0.84 0.86
2−8 0.47 0.40 0.63 0.67 0.74 0.78 0.82 0.84 0.86
2−10 0.47 0.40 0.62 0.67 0.74 0.78 0.82 0.84 0.86
2−12 0.47 0.40 0.62 0.67 0.74 0.78 0.82 0.84 0.86
pN 0.75 0.40 0.62 0.67 0.74 0.78 0.82 0.84 0.86
Table 4
Computed rates of convergence pN and the uniform rates of convergence pN for numerical method (3.8) applied to problem
(5.19) with g(x)= 2x(x − 1)+ 1, u(0)=−0.4,M = 10
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 0.91 0.96 0.98 0.99 1.00 1.00 1.00 1.00 1.00
2−2 0.94 0.97 0.99 0.99 1.00 1.00 1.00 1.00 1.00
2−4 0.86 0.84 0.97 0.97 0.98 0.99 0.99 1.00 1.00
2−6 −1.12 −0.84 0.88 0.83 0.98 0.95 0.97 0.99 0.99
2−8 −0.76 −0.38 0.22 0.34 0.50 0.79 0.72 0.82 0.82
2−10 −0.81 −0.41 0.21 0.34 0.50 0.79 0.72 0.82 0.82
2−12 −0.82 −0.41 0.21 0.33 0.50 0.79 0.72 0.82 0.82
pN 0.86 −0.68 0.88 0.83 0.53 0.79 0.72 0.82 0.82
in the ﬁnal rows of the tables, where the uniform rates of convergence pN are tending to one. In Table 7,
the theoretical rates corresponding to N−1(lnN)2 and N−1 lnN are displayed for comparison.
Remark. If −g(0)<u(0)<− , then we can consider the alternative transition point ∗ given by
∗ =min
{
L
2
,M∗ lnN
}
, M∗ ≡ 1
(u(0)+ g(0)) . (5.20)
The numerical results in Tables 8–10 suggest that the numerical approximations generated by a method
consisting of the ﬁnite difference scheme (3.8a) on a piecewise uniformmesh with ∗ as a transition point,
are also parameter-uniformly convergent for  sufﬁciently small. Note that the case of−g(0)<u(0)−
is not covered by the theory in this paper.
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Table 5
Computed rates of convergence pN and the uniform rates of convergence pN for numerical method (3.8) applied to problem
(5.19) with g(x)= 2− x, u(0)=−0.9,M = 10
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
2−2 0.94 0.96 0.97 0.97 0.99 0.99 1.00 1.00 1.00
2−4 −0.11 0.90 0.93 0.95 0.96 0.97 0.98 0.99 1.00
2−6 −1.49 −1.32 −0.14 0.90 0.93 0.95 0.96 0.97 0.98
2−8 −0.96 −0.71 −0.43 0.10 0.50 0.66 0.68 0.78 0.84
2−10 −0.97 −0.71 −0.43 0.10 0.50 0.66 0.68 0.78 0.84
2−12 −0.97 −0.71 −0.43 0.10 0.50 0.66 0.68 0.78 0.84
pN −0.11 0.17 −0.14 0.90 0.63 0.66 0.68 0.78 0.84
Table 6
Computed rates of convergence pN and the uniform rates of convergence pN for numerical method (3.8) applied to problem
(5.19) with g(x)= x(1− x)+ 1, u(0)=−0.9,M = 10
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 0.96 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
2−2 0.63 0.91 0.98 0.99 0.99 1.00 1.00 1.00 1.00
2−4 0.07 −0.81 0.89 0.96 0.99 1.00 1.00 1.00 1.00
2−6 −1.57 −0.81 −0.15 −0.59 0.96 1.01 0.99 1.00 1.00
2−8 −0.80 −0.14 0.53 −2.31 0.27 0.71 0.84 0.85 0.86
2−10 −0.78 −0.13 0.54 −2.32 0.28 0.70 0.84 0.86 0.87
2−12 −0.77 −0.13 0.54 −2.32 0.28 0.70 0.84 0.86 0.87
pN 0.63 −0.77 0.57 −0.59 0.47 0.71 0.84 0.85 0.86
Table 7
Orders of convergence pN corresponding to different theoretical error bounds for various values of N
Number of intervals N
64 128 256 512 1024 2048
N−1 lnN 0.74 0.78 0.81 0.83 0.85 0.86
N−1(lnN)2 0.44 0.53 0.60 0.65 0.69 0.72
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Table 8
Computed rates of convergence pN for the numerical method (3.8a), (5.20) applied to problem (5.19) with g(x)= 2x(x − 1)+
1, u(0)=−0.5,M∗ = 2
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 0.93 0.97 0.99 0.99 1.00 1.00 1.00 1.00 1.00
2−2 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2−4 0.61 0.33 0.50 0.98 0.98 0.99 0.99 1.00 1.00
2−6 0.65 0.53 0.45 0.71 0.78 0.78 0.80 0.84 0.86
2−8 0.67 0.52 0.44 0.71 0.78 0.78 0.80 0.84 0.86
2−10 0.67 0.52 0.43 0.70 0.75 0.76 0.81 0.84 0.86
2−12 0.67 0.52 0.43 0.70 0.74 0.76 0.81 0.84 0.86
Table 9
Computed rates of convergence pN for the numerical method (3.8a), (5.20) applied to problem (5.19) with g(x)= 2x(x − 1)+
1, u(0)=−0.8,M∗ = 5
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 1.79 1.27 1.12 1.06 1.03 1.01 1.01 1.00 1.00
2−2 −1.36 −1.20 −0.82 −1.11 −0.89 −1.05 −1.00 −0.99 −1.01
2−4 1.24 −0.48 0.98 1.01 1.01 1.01 1.00 1.00 1.00
2−6 −0.36 0.54 −1.49 0.37 0.70 0.64 0.92 1.00 1.00
2−8 −0.46 0.48 −1.58 0.33 0.69 0.77 0.81 0.84 0.86
2−10 −0.48 0.46 −1.60 0.32 0.69 0.77 0.82 0.84 0.86
2−12 −0.49 0.45 −1.60 0.32 0.69 0.77 0.82 0.84 0.86
Table 10
Computed rates of convergence pN for the numerical method (3.8a), (5.20) applied to problem (5.19) with g(x)= 2x(x− 1)+
1, u(0)=−0.9,M∗ = 10
 Number of mesh points, N
8 16 32 64 128 256 512 1024 2048
2−0 2.84 1.69 1.26 1.12 1.06 1.03 1.01 1.01 1.00
2−2 −1.14 −1.30 −0.90 −1.09 −1.22 −0.88 −1.10 −1.10 −1.04
2−4 −1.07 0.35 1.28 1.10 1.05 1.03 1.01 1.01 1.00
2−6 −1.11 −0.56 −0.36 −0.32 1.02 1.02 1.01 1.01 1.00
2−8 −0.71 −0.10 0.57 −2.32 0.29 0.72 0.85 0.86 0.87
2−10 −0.76 −0.12 0.55 −2.32 0.29 0.70 0.84 0.86 0.87
2−12 −0.77 −0.13 0.54 −2.32 0.29 0.70 0.84 0.86 0.87
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