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LOCALIZATION OF u-MODULES. I.
INTERSECTION COHOMOLOGY OF REAL ARRANGEMENTS
MICHAEL FINKELBERG AND VADIM SCHECHTMAN
1. Introduction
This paper is the first in a series. The main goal of the series is to present a geometric
construction of certain remarkable tensor categories arising from quantum groups corre-
sponding to the value of deformation parameter q equal to a root of unity, cf. [AJS], these
categories playing an important role in Lusztig program.
1.1. Let A be a complex affine space, H a finite collection of hyperplanes in A. We
suppose that all H ∈ H are given by real equations, and denote by HR ⊂ H the subspace
of real points. An arrangement H induces naturally a stratification of A denoted by SH
(for precise definitions see section 2 below). The main goal of this paper is the study of
the category M(A;SH) of perverse sheaves (of vector spaces over a fixed ground field)
over A which are smooth along SH.
In section 1 we collect topological notations and known facts we will need in the sequel.
Section 2. To each object M ∈ M(A;SH) we assign ”a linear algebra data”. Namely,
for each facet of H — i.e. a connected component of an intersection of some HR’s — we
define a vector space ΦF (M); if F is contained and has codimension 1 in the closure of
another facet E, we define two linear operators between ΦF (M) and ΦE(M) acting in
opposite directions. These data contain all information about M we need.
In fact, it is natural to expect that the sheaf M may be uniquely reconstructed from the
linear algebra data above (one can check this in the simplest cases).
The spaces ΦF (M) are defined using certain relative cohomology. They are similar to a
construction by R. MacPherson (see [B2]). The spaces ΦF (M) are analogous to functors
of vanishing cycles.
The main technical properties of functorsM 7→ ΦF(M) are (a) commutation with Verdier
duality, and (b) exactness. In fact, (b) follows from (a) without difficulty; the proof of
(a) is the principal geometrical result of this paper (see Theorem 3.5). Actually, we prove
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a more general statement concerning all complexes smooth along SH. This is a result of
primary importance for us.
Using these linear algebra data, we define an exact functor from M(A;SH) to complexes
of finite dimensional vector spaces computing cohomology RΓ(A; •), see Theorem 3.14.
This is the main result we will need below. The idea of constructing such functorial
complexes on categories of perverse sheaves (quite analogous to the usual computation
of singular cohomology using cell decompositions) is due to A. Beilinson, [B1]. It was an
important source of inspiration for us.
A similar problem was considered in [C].
In section 3 we present explicit computations for standard extensions of an arbitrary
one-dimensional local system over an open stratum. The main result is the computation
of intersection cohomology, see Theorem 4.17. In our computations we use some simple
geometric ideas from M. Salvetti’s work, [Sa]. However, we do not use a more difficult
main theorem of this paper. On the contrary, maybe our considerations shed some new
light on it.
1.2. The idea of this work appeared several years ago, in some discussions with He´le`ne
Esnault and Eckart Viehweg. We use this occasion to express to them our sincere grati-
tude. We are also very grateful to Paul Bressler for a stimulating discussion. We thank
Kari Vilonen for pointing out an error in an earlier version of the manuscript. We are
greately indebted to D. Kazhdan for his constant encouragement and attention to the
work.
2. Topological preliminaries
In this section we introduce our notations and recall some basic facts from topology. Main
references are [KS], [BBD].
2.1. Throughout the paper, all our topological spaces will be locally compact, in par-
ticular Hausdorff. {pt} will denote a one-point space. For a topological space X ,
aX : X −→ {pt} will be the unique map. If Y ⊂ X is a subspace, Y¯ will denote
the closure of Y .
Throughout this chapter we fix an arbitrary ground field B. A vector space will mean a
vector space over B. For a finite dimensional vector space V , V ∗ will denote a dual space.
V⌉⌋⊔ will denote a category of vector spaces.
A sheaf will mean a sheaf of vector spaces. For a topological space X , S〈(X ) will denote a
category of sheaves over X , D∗(X ) will denote the derived category of S〈(X ), ∗ = +,−, b
or ∅ will have the usual meaning.
For p ∈ Z, D≤√(X ) ⊂ D(X ) will denote a full subcategory of complexes K with H i(K) = ′
for all i > p.
3If A,B are abelian categories, we will say that a left exact functor F : D∗(A) −→ D(B)
(∗ = +,−, b or ∅) has cohomological dimension ≤ r, and write cd(F ) ≤ r, if H i(F (A)) = 0
for any A ∈ A and i > r. (Left exactness here means that H i(F (A)) = 0 for i < 0).
2.2. Let f : X −→ Y be a continuous map. We will use the following notations for
standard functors.
f ∗ : D(Y) −→ D(X ) — the inverse image; f∗ : D+(X ) −→ D+(Y) — (the right derived
of) the direct image; f! : D+(X ) −→ D+(Y) — (the right derived of) the direct image
with proper supports; f ! : D+(Y) −→ D+(X ) — the right adjoint to f! (defined when f!
has finite cohomological dimension), see [KS], 3.1.
We will denote the corresponding functors on sheaves as follows: f ∗ : S〈(Y) −→ S〈(X ); R′{∗ :
S〈(X ) −→ S〈(Y); R′{! : S〈(X ) −→ S〈(Y).
We will denote RΓ(X ; ·) := pX∗; RΓc(X ; ·) := pX!. For K ∈ D+(X ), 〉 ∈ Z, we set
H i(X ;K) := H〉(RΓ(X ;K)); H〉⌋(X ;K) := H〉(RΓ⌋(X ;K)).
For V ∈ V⌉⌋⊔ = S〈({√⊔}) we denote by VX the constant sheaf p∗XV .
If Y is a subspace of X , we will use a notation iY,X , or simply iY if X is understood, for
the embedding Y →֒ X . If Y is open in X , we will also write jY instead of iY .
ForK ∈ D(X ), we will use notationsK|Y := 〉∗Y ,XK; RΓ(Y ;K) := RΓ(Y ;K|Y), H〉(Y ;K) :=
H〉(Y ;KY), etc.
2.3. We have functors
RH≀m : D−(X )≀√√ ×D+(X ) −→ D+(X ), (1)
⊗ : D−(X )×D∗(X ) −→ D∗(X ) (2)
where ∗ =,−, b or ∅;
RHom = RΓ ◦RH≀m : D−(X )≀√√ ×D+(X ) −→ D+(V⌉⌋⊔) (3)
For K,L ∈ D⌊(X ) we have
HomD(X )(K,L) = H′(RHom(K,L)) (4)
We denote K∗ := RH≀m(K,BX ).
2.4. Let X be a topological space, j : U −→ X an embedding of an open subspace,
i : Y −→ X an embedding of the complement. In this case i∗ = i! and j! = j∗. R0i∗ and
R0j! are exact, so we omit R
0 from their notation. j! is the functor of extension by zero.
i! is the right derived of the functor R0i! : S〈(X ) −→ S〈(Y) of the subsheaf of sections
with supports in Y (in notations of [KS], R0i!(F ) = ΓY (F )).
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LetK ∈ D+(X ). We will use the following notations for relative cohomology: RΓ(X, Y ;K) :=
RΓ(X ; |!K|U); H〉(X ,Y ;K) := H〉(RΓ(X ,Y ;K)).
If Z →֒ Y is a closed subspace, we have a canonical exact triangle
iX−Y !K|X−Y −→ 〉X−Z!K|X−Z −→ 〉Y−Z!K|Y−Z −→ 〉X−Y !K|X−Y [∞] (5)
(of course, iX−Y = j) inducing a long cohomology sequence
. . . −→ H i(X, Y ;K) −→ H〉(X ,Z;K) −→ H〉(Y ,Z;K) ∂−→ H〉+∞(X ,Y ;K) −→ . . .
(6)
2.5. Let X be a topological space such that the functor RΓc(X ; ·) has a finite cohomo-
logical dimension. We define a dualizing complex:
ωX := a
!
XB ∈ D⌊(X ) (7)
For K ∈ D⌊(X ) we set DXK = RH≀m(K, ωX ) ∈ D⌊(X ). If there is no risk of confusion we
denote DK instead of DXK. We get a functor
D : D⌊(X )≀√√ −→ D⌊(X ) (8)
which comes together with a natural transformation
IdD⌊(X ) −→ D ◦D (9)
2.6. Orientations. (Cf. [KS], 3.3.) Let X be an n-dimensional C0-manifold. We define
an orientation sheaf O∇X as the sheaf associated to a presheaf U 7→ HomZ(Hnc (U ;Z),Z).
It is a locally constant sheaf of abelian groups of rank 1. Its tensor square is constant.
By definition, orientation of X is an isomorphism O∇X ∼−→ ZX.
We have a canonical isomorphism
ωX
∼−→ O∇X ⊗Z B[\] (10)
2.7. Homology. Sometimes it is quite convenient to use homological notations. Let
Y ⊂ X be a closed subspace of a topological space X (Y may be empty), K ∈ D⌊(X ).
We define homology groups as
Hi(X, Y ;F) := H〉(X ,Y ;F∗)∗.
These groups behave covariantly with respect to continuous mappings.
Let σ be a relative singular n-cell, i.e. a continuous mapping
σ : (Dn, ∂Dn) −→ (X, Y )
where, Dn denotes a standard closed unit ball in R⋉. We supply Dn with the standard
orientation. Let
◦
D
n
denote the interior of Dn.
5Suppose that σ∗K| ◦
D
\ is constant. Then by Poincare´ duality we have isomorphisms
Hn(D
n, ∂Dn; σ∗K) = H\⌋(
◦D
\
; σ∗K∗)∗ ∼−→ H′( ◦D
\
; σ∗K).
(recall that
◦
D
n
is oriented). Thus, given an element s ∈ H0( ◦D
n
;K), we can define a
homology class
cl(σ; s) := σ∗(s) ∈ Hn(X, Y ;K).
We will call the couple (σ; s) a relative singular n-cell for K.
These classes enjoy the following properties.
2.7.1. Homotopy. Let us call to cells (σ0; s0) and (σ1, s1) homotopic if there exists a map
σ : (Dn × I, ∂Dn × I) −→ (X, Y )
(where I denotes a unit interval) such that σ∗K| ◦
D
\
×I
is constant, and a section
s ∈ H0( ◦D
n
× I; σ∗K)
such that (σ, s) restricted to Dn × {i} is equal to (σi; si), i = 0, 1.
We have
(H) if (σ0; s0) is homotopic to (σ1; s1) then cl(σ0; s0) = cl(σ1; s1).
2.7.2. Additivity. Suppose Dn is represnted as a union of its upper and lower half-balls
Dn = Dn1 ∪ Dn2 where Dn1 = {(x1, . . . , xn) ∈ Dn| xn ≥ 0} and Dn2 = {(x1, . . . , xn) ∈
Dn| xn ≤ 0}. Let us supply Dni with the induced orientation.
Suppose we are given a relative n-cell (σ; s) such that σ(Dn1∩Dn2 ) ⊂ Y . Then its restriction
to Dni gives us two relative n-cells (σi; si), i = 1, 2. We have
(A) cl(σ; s) = cl(σ1; s1) + cl(σ2; s2).
2.8. We will call a local system a locally constant sheaf of finite rank.
Let X be a topological space, i : Y →֒ X a subspace. We will say that K ∈ D(X ) is
smooth along Y if all cohomology sheaves Hp(i∗K), √ ∈ Z, are local systems.
We will call a stratification of X a partition X =
⋃
S∈S S into a finite disjoint of locally
closed subspaces — strata — such that the closure of each stratum is the union of strata.
We say that K ∈ D(X ) is smooth along S if it is smooth along each stratum. We
will denote by D∗(X ;S) the full subcategory of D∗(X ) (∗ = +,−, b or ∅) consisting of
complexes smooth along S.
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2.9. Let us call a stratification S of a topological space X good if the following conditions
from [BBD], 2.1.13 hold.
(b) All strata are equidimensional topological varieties. If a stratum S lies in the closure
of a stratum T , dimS < dimT .
(c) If i : S →֒ X is a stratum, the functor i∗ : D+(S) −→ D+(X ) has a finite cohomological
dimension. If F ∈ S〈(S) is a local system, i∗(F) is smooth along S.
Let S be a good stratification such that all strata have even dimension. We will denote
by M(X ;S) ⊂ D⌊(X ;S) the category of smooth along S perverse sheaves corresponding
to the middle perversity p(S) = − dim S/2, cf. loc. cit.
2.10. Let X be a complex algebraic variety. Let us call its stratification S algebraic if
all strata are algebraic subvarieties. Following [BBD], 2.2.1, let us call a sheaf F ∈ S〈(X )
constructible if it is smooth along some algebraic stratification. (According to Verdier,
every algebraic stratification admits a good refinement.) We denote by D⌊⌋(X ) a full
subcategory of D⌊(X ) consisting of complexes with constructible cohomology.
We denote by M(X ) ⊂ D⌊⌋(X ) the category of perverse sheaves corresponding to the
middle perversity. It is a filtered union of categories M(X ;S) over all good algebraic
stratifications S, cf. loc.cit.
2.11. Let X be a complex manifold, f : X −→ C a holomorphic map. Set Y =
f−1(0), U = X − Y , let i : Y →֒ X, j : U →֒ X denote the embeddings.
We define a functor of nearby cycles
Ψf : D⌊(U) −→ D⌊(Y) (11)
as Ψf(K) = ψ{|∗(K)[−∞] where ψf is defined in [KS], 8.6.1.
We define a functor of vanishing cycles
Φf : D⌊(X ) −→ D⌊(Y) (12)
as φf from loc. cit.
2.12. Lemma. Let X be topological space, Y →֒ X a closed subspace, F ∈ S〈(X ).
Then natural maps
lim→ H
i(U ;F) −→ H〉(Y ;F), 〉 ∈ Z,
where U ranges through all the open neighbourhoods of U , are isomorphisms.
Proof. See [KS], 2.5.1, 2.6.9. ✷
72.13. Conic sheaves. (Cf. [KS], 3.7.) Let R∗+ denote the multiplicative group of positive
real numbers. Let X be a topological space endowed with an R∗+-action.
Following loc.cit., we will call a sheaf F over X conic (with respect to the given R∗+-
action) if its restriction to every R∗+-orbit is constant. We will call a complex K ∈ D(X )
conic if all its cohomology sheaves are conic.
We will denote by S〈R∗+(X ) ⊂ S〈(X ), D∗R∗+(X ) ⊂ D∗(X ), ∗ = ⌊,+,− or ∅, the full
subcategories of conic objects.
2.13.1. Lemma. Let U →֒ X be an open subset. Suppose that for every R∗+-orbit
O ⊂ X, O ∩ U is contractible (hence, non-empty). Then for every conic K ∈ D+(X ) the
restriction morphism
RΓ(X ;K) −→ RΓ(U ;K)
is an isomorphism.
Proof. See loc. cit., 3.7.3. ✷
3. Vanishing cycles functors
3.1. Arrangements. Below we use some terminology from [Sa]. Let AR be a real affine
space AR of dimension N , and HR = {HR} a finite set of distinct real affine hyperplanes
in AR. Such a set is called a real arrangement. We pick once and for all a square root
i =
√−1 ∈ C.
Let A = AR⊗RC denote the complexification of AR, and H = {H} where H := HR⊗RC.
(A finite set of complex hyperplanes in a complex affine space will be called a complex
arrangement).
We will say that H is central if ⋂H∈HH consists of one point.
For a subset K ⊂ H denote
HK =
⋂
H∈K
H ; KH =
⋃
H∈K
H,
and
HR,K =
⋂
H∈K
HR, KHR =
⋃
H∈K
HR.
The nonempty subspaces HK and HK,R are called complex and real edges respectively. Set
◦
HK = HK − ∪L,
the union over all the complex edges L ⊂ HK, L 6= HK. We set
◦
HR,K = HR,K ∩ AR.
Connected components of
◦
HR,K are called facets of HR. Facets of codimension 0 (resp.,
1) are called chambers (resp., faces).
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Let us denote by SH a stratification of A whose strata are all non-empty
◦
HK. We will
denote by
◦
AH a unique open stratum
◦
AH =
◦
H∅ = A−H H.
In this Section we will study categories of sheaves D(A;SH) and M(A;SH).
We will denote by SHR a stratification of AR whose strata are all facets. We set
◦
AH,R = AR −H HR.
It is a union of all chambers.
3.2. Dual cells. (cf. [Sa]). Let us fix a point Fw on each facet F . We will call this set
of points w = {Fw} marking of our arrangement.
For two facets F, E let us write F < E if F ⊂ E and dim F < dim E. We will say that
E is adjacent to F . We will denote by Ch(F ) the set of all chambers adjacent to F .
Let us call a flag a sequence of q − p + 1 facets F = (Fp < Fp+1 < . . . < Fq) with
dim Fi = i. We say that Fp is the beginning and Fq the end of F.
Let us denote by F∆ a closed (q − p)-symplex with vertices Fpw, . . . ,Fq w. Evidently,
F∆ ⊂ F q.
Suppose we are given two facets Fp < Fq, dimFi = i. We will denote
DFp<Fq =
⋃ F∆,
the sum over all flags beginning at Fp and ending at Fq. This is a (q−p)-dimensional cell
contained in F q.
For a facet F let us denote
DF =
⋃
C∈Ch(F )
DF<C
We set
SF :=
⋃
E,C:F<E<C;
DE<C,
the union over all facets E and chambers C. The space SF is contained in DF (in
fact, in the defintion of SF it is enough to take the union over all facets E such that
dim E = dim F +1). If q = codim F , then DF is homeomorphic to a q-dimensional disc
and SF — to a (q−1)- dimensional sphere, cf. [Sa], Lemma 6. We denote
◦
DF := DF −SF .
We will call DF a dual cell corresponding to F .
We set
◦
DF<C := DF<C ∩
◦
DF .
93.3. Generalized vanishing cycles. Let K ∈ D⌊(A;SH), F a p-dimensional facet. Let
us introduce a complex
ΦF (K) := RΓ(DF ,SF ;K)[−√] ∈ D⌊(√⊔) (13)
This complex will be called a complex of generalized vanishing cycles of K at a facet F .
Formally, the definition of functor ΦF depends upon the choice of a marking w. However,
functors defined using two different markings are canonically isomorphic. This is evident.
Because of this, we omit markings from the notations.
3.4. Transversal slices. Let F be a facet of dimension p which is a connected component
of a real edge MR with the complexification M . Let us choose a real affine subspace LR
of codimension p transversal to F and passing through Fw. Let L be its complexification.
Let us consider a small disk Lǫ ⊂ L with the centrum at Fw = L ∩M . We identify Lǫ
with an affine space by dilatation. Our arrangement induces a central arrangement HL
in Lǫ. Given K ∈ D⌊(A;SH), define KL := 〉∗LǫK[−√].
3.4.1. Lemma. We have a natural isomorphism
D(KL) ∼−→ (DK)L (14)
Proof. Consider an embedding of smooth complex manifolds iL : L −→ A. Let us
consider the following complexes: ωL/A := i
!
LBA (cf. [KS], 3.1.16 (i)) and O∇L/A :=
O∇L ⊗Z O∇A. We have canonical isomorphism
ωL/A
∼−→ O∇L/A[−∈√]⊗ B.
The chosen orientation of C enables us to identify O∇A and O∇L, and hence O∇L/A with
constant sheaves; consequently, we get an isomorphism
ωL/A
∼−→ B[−2p].
The canonical map
i!LK −→ 〉∗K ⊗ ωL/A (15)
(cf. [KS], (3.1.6)) is an isomorphism since singularities of K are transversal to L (at least
in the neighbourhood of Fw). Consequently we get an isomorphism i!LK ∼−→ 〉∗KL[−∈√].
Now we can compute:
D(KL) = D(〉∗LK[−√]) ∼−→ D(〉∗LK)[∈√] ∼−→ 〉!LDK[√] ∼−→ 〉∗LDK[−√] = (DK)L,
QED. ✷
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3.4.2. Lemma. We have a natural isomorphism
ΦF (K) ∼= Φ{F⊒}(KL) (16)
This follows directly from the definition of functors Φ.
This remark is often useful for reducing the study of functors ΦF to the case of a central
arrangement.
3.4.3. Lemma. If M ∈M(A;SH) then ML ∈M(Lǫ;SHLǫ ).
Proof follows from transversality of Lǫ to singularities of M. ✷
3.5. Duality. Theorem. Functor ΦF commutes with Verdier duality. More precisely,
for every K ∈ D⌊(A,SH) there exists a natural isomorphism
ΦF (DK) ∼−→ DΦF (K) (17)
This is the basic property of our functors.
3.6. 1-dimensional case. To start with the proof, let us treat first the simplest case.
Consider an arrangement consisting of one point — origin — in a one-dimensional space
A. It has one 0-face F and two 1-faces E± — real rays R>0 and R<0. A marking consists
of two points w± ∈ E± and F . We set w± = ±1 (we pick a coordinate on A).
For a positive r denote A≤r := {̥ ∈ A| |̥| ≤ r}, Sr := ∂A≤r; A<r, A≥r, etc. have
an evident meaning. We also set A(r′,r′′) := A>r′ ∩ A<r′′. A subscript R will denote
an intersection of these subsets with AR. Evidently, DF = A≤1,R, SF = S1,R. Define
DoppF := A≥1,R, Y := i · D⋊ppF .
One sees easily (cf. infra, Lemma 3.7) that one has isomorphisms
ΦF (K) ∼= RΓ(A, SF;K) ∼−→ RΓ(A,D⋊ppF ;K). (18)
Let us choose real numbers ǫ, r′, r′′ such that 0 < ǫ < r′ < 1 < r′′. Set Y := ǫi · DoppF .
Denote j := jA−SF . We have natural isomorphisms
DΦF (K) ∼= DRΓ(A, SF;K) ∼= RΓ⌋(A; ג∗ג∗DK)
(Poincare´ duality)
∼= RΓ(A,A≥r′′ ; ג∗ג∗DK) ∼= RΓ(A,Y ∪ A≥r′′ ; ג∗ג∗DK)
(homotopy). Consider the restriction map
res : RΓ(A,Y ∪ A≥r′′ ; ג∗ג∗DK) −→ RΓ(A≤r′,Y ∩ A≤r′;DK) (19)
11
We claim that res is an isomorphism. In fact, Cone(res) is isomorphic to
RΓ(A,A≤r′ ∪ A≥r′′ ∪ Y; ג∗ג∗DK) = RΓ⌋(A<r′′,A≤r′ ∪ Y; ג∗ג∗DK) ∼=
∼= DRΓ(A<r′′ − (A≤r′ ∪ Y); ג!ג∗K)
We have by definition
RΓ(A<r′′ − (A≤r′ ∪ Y); ג!ג∗K) = RΓ(A(r′,r′′) − Y, SF;K)
On the other hand, evidently K is smooth over A(r′,r′′), and we have an evident retraction
of A(r′,r′′) on SF (see Fig. 1). Therefore, RΓ(A(r′,r′′) − Y, SF;K) = ′ which proves the
claim.
❞
✬
✫
✩
✪
Sr′′
Y t
iǫw+
t
t
w+
t
w−
✬
✫
✩
✪
Sr′
t
z
✲
Fig. 1
A clockwise rotation by π/2 induces an isomorphism
RΓ(A≤r′,Y ∩ A≤r′;DK) ∼= RΓ(A≤r′, ǫ · D⋊ppF ;DK),
and the last complex is isomorphic to ΦF (DK) by dilatation and (18). This proves the
theorem for ΦF . The statement for functors ΦE± is evident.
Let us return to the case of an arbitrary arrangement.
3.7. Lemma. Suppose that H is central. Let F be the unique 0- dimensional facet.
The evident restriction maps induce canonical isomorphisms
ΦF (K)
(∞)∼= RΓ(AR, SF;K)
(∈)∼= RΓ(A, SF;K)
(∋)∼= RΓ(A,D⋊ppF ;K)
(△)∼= RΓ(AR,D⋊ppF ;K)
where DoppF = AR −
◦
DF.
Proof. Let us fix a coordinate system with the origin at F , and hence a metric on A.
For ǫ > 0 let Uǫ ⊂ AR denote the set of points x ∈ AR having distance < ǫ from DF .
It follows from 2.12 that
ΦF (K) = RΓ(DF ,SF ;K) ∼= lim→ ǫ RΓ(Uǫ,SF ;K).
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On the other hand, from 2.13.1 it follows that restriction maps
RΓ(AR, SF;K) −→ RΓ(Uǫ,SF ;K)
are isomorphisms. This establishes an isomorphism (1). To prove (3), one remarks that
its cone is acyclic.
The other isomorphisms are proven by the similar arguments. We leave the proof to the
reader. ✷
3.8. Proof of 3.5. First let us suppose that H is central and F is its 0-dimensional
facet. We fix a coordinate system in A as in the proof of the lemma above. We have
a decomposition A = AR ⊕ i · AR. We will denote by ℜ,ℑ : A −→ AR the evident
projections.
Let A≤r, etc. have the meaning similar to the one-dimensional case above. Let us denote
j := jA−SF . We proceed as in one-dimensional case.
Let us choose positive numbers r′, r′′, ǫ, such that
ǫDF ⊂ A<r′ ⊂
◦
DF ⊂ DF ⊂ A<r′′
Let us introduce a subspace
Y = ǫi ·DoppF
We have isomorphisms
DΦF (K) ∼= DRΓ(A, SF;K)
(by Lemma 3.7)
∼= RΓc(A; ג∗ג∗DK) ∼= RΓ(A,A≥r′′; ג∗ג∗DK) ∼= RΓ(A,Y ∪ A≥r′′; ג∗ג∗DK)
(homotopy). Consider the restriction map
res : RΓ(A,Y ∪ A≥r′′ ; ג∗ג∗DK) −→ RΓ(A≤r′,Y ∩ A≤r′;DK) (20)
Cone(res) is isomorphic to
RΓ(A,A≤r′ ∪ A≥r′′ ∪ Y; ג∗ג∗DK) = RΓ⌋(A<r′′,A≤r′ ∪ Y; ג∗ג∗DK) ∼=
∼= DRΓ(A<r′′ − (A≤r′ ∪ Y); ג!ג∗K)
We have by definition
RΓ(A<r′′ − (A≤r′ ∪ Y); ג!ג∗K) = RΓ(A(r′,r′′) − Y, SF;K)
3.8.1. Lemma. Set A′
R
:= AR − {0}. We have RΓ(A− i · AR,A′R;K) = ′.
Proof. We have to prove that the restriction map
RΓ(A− i · AR;K) −→ RΓ(A′R;K) (21)
is an isomorphism. Consider projection to the real part
π : A− i · AR −→ A′R.
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Evidently,
RΓ(A− i · AR;K) = RΓ(A′R, π∗K).
On the other hand, since K is conic along fibers of π, we have
π∗K ∼−→ ⌉∗K
where e : A′
R
−→ A− i · AR denotes the embedding (cf. 2.13). This implies our lemma.
✷
It follows easily that Cone(res) is acyclic, therefore the map res is an isomorphism. In
other words, we have constructed an isomorphism
DΦF (K) ∼−→ RΓ(A≤r′,Y ∩ A≤r′;DK).
A clockwise rotation by π/2 induces an isomorphism
RΓ(A≤r′,Y ∩ A≤r′;DK) ∼= RΓ(A≤r′, ǫ · D⋊ppF ;DK),
and the last complex is isomorphic to ΦF (DK) by dilatation and 3.7 (3).
This proves the theorem for ΦF . Note that we have constructed an explicit isomorphism.
3.8.2. If F is an arbitrary facet, we consider a transversal slice L as in 3.4. By the results
of loc.cit., and the above proven case, we have natural isomorphisms
DΦF (K) ∼−→ DΦ{F⊒}(KL) ∼−→ Φ{F⊒}(DKL) ∼−→ Φ{F⊒}((DK)L) ∼−→ ΦF (DK).
This proves the theorem. ✷
3.9. Theorem. For everyM ∈M(A;SH) and every facet F we have H i(ΦF (M)) = ′
for all i 6= 0.
In other words, functors ΦF are t-exact with respect to the middle perversity.
Proof. First let us suppose that H is central and F is its 0-dimensional facet. Let us
prove that ΦF is right exact, that is, H
i(ΦF (M)) = ′ for i > 0 and every M as above.
In fact, we know that
3.9.1. if S is any stratum of SH of dimension p then M|S ∈ D
≤−√
(S)
by the condition of perversity. In particular, RΓ(A;M) = 〉∗FM∈ D≤′({√⊔}).
On the other hand, one deduces from 3.9.1 that RΓ(SF ;M) ∈ D≤−∞({√⊔}). In fact,
by definition SF is a union of certain simplices ∆, all of whose edges lie in strata of
positive dimension. This implies that RΓ(∆;M|∆) ∈ D≤−∞({√⊔}), and one concludes
by Mayer-Vietoris argument, using similar estimates for intersections of simplices.
Consequently we have
ΦF (M) ∼= RΓ(A, SF;M) ∈ D≤′({√⊔}),
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as was claimed.
On the other hand by Duality theorem 3.5 we have an opposite inequality, which proves
that ΦF is exact in our case.
The case of an arbitrary facet is reduced immediately to the central one by noting that an
operation of the restriction to a transversal slice composed with a shift by its codimension
is t-exact and using (16). The theorem is proved. ✷
3.10. By the above theorem, the restriction of functors ΦF to the abelian subcategory
M(A,SH) lands in subcategory V⌉⌋⊔ ⊂ D({√⊔}).
In other words, we get exact functors
ΦF :M(A,SH) −→ V⌉⌋⊔ (22)
These functors commute with Verdier duality.
We will also use the notation MF for ΦF (M).
3.11. Canonical and variation maps. Suppose we have a facet E. Let us denote by
F⊣⌋∞(E) the set of all facets F such that E < F , dim F = dim E + 1. We have
SE =
⋃
F∈F⊣⌋∞(E)
DF (23)
Suppose we have K ∈ D(A,SH).
3.11.1. Lemma. We have a natural isomorphism
RΓ(SE ,
⋃
F∈F⊣⌋∞(E)
SF ;K) ∼= ⊕F∈F⊣⌋∞ERΓ(DF ,SF ;K)
Proof. Note that SE − ⋃F∈F⊣⌋∞(E) SF = ⋃F∈F⊣⌋∞(E) ◦DF (disjoint union). The claim
follows now from the Poincare´ duality. ✷
Therefore, for any F ∈ F⊣⌋∞(E) we get a natural inclusion map
iFE : RΓ(DF , SF ;K) →֒ RΓ(SE ,
⋃
F ′∈F⊣⌋∞(E)
SF ′ ;K) (24)
Let us define a map
uFE(K) : ΦF (K) −→ ΦE(K)
as a composition
RΓ(DF , SF ;K)[−√] 〉
F
E−→ RΓ(SE ,
⋃
F ′∈F⊣⌋∞(E)
SF ′ ;K)[−√] −→ RΓ(SE ;K)[−√] −→ RΓ(DE ,SE)[−√+∞]
where the last arrow is the coboundary map for the couple (SE, DE), and the second one
is evident.
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This way we get a natural transormation
uFE : ΦF −→ ΦE (25)
which will be called a canonical map.
We define a variation map
vEF : ΦE −→ ΦF (26)
as follows. By definition, vEF (K) is the map dual to the composition
DΦF (K) ∼−→ ΦF (DK) ⊓
F
E (DK)−→ ΦE(DK) ∼−→ DΦE(K).
3.12. Lemma. Suppose we have 4 facets A,B1, B2, C such that A < B1 < C, A < B2 <
C and dim A = dim Bi − 1 = dim C − 2 (see Fig. 2). Then
uB1A ◦ uCB1 = −uB2A ◦ uCB2
and
vB1C ◦ vAB1 = −vB2C ◦ vAB2 .
For a proof, see below, 3.13.2.
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3.13. Cochain complexes. For each integer p, 0 ≤ p ≤ N , and M ∈M(A,SH) intro-
duce vector spaces
C−pH (A;M) = ⊕F :dimF=√ MF (27)
For i > 0 or i < −N set C iH(A;M) = ′.
Define operators
d : C−pH (A;M) −→ C
−√+∞
H (A;M)
having components uFE .
16 MICHAEL FINKELBERG AND VADIM SCHECHTMAN
3.13.1. Lemma. d2 = 0.
Proof. Let us denote Xp :=
⋃
F :dimF=pDF . We have Xp ⊃ Xp+1. Evident embeddings of
couples (DF , SF ) →֒ (Xp, Xp+1) induce maps
RΓ(Xp, Xp+1;M) −→ ⊕F :dimF=√ RΓ(DF ,SF ;M)
which are easily seen to be isomorphisms. Thus, we can identify C−p(A;M) withRΓ(Xp, Xp+1;M).
In these terms, d is a boundary homomorphism for the triple Xp ⊃ Xp+1 ⊃ Xp+2. After
this description, the equality d2 = 0 is a general fact from homological algebra. ✷
3.13.2. Proof of 3.12. The above lemma is equivalent to the statement of 3.12 about
maps u, which is thus proven. The claim for variation maps follows by duality. ✷
This way we get a complex C•H(A;M) lying in degrees from −N to 0. It will be called
the cochain complex of our arrangement HR with coefficients in M.
3.14. Theorem. (i) A functor
M 7→ C•H(A;M)
is an exact functor from M(A;SH) to the category of complexes of vector spaces.
(ii) We have a canonical natural isomorphism in D({√⊔})
C•H(A;M) ∼−→ RΓ(A;M)
Proof. (i) is obvious from the exactness of functors ΦF , cf. Thm. 3.9. To prove (ii), let
us consider the filtration
A ⊃ X0 ⊃ X1 ⊃ . . .XN ⊃ 0.
It follows easily from homotopy argument (cf. 2.12, 2.13) that the restriction
RΓ(A;M) −→ RΓ(X′;M)
is an isomorphism. On the other hand, a ”Cousin” interpretation of C•H(A;M) given in
the proof of Lemma 3.13.1, shows that one has a canonical isomorphism RΓ(X0;M) ∼−→
C•H(A;M). ✷
4. Computations for standard sheaves
4.1. Suppose we have a connected locally simply connected topological space X and a
subspace Y ⊂ X such that each connected component of Y is simply connected. Recall
that a groupoid is a category all of whose morphisms are isomorphisms. Let us define a
Poincare´ groupoid π1(X ; Y ) as follows.
We set Obπ1(X ; Y ) = π0(Y ). To define morphisms, let us choose a point yi on each
connected component Yi ⊂ Y . By definition, for two connected components Yi and Yj,
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the set of homomorphisms Homπ1(X,Y )(Yi, Yj) is the set of all homotopy classes of paths
in X starting at yi and ending at yj .
A different choice of points yi gives a canonically isomorphic groupoid. If Y is reduced to
one point we come back to a usual definition of the fundamental group.
Given a local system L on X , we may assign to it a ”fiber” functor
FL : π1(X ; Y ) −→ V⌉⌋⊔,
carrying Yi to the fiber L†〉. This way we get an equivalence of the category of local
systems on X and the category of functors π1(X, Y ) −→ V⌉⌋⊔.
4.2. Return to the situation of the previous section. It is known (cf. [Br]) that the
homology group H1(
◦
AH;Z) is a free abelian group with a basis consisting of classes of
small loops around hyperplanes H ∈ H. Consequently, for each map
q : H −→ C∗ (28)
there exists a one-dimensional local system L(q) whose monodromy around H ∈ H is
equal to q(H). Such a local system is unique up to a non-unique isomorphism.
Let us construct such a local system explicitely, using a language of the previous subsec-
tion.
4.3. From now on we fix a real equation for each H ∈ H, i.e. a linear function fH :
AR −→ R such that HR = f−1(0). We will denote also by fH the induced function
A −→ C.
The hyperplane HR divides AR into two halfspaces: A
+
R,H = {x ∈ AR|℧H(x) > 0}
and A−R,H = {x ∈ AR|℧H(x) < 0}.
Let F ⊂ HR be a facet of dimension N − 1. We have two chambers F± adjacent to F ,
where F± ⊂ A±R,H. Pick a point w ∈ F . Let us choose a real affine line lR ⊂ AR transversal
to HR and passing through w. Let l denote its complexification.
The function fH induces isomorphism l
∼−→ C, and f−1H (R) ∩⋖ = ⋖R. Let us pick a real
ǫ > 0 such that two points f−1H (±ǫ) ∩ lR lie in F± respectively. Denote these points by
w±.
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Let us denote by τ+ (resp., τ−) a counterclockwise (resp., clockwise) path in the upper
(resp., lower) halfplane connecting ǫ with −ǫ. Let us denote
τ±F = f
−1
H (τ
±)
This way we get two well-defined homotopy classes of paths connecting chambers F+ and
F−. The argument arg fH increases by ∓π2 along τ±F .
Note that if H ′ is any other hyperplane of our arrangement then arg fH′ gets no increase
along τ±F .
4.4. Now suppose we have q as in (28). Note that all connected components of
◦
AH,R —
chambers of our arrangement — are contractible. Let us define a functor
F (q2) : π1(
◦
AH,
◦
AH,R) −→ V⌉⌋⊔C
as follows. For each chamber C we set F (q2)(C) = C. For each facet F of codimension 1
which lies in a hyperplane H we set
F (q2)(τ±F ) = q(H)
±1
It follows from the above remark on the structure of H1(
◦
AH) that we get a correctly
defined functor.
The corresponding abelian local system over AH will be denoted L(q∈); it has a mon-
odromy q(H)2 around H ∈ H. If all numbers q(H) belong to some subfield B ⊂ C then
the same construction gives a local system of B-vector spaces.
4.5. From now on untill the end of this section we fix a map
q : H −→ B∗,
B being a subfield of C, and denote by L the local system of B-vector spaces L(q∈)
constructed above. We denote by L−∞ the dual local system L(q−∈).
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Let j :
◦
AH −→ A denote an open embedding. For ? equal to one of the symbols !, ∗ or !∗,
let us consider perverse sheaves L? := |?L[N ]. They belong to M(A;SH); these sheaves
will be called standard extensions of L, or simply standard sheaves. Note that
DL! ∼= L−∞∗ ; DL∗ ∼= L−∞! (29)
We have a canonical map
m : L! −→ L∗, (30)
and by definition L!∗ coincides with its image.
Our aim in this section will be to compute explicitely the cochain complexes of standard
sheaves.
4.6. Orientations. Let F be a facet which is a connected component of a real edge LF .
Consider a linear space L⊥F = AR/LF. Let us define
λF := H
0(L⊥F ;O∇L⊥F ),
it is a free abelian group of rank 1. To choose an orientation of L⊥F (as a real vector
space) is the same as to choose a basis vector in λF . We will call an orientation of L
⊥
F a
coorientation of F .
We have an evident piecewise linear homeomorphism of DF =
⋃
DF<C onto a closed disk
in L⊥F ; thus, a coorientation of F is the same as an orientation of DF (as a C
0- manifold);
it defines orientations of all cells DF<C.
4.6.1. From now on untill the end of the section, let us fix coorientations of all facets.
Suppose we have a pair E < F , dim E = dim F − 1. The cell DE is a part of the
boundary of DF . Let us define the sign sgn(F,E) = ±1 as follows. Complete an orienting
basis of DE by a vector directed outside DF ; if we get the given orientation of DF , set
sgn(F,E) = 1, otherwise set sgn(F,E) = −1.
4.7. Basis in ΦF (L!)∗. Let F be a facet of dimension p. We have by definition
ΦF (L!) = H
−√
(DF ,SF ;L!) = H
N−√
(DF ,SF ; |!L) ∼= H
N−√
(DF ,SF ∪ (HHR ∩ DF); |!L).
By Poincare´ duality,
HN−p(DF , SF ∪ (HHR ∩DF ); j!L)∗ ∼= H′(DF − (SF ∪H HR);L−∞)
(recall that we have fixed an orientation of DF ). The space DF − (SF ∪HHR) is a disjoint
union
DF − (SF ∪H HR) =
⋃
C∈Ch(F )
◦
DF<C .
Consequently,
H0(DF − (SF ∪H HR);L−∞) ∼= ⊕C∈Ch(F)H′(
◦DF<C;L−∞).
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By definition of L, we have canonical identifications H0( ◦DF<C ;L−∞) = B. We will denote
by c(L!)F<C ∈ ΦF(L)∗ the image of 1 ∈ H0(
◦
DF<C;L−∞) with respect to the embedding
H0(
◦
DF<C;L−∞) →֒ ΦF(L!)∗
following from the above.
Thus, classes c(L!)F<C, C ∈ Ch(F), form a basis of ΦF (L!)∗.
4.8. Let us describe canonical maps for L!. If F < E, dim E = dim F + 1, let
u∗ : ΦF (L!)∗ −→ ΦE(L!)∗ denote the map dual to uEF (L!). Let C be a chamber adjacent
to F . Then
u∗(c(L!)F<C) =
{
sgn(F,E)c(L!)E<C if E < C
0 otherwise
(31)
4.9. Basis in ΦF (L∗)∗. We have isomorphisms
ΦF (L∗) ∼= ΦF (DL−∞! ) ∼= ΦF (L−∞! )∗ (32)
Hence, the defined above basis {c(L−∞! )F<C}C∈Ch(F) of ΦF (L−∞! )∗, gives a basis in ΦF (L∗).
We will denote by {c(L∗)F<C}C∈Ch(F) the dual basis of ΦF (L∗).
4.10. Example. Let us describe our chains explicitely in the simplest one-dimensional
case, in the setup 3.6. We choose a natural orientation on AR. A local system L = L(∐∈)
is uniquely determined by one nonzero complex number q. By definition, the upper (resp.,
lower) halfplane halfmonodromy from w+ to w− is equal to q (resp., q−1).
4.10.1. Basis in ΦF (L!)∗. The space ΦF (L!)∗ admits a basis consisting of two chains
c± = c(L!)F<E± shown below, see Fig. 3(a). By definition, a homology class is represented
by a cell together with a section of a local system L−∞ over it. The section of L−∞ over
c+ (resp., c−) takes value 1 over w+ (resp., w−).
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4.10.2. Basis in ΦF (L∗)∗. Let us adopt notations of 3.8, with K = L−∞! . It is easy to find
the basis {Dc+, Dc−} of the dual space
ΦF (L−∞! ) ∼= H′(A,A≥r′′; ג∗ג∗DL−∞! )∗ = H∞(A− {w+,w−},A≥r′′;L)∗
dual to {c(L−∞)F<E+ , ⌋(L−∞)F<E−}. Namely, Dc± is represented by the relative 1-chain
{±1
2
+ y · i| −
√
(r′′)2 − 1
4
≤ y ≤
√
(r′′)2 − 1
4
},
with evident sections of L−∞ over them, see Fig. 3(a).
Next, one has to deform these chains to chains D˜c± with their ends on Y , as in Fig. 3(b).
Finally, one has to make a clockwise rotation of the picture by π/2. As a result, we arrive
at the following two chains c∗± forming a basis of ΦF (L∗)∗:
❞ t
w+
t
w−
✬
✫
✩
✪
✲
c∗−
✲
c∗+
✲ ✲
c− c+
Fig. 4
The section of L−∞ over c∗+ (resp., c−) has value 1 at w+ (resp., w−).
It follows from this description that the natural map
m : ΦF (L∗)∗ −→ ΦF (L!)∗ (33)
is given by the formulas
m(c∗+) = c+ + qc−; m(c
∗
−) = qc+ + c− (34)
By definition, spaces ΦE±(L?)∗ may be identified with fibers L⊒± respectively, for both
? =! and ? = ∗, and hence with B. Let us denote by cw± and c∗w± the generators
corresponding to 1 ∈ B.
It follows from the above description that the canonical maps u∗ are given by the formulas
u∗(c+) = cw+ ; u
∗(c−) = −cw−; (35)
and
u∗(c∗+) = c
∗
w+
− qc∗w−; u∗(c∗−) = qc∗w+ − c∗w−; (36)
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Let us compute variation maps. To get them for the sheaf L!, we should by definition
replace q by q−1 in (36) and take the conjugate map:
v∗(cw+) = c+ + q
−1c−; v∗(cw−) = −q−1c+ − c− (37)
To compute v∗ for L∗, note that the basis in
H0(A, {w+,w−};L−∞! )∗ = H∞(A, {w+,w−,0};L)
dual to {c∗+, c∗−}, is {q−1c˜−, q−1c˜+} (sic!) where c˜± denote the chains defined in the same
way as c±, with L replaced by L−∞. From this remark it follows that
v∗(c∗w+) = q
−1c∗−; v
∗(c∗w−) = −q−1c∗+ (38)
4.11. Let us return to the case of an arbitrary arrangement. Let us say that a hyperplane
H ∈ H separates two chambers C,C ′ if they lie in different halfspaces with respect to HR.
Let us define numbers
q(C,C ′) =
∏
q(H), (39)
the product over all hyperplanes H ∈ H separating C and C ′. In particular, q(C,C) = 1.
4.12. Lemma. Let F be a face, C ∈ Ch(F ). The canonical mapping
m : ΦF (L∗)∗ −→ ΦF (L!)∗
is given by the formula
m(c(L∗)F<C) =
∑
C′∈Ch(F)
q(C, C′)⌋(L!)F<C′ (40)
4.12.1. Since ΦF (L∗) is dual to ΦF (L!), we may view m as a bilinear form on ΦF (L!).
By (40) it is symmetric.
Proof of lemma. We generalize the argument of the previous example. First consider the
case of zero-dimensional F . Given a chain c(L−∞! )F<C, the corresponding dual chain may
be taken as
DcF<C = ǫ · Cw ⊕ i · AR,
were ǫ is a sufficiently small positive real. Next, to get the dual chain c(L∗)F<C, we should
make a deformation similar to the above one, and a rotation by π
2
. It is convenient to
make the rotation first. After the rotation, we get a chain AR − ǫi · Cw. The value of
m(c(L∗)F<C) is given by the projection of this chain to AR.
The coefficient at c(L!)F<C′ is given by the monodromy of L−∞ along the following path
from C to C ′. First, go ”down” from Cw to −ǫi · Cw; next, travel in AR− ǫi · Cw along
the straight line from −ǫi · Cw to −ǫi ·C′ w, and then go ”up” to C′w. Each time we are
passing under a hyperplane HR separating C and C
′, we gain a factor q(H). This gives
desired coefficient for the case dim F = 0.
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For an arbitrary F we use the same argument by considering the intersection of our picture
with a transversal slice. ✷
4.13. Let E be a facet which is a component of a real edge LE,R; as usually L will denote
the complexification. Let HL ⊂ H be a subset consisting of all hyperplanes containg
L. If we assign to a chamber C ∈ Ch(E) a unique chamber of the subarrangement HL
comtaining C, we get a bijection of Ch(E) with the set of all chambers of HL.
Let F < E be another facet. Each chamber C ∈ Ch(F ) is contained in a unique chamber
of HL. Taking into account a previous bijection, we get a mapping
πFE : Ch(F ) −→ Ch(E) (41)
4.14. Lemma. Let F be a facet, C ∈ Ch(F ). We have
u∗(c(L∗)F<C) =
∑
sgn(F , E)q(C, πFE (C))⌋(L∗)E<πFE (C), (42)
the summation over all facets E such that F < E and dim E = dim F + 1.
(Signs sgn(F,E) have been defined in 4.6.1.)
Proof. Again, the crucial case is dim F = 0 — the case of arbitrary dimension is treated
using a transversal slice. So, let us suppose that F is zero-dimensional. In order to
compute the coefficient of u∗(c(L∗)F<C) at c(L∗)E<C′ where E is a one-dimensional facet
adjacent to F and C ′ ∈ Ch(E), we have to do the following.
Consider the intersection of a real affine subspace AR − ǫ · i · Cw (as in the proof of the
previous lemma) with a complex hyperplane ME passing through
Ew and transversal to
E. The intersection will be homotopic to a certain chain c(L∗)E<C′′ where C ′′ is easily
seen to be equal to πFE(C), and the coefficient is obtained by the same rule as described in
the previous proof. The sign will appear in accordance with compatibility of orientations
of DF and DE. ✷
4.15. Let us collect our results. Let us denote by {b(L?)F<C}C∈Ch(F) the basis in ΦF (L?)
dual to {c(L?)F<C}, where ? =! or ∗.
4.16. Theorem. (i) The complex C•H(A;L!) is described as follows. For each p, 0 ≤ p ≤
N , the space C−pH (A;L!) admits a basis consisting of all cochains b(L!)F<C where F runs
through all facets of HR of dimension p, and C through Ch(F ). The differential
d : C−pH (A;L!) −→ C
−√+∞
H (A;L!)
is given by the formula
d(b(L!)F<C) =
∑
E:E<F, dim E=dim F−1
sgn(E, F )b(L!)E<C (43)
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(ii) The complex C•H(A;L∗) is described as follows. For each p, 0 ≤ p ≤ N , the space
C−pH (A;L∗) admits a basis consisting of all cochains b(L∗)F<C where F runs through all
facets of HR of dimension p, and C through Ch(F ). The differential
d : C−pH (A;L∗) −→ C
−√+∞
H (A;L∗)
is given by the formula
d(b(L∗)F<C) =
∑
sgn(E, F )q(C,C ′)b(L∗)E<C′, (44)
the summation over all facets E < F such that dim E = dim F − 1 and all chambers
C ′ ∈ Ch(E) such that πEF (C ′) = C.
(iii) The natural map of complexes
m : C•H(A;L!) −→ C•H(A;L∗) (45)
induced by the canonical map L! −→ L∗, is given by the formula
m(b(L!)F<C) =
∑
C′∈Ch(F)
q(C, C′)⌊(L∗)F<C′ (46)
All statements have already been proven.
4.16.1. Corollary. The complexes C•H(A;L!) and C•H(A;L∗) described explicitely in the
above theorem, compute the relative cohomology H•(A, HH;L) and the cohomology of
the open stratum H•(
◦
A,L) respectively, and the map m induces the canonical map in
cohomology.
Proof. This follows immediately from 3.14. ✷
This corollary was proven in [V], Sec. 2, by a different argument.
4.17. Theorem. The complex C•H(A;L!∗) is canonically isomorphic to the image of (45).
Proof. This follows from the previous theorem and the exactness of the functor M 7→
C•H(A;M), cf. Thm. 3.14 (i). ✷
The above description of cohomology is analogous to [SV], p. I, whose results may be
considered as a ”quasiclassical” version of the above computations.
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