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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ algoritmy pro shlukova´nı´ dat, klasifikacı´ teˇchto algo-
ritmu˚ a implementacı´ neˇkolika vybrany´ch shlukovacı´ch algoritmu˚. U teˇchto vybrany´ch
algoritmu˚ byla provedena optimalizace pro zpracova´nı´ velke´ho pocˇtu objektu˚ velke´ di-
menze. V te´to pra´ci bylo zjisˇteˇno, zˇe ne vsˇechny popisovane´ algoritmy jsou vhodne´ pro
zpracova´nı´ velke´ho pocˇtu objeku˚ velke´ dimenze. Na za´veˇr byly experimenta´lneˇ oveˇrˇeny
vlastnosti teˇchto vybrany´ch algoritmu˚.
Klı´cˇova´ slova: Shlukova´nı´, COBWEB/CLASSIT, Farthest first traversial, K-means, DB-
scan, OPTICS, R-strom,KD-strom
Abstract
This diploma thesis is about clustering algorithms, their clasification and implementa-
tion of several choosen clustering algorithms. These choosen clustering algorithms were
optimalized for processing high number of high dimensional objects. In this paper was
found, that not all from these choosen clustering algorithms are suitable for processing
high number of high dimensional objects. At the conclusion, properties of these chosen
algorithms were experimentally verified.
Keywords: Clustering, COBWEB/CLASSIT, Farthest first traversial, K-means, DBscan,
OPTICS, R-tree,KD-tree
Seznam pouzˇity´ch zkratek a symbolu˚
IDS – Intrusion detection system (Syste´my pro detekci u´toku˚)
FFT – Farthest first traversial
DBscan – Density based spatial clustering of applications with noise
(Prostorove´ shlukova´nı´ aplikacı´ s sˇumem zalozˇene´ na hustoteˇ)
OPTICS – Ordering points to identify the clustering structure (Usporˇa´-
da´nı´ objektu˚ pro urcˇenı´ struktury shluku˚)
MOO – Minima´lnı´ ohranicˇujı´cı´ obde´lnı´k
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41 U´vod
V te´to diplomove´ pra´ci se zaby´va´me shlukova´nı´m dat, cozˇ je metoda, ktera´ vytva´rˇı´
shluky objektu˚ takovy´m zpu˚sobem, aby si objekty v jednom shluku byly velmi podobne´
a objekty v ru˚zny´ch shlucı´ch si byly podobne´ co nejme´neˇ. Jedna´ se o metodu takzvane´ho
ucˇenı´ bez ucˇitele. Se shlukova´nı´m dat se mu˚zˇeme setkat naprˇı´klad v oblasti strojove´ho
ucˇenı´, dolova´nı´ dat, analy´ze obrazu a bioinformatice [5, 6, 4].
V ra´mci te´to diplomove´ pra´ce jsme provedli implementaci neˇkolika vybrany´ch al-
goritmu˚ (COBWEB/CLASSIT [8], K-means [10], Farthest first traversal [13], DBscan [7],
OPTICS [2]) a pokusili se o jejich optimalizaci pro rˇı´dka´ data velke´ dimenze. Jsme si
veˇdomi, zˇe tyto zvolene´ shlukovacı´ algoritmy prˇedstavujı´ jen maly´ zlomek existujı´cı´ch
shlukovacı´ch algoritmu˚. Da´le uva´dı´me popis datovy´ch struktur, ktere´ mohou napomoci
zefektivnit neˇktere´ shlukovacı´ algoritmy (v prˇı´padeˇ datove´ struktury KD-strom [20]
byla provedena i jejı´ implementace). Jako za´klad pro tuto pra´ci poslouzˇila implemen-
tace shlukovacı´ch algoritmu˚ z na´stroje Weka [25], avsˇak zde implementovane´ algoritmy
neprˇedpokla´daly pra´ci s velky´m pocˇtem rˇı´dky´ch dat velke´ dimenze. Tento nedostatek
jsme se snazˇili odstranit jak optimalizacı´ ko´du (vyuzˇitı´m prˇedpokladu pra´ce s rˇı´dky´mi
daty), tak pouzˇitı´m jine´ mı´ry nepodobnosti (podobnosti) dvou vektoru˚ (v prˇı´padeˇ al-
goritmu COBWEB/CLASSIT implementacı´ jine´ho zpu˚sobu urcˇenı´ kategorizacˇnı´ utility).
Tyto vybrane´ shlukovacı´ algoritmy byly implementova´ny na platformeˇ Microsoft .NET
Framework verze 3.5 v jazyku C#. Nakonec jsme provedli experimenty s teˇmito vybra-
ny´mi slukovacı´mi algoritmy na datech popisujı´cı´ch sı´t’ovy´ provoz jak beˇzˇny´, tak provoz
prˇedstavujı´cı´ sı´t’ovy´ u´tok. Pomocı´ shlukovacı´ch algoritmu˚ jsme se snazˇili o spra´vnou kla-
sifikaci tohoto sı´t’ove´ho provozu. Teˇmito experimenty jsme se snazˇili o oveˇrˇenı´ mozˇnosti
pouzˇı´tı´ shlukovacı´ch algoritmu˚ v syste´mech pro detekci pru˚niku (IDS).
Osnova pra´ce
Tento pra´ce je slozˇena ze 7 kapitol. V prvnı´ kapitola je u´vod. Ve druhe´ kapitole definujeme
shlukova´nı´ (kapitola 2) a klasifikujeme jednotlive´ shlukovacı´ algoritmy podle zpu˚sobu
vytva´rˇenı´ shluku˚ (podkapitola 2.1) a podle zppu˚sobu pra´ce s daty (podkapitola 2.2).
Trˇetı´ kapitola popisuje jednotlive´ vybrane´ shlukovacı´ algoritmy (COBWEB/CLASSIT,
K-means, Farthest first traversial, DBscan, OPTICS).
Ve cˇtvrte´ kapitole uva´dı´me datove´ struktury, ktere´ lze pouzˇı´t pro optimalizaci shlu-
kovacı´ch algoritmu˚. Datove´ struktury, ktere´ lze pouzˇı´t pro optimalizaci na´mi vybrany´ch
shlukovacı´ch algoritmu˚ jsouKD-strom (podkapitola 4.2) a R-strom(podkapitola 4.1).
V pa´te´ kapitole je uveden popis implementace (popis jednotlivy´ch trˇı´d a jejich rozdeˇ-
lenı´ do knihoven).
Sˇesta´ kapitola popisuje experimenty, ktere´ byly s jednotlivy´mi shlukovacı´mi algoritmy
provedeny a srovna´nı´ vy´sledku˚ experimentu˚ s vy´sledky experimentu˚ v pra´ci [23].
Vy´sledky te´to pra´ce jsou shrnuty v za´veˇru (kapitola 7), za ktery´m na´sleduje seznam
literatury pouzˇite´ pro tento text.
52 Klasifikace shlukovacı´ch algoritmu˚
Shlukova´nı´ dat mu˚zˇe by´t definova´no podle na´sledujı´cı´ definice 2.1. Jedna´ se o metodu
takzvane´ho ucˇenı´ bez ucˇitele. Se shlukova´nı´m dat se mu˚zˇeme setkat naprˇı´klad v oblasti
strojove´ho ucˇenı´, dolova´nı´ dat, analy´ze obrazu a bioinformatice.
Definice 2.1 Shlukova´nı´ dat je metoda, ktera´ vytva´rˇı´ shluky objektu˚ takovy´m zpu˚sobem, aby
si objekty v jednom shluku byly velmi podobne´ a objekty v ru˚zny´ch shlucı´ch si byly podobne´ co
nejmı´nˇ. Tedy, ma´me-li mnozˇinu objektu˚O = {O1, ..., On} amı´ru nepodobnosti objektu˚ v, shlukem
nazveme takovou podmnozˇinu X ⊂ O, pro kterou platı´:
max
Oi∈X,Oj∈X
(v(Oi, Oj)) < min
Oi∈X,Ok /∈X
(v(Ok, Oi)).
Definice 2.1 byla prˇevzata z [21].
Jednotive´ shlukovacı´ algoritmy mu˚zˇeme rozdeˇlit neˇkolika zpu˚soby, naprˇı´klad podle
toho, jaky´m zpu˚sobemvytva´rˇejı´ shluky objektu˚ nebo podle toho, zda se jedna´ o algoritmy
inkrementa´lnı´ cˇi nikoliv.
2.1 Klasifikace podle zpu˚sobu vytva´rˇenı´ shluku˚
Podle [4]mu˚zˇemealgoritmy shlukova´nı´ rozdeˇlit doneˇkolikahlavnı´ch skupin (viz obra´zek
1).
Obra´zek 1: Rozdeˇlenı´ shlukovacı´ch algoritmu˚
Obecneˇ lze rozdeˇlit shlukovacı´ algoritmy na dva typy: hard a fuzzy algoritmy. Prvnı´
jmenovany´ zarˇazuje objekty pouze do jednoho shluku, naproti tomu fuzzy algoritmy
mohou objekt zarˇadit do vı´ce shluku˚, ale do kazˇde´ho pouze s urcˇitou pravdeˇpodob-
nostı´. Fuzzy algoritmy nejsou pro tento text du˚lezˇite´ a proto je zde nebudeme uva´deˇt.
6Hard algoritmy mu˚zˇeme da´le rozdeˇlit na hierarchicke´ algoritmy, rozdeˇlovacı´ algoritmy,
algoritmy zalozˇene´ na hustoteˇ a jine´ algoritmy.
2.1.1 Hierachicke´ algoritmy
Tyto algoritmy se dajı´ rozdeˇlit do trˇı´ skupin: na aglomeracˇnı´, rozkla´dajı´cı´ a konceptua´lnı´.
Rozkla´dajı´cı´ algoritmy zarˇadı´ objekty do jednoho shluku a ten pote´ deˇlı´ na mensˇı´ shluky
podle podobnosti objektu˚. Aglomeracˇnı´ postupujı´ prˇesneˇ naopak, kdy kazˇdy´ objekt patrˇı´
do pouze jednoho shluku a tyto shluky se postupneˇ slucˇujı´ podle jejich podobnosti. Tı´mto
vznikne hierarchicka´ struktura shluku˚. Specia´lnı´m prˇı´padem hierarchicky´ch algoritmu˚
jsou algoritmy konceptua´lnı´ho shlukova´nı´, kombinujı´cı´ aglomeracˇnı´ a rozkla´dajı´cı´ prˇı´-
stup.
2.1.2 Algoritmy konceptua´lnı´ho shlukova´nı´
Algoritmy konceptua´lnı´ho shlukova´nı´ vytva´rˇı´ inkrementa´lnı´m zpu˚sobem strukturu z dat
deˇlenı´m pozorovany´ch objektu˚ do podtrˇı´d. Vy´sledkem teˇchto algoritmu˚ je klasifikacˇnı´
strom. Kazˇdy´ uzel tohoto stromu obsahuje objekty svy´ch podrˇı´zeny´ch uzlu˚, tedy ko-
rˇen tohoto stromu obsahuje celou mnozˇinu objektu˚. Podle vy´sˇe uvedeny´ch klasifikacı´ se
jedna´ o inkrementa´lnı´ hierarchicky´ algoritmus, kombinujı´cı´ jak agregacˇnı´, tak rozkla´dajı´cı´
prˇı´stup. Tabulka 1 a obra´zek 2 uva´dı´ prˇı´klad, jak mu˚zˇe takovy´ klasifikacˇnı´ strom vypa-
dat. Existuje mnoho algoritmu˚ konceptua´lnı´ho shlukova´nı´, naprˇı´klad CLUSTER/2 [19],
CYRUS [15], COBWEB/CLASSIT. Algoritmus COBWEB/CLASSIT budeme popisovat
podrobneˇji.
Name BodyCover HeartChamber BodyTemp Fertilization
mammal hair four regulated internal
bird feathers four regulated internal
reptile cornified-skin imperfect-four unregulated internal
amphibian moist-skin three unregulated external
fish scales two unregulated external
Tabulka 1: Prˇı´klad: popis zvı´rˇat [8]
2.1.3 Rozdeˇlovacı´ algoritmy
Rozdeˇlovacı´ algoritmy rozdeˇlujı´ objekty do neˇkolika disjunktnı´ch mnozˇin a tak vytva´rˇejı´
jedinou u´rovenˇ neprˇekry´vajı´cı´ch se shluku˚. Je vsˇak proble´m urcˇit, kolik shluku˚ ma´ algo-
ritmus odhalit. Mezi tyto algoritmy patrˇı´ naprˇı´klad algoritmus K-means a Farthest first
traversal.
7Obra´zek 2: Prˇı´klad: kategorizacˇnı´ strom pro tabulku 1 [8]
2.1.4 Algoritmy zalozˇene´ na hustoteˇ
Algoritmy zalozˇene´ na hustoteˇ se zakla´dajı´ na principu, zˇe shluk je mnozˇina propojeny´ch
prvku˚ se stejnou hustotou rozlozˇenı´. Mezi jejich vy´hody patrˇı´, zˇe jsou odolne´ vu˚cˇi sˇumu
v datech a vy´strˇednı´m hodnota´m. Doka´zˇı´ najı´t i shluky s nepravidelny´m tvarem. Mezi
tyto algoritmy patrˇı´ naprˇı´klad algoritmus OPTICS, DBscan a jeho varianty.
2.1.5 Jine´ algoritmy
Zde patrˇı´ naprˇı´klad algoritmy zalozˇene´ na mrˇı´zˇka´ch nebo algoritmy vyuzˇı´vajı´cı´ neuro-
nove´ sı´teˇ. Pro tento text nejsou du˚lezˇite´, a proto se jimi v te´to pra´ci nebudeme zaby´vat.
2.2 Klasifikace podle zpu˚sobu pra´ce s daty
Dalsˇı´mpohledemna shlukovacı´ algoritmy je, zda jsou inkrementa´lnı´ cˇineinkrementa´lnı´.
Mnoho algoritmu˚ je neinkrementa´lnı´ch, tedy vsˇechny objektymusı´ by´t prˇı´tomny hned na
pocˇa´tku spusˇteˇnı´ algoritmu. V prˇı´padeˇ, zˇe by se objevily nove´ objekty, nenı´ mozˇne´ je noveˇ
zpracovat bez toho, anizˇ by byly opeˇtovneˇ zpracova´ny i prˇedchozı´ objekty. Oproti tomu
inkrementa´lnı´ syste´my umozˇnˇujı´ postupne´ zpracova´nı´ objektu˚ bez toho, aby se musely
znovu zpracovat prˇedchozı´ objekty. Hlavnı´m du˚vodem pro vy´voj inkrementa´lnı´ch algo-
ritmu˚ je, zˇe v rea´lne´m sveˇteˇ nezna´me vsˇechny objekty pro zpracova´nı´ hned prˇi spusˇteˇnı´
syste´mu. V tomto sce´na´rˇi (u neinkrementa´lnı´ho syste´mu) by i prˇi jednom nove´m objektu
musela by´t znovu zpracova´na cela´ mnozˇina jizˇ jednou zpracovany´ch objektu˚.
83 Vybrane´ shlukovacı´ algoritmy
V na´sledujı´cı´ch neˇkolika podkapitola´ch se zameˇrˇı´me na jednotlive´ vybrane´ shlukovacı´
algoritmy -COBWEB/CLASSIT,K-means, Farthest first traversial,DBscanaOPTICS. Tyto
algoritmy jsme vybrali na za´kladeˇ jejich existence v na´stroji Weka (z jehozˇ implementace
jsme vycha´zeli) a u tyto algoritmy jsme se snazˇili zoptimalizovat pro velky´ pocˇet dat
velke´ dimenze. U jednotlivy´ch algoritmu˚ je uveden princip, popis dane´ho algoritmu a
mozˇnosti optimalizace dane´ho algoritmu.
3.1 COBWEB/CLASSIT
Algoritmus COBWEB byl inspirova´n pracı´ dvojiceMichalski, Stepp [19] a algoritmyUNI-
MEM [17, 16], CYRUS. COBWEB je inkrementa´lnı´ algoritmus pro hierarchicke´ konceptu-
a´lnı´ shlukova´nı´. Tento algoritmus prova´dı´ vyhleda´va´nı´ extre´mu prˇes prostor hierarchic-
ke´ho klasifikacˇnı´ho sche´matu pouzˇitı´m opera´toru˚, umozˇnˇujı´cı´ch obousmeˇrne´ cestova´nı´
prˇes tento prostor. V dalsˇı´ch cˇa´stech se zameˇrˇı´me na to, jaky´m zpu˚sobem je urcˇena katego-
rizacˇnı´ utilita, jaky´mzpu˚sobem je tento koncept reprezentova´n, a nakonec se podı´va´mena
jednotlive´ opera´tory a rˇı´dı´cı´ strukturu COBWEBu. Algoritmus CLASSIT je rozsˇı´rˇenı´m al-
goritmu COBWEB pro zpracova´nı´ objektu˚ s numericky´mi atributy, algoritmus COBWEB
zpracova´va´ pouze kategoria´lnı´ atributy. Rozdı´l mezi obeˇma algoritmy je da´n pouzˇitou
kategorizacˇnı´ utilitou, dalsˇı´ cˇa´sti algoritmu jsou pro COBWEB i CLASSIT stejne´.
3.1.1 Reprezentace konceptu
Za´klad kazˇde´ho klasifikacˇnı´ho sche´matu je v reprezentaci individua´lnı´ch konceptu˚ (trˇı´d).
Reprezentace, kdy seznamhodnot atributu je spojen s jejich pravdeˇpodobnostı´, je pravdeˇ-
podobnostnı´ koncept (tabulka 2). U COBWEBu znacˇı´ pravdeˇpodobnostnı´ koncept kazˇdy´
uzel v klasifikacˇnı´m stromu a scˇı´ta´ objekty klasifikovane´ dany´m uzlem. U stromu˚ prav-
deˇpodobnostnı´ho konceptu znacˇkuje pravdeˇpodobnostnı´ deskriptor uzly stromu. Klasi-
fikace, pouzˇı´vajı´cı´ strom pravdeˇpodobnostnı´ho konceptu, je vykona´na pouzˇitı´m funkce
cˇa´stecˇne´ho porovna´nı´ k sestupu stromem pode´l cesty nejle´pe vyhovujı´cı´ch uzlu˚. Na´sle-
dujı´cı´ cˇa´sti ukazujı´, jak jsou tyto hlavnı´ procedury (opera´tory) adaptova´ny algoritmem
COBWEB pro aktualizaci stromu.
Attributes Values and Probabilities
BodyCover scales[0.33], moist-skin[0.33], hair[0.33]
HeartChamber two[0.33], three[0.33], four[0.33]
BodyTemp unregulated[0.67], regulated[0.33]
Fertilization external[0.67], internal[0.33]
Tabulka 2: Prˇı´klad: pravdeˇpodobnostnı´ reprezentace (fish, amphibian, mammal) odvo-
zena´ z tabulky 1 [8]
93.1.2 Kategorizacˇnı´ utilita
COBWEB pouzˇı´va´ k rˇı´zenı´ vyhleda´va´nı´ heuristickou mı´ru, nazy´vanou kategorizacˇnı´ uti-
lita. Nı´zˇe popisovana´ metrika ve vzorci (3) slouzˇı´ pro zpracova´va´nı´ kategoria´lnı´ch atri-
butu˚. Tato metrika byla vytvorˇena dvojicı´ Gluck a Corter pu˚vodneˇ jako pru˚meˇrna´ prˇed-
poveˇd’za´kladnı´ u´rovneˇ v lidske´ klasifikacˇnı´ hierarchii [11]. Na kategorizacˇnı´ utilitu mu˚zˇe
by´t pohlı´zˇeno jako na funkci, ktera´ ohodnocuje tradicˇnı´ hodnoty shlukova´nı´ (tedy podob-
nost objektu˚ uvnitrˇ stejne´ trˇı´dy a nepodobnost objektu˚ ru˚zny´ch trˇı´d). Na kategorizacˇnı´
utilitu se mu˚zˇeme dı´vat jako na kompromis mezi podobnostı´ uvnitrˇ trˇı´dy a mezitrˇı´dnı´
nepodobnostı´ objektu˚, kde objekty cha´peme jako pa´r atribut-hodnota jako v tabulce 1.
Podobnost uvnitrˇ trˇı´dy je zachycena podmı´neˇnou pravdeˇpodobnostı´ P (Ai = Vij |Ck),
kde Ai = Vij je pa´r atribut-hodnota a Ck je trˇı´da. Cˇı´m veˇtsˇı´ je pravdeˇpodobnost, tı´m
veˇtsˇı´ cˇa´st cˇlenu˚ trˇı´dy sdı´lı´ hodnotu, a tak je tato hodnota u cˇlenu˚ trˇı´dy ocˇeka´vaneˇjsˇı´.
Mezitrˇı´dnı´ nepodobnost je vyja´drˇena vztahem P (Ck|Ai = Vij) vyjadrˇujı´cı´m, zˇe cˇı´m veˇtsˇı´
pravdeˇpodobnost, tı´m me´neˇ objektu˚ v ru˚zny´ch trˇı´da´ch sdı´lı´ tute´zˇ hodnotu. Vzorec:
n∑
k=1
∑
i
∑
j
P (Ai = Vij)P (Ck|Ai = Vij)P (Ai = Vij |Ck) (1)
prˇedstavuje kompromis mezi podobnostı´ uvnitrˇ trˇı´dy a mezitrˇı´dnı´ nepodobnostı´. U´pra-
vou vzorce (1) (pouzˇitı´m Bayesova pravidla) dostaneme vzorec:
n∑
k=1
P (Ck)
∑
i
∑
j
P (Ai = Vij |Ck)2. (2)
Vzorec
∑
i
∑
j P (Ai = Vij |Ck)2 uda´va´ ocˇeka´vany´ pocˇet hodnot atributu, ktere´ mohou
by´t spra´vneˇ uha´dnuty pro libovolne´ho cˇlena trˇı´dyCk. NakonecGluck aCorter [11] defino-
vali kategorizacˇnı´ utilitu jako zvy´sˇenı´ ocˇeka´vane´ho pocˇtu hodnot atributu, ktere´ mohou
by´t spra´vneˇ uha´dnuty (P (Ck)
∑
i
∑
j P (Ai = Vij |Ck)2) urcˇeny´m rozdeˇlenı´m ((C1...Cn))
mimo ocˇeka´vany´ pocˇet spra´vny´ch uha´dnutı´ bez te´to znalosti (
∑
i
∑
j P (Ai = Vij)
2). Vzo-
rec pak vypada´ takto:
CUp =
∑n
k=1 P (Ck)[
∑
i
∑
j P (Ai = Vij |Ck)2 −
∑
i
∑
j P (Ai = Vij)
2]
n
. (3)
Deˇlitel prˇedstavuje pocˇet kategoriı´ v rozdeˇlenı´. Toto zpru˚meˇrova´nı´ umozˇnˇuje porovna´nı´
rozdeˇlenı´ ru˚zny´ch velikostı´. Vı´ce informacı´ o kategorizacˇnı´ utiliteˇ mu˚zˇete najı´t naprˇı´klad
v [8].
Pro zpracova´nı´ numericky´ch atributu˚ se vyuzˇı´va´ upravene´ kategorizacˇnı´ utility (4).
Algoritmus vyuzˇı´vajı´cı´ te´to utility je zna´m jako CLASSIT. Tato utilita je da´na na´sledujı´cı´m
vztahem:
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CUp =
∑
k P (Ck)
∑
i(
1
σi,k
− 1σi,p )
K
, (4)
kde σi,p a σi,k znamenajı´:
• σi,p - standardnı´ odchylka atributu i v rodicˇovske´m uzlu,
• σi,k - standardnı´ odchylka atributu i v uzlu potomka.
Vzorec (4) je vhodny´ pro zpracova´nı´ objetu˚ jejichzˇ atributy majı´ norma´lnı´ rozdeˇlenı´. V
prˇı´padeˇKatzova rozdeˇlenı´, vhodne´hopro zpracova´nı´ textovy´chdat, je dana´ kategorizacˇnı´
utilita da´na na´sledujı´cı´m vztahem:
CUp =
1
K
∑
k
P (Ck)[
∑
i
CUi,k −
∑
i
CUi,p], (5)
kde CUi,k a CUi,p jsou da´ny na´sledujı´cı´m vztahem:
CUi,k = 1−
2 ∗ df(N − cf∗df2∗cf−df )
N2
, (6)
kde jednotlive´ symboly znamenajı´:
• N - pocˇet dokumentu˚ v kolekci,
• K - pocˇet potomku˚ uzlu klasifikacˇnı´ho stromu, pro ktery´ pocˇı´ta´me kategorizacˇnı´
utilitu,
• df - frekvence dokumentu - pocˇet dokumentu˚ v cele´ kolekci, ktere´ obsahujı´ dane´
slovo,
• cf - frekvence kolekce - uda´va´, kolikra´t se dane´ slovo objevı´ v kolekci dokumentu˚,
je zı´ska´na scˇı´ta´nı´m vy´skytu dane´ho slova v jednotlivy´ch dokumentech kolekce.
Pro jine´ statisticke´ rozdeˇlenı´ atributu˚, naprˇı´klad Negativneˇ binomicke´ho cˇi Poissonova, je
mozˇne´ pouzˇı´t upravenou kategorizacˇnı´ utilitu, ale jejı´ vy´pocˇetnı´ slozˇitost je velka´ a nehodı´
se pro pouzˇitı´. Pro vı´ce informacı´ o zpu˚sobu urcˇenı´ kategorizacˇnı´ch utilit doporucˇujeme
cˇla´nek [22].
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3.1.3 Opera´tory
COBWEB/CLASSIT inkrementa´lneˇ zarˇazuje objekty do klasifikacˇnı´ho stromu, kde kazˇdy´
uzel prˇedstavuje pravdeˇpodobnostnı´ koncept reprezentujı´cı´ trˇı´du objektu. Zarˇazenı´ ob-
jektu je procesem klasifikace objektu sestupujı´cı´ho stromem pode´l prˇı´slusˇne´ cesty, ak-
tualizace cˇı´tacˇu˚ pode´l cesty a vykona´nı´ jednoho z mozˇny´ch opera´toru˚ v kazˇde´ u´rovni.
Existujı´ tyto cˇtyrˇi opera´tory:
1. vlozˇenı´ objektu do existujı´cı´ trˇı´dy,
2. vytvorˇenı´ nove´ trˇı´dy,
3. spojenı´ dvou trˇı´d do jedine´ trˇı´dy,
4. rozdeˇlenı´ jedne´ trˇı´dy na neˇkolik trˇı´d.
Opera´tor vlozˇenı´ objektu do existujı´cı´ trˇı´dy.
Prvnı´ mozˇnostı´ aktualizace mnozˇiny trˇı´d je jednodusˇe prˇidat objekt do jizˇ existujı´cı´ trˇı´dy.
Kdyzˇ COBWEB/CLASSIT zjisˇt’uje, ktera´ kategorie by byla nejlepsˇı´ pro umı´steˇnı´ nove´ho
objektu, COBWEB/CLASSIT pokusneˇ vkla´da´ objekt do kazˇde´ kategorie. Rozdeˇlenı´, ktera´
vyply´vajı´ z prˇida´nı´ nove´ho objektu do existujı´cı´ho uzlu, jsou ohodnoceny kategorizacˇnı´
utilitou dle vzorce (3). Uzel, ktery´ ma´ za na´sledek nejlepsˇı´ rozdeˇlenı´, je pak vyhodnocen
jako nejlepsˇı´ pro vlozˇenı´ nove´ho objektu.
Opera´tor vytvorˇenı´ nove´ trˇı´dy.
Mimo mozˇnosti vlozˇenı´ objektu do existujı´cı´ trˇı´dy umozˇnˇuje COBWEB/CLASSIT vy-
tvorˇit novou trˇı´du. Kvalita rozdeˇlenı´, ktera´ vyply´va´ z umı´steˇnı´ objektu do nejlepsˇı´ho
existujı´cı´ho uzlu, je porovna´na s rozdeˇlenı´m, vznikly´m vytvorˇenı´m nove´ trˇı´dy obsahujı´cı´
pouze novy´ objekt. V za´vislosti na tom ktere´ rozdeˇlenı´ je lepsˇı´, bude objekt bud’ umı´s-
teˇn do nejlepsˇı´ existujı´cı´ trˇı´dy nebo do noveˇ vytvorˇene´ trˇı´dy. Tento opera´tor umozˇnˇuje
algoritmu COBWEB/CLASSIT zvysˇovat pocˇet trˇı´d v rozdeˇlenı´.
Prˇı´klad pouzˇitı´ prvnı´ch dvou opera´toru˚
Obra´zek 3, prˇevzaty´ z [8], ukazuje pouzˇitı´ dvou jizˇ prˇedstaveny´ch opera´toru˚. Obra´zek 3 a)
ukazuje prˇedtvorˇeny´ klasifikacˇnı´ strom z objektu˚ fish a amphibian uvedeny´ch v tabulce 1.
Kazˇdy´ uzel (trˇı´da) stromuzobrazuje pravdeˇpodobnosti trˇı´dy apravdeˇpodobnost hodnoty
atributu podmı´neˇnou na cˇlenstvı´ v trˇı´deˇ. Z du˚vodu˚ nedostatku mı´sta zobrazujı´ uzly
stromu pouze podmı´neˇne´ pravdeˇpodobnosti pro jednu hodnotu atributu, naprˇı´klad uzel
C0 na obra´zku 3 b) je specifikovany´ pravdeˇpodobnostnı´m konceptem zobrazeny´m v
tabulce 2. Obra´zek 3 b) ukazuje vytvorˇenı´ nove´ trˇı´dy. Strom na obra´zku 3 a) se prˇetvorˇı´
v b) zarˇazenı´m objektu mammal z tabulky 1. Vytvorˇenı´ nove´ trˇı´dy ma´ lepsˇı´ vy´sledky
(podle kategorizacˇnı´ utility) nezˇ zarˇazenı´ objektu do jizˇ existujı´cı´ trˇı´dy. Obra´zek 3 c)
zna´zornˇuje prˇida´nı´ objektu do jizˇ existujı´cı´ trˇı´dy. Prˇida´nı´ objektu bird do trˇı´dy mammal
ma´ za na´sledek opeˇt nejlepsˇı´ mozˇne´ rozdeˇlenı´. Prˇida´nı´m objektu bird do stromu na
obra´zku 3 b) zpu˚sobı´ prˇepocˇı´ta´nı´ pravdeˇpodobnostı´ a da´le (jelikozˇ je trˇı´da C3 listem
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stromu) dojde k vytvorˇenı´ dvou jeho potomku˚ (jeden pro novy´ objekt a druhy´ pro drˇı´ve
klasifikovany´).
Obra´zek 3: Prˇı´klad: prˇida´nı´ dvou objektu˚ mammal a bird do existujı´cı´ho klasifikacˇnı´ho
stromu. Kazˇdy´ uzel prˇedstavuje objekt trˇı´dy Ci, ktery´ je zachycen svou mnozˇinou prav-
deˇpodobnostı´ [8]
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Opera´tor spojenı´ a rozsˇteˇpenı´.
Prvnı´ dva opera´tory nejsou vzˇdy nejlepsˇı´ cestou, protozˇe jsou velice na´chylne´ na serˇazenı´
vstupnı´ch dat. Algoritmus COBWEB/CLASSIT pro zajisˇteˇnı´ neza´vislosti na pocˇa´tecˇnı´m
porˇadı´ dat zava´dı´ dalsˇı´ dva opera´tory. Jsou to opera´tory spojenı´ a rozsˇteˇpenı´. Opera´tor
spojenı´ vezme dva uzly stejne´ u´rovneˇ a zkombinuje je v nadeˇji, zˇe vy´sledne´ rozdeˇlenı´
bude lepsˇı´. Zpu˚sob, jaky´m je spojenı´ provedeno, je na´sledujı´cı´:
1. Vytvorˇenı´ nove´ho uzlu a secˇtenı´ pocˇtu pa´ru˚ atribut-hodnota uzlu˚, ktere´ se spojujı´.
2. Dva spojovane´ uzly jsou prˇipojeny k noveˇ vytvorˇene´mu uzlu jako jeho potomci.
Obra´zek 4: Prˇı´klad: aplikace opera´toru spojova´nı´ uzlu˚ [8].
Acˇkoliv mu˚zˇe dojı´t ke spojova´nı´ uzlu˚ u vsˇech mozˇny´ch pa´ru˚ uzlu˚ kdykoliv je objekt
pozorova´n, nenı´ to zˇa´doucı´, jelikozˇ je tatooperacena´kladna´.Mı´sto tohodojdeke spojova´nı´
uzlu˚ pouze u dvou nejlepsˇı´ch uzlu˚ (urcˇeny´ch kategorizacˇnı´ utilitou).
Stejneˇ jako opera´tor spojenı´ mu˚zˇe i opera´tor rozsˇteˇpenı´ zvy´sˇit kvalitu rozdeˇlenı´. Uzel
rozdeˇlenı´ mu˚zˇe by´t smaza´n a jeho potomci mohou by´t povy´sˇeni. Rozsˇteˇpenı´ mu˚zˇe nastat
pouze u potomku˚ nejlepsˇı´ho hostitele mezi vsˇemi kategoriemi. Operace spojova´nı´ uzlu˚ a
Obra´zek 5: Prˇı´klad: aplikace opera´toru rozsˇteˇpenı´ uzlu [8].
rozsˇteˇpenı´ uzlu jsou navza´jem inverzı´ operace. Jednamu˚zˇe by´t provedena pro odstraneˇnı´
na´sledku druhe´, cozˇ je patrne´ i z obra´zku˚ 4 a 5.
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3.1.4 Popis algoritmu COBWEB/CLASSIT.
Algoritmus 1 prˇedstavuje zjednodusˇenou rˇı´dı´cı´ strukturu, kterou COBWEB/CLASSIT
pouzˇı´va´ k organizaci opera´toru˚. Pouzˇitı´m te´to strategie ma´ syste´m sklon konvergovat
na klasifikacˇnı´ strom, ve ktere´m prvnı´ u´rovenˇ (korˇen je nulta´ u´rovenˇ) je optima´lnı´m
rozdeˇlenı´m (podle kategorizacˇnı´ utility) cele´ mnozˇiny objektu˚.
Algoritmus 1 : Algoritmus COBWEB/CLASSIT [8]
1: function COBWEB/CLASSIT(Objekt o, uzel klasifikacˇnı´ho stromu u)
2: aktualizace cˇı´tacˇe korˇene
3: if (u je list) then
4: RETURN rozsˇı´rˇeny´ list k ulozˇenı´ nove´ho objektu
5: else
6: Najdi potomka uzlu u, ktery´ bude nejle´pe hostovat o a vykonej jeden z na´sle-
dujı´cı´ch kroku˚:
7: v prˇı´padeˇ vhodnosti vytvorˇenı´ nove´ho uzlu,
8: v prˇı´padeˇ vhodnosti spojenı´ dvou uzlu˚ a vola´nı´ COBWEB/CLASSIT(o, u),
9: v prˇı´padeˇ vhodnosti rozdeˇlenı´ uzlu a vola´nı´ COBWEB/CLASSIT(o, u),
10: if (nic z vy´sˇe uvedene´ho nebylo provedeno) then
11: volanı´ COBWEB/CLASSIT(o, nejlepsˇı´ potomek uzlu u).
12: end if
13: end if
14: end function
Tento algoritmus pouzˇı´va´ jesˇteˇ dva parametry du˚lezˇite´ pro kategorizacˇnı´ utilitu. A
jsou toAcuity aCutoff. Prvnı´ jmenovany´ uda´va´minima´lnı´ hodnotu smeˇrodatne´ odchylky
a druhy´murcˇuje hranicˇnı´ hodnotu kategorizacˇnı´ utility pro vytvorˇenı´ nove´ho uzlu (bude-
li kategorizacˇnı´ utilita mensˇı´ nezˇ Cutoff, nebude vytvorˇen novy´ uzel a objekt bude prˇida´n
do existujı´cı´ho uzlu). Tyto parametry nastavuje uzˇivatel algoritmu a pro jejich urcˇenı´
neexistuje jina´ metodika nezˇ je stanovit na za´kladeˇ experimentu˚ s konkre´tnı´mi daty.
3.1.5 Mozˇnosti optimalizace algoritmu
Prˇi optimalizaci tohoto algoritmu pro rˇı´dka´ data, na rozdı´l od husty´ch dat, kdy vı´me,
zˇe vsˇechny objekty (vektory) majı´ vsˇechny atributy a nemusı´ se existence jednotlivy´ch
atributu˚ prˇi vy´pocˇtu kategorizacˇnı´ utility testovat, je nutne´ toto testova´nı´ atributu˚ prova´-
deˇt. To ma´ za na´sledek znatelne´ snı´zˇenı´ vy´konu tohoto algoritmu. Toto testova´nı´ je nutne´
prova´deˇt u obou implementovany´ch algoritmu˚ pro vy´pocˇet kategorizacˇnı´ utility.
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3.2 Farthest first traversal
Algoritmus Farthest first traversial (FFT) byl navrzˇen pro rˇesˇenı´ proble´mu K-center [13].
Jedna´ se o rozdeˇlovacı´ shlukovacı´ algoritmus. Tento algoritmus nejprve vybereK objektu˚
jako strˇedy shluku˚ a na´sledneˇ prˇirˇadı´ ostatnı´ objekty do prˇı´slusˇny´ch shluku˚ (podle mı´ry
nepodobnosti ke strˇedu˚m shluku˚). Prvnı´ strˇed shluku je vybra´n na´hodneˇ, druhy´ jako
nejme´neˇ podobny´ prvnı´mu a kazˇdy´ dalsˇı´ jako ten, jehozˇ nejmensˇı´ hodnota mı´ry nepo-
dobnosti k jizˇ zvoleny´m strˇedu˚m shluku˚ je nejveˇtsˇı´. Jiny´mi slovy je nejme´neˇ podobny´
objekt x z mnozˇiny objektu˚ S definova´n jakomaxx{min(x, j), j ∈ S} [24].
3.2.1 Popis algoritmu FFT
Cˇasova´ slozˇitost algoritmu je Θ(Nk), kde N je pocˇet shlukovany´ch objektu˚ a k je pocˇet
generovany´ch shluku˚. Algoritmus FFT je popsa´n na´sledujı´cı´m algoritmem 2.
Algoritmus 2 : Prˇedstavuje algoritmus FFT [24]
1: function FFT(sada objektu˚ N , pocˇet shluku˚ k)
2: na´hodna´ volba prvnı´ho strˇedu shluku
3: for (i = 0;i < k;i+ +) do
4: for all (o ∈ N ) do
5: if (o nenı´ strˇedem shluku) then
6: je vypocˇtena mı´ra nepodobnosti mezi o a jednotlivy´mi strˇedy shluku a
pro kazˇdy´ o je ulozˇena nejmensˇı´ takto vypocˇtena´ hodnota mı´ry nepodobnosti
7: end if
8: end for
9: jako novy´ strˇed shluku je vybra´n ten objekt o, jehozˇ nejmensˇı´ hodnota mı´ry
nepodobnosti ke strˇedu˚m shluku˚ je maxima´lnı´
10: end for
11: for all (o ∈ N ) do
12: if (o nenı´ strˇedem shluku) then
13: je vypocˇtena jeho mı´ra nepodobnosti k jednotlivy´m strˇedu˚m shluku˚ a je
prˇida´n do toho shluku, jehozˇ strˇedu je nejpodobneˇjsˇı´
14: end if
15: end for
16: end function
Proble´memprˇi pouzˇitı´ tohoto algoritmu je zpu˚sob urcˇenı´, kolik shluku˚ ma´ algoritmus
FFT vygenerovat. Zpu˚sob, jaky´m je vypocˇtena mı´ra nepodobnosti mezi dveˇmi objekty, je
popsa´n v na´sledujı´cı´ podkapitole.
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3.2.2 Mı´ry podobnosti a nepodobnosti objektu˚
Pro shlukova´nı´ je du˚lezˇity´ pojem podobnosti (nepodobnosti) objektu˚. Neˇktere´ shlukovacı´
algoritmy prˇi sve´ cˇinnosti urcˇujı´ mı´ru podobnostin (nepodobnosti) dvou objektu˚. Pro
mı´ry podobnosti platı´, zˇe cˇı´m jsou si dva objekty blizˇsˇı´, tı´m je pro neˇ tato mı´ra veˇtsˇı´.
Prˇi porovna´nı´ dvou totozˇny´ch objektu˚ nasta´va´ proble´m jak velkou hodnotu ma´ tato
mı´ra prˇirˇadit. Tento proble´m rˇesˇı´ mı´ry nepodobnosti dvou objektu˚, ktere´ jsou pro dva
totozˇne´ objekty rovny 0 a cˇı´m vı´c se budou tyto dva objekty od sebe lisˇit tı´m veˇtsˇı´ pro
neˇ tato mı´ra bude. V te´to sekci se zameˇrˇı´me na mı´ry podobnosti a nepodobnosti objektu˚
implementovane´ v ra´mci te´to pra´ce. Jedna´ se o na´sledujı´cı´ dveˇ mı´ry nepodobnosti:
• Euklidovska´ mı´ra,
• Manhattenska´ mı´ra
a jednu mı´ru podobnosti:
• Kosinova mı´ra.
Euklidovska´ mı´ra
Euklidovska´ mı´ra je nejcˇasteˇji pouzˇı´vanou mı´rou nepodobnosti dvou objektu˚. Pro dva
objekty x a y o d atributech se Euklidovska´ mı´ra vypocˇte podle vzorce:
Deuc(x, y) = [
d∑
j=1
(xj − yj)2] 12 = [(x− y)(x− y)T ] 12 , (7)
kde:
• xj a yj jsou hodnoty j-ty´ch atributu˚ objektu˚ x a y.
Pro pouzˇitı´ te´to mı´ry je trˇeba nejprve jednotlive´ hodnoty atributu˚ normalizovat. Norma-
lizace je provedena tak, aby jednotlive´ atributy naby´valy hodnot z intervalu od 0 do 1.
Jednotlive´ vektory se normalizujı´ pomocı´ vzorce:
ai =
vi −minvi
maxvi −minvi , (8)
kde:
• ai je normalizovana´ hodnota i-te´ho atributu,
• vi je hodnota i-te´ho atributu prˇed normalizacı´,
• minvi je minima´lnı´ hodnota i-te´ho atributu ze vsˇech objektu˚ datove´ sady,
• maxvi je maxima´lnı´ hodnota i-te´ho atributu ze vsˇech objektu˚ datove´ sady.
Jednotlive´ vzorce jsou prˇevzaty z [10].
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Manhattenska´ mı´ra
Manhattenska´ mı´ra je take´ nazy´va´na vzda´lenostı´ meˇstsky´ch bloku˚ a je definova´na jako
soucˇet vzda´lenostı´ vsˇech atributu˚. Jedna´ se o mı´ru nepodobnosti dvou objektu˚. Pro dva
objekty x a y o d atributech se Manhattenska´ mı´ra vypocˇte podle vzorce:
Dman(x, y) =
d∑
j=1
|xj − yj |, (9)
kde:
• xj a yj jsou hodnoty j-ty´ch atributu˚ objektu˚ x a y.
V prˇı´padeˇ, zˇe objektu˚m x a y chybı´ hodnota neˇktery´ch atributu˚, lze pouzˇı´t upraveny´
vzorec:
Dmanw(x, y) =
d∑
j=1
wj |xj − yj |∑d
i=1wi
, (10)
kde:
• xj a yj jsou hodnoty j-ty´ch atributu˚ objektu˚ x a y,
• wj naby´va´ hodnoty 0, jestlizˇe hodnoty j-ty´ch atributu˚ objektu˚ x a y chybı´, jinak
naby´va´ hodnotu 1.
Jednotlive´ vzorce jsou prˇevzaty z [10].
Kosinova mı´ra
Vzorcem (12) urcˇı´me mı´ru podobnosti dvou objektu˚ o d atributech. Tato mı´ra podobnosti
naby´va´ hodnot z intervalu od 0 do 1. Chceme-li ji pouzˇı´t ve shlukovacı´ch algoritmech je
nutne´ ji prˇeve´st na mı´ru nepodobnosti dvou objektu˚ dle vzorce:
Dcos(x, y) = 1− coss(x, y), (11)
kde coss(x, y) je urcˇeno vztahem:
coss(x, y) =
∑j=1
d (xjyj)√∑d
j=1 (xj)2
∑d
j=1 (yj)2
, (12)
kde:
• xj a yj jsou hodnoty j-ty´ch atributu˚ objektu˚ x a y.
Jednotlive´ vzorce jsou prˇevzaty z [10].
3.2.3 Mozˇnosti optimalizace algoritmu
Optimalizace tohoto algoritmu pro rˇı´dka´ data spocˇı´vala v u´praveˇ jednotlivy´ch funkcı´
pro vy´pocˇet meˇr nepodobnostı´ dvou objektu˚ tak, aby nemuselo docha´zet k procha´zenı´
vsˇech atributu˚ jednotlivy´ch objektu˚, ale pouze teˇch nenulovy´ch. Uzˇ z porovna´nı´ vzorcu˚
jednotlivy´ch meˇr se jevı´ jako nejlepsˇı´ pouzˇitı´ Kosinovy mı´ry (v prˇı´padeˇ tohoto algoritmu
se prˇi experimentech neprojevila vy´hoda te´to mı´ry - viz kapitola 6).
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3.3 K-means
Algoritmus K-means je podle vy´sˇe zmı´neˇne´ klasifikace rozdeˇlovacı´m shlukovacı´m al-
goritmem. Jedna´ se o jeden z nejjednodusˇsˇı´ch algoritmu˚ ucˇenı´ bez ucˇitele. Algoritmus
jednoduchy´m zpu˚sobem klasifikuje danou mnozˇinu dat na fixnı´, prˇedem dany´ pocˇet (K)
shluku˚. Hlavnı´ mysˇlenkou cele´ho algoritmu je nalezenı´ K strˇedu˚ (pro kazˇdy´ shluk jeden
strˇed) shluku˚. Ota´zkou je, jak umı´stit tyto strˇedy shluku˚, jelikozˇ vy´sledky tohoto vy´beˇru
znacˇneˇ ovlivnı´ vy´sledne´ shluky. Nejlepsˇı´ by bylo vybrat strˇedy shluku˚ sobeˇ co nejme´neˇ
podobne´. Dalsˇı´m krokem je prˇirˇadit kazˇdy´ objekt datove´ sady ke strˇedu shluku, jemuzˇ
je nejpodobneˇjsˇı´. Po ukoncˇenı´ tohoto zarˇazenı´ nastane dalsˇı´ krok a to urcˇenı´ (K) novy´ch
strˇedu˚ jednotlivy´ch shluku˚ (strˇedy jsou odvozeny z objektu˚ jednotlivy´ch shluku˚). Opeˇt se
provede znovuzarˇazenı´ objektu˚ do jednotlivy´ch shluku˚ podle jejich mı´ry nepodobnosti
k novy´m strˇedu˚m shluku˚. Tyto kroky se opakujı´ dokud nezjistı´me, zˇe se tyto strˇedy jizˇ
da´le nemeˇnı´.
3.3.1 Popis algoritmu K-means
Cˇasova´ slozˇitost algoritmu je Θ(Nkt), kde N je pocˇet shlukovany´ch objektu˚, k je pocˇet
generovany´ch shluku˚ a t je pocˇet iteracı´. Algoritmus K-means je popsa´n na´sledujı´cı´m
algoritmem 3.
Algoritmus 3 : Prˇedstavuje algoritmus K-means [10]
1: function KMEANS(sada objektu˚ N , pocˇet shluku˚ k, pocˇet iteracı´ t)
2: na´hodny´ vy´beˇr k objektu˚ z N jako strˇedu˚ shluku˚
3: repeat
4: for all (o ∈ N ) do
5: je vypocˇtena mı´ra nepodobnosti mezi objektem o a jednotlivy´mi strˇedy
shluku˚
6: objekt o je prˇida´n do toho shluku, k jehozˇ strˇedu je nejblı´zˇe
7: end for
8: vy´pocˇet novy´ch strˇedu˚ shluku˚
9: until (nenı´ splneˇna podmı´nka ukoncˇenı´ (strˇedy shluku˚ se jizˇ moc nemeˇnı´ nebo je
dosazˇeno maxima iteracı´))
10: end function
Algoritmus pouzˇı´va´ pro vy´pocˇet mı´ry nepodobnosti dvou objektu˚ jednu z na´mi im-
plementovany´ch meˇr (Euklidova mı´ra, Manhattenska´ mı´ra a Kosinova mı´ra).
Tento algoritmus je velmi za´visly´ na na´hodne´ pocˇa´tecˇnı´ volbeˇ strˇedu˚ shluku˚ (mı´sto
na´hodne´ volby je mozˇno pouzˇı´t strˇedy shluku˚ produkovane´ z vy´sˇe uvedene´ho algoritmu
Farthest first traversal). Vliv pocˇa´tecˇnı´ na´hodne´ inicializace lze cˇa´stecˇneˇ odstranit neˇko-
likana´sobny´m spusˇteˇnı´m algoritmu, kdy se vyzkousˇı´ ru˚zne´ pocˇa´tecˇnı´ inicializace strˇedu˚
shluku˚ [10, 1, 14]. Je pak na uzˇivateli, aby si vybral, kdy algoritmus nalezl spra´vne´ rozdeˇ-
lenı´ shluku˚. Dalsˇı´m proble´mem prˇi pouzˇitı´ tohoto algoritmu je, jaky´m zpu˚sobem stanovit
kolik shluku˚ ma´ algoritmus vygenerovat.
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3.3.2 Mozˇnosti optimalizace algoritmu
Optimalizace tohoto algoritmu pro rˇı´dka´ data spocˇı´vala v u´praveˇ jednotlivy´ch funkcı´ pro
vy´pocˇet mı´ry nepodobnosti dvou objekty tak, aby nemuselo docha´zet k procha´zenı´ vsˇech
atributu˚ jednotlivy´ch objektu˚, ale pouze teˇch nenulovy´ch. Z tohoto du˚vodu se jevı´ jako
nejlepsˇı´ pouzˇitı´ Kosinovy mı´ry (viz kapitola 6).
3.4 DBscan
Tento algoritmus patrˇı´ mezi algoritmy zalozˇene´ na hustoteˇ. Je jednı´m z nejrozsˇı´rˇeneˇjsˇı´ch
shlukovacı´ch algoritmu˚. Na jednotlive´ shluky pohlı´zˇı´ jako na oblasti s velkou hustotou
objektu˚, ktere´ jsouoddeˇlenyoblastmi snı´zkouhustotouobjektu˚. Prˇedpopisemsamotne´ho
algoritmu je trˇeba uve´st neˇkolik pojmu˚.
Definice 3.1 -sousedstvı´ objektu x je definova´no jako:
N(x) = y ∈ D : d(x, y) ≤ 
kde D, je vstupnı´ mnozˇina objektu˚,  je zadana´ velikost -sousedstvı´ a d je funkce pro urcˇenı´
mı´ry nepodobnosti dvou objektu˚ (touto mı´rou mu˚zˇe by´t opeˇt Euklidova mı´ra, Manhattenska´ mı´ra,
Kosinova mı´ra podobnosti prˇevedena´ na mı´ru nepodobnosti dle vzorce (11)).
Obra´zek 6: Prˇı´klad: -sousedstvı´ objektu ve dvourozmeˇrne´m prostoru
Definice 3.2 Prˇı´mo hustotou dosazˇitelne´ (Directly density reachability)
Objekt x je prˇı´mo hustotou dosazˇitelny´ z objektu y, kdyzˇ
1. x ∈ N(y)
2. |N(y)| ≥ Nmin, kde |N(y)| znacˇı´ pocˇet objektu˚ v N(y)
Z te´to definice 3.2 dı´ky podmı´nce o pocˇtu objektu˚ vyply´va´, zˇe objekty na hranici jsou
prˇı´mo hustotou dosazˇitelne´ z objektu˚ ja´dra, ale neplatı´ to naopak. Pouze pokud jsou oba
objekty ja´dra, je jeden prˇı´mo hustotou dostupny´ z druhe´ho a naopak.
Definice 3.3 Hustotou dosazˇitelne´ (Density reachability)
Meˇjme dva objekty x a y. O y mu˚zˇeme mluvit jako o hustotou dosazˇitelne´m z x, jestlizˇe existuje
posloupnostx1, ..., xn objektu˚, pro ktere´ platı´x1 = x axn = y axj+1 je prˇı´mo hustotou dosazˇitelne´
z xj .
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Obra´zek 7: Prˇı´klad: objekt na hranici prˇı´mo hustotou dosazˇitelny´ z objektu ja´dra, ale
objekt ja´dra nenı´ prˇı´mo hustotou dosazˇitelny´ z objektu na hranici
Z te´to definice 3.3 dı´ky podmı´nce, zˇe xj+1 je prˇı´mo hustotou dosazˇitelne´ z xj , vyply´va´,
zˇe objekty na hranici jsou hustotou dosazˇitelne´ z objektu˚ ja´dra, ale neplatı´ to naopak.
Pokud jsou oba objekty objekty ja´dra, je jeden prˇı´mo hustotou dosazˇitelny´ z druhe´ho a
naopak. Pro dva objekty na hranici stejne´ho shluku nemusı´ platit, zˇe by jeden byl hustotou
dosazˇitelny´ s druhy´m a naopak.
Obra´zek 8: Prˇı´klad: objekt x hustotou spojeny´ s objektem y a objekt z, ze ktere´ho jsou
objekty x a y hustotou dosazˇitelne´
Definice 3.4 Hustotou spojeny´ (Density connected)
Dva objekty x a y jsou hustotou spojene´, jestlizˇe existuje objekt z takovy´, zˇe oba objekty x a y jsou
hustotou dosazˇitelne´ ze z.
Prˇı´klad objektu˚, ktere´ jsou hustotou spojene´, ukazuje obra´zek 8. Objekty, ktere´ jsou hus-
totou spojene´, jsou objekty x a y a objekt, ze ktere´ho jsou hustotou dosazˇitelne´, je z.
Definice 3.5 Kazˇdy´ shluk vytvorˇeny´ tı´mto algoritmem musı´ splnˇovat dveˇ vlastnosti:
1. Vsˇechny objekty uvnitrˇ shluku jsou navza´jem hustotou spojene´
2. Jestlizˇe je objekt hustotou spojeny´ na neˇjaky´ objekt uvnitrˇ shluku, pak je soucˇa´stı´ tohoto
shluku
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3.4.1 Popis DBscan algoritmu
Cˇasova´ slozˇitost tohoto algoritmu je za´visla´ na zpu˚sobu ulozˇenı´ jednotlivy´ch shlukova-
ny´ch objektu˚. V prˇı´padeˇ pouzˇitı´ R-stromu nebo KD-stromu lze docı´lit cˇasove´ slozˇitosti
O(NlogN). Algoritmus DBscan je popsa´n na´sledujı´cı´m algoritmem 4.
Algoritmus 4 : Prˇedstavuje algoritmus DBscan [10]
1: function DBSCAN(sada objektu˚ N, -sousedstvı´ , minima´lnı´ pocˇet objektu˚m)
2: repeat
3: vy´beˇr (libovolne´ho) dosud nezpracovane´ho objektu o
4: urcˇenı´ objektu˚ patrˇı´cı´ch do  objektu o
5: if (objektu˚ v  objektu o je vı´ce nezˇm) then
6: je vytvorˇen shluk
7: else
8: je objekt o povazˇova´n za sˇum, pozdeˇji mu˚zˇe by´t nalezen jakou soucˇa´st 
jine´ho objektu a umı´steˇn do jine´ho shluku
9: end if
10: if (objekt o je urcˇen jako soucˇa´st shluku) then
11: -sousedstvı´ objektu o je take´ urcˇeno jako soucˇa´st shluku
12: vsˇechny objekty, ktere´ jsou nalezeny uvnitrˇ dane´ho objektu o, jsou vlozˇeny
spolu se svy´m  do shluku (tento proces pokracˇuje dokud nenı´ odhalen cely´ shluk)
13: end if
14: until (Dokud nejsou zpracova´ny vsˇechny objekty) . Tı´mto jsou bud’vsˇechny
objekty soucˇa´stı´ neˇktere´ho shluku nebo jsou rozpozna´ny jako sˇum
15: end function
Acˇ tento algoritmus dosahuje dobry´ch vy´sledku˚ (umı´ rozpoznat shluky libovol-
ne´ho tvaru), ma´ take´ znatelnou nevy´hodu. Tou je pra´veˇ volba parametru˚ e (velikost
-sousedstvı´) am (minima´lnı´ pocˇet objeku˚ pro vytvorˇenı´ shluku). Tyto parametry nasta-
vuje uzˇivatel algoritmu a pro jejich urcˇenı´ neexistuje jina´ metodika, nezˇ je stanovit na
za´kladeˇ experimentu˚ s konkre´tnı´mi daty.
3.4.2 Mozˇnosti optimalizace algoritmu
Optimalizace tohoto algoritmu pro rˇı´dka´ data spocˇı´vala v u´praveˇ jednotlivy´ch funkcı´
pro vy´pocˇet mı´ry nepodobnosti dvou objektu˚ tak, aby nemuselo docha´zet k procha´zenı´
vsˇech atributu˚ jednotlivy´ch objektu˚, ale pouze teˇch nenulovy´ch. Z tohoto du˚vodu se
jevı´ jako nejlepsˇı´ pouzˇitı´ Kosinovy mı´ry. Pro zefektivneˇnı´ tohoto algoritmu se jevı´ jako
velmi vy´hode´ naimplementovat databa´zi shluovany´ch objektu˚ za pouzˇitı´R-stromu (nebo
jeho varianty) nebo KD-stromu. Implementace vytvorˇena´ v ra´mci te´to pra´ce pouzˇı´va´
sekvencˇnı´ databa´zi, ktera´ tento algoritmus znacˇneˇ zpomaluje.
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3.5 OPTICS
OPTICS [2] je velmi podobny´ algoritmu DBscan, ale zameˇrˇuje se na jeho hlavnı´ slabinu,
a tou je proble´mu identifikace smysluplny´ch shluku˚ v datech s promeˇnnou hustotou.
Ve sve´m principu je funkce algoritmu stejna´ jako u algoritmu DBscan pro nekonecˇny´
pocˇet parametru˚ i mensˇı´ch nezˇ  - algoritmu zadana´ generujı´cı´ vzda´lenost. Hlavnı´m
rozdı´lem je, zˇe OPTICS neprˇideˇluje objektu˚m cˇlenstvı´ ve shluku. Mı´sto toho ukla´da´
porˇadı´, ve ktere´m jsou objekty zpracova´ny a da´le dveˇ informace, na jejichzˇ za´kladeˇ by
DBscan rozhodl cˇlenstvı´ ve shluku. Tyto dveˇ informace jsou: core-distance a reachability-
distance. V prˇı´padeˇ pouzˇitı´ efektivnı´ databa´ze pro ulozˇenı´ objektu˚ je cˇasova´ slozˇitost
tohoto algoritmu stejna´ jako u algoritmu DBscan, tedy O(NlogN).
Definice 3.6 Core-distance objektu p.
Necht’p je objekt z databa´ze D,  je hodnota vzda´lenosti, N(p) je -sousedstvı´ objektu p, MinPts
je prˇirozene´ cˇı´slo a MinPts-distance(p) je vzda´lenost objektu p k jeho MinPts-te´mu objektu. Pak,
vzda´lenost core-distance objektu p je definova´na na´sledovneˇ:
MinPts(p) =
{
UNDEFINED,pro|N(p)|≺MinPts
MinPts− distance(p), jinak
Definice 3.7 Reachability-distance objektu p s respektem na objekt o.
Necht’p a o je objekt z databa´zeD,N(o) je -sousedstvı´ objektu o, MinPts je prˇirozene´ cˇı´slo. Pak,
vzda´lenost reachability-distance objektu p s respektem na o je definova´na na´sledovneˇ:
MinPts(p, o) =
{
UNDEFINED,pro|N(o)|≺MinPts
max(core− distance(o), distance(o, p)), jinak
Stejneˇ jako algoritmus DBscan vyzˇaduje OPTICS dva parametry:  - urcˇujı´cı´ nejmensˇı´
hustotu, kterou chceme rozpoznat aMinPts znacˇı´cı´minima´lnı´ pocˇet objektu˚ pro vytvorˇenı´
nove´ho shluku. Pro hlubsˇı´ popis tohoto algoritmu doporucˇujeme publikaci [2].
3.5.1 Mozˇnosti optimalizace algoritmu
Optimalizace tohoto algoritmupro rˇı´dka´ data byla, dı´kypodobnosti s algoritmemDBscan,
v podstateˇ totozˇna´ jako u algoritmu DBscan. Provedli jsme u´pravu jednotlivy´ch funkcı´
pro vy´pocˇet mı´ry nepodobnosti dvou objektu˚ tak, aby nemuselo docha´zet k procha´zenı´
vsˇech atributu˚ jednotlivy´ch objektu˚, ale pouze teˇch nenulovy´ch. Z tohoto du˚vodu se jevı´
jako nejlepsˇı´ pouzˇitı´ Kosinovy mı´ry. Pro zefektivneˇnı´ tohoto algoritmu se jevı´ jako velmi
vy´hode´ naimplementovat databa´zi shlukovany´ch objektu˚ za pouzˇitı´R-stromu (nebo jeho
varianty) neboKD-stromu. Implementace vytvorˇena´ v ra´mci te´to pra´ce pouzˇı´va´ databa´zi
objektu˚, ktera´ neumozˇnˇuje efektivnı´ vyhleda´nı´ nejblizˇsˇı´ch sousedu˚ a tı´m tento algoritmus
znacˇneˇ zpomaluje.
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4 Datove´ struktury pro vyuzˇitı´ prˇi shlukova´nı´
V te´to kapitole se zameˇrˇı´me na popis datovy´ch struktur pro zefektivneˇnı´ algoritmu˚ DB-
scan a OPTICS. Teˇmito strukturami jsou naprˇı´klad R-strom (a jeho dalsˇı´ varianty) nebo
KD-strom. Prvnı´ jmenovany´ nebyl v ra´mci te´to pra´ce naimplementovany´, je zde uveden
pouze jako jedna z mozˇnostı´, jak lze algoritmy DBscan a OPTICS zoptimalizovat. Datova´
struktura KD-strom byla take´ naimplementova´na, ale nebyla zatı´m pro optimalizaci
algoritmu DBscan pouzˇita.
4.1 R-strom
Za´kladnı´ verze struktury R-strom byla poprve´ popsa´na A. Gutmannem [12]. Je jednou z
nejzna´meˇjsˇı´ch vı´cerozmeˇrny´ch datovy´ch struktur. Struktura R-strom je hierarchicka´ da-
tova´ struktura podobna´ datove´ strukturˇe B-strom [3]. Objekty v n-rozmeˇrne´m prostoru
jsou shlukova´ny do minima´lnı´ch ohranicˇujı´cı´ch obde´lnı´ku˚ (MOO). Kazˇdy´ uzelR-stromu
odpovı´da´ MOO, ktery´ ohranicˇuje jeho potomky. Listy R-stromu obsahujı´ ukazatele na
databa´zove´ objekty, mı´sto aby obsahovaly ukazatele na podrˇı´zene´ uzly. Jednotlive´ uzly
R-stromu se implementujı´ jako diskove´ stra´nky. R-strom podporuje bodove´ a rozsahove´
dotazy a dotazy na k-nejblizˇsˇı´ch sousedu˚. R-strom mu˚zˇe obsahovat MOO, ktere´ se prˇe-
kry´vajı´.
Definice 4.1 Datova´ struktura R-strom musı´ splnˇovat na´sledujı´cı´ podmı´nky:
• Kazˇdy´ listovy´ uzel (pokud se nejedna´ o korˇenovy´ uzel) mu˚zˇe obsahovat maxima´lneˇ M
za´znamu˚ a minima´lnı´ povoleny´ pocˇet za´znamu˚ jem ≤ M2 . Kazˇdy´ za´znam listove´ho uzlu je
ve tvaru (moo, oid), kdemoo je MOO obsahujı´cı´ objekt a oid je identifika´tor objektu.
• Pocˇet za´znamu˚ v kazˇde´m vnitrˇnı´m uzlu je opeˇt maxima´lneˇ M a nejme´neˇ m ≤ M2 . Kazˇdy´
za´znam vnitrˇnı´ho uzlu je ve tvaru (moo, p), kde p je ukazatel na podrˇı´zeny´ uzel a moo je
MOO, obsahujı´cı´ minima´lnı´ ohranicˇujı´cı´ obde´lnı´ky svy´ch podrˇı´zeny´ch uzlu˚.
• Minima´lnı´ povoleny´ pocˇet za´znamu˚ v korˇenove´m uzlu je 2. V prˇı´padeˇ, zˇe je listovy´m uzlem,
mu˚zˇe obsahovat 0 za´znamu˚ nebo 1 za´znam.
• Vsˇechny listove´ uzly jsou na stejne´ u´rovni.
Tato definice byla prˇejata z [18].
ZdefiniceR-stromu4.1 vyply´va´, zˇe se jedna´ o vyva´zˇeny´ strom.Naobra´zku 9 jsouuka´za´ny
objekty A (1,5), B (2,4), C (3,3), D (4,2), E (5,1), F (2,2), G(5,6) a da´le jednotlive´ MOO, ktere´
tyto objekty obsahujı´: H, I a J. Na obra´zku 10 je uka´za´n R-strom odpovı´dajı´cı´ obra´zku 9,
kdyM = 5 am = 3. Je patrne´, zˇe pro obra´zek 9 mu˚zˇe existovat i jiny´ R-strom. Vy´sledny´
R-strom je za´visly´ na porˇadı´ vkla´da´nı´ za´znamu˚ doR-stromu nebo na maza´nı´ za´znamu˚ v
R-stromu.
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Obra´zek 9: Prˇı´klad: objekty a jednotlive´ MOO ve dvoudimenziona´lnı´m prostoru
Obra´zek 10: Prˇı´klad: R-strom odpovı´dajı´cı´ obra´zku 9
Popis jednotlivy´ch algoritmu˚ pouzˇity´ch pro vkla´da´nı´, maza´nı´, bodovy´ dotaz, rozsa-
hovy´ dotaz, spojova´nı´ uzlu˚ nebo rozdeˇlova´nı´ uzlu˚ je uveden v poublikacı´ch [12] a [18].
Jednotlive´ algoritmy zde nejsou popsa´ny, protozˇe je zde tato datova´ struktura uvedena
pouze jako prˇı´klad struktury, ktera´ mu˚zˇe poslouzˇit optimalizaci shlukovacı´ch algoritmu˚.
Pocˇet nacˇı´tany´ch uzlu˚ prˇi operaci vkla´da´nı´, maza´nı´ a bodove´ho dotazu muzˇe by´t vetsˇı´
nezˇ logn. Slozˇitost operace rozsahove´ho dotazu jeO(r∗logn), kden je pocˇet indexovany´ch
objektu˚ a r je pocˇet prohleda´vany´ch listovy´ch uzlu˚.
4.2 KD-strom
KD-strom je datova´ struktura pro ukla´da´nı´ k-dimenziona´lnı´ch dat a je specia´lnı´m prˇı´-
padem BSP -stromu[9]. Hlavnı´ vy´hodou te´to datove´ struktury je, zˇe je schopna vykonat
efektivneˇ mnoho ru˚zny´ch typu˚ dotazu˚.
KD-strom je bina´rnı´ strom, ktery´ rekurzivneˇ deˇlı´ na cˇasti celou mnozˇinu objektu˚.
Obsah kazˇde´ho uzlu je da´n tabulkou 3.
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Na´zev Popis
med objekt, urcˇeny´ media´nem atributu, ktery´ je da´n hodnotou polozˇky split
split dimenze, podle ktere´ se prova´dı´ rozdeˇlenı´
left levy´ podstrom dane´ho uzlu - vznikl prˇi deˇlenı´ dimenze
right pravy´ podstrom dane´ho uzlu - vznikl prˇi deˇlenı´ dimenze
Tabulka 3: Polozˇky uzlu˚KD-stromu [20]
Polozˇka med reprezentuje objekt, ktery´ je media´nem podle atributu urcˇene´ho hod-
notou split vzorovy´ch objektu˚. Atribut med je indexem uzlu a deˇlı´ prostor na dva pod-
prostory v za´vislosti na rozdeˇlenı´ nadroviny uzlu. Vsˇechny objekty v leve´m podprostoru
jsou reprezentova´nypolozˇkou left (reprezentujı´cı´ levy´ podstromuzlu) a objekty vprave´m
podprostoru jsou reprezentova´ny polozˇkou right (reprezentujı´cı´ pravy´ podstrom uzlu).
Rozdeˇlovana´ nadrovina procha´zı´ skrz med a je kolma´ na smeˇr zadany´ polozˇkou split.
Jestlizˇe i bude hodnota polozˇky split, bude objekt nalevo od med, pokud bude hodnota
i-te´ho atributu objektu mensˇı´ nezˇ i-ta´ hodnota atributu polozˇky med. Podobneˇ je defi-
nova´no, kdy objekt patrˇı´ do prave´ho podstromu. Pokud nema´ uzel zˇa´dne´ho potomka,
potom nenı´ vyzˇadova´no rozdeˇlenı´ nadroviny.
4.2.1 Tvorba KD-stromu
Existuje neˇkolik ru˚zny´ch zpu˚sobu˚, jak rozdeˇlit datovy´ prostor, a tedy neˇkolik ru˚zny´ch
zpu˚sobu˚. jak vytvorˇitKD-strom. Jedna zmozˇnostı´, jak prove´st deˇlenı´ datove´ho prostoru,
vypada´ na´sledovneˇ:
• Kazˇdy´ uzel stromu je spojen s jednou osou, podle ktere´ se provede rozdeˇlenı´ dato-
ve´ho prostoru.
• Objekty jsou vkla´da´ny do prave´ho (resp. leve´ho) podstromu na za´kladeˇ objektu
prˇedstavujı´cı´ho media´n objektu˚. Tento objekt je vybra´n na za´kladeˇ osy, podle ktere´
je prova´deˇno rozdeˇlenı´ datove´ho prostoru.
S vyuzˇitı´m tohoto prˇı´stupu lze popsat algoritmus pro vytvorˇenı´ datove´ struktury KD-
strom zpu˚sobem popsany´m algoritmem 5.
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Algoritmus 5 : AlgoritmusKD-stromu [20]
1: function KDTREE(sada objektu˚ N , hloubka h)
2: if (N je pra´zdna´) then
3: Return pra´zdny´ strom
4: else
5: split = h mod pocˇet dimenzı´ . Urcˇenı´, podle ktere´ osy bude provedeno deˇlenı´
6: serˇazenı´ objektu˚ v N podle atributu urcˇene´ho hodnotou split
7: median := nalezeni media´nu v N podle hodnoty atributu urcˇene´ho hodnotou
split
8: left := KDTREE(objekty v N mensˇı´ch nezˇ median, h+ 1)
9: right := KDTREE(objekty v N vetsˇı´ch nezˇ median, h+ 1)
10: Return tento uzel
11: end if
12: end function
Obra´zek 11: Prˇı´klad: rozlozˇenı´ objektu˚ o dvou dimenzı´ch a zpu˚sob, jaky´m je rozdeˇlena
rovina x a y [20]
Obra´zek 12: Prˇı´klad:KD-strom odpovı´dajı´cı´ prˇedchozı´mu obra´zku 11 [20]
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Existujı´ i jine´ prˇı´stupy k rozdeˇlenı´ uzlu [25], naprˇı´klad:
• prˇı´stup, kdy je uzel rozdeˇlen tak, aby soucˇet druhy´ch mocnin vzda´lenostı´ jednotli-
vy´ch objektu˚ od strˇedu˚ obou rozdeˇleny´ch stran byl minima´lnı´,
• prˇı´stup, kdy se uzel deˇlı´ na za´kladeˇ media´nove´ hodnoty atributu, ktery´ ma´ nejveˇtsˇı´
rozsah hodnot,
• prˇı´stup, kdy se uzel deˇlı´ na za´kladeˇ strˇednı´ hodnoty atributu, ktery´ ma´ nejveˇtsˇı´
rozsah hodnot,
• prˇı´stup, kdy se uzel deˇlı´ na za´kladeˇ strˇednı´ hodnoty atributu, ktery´ ma´ nejveˇtsˇı´
rozsah hodnot, ale v prˇı´padeˇ, zˇe je po rozdeˇlenı´ jedna strana pra´zdna´, provede se
rozdeˇlenı´ podle jine´ dimenze.
4.2.2 Inkrementa´lnı´ vkla´da´nı´ objektu˚ do KD-stromu
Prˇida´nı´ nove´ho objektu do KD-stromu je podobne´ prˇida´va´nı´ nove´ho objektu do vy-
hleda´vacı´ho bina´rnı´ho stromu. Nejprve sestupujeme stromem z korˇenove´ho uzlu azˇ k
listove´mu uzlu. Zda pokracˇovat pravy´m nebo levy´m podstromem urcˇı´me na za´kladeˇ
toho, zda je prˇı´slusˇna´ hodnota atributu (urcˇeno podle hloubky uzlu, ve ktere´m se nacha´-
zı´me) objektu vetsˇı´ nebomensˇı´ nezˇmedia´nova´ hodnota ulozˇena vuzlu. Vprˇı´padeˇ, zˇe jsme
dosa´hli listove´ho uzlu, bude vytvorˇen novy´ uzel a prˇida´n do prˇı´slusˇne´ho podstromu. Do
ktere´ho podstromu bude uzel prˇida´n je urcˇeno stejny´m zpu˚sobem, podle ktere´ho jsme ur-
cˇovali jaky´m podstromem sestoupit stromem. Prˇı´da´nı´ objektu tı´mto zpu˚sobem zpu˚sobı´,
zˇe se strom stane nevyva´zˇeny´m, cozˇ bude mı´t za na´sledek snı´zˇenı´ vy´konnosti stromu.
Jak moc bude vy´konnost snı´zˇena za´visı´ na umı´steˇnı´ noveˇ prˇida´vany´ch objektu˚ a na po-
cˇtu noveˇ prˇidany´ch objektu˚ v pomeˇru k velikosti stromu. V prˇı´padeˇ, zˇe se strom stane
prˇı´lisˇ nevyvy´zˇeny´, je trˇeba jej vyva´zˇit. Cˇasova´ slozˇitost tohoto inkrementa´lnı´ho vkla´da´nı´
je O(logN).
Na obra´zku 13 je uveden prˇı´klad, jak bude vypadat KD-strom z obra´zku 12 po
vlozˇenı´ objektu (4, 7). Tento objekt postupneˇ sestupuje stromem a na za´kladeˇ i-te´ho
atributu (kde i je da´no jako zbytek po deˇlenı´ u´rovneˇ kde se nacha´zı´me pocˇtem atributu˚
objektu˚) se rozhodne, ktery´m podstromem dane´ho uzlu se bude pokracˇovat. Protozˇe v
nasˇem prˇı´padeˇ je prvnı´ atribut vkla´dane´ho objektu veˇtsˇı´ nezˇ prvnı´ atribut korˇenove´ho
uzlu, bude se z korˇenove´ho uzlu (3, 3) sestupovat pravy´m podstromem do uzlu (4, 2).
Zde se rozhodne podle druhe´ho atributu, zˇe se bude sestupovat opeˇt levy´m podstromem
do uzlu (5, 6). Tento uzel je listem a tak se urcˇı´, ktery´m podstromem by se pokracˇovalo v
sestupova´nı´ (pravy´m) a do tohoto podstromu se vkla´dany´ objekt prˇida´.
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Obra´zek 13: Prˇı´klad:KD-strom po vlozˇenı´ objektu (4, 7) doKD-stromu z obra´zku 12
4.2.3 Maza´nı´ objektu˚ KD-stromu
Pokud je mazany´ objekt listem, je jeho smaza´nı´ jednoduche´. V jine´m prˇı´padeˇ je smaza´nı´
objektu slozˇite´, protozˇe struktura obou podstromu˚ tohoto uzlu je da´na objektem, ktery´
chceme odstranit. Jedno z rˇesˇenı´ by bylo znovu sestavit strom pod smazany´m objektem,
ale cˇasova´ na´rocˇnost te´to operace by byla prˇı´lisˇ vysoka´. Dalsˇı´m rˇesˇenı´m je oznacˇenı´ uzlu
jako smazany´, ponechat jej ve strukturˇe, ale neprˇihlı´zˇet k neˇmu prˇi zpracova´nı´ dotazu˚.
V okamzˇiku, kdy je strom znovu sestaven, jsou vsˇechny uzly, oznacˇene´ jako smazane´,
vynecha´ny.
4.2.4 Operace bodove´ho dotazu
Tato operace slouzˇı´ pro vyhleda´nı´ konkre´tnı´ho ulozˇene´ho objektu. Beˇhem prohleda´va´nı´
se postupuje od korˇene k listu. Procha´zı´ se postupneˇ rovinami obsahujı´cı´mi hledany´
objekt. Cˇasova´ slozˇitost te´to operace je O(h), kde h je vy´sˇka stromu.
4.2.5 Operace rozsahove´ho dotazu
Tato operace slouzˇı´ pro vyhleda´nı´ objektu˚ nacha´zejı´cı´ch se v nadrovineˇ dotazu. Beˇhem
prohleda´va´nı´ se postupuje od korˇene k listu. Procha´zı´ se postupneˇ rovinami protı´najı´-
cı´mi dotazovacı´ nadrovinu. Cely´ algoritmus rozsahove´ho dotazu je popsa´n na´sledujı´cı´m
algoritmem 6.
4.2.6 Operace vyhleda´nı´ nejblizˇsˇı´ho souseda
Tato operace slouzˇı´ k efektivnı´mu nalezenı´ nejblizˇsˇı´ho objektu k zadane´mu objektu. Toto
efektivnı´ vyhleda´nı´ je da´no rychlou eliminacı´ velke´ cˇa´sti prohleda´vane´ho prostoru. Al-
goritmus vyhleda´nı´ nejblizˇsˇı´ho souseda je popsa´n na´sledujı´cı´m algoritmem 7.
29
Algoritmus 6 : Algoritmus pro rozsahovy´ dotazKD-stromu [20]
1: function ROZSAHOVY DOTAZ(uzel u, Rozsah r)
2: if (s je list) then
3: if (s je v rozsahu r) then
4: s je nahla´sˇen jako odpovı´dajı´cı´ dotazu
5: else
6: if (levy´ podstrom s je plneˇ v rozsahu r) then
7: levy´ podstrom s je nahla´sˇen jako odpovı´dajı´cı´ dotazu
8: else
9: if (levy´ podstrom s protı´na´ rozsah r) then
10: ROZSAHOVY DOTAZ(levy´ potomek s, r)
11: end if
12: end if
13: if (pravy´ podstrom s je plneˇ v rozsahu r) then
14: pravy´ podstrom s je nahla´sˇen jako odpovı´dajı´cı´ dotazu
15: else
16: if (pravy´ podstrom s protı´na´ rozsah r) then
17: ROZSAHOVY DOTAZ(pravy´ potomek s, r)
18: end if
19: end if
20: end if
21: end if
22: end function
Algoritmus 7 : Algoritmus popisuje dotaz pro nalezenı´ nejblizˇsˇı´ho souseda vKD-stromu
[20]
1: function NNS(Strom s, Uzel u)
2: algoritmus rekurzivneˇ sestoupı´ stromem stejny´m zpu˚sobem, jako by se pokusil
prˇidat u do s
3: jakmile je dosazˇeno uzlu, ktery´ je listem, je tento uzel oznacˇen jako NN (Nearest
neighbor)
4: algoritmus se na´sledneˇ vracı´ z rekurze a oveˇrˇı´, zda druha´ veˇtev (jina´, nezˇ prˇes
kterou se vra´til) nemu˚zˇe obsahovat uzel blizˇsˇı´ nezˇ NN
5: if (druha´ veˇtev mu˚zˇe obsahovat blı´zˇsˇı´ uzel nezˇ NN) then
6: je tato veˇtev prohleda´na a pokracˇuje se krokem 4
7: else
8: pokracˇuje se krokem 4
9: end if
10: vyhleda´nı´ skoncˇı´ v okamzˇiku dosazˇenı´ korˇene stromu
11: end function
30
4.2.7 Dalsˇı´ operace KD-stromu
KD-strom podporuje operace jako je vyhleda´nı´ k nejblizˇsˇı´ch sousedu˚. Mnozˇstvı´ uzlu˚,
ktere´ budouprˇi teˇchto operacı´chprohleda´ny, je znacˇneˇ ovlivneˇno rozlozˇenı´m jednotlivy´ch
objektu˚ v prostoru. Konkre´tnı´ popis teˇchto algoritmu˚ lze najı´t v [20].
4.2.8 Volba vhodne´ datove´ struktury
Obeˇ vy´sˇe uvedene´ datove´ struktury slouzˇı´ pro indexova´nı´ prostorovy´ch dat a umozˇnˇujı´
prova´deˇt podobne´ operace. Vhodnost pouzˇitı´ dane´ struktury za´visı´ na nasˇich pozˇadav-
cı´ch. Prˇi vy´beˇru datove´ struktury bychom meˇli zva´zˇit na´sledujı´cı´:
• jake´ operace pozˇadujeme (vyhleda´nı´ nejblizˇsˇı´ho souseda, atd.)
• mnozˇstvı´ indexovany´ch dat (prˇi male´m mnozˇstvı´ dat je datova´ struktura typu R-
strom zbytecˇna´),
• zda budou data na disku nebo v pameˇti (na disku -R-strom, v pameˇti -KD-strom),
• frekvenci zmeˇn dat (R-strom je samovyvazˇujı´cı´ a proto je vhodny´ pro pouzˇitı´ s cˇasto
probı´hajı´cı´mi operacemi vkla´dnı´ a maza´nı´, KD-strom by bylo nutne´ jednou za cˇas
cely´ prˇebudovat, proto se nehodı´ pro pouzˇitı´ s velkou frekvencı´ vkla´da´nı´ a maza´nı´).
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5 Popis implementace
Prˇi implementaci shlukovacı´ch algoritmu˚, vytvorˇene´ v ra´mci te´to pra´ce, jsme vycha´zeli
z implementace teˇchto algoritmu˚ v na´stroji Weka[25]. Tuto implementaci jsme prˇevedli z
jazyka Java do jazyka C# a pote´ jsme provedli na´sledujı´cı´ kroky pro u´pravu zdrojovy´ch
ko´du˚.
• Vypustili jsme nepodstatne´ cˇa´sti ko´du.
• Jelikozˇ jeWeka[25] napsa´na tak, zˇe pracuje s jednotlivy´mi typy (trˇı´dami, rozhranı´mi,
apod.) prostrˇednictvı´m reflexe, pro tuto pra´ci byl tento prˇı´stup nevyhovujı´cı´ a proto
bylo nutne´ upravit zdrojove´ ko´dy, aby reflexi nevyuzˇı´valy.
• Jednotlive´ shlukovacı´ algoritmy jsme doplniliy o dodatecˇne´ schopnosti, jako je na-
prˇı´klad mozˇnost pouzˇitı´ ru˚zny´ch algoritmu˚ pro vy´pocˇet mı´ry nepodobnosti dvou
objektu˚.
• Doimplementovali jsme jednotlive´ trˇı´dy pro pra´ci s daty (parsery, trˇı´du pro pra´ci s
rˇı´dky´mi vektory, apod.).
• Provedli jsme optimalizaci jednotlivy´ch algoritmu˚, aby vyuzˇily vy´hod rˇı´dky´ch dat,
protozˇe implementace z na´stroje Weka[25] neprˇedpoka´da´ pra´ci s rˇı´dky´mi daty.
Cela´ implementace je rozvrzˇena do trˇı´ knihoven (Clusters, Util a DataStructure) a
jednoho programu, ktery´ byl na´sledneˇ pouzˇit pro otestova´nı´ jednotlivy´ch shlukovacı´ch
algoritmu˚. V na´sledujı´cı´ch podkapitola´ch si tyto knihovny podrobneˇji popı´sˇeme.
5.1 Popis programu pouzˇite´ho pro experimenty
Pro experimentova´nı´ s jednotlivy´mi shlukovacı´mi algoritmy jsme vytvorˇili jednoduchy´
programvyuzˇı´vajı´cı´ jednotlive´ nı´zˇe uvedene´ knihovny.Na obra´zku 14 je zna´zorneˇn trˇı´dnı´
diagram tohoto programu. Tenoto program je slozˇen ze trˇı´ trˇı´d:
ClusterEvalutionOptioncMain
Obra´zek 14: Trˇı´dnı´ diagram popisujı´cı´ program pouzˇity´ pro testova´nı´
• Option - trˇı´da pro obsluhu parametru˚ prˇı´kazove´ho rˇa´dku,
• ClusterEvalution - trˇı´da, ktera´ podle voleb prˇı´kazove´ho rˇa´dku provede experiment,
• cMain - trˇı´da slouzˇı´cı´ jako vstupnı´ bod aplikace.
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Sum
Variance
SparseVector Mean
VectorSet
Util DataSource
Parser
MatrixParserClassMatrixParserOldMatrixParserStu MatrixParser
Obra´zek 15: Trˇı´dnı´ diagram knihovny Utils
5.2 Knihovna Utils
Tato knihovna obsahuje implementaci pomocny´ch trˇı´d nezbytny´ch pro funkci jednotli-
vy´ch algoritmu˚.
Na obra´zku 15 je trˇı´dnı´ diagram knihovny Utils. V tomto diagramu jsme z du˚vodu
u´spory prostoru vypustili metody a vlastnosti jednotlivy´ch trˇı´d a diagram zachycuje
vztahy mezi trˇı´dami pouze te´to knihovny. Nynı´ si tento diagram popı´sˇeme:
• SparseVector - prˇedstavuje implementaci rˇı´dke´ho vektoru,
• VectorSet - prˇedstavuje implementaci mnozˇiny rˇı´dky´ch vektoru˚,
• Mean - tato trˇı´da je pouzˇita pro vy´pocˇet rˇı´dke´ho vektoru, jehozˇ atributy jsou arit-
meticky´m pru˚meˇrem atributu˚ vektoru˚ ulozˇeny´ch konkre´tnı´ instani trˇı´dy VectorSet,
• Variance - tato trˇı´da, je pouzˇita pro vy´pocˇet rˇı´dke´ho vektoru jeho atributy prˇedsta-
vujı´ smeˇrodatnou odchylku atributu˚ vektoru˚ ulozˇeny´ch v konkre´tnı´ instanci trˇı´dy
VectorSet,
• Sum - pomocna´ trˇı´da trˇı´dy Variance,
• Util - trˇı´da obsahujı´cı´ jednoduche´ metody pro forma´tova´nı´ rˇeteˇzcu˚,
• Parser - jedna´ se o abstraktnı´ ba´zovou trˇı´du pro jednotlive´ parsery souboru˚ s daty,
• MatrixParserXYZ - tyto trˇı´dy jsou konkre´tnı´ implementacı´ parseru pro konkre´tnı´
datove´ soubory,
• DataSource - prostrˇednicvı´m te´to trˇı´dy jsou, za pouzˇitı´ dane´ho parseru, nacˇı´ta´ny
rˇı´dke´ vektory ze souboru˚.
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5.3 Knihovna DataStructure
Tato knihovna obsahuje implementaci KD-stromu a jednotlivy´ch pomocny´ch trˇı´d. Jed-
notlive´ trˇı´dy z te´to knihovny vyuzˇı´vajı´ trˇı´dy z knihovny Utils. Na obra´zku 16 je trˇı´dnı´
KDtree
KDtreeNode
EuclidianDistance NormalizableDistance
KDTreeNodeSplitter
MidPointOfWidestDimensionMedianOfWidestDimensionKMeansInspiredMethod SlidingMidPointOfWidestDimension
MyHeapElement
MyHeap
Obra´zek 16: Trˇı´dnı´ diagram knihovny DataStructure
diagram knihovny DataStructure. V tomto diagramu jsme z du˚vodu u´spory prostoru
vypustili metody a vlastnosti jednotlivy´ch trˇı´d a tento diagram zachycuje vztahy mezi
trˇı´dami pouze te´to knihovny. Nynı´ si tento diagram popı´sˇeme:
• KDtree - tato trˇı´da prˇedstavuje implementaciKD-stromu,
• KDtreeNode - tato trˇı´da prˇedstavuje uzelKD-stromu,
• NormalizableDistance - ba´zova´ trˇı´da trˇı´d pro vy´pocˇet mı´ry nepodobnosti dvou
objektu˚, umozˇnˇuje normalizovat objekty v dane´ mnozˇineˇ objektu˚ a urcˇit rozsahy
jednotlivy´ch atributu˚ objektu˚ dane´ mnozˇiny objektu˚,
• EuclidianDistance - je odvozena od NormalizableDistance a umozˇnˇuje urcˇit Eukli-
dovskou mı´ru dvou objektu˚ (dle vzorce (7)),
• KDtreeNodeSplitter - jedna´ se o ba´zovou trˇı´du trˇı´d realizujı´cı´ rozdeˇlenı´ uzlu KD-
stromu (odvozene´ trˇı´dy realizujı´ konkre´tnı´ algoritmus deˇlenı´ uzlu),
• KmeansInspiredMethod - tato trˇı´da realizuje deˇlenı´ uzlu tak, aby soucˇet druhy´ch
mocnin vzda´lenostı´ jednotlivy´ch objektu˚ od strˇedu˚ obou rozdeˇleny´ch stran byl
minima´lnı´,
• MedianOfWidestDimension - trˇı´da realizujı´cı´ deˇlenı´ na za´kladeˇ media´nove´ hod-
noty atributu, ktery´ ma´ nejveˇtsˇı´ rozsah hodnot (pro dane´ objekty),
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• MidPointOfWidestDimension - trˇı´da realizujı´cı´ deˇlenı´ na za´kladeˇ strˇednı´ hodnoty
atributu, ktery´ ma´ nejveˇtsˇı´ rozsah hodnot (pro dane´ objekty),
• SlidingMidPointOfWidestDimension - trˇı´da ma´ podobne´ chova´nı´ jako MidPoin-
tOfWidestDimension, ale v prˇı´padeˇ, zˇe je po rozdeˇlenı´ jedna strana pra´zdna´, pro-
vede se rozdeˇlenı´ podle jine´ dimenze,
• MyHeap - pomocna´ trˇı´da, ktera´ je pouzˇita prˇi implementaci algoritmu vyhleda´nı´ k
nejblizˇsˇı´ch sousedu˚,
• MyHeapElement - tato pomocna´ trˇı´da prˇedstavuje prvek MyHeap.
5.4 Knihovna Clusters
Tato knihovna obsahuje implementaci jednotlivy´ch shlukovacı´ch algoritmu˚, jejichzˇ funkci
jsme jizˇ drˇı´ve popisovali. Jednotlive´ trˇı´dy z te´to knihovnyvyuzˇı´vajı´ trˇı´dy z knihovnyUtils.
Na obra´zku 17 je trˇı´dnı´ diagramknihovnyUtils. V tomto diagramu jsme z du˚vodu u´spory
prostoru vypustili metody a vlastnosti jednotlivy´ch trˇı´d a diagram zachycuje vztahymezi
trˇı´dami pouze te´to knihovny. Nynı´ si tento diagram popı´sˇeme:
• AbstractClusterer - jedna´ se o ba´zovou trˇı´du jednotlivy´ch shlukovacı´ch algoritmu˚,
• UpdatableClusterer - toto rozhranı´ slouzˇı´ jako indika´tor toho, zˇe se jedna´ o inkre-
menta´lnı´ shlukovacı´ algoritmus,
• Cobweb - tato trˇı´da, prˇedstavuje implementaci algoritmu COBWEB (CLASSIT),
• CNode - reprezentuje jednotlive´ uzly stromu vytvorˇene´ho algoritmem COBWEB
(CLASSIT),
• CU - jedna´ se o ba´zovou trˇı´du kategorizacˇnı´ch utilit,
• XyCU - jedna´ se o konkre´tnı´ implementaci kategorizacˇnı´ utility,
• Stat - trˇı´da prˇedstavuje ba´zovou trˇı´du pro trˇı´dy, ktere´ jsou pouzˇı´vany prˇi vy´pocˇtu
kategorizacˇnı´ch utilit,
• XyStats - jedna´ se o konkre´tnı´ trˇı´du pro ulozˇenı´ a vy´pocˇet statistik pouzˇı´vany´ch prˇi
vy´pocˇtu kategorizacˇnı´ch utilit,
• SimpleKmeans - tato trˇı´da reprezentuje implementaci algoritmu K-means,
• FarthestFirst - tato trˇı´da reprezentuje implementaci algoritmu Farthest First Traver-
sial,
• DBscan - tato trˇı´da reprezentuje implementaci algoritmu DBscan,
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• PrecomputedDatabase - tato trˇı´da reprezentuje implementaci databa´ze pro ulozˇenı´
jednotlivy´ch objektu˚ (vektoru˚) a umozˇnˇuje urcˇit vsˇechny sousedy objektu v dane´
vzda´lenosti (urcˇenı´ nejblizˇsˇı´ch sousedu˚ je vypocˇteno prˇi vytvorˇenı´ instance te´to
trˇı´dy),
• OPTICS - tato trˇı´da reprezentuje implementaci algoritmu OPTICS,
• SequentialDatabase - tato trˇı´da ma´ podobne´ chova´nı´ jako trˇı´da PrecomputedDa-
tabase azˇ na to, zˇe urcˇenı´ jednotlivy´ch sousedu˚ objektu probı´ha´ azˇ v okamzˇiku
dota´za´nı´ na tyto sousedy,
• Na´sledujı´cı´ pomocne´ trˇı´dy jsou pouzˇity trˇı´dou SequentialDatabase prˇi urcˇenı´ sou-
sedu˚ objektu˚: DataObject, EuclidianDataOBject, EpsilonRange ListElement, Pri-
orityQueue, UpdateQueueElement, UpdateQueue, UpdateQueueElement.
Cobweb
AbstractClusterer
SimlpleKmeans FarthestFirst DBscan OPTICS
CNode
CU Stats
NormalCU KatzCU NormalStats KatzStats
PrecomputedDatabase SequentialDatabase
EuclidianDataObject
DataObject
EpsilonRange_ListElement
«interface»
UpdatableClusterer
UpdatableClusterer
PriorityQueue
PriorityQueueElement
UpdateQueue
UpdateQueueElement
Obra´zek 17: Trˇı´dnı´ diagram knihovny Clusters
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6 Experimenty
V te´to kapitole jsme se zameˇrˇili na otestova´nı´ jednotlivy´ch shlukovacı´ch algoritmu˚ a jejich
srovna´nı´ prˇi zpracova´nı´ dat, ktere´ prˇedstavujı´ sı´t’ovy´ provoz. Experimenty jsme se snazˇili
oveˇrˇit vlastnosti jednotlivy´ch shlukovacı´ch algoritmu˚ a vliv nastavenı´ jejich parame-
tru˚ na u´cˇinnost kvalifikace sı´t’ove´ho provozu. Dalsˇı´mi experimenty pak bylo provedeno
srovna´nı´ u´cˇinnosti klasifikace sı´t’ove´ho provozu a cˇasu ucˇenı´ a testova´nı´ jednotlivy´ch
shlukovacı´ch algoritmu˚. Vsˇemi testy jsme se snazˇili o urcˇenı´ algoritmu vhodne´ho pro
pouzˇitı´ v syste´mech pro detekci pru˚niku (IDS), cozˇ jsou syste´my umozˇnˇujı´cı´ detekovat
pokusy o sı´t’ove´ u´toky a pru˚niky podniknute´ z vneˇjsˇı´ch i z internı´ch sı´tı´ a reagovat na
neˇ prˇedem definovany´m zpu˚sobem. Algoritmy, pouzˇite´ prˇi testova´nı´, byly Farthest first
traversial, K-means a COBWEB/CLASSIT. DBscan nebyl pro experimenty vhodny´, pro-
tozˇe vlivem pouzˇite´ databa´ze je nesrovnatelneˇ pomalejsˇı´ nezˇ drˇı´ve uvedene´ algoritmy a
OPTICS nenı´ pro tento typ experimentu˚ vhodny´, protozˇe u jednotlivy´ch objektu˚ neurcˇı´
konkre´tnı´ prˇı´slusˇnost ke shluku, ale pouze vypocˇte dveˇ hodnoty, na jejichzˇ za´kladeˇ o
prˇı´slusˇnosti ke shluku rozhodne jiny´ shlukovacı´ algoritmus.
6.1 Popis dat
Experimenty jsmeprovedli na skupineˇ dat obsahujı´cı´ peˇt dvojic souboru˚: soubor proucˇenı´
(5 092 vektoru˚ o 42 atributech) a soubor pro testova´nı´ (6 890 vektoru˚ o 42 atributech).
Kazˇda´ dvojice prˇedstavuje data ucˇenı´ a testova´nı´ pro jeden typ z peˇti trˇı´d sı´t’ovy´ch u´toku˚.
Jednotlive´ vektory popisujı´cı´ sı´t’ovy´ provoz jsou popsa´ny 41 atributy (v rozsahu 0 - 1,
tedy nenı´ nutne´ prove´st normalizaci). Prˇi ucˇenı´ byl pouzˇı´va´n jesˇteˇ 42. atribut, urcˇujı´cı´ o
jaky´ sı´t’ovy´ provoz se jedna´. Prˇi testova´nı´ je existence tohoto 42. atributu zanedba´na a je
zjisˇt’ova´no s jakou prˇesnostı´ je klasifikova´n dany´ vektor popisujı´cı´ sı´t’ovy´ provoz.
Experimenty probı´haly podle na´sledujı´cı´ho sce´na´rˇe:
• byly pouzˇity jednotlive´ algoritmy pro vytvorˇenı´ shluku˚ za pouzˇitı´ vsˇech vektoru˚ (o
plne´m rozsahu atribu˚ - 42) v souboru pro ucˇenı´,
• na´sledneˇ bylo urcˇeno, ktere´ shluky popisujı´ obycˇejny´ sı´t’ovy´ provoz, a ktere´ prˇed-
stavujı´ sı´t’ovy´ u´tok,
• pouzˇitı´m jednotlivy´ch naucˇeny´ch algoritmu˚ byly klasifikova´ny vektory z prˇı´slusˇ-
ne´ho souboru pro testova´nı´ a bylo vyhodnoceno procento u´speˇsˇnosti (prˇi testova´nı´
bylo vyuzˇito pouze prvnı´ch 41 atributu˚ jednotlivy´ch vektoru˚).
6.2 Experimenty s algoritmem Farthest first traversial
Prˇi experimentech s algoritmem Farthest first traversial jsme se snazˇili odhalit vliv pocˇtu
generovany´ch shluku˚ na u´speˇsˇnost klasifikace sı´t’ove´ho provozu a na cˇasy ucˇenı´ a testo-
va´nı´. Tabulky 4, 5 a 6 uva´dı´ jednotlive´ nameˇrˇene´ vy´sledky. Z nich je mozˇno odvodit, zˇe
cˇas tre´nova´nı´ a testova´nı´ roste s pocˇtem generovany´ch shluku˚ u vsˇech pouzˇity´ch meˇr. Z
nameˇrˇeny´ch vy´sledku˚ nelze prˇesneˇ urcˇit, prˇi pouzˇitı´ ktere´ mı´ry bude algoritmus Farthest
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first traversial nejrychlejsˇı´. U tohoto algoritmu se dı´ky jeho jednoduchosti vliv pouzˇite´
mı´ry neprojevı´. Dva nejlepsˇı´ vy´sledky (prˇi pouzˇitı´ ru˚zny´ch meˇr) dosazˇene´ prˇi pouzˇitı´
algoritmu Farthest first traversial na detekova´nı´ trˇı´dy u´toku Normal jsou zvy´razneˇny v
tabulka´ch 4, 5 a 6.
Pocˇet generovany´ch shluku˚ Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
10 2,99 5,4 74,82
20 6,89 6,71 74,73
30 8,42 14,08 81,86
40 12,72 22,18 77,9
50 15,21 26,69 77,29
100 25,24 39,91 82,03
Tabulka 4: Vy´sledky algoritmu FFT prˇi pouzˇitı´ Kosinovy mı´ry pro urcˇenı´ trˇı´dy u´toku
Normal
Pocˇet generovany´ch shluku˚ Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
10 3 4,04 71,96
20 5,96 8 72,82
30 8,75 12,19 80,89
40 11,95 16,45 76,75
50 14,49 19,96 81,1
100 27,62 37,9 84,92
Tabulka 5: Vy´sledky algoritmu FFT prˇi pouzˇitı´ Euklidovy mı´ry pro urcˇenı´ trˇı´dy u´toku
Normal
Pocˇet generovany´ch shluku˚ Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
10 3,45 4,1 74,76
20 6,52 9,1 74,86
30 9,44 13,13 73,9
40 12,1 16,79 79,77
50 14,92 20,37 75,38
100 28,35 38,87 85,09
Tabulka 6: Vy´sledky algoritmu FFT prˇi pouzˇitı´ Manhattenske´ mı´ry pro urcˇenı´ trˇı´dy u´toku
Normal
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6.3 Experimenty s algoritmem K-means
Prˇi experimentech s algoritmem K-means jsme se snazˇili stejneˇ jako u algoritmu Farthest
first traversial, odhalit vliv pocˇtu generovany´ch shluku˚ na u´speˇsˇnost klasifikace sı´t’ove´ho
provozu a na cˇasy ucˇenı´ a testova´nı´. Tabulky 7, 8 a 9 uva´dı´ jednotlive´ nameˇrˇene´ vy´sledky.
Z nich je mozˇno odvodit, zˇe cˇas tre´nova´nı´ a testova´nı´ roste s pocˇtem generovany´ch
shluku˚ u vsˇech pouzˇity´ch meˇr. Z nameˇrˇeny´ch vy´sledku˚ lze odvodit, zˇe pouzˇitı´ Kosinovy
mı´ry vy´razneˇ urychlı´ cˇasy ucˇenı´ i testova´nı´. Dva nejlepsˇı´ vy´sledky (prˇi pouzˇitı´ ru˚zny´ch
meˇr) dosazˇene´ prˇi pouzˇitı´ algoritmu K-means na detekova´nı´ trˇı´dy u´toku Normal jsou
zvy´razneˇny v tabulka´ch 7, 8 a 9.
Pocˇet generovany´ch shluku˚ Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
10 48,17 4,71 74,08
20 63,13 12,22 79,27
30 167,41 14,6 86,53
40 217,64 19,77 90,75
50 315,78 19,88 86,69
100 794,6 32,72 98,64
Tabulka 7: Vy´sledky algoritmuK-means prˇi pouzˇitı´ Kosinovymı´ry pro urcˇenı´ trˇı´dy u´toku
Normal
Pocˇet generovany´ch shluku˚ Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
10 48,97 6,91 74,24
20 104,52 15,33 81,42
30 240,41 22,56 93,41
40 351 19,98 84,16
50 395,82 29,73 98,16
100 816,44 38,35 97,88
Tabulka 8: Vy´sledky algoritmu K-means prˇi pouzˇitı´ Euklidovy mı´ry pro urcˇenı´ trˇı´dy
u´toku Normal
Pocˇet generovany´ch shluku˚ Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
10 48,28 5,64 79,19
20 125,6 12,47 82,19
30 237,76 12,77 82,83
40 489,43 18,27 84,8
50 547,88 21,57 97,65
100 1250,44 48,94 96,46
Tabulka 9: Vy´sledky algoritmu K-means prˇi pouzˇitı´ Manhattenske´ mı´ry pro urcˇenı´ trˇı´dy
u´toku Normal
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6.4 Experimenty s algoritmem COBWEB/CLASSIT
Prˇi experimentech s algoritmem COBWEB/CLASSIT jsme se snazˇili odhalit za´vislost
parametru˚ Acuity a Cutoff na generovanou hierarchii shluku˚ a jak tyto parametry ovlivnı´
u´speˇsˇnost klasifikace sı´t’ove´ho provozu a cˇasy ucˇenı´ a testova´nı´.
Tabulka 10 uva´dı´ vy´sledky experimentu˚ s parametremAcuity prˇi konstantnı´ hodnoteˇ
parametru Cutoff, ktery´ je roven hodnoteˇ 0,1 a pouzˇite´ kategorizacˇnı´ utiliteˇ pro atributy
s norma´lnı´m rozdeˇlenı´m. U testovany´ch dat byla meˇneˇna hodnota parametru Acuity
v intervalu 0,01 - 0,225 a kazˇdy´ v kazˇde´m kroku byl tento parametr posunut o 0,025.
Z nameˇrˇeny´ch vy´sledku˚ je zrˇejme´, zˇe hierarchie shluku˚ je znacˇneˇ ovlivneˇna hodnotou
parametru Acuity. Jen mala´ zmeˇna tohoto parametru zpu˚sobı´ velkou zmeˇnu hierarchie.
S rostoucı´ hodnotou tohoto parametru klesa´ pocˇet uzlu˚ hierarchie. Vy´sˇka hierarchie (v
tabulce sloupec V.H.) je hodnotou parametru Acuity ovlivneˇna (to je da´no vlivem na
pocˇet uzlu˚ hierarchie), za´vislost vsˇak nenı´ jednoznacˇna´. V jake´m intervalu nastavovat
tuto hodnotu nelze urcˇit univerza´lneˇ, protozˇe je za´visla´ na pouzˇity´ch datech. Na cˇase
ucˇenı´ se zmeˇna tohoto parametru moc neprojevila. O cˇase testova´nı´ lze rˇı´ci, zˇe cˇı´m je
hodnota parametru Aucity veˇtsˇı´ (a tı´m pocˇet uzlu˚ hierarchie mensˇı´), tı´m je cˇas testova´nı´
kratsˇı´. Pro na´sˇ za´meˇr klasifikace sı´t’ove´ho provozu nelze prˇesneˇ urcˇit, jaka´ hodnota by
se meˇla pouzˇı´t. Prˇı´lisˇ male´ i prˇı´lisˇ velke´ hodnoty tohoto parametru vykazujı´ nı´zkou
procentua´lnı´ u´speˇsˇnost.
Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%] Acuity V. H. Pocˇet shluku˚
248,04 6,44 68,42 0,225 7 37
263,5 9,05 80,42 0,2 11 221
354,87 9,67 80,64 0,175 9 206
313,07 11,22 79,03 0,15 10 307
374,59 11,39 82,42 0,125 10 408
326,89 11,73 76,66 0,1 12 528
329,06 13,76 54,98 0,075 11 672
390,43 17,22 73,56 0,05 12 938
352,86 18,83 74,7 0,025 13 1605
278,14 16,13 46,95 0,01 12 2379
Tabulka 10: Vy´sledky algoritmu COBWEB/CLASSIT prˇi pouzˇitı´ kategorizacˇnı´ utility
pro atributy s norma´lnı´m rozdeˇlenı´m, v za´vislosti na hodnoteˇ parametru Acuity, prˇi
konstantnı´ hodnoteˇ parametru Cutoff 0,1, pro urcˇenı´ trˇı´dy u´toku Normal
Tabulka 11 uva´dı´ vy´sledky experimentu˚ s parametrem Cutoff prˇi konstantnı´ hodnoteˇ
parametru Acuity, ktery´ je roven hodnoteˇ 0,1 a pouzˇite´ kategorizacˇnı´ utiliteˇ pro atributy
s norma´lnı´m rozdeˇlenı´m. Z nameˇrˇeny´ch vy´sledku˚ je zrˇejme´, zˇe hierarchie shluku˚ nenı´
ovlivneˇna hodnotou parametru Cutoff tolik, jako zmeˇnou hodnoty parametru Acuity.
To je patrne´ uzˇ jen z intervalu, v jake´m byl nastavova´n parametr Cutoff, a zˇe zmeˇna v
hierarchii uzlu˚ nebyla zdaleka takova´, jako prˇi u´praveˇ parametruAcuity. Parametr Cutoff
byl upravova´n v rozsahu 0,1 - 1. S rostoucı´ hodnotou tohoto parametru klesa´ pocˇet uzlu˚
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hierarchie. Vy´sˇka hierarchie (v tabulce V.H.) nebyla hodnotou parametru Cutoff te´meˇrˇ
ovlivneˇna. V jake´m intervalu nastavovat tuto hodnotu nelze urcˇit univerza´lneˇ, protozˇe je
za´visla´ na pouzˇity´ch datech a hodnoteˇ parametru Cutoff. Na cˇase ucˇenı´ se zmeˇna tohoto
parametru moc neprojevila. O cˇase testova´nı´ lze rˇı´ci, zˇe cˇı´m je hodnota Cutoff veˇtsˇı´ (a
tı´m pocˇet uzlu˚ hierarchie mensˇı´), tı´m je cˇas testova´nı´ kratsˇı´. Pro na´sˇ za´meˇr klasifikace
sı´t’ove´ho provozu nelze prˇesneˇ urcˇit. jaka´ hodnota by se meˇla pouzˇı´t. Cˇı´m nizˇsˇı´ nebo
vysˇsˇı´ hodnoty, tı´m nizˇsˇı´ byla procentua´lnı´ u´speˇsˇnost.
Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%] Cutoff V. H. Pocˇet shluku˚
326,89 11,73 76,66 0,1 12 528
318,83 11,5 78,19 0,2 12 500
317,75 10,14 75,89 0,3 12 434
306,95 11,39 78,62 0,4 11 401
374,47 9,89 79,07 0,5 12 430
301,52 9,26 79,84 0,6 12 359
308,14 9,51 79,33 0,7 12 346
302,84 9,15 78,53 0,8 12 330
313,55 9,45 79 0,9 12 319
306,09 8,74 75,75 1 11 305
Tabulka 11: Vy´sledky algoritmu COBWEB/CLASSIT prˇi pouzˇitı´ kategorizacˇnı´ utility pro
atributy s norma´lnı´m rozdeˇlenı´m, v za´vislosti na hodnoteˇ parametruCutoff prˇi konstantnı´
hodnoteˇ parametru Acuity (0,1) pro urcˇenı´ trˇı´dy u´toku Normal
Pro porovna´nı´ jednotlivy´ch kategorizacˇnı´ch utilit pro nasˇe experimenty jsme provedli
neˇkolik testu˚ s algoritmem COBWEB/CLASSIT s kategorizacˇnı´ utilitou urcˇenou pro atri-
buty majı´cı´ Katzova rozdeˇlenı´. Vy´sledky toho experimentu jsou uvedeny v tabulce 12.
Z nameˇrˇeny´ch vy´sledku˚ je hned patrne´, zˇe hodnoty nastavovany´ch parametru˚ Acuity a
Cutoff, pouzˇite´ pro nastavenı´ algoritmu pouzˇı´vajı´cı´ho kategorizacˇnı´ utilitu pro norma´lnı´
rozdeˇlenı´ atributu˚, nebyly proKatzovo rozdeˇlenı´ vhodne´. Proto byla experimenta´lneˇ zvo-
lena hodnota Cutoff 0,01 a hodnota parametru Acuity se meˇnila v rozmezı´ 0,9 - 1,05 o
0,05. Jak je z tabulky 12 patrne´, meˇla tato zmeˇna parametru Acuitymnohemmensˇı´ vliv na
generovanou hierarchii. Pocˇet generovany´ch shluku˚ v hierarchii je prˇi pouzˇitı´ te´to kate-
gorizacˇnı´ utility (v porovna´nı´ s kategorizacˇnı´ utilitou pro atributy norma´lnı´ho rozdeˇlenı´)
velice maly´. Opeˇt ale mu˚zˇeme rˇı´ci, zˇe s rostoucı´ hodnotou tohoto parametru roste pocˇet
shluku˚ v hierarchii i vy´sˇka te´to hierarchie. V porovna´nı´ s experimentem s kategorizacˇnı´
utilitou pro norma´lnı´ rozdeˇlenı´ bylo prˇi tomto experimentu dosazˇeno mnohem kratsˇı´ho
cˇasu ucˇenı´ i testova´nı´. Nelze ale s jistotou rˇı´ci, zda je to na´sledkem pouzˇite´ kategorizacˇnı´
utility nebo tı´m, zˇe prˇi tomto experimentu byly generova´ny mnohem mensˇı´ hierarchie
shluku˚. Pro srovna´nı´ u´speˇsˇnosti dosazˇene´ prˇi pouzˇitı´ te´to kategorizacˇnı´ utility lze rˇı´ci, zˇe
dosazˇene´ vy´sledky byly mnohem horsˇı´ nezˇ v prˇı´padeˇ pouzˇitı´ kategorizacˇnı´ utility pro
atributy norma´lnı´ho rozdeˇlenı´.
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Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%] Acuity V. H. Pocˇet shluku˚
115,55 3,48 51,47 0,9 5 12
166,1 6,84 79,35 0,95 5 16
72,18 5,05 79,68 1 6 23
60,63 5,6 73,45 1,05 7 31
Tabulka 12: Vy´sledky algoritmu COBWEB/CLASSIT prˇi pouzˇı´tı´ kategorizacˇnı´ utility pro
atributy s Katzovy´m rozdeˇlenı´m, v za´vislosti na hodnoteˇ parametruAcuity prˇi konstantnı´
hodnoteˇ parametru Cutoff (0,01) pro urcˇenı´ trˇı´dy u´toku Normal
6.5 Srovna´nı´ vy´sledku˚ experimentu˚
Tabulky 13, 14 a 15 zobrazujı´ vy´sledky testu˚ pouzˇitı´ jednotlivy´ch algoritmu˚ na klasifikaci
jednotlivy´ch trˇı´d u´toku˚. Jednotlive´ experimenty probeˇhly s algoritmy, jejichzˇ parametry
byly experimenta´lneˇ stanoveny tak, aby se dosa´hlo co nejlepsˇı´ch vy´sledku˚ u´speˇsˇnosti
klasifikace sı´t’ove´ho provozu. Z nameˇrˇeny´ch vy´sledku˚ je patrne´, zˇe veˇtsˇina nejlepsˇı´ch
vy´sledku˚ byla zı´ska´na algoritmem K-means, ktery´ take´ vykazoval nejmensˇı´ vy´kyvy v
u´speˇsˇnosti klasifikace, avsˇak cˇasy ucˇenı´ tohoto algoritmu byly nejhorsˇı´. Nejveˇtsˇı´ vy´kyvy
vykazoval nejrychlejsˇı´ algoritmus Farthest first traversial. Algoritmus COBWEB/CLAS-
SIT umozˇnˇoval nejrychlejsˇı´ testova´nı´.
Trˇı´da u´toku Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
Normal 27,62 37,9 84,92
Probe 41,38 41,7 98,77
Dos 34,08 46,53 82,64
U2R 29,55 39,98 95,04
R2L 42,2 39,96 99,27
Tabulka 13: Vy´sledky algoritmu FFT, pro jednotlive´ trˇı´dy u´toku˚
Trˇı´da u´toku Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
Normal 807,17 32,69 98,64
Probe 464,42 30,21 97,34
Dos 646,18 34,2 98,84
U2R 793,92 36,91 96,75
R2L 1068,81 31,93 99,52
Tabulka 14: Vy´sledky algoritmu K-means, pro jednotlive´ trˇı´dy u´toku˚
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Trˇı´da u´toku Cˇas ucˇenı´[s] Cˇas testova´nı´[s] U´speˇsˇnost[%]
Normal 334,72 15,39 83,73
Probe 406,89 10,72 97,79
Dos 310,07 10,23 83,12
U2R 315,33 10,37 93,58
R2l 266,78 8,9 97,92
Tabulka 15: Vy´sledky algoritmu COBWEB/CLASSIT, pro jednotlive´ trˇı´dy u´toku˚
Pro srovna´nı´ vy´sledku˚ zı´skany´ch z experimentu˚ prˇi te´to pra´ci, uva´dı´me vy´sledky
experimentu˚ se stejny´mi daty za pouzˇitı´ jiny´ch algoritmu˚ (prˇevzato z [23]). Vy´sledky
byly zı´ska´ny pouzˇitı´m Bayesovske´ sı´teˇ (tabulka 16), klasifikacˇnı´ch a regresnı´ch stromu˚
(tabulka 17) a NMF (tabulka 18).
Trˇı´da u´toku˚ Cˇas testova´nı´[s] U´speˇsˇnost[%]
Normal 19,02 99,57
Probe 21,04 99,43
DOS 23,02 99,69
U2R 15,23 64,00
R2L 12,11 99,11
Tabulka 16: Vy´sledky prˇi pouzˇı´tı´ Bayesovske´ sı´teˇ.[23]
Trˇı´da u´toku Cˇas testova´nı´[s] U´speˇsˇnost[%]
Normal 0,18 99,64
Probe 0,03 97,85
DOS 0,05 99,47
U2R 0,02 48,00
R2L 0,03 90,58
Tabulka 17: Vy´sledky prˇi pouzˇı´tı´ klasifikacˇnı´ch a regresnı´ch stromu˚ [23]
Trˇı´da u´toku Cˇas testova´nı´[s] U´speˇsˇnost[%]
Normal 27,39 77,68
Probe 32,48 89,87
DOS 34,95 78,13
U2R 29,90 97,45
R2L 30,00 98,55
Tabulka 18: Vy´sledky prˇi pouzˇı´tı´ NMF [23]
V tabulce 19 jsou uvedeny cˇasy ucˇenı´ jednotlivy´ch algoritmu˚ implementovany´ch v
ra´mci te´to pra´ce pro jednotlive´ trˇı´dy u´toku˚. Cˇasy ucˇenı´ algoritmu˚ z cˇla´nku [23] (Baye-
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sovska´ sı´t’, klasifikacˇnı´ a regresnı´ stromy a NMF) nejsou uvedeny, protozˇe ani v tomto
cˇla´nku nebyly uvedeny. V tabulce 20 jsou uvedeny cˇasy testova´nı´ za pouzˇitı´ jednotlivy´ch
algoritmu˚ pro jednotlive´ trˇı´dy u´toku˚. Cˇas testova´nı´ za pouzˇitı´ algoritmu COBWEB/C-
LASSIT byl druhy´ nejrychlejsˇı´ a naopak cˇasy testova´nı´ s algoritmy FFT a K-means byly
nejpomalejsˇı´. V tabulce 21 jsou uvedeny u´speˇsˇnosti jednotlivy´ch algoritmu˚ pro jednotlive´
trˇı´dy u´toku˚. Pru˚meˇrna´ u´speˇsˇnost jednotlivy´ch algoritmu˚ je vy´razneˇ nejlepsˇı´ u algoritmu
K-means (98,218%). Pru˚meˇrna´ u´speˇsˇnost ostatnı´ch algoritmu˚ se pohybuje v rozmezı´ od
87,112% - 92,36%.
Trˇı´da u´toku FFT K-means COBWEB/CLASSIT
Normal 27,62 807,17 334,72
Probe 41,38 464,42 406,89
DOS 34,08 646,18 310,07
U2R 29,55 793,92 315,33
R2L 42,2 1068,81 266,78
Pru˚meˇr 34,966 756,1 326,758
Tabulka 19: Cˇasy ucˇenı´ (v sekunda´ch) jednotlivy´ch algoritmu˚ pro jednotlive´ trˇı´dy u´toku˚
Trˇı´da u´toku FFT K-means COBWEB/ Bayes. sı´t’ K. a r. stromy NMF
CLASSIT
Normal 37,9 32,69 15,39 19,02 0,18 27,39
Probe 41,7 30,21 10,72 21,04 0,03 32,48
DOS 46,53 34,2 10,23 23,02 0,05 34,95
U2R 39,98 36,91 10,37 15,23 0,02 29,9
R2L 39,96 31,93 8,9 12,11 0,03 30
Pru˚meˇr 41,214 33,188 11,122 18,084 0,062 30,944
Tabulka 20: Cˇasy testova´nı´ (v sekunda´ch) prˇi pouzˇitı´ jednotlivy´ch algoritmu˚pro jednotlive´
trˇı´dy u´toku˚
Trˇı´da u´toku FFT K-means COBWEB/ Bayes. sı´t’ K. a r. stromy NMF
CLASSIT
Normal 84,92 98,64 83,73 99,57 99,66 77,68
Probe 98,77 97,34 97,79 99,43 97,85 89,87
DOS 82,64 98,84 83,12 99,69 99,47 78,13
U2R 95,04 96,75 93,58 64 48 97,45
R2L 99,27 99,52 97,92 99,11 90,58 98,55
Pru˚meˇr 92,128 98,218 91,228 92,36 87,112 88,336
Tabulka 21: U´speˇsˇnost (v procentech) prˇi pouzˇitı´ jednotlivy´ch algoritmu˚ pro jednotlive´
trˇı´dy u´toku˚
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7 Za´veˇr
V te´to diplomove´ pra´ci jsme se zaby´vali shlukovacı´mi algoritmy, implementacı´ neˇkolika
z nich a jejich optimalizacı´ pro velky´ pocˇet objektu˚ velke´ dimenze. Beˇhem rˇesˇenı´ te´to
pra´ce se uka´zalo, zˇe ne vsˇechny vybrane´ algoritmy jsou vhodne´ pro pra´ci s velky´m po-
cˇtem objektu˚ velke´ dimenze. Jednı´m z nich je algoritmus K-means, ktery´ i prˇes upraveny´
vy´pocˇet mı´ry nepodobnosti (aby brala v u´vahu rˇı´dka´ data) mu˚zˇe v nejhorsˇı´m prˇı´padeˇ
po neˇkolika iteracı´ch pracovat s husty´mi vektory popisujı´cı´mi jednotlive´ shluky. Dalsˇı´m
vylepsˇenı´m bymohl by´t pouzˇitı´KD-stromu neboR-stromu pro ulozˇenı´ centroidu˚ a efek-
tivnı´ vyhleda´nı´ nejblizˇsˇı´ho sousednı´ objektu. Dalsˇı´m je algoritmus COBWEB/CLASSIT.
Podarˇilo se jej sice upravit, aby prˇi vy´pocˇtu kategorizacˇnı´ utility bral v u´vahu rˇı´dka´ data,
ale pra´veˇ u´prava pro rˇı´dka´ data zpu˚sobila nutnost nezbytne´ho osˇetrˇova´nı´ v prˇı´stupu k
pomocny´m struktura´m, ktere´ tento algoritmus zpomalilo. I prˇes toto zpomalenı´ je na´mi
optimalizovany´ algortimus COBWEB mnohem rychlejsˇı´ nezˇ pu˚vodnı´ implementace v
na´stroji Weka. Algoritmy DBscan a OPTICS jsou dı´ky pouzˇite´ databa´zi objektu˚ znacˇneˇ
zpomaleny, a tudı´zˇ zatı´m nejsou pro velky´ pocˇet objektu˚ velke´ dimenze pouzˇitelne´. V
prˇı´padeˇ naimplementova´nı´ databa´ze s pouzˇitı´m KD-stromu nebo R-stromu jsou tyto
algoritmy pro zpracova´nı´ velke´ho pocˇtu objektu˚ velke´ dimenze vhodne´ [7, 2]. Jediny´
algoritmus, v ra´mci pra´ce implementovany´, ktery´ je aktua´lneˇ schopny´ zpracovat velky´
pocˇet objektu˚ velke´ dimenze, je Farthest first traversial. Ostatnı´ algoritmy je mozˇne´ jesˇteˇ
zrychlit vyuzˇitı´m paralelizace, cˇi v prˇı´padeˇ algoritmu DBscan a OPTICS, v optimalizaci
databa´ze (pouzˇitı´m strukturyR-strom neboKD-strom), kterou tyto algoritmy pouzˇı´vajı´.
Na nutnost optimalizace databa´ze jsme narazili beˇhemnasˇı´ pra´ce a i kdyzˇ jsmeKD-strom
naimplementovali bylo jizˇ nad ra´mec te´to pra´ce jej zacˇlenit do jednotlivy´ch algoritmu˚.
Proto jsme prˇi experimentech pouzˇivali algoritmy K-means, Farthest first traversial a
COBWEB. Pro pouzˇitı´ v syste´mech IDS jsme z na´mi provedeny´ch experimentu˚ zjistili,
zˇe nejvhodneˇjsˇı´m algoritmem (algoritmem s nejveˇtsˇı´ uspeˇsˇnostı´ klasifikace provozu) je
algoritmus K-means s 98,212% u´speˇsˇnostı´ klasifikace sı´t’ove´ho provozu.
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A Uzˇivatelsky´ manua´l k programu pouzˇite´ho pro experimenty
Testovacı´ program jsme prˇipravili tak, aby prˇijı´mal volby prˇı´kazove´ho rˇa´dku na jejichzˇ
za´kladeˇ provede dany´ experiment. Volby prˇı´kazove´ho rˇa´dku jsou na´sledujı´cı´:
• -c - volba pro urcˇenı´ typu pouzˇite´ho shlukovacı´ho algoritmu, mozˇne´ volby jsou:
– cobweb - urcˇuje, zˇe bude pouzˇit algoritmus COBWEB/CLASSIT
– farthestFirst - urcˇuje, zˇe bude pouzˇit algoritmus Farthest first traversial
– sipleKmeans - urcˇuje, zˇe bude pouzˇit algoritmus K-means
– DBscan - urcˇuje, zˇe bude pouzˇit algoritmus DBscan
– optics - urcˇuje, zˇe bude pouzˇit algoritmus OPTICS
• -T - urcˇuje na´zev souboru s daty pouzˇity´mi pro ucˇenı´,
• -t - urcˇuje na´zev souboru s daty pouzˇity´mi pro testova´nı´„
• -r - urcˇuje, jaky´ parser bude pouzˇit pro nacˇı´ta´nı´ dat ze souboru, aktua´lnı´ mozˇnosti
jsou: 1, 2, 3 a 4, volba 4 je urcˇena pro data pouzˇita´ pri teˇchto experimentech, ostatnı´
volby byly pouzˇity beˇhem implementace pro testova´nı´ spra´vnosti implementace,
• -o - jestlizˇe je vybra´n algoritmus COBWEB/CLASSIT urcˇuje tato volba pouzˇitou
kategorizacˇnı´ utilitu a jejı´ mozˇne´ volby jsou:
– normalCU - vy´pocˇet kategorizacˇnı´ utility zalozˇeny´ na vzorci (4)
– katzCU - vy´pocˇet kategorizacˇnı´ utility zalozˇeny´ na vzorci (5)
jestlizˇe je vybra´n algoritmus Farthest first traversial nebo K-means urcˇuje tato volba
pouzˇitou mı´ru nepodobnosti dvou objektu˚ a jejı´ mozˇne´ volby jsou:
– euclidian - vy´pocˇet mı´ry nepodobnosti zalozˇeny´ na vzorci (7)
– manhattan - vy´pocˇet mı´ry nepodobnosti zalozˇeny´ na vzorci (9)
– cosine - vy´pocˇet mı´ry nepodobnosti zalozˇeny´ na vzorci (11)
• -a - toto volba je vyuzˇita pouze algoritmem COBWEB/CLASSIT a prˇedstavuje
hodnotu parametru Acuity,
• -u - toto volba je vyuzˇita pouze algoritmem COBWEB/CLASSIT a prˇedstavuje
hodnotu parametru Cutoff,
• -n - toto volba je vyuzˇita pouze algoritmyK-means a Farthest first traversial a urcˇuje
pocˇet shluku˚ ke generova´nı´,
• -i - toto volba je vyuzˇita pouze algoritmemK-means a prˇedstavuje maxima´lnı´ pocˇet
iteracı´ algoritmu,
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• -s - toto volba je vyuzˇita pouze algoritmem K-means a ovlivnˇuje pocˇa´tecˇnı´ pseudo-
na´hodne´ rozlozˇenı´ vektoru˚ charakterizujı´cı´ch jednotlive´ shluky,
• -e - toto volba je vyuzˇita pouze algoritmy DBscan a OPTICS a urcˇuje velikost -
sousedstvı´,
• -m - toto volba je vyuzˇita pouze algoritmy DBscan a OPTICS a urcˇuje minima´lnı´
pocˇet objektu˚ (vektoru˚) pro ustanovenı´ shluku,
• -d - tato volba urcˇuje atribut, na ktery´ nebude bra´n prˇi testova´nı´ ohled,
