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ABSTRACT
Magnetohydrodynamic (MHD) waves are ubiquitously observed in the solar atmosphere. Kink waves are
a type of transverse MHD waves in magnetic flux tubes that are damped due to resonant absorption. The
theoretical study of kink MHD waves in solar flux tubes is usually based on the simplification that the transverse
variation of density is confined to a nonuniform layer much thinner than the radius of the tube, i.e., the so-called
thin boundary approximation. Here, we develop a general analytic method to compute the dispersion relation
and the eigenfunctions of ideal MHD waves in pressureless flux tubes with transversely nonuniform layers of
arbitrary thickness. Results for kink waves are produced and are compared with fully numerical resistive MHD
eigenvalue computations in the limit of small resistivity. We find that the frequency and resonant damping
rate are the same in both ideal and resistive cases. The actual results for thick nonuniform layers deviate
from the behavior predicted in the thin boundary approximation and strongly depend on the shape of the
nonuniform layer. The eigenfunctions in ideal MHD are very different from those in resistive MHD. The
ideal eigenfunctions display a global character regardless of the thickness of the nonuniform layer, while the
resistive eigenfunctions are localized around the resonance and are indistinguishable from those of ordinary
resistive Alfve´n modes. Consequently, the spatial distribution of wave energy in the ideal and resistive cases is
dramatically different. This poses a fundamental theoretical problem with clear observational consequences.
Subject headings: Sun: oscillations — Sun: atmosphere — Sun: magnetic fields — waves — Magnetohydro-
dynamics (MHD)
1. INTRODUCTION
Transverse magnetohydrodynamic (MHD) waves are rou-
tinely observed in the solar atmosphere after the first detec-
tion of standing waves with TRACE (e.g., Nakariakov et al.
1999; Aschwanden et al. 1999) and of propagating waves
with Hinode/SOT and CoMP (e.g., De Pontieu et al. 2007;
Tomczyk et al. 2007). Kink waves are a specific type of al-
most incompressible transverse MHD waves in magnetic flux
tubes (see, e.g., Edwin & Roberts 1983; Goossens et al. 2009,
2012a), which are damped by resonant absorption due to nat-
urally occurring plasma inhomogeneity in the direction trans-
verse to the magnetic field (e.g., Goossens et al. 1992, 2002;
Ruderman & Roberts 2002; Pascoe et al. 2010; Terradas et al.
2010b; Soler et al. 2011b).
The theoretical study of kink MHD waves in solar flux
tubes using normal modes usually relies on two simplifica-
tions: (1) the thin tube (TT) approximation, that assumes that
the wavelength is much longer than the radius of the flux tube,
and (2) the thin boundary (TB) approximation, that confines
the transverse variation of density to a layer much thinner than
the radius of the tube. The combined use of these two ap-
proximations is called the TTTB approximation. This method
does not make a distinction between standing and propagating
waves. In the TTTB approximation, the period/wavelength is
unaffected by the thickness of the nonuniform layer, while
the temporal/spatial damping rate is linearly proportional to
the thickness of the layer (e,g., Ruderman & Roberts 2002;
Goossens et al. 2002; Terradas et al. 2010b). A numerical fac-
tor in the formula for the damping rate is the only remnant
of the specific form of the spatial variation of density in the
nonuniform layer. The use of the TT approximation is quite
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reasonable in view that the magnetic waveguides in the solar
atmosphere, e.g., coronal loops, chromospheric spicules, and
prominence threads, are usually very thin. For instance, the
geometrical properties of oscillating coronal loops reported
by Aschwanden et al. (2002) indicate that oscillating loops
are roughly two orders of magnitude longer than their radii.
Conversely, there is no observational justification for the use
of the TB approximation. The only justification for the use
of the TB approximation is that it is mathematically conve-
nient to obtain a simple analytic expression for the damp-
ing rate. Indeed, some studies suggest that coronal loops are
largely inhomogeneous in the transverse direction (see, e.g.,
Aschwanden et al. 2003), hence the TB approximation may
not be realistic.
The study of the normal modes in tubes with thick nonuni-
form layers requires, in general, the use of numerical com-
putations. The inclusion of dissipation as, e.g., magnetic
resistivity, is needed for the numerical schemes to properly
treat the behavior of the wave perturbations across the Alfve´n
resonance. The effect of thick nonuniform layers was first
investigated by Van Doorsselaere et al. (2004), who aban-
doned the analytic TTTB approximation and obtained the pe-
riod and damping rate of standing kink waves by means of
fully numerical eigenvalue computations in resistive MHD.
Later, Arregui et al. (2005) performed a similar study but in-
cluding longitudinal density stratification. Resistive eigen-
value computations have been subsequently used in various
studies (e.g., Terradas et al. 2006a; Arregui et al. 2008, 2011;
Soler et al. 2009b,a, among others). Van Doorsselaere et al.
(2004) concluded that the error due to the TTTB approxi-
mation when used beyond the limit of thin layers is 25% at
most. Since 25% is a relatively small error, the results of
Van Doorsselaere et al. (2004) support the generalization of
2the TTTB approximation beyond its theoretical range of ap-
plicability. This gave rise to analytic seismological inversion
schemes for kink waves that make extensive use of this ap-
proximation (Goossens et al. 2008, 2012b) and are much sim-
pler than fully numerical inversions (Arregui et al. 2007).
In the present paper, we revisit the theoretical investiga-
tion of transverse waves in flux tubes with thick nonuniform
layers. Our reasons for tackling this task are the following.
(1) We aim to find an alternative method to obtain the ideal
MHD modes in tubes with thick layers, which does not in-
volve the numerical solution of resistive eigenvalues. This
would remove the necessity of using resistive MHD compu-
tations. Also, the comparison of the results obtained in ideal
MHD with those in resistive MHD would allow us to isolate
possible effects introduced by resistivity. (2) We will inves-
tigate the kink wave eigenfunctions and energy distribution
in tubes with thick layers. Van Doorsselaere et al. (2004) fo-
cused on studying the period and damping rate and did not
investigate the eigenfunctions. The form of the eigenfunc-
tions is important for the spatial distribution of wave energy
(Goossens et al. 2013). (3) It is likely that the form of the
spatial variation of density plays a role when the nonuni-
form layer is thick so that most part of the tube is nonuni-
form. However, seismological inversion schemes based on
the TTTB approximation (Goossens et al. 2008, 2012b) use
an ad hoc variation of density in the nonuniform layer and
ignore the influence of other density profiles. The effect of
the specific transverse density variation on the accuracy of
the TTTB approximation has not been determined, so that the
impact of the shape of the transitional layer on seismological
inversions is unknown.
To achieve the three objectives given above, we develop a
general analytic method to compute the dispersion relation
and the eigenfunctions of ideal MHD waves in pressureless
flux tubes with transversely nonuniform layers of arbitrary
thickness. The analytic process uses the Method of Frobe-
nius to express the solution for the total pressure perturba-
tion in the nonuniform layer as a combination of a singular
and a regular series around the Alfve´n resonance position.
The analytic treatment is inspired by the work of Hollweg
(1990b) on the absorption of MHD waves launched towards
a thick Cartesian interface between two plasmas (see also
Zhu & Kivelson 1988; Hollweg 1990a; Wright & Thompson
1994). The technique allows to consider any variation of den-
sity in the nonuniform layer. We investigate kink waves as an
application of the method.
In this article, we are concerned with objectives (1) and (2).
We present the mathematical method and compare the results
in ideal MHD with those in resistive MHD. We investigate the
impact of thick transitional layers on the frequency, damping
rate, eigenfunctions, and energy distribution of kink waves.
Objective (3) will be addressed in a forthcoming second part
of this work, where we will study the effect of the shape of the
transitional layer on the accuracy of the TTTB approximation
and will explore the implications of the results for seismolog-
ical inversions.
This article is organized as follows. Section 2 contains
the description of the equilibrium configuration and the ba-
sic equations. The mathematical method is presented and ex-
plained in Section 3. Approximate results for thin nonuni-
form layers are obtained in Section 4. Later, general results
for thick nonuniform layers are given in Section 5. The effect
of the transverse density profile is investigated in Section 6.
Finally, we discuss in Section 7 the theoretical and observa-
tional implications of the results.
2. MODEL AND BASIC EQUATIONS
The equilibrium configuration is made of a straight mag-
netic cylinder of radius R embedded in a uniform and infinite
plasma. We use cylindrical coordinates, namely r, ϕ, and z
for the radial, azimuthal, and longitudinal coordinates, respec-
tively. The magnetic field is straight and constant and along
the axis of the cylinder, namely B = B1z. We adopt the β = 0
approximation, where β refers to the ratio of the gas pressure
to the magnetic pressure. This is an appropriate approxima-
tion to describe transverse MHD waves in the solar corona.
In the β = 0 approximation we can freely choose the den-
sity profile in the equilibrium state. Hence, the density, ρ, is
chosen uniform in the azimuthal and longitudinal directions
and nonuniform in the radial direction, namely ρ = ρ(r). We
consider the following profile,
ρ(r) =

ρi, if r ≤ R − l/2,
ρtr(r), if R − l/2 < r < R + l/2,
ρe, if r ≥ R + l/2,
(1)
where ρi and ρe are internal and external constant densities
and ρtr(r) represents a density profile that continuously con-
nects the internal plasma to the external plasma by a nonuni-
form transitional layer of arbitrary thickness, l. We make no
assumption concerning the thickness of the transitional layer.
The limit l/R = 0 corresponds to an abrupt jump in density,
while the case l/R = 2 corresponds to a tube fully inhomoge-
neous in the radial direction. We set ρi > ρe corresponding to
an overdense tube with respect to the external plasma. At the
present stage we do not specify the form of ρtr(r).
The equilibrium magnetic flux tube described above acts as
a waveguide for MHD waves. We study linear ideal MHD
waves superimposed on the equilibrium state. We consider no
equilibrium flows. We linearize the ideal MHD equations for
a pressureless static plasma and the resulting equations are
ρ(r)∂
2ξ
∂t2
=
1
µ
(∇ × b) × B, (2)
b=∇ × (ξ × B) , (3)
where ξ = (ξr, ξϕ, ξz) is the plasma Lagrangian displacement,
b = (br, bϕ, bz) is the magnetic field perturbation, and µ is the
magnetic permittivity.
In the present investigation we study normal modes. The
temporal dependence of perturbations is put proportional to
exp(−iωt), with ω the frequency. In the stationary state of lin-
ear wave propagation any wavepacket can be decomposed as a
sum of normal modes with different frequencies. In addition,
since the equilibrium is uniform in both ϕ- and z-directions,
we can restrict ourselves to study the individual Fourier com-
ponents of the perturbations along these directions. Hence the
perturbations are put proportional to exp(imϕ+ ikzz), where m
and kz and the azimuthal and longitudinal wavenumbers, re-
spectively. Only integer values of m are possible. Kink waves
are characterized by m = ±1. From here on, we only retain
the dependence of the perturbations on the radial coordinate.
Equations (2) and (3) can be combined to obtain a differ-
ential equation for the total pressure Eulerian perturbation,
P′ = B · b/µ, as
∂2P′
∂r2
+
1r −
d
dr
(
ρ(r)
(
ω2 − k2z v2A(r)
))
ρ(r)
(
ω2 − k2z v2A(r)
)
 ∂P
′
∂r
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+

ρ(r)
(
ω2 − k2z v2A(r)
)
B2/µ
−
m2
r2
 P′ = 0, (4)
where v2A(r) = B2/µρ(r) is the square of the local Alfve´n
velocity. The radial and azimuthal components of the La-
grangian displacement, ξr and ξϕ, are related to P′ as
ξr =
1
ρ(r)
(
ω2 − k2z v2A(r)
) ∂P′
∂r
, (5)
ξϕ =
1
ρ(r)
(
ω2 − k2z v2A(r)
) im
r
P′. (6)
The longitudinal component of the Lagrangian displacement
is ξz = 0 because there are no motions along the magnetic
field in the β = 0 approximation.
Note in Equation (4) the presence of the term with the radial
derivative of ρ(r)
(
ω2 − k2z v2A(r)
)
. This term is zero when the
density, ρ, is uniform. Conversely, when ρ is nonuniform, this
term causes Equation (4) to be singular at the specific position
in the equilibrium, r = rA, where the resonant condition ω2 =
k2z v2A(rA) is satisfied, with rA denoting the Alfve´n resonance
position. This causes the damping of the MHD waves with
m , 0.
We recall that this work is based on normal modes. It
is expected that the normal modes determine the behavior
of the flux tube oscillations after a transitory phase follow-
ing the initial excitation (see the numerical simulations by,
e.g., Terradas et al. 2006b). The resonant damping of nor-
mal modes follows an exponential law (e.g., Goossens et al.
2002; Ruderman & Roberts 2002; Terradas et al. 2010b). Re-
cently, it has been shown in time-dependent numerical sim-
ulations that the normal mode exponential damping is pre-
ceded, in the first stages of the oscillation, by a Gaussian-like
damping phase (Pascoe et al. 2012, 2013; Hood et al. 2013;
Ruderman & Terradas 2013). The results discussed in this pa-
per apply to the oscillation and damping regimes described by
normal modes.
3. MATHEMATICAL METHOD
3.1. Solution in the uniform regions
In the regions with constant density Equation (4) becomes
d2P′
dr2
+
1
r
dP′
dr +
ω
2 − k2z v2A
v2A
−
m2
r2
 P′ = 0, (7)
where now v2A is constant. Equation (7) is the Bessel Equa-
tion. We look for solutions to Equation (7) in the internal and
external plasmas. We use the subscripts ‘i’ and ‘e’ to denote
quantities related to the internal and external plasmas, respec-
tively.
In the internal plasma, i.e., r ≤ R − l/2, we require that P′
be regular at r = 0. Thus,
P′i = AiJm
(k⊥,ir) , (8)
where Ai is a constant, Jm is the Bessel function of the first
kind of order m, and
k2⊥,i =
ω2 − k2z v2A,i
v2A,i
. (9)
We move to the external plasma, i.e., r ≥ R+ l/2. The require-
ment that the MHD wave is trapped in the flux tube means
that P′ must vanish at r → ∞. Hence, we discard leaky waves
from the present investigation (see, e.g., Cally 1986, 2003).
The solution to Equation (7) for r ≥ R + l/2 is
P′e = AeKm
(k⊥,er) , (10)
where again Ae is a constant, Km is the modified Bessel func-
tion of the first kind of order m, and
k2⊥,e = −
ω2 − k2z v2A,e
v2A,e
. (11)
3.2. Solution in the nonuniform layer
Here we connect the solution in the internal plasma (Equa-
tion (8)) to the solution in the external medium (Equa-
tion (10)) by solving Equation (4) in the nonuniform tran-
sitional layer. We use the subscript ‘tr’ to denote quanti-
ties related to the transitional layer. The position of the
Alfve´n resonance, rA, is a regular singular point. We
take advantage of this fact and use the Method of Frobe-
nius to obtain the solution to Equation (4) as an infi-
nite power series expansion around the resonance posi-
tion (see, e.g., Zhu & Kivelson 1988; Hollweg 1990b,a;
Wright & Thompson 1994; Cally & Andries 2010). We as-
sume that there is only one resonance position. The method is
outlined in the following paragraphs.
We perform the change of variable
ζ ≡ r − rA. (12)
In this new radial coordinate, the boundaries of the transi-
tional layer are at the positions ζi and ζe, namely
ζi =R −
l
2
− rA, (13)
ζe =R +
l
2
− rA. (14)
We rewrite Equation (4) as
ζ2h(ζ)∂
2P′
∂ζ2
+ ζp(ζ)∂P
′
∂ζ
+ q(ζ)P′ = 0, (15)
where the functions h(ζ), p(ζ), and q(ζ) are defined as
h(ζ)= (ζ + rA)2 f (ζ), (16)
p(ζ)= ζ (ζ + rA)
[
f (ζ) − (ζ + rA) ∂ f (ζ)
∂ζ
]
, (17)
q(ζ)= ζ2
[
µ
B2
(ζ + rA)2 f 2(ζ) − m2 f (ζ)
]
, (18)
with
f (ζ) = ρ(ζ)
(
ω2 − k2z v2A(ζ)
)
= ω2ρ(ζ) − k2z
B2
µ
. (19)
We assume that the density profile is an analytic function at
the resonance position. Hence we perform a Taylor series of
ρ(ζ) around ζ = 0 as
ρ(ζ) =
∞∑
k=0
ρkζ
k, (20)
with ρ0 = ρ(ζ = 0) = ρ(r = rA) and
ρk =
1
k!
dkρ(ζ)
dζk
∣∣∣∣∣∣
ζ=0
=
1
k!
dkρ(r)
drk
∣∣∣∣∣∣
r=rA
, for k ≥ 1. (21)
4Note that we do not specify the form of the density profile,
ρ(r). We recall that the only requirements are, first, that the
density profile is an analytic function at r = rA and, second,
that there is only one resonance position. The analysis below
is valid for any density profile satisfying these two conditions.
We express the solution to Equation (15) in the form of se-
ries expansion around the regular singular point ζ = 0, namely
P′tr(ζ) = ζ s
∞∑
k=0
akζ
k (22)
where s is the index of the expansion and ak are coefficients
to be determined. The value of the coefficients ak depend on
the specific density profile considered. We substitute Equa-
tion (22) in Equation (15). The relation determining the val-
ues of the index s is obtained from the coefficient of the lowest
power of ζ in the resulting infinite series. This leads to the in-
dicial equation s (s − 2) = 0, with roots s1 = 2 and s2 = 0
(see also Goossens et al. 1992). Then, the general solution
to Equation (15) is the sum of two linearly independent so-
lutions, namely a regular series, P′1(ζ), and a singular series,
P′2(ζ). The expressions of this two linearly independent solu-
tions are
P′1(ζ)= ζ2
∞∑
k=0
akζ
k, (23)
P′2(ζ)=
∞∑
k=0
skζ
k + CP′1(ζ) ln ζ, (24)
where C is the coupling constant and ak and sk are series co-
efficients. The general solution to Equation (15) is then
P′tr(ζ) = A0P′1(ζ) + S 0P′2(ζ), (25)
where A0 and S 0 are constants. Since the general solution
to a 2nd order ordinary differential equation contains two un-
determined coefficients, we adopt a0 = s0 = 1 with no loss
of generality. The expressions of the remaining coefficients
ak and sk and that of the coupling constant C are obtained
after substituting Equation (25) in Equation (15). The coeffi-
cients ak and sk depend on the choice of the density profile,
but the coupling constant is independent of the density profile,
namely
C =
m2
2r2A
. (26)
When m = 0, C = 0 and the singular series, P′2(ζ), becomes a
regular series due to the absence of the logarithmic term. As a
consequence, no resonance takes place when m = 0. General
expressions of the coefficients ak and sk and their recurrence
relations are given in the Appendix.
Finally, the expressions of ξr and ξϕ in the transitional layer
are straightforwardly obtained by substituting Equation (25)
in Equations (5) and (6), respectively.
3.3. Dispersion relation
The dispersion relation is obtained by imposing the conti-
nuity of P′ and ξr at r = R − l/2 and r = R + l/2. These
boundary conditions provide us with a system of four alge-
braic equations for the constants Ai, Ae, A0, and S 0. The
requirement that there is a nontrivial solution of the system
provides us with the dispersion relation. For simplicity, we
omit the intermediate steps and give the final expression of
the dispersion relation, namely
k⊥,e
ρe
(
ω2−k2z v2A,e
) K′m[k⊥,e(R+l/2)]
Km[k⊥,e(R+l/2)]Ge − Ξe
k⊥,e
ρe
(
ω2−k2z v2A,e
) K′m[k⊥,e(R+l/2)]
Km[k⊥,e(R+l/2)]Fe − Γe
−
k⊥,i
ρi
(
ω2−k2z v2A,i
) J′m[k⊥,i(R−l/2)]
Jm[k⊥,i(R−l/2)]Gi − Ξi
k⊥,i
ρi
(
ω2−k2z v2A,i
) J′m[k⊥,i(R−l/2)]
Jm[k⊥,i(R−l/2)]Fi − Γi
= 0, (27)
where
Gi,e =
∞∑
k=0
akζ
k+2
i,e , (28)
Fi,e=
∞∑
k=0
skζki,e + m
2
2r2A
ln
(
ζi,e
)
akζ
k+2
i,e
 , (29)
Ξi,e =
1
ω2
∑∞
k=0 ρk+1ζ
k
i,e
∞∑
k=0
(k + 2)akζki,e, (30)
Γi,e =
1
ω2
∑∞
k=0 ρk+1ζ
k
i,e
∞∑
k=0
kskζk−2i,e + m
2
2r2A
akζ
k
i,e
+
m2
2r2A
ln
(
ζi,e
) (k + 2)akζki,e
 . (31)
Equation (27) is valid for any value of m, namely m = 0
sausage modes, m = 1 kink modes, and m ≥ 2 fluting
modes. When m , 0, the dispersion relation is a multival-
ued function due to the presence of logarithmic terms. To
make the dispersion relation univalued when m , 0, the
branch points of the logarithm functions are connected in
the complex plane with appropriate branch cuts (see details
in, e.g., Tataronis & Grossmann 1973; Goedbloed & Poedts
2004). The dispersion relation has no solutions on the princi-
pal Riemann sheet because, strictly speaking, complex eigen-
values are not possible in ideal MHD (Poedts & Kerner 1991;
Goedbloed & Poedts 2004). To find the physical solutions
that represent damped waves, we have to consider the ana-
lytic continuation of the dispersion relation to the next Rie-
mann sheet (see, e.g., Sedla´cˇek 1971). The logarithmic terms
are absent when m = 0, so that the dispersion relation is uni-
valued and there is no resonant damping in that case.
We recall that neither the form of the density variation nor
the thickness of the non-uniform layer have been imposed so
far. Equation (27) is the valid dispersion relation for any den-
sity profile and for l/R ∈ (0, 2). The form of the density profile
only affects the values of the coefficients in Gi,e, Fi,e, Ξi,e, and
Γi,e.
Also, note that the present formalism is the same for both
standing and propagating waves. The dispersion relation
(Equation (27)) is the same in both cases. Standing waves are
described by a real kz, so that the solution of Equation (27) is
a complex frequency, namely ω = ωR + iωI, where ωR and
ωI are the real and imaginary parts of ω, respectively. Due
to resonant damping ωI < 0 and, because of the temporal de-
pendence exp(−iωt), the amplitude of the waves decreases in
time by the exponential factor exp(− |ωI| t). Conversely prop-
agating waves are described by a real ω, so that the solution
of the dispersion relation is a complex longitudinal wavenum-
ber, namely kz = kz,R+ ikz,I, where kz,R and kz,I are the real and
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imaginary parts of kz, respectively, and kz,I > 0. The ampli-
tude of the propagating waves decreases in z by the exponen-
tial factor exp(−kz,Iz). Therefore, standing and propagating
cases are equivalent and are both described by the same dis-
persion relation (Equation (27)).
4. APPROXIMATE RESULTS FOR THIN LAYERS
In general, for arbitrary values of l/R, Equation (27) has
to be solved numerically. However, analytic approximations
to the solutions with m , 0 can be obtained when l/R
is a small parameter and only the leading terms in the ex-
pressions of Gi,e, Fi,e, Ξi,e, and Γi,e are retained. We as-
sume that the nonuniform layer is sufficiently thin so that
it suffices to keep terms up to O(l/R). A similar situation
has been previously studied by, e.g., Goossens et al. (1992,
2002); Ruderman & Roberts (2002) for standing waves and
by Terradas et al. (2010b) for propagating waves using the
TB approximation, i.e., l/R ≪ 1. Before tackling the gen-
eral study for arbitrary l/R, the purpose of this Section is to
recover with the present formalism the known results in the
TB limit. This is useful to check the validity of the Frobenius
method.
4.1. Solution to the dispersion relation
By retaining terms up to O(l/R) only, the expressions of
Gi,e, Fi,e, Ξi,e, and Γi,e reduce to
Gi,e ≈ 0, (32)
Fi,e≈ 1, (33)
Ξi,e ≈
2
ω2ρ1
=
2
ω2 (dρ/dr)R
, (34)
Γi,e ≈
m2/R2
ω2ρ1
(
ln ζi,e +
1
2
)
=
m2/R2
ω2 (dρ/dr)R
(
ln ζi,e +
1
2
)
,(35)
where we took rA ≈ R as consistent with the assumption
that the layer is thin so that the resonance position is close
to r = R. We approximate Gi,e ≈ 0 because the first nonzero
terms in Gi,e are of O(l/R)2. Then, the dispersion relation
(Equation (27)) becomes
k⊥,e
ρe
(
ω2 − k2z v2A,e
) K′m
(k⊥,eR)
Km
(k⊥,eR)
−
k⊥,i
ρi
(
ω2 − k2z v2A,i
) J′m
(k⊥,iR)
Jm
(k⊥,iR) =
m2/R2
ω2 (dρ/dr)R
ln
(
ζe
ζi
)
, (36)
where we used R − l/2 ≈ R + l/2 ≈ R as consistent with
the thin layer assumption. Equation (36) is valid for arbitrary
values of kzR because no restriction has been imposed on the
radius of the magnetic tube. When l = 0, (dρ/dr)R → ∞
and the right-hand side of Equation (36) vanishes. Then, the
dispersion relation simplies to
k⊥,e
ρe
(
ω2 − k2z v2A,e
) K′m
(k⊥,eR)
Km
(k⊥,eR)
−
k⊥,i
ρi
(
ω2 − k2z v2A,i
) J′m
(k⊥,iR)
Jm
(k⊥,iR) = 0, (37)
Equation (37) is the well-known dispersion relation of
Edwin & Roberts (1983). To obtain an analytic approxima-
tion for kink waves we consider the TT approximation and
take the limit kzR ≪ 1. We use an asymptotic expansion for
small arguments and m , 0 of the Bessel functions in Equa-
tion (37) and keep the first term in the expansions, so that we
approximate
J′m
(k⊥,iR)
Jm
(k⊥,iR) ≈
m
k⊥,iR
,
K′m
(k⊥,eR)
Km
(k⊥,eR) ≈ −
m
k⊥,eR
. (38)
Equation (37) simplifies to
ρi
(
ω2 − k2z v2A,i
)
+ ρe
(
ω2 − k2z v2A,e
)
= 0. (39)
For standing waves, kz is fixed and ω is given by the solution
of Equation (39), namely
ω2 =
ρiv
2
A,i + ρev
2
A,e
ρi + ρe
k2z =
2B2/µ
ρi + ρe
k2z ≡ ω2k . (40)
ωk is real and is called the kink frequency (see, e.g.,
Edwin & Roberts 1983; Goossens et al. 2009). Conversely,
for propagating waves ω is fixed and kz is given by the solu-
tion of Equation (39), namely
k2z =
ρi + ρe
ρiv
2
A,i + ρev
2
A,e
ω2 =
ρi + ρe
2B2/µ
ω2 ≡ k2z,k, (41)
where kz,k can be equivalently called the kink wavenumber.
We go back to the general case with l , 0. To evaluate the
logarithmic term on the right-hand side of Equation (36), we
realize that assuming rA ≈ R results in ζi ≈ −l/2 and ζe ≈ l/2,
and we define the complex logarithm so that it jumps ±iπ
when crossing the negative real axis. Accordingly we approx-
imate ln (ζe/ζi) ≈ ±iπ, where either the + sign or the − sign is
conveniently chosen depending on the sign of (∂ρ/∂r)R. This
choice is based on the physical argument that the effect of the
resonance is to produce the damping of the waves. As in the
case with l = 0, in order to make further analytic progress
we consider the TT approximation, kzR ≪ 1, and expand the
Bessel functions for small arguments. Equation (36) reduces
to
ρi
(
ω2 − k2z v2A,i
)
+ ρe
(
ω2 − k2z v2A,e
)
− iπ
m
R
ρiρe
|dρ/dr|R
(
ω2 − k2z v2A,i
) (
ω2 − k2z v2A,e
)
ω2
= 0. (42)
Equation (42) agrees with the dispersion relation derived by
Goossens et al. (1992) in the TT and TB limits. The joint use
of the TT and TB approximations is called here the TTTB
approximation.
Let us first study standing waves. To find an analytic
approximation to the kink mode frequency, we write ω =
ωR + iωI and fix kz to a real value. We assume weak damping,
i.e., ω2I ≪ ω
2
R, so that we neglect terms with ω
2
I and higher
powers in Equation (42). The real part of the frequency, ωR,
is approximately obtained by setting the real part of Equa-
tion (42) to zero and substituting ω2 by ω2R. Hence we obtain
ωR ≈ ωk, (43)
where ωk is given in Equation (40). The wave period, P, is
P =
2π
ωk
. (44)
According to Equations (43) and (44), the kink wave fre-
quency, and so the period, is unaffected by the thickness of the
transitional layer in the first-order approximation. The same
expression as for l = 0 is found.
6The approximation for ωI is obtained using the expression
ωI ≈ −
DI
∂DR/∂ω
∣∣∣∣∣
ω≈ωR
, (45)
where DR and DI are the real and imaginary parts of the dis-
persion relation (Equation (42)), respectively. After some al-
gebraic manipulations the result is
ωI ≈ −
π
8
m
R
(ρi − ρe)2
ρi + ρe
ωk
|dρ/dr|R
. (46)
Now we express ∣∣∣∣∣dρdr
∣∣∣∣∣
R
= F
π2
4
ρi − ρe
l , (47)
where we introduce the numerical factor F that depends on the
specific form of the density profile. For example, F = 4/π2
for a linear variation of density and F = 2/π for a sinusoidal
variation of density. Using Equation (47) in Equation (46) we
obtain
ωI ≈ −
m
2πF
l
R
ρi − ρe
ρi + ρe
ωk. (48)
Equation (48) is the same damping rate found previously by,
e.g., Goossens et al. (1992, 2002) for a linear density pro-
file and by Ruderman & Roberts (2002) for a sinusoidal den-
sity profile. Equation (48) is also equivalent to the damp-
ing rate found by, e.g., Sedla´cˇek (1971); Ionson (1978);
Lee & Roberts (1986); Hollweg & Yang (1988) for a surface
wave in a Cartesian interface with a linear density profile,
where m/R has to be replaced by the component of the
wavevector in the direction perpendicular to both the interface
and the density gradient.
We compute the damping time as τD = 1/|ωI| and use Equa-
tions (44) and (48) to give the expression of the ratio of the
damping time to the period, namely
τD
P
=
F
m
R
l
ρi + ρe
ρi − ρe
. (49)
In summary, Equation (43) shows that the kink wave fre-
quency is independent of l/R, whereas Equation (48) predicts
a linear dependence of the damping rate with l/R, so that the
larger l/R, the stronger the damping. The factor F is the only
remnant of the form of the density profile that remains in the
TTTB formula. Apart from this numerical factor, the depen-
dence of τD/P with l/R is not affected by the form of the den-
sity profile in the thin nonuniform layer limit (Equation (49)).
Now, we turn to propagating waves. We write kz = kz,R +
ikz,I and fix ω to a real value. Following the same process as
before, we find the approximations to kz,R and kz,I as
kz,R≈ kz,k, (50)
kz,I≈
m
2πF
l
R
ρi − ρe
ρi + ρe
kz,k, (51)
which agree with the expressions found by Terradas et al.
(2010b). We compute the ratio of the damping length, LD =
1/kz,I, to the wavelength, λ = 2π/kz,R, as
LD
λ
=
F
m
R
l
ρi + ρe
ρi − ρe
, (52)
which is exactly the same expression as for the standing waves
τD/P (Equation (49)). In both standing and propagating cases
the Frobenius method is consistent with the approximations
found in previous works when the TT (kzR ≪ 1) and TB
(l/R ≪ 1) limits are taken in the general dispersion relation.
4.2. Eigenfunctions and radial energy flux
Approximations to the eigenfunctions of P′, ξr, and ξϕ in
the case of an abrupt jump in density were obtained in the TT
limit by, e.g., Dymova & Ruderman (2006) Goossens et al.
(2009). In the regions with constant density, we follow these
previous works and perform asymptotic expansions for small
arguments and m , 0 of Equations (8) and (10). In the thin
nonuniform layer, we only keep terms up to O (l/R) in the
general expression of P′tr (Equation (25)). Hence, the approx-
imation to P′ is
P′(r) ≈

S 0 rR , if r ≤ R − l/2,
S 0, if R − l/2 < r < R + l/2,
S 0 Rr , if r ≥ R + l/2,
(53)
The value of P′ in the thin transitional layer is constant
(Hollweg & Yang 1988). In turn, the approximations for the
Lagrangian displacements ξr and ξϕ up to O (l/R) are
ξr(r) ≈

D, if r ≤ R − l/2,
D + m2R2
S 0
ω2(dρ/dr)R ln
r−rA
R−rA−l/2 , if R − l/2 < r < R + l/2,
D
(
R
r
)2
, if r ≥ R + l/2,
(54)
and
ξϕ(r) ≈

imD, if r ≤ R − l/2,
im
R
S 0
ω2(dρ/dr)R
1
r−rA
, if R − l/2 < r < R + l/2,
−imD
(
R
r
)2
, if r ≥ R + l/2,
(55)
where
D =
1
ρi
(
ω2 − k2z v2A,i
) S 0
R
= −
1
ρe
(
ω2 − k2z v2A,e
) S 0
R
. (56)
We obtain that ξr has a logarithmic jump at r = rA, while ξϕ
behaves as ξϕ ∼ (r − rA)−1 in the transitional layer. This im-
plies that the dominant dynamics in the vicinity of the reso-
nance is contained in the azimuthal component or, in a general
geometry, the component in the magnetic surfaces perpendic-
ular to the magnetic field lines (see, e.g., Goedbloed 1983).
We define the variation of the quantity X across the transi-
tional layer as
[X] = Xe − Xi, (57)
where Xe,i denote the value of X at r = R ± l/2, respectively.
Thus the variation of P′ and ξr across the thin transitional
layer is[
P′
]
=P′tr(R + l/2) − P′tr(R − l/2) ≈ 0, (58)
[
ξr
]
= ξr,tr(R + l/2) − ξr,tr(R − l/2) ≈ m
2
R2
S 0
ω2 (dρ/dr)R
ln
ζe
ζi
≈−iπ
m2/R2
ω2 |dρ/dr|R
P′(R). (59)
The variation of P′ and ξr across a thin nonuniform layer ob-
tained with the present method coincide with the relations de-
rived by, e.g., Sakurai et al. (1991), for the jump of the eigen-
functions across the resonant layer in the presence of dissi-
pation. These jump relations appear naturally in ideal MHD
with the Frobenius method. In the specific case with l = 0,
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both P′ and ξr are continuous at r = R, while only ξϕ jumps
at the boundary so that ξϕ,i = −ξϕ,e at r = R.
The finite jumps of the eigenfunctions in the nonuniform
layer are mathematically caused by the logarithmic term in
the singular Frobenius series. The physical reason for the ex-
istence of these jumps is that there is a net flux of energy to-
ward the nonuniform layer from both sides, which is the ulti-
mate cause of the kink wave damping. The expression of the
radial component of the time-averaged energy flux is (e.g.,
Bray & Loughhead 1974; Stenuit et al. 1999; Arregui et al.
2011; Goossens et al. 2013)
〈S r〉 = −
1
2Re
(
iωξrP′∗
)
, (60)
where the asterisk denotes the complex conjugate. We use
Equations (58) and (59) to compute the jump of 〈S r〉 as
[〈S r〉] ≈ −
π
2
m2/R2
ωR |dρ/dr|R
P′2(R). (61)
This expression is in agreement with Andries et al. (2000).
Since [〈S r〉] < 0, the energy inflow into the resonance from
the flux tube interior is larger than the energy inflow from the
external plasma. When l = 0, 〈S r〉 = 0 so that there is no
radial flux of energy.
5. RESULTS FOR THICK LAYERS
In Section 4 we showed that the solutions obtained with the
Frobenius method consistently revert to the approximations
found in previous works when the TTTB limit is considered.
Here, we go beyond the limitation of the TTTB approxima-
tion. We fully exploit the Frobenius method by considering
arbitrary values of the ratio l/R. We solve the general disper-
sion relation (Equation (27)) to compute the frequency and
damping rates beyond the case of thin layers. The dispersion
relation is a transcendental equation whose roots are found
by standard numerical methods. The expressions of Gi,e, Fi,e,
Ξi,e, and Γi,e involve series with infinite number of terms. To
proceed numerically we must truncate the infinite series so
that only the first N terms are accounted for. To make sure that
the number of terms considered is large enough for the error
to be negligible, we perform convergence tests by increasing
N until a good convergence of the solution to Equation (27) is
obtained. Typically, we take N = 51.
In addition to the ideal normal modes obtained with
the Frobenius method, we consider the numerical solu-
tion of the resistive eigenvalue problem with the PDE2D
code (Sewell 2005). This is the same approach used by
Van Doorsselaere et al. (2004), although here we perform the
computations with a different numerical code. This will al-
low us to compare the results in ideal MHD with those in
resistive MHD. In the numerical code, the magnetic diffu-
sion term, η∇2b, is included in the right-hand side of the
linearized induction equation (Equation (3)), where η is the
coefficient of magnetic resistivity. We take η as a constant
for simplicity. We define the magnetic Reynolds number as
Rm = vA,iR/η. In the solar corona Rm ∼ 1012 because η is
extremely small. Using a realistic value for Rm requires tak-
ing an enormous number of grid points in the numerical do-
main. This is not practical from the computational point of
view. Therefore, we use in our computations a smaller value
of Rm. We take values of Rm in between 105–107. This is
computationally advantageous because we can take a smaller
number of grid points. However, although in our compu-
tations Rm is smaller than its realistic value, we make sure
that Rm is still large enough for resistive damping to be neg-
ligible compared to resonant damping. In other words, re-
sistivity has no impact on the wave frequency and damping
rate (see, e.g., Poedts & Kerner 1991; Van Doorsselaere et al.
2004; Terradas et al. 2006a). The PDE2D code solves the re-
sistive eigenvalue problem using a finite-element scheme in
a nonuniform grid. The numerical integration of the resistive
MHD equations is performed from the cylinder axis, r = 0, to
the edge of the numerical domain, r = rmax. We take rmax ≫ R
to avoid numerical errors and to obtain a good convergence of
the solution. The PDE2D code uses a collocation method and
the generalized matrix eigenvalue problem is solved using the
shifted inverse power method. The output of the program is
the closest complex eigenvalue to the initial provided guess
and the corresponding eigenfunctions.
Since standing and propagating waves are equivalent from
the mathematical point of view, from here on we focus on
standing waves. We introduce the parameter L that represents
the length of the magnetic flux tube. Standing waves whose
perturbations are line-tied at the ends of the flux tube are char-
acterized by quantized values of kz given by
kz =
nπ
L
, (62)
where n = 1 for the fundamental mode, n = 2 for the first
overtone, and so on. We restrict ourselves to the fundamental
kink mode, so we take n = 1 and m = 1. In this Section, we
assume a sinusoidal variation for the density in the nonuni-
form layer, namely
ρtr(r) = ρi2
[(
1 + ρe
ρi
)
−
(
1 − ρe
ρi
)
sin
(
π
l (r − R)
)]
. (63)
This is the same density profile used in the computations by
Van Doorsselaere et al. (2004). On purpose, we choose this
density profile to compare our results with those reported in
this previous work. Other equilibrium density profiles are
considered in Section 6.
5.1. Frequency and damping rate
Figure 1 displays the real and imaginary parts of the fun-
damental kink mode frequency versus l/R for a tube with
L/R = 100 and four different values of the density contrast,
ρi/ρe. The solid lines correspond to the results of the ideal
Frobenius method.
Regarding the real part of the frequency (Figure 1(a)), we
find that ωR ≈ ωk is a reasonably good approximation up to
l/R ≈ 1. For thicker layers, the real part of the kink wave
frequency increases and becomes larger than ωk. This result
is agreement with Figure 8 of Van Doorsselaere et al. (2004).
It is also consistent with Figure 5(a) of Arregui et al. (2005)
with their stratification parameter set to α = 0. Although it
depends on the density contrast, the actual ωR is around 15%
larger than ωk when l/R ≈ 2.
We turn to the imaginary part of the frequency (Fig-
ure 1(b)). Visually, we see that the TTTB formula (Equa-
tion (48)) provides a good approximation to the damping rate
when l/R . 0.4. For thicker layers, the full result deviates
from the linear dependence predicted in the TTTB approx-
imation. In addition, we find that beyond the limit of thin
layers the density contrast has an impact on the shape of the
curves, so that the curves of ωI obtained for different ρi/ρe do
8Figure 1. (a) Real part and (b) imaginary part of the kink mode frequency versus l/R. In both panels the solid lines correspond to the solutions of the ideal
dispersion relation (Equation (27)), the dashed lines are the TTTB analytic results (Equations (43) and (48)), and the symbols are the resistive MHD eigenvalue
results obtained with the PDE2D code. The line color denotes the value of ρi/ρe used in the computation (indicated within the figures). In all cases we use a
sinusoidal transition of density and L/R = 100.
not show the same dependence with l/R. This dependence of
the damping rate with the density contrast is not captured by
the TTTB formula. For example, the curve with ρi/ρe = 2
in Figure 1(b) saturates on a certain value and intersects the
thin layer solution when l/R ≈ 1.5. This behavior can also
be seen in Figures 4 and 5 of Van Doorsselaere et al. (2004).
Conversely, the rest of curves in Figure 1(b) corresponding
to larger contrasts do not reach a saturation value and do not
intersect the TTTB solution (see also Van Doorsselaere et al.
2004, Fig. 11). In those cases the TTTB formula underesti-
mates the actual damping rate. The largest deviation from the
TTTB values takes place at l/R ≈ 1, where the error done
due to the TTTB approximation is around 25%. Again, these
results are in good agreement with Van Doorsselaere et al.
(2004).
To further check the results discussed above, we repeat the
computations of the frequency and damping rate with the re-
sistive MHD code using the same parameters as in Figure 1.
The resistive results are overplotted in Figure 1 with the sym-
bol ^. We find an excellent agreement between the ideal re-
sults obtained using the Frobenius method and the resistive
MHD computations. This fact makes us confident that the an-
alytic Frobenius method gives correct results. We do not need
to use the more computationally expensive resistive MHD
computations to find the kink mode frequency and damping
rate for thick transitional layers.
5.2. Eigenfunctions
This Subsection contains information on the eigenfunc-
tions computed, on the one hand, with the use of the
ideal MHD equations and the Frobenius method and, on
the other hand, with the use of the resistive MHD equa-
tions. The eigenfunctions were not discussed in the paper by
Van Doorsselaere et al. (2004).
We plot in Figure 2 the ideal eigenfunctions P′, ξr , and ξϕ as
functions of r/R for an equilibrium flux tube with l/R = 0.2.
The behavior of the eigenfunctions in the nonuniform layer
is well described by the analytic TTTB approximations of
Section 4.2. Hence, P′ is almost constant, Im(ξr) has a log-
arithmic jump, and ξϕ varies as (r − rA)−1 near the resonance
position. For comparison, we also display in Figure 2 the re-
sistive eigenfunctions obtained with the PDE2D code. The
agreement between the ideal eigenfunctions and the resistive
eigenfunctions is very good. The only noticeable differences
are at the center of the nonuniform layer, close to the res-
onance position. There, the amplitude of Re(ξr) is slightly
larger in the resistive case than in the ideal case, and the re-
sistive ξϕ displays some spatial oscillations not present in its
ideal counterpart. The total pressure perturbation, P′, is iden-
tical in both cases.
We increase the thickness of the nonuniform layer and set
l/R = 1.5. We are outside the range of validity of the TTTB
approximation. We display in Figure 3 the ideal and resistive
eigenfunctions corresponding to this case and notice that there
are significant differences. All the ideal eigenfunctions jump
at the resonance position, including P′. The approximation
that P′ is constant across the resonance (e.g., Hollweg & Yang
1988; Sakurai et al. 1991) is not satisfied for thick layers. The
constancy of P′ is only approximately valid when the damp-
ing is weak so that ω2I ≪ ω
2
R, as happens for thin layers. Thejumps in the resistive version of P′ are smoothed due to the
effect of resistivity. The most significant differences appear
when comparing the ideal and resistive components of the La-
grangian displacement. The amplitudes of the resistive ξr and
ξϕ are, approximately, 10 times larger and 100 times larger,
respectively, than their ideal counterparts and display spatial
oscillations in the nonuniform layer instead of the jumps seen
in the ideal eigenfunctions. Outside the dissipative layer the
amplitudes of the resistive ξr and ξϕ are negligible.
The different behavior of ideal and resistive eigenfunc-
tions was discussed by Poedts & Kerner (1991). Al-
though they considered another equilibrium, the results of
Poedts & Kerner (1991) can be directly related to the present
study. Poedts & Kerner (1991) found that the ideal normal
mode frequencies are correctly recovered from the resistive
eigenvalues in the limit of small resistivity. This is also the
case here, because the frequency and damping rate obtained
with the ideal Frobenius method fully agree with the resistive
eigenvalues (see Figure 1). However, Poedts & Kerner (1991)
found that the resistive eigenfunctions do not converge to their
ideal counterparts in the limit of small resistivity. Instead, the
spatial oscillations of the resistive eigenfunctions get confined
to a thinner and thinner region as η decreases. In the station-
ary case, i.e., for ωI = 0, the spatial oscillations in the resistive
eigenfunctions are confined to a region surrounding the reso-
nance position, i.e., the dissipative layer. The thickness of
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Figure 2. Kink mode eigenfunctions P′ (top), ξr (mid), and ξϕ (bottom) as functions of r/R for l/R = 0.2. Left panels are the ideal MHD eigenfunctions obtained
with the Frobenius method, whereas the right panels are the resistive eigenfunctions computed with the PDE2D code. The black and red colors correspond to the
real and imaginary parts of the eigenfunction, respectively. The shaded area denotes the nonuniform layer. Arbitrary units are used so that max[Re(P′)]=1. We
use a sinusoidal transition of density, L/R = 100, and ρi/ρe = 5.
the dissipative layer is measured by the quantity δA (see, e.g.,
Sakurai et al. 1991)
δA =
(
ωRη
|∆A|
)1/3
, (64)
where ∆A = ddr (ω2 − k2z v2A)
∣∣∣
rA
. The dissipative layer covers
the interval r ∈ [rA−ǫδA, rA+ǫδA] with ǫ ≈ 5 (Goossens et al.
1995). In addition, for the damped modes of interest here, i.e.,
for ωI < 0, there is another length scale that determines the
spatial extent of the oscillations around the resonance. This
length scale due to nonstationarity, δNS, is given by (e.g.,
Ruderman et al. 1995; Andries 2003)
δNS =
∣∣∣∣∣2ωRωI∆A
∣∣∣∣∣ . (65)
Due to the effect of nonstationarity, the oscillatory domain
around the resonance does not keep decreasing indefinitely
when η is decreased (Ruderman et al. 1995). Instead, the
10
Figure 3. Same as Figure 2 but for l/R = 1.5.
width of the oscillatory domain does not decrease below a
certain thickness, which is approximately given by Equa-
tion (65). Once this minimal thickness is reached, the effect of
decreasing η is to produce more and more oscillations in the
resonant layer. This phenomenon can be seen in Figure 2.3
of Andries (2003). We observe the same behavior here. The
characteristic oscillatory behavior of the resistive eigenfunc-
tions does not disappear for vanishing resistivity so that the
ideal eigenfunctions are not recovered. This is a fundamental
difference between ideal and resistive eigenmodes.
The resistive results shown here can also be related to the
study by Van Doorsselaere & Poedts (2007) in a nonuniform
Cartesian slab. They found that, when the nonuniform re-
gion spreads over a substantial part of the slab, the global
transverse mode loses its global character and gradually be-
comes indistinguishable from an ordinary resistive mode of
the Alfve´n spectrum. For a similar experiment in cylindrical
geometry see Arregui et al. (2005). Here, we obtain an equiv-
alent result for the resistive kink mode. In the ideal case, how-
ever, the kink mode never loses its character as a global mode
of the flux tube regardless of the thickness of the nonuniform
layer.
Another important result observed in Figures 2 and 3 is
the absence of true singularities in the ideal eigenfunctions.
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Figure 4. (a) Spatial distribution of the kink mode energy density in a tube with l/R = 1.5. The ideal (black) and resistive (red) results are plotted for comparison.
The shaded area denotes the nonuniform layer. The plot is normalized so that max〈E〉 = 1. (b) Integrated energy in the various regions of the equilibrium flux tube
as function of l/R. Solid lines correspond to the ideal results and symbols correspond to the resistive results. The meaning of the various colors is indicated within
the Figure. The plot is normalized with respect to the total integrated energy. In all cases we use a sinusoidal variation of density, ρi/ρe = 5, and L/R = 100.
Instead, the eigenfunctions have finite jumps at the reso-
nance position (see also Stenuit et al. 1998). As explained
in Section 4.2, the finite jumps of the ideal eigenfunctions in
the nonuniform layer are caused by the logarithmic term in
the Frobenius series. The physical reason for the existence
of these jumps is that there is a net flux of energy toward
the nonuniform layer so that 〈S r〉 (Equation (60)) jumps at
the resonance position (see plots of the energy flux in, e.g.,
Stenuit et al. 1999; Arregui et al. 2011; Goossens et al. 2013).
For thin layers, the jump of 〈S r〉 is given in Equation (61).
The efficiency of energy transfer towards the resonance is de-
termined by the jump of 〈S r〉. In the presence of resistivity,
the expression of 〈S r〉 has additional terms proportional to η,
which are of minor importance compared to the ideal term
and do not alter the jump of the energy flux (see Arregui et al.
2011). Mathematically, the absence of true singularities is
a direct consequence of the fact that wave frequency, ω, is
complex. In turn, the singularity condition ω2 = k2z v2A(rA) re-
quires rA to be a complex quantity too. Hence, there is no
true singularity at r = rA because the radial coordinate, r, is
obviously real. Instead, there is a finite logarithmic jump of
the perturbations at r = Re(rA). The jump is finite as long as
ωI , 0 so that Im(rA) , 0. When l/R ≪ 1, ω2I ≪ ω2R and
Im(rA) ≪ Re(rA), hence the behavior of the eigenfunctions
is quasi-singular in thin layers (Figure 2), although we stress
that there is no true singularity even in this case. Conversely,
for thick layers ω2I and ω2R are of the same order and there is
no hint of singularity in the eigenfunctions (Figure 3). The
absence of singularities in the eigenfunctions is a result also
found in time-dependent simulations, where the wave pertur-
bations remain finite around the resonance position (see, e.g.,
Terradas et al. 2006a; Soler et al. 2011b; Pascoe et al. 2013).
5.3. Energy distribution
The distinct form of ideal and resistive eigenfunctions has
important repercussions for the computation of the wave en-
ergy distribution. The time-averaged total energy density, 〈E〉,
is (e.g., Walker 2005)
〈E〉 =
1
2
(
ρv · v∗ +
1
µ
b · b∗
)
, (66)
where v = −iωξ is the velocity perturbation. We use the
eigenfunctions for l/R = 1.5 displayed in Figure 3 to compute
the spatial distribution of 〈E〉. This is shown in Figure 4(a).
As expected, the ideal and resistive results differ. In the resis-
tive case, the energy is essentially confined near the vicinity
of the resonance, whereas the amount of energy in the rest of
the equilibrium is negligible. The energy spatial distribution
depends upon η, so that the smaller η, the more confined is
the energy around the resonance position. Conversely, in the
ideal case energy spreads over the whole nonuniform layer,
and the amount of energy in the internal and external regions
is not negligible.
We study how the energy is distributed in the flux tube when
l/R varies from l/R = 0 to l/R = 2 by computing the inte-
grated energy density,
Int (〈E〉) =
∫ ∞
0
〈E〉 rdr. (67)
Figure 4(b) displays the integrated energy density in the vari-
ous regions of the equilibrium as function of l/R. Both ideal
and resistive results agree when l/R = 0. Around 65% of
the wave energy is in the internal plasma and around 35% in
the external plasma. The differences between ideal and resis-
tive results arise when l/R increases. In the case of the resis-
tive results, all the energy goes to the nonuniform layer when
l/R & 0.5. Almost no energy is left in the internal and exter-
nal regions in the resistive case. In the ideal case, most of the
energy is in the nonuniform layer too, but the amount of en-
ergy in the internal and external plasmas is not negligible even
when the transitional layer is very thick. For a fully nonuni-
form tube, i.e., l/R = 2, around 25% of the energy remains
located in the external medium in the ideal case.
Recently, Goossens et al. (2013) discussed the energy dis-
tribution of kink waves in nonuniform flux tubes. Since they
used results from resistive eigenvalues, their conclusion was
that almost all the energy is concentrated in the nonuniform
layer. Based on this result, they proposed a simple for-
mula to compute the total energy carried by kink waves in
the solar atmospheric flux tubes (Goossens et al. 2013, Equa-
tion (48)). In view of the results shown here, the conclusions
of Goossens et al. (2013) should be reconsidered for the case
of the energy distribution of ideal kink waves.
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6. ROLE OF THE DENSITY PROFILE
In the previous Section 5, we used a sinusoidal variation
of density in the transitional layer. Here, we determine the
impact of using other density profiles. In addition to the sinu-
soidal variation (Equation (63)) we consider a linear profile,
ρtr(r) = ρi − ρi − ρel
(
r − R +
l
2
)
, (68)
and a parabolic profile,
ρtr(r) = ρi − ρi − ρel2
(
r − R +
l
2
)2
. (69)
We have chosen these two profiles for the following reason.
The numerical factor F is the only effect of the specific den-
sity variation that remains in the TTTB formula for the damp-
ing rate (Equation (48)). This is based on the assumption that
rA ≈ R, so that the formula to compute the factor F is
F =
4
π2
l
ρi − ρe
∣∣∣∣∣dρdr
∣∣∣∣∣
R
. (70)
Hence, F = 2/π for the sinusoidal profile and F = 4/π2 for
both linear and parabolic profiles. Using these values of F
in Equation (48), the same damping rate is predicted for both
linear and parabolic profiles. On the other hand, the form of
the density profile has no impact at all on the real part of the
frequency according to Equation (43). Our fist aim here is to
check the validity of these predictions.
We must point out that, almost certainly, the true shape of
the transitional layer in coronal flux tubes is not any of the
three profiles selected here. The second aim of this Section is
to determine whether our ignorance about this shape is rele-
vant or, on the contrary, it is unimportant for the behavior of
the kink mode.
6.1. Effect on the frequency and damping rate
Figure 5 shows the real and imaginary parts of the funda-
mental kink mode frequency versus l/R for the three consid-
ered density profiles with L/R = 100 and ρi/ρe = 5. At
first sight, we notice striking differences between the various
curves.
We start by analyzing the behavior of ωR (Figure 5(a)). We
find that the density profile affects the value of ωR beyond the
thin layer limit. We compare the results of the three profiles.
1. The result for the sinusoidal profile is the solution that
deviates the least from the TT approximation. It devi-
ates from ωR ≈ ωk around l/R ≈ 0.7, which is a rela-
tively thick layer. The actual ωR is 18% larger than ωk
when l/R ≈ 2.
2. The value of ωR for the linear profile deviates from ωk
around l/R ≈ 0.4, which is a thinner layer than for the
sinusoidal profile. Later, it is the solution that departs
the most from the TT approximation. In this case, the
actual ωR is 35% larger than ωk when l/R ≈ 2.
3. The solution for the parabolic profile deviates imme-
diately from the TT approximation when l/R increases
from zero, although ωR does not increase as much as
for the linear profile. When l/R ≈ 2, the actual ωR is
19% larger than ωk.
We turn to the damping rate (Figure 5(b)). Again, the re-
sults for the three profiles are significantly different. Two rel-
evant findings should be stressed.
1. For small l/R the damping rate for the parabolic pro-
file is closer to the solution for the sinusoidal profile
than to that for the linear profile, although the TTTB
formula predicts the same damping rate for both linear
and parabolic profiles. The reason for this discrepancy
is that rA ≈ R is a bad approximation for the parabolic
profile. For the parabolic dependence, the density is
not symmetric with respect to r = R and the actual
resonance position is not located at the center of the
transitional layer. Consequently, using F = 4/π2 for
the parabolic profile causes the TTTB formula to over-
estimate the actual damping rate. Accidentally, using
F = 2/π as for sinusoidal profile provides an approxi-
mate damping rate closer to the actual value.
2. The damping rate for the linear profile is nonmono-
tonic. For the parameters used in Figure 5, there is a
turning point at l/R ≈ 0.9. As a consequence, we find
that the behavior for l/R & 0.9 is the opposite one to
the prediction of the TTTB formula, i.e., the thicker the
layer, the weaker the damping. In addition, an intersec-
tion of the actual damping rate with the TTTB approxi-
mate value occurs for thick layers regardless the density
contrast. The presence of the turning point has also the
consequence that two different values of l/R produce
the same damping rate.
The results for the linear density profile shown here can
be compared with the study by Tatsuno & Wakatani (1998).
These authors investigated the resonant damping of surface
Alfve´n waves in a Cartesian slab in the limit of propagation
nearly perpendicular to the magnetic field. They took a lin-
ear variation of density in a nonuniform layer surrounding
the slab dense core. Although the Cartesian model used by
Tatsuno & Wakatani (1998) is different from the cylindrical
waveguide used here, the present results for the behavior of
the kink mode frequency and damping rate are similar to those
found by Tatsuno & Wakatani (1998), as can be seen by com-
paring their Figure 2 with our Figure 5.
An explanation for the different behavior of the damping
rate for the three profiles can be found in the dependence of
the jump of the radial component of the energy flux with l/R.
We compute the radial energy flux at the resonance, Fr, as
(see, e.g., Wright & Thompson 1994; Arregui et al. 2011)
Fr = rA
∣∣∣[〈S r〉]rA
∣∣∣ , (71)
where [〈S r〉]rA denotes the jump of 〈S r〉 at the resonance.
Following Wright & Thompson (1994), see also Arregui et al.
(2011), an alternative way to obtain the kink mode damping
rate (in absolute value) is computing the ratio of Fr to the total
integrated energy, Int (〈E〉), namely
|ωI| =
Fr
Int (〈E〉) . (72)
This result is displayed in Figure 6(a), where it is compared to
the actual ωI plotted in Figure 5(b). An excellent agreement
between both results is obtained. The form of the density pro-
file affects the evolution Fr when l/R increases. In the case of
the linear profile, we find that for thick layers Fr gets smaller
when l/R increases. As a consequence, the efficiency of reso-
nant damping becomes lower when the thickness of the layer
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Figure 5. (a) Real part and (b) imaginary part of the kink mode frequency versus l/R. The line color denotes the density profile considered in the nonuniform
layer (indicated within the figures). The dashed lines are the TTTB analytic results (Equations (43) and (48)). The red dashed line applies to both linear and
parabolic profiles. In all cases we use ρi/ρe = 5 and L/R = 100.
grows. Conversely, for the parabolic and sinusoidal profiles
Fr gets larger when l/R increases.
In summary, we find that beyond the limiting case of thin
nonuniform layers, the specific form of the density profile
strongly influences the kink mode frequency and damping
rate. Among the three profiles used here, the sinusoidal vari-
ation is the profile for which the extrapolation of the TTTB
approximation works the best. For other density profiles dif-
ferent form the sinusoidal one, the error done by the TTTB
approximation when used beyond its range of applicability
can be much larger depending on the model parameters. A
detailed study of the error done due to the TTTB approxima-
tion will be presented in the forthcoming second part of this
work.
6.2. Effect on the energy distribution
Finally, we determine the effect of the transverse density
profile on the wave energy distribution. To this end, we com-
pute Int (〈E〉) in the various regions of the equilibrium as func-
tion of l/R. We use the ideal eigenfunctions obtained with the
Frobenius method. Figure 6(b) shows the ratio of the inte-
grated energy inside the flux tube, i.e., the integrated energy
in the internal homogeneous medium plus the integrated en-
ergy in the nonuniform layer, to the integrated energy in the
external plasma. This ratio informs us about the amount of
energy confined within the flux tube compared to the amount
of energy located in the external medium. When l/R = 0, the
energy inside the flux tube is about twice the energy in the ex-
ternal medium. Again, we find important differences between
the results obtained with the three density profiles when l/R
increases.
Among the three profiles, the sinusoidal one is the profile
for which the confinement of energy inside the flux tube is
largest, while the linear profile is the profile that produces the
poorest confinement of energy. When l/R = 2, the amount
of energy inside the tube is about 3 times larger than outside
for the sinusoidal profile, whereas for the linear profile the
energy inside the tube is only 1.5 times larger than the external
energy, approximately. The result for the parabolic profile is
in between those of the linear and sinusoidal profiles.
As for the frequency and damping rate, the results here
show a strong dependence of the energy distribution on the
specific density variation in the nonuniform layer. For com-
parison, we have repeated the computations of Figure 6(b)
but using the resistive eigenfunctions (not shown here). In the
resistive case, there are no differences between the various
profiles because all the energy quickly goes to the dissipative
layer when l/R increases from zero, so that the amount of en-
ergy in the external plasma becomes negligible regardless of
the density profile (see Figure 4(b)).
7. DISCUSSION
In this article, we developed an analytic technique to
compute the dispersion relation and the eigenfunctions of
transverse MHD waves in pressureless cylindrical flux tubes
with nonuniform transitional layers of arbitrary thickness.
The method allows to consider an arbitrary spatial varia-
tion of density in the nonuniform layer. Unlike previous
works that considered thick transitional layers (see, e.g.,
Van Doorsselaere et al. 2004; Arregui et al. 2005), the tech-
nique does not rely on the use of resistive MHD computations.
We consider the linearized ideal MHD equations and use the
Method of Frobenius to express the solution for the total pres-
sure perturbation in the nonuniform layer as a combination of
a singular and a regular series around the Alfve´n resonance
position (see, e.g., Zhu & Kivelson 1988; Hollweg 1990b,a;
Wright & Thompson 1994; Cally & Andries 2010). Specific
results for kink modes were produced as an application of the
technique. We compared the ideal results obtained with the
Frobenius method with the fully numerical solution of the re-
sistive eigenvalue problem in the limit of small resistivity.
We find that the frequency and resonant damping rate of
kink waves is the same in both ideal and resistive cases. The
comparison of the results obtained with different density pro-
files in the nonuniform layer revealed that the specific form
of the density variation affects both the frequency and the
damping rate beyond the limit of thin layers. In particular,
the accuracy of the TTTB approximation for the ratio of the
damping time to the period is very sensitive to the density
profile. The previous papers that studied the effect of thick
layers (Van Doorsselaere et al. 2004; Arregui et al. 2005) re-
stricted themselves to a sinusoidal variation and did not con-
sider other density profiles. The error done with the TTTB
formula of τD/P might be larger than 25%, which was esti-
mated by Van Doorsselaere et al. (2004) for the specific case
of a sinusoidal variation. This will be explored in detail in the
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Figure 6. (a) Damping rate as function of l/R. Solid lines are the ratio of the radial energy flux at the resonance, Fr , to the integrated total energy. Symbols are
the absolute value of ωI plotted in Figure 5(b). In both cases, the damping rate is given in units of the internal Alfve´n travel time, τA,i = L/vA,i . (b) Ratio of the
integrated energy inside the flux tube (internal medium + nonuniform layer) to the integrated energy in the external plasma as function of l/R. In both panels, the
line color denotes the density profile considered in the nonuniform layer. In all cases we use ρi/ρe = 5 and L/R = 100.
second part of this investigation.
The ideal MHD eigenfunctions are slightly different for thin
nonuniform layers but strongly different for thick layers from
their resistive MHD counterparts. The ideal eigenfunctions
show finite jumps at the Alfve´n resonance position as a con-
sequence of the net energy inflow into the resonance from
both sides. In the resistive case, the jumps are replaced by
spatial oscillations of large amplitude, which are very local-
ized around the resonance position, so that the kink mode
loses its global character and becomes indistinguishable from
a resistive Alfve´n mode (Van Doorsselaere & Poedts 2007).
This raises a fundamental theoretical problem about the cor-
respondence of ideal MHD solutions and resistive MHD solu-
tions (see, e.g., Poedts & Kerner 1991; Ruderman et al. 1995;
Andries 2003).
Importantly, we stress the absence of singularities in the
eigenfunctions. From the mathematical point of view, the ab-
sence of singularities is a direct consequence of the fact that
that normal mode frequency,ω, is complex. Equivalently, sin-
gularities are also absent in the case of propagating waves, be-
cause kz is then complex. When either ω or kz are complex,
the resonance condition ω2 = k2z v2A (rA) implies that the reso-
nance position, rA, is in the complex plane. For a singularity
to be present, rA has to be on the real axis. This would be
the case, for example, of a line-tied flux tube that is externally
forced to oscillate at a certain frequency, so that both ω and kz
are fixed real quantities and, therefore, rA is real. For damped
normal modes, however, singularities do not occur, although
we can call the position r = Re (rA) a quasi-singularity.
The different form of the eigenfunctions affects the spatial
distribution of energy carried by the waves. In the resistive
case, the wave energy distribution is essentially confined in
the vicinity of the resonance position regardless of the trans-
verse density profile. In the ideal case, the energy spreads over
the whole flux tube, and the amount of energy that is confined
within the waveguide or is located in the external medium de-
pends on the transverse density profile.
The question of what description, i.e., ideal or resistive, is
the best representation for the observed waves in the solar at-
mosphere is open for discussion. This question is not only
of obvious theoretical importance but also of practical impor-
tance for the interpretation of the energy content and distri-
bution in kink waves (Goossens et al. 2013). In the solar at-
mosphere magnetic resistivity is very small but it is definitely
nonzero. The problem of how to reconcile the observed trans-
verse global oscillations with the resistive eigenmodes is a
serious challenge for future theoretical studies.
Another important issue is how to relate the results from
normal modes with those of the time-dependent solution.
Normal modes provide consistent values of period and damp-
ing time when compared with those obtained from the time-
dependent solution (e.g., Terradas et al. 2006a). However,
time-dependent simulations show that the dynamics in the
vicinity of the resonance after several periods does not corre-
spond to the behavior expected from the normal mode. As the
global oscillation damps, the energy fed into the inhomoge-
neous layer is used to generate small-scale motions near the
resonance position. The amplitude of these small-scale mo-
tions first grows in time due to the energy transfer from the
global mode. Later, they are damped in the presence of resis-
tivity, while they remain undamped in the ideal case (see Fig-
ure 6 of Terradas et al. 2006a). Thus, normal modes satisfac-
torily provide a description of the flux tube global oscillation
but do not fully capture the small-scale dynamics in the inho-
mogeneous layer. The degree to which normal mode eigen-
functions remain a good approximation to the actual plasma
motions as time increases is a very relevant question. Previous
papers by, e.g., Cally (1991) and Cally & Maddison (1997)
may be an useful guide to establish the link between the modal
analysis of oscillations and the actual time-dependent evolu-
tion in inhomogeneous plasmas.
Here, we focused on studying the effect of transverse den-
sity variation, while density stratification along the flux tube
was neglected. The effect of longitudinal stratification on
standing waves was determined by Andries et al. (2005) and
Dymova & Ruderman (2006) in the TB approximation and
by Arregui et al. (2005) for fully nonuniform tubes. These
authors found that the kink mode period and damping time
are weakly dependent on longitudinal stratification, while the
ratio of the damping time to the period is completely inde-
pendent of stratification. The effect of longitudinal stratifica-
tion on propagating waves was studied by Soler et al. (2011b),
who found that longitudinal stratification can either amplify
or attenuate the wave, depending on whether the density de-
creases or increases toward the direction of wave propaga-
tion, respectively. Thus, the amplitude variation of propa-
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gating kink waves along stratified tubes is determined by the
combined effect of resonant absorption and density stratifica-
tion. Other effects as, e.g., the presence of mass flows (e.g.,
Terradas et al. 2010a; Soler et al. 2011a) and magnetic twist
(e.g., Terradas & Goossens 2012) can also have some influ-
ence on the kink wave damping rate.
Finally, the results of this article suggest that our igno-
rance about the true density profile in the nonuniform layer
might be very relevant for seismology of solar flux tubes as,
e.g., coronal loops, using the observed period and damping
rate of transverse oscillations in combination with inversion
schemes based on the TTTB approximation (Goossens et al.
2008, 2012b). These schemes are often used beyond the theo-
retical range of applicability of the TTTB approximation and
ignore the influence of the specific density profile. Unfor-
tunately, present-day observations do not have enough spa-
tial resolution to determine the shape of the transitional layer,
and seismological inversion schemes usually adopt an ad hoc
density variation. As shown here, deviations from the TTTB
approximation can be large even for relatively thin nonuni-
form layers depending on the density profile used. As a con-
sequence, the error done by the inversion schemes and the
reliability of the inferred parameters are uncertain. The im-
pact of the transverse density profile on seismically inferred
parameters will be explored in the forthcoming continuation
of this article.
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APPENDIX
EXPRESSIONS OF COEFFICIENTS
The expressions of the coefficients ak and sk are as follows,
a0 =1, (A1)
a1 =−
2ρ1 − 2ρ2rA
3ρ1rA
a0, (A2)
a2 =−
9ρ1rAa1 +
(
2ρ1 − 2ρ2rA − 4ρ3r2A − m
2ρ1
)
a0
8ρ1r2A
, (A3)
16
a3 =−
1
15ρ1r2A
[(
4ρ2r2A + 20ρ1rA
)
a2 +
(
−3ρ3r2A + 3ρ2rA + 6ρ1 − m2ρ1
)
a1
+
−6ρ4r2A − 6ρ3rA + ω
2r2A
B2/µ
ρ21 − m
2ρ2
 a0
 , (A4)
a4 =−
1
24ρ1r2A

3∑
j=0
( j + 2)(2 j − 4)r2Aρ5− ja j +
3∑
j=0
( j + 2)(4 j − 5)rAρ4− ja j
+
2∑
j=0
(
( j + 2)(2 j − 1) − m2
)
ρ3− ja j +
1∑
j=0
1− j∑
l=0
ω2r2A
B2/µ
ρl+1ρ2− j−la j + 2
ω2rA
B2/µ
ρ21a0
 , (A5)
ak =−
1
k(k + 2)ρ1r2A

k−1∑
j=0
( j + 2)(2 j − k)r2Aρk− j+1a j +
k−1∑
j=0
( j + 2)(4 j − 2k + 3)rAρk− ja j
+
k−2∑
j=0
(
( j + 2)(2 j − k + 3) − m2
)
ρk− j−1a j +
k−3∑
j=0
k− j−3∑
l=0
ω2r2A
B2/µ
ρl+1ρk− j−l−2a j
+
k−4∑
j=0
k− j−4∑
l=0
2
ω2rA
B2/µ
ρl+1ρk− j−l−3a j +
k−5∑
j=0
k− j−5∑
l=0
ω2
B2/µ
ρl+1ρk− j−l−4a j
 , for k ≥ 5, (A6)
s0 =1, (A7)
s1 =0, (A8)
s2 =0, (A9)
s3 =
1
3ρ1r2A

m2ρ2 − ω
2r2A
B2/µ
ρ21
 s0 − C (4r2Aρ1a1 + (r2Aρ2 + 5rAρ1)a0)
 , (A10)
s4 =−
1
8ρ1r2A
9ρ1rAs3 +
2ω2rAB2/µρ21 + 2
ω2r2A
B2/µ
ρ1ρ2 − m
2ρ3
 s0
+ C
(
6r2Aρ1a2 + 3r2Aρ2a1 + 9rAρ1a1 + 3(rAρ2 + ρ1)a0
)]
, (A11)
sk =−
1
k(k − 2)ρ1r2A

k−1∑
j=0
j(2 j − k − 2)r2Aρk− j+1s j +
k−1∑
j=0
j(4 j − 2k − 1)rAρk− js j
+
k−2∑
j=0
[(
j(2 j − k + 1) − m2
)
ρk− j−1s j + C(3 j − k + 4)r2Aρk− j−1a j
]
+
k−3∑
j=0

k− j−3∑
l=0
ω2r2A
B2/µ
ρl+1ρk− j−l−2 s j + C(6 j − 2k + 11)rAρk− j−2a j

+
k−4∑
j=0

k− j−4∑
l=0
2ω
2rA
B2/µ
ρl+1ρk− j−l−3s j + C(3 j − k + 7)ρk− j−3a j

+
k−5∑
j=0
k− j−5∑
l=0
ω2
B2/µ
ρl+1ρk− j−l−4 s j
 , for k ≥ 5. (A12)
