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Abstract
This article is concerned with classes of relational structures that
are closed under taking substructures and isomorphism, that have
the joint embedding property, and that furthermore have the Ram-
sey property, a strong combinatorial property which resembles the
statement of Ramsey’s classic theorem. Such classes of structures
have been called Ramsey classes. Nesˇetrˇil and Ro¨dl showed that
they have the amalgamation property, and therefore each such class
has a homogeneous Fra¨ısse´ limit. Ramsey classes have recently at-
tracted attention due to a surprising link with the notion of extreme
amenability from topological dynamics. Other applications of Ram-
sey classes include reduct classification of homogeneous structures.
We give a survey of the various fundamental Ramsey classes
and their (often tricky) combinatorial proofs, and about various
methods to derive new Ramsey classes from known Ramsey classes.
Finally, we state open problems related to a potential classification
of Ramsey classes.
Contents
1 Introduction 1
2 Ramsey classes: definition, examples, background 4
2.1 Ramsey’s theorem . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 The Ramsey property . . . . . . . . . . . . . . . . . . . . . 4
2.3 The joint embedding property and Ramsey classes . . . . . 6
2.4 Ramsey degrees and rigidity . . . . . . . . . . . . . . . . . . 7
2.5 The amalgamation property . . . . . . . . . . . . . . . . . . 8
2.6 Counterexamples . . . . . . . . . . . . . . . . . . . . . . . . 10
2.7 Automorphism groups . . . . . . . . . . . . . . . . . . . . . 11
2.8 Countably categorical structures . . . . . . . . . . . . . . . 13
1The author has received funding from the European Research Council under the
European Community’s Seventh Framework Programme (FP7/2007-2013 Grant Agree-
ment no. 257039).
1
ar
X
iv
:1
50
2.
05
14
6v
3 
 [m
ath
.C
O]
  2
7 M
ay
 20
15
3 New Ramsey classes from old 15
3.1 Disjoint unions . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Interpretations . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.4 Adding constants . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Passing to the model companion . . . . . . . . . . . . . . . 22
3.6 Passing to the model-complete core . . . . . . . . . . . . . . 23
3.7 Superimposing signatures . . . . . . . . . . . . . . . . . . . 24
4 The partite method 26
4.1 The class of all ordered structures . . . . . . . . . . . . . . 26
4.2 Irreducible homomorphically forbidden structures . . . . . . 31
5 An inductive proof 34
6 The ordering property 36
7 Concluding remarks and open problems 40
7.1 An application . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.2 Link with topological dynamics . . . . . . . . . . . . . . . . 41
7.3 Variants of the Ramsey expansion conjecture . . . . . . . . 41
7.4 More Ramsey classes from old? . . . . . . . . . . . . . . . . 42
1 Introduction
Let C be a class of finite relational structures. Then C has the Ramsey
property if it satisfies a property that resembles the statement of Ramsey’s
theorem: for all A,B ∈ C there exists C ∈ C such that for every colouring
of the embeddings of A into C with finitely many colours there exists a
‘monochromatic copy’ of B in C, that is, an embedding e of B into C
such that all embeddings of A into the image of e have the same colour.
An example of a class of structures with the Ramsey property is the class
of all finite linearly ordered sets; this is Ramsey’s theorem [45]. Another
example of a class with the Ramsey property is the class of all ordered
finite graphs, that is, structures (V ;E,) where V is a finite set, E the
undirected edge relation, and  a linear order on V ; this result has been
discovered by Nesˇetrˇil and Ro¨dl [41], and, independently, Abramson and
Harrington [1].
In this article we will be concerned exclusively with classes C that are
closed under taking substructures and isomorphism, and that have the
joint embedding property : whenever A,B ∈ C, then there exists a C ∈ C
such that both A and B embed into C. These are precisely the classes C
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for which there exists a countably infinite structure Γ such that a structure
belongs to C if and only if it embeds into Γ. This statement also holds
when the relational signature of C is infinite, but here we additionally
require that the class C has only countably many non-isomorphic members.
Following Fra¨ısse´’s terminology, we say that C is the age of Γ.
A class C will be called a Ramsey class [38] if it has the Ramsey prop-
erty, and is the age of a countable structure. It is an open research problem,
raised in [38], whether Ramsey classes can be classified in some sense that
needs to be specified.
It has been shown by Nesˇetrˇil [38] that Ramsey classes have the amalga-
mation property, a central property in model theory. A class of structures
C has the amalgamation property if for all A,B1,B2 ∈ C with embeddings
ei of A into Bi, for i ∈ {1, 2}, there exist C ∈ C and embeddings fi of Bi
into C such that f1(e1(a)) = f2(e2(a)) for all elements a of A. A class of
finite relational structures C is an amalgamation class if it is closed under
induced substructures, isomorphism, has countably many non-isomorphic
members, and the amalgamation property. By Fra¨ısse´’s theorem (which
will be recalled in Section 2.5) for every amalgamation class C there exists
a countably infinite structure Γ of age C which is homogeneous, that is,
any isomorphism between finite substructures of Γ can be extended to an
automorphism of Γ. The structure Γ is in fact unique up to isomorphism,
and called the Fra¨ısse´ limit of C. In our example above where C is the class
of all finite linearly ordered sets (V ;<), the Fra¨ısse´ limit is isomorphic to
(Q;<), that is, the linear order of the rationals.
The age of a homogeneous structure with a finite relational signature
is in general not Ramsey. However, quite surprisingly, homogeneous struc-
tures with finite relational signature typically have a homogeneous expan-
sion by finitely many relations such that the age of the resulting structure
is Ramsey. The question whether we can replace in the previous sentence
the word ‘typically’ by the word ‘always’ appeared in discussions of the
author with Michael Pinsker and Todor Tsankov in 2010, and has been
asked, first implicitly in a conference publication [11], then explicitly in
the journal version. The question motivates much of the material present
in this article, so we prominently state it here as follows.
Conjecture 1.1 (Ramsey expansion conjecture) Let Γ be a homoge-
neous structure with finite relational signature. Then Γ has a homogeneous
expansion by finitely many relations whose age has the Ramsey property.
This conjecture has explicitly been confirmed for all countable homoge-
neous directed graphs in [31] (those graphs have been classified by Cher-
lin [17]), and other homogeneous structures of interest [26]. The Ramsey
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expansion conjecture has several variants that are formally unrelated, but
related in spirit; we will come back to this in the final section of the article.
There we also discuss that the conjecture can be translated into questions
in topological dynamics which are of independent interest.
This text has its focus on the combinatorial aspects of the theory, rather
than the links with topological dynamics. What we do find convenient,
though, is the usage of concepts from model theory to present the results:
instead of manipulating amalgamation classes C it is often more convenient
to directly manipulate the homogeneous structures of age C.
Outline of the article. In Section 2.2 we give a self-contained intro-
duction to the basics of Ramsey classes, including the proofs of some well-
known and easy observations about them. In Section 3 we show how to
derive new Ramsey classes from known ones; this section contains various
facts or proofs that have not explicitly appeared in the literature yet.
• In Section 3.3 we have basic results about the Ramsey properties
of interpreted structures that have not been formulated previously
in this form, but that are not difficult to show via variations of the
so-called product Ramsey theorem.
• In Section 3.4 we present a new non-topological proof, due to Mio-
drag Sokic, of a known fact from [11] about expanding Ramsey
classes with constants.
• In Section 3.5 and 3.6 we present generalisations of results from [6]
about the Ramsey properties of model-companions and model-complete
cores of ω-categorical structures.
Some fundamental Ramsey classes cannot be constructed by the gen-
eral construction principles from Section 3. The most powerful tool that
we have to prove Ramsey theorems from scratch is the partite method,
developed in the 70s and 80s, most notably by Nesˇetrˇil and Ro¨dl, which
we present in Section 4. With this method we will show that the following
classes are Ramsey: the class of all ordered graphs, the class of all ordered
triangle-free graphs, or more generally the class of all ordered structures
given by a set of homomorphically forbidden irreducible substructures.
There are also Ramsey classes with finite relational signature where it
is not clear how to show the Ramsey property with the partite method, to
the best of my knowledge. We will see such an example, based on Ramsey
theorems for tree-like structures, in Section 5.
When we want to make progress on Conjecture 1.1, we need a bet-
ter understanding of the type of expansion needed to turn a homogeneous
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structure in a finite language into a Ramsey structure. Very often, this can
be done by adding a linear ordering to the signature (a partial explanation
for this is given in Section 2.8). But not any linear ordering might do the
job; a crucial property for finding the right ordering is the so-called order-
ing property, which is a classical notion in structural Ramsey theory. We
will present in Section 6 a powerful condition that implies that a Ramsey
class has the ordering property with respect to some given ordering.
Finally, in Section 7, we discuss the mentioned link between Ramsey
theory and topological dynamics, then present an application of Ramsey
theory for classifying reducts of homogeneous structures, and conclude
with some open problems related to Conjecture 1.1.
2 Ramsey classes: definition, examples, background
The definition of Ramsey classes is inspired by the statement of the
classic theorem of Ramsey, which we therefore recall in the next subsection,
before defining the Ramsey property in Section 2.2 and Ramsey classes in
Section 2.3.
There are two important necessary conditions for a class to be Ramsey:
rigidity (Section 2.4) and amalgamation (Section 2.5). We will see exam-
ples that show that these two conditions are not sufficient (Section 2.6).
The Ramsey property of a Ramsey class C can be seen as a property of the
automorphism group of the Fra¨ısse´ limit of C; this perspective is discussed
in Sections 2.7 and 2.8.
2.1 Ramsey’s theorem
The set of positive integers is denoted by N, and the set {1, . . . , n}
is denoted by [n]. For M,S ⊆ N we write (MS ) for the set of all order-
preserving maps from S into M . When f is a map, and S is a set of
maps whose range equals the domain of f , then f ◦ S denotes the set
{f ◦ e | e ∈ S}. A proof of Ramsey’s theorem can be found in almost any
textbook on combinatorics.
Theorem 2.1 (Ramsey’s theorem [45]) For all r,m, k ∈ N there is a
positive integer g such that for every χ :
(
[g]
[k]
)→ [r] there exists an f ∈ ( [g]
[m]
)
such that |χ(f ◦ ([m]
[k]
)
)| ≤ 1.
2.2 The Ramsey property
In this section we define the Ramsey property for classes of structures.
All structures in this article have an at most countable domain, and have
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an at most countable signature. Typically, the signature will be relational
and even finite; but many results generalise to signatures that are infinite
and also contain function symbols. In Section 3.4 it will be useful to con-
sider signatures that also contain constant symbols (i.e., function symbols
of arity zero).
Let τ be a relational signature, let B be a τ -structure. For R ∈ τ ,
we write RB for the corresponding relation of B. Typically, the domain
of A,B,C will be denoted by A,B,C, respectively. Let A be a subset
of the domain B of B. Then the substructure of B induced by A is the
τ -structure A with domain A such that for every relation symbol R ∈ τ of
arity k we have RA = RB ∩Ak.
If τ is not a purely relational signature, but also contains constant
symbols, then every substructure A of B must contain for every constant
symbol c in τ the element cB, and cA = cB. An embedding of B into A
is a mapping f from B to A which is an isomorphism between B and the
substructure induced by the image of f in B. This substructure will also
be called a copy of A in B. We write
(
B
A
)
for the set of all embeddings of
A into B.
Definition 2.2 (The partition arrow) When A,B,C are τ -structures,
and r ∈ N, then we write C→ (B)Ar if for all χ :
(
C
A
)→ [r] there exists an
f ∈ (CB) such that |χ(f ◦ (BA))| ≤ 1.
We would like to mention that in some papers, the partition arrow is
defined for the situation where
(
B
A
)
does not denote the set of embeddings
of A into B, but the set of copies of A in B. These two definitions are
closely related; the article [36] is specifically about this difference. Also [27]
and [55] treat the relationship between the two definitions.
In analogy to the statement of Ramsey’s theorem, we can now define
the Ramsey property for a class of relational structures.
Definition 2.3 (The Ramsey property) A class C of finite structures
has the Ramsey property if for all A,B ∈ C and k ∈ N there exists a C ∈ C
such that C→ (B)Ak .
Example 2.4 The class of all finite linear orders, denoted by LO, has the
Ramsey property. This is a reformulation of Theorem 2.1. 
The following well-known fact shows that we can always work with
2-colourings instead of general colourings when we want to prove that a
certain class has the Ramsey property.
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Lemma 2.5 Let C be a class of structures, and A ∈ C. Then for every
B ∈ C and r ∈ N there exists a C ∈ C such that C → (B)Ar if and only if
for every B ∈ C there exists a C ∈ C such that C→ (B)A2 .
Proof Suppose that for every B ∈ C there exists a C ∈ C such that
C→ (B)A2 . We inductively define a sequence C1, . . . ,Cr−1 of structures in
C as follows. Let C1 be such that C1 → (B)A2 . For i ∈ {2, . . . , r − 1}, let
Ci be such that Ci → (Ci−1)A2 . We leave it to the reader to verify that
Cr−1 → (B)Ar . 
2.3 The joint embedding property and Ramsey classes
We say that a class of structures C is closed under substructures if for
every B ∈ C, all substructures of B are also in C. The class C is closed
under isomorphism if for everyB ∈ C, all structures that are isomorphic to
B are also in C. In this article, we will focus on classes of finite structures
that are closed under induced substructures and isomorphism, and that
have the joint embedding property. Recall from the introduction that C
has the joint embedding property if for every A,B ∈ C, there exists a
C ∈ C such that both A and B embed into C. Such classes of structures
naturally arise as follows; see e.g. [25].
Proposition 2.6 A class of finite relational structures C is closed un-
der substructures, isomorphism, has the joint embedding property, and
has countably many non-isomorphic members if and only if there exists
a countable structure Γ whose age equals C.
Proposition 2.6 is the main motivation why we exclusively work with
classes of structures that are closed under substructures; however, as
demonstrated in a recent paper by Zucker [55], several Ramsey results and
techniques can meaningfully be extended to isomorphism-closed classes
that only satisfy the joint embedding property and amalgamation, but
that are not necessarily closed under substructures.
Definition 2.7 (Ramsey class) Let τ be an at most countable rela-
tional signature. A class of finite τ -structures is called a Ramsey class
if it is closed under substructures, isomorphism, has countably many non-
isomorphic members, the joint embedding, and the Ramsey property.
Examples of Ramsey classes will be presented below, in Example 2.11,
or more generally, in Example 2.12. The following can be shown by a
simple compactness argument.
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Proposition 2.8 Let Γ be a structure of age C. Then C is a Ramsey class
if and only if for all A,B ∈ C and r ∈ N we have that Γ→ (B)Ar .
Proof Let A,B ∈ C, and r ∈ N an integer. When k is the cardinality of(
B
A
)
, then for any structure C the fact that C→ (B)Ar can equivalently be
expressed in terms of r-colourability of a certain k-uniform hypergraph,
defined as follows. Let G = (V ;E) be the structure whose vertex set
V is
(
C
A
)
, and where (e1, . . . , ek) ∈ E if there exists an f ∈
(
C
B
)
such
that f ◦ (BA) = {e1, . . . , ek}. Let H = ([r];E) be the structure where
E contains all tuples except for the tuples (1, . . . , 1), . . . , (r, . . . , r). Then
C 6→ (B)Ar if and only if G does not homomorphically map to H. An easy
and well-known compactness argument (see Lemma 3.1.5 in [5]) shows
that this is the case if and only if some finite substructure of G does not
homomorphically map to H. Thus, Γ → (B)Ar if and only if C → (B)Ar
for all finite substructures C of Γ. 
2.4 Ramsey degrees and rigidity
Let C be a class of structures with the Ramsey property. In this section
we will see that each structure in C must be rigid, that is, it has no
automorphism other than the identity.
Definition [Ramsey degrees] Let C be a class of structures and let A ∈ C.
We say that A has Ramsey degree k (in C) if k ∈ N is least such that for
any B ∈ C and for any r ∈ N there exists a C ∈ C such that for any
r-colouring χ of
(
C
A
)
there is an f ∈ (CB) such that |χ(f ◦ (BA))| ≤ k.
Hence, by definition, C has the Ramsey property if every A ∈ C has
Ramsey degree one.
Lemma 2.9 Let C be a class of finite structures. Then for every A ∈ C,
the Ramsey degree of A in C is at least |Aut(A)|.
Proof We have to show that for some B ∈ C and r ∈ N, every C ∈ C can
be r-coloured such that for all f ∈ (CB) we have |χ(f ◦ (BA))| ≥ |Aut(A)|.
We choose B := A and r := |Aut(A)|.
Let C ∈ C be arbitrary. Define an equivalence relation ∼ on (CA) by
setting f ∼ g if there exists an h ∈ Aut(A) such that f = g ◦ h. Let
f1, . . . , ft be a list of representatives for the equivalence classes of∼. Define
χ :
(
C
A
) → Aut(A) as follows. For f ∈ (CA), let i be the unique i such that
fi ∼ f . Define χ(f) = h if f = fi ◦ h. Now let e ∈
(
C
A
)
be arbitrary. Then
|χ(e ◦ (AA))| = |Aut(A)|. 
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Corollary 2.10 Let C be a class with the Ramsey property. Then all A
in C are rigid.
It follows that in particular the class of all finite graphs does not have
the Ramsey property. Frequently, a class without the Ramsey property
can be made Ramsey by expanding its members appropriately with a linear
ordering (the expanded structures are clearly rigid).
Example 2.11 Abramson and Harrington [1] and independently Nesˇetrˇil
and Ro¨dl [39] showed that for any relational signature τ , the class C of all
finite linearly ordered τ -structures has the Ramsey property. That is, the
members of C are finite structures A = (A;, R1, R2, . . . ) for some fixed
signature τ = {, R1, R2, . . . } where  denotes a linear order of A.
A shorter and simpler proof of this substantial result, based on the
partite method, can be found in [40] and [37] and will be presented in
Section 4. 
For a class of finite τ -structures N, we write Forb(N) for the class of all
finite τ -structures that do not admit a homomorphism from any structure
in N.
Example 2.12 The classes from Example 2.11 have been further gen-
eralised by Nesˇetrˇil and Ro¨dl [39] as follows. Suppose that N is a (not
necessarily finite) class of structures F with finite relational signature τ
such that for all elements u, v of F there is a tuple in a relation RF for
R ∈ τ that contains both u and v. Such structures have been called irre-
ducible in the Ramsey theory literature. Then the class of all expansions
of the structures in C := Forb(N) by a linear order has the Ramsey prop-
erty. Again, there is a proof based on the partite method, which will be
presented in Section 4. This is indeed a generalization since we obtain the
classes from Example 2.11 by taking N = ∅. 
2.5 The amalgamation property
The Ramsey classes we have seen so far will look familiar to model
theorists. As mentioned in the introduction, the fact that all of the above
Ramsey classes could be described as the age of a homogeneous structure
is not a coincidence.
Theorem 2.13 ([38]) Let τ be a relational signature, and let C be a class
of finite τ -structures that is closed under isomorphism, and has the joint
embedding property. If C has the Ramsey property, then it also has the
amalgamation property.
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Proof Let A,B1,B2 be members of C such that there are embeddings
ei ∈
(
Bi
A
)
for i = 1 and i = 2. Since C has the joint embedding property,
there exists a structure C ∈ C with embeddings f1, f2 of B1 and B2 into
C. If f1 ◦ e1 = f2 ◦ e2, then C shows that B1 and B2 amalgamate over A,
so assume otherwise.
Let D ∈ C be such that D → (C)A2 . Define a colouring χ :
(
D
A
) → [2]
as follows. For g ∈ (DA), let χ(g) = 1 if there is a t ∈ (DC) such that
g = t ◦ f1 ◦ e1, and χ(g) = 0 otherwise. Since D → (C)A2 , there exists a
t0 ∈
(
D
C
)
such that |χ(t0 ◦
(
C
A
)
)| = 1. Note that χ(t0 ◦ f1 ◦ e1) = 1 by the
definition of χ. It follows that χ(t0 ◦ h) = 1 for all h ∈
(
C
A
)
. In particular
χ(t0 ◦ f2 ◦ e2) = 1, because f2 ◦ e2 ∈
(
C
A
)
. Thus, by the definition of χ,
there exists a t1 ∈
(
D
C
)
such that t1 ◦ f1 ◦ e1 = t0 ◦ f2 ◦ e2 (here we use
that the structure A must be rigid, by Corollary 2.10). This shows that D
together with the embeddings t1 ◦ f1 : B1 → D and t0 ◦ f2 : B2 → D is an
amalgam of B1 and B2 over A. 
Definition 2.14 (Amalgamation Class) An isomorphism-closed class
of finite structures with an at most countable relational signature that
contains at most countably many non-isomorphic structures, has the amal-
gamation property (defined in the introduction), and that is closed under
taking induced substructures, is called an amalgamation class.
Theorem 2.15 (Fra¨ısse´ [20, 21]; see [25]) Let τ be a countable relational
signature and let C be an amalgamation class of τ -structures. Then there
is a homogeneous and at most countable τ -structure C whose age equals C.
The structure C is unique up to isomorphism, and called the Fra¨ısse´ limit
of C.
Example 2.16 The Fra¨ısse´ limit of the class of all finite linear orders
is isomorphic to (Q;<), the order of the rationals. The Fra¨ısse´ limit of
the class of all graphs is the so-called random graph (or Rado graph); see
e.g. [15].
We also have the following converse of Theorem 2.15.
Theorem 2.17 (Fra¨ısse´; see [25]) Let Γ be a homogeneous relational
structure. Then the age of Γ is an amalgamation class.
As we have seen, there is a close connection between amalgamation
classes and homogeneous structures, and we therefore make the following
definition.
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Definition 2.18 (Ramsey structure) A homogeneous structure Γ is
called Ramsey if the age of Γ has the Ramsey property.
2.6 Counterexamples
We have so far seen two important necessary conditions for a class C
to be a Ramsey class: rigidity of the members of C (Corollary 2.10) and
amalgamation (Theorem 2.13). As we will see in the examples in this
section, these conditions are not sufficient for being Ramsey.
Example 2.19 Let C be the class of all finite {E,<}-structures where
E denotes an equivalence relation and < denotes a linear order. It is
easy to verify that C has the amalgamation property. Moreover, all auto-
morphisms of structures in C have to preserve < and hence must be the
identity. But C does not have the Ramsey property: let A be the structure
with domain {u, v} such that <A= {(u, v)}, and such that u and v are not
E-equivalent. Let B be the structure with domain {a, b, c, d} such that
b <B c <B a <B d and such that {a, b} and {c, d} are the equivalence
classes of EB. There are four copies of A in B.
Suppose for contradiction that there is C ∈ C such that C→ (B)A2 . Let
≺ be a convex linear ordering of the elements of C, that is, a linear ordering
such that E(x, z) and x < y < z implies that E(x, y) and E(y, z). Let
g ∈ (CA). Define χ(g) = 1 if g(u) ≺ g(v), and χ(g) = 2 otherwise. Note that
there are only two convex linear orderings of B, and that |χ(f ◦ (BA))| = 2
for all f ∈ (CB). 
However, the class of all equivalence relations with a convex linear
order is Ramsey; see [27]. Moreover, as we will see in Example 3.25 in
Section 3.7, the Fra¨ısse´ limit of the class C from Example 2.19 can be
expanded by a convex linear order ≺ so that the resulting structure is
homogeneous and Ramsey.
Example 2.20 The class of finite trees is not closed under taking sub-
structures. If we close it under substructures, we obtain the class of all
finite forests, a class which does not have the amalgamation property. The
solution for a proper model-theoretic treatment of trees and forests is to
use the concept of C-relations.
Formally, a ternary relation C is said to be a C-relation2 on a set L if
for all a, b, c, d ∈ L the following conditions hold:
C1 C(a; b, c)→ C(a; c, b);
2Terminology of Adeleke and Neumann [2].
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C2 C(a; b, c)→ ¬C(b; a, c);
C3 C(a; b, c)→ C(a; d, c) ∨ C(d; b, c);
C4 a 6= b→ C(a; b, b).
A C-relation on a set L is called binary branching if for all pairwise distinct
a, b, c ∈ L we have C(a; b, c) or C(b; a, c) or C(c; a, b).
The intuition here is that the elements of L denote the leaves of a
rooted binary tree, and C(a; b, c) holds if in the tree, the shortest path
from b to c does not intersect the shortest path from a to the root; see
Figure 1. For finite L, this property is actually equivalent to the axiomatic
definition above [2].
The class of structures (L;C) where L is a finite set and C is a binary
branching C-relation on L is of course not a Ramsey class, since (L;C)
has nontrivial automorphisms, unless |L| = 1. The same argument does
not work for the class C of all structures (L;C,<) where L is finite set,
C is a binary branching C-relation on L, and < is a linear ordering of
L. In fact, C is an amalgamation class (a well-known fact; for a proof,
see [5]), but not a Ramsey class. To see how the Ramsey property fails,
consider the structure B ∈ C with domain {a, b, c, d} where a < c < b < d
such that C(a; c, d), C(b; c, d), C(d; a, b), C(c; a, b), and the structure A ∈ C
with domain {u, v} where u < v. Now let C ∈ C be arbitrary. Let ≺ be a
convex ordering of C, that is, a linear ordering such that for all u, v, w ∈ L,
if C(u; v, w) and v ≺ w, then either u ≺ v ≺ w or v ≺ w ≺ u. Define
χ :
(
C
A
) → [2] as follows. For g ∈ (CA) define χ(g) = 1 if g(u) ≺ g(v), and
χ(g) = 2 otherwise. Note that for every convex ordering ≺ of B there
exists an e1 ∈
(
B
A
)
such that e1(u) ≺ e1(v), and an e2 ∈
(
B
A
)
such that
e2(v) ≺ e2(u). Hence, for every f ∈
(
C
B
)
we have |χ(f ◦ (BA))| = 2.
Again, the class of all convexly ordered binary branching C-relations
over a finite set is an amalgamation class (Theorem 5.1). Moreover, by the
results from Section 3.7, the Fra¨ısse´ limit of the class C from Example 2.20
can be expanded by a convex linear order so that the resulting structure
is homogeneous and Ramsey; see Example 5.3.
2.7 Automorphism groups
Let f : D → D be a function and t ∈ Dm a tuple. Then f(t) denotes
the tuple (f(t1), . . . , f(tm)). We say that a relation R ⊆ Dm is preserved
by a function f : D → D if f(t) ∈ R for all t ∈ R. An automorphism of a
structure Γ with domain D is a permutation α such that both α and α−1
preserve all relations (and if the signature contains constant symbols, α
must fix the constants).
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b ca
C(a;b,c)
 
Figure 1: Illustration of a convexly ordered C-relation.
The equivalent formulation of the Ramsey property in Proposition 2.21
will be useful later, for instance to prove that for every homogeneous Ram-
sey structure Γ there exists a linear order on the domain of Γ that is
preserved by all automorphisms of Γ.
Proposition 2.21 Let Γ be a homogeneous structure. Then the following
are equivalent.
1. Γ is Ramsey.
2. For every finite substructure B of Γ and r ∈ N there exists a finite
substructure C of Γ such that for all substructures A1, . . . ,A` of B
and all χi :
(
C
Ai
) → [r] there exists an e ∈ (CB) such that |χi(e ◦(
B
Ai
)
)| = 1 for all i ∈ [`].
Proof (1) ⇒ (2). We only show the forward implication, the backward
implication being trivial. Let B be a finite substructure of Γ and r ∈ N.
Let A1, . . . ,A` be an enumeration of the substructures of B. We are going
to construct a sequence of structures C1, . . . ,C`. Since Γ is Ramsey, there
exists a substructure C1 of Γ such that C1 → (B)A1r . Inductively, for
i ∈ {2, . . . , `} there exists a substructure Ci of Γ such that Ci → (Ci−1)Air .
Define C := C`.
For all i ∈ [`], let χi :
(
C
Ai
) → [r] be arbitrary. Since C` → (C`−1)A`r ,
there exists an e` ∈
(
C`
C`−1
)
with |χ(e` ◦
(
C`−1
A`
)
)| ≤ 1. Inductively, suppose
we have already defined ei ∈
(
C`
Ci−1
)
for an i ∈ {2, . . . , `} such that for all
j ∈ {i, . . . , `} we have |χ(ei ◦
(
Ci−1
Aj
)
)| ≤ 1. Then there exists an ei−1 ∈
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(
Ci−1
Ci−2
)
such that |χ(ei−1 ◦
(
Ci−2
Ai−1
)
)| ≤ 1. Hence, for all j ∈ {i − 1, . . . , `}
we have |χ(ei−1 ◦
(
Ci−2
Aj
)
)| ≤ 1. Then the map e1 ∈
(
Ck
B
)
has the desired
properties from the statement of the proposition. 
Proposition 2.22 Let Γ be a homogeneous Ramsey structure with do-
main D. Then there exists a linear order on D that is preserved by all
automorphisms of Γ.
Proof Let d1, d2, . . . be an enumeration of D, and let < be the linear
order on D given by this enumeration, that is, di < dj if and only if
i < j. Let T be a tree whose vertices on level n are linear orders ≺ of
Dn := {d1, . . . , dn} with the property that for all a, b ∈ Dn and α ∈ Aut(Γ)
such that α(a), α(b) ∈ Dn, we have that a ≺ b if and only if α(a) ≺ α(b).
Note that when a linear order satisfies this condition, then also restrictions
of the linear order to subsets satisfy this condition. Adjacency in T is
defined by restriction. Clearly, T is finitely branching. We will show that
T has vertices on each level. By Ko¨nig’s lemma, there is an infinite path
in T, which defines a linear ordering on D that is preserved by Aut(Γ).
To show that there is a linear order≺ onDn that satisfies the condition,
let B be the structure induced by Dn in Γ, and let A1, . . . ,A` list the
substructures of Γ that are induced by the two-element subsets of Dn. By
Proposition 2.21, there exists a finite substructure C of Γ such that for all
χi :
(
C
Ai
) → [r] there exists an e ∈ (CB) such that |χi(e ◦ (BAi))| = 1 for all
i ∈ [l]. Let χi :
(
C
Ai
) → [2] be defined as follows. For e ∈ ( CAi), we define
χi(e) = 1 if e preserves <, and χi(e) = 2 otherwise. By the property of C,
there is an e ∈ (CB) be such that |χi(e ◦ (BAi))| = 1 for all i ∈ [l].
Let ≺ be the linear order on Dn given by a ≺ b if e(a) < e(b). Suppose
now that a, b ∈ Dn and α ∈ Aut(Γ) such that α(a), α(b) ∈ Dn. Let
i ∈ [l] be such that {a, b} induce Ai in Γ. Let f1 be the identity on
{a, b}, and let f2 be the restriction of α to {a, b}; then f1, f2 ∈
(
B
Ai
)
, and
χi(e ◦ f1) = χi(e ◦ f2). By the definition of χi, we have that e(a) < e(b) if
and only if e(α(a)) < e(α(b)). By the definition of ≺ we obtain that a ≺ b
if and only if α(a) ≺ α(b). 
2.8 Countably categorical structures
In this subsection we present a generalization of the class of all homo-
geneous structures with a finite relational signature that still satisfies a
certain finiteness condition, namely the class of all countable ω-categorical
structures.
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Definition 2.23 A countable structure is said to be ω-categorical if all
countable structures that satisfy the same first-order sentences as Γ are
isomorphic to Γ.
Theorem 2.25 below explains why ω-categoricity can be seen as a finite-
ness condition. It will be easy to see from Theorem 2.25 that all structures
that are homogeneous in a finite relational signature are ω-categorical. But
we first show an example where ω-categoricity can be seen directly.
Example 2.24 All countably infinite vector spaces V over a fixed finite
field F are isomorphic. Since the isomorphism type of F, the axioms of vec-
tor spaces, and having infinite dimension can be expressed by first-order
sentences it follows that V is ω-categorical. These structures are homoge-
neous; however, their signature is not relational. The relational structure
with the same domain that contains all relations that are first-order defin-
able over V is homogeneous, too (this follows from Theorem 2.25 below).
It is easy to see that all relational structures obtained from those examples
by dropping all but finitely many relations, but have the same automor-
phism group as V, are not homogeneous. For example, the structure that
just contains the ternary relation defined by x = y+ z has the same auto-
morphism group as V, but is not homogeneous. The Ramsey properties
of those examples are beyond the scope of this survey, but are discussed
in [27].
The following theorem of Engeler, Ryll-Nardzewski, and Svenonius
shows that whether a structure is ω-categorical can be seen from the au-
tomorphism group Aut(Γ) of Γ (as a permutation group).
Theorem 2.25 (see e.g. [25]) Let Γ be a countably infinite structure with
a countably infinite signature. Then the following are equivalent.
1. Γ is ω-categorical;
2. Aut(Γ) is oligomorphic, that is, for all n ≥ 1, the componentwise
action of Aut(Γ) on n-tuples from Γ has finitely many orbits;
3. all orbits of n-tuples in Γ are first-order definable in Γ;
4. all relations preserved by Aut(Γ) are first-order definable in Γ.
The following is a direct consequence of Proposition 2.22 and Theo-
rem 2.25.
Corollary 2.26 Let Γ be an ω-categorical Ramsey structure. Then there
is a linear order with a first-order definition in Γ.
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Proof Let Γ∗ be the homogeneous expansion of Γ by all first-order de-
finable relations. By Proposition 2.22, there exists a linear ordering of
the domain of Γ∗ which is preserved by all automorphisms of Γ. By ω-
categoricity of Γ and Γ∗, Theorem 2.25, this linear order is first-order de-
finable in Γ∗. Since all first-order definable relations of Γ∗ are first-order
definable in Γ, they are present in the signature of Γ∗, and the statement
follows. 
Theorem 2.25 implies that when Γ is ω-categorical, then the expansion
Γ′ of Γ by all first-order definable relations is homogeneous. We therefore
make the following definition.
Definition 2.27 An ω-categorical structure Γ is called Ramsey if the ex-
pansion of Γ by all relations with a first-order definition in Γ is Ramsey
(as a homogeneous structure).
This definition is compatible with Definition 2.18, since expansions by
first-order definable relations do not change the automorphism group, and
since the Ramsey property only depends on the automorphism group, as
reflected in the next proposition. For subsets S and M of the domain of
an ω-categorical structure Γ, we write
(
M
S
)
for the set of all maps from S
to M that can be extended to an automorphism of Γ. The following is
immediate from the definitions, Theorem 2.25, and Proposition 2.8.
Proposition 2.28 Let Γ be an ω-categorical structure with domain D.
Then the following are equivalent.
1. Γ is Ramsey;
2. For all r ∈ N and finite M ⊂ D and S ⊂ M there exists a finite
L ⊆ D such that for every map χ from (LS) to [r] there exists f ∈ (LM)
such that |χ(f ◦ (MS ))| = 1.
3. For all r ∈ N and finite M ⊂ D and S ⊂ M and every map χ from(
D
S
)
to [r] there exists f ∈ (DM) such that |χ(f ◦ (MS ))| = 1.
3 New Ramsey classes from old
The class of ω-categorical Ramsey structures is remarkably robust with
respect to basic model-theoretic constructions. We will consider the fol-
lowing model-theoretic constructions to obtain new structures from given
structures Γ,Γ1,Γ2:
• disjoint unions and products of Γ1 and Γ2;
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• structures with a first-order interpretation in Γ;
• expansions of Γ by finitely many constants;
• the model companion of Γ;
• the model-complete core of Γ;
• superpositions of Γ1 and Γ2.
If the structures Γ,Γ1,Γ2 we started from are ω-categorical (or homoge-
neous in a finite relational signature), the structure we thus obtain will be
again ω-categorical (or homogeneous in a finite relational signature). In
this section we will see that if the original structures have good Ramsey
properties, then the new structures also do.
3.1 Disjoint unions
One of the simplest operations on structures is the formation of disjoint
unions: when A1 and A2 are structures with the same relational signature τ
and disjoint domains, then the disjoint union of A1 and A2 is the structure
B with domainB := A1∪A2 where for eachR ∈ τ we set RB := RA1∪RA2 .
The disjoint union of two ω-categorical structures is always ω-categorical.
The disjoint union of two homogeneous structures Γ1 and Γ2 might not
be homogeneous; but it clearly becomes homogeneous when we add an
additional new unary predicate P to the disjoint union which precisely
contains the vertices from Γ1. We denote the resulting structure by Γ1 unionmultiP
Γ2. The transfer of the Ramsey property is a triviality in this case.
Lemma 3.1 Let Γ1 and Γ2 be ω-categorical Ramsey structures. Then
Γ := Γ1 unionmultiP Γ2 is an ω-categorical Ramsey structure, too. If Γ1 and Γ2 are
homogeneous with finite relational signature, then so is Γ.
While this lemma looks innocent, it still has interesting applications
in combination with the other constructions that we present; see Exam-
ple 3.26.
3.2 Products
When G1 and G2 are permutation groups acting on the sets D1 and
D2, respectively, then the direct product G1 × G2 of G1 and G2 natu-
rally acts on D1 × D2: the element (g1, g2) of G1 × G2 maps (x1, x2) to
(g1(x1), g2(x2)). When G1 and G2 are the automorphism groups of rela-
tional structures Γ1 and Γ2, then the following definition yields a struc-
ture whose automorphism group is precisely G1×G2. (The direct product
Γ1 × Γ2 does not have this property.)
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Definition 3.2 (Full Product) Let Γ1, . . . ,Γd be structures with do-
mains D1, . . . , Dd and pairwise disjoint signatures τ1, . . . , τd. Then the full
product structure Γ1 · · ·Γd is the structure with domain D1×· · ·×Dd
that contains for every i ≤ d and m-ary R ∈ (τi∪{=}) the relation defined
by
{
((x11, . . . , x
d
1), . . . , (x
1
m, . . . , x
d
m)) : (x
i
1, . . . , x
i
m) ∈ RΓi
}
.
The following proposition is known as the product Ramsey theorem to
combinatorists.
Proposition 3.3 Let Γ1, . . . ,Γd be ω-categorical Ramsey structures with
pairwise disjoint signatures. Then Γ := Γ1  · · · Γd is ω-categorical and
Ramsey. If Γ1, . . . ,Γd are homogeneous with finite relational signature,
then so is Γ.
Proof It follows from Theorem 2.25 that if Γ1, . . . ,Γd are ω-categorical,
then Γ1  · · · Γd is ω-categorical.
For the homogeneity of Γ1  Γ2, let u1 := (u11, . . . , ud1), . . . , um :=
(u1m, . . . , u
d
m) and v1 := (v
1
1 , . . . , v
d
1), . . . , vm := (v
1
m, . . . , v
d
m) be elements
of Γ such that the map a that sends (u1, . . . , um) to (v1, . . . , vm) is an
isomorphism between substructures of Γ. For i ≤ d, define ai as the map
that sends uij to v
i
j for all j ≤ m; this is well-defined since a preserves the
relation {(x1, . . . , xd, y1, . . . , yd) : xi = yi}. By homogeneity of Γi, there
exists an extension αi of ai to an automorphism of Γi. Then the map α
given by α(x1, . . . , xd) := (α1(x1), . . . , αd(xd)) is an automorphism of Γ
and extends α.
To prove that Γ is Ramsey, we show the statement for d = 2; the
general case then follows by induction on d. Let A,B be substructures
of Γ = Γ1  Γ2 and r ∈ N be arbitrary. We will show that Γ → (B)Ar ,
so let χ :
(
B
A
) → [r] be arbitrary. If (BA) is empty, then the statement is
trivial, so in the following we assume that A embeds intoB. For i ∈ {1, 2},
let Ai be the structure induced in Γi by {ai : (a1, a2) ∈ A}, and define
Bi analogously with B instead of A. Since Γ2 is Ramsey there exists a
finite substructure C2 of Γ2 such that C2 → (B2)A2r . Define s := |
(
C2
A2
)|.
Since Γ1 is Ramsey there exists a finite substructure C1 of Γ1 such that
C1 → (B1)A1rs . We identify the elements of [rs] with functions from
(
C2
A2
)
to [r]. Define χ1 :
(
C1
A1
) → [rs] as follows. Let e1 ∈ (C1A1), let e2 ∈ (C2A2),
and let e ∈ (BA) be the embedding such that e(a1, a2) = (e1(a1), e2(a2)).
Let ξ :
(
C2
A2
) → [r] be the function that maps e2 ∈ (C2A2) to χ(e). Define
χ1(e1) = ξ. Then there exists an f1 ∈
(
C1
B1
)
such that χ1(f1 ◦
(
B1
A1
)
) = {χ2}
for some χ2 ∈
(
C2
A2
)→ [r]. As C2 → (B2)A2r , there exists an f2 ∈ (C2B2) such
that |χ2(f2 ◦
(
B2
A2
)
)| = 1. Let f ∈ (C1C2B ) be given by b 7→ (f1(b), f2(b)).
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We claim that |χ(f ◦ (BA))| = 1. Arbitrarily choose e, e′ ∈ (BA). Then
there are ei, e
′
i :
(
Bi
Ai
)
for i ∈ {1, 2} such that e(A) ⊆ (e1(A1), e2(A2))
and e′(A) ⊆ (e′1(A1), e′2(A2)). Then χ1(f1 ◦ e1) = χ1(f1 ◦ e′1) = χ2, and
χ2(f2 ◦ e1) = χ2(f2 ◦ e′2). Then χ(e) = χ2(f2 ◦ e2) = χ2(f2 ◦ e′2) = χ(e′),
which is what we had to show. 
The special case of Proposition 3.3 where Γ1 = · · · = Γd = (Q;<) can
be found in [22] (page 97). The general case can also be shown inductively,
see e.g. [11]. One may also derive it using the results in Kechris-Pestov-
Todorcevic [27], since the direct product of extremely amenable groups is
extremely amenable (also see [6]).
3.3 Interpretations
The concept of first-order interpretations is a powerful tool to construct
new structures. A simple example of an interpretation is the line graph of
a graph G, which has a first-order interpretation over G. By passing to
the age of the constructed structure, they are also a great tool to define
new classes of structures.
Definition 3.4 A relational σ-structure B has a (first-order) interpreta-
tion I in a τ -structure A if there exists a natural number d, called the
dimension of I, and
• a τ -formula δI(x1, . . . , xd) – called the domain formula,
• for each atomic σ-formula φ(y1, . . . , yk) a τ -formula
φI(y1,1, . . . , y1,d, y2,1, . . . , y2,d, . . . , yk,1, . . . , yk,d)
– the defining formulas;
• a surjective map h from {a¯ : A |= δI(a¯)} to B – called the coordinate
map,
such that for all atomic σ-formulas φ and all elements a1,1, . . . , ak,d with
A |= δI(ai,1, . . . , ai,d) for all i ≤ k
B |= φ(h(a1,1, . . . , a1,d), . . . , h(ak,1, . . . , ak,d))
⇔ A |= φI(a1,1, . . . , ak,d) .
We give illustrating examples.
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Example 3.5 When (V ;E) is an undirected graph, then the line graph
of (V ;E) is the undirected graph (E;F ) where F :=
{{u, v} : |u∩v| = 1}.
Undirected graphs can be seen as structures where the signature contains
a single binary relation denoting a symmetric irreflexive relation. Then the
line graph of (V ;E) has the following 2-dimensional interpretation I over
(V ;E): the domain formula δI(x1, x2) is E(x1, x2), the defining formula
for the atomic formula y1 = y2 is
(y1,1 = y2,1 ∧ y1,2 = y2,2) ∨ (y1,1 = y2,2 ∧ y1,2 = y2,1) ,
and the defining formula for the atomic formula F (y1, y2) is(
(y1,1 6= y2,1 ∧ y1,1 6= y2,2) ∨ (y1,2 6= y2,2 ∧ y1,2 6= y2,2)
)
∧ (y1,1 = y2,1 ∨ y1,1 = y2,2 ∨ y1,2 = y2,1 ∨ y1,2 = y2,2) .
The coordinate map is the identity.
Example 3.6 A poset (P ;≤) has poset dimension at most k if there are
k linear extensions ≤1, . . . ,≤k of ≤ such that x ≤ y if and only if x ≤i y
for all i ∈ [k]. The class of all finite posets of poset dimension at most k
is the age of (Q;≤)k, which clearly has a k-dimensional interpretation in
(Q;<).
Lemma 3.7 (Theorem 7.3.8 in [24]) Let A be an ω-categorical struc-
ture. Then every structure B that is first-order interpretable in A is count-
ably infinite ω-categorical or finite.
Note that in particular all reducts (defined in the introduction) of an
ω-categorical structure Γ have an interpretation in Γ and are thus again ω-
categorical. On the other hand, being homogeneous with finite relational
signature is not inherited by the interpreted structures. An example of a
structure which is not interdefinable with a homogeneous structure in a
finite relational signature, but which has a first-order interpretation over
(N; =), has been found by Cherlin and Lachlan [16].
Proposition 3.8 Suppose that Γ is ω-categorical Ramsey. Then every
structure with a first-order interpretation in Γ has an ω-categorical Ramsey
expansion ∆. Furthermore, if Γ is homogeneous with a finite relational
signature, then we can choose ∆ to be homogeneous in a finite relational
signature, too.
Corollary 3.9 Conjecture 1.1 is true for countable stable3 homogeneous
structures with finite relational signature.
3For the definition of stability we refer to any text book in model theory.
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Proof Lachlan [30] proved that every stable homogeneous structure with
a finite relational signature has a first-order interpretation over (Q;<).
The statement follows from the fact that (Q;<) is Ramsey, and Proposi-
tion 3.8. 
3.4 Adding constants
Let Γ be homogeneous. It is clear that the expansion (Γ, d1, . . . , dn) by
finitely many constants d1, . . . , dn is again homogeneous. Similarly, if Γ
is ω-categorical, then (Γ, d1, . . . , dn) is ω-categorical, as a consequence of
Theorem 2.25. We will show here that if Γ is Ramsey, then (Γ, d1, . . . , dn)
remains Ramsey. The original proof [11] went via a more general fact from
topological dynamics (open subgroups of extremely amenable groups are
extremely amenable). We give an elementary proof here, due to Miodrag
Sokic.
Theorem 3.10 Let Γ be homogeneous and Ramsey. Let d1, . . . , dn be
elements of Γ. Then (Γ, d1, . . . , dn) is also Ramsey.
Proof Let τ be the signature, and D the domain of Γ. We write d for
(d1, . . . , dn). Let A
∗,B∗ be two finite substructures of Γ∗, let r ∈ N, and
let χ∗ :
(
Γ∗
A∗
) → [r] be arbitrary. We have to show that there exists an
f ∈ (Γ∗B∗) such that |χ(f ◦ (B∗A∗))| = 1. We write A and B for the τ -reducts
of A∗ and B∗, respectively.
Define χ :
(
Γ
A
)→ [r] as follows. First, we fix for each tuple a ∈ Dn that
lies in the same orbit as d in Aut(Γ) an automorphism αa of Γ such that
αa(a) = d. Let e ∈
(
Γ
A
)
, and a := e(d). By the homogeneity of Γ, the
tuples a and d lie in the same orbit of Aut(Γ). Note that αa ◦e fixes d and
is an embedding of A∗ into Γ∗. Define χ(e) := χ∗(αa ◦ e).
Since Γ is Ramsey, there is an f ∈ (ΓB) such that χ(f ◦ (BA)) = {c} for
some c ∈ [r]. Let b be f(d). By the homogeneity of Γ, the tuples b and d
lie in the same orbit of Aut(Γ). Observe that f ′ := αb ◦ f fixes d and is an
embedding of B∗ into Γ∗.
We claim that |χ∗(f ′ ◦ (B∗A∗))| = 1. To prove this, let g ∈ (B∗A∗) be
arbitrary. Since g is in particular from
(
B
A
)
we have χ(f ◦ g) = c. By the
definition of χ we have that χ(f ◦ g) = χ∗(αb ◦ f ◦ g) = χ∗(f ′ ◦ g). Hence,
χ∗(f ′ ◦ g) = c, which proves the claim. 
In this article, we work mostly with relational signatures. It is there-
fore important to note that the relational structure (Γ, {d1}, . . . , {dn}) is
in general not homogeneous even if Γ is. Consider for example the Fra¨ısse´
limit Γ = (V;E) of the class of all finite graphs, and an arbitrary d1 ∈ V.
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Let p ∈ V \ {d1} be such that E(p, d1) and q ∈ V \ {d1} be such that
¬E(d1, q). Then the mapping that sends p to q is an isomorphism be-
tween (one-element) substructures of (Γ, {d1}) which cannot be extended
to an automorphism of (Γ, {d1}). (The difference to (Γ, d1) is that all sub-
structures of (Γ, d1) must contain d1.) Note, however, that (Γ, d1, . . . , dn)
and (Γ, {d1}, . . . , {dn}) have the same automorphism group.
The solution to stating the result about expansions of homogeneous
structures with constants in the relational setting is linked to the following
definition.
Definition 3.11 Let Γ be a relational structure with signature τ , and
d1, . . . , dn elements of Γ. Then Γd1,...,dn denotes the expansion of Γ which
contains for every R ∈ (τ ∪ {=}) of arity k ≥ 2, every i ∈ [k] and j ∈
[n], the (k − 1)-ary relation {(x1, . . . , xi−1, xi+1, . . . , xk) : (x1, . . . , xk) ∈
R and xi = dj}.
Note that if the signature of Γ is finite, then the signature of Γd1,...,dn
is also finite, and the maximal arity is unaltered. Also note that Γd1,...,dn
has in particular the unary relations {d1}, . . . , {dn}.
Lemma 3.12 Let Γ be a homogeneous relational structure, and d1, . . . , dn
elements of Γ. Then Γd1,...,dn is homogeneous.
Proof Let a be an isomorphism between two finite substructures A1, A2
of Γd1,...,dn . Since Γd1,...,dn contains for all i ≤ n the relation {di} which
is preserved by a, it follows that if A1 or A2 contains ci, then both A1
and A2 must contain di, and a(di) = di. If di is contained in neither A1
nor A2, then a can be extended to a partial isomorphism a
′ of Γd1,...,dn
with domain A1∪{di} by setting a(di) = di: this follows directly from the
definition of the signature of Γd1,...,dn . By the homogeneity of Γ, the map
a′ can be extended to an automorphism of Γ. This automorphism fixes
d1, . . . , dn pointwise, and hence is an automorphism of Γd1,...,dn . 
Corollary 3.13 Let Γ be homogeneous, ω-categorical, and Ramsey, and
let d1, . . . , dn be elements of Γ. Then Γd1,...,dn is also Ramsey.
Proof The statement follows from Theorem 3.10 from the observation
that Γd1,...,dn and (Γ, d1, . . . , dn) have the same automorphism group, and
that whether an ω-categorical structure has the Ramsey property only
depends on its automorphism group (Proposition 2.28). 
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3.5 Passing to the model companion
A structure Γ is called model-complete if all embeddings between mod-
els of the first-order theory of Γ preserve all first-order formulas. It is
well-known that this is equivalent to every first-order formula being equiv-
alent to an existential formula over Γ (see e.g. [25]). It is also known (see
Theorem 3.6.7 in [5]) that an ω-categorical structure Γ is model-complete
if and only if for every finite tuple t of elements of Γ and for every self-
embedding e of Γ into Γ there exists an automorphism α of Γ such that
e(t) = α(t).
A model companion of Γ is a model-complete structure ∆ with the
same age as Γ. If Γ has a model companion, then the model companion is
unique up to isomorphism [25]. Every ω-categorical structure has a model
companion, and the model companion is again ω-categorical [46].
Example 3.14 We write Q+0 for {q ∈ Q : q ≥ 0}. The structure Γ :=
(Q+0 ;<) is ω-categorical, but not model-complete: for instance the map
x 7→ x+ 1 is an embedding of Γ into Γ which does not preserve the unary
relation {0} with the first-order definition ∀y(y ≥ x) over Γ. The model
companion of Γ is (Q;<).
In this subsection we prove the following.
Theorem 3.15 Let Γ be ω-categorical and Ramsey, and let ∆ be the model
companion of Γ. Then ∆ is also Ramsey.
Proof Let e be an embedding of Γ into ∆, and let i be an embedding
of ∆ into Γ; such embeddings exist by ω-categoricity of ∆ and Γ, see
Section 3.6.2 in [5]. We will work with the equivalent characterisation of
the Ramsey property given in item 2 of Proposition 2.28.
Let S and M be finite subsets of the domain D of ∆ and r ∈ N, and
let χ :
(
D
S
) → [r] be arbitrary. Let D′ be the domain of Γ. We define a
map χ′ :
(
D′
i(S)
) → [r] as follows. For q′ ∈ ( D′i(S)), note that e ◦ q′ ◦ i ∈ (DS).
We define χ′(q′) := χ(e ◦ q′ ◦ i).
Since Γ is Ramsey, there exists an f ′ ∈ ( D′i(M)) and c ∈ [r] such that for
all g′ ∈ (i(M)
i(S)
)
we have χ′(f ′ ◦ g′) = c. Let α′ ∈ Aut(Γ) be an extension
of f ′. Note that e ◦ α′ ◦ i is an embedding of ∆ into ∆, and since ∆ is
model-complete there exists an α ∈ Aut(∆) that extends the restriction f
of e ◦ α′ ◦ i to M .
Let g ∈ (MS ) be arbitrary. We claim that χ(f ◦ g) = c. Since e ◦ i
is an embedding of ∆ into ∆ and ∆ is model-complete, there exists an
automorphism β of ∆ such that β(e(i(x))) = x for all x ∈ S. Note that
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g′ := i ◦ g ◦ β ◦ e ∈ (i(M)
i(S)
)
, and hence χ′(f ′ ◦ g′) = c. Also note that by the
definition of χ′ we have
χ′(f ′ ◦ g′) = χ(e ◦ f ′ ◦ g′ ◦ i) = χ(e ◦ f ′ ◦ i ◦ g ◦ β ◦ e ◦ i) = χ(f ◦ g) .
Hence, χ(f ◦ g) = c, and |χ(f ◦ (MS ))| ≤ 1, and thus ∆ is Ramsey. 
3.6 Passing to the model-complete core
Cores play an important role in finite combinatorics. The concept
of model-complete cores can be seen as an existential-positive analog of
model-companions, where embeddings are replaced by homomorphisms
and self-embeddings are replaced by endomorphisms. We state here results
that are analogous to the results for model companions that we have seen
in the previous section.
Definition 3.16 Let A and B be two structures with domain A and B,
respectively, and the same relational signature τ . Then a homomorphism
from A to B is a function f : A → B such that for all (a1, . . . , an) ∈ RA
we have (f(a1), . . . , f(an)) ∈ RB. An endomorphism of a structure Γ is
a homomorphism from Γ to Γ. A structure Γ is called a core if every
endomorphism of Γ is an embedding.
An ω-categorical structure Γ is a model-complete core if and only if for
every finite tuple t of elements of Γ and for every endomorphism e of Γ
there exists an automorphism α of Γ such that e(t) = α(t) (Theorem 3.6.11
in [5]). The following has been shown in [4] (also see [7]). Two structures
Γ and ∆ are homomorphically equivalent if there is a homomorphism from
Γ to ∆ and a homomorphism from ∆ to Γ.
Theorem 3.17 Every ω-categorical structure is homomorphically equiva-
lent to a model-complete core ∆, which is unique up to isomorphism, and
again countably infinite ω-categorical or finite. The expansion of ∆ by all
existential positive definable relations is homogeneous.
The structure ∆ in Theorem 3.17 will be called the model-complete core
of Γ.
Theorem 3.18 Let Γ be ω-categorical and Ramsey, and let ∆ be the
model-complete core of Γ. Then ∆ is also Ramsey.
Proof The proof is similar to the proof of Theorem 3.15. 
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3.7 Superimposing signatures
An amalgamation class C is called a strong amalgamation class if, in-
formally, we can amalgamate structures B1,B2 ∈ C over A ∈ C in such a
way that no points of B1 and B2 other than the elements of A1 will be
identified in the amalgam. Formally, we require that for all A,B1,B2 ∈ C
and embeddings ei : A→ Bi, i ∈ {1, 2}, there exists a structure C ∈ C and
embeddings fi : Bi → C such that e1(f1(x)) = e2(f2(x)) for all x ∈ A, and
additionally f1(B1) ∩ f2(B2) = f1(e1(A)) = f2(e2(A)). When an amalga-
mation class C even has strong amalgamation, then this can be seen from
the automorphism group of the Fra¨ısse´ limit of C.
Definition 3.19 ([14]) We say that a permutation group has no alge-
braicity if for every finite tuple (a1, . . . , an) of the domain the set of all
permutations of the group that fix each of a1, . . . , an fixes no other ele-
ments of the domain.
For automorphism groups of ω-categorical structures Γ, having no al-
gebraicity coincides with the model-theoretic notion of Γ having no alge-
braicity (see, e.g., [25]).
Lemma 3.20 (see (2.15) in [14]) Let C be an amalgamation class of re-
lational structures and Γ its Fra¨ısse´ limit. Then C has strong amalgama-
tion if and only if Γ has no algebraicity.
For strong amalgamation classes there is a powerful construction to
obtain new strong amalgamation classes from known ones.
Definition 3.21 Let C1 and C2 be classes of finite structures with disjoint
relational signatures τ1 and τ2, respectively. Then the free superposition
of C1 and C2, denoted by C1 ∗C2, is the class of (τ1∪ τ2)-structures A such
that the τi-reduct of A is in Ci, for i ∈ {1, 2}.
The following lemma has a straightforward proof by combining amal-
gamation in C1 with amalgamation in C2.
Lemma 3.22 If C1 and C2 are strong amalgamation classes, then C1 ∗C2
is also a strong amalgamation class.
When Γ1 and Γ2 are homogeneous structures with no algebraicity, then
Γ1 ∗ Γ2 denotes the (up to isomorphism unique) Fra¨ısse´ limit of the free
superposition of the age of Γ1 and the age of Γ2.
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Example 3.23 For i ∈ {1, 2}, let τi = {<i}, let Ci be the class of all
finite τi-structures where <i denotes a linear order, and let Γi be the
Fra¨ısse´ limit of Ci. Then Γ1 ∗Γ2 is known as the random permutation (see
e.g. [12, 33,47]).
We have the following result about free superpositions.
Theorem 3.24 ([6]) Let Γ1 and Γ2 be homogeneous ω-categorical struc-
tures with no algebraicity such that both Γ1 and Γ2 are Ramsey. Then
Γ1 ∗ Γ2 is Ramsey.
We mention that the proof of Theorem 3.24 from [6] uses Theorem 3.18
about model-complete cores. An alternative proof can be found in [49].
Example 3.25 Recall from Example 2.19 that the amalgamation class of
all finite structures (V ;E,<) where E denotes an equivalence relation and
< denotes a linear order, is not Ramsey. In the light of Conjecture 1.1
for the Fra¨ısse´ limit Γ of this class, we therefore look for a homogeneous
Ramsey expansion of Γ. Let C be the class of all finite structures (V ;E,≺)
where E is an equivalence relation and ≺ is a linear order that is convex
with respect to E. We have mentioned before that C is Ramsey, and by
Theorem 3.24 the class C∗LO is Ramsey. Then the Fra¨ısse´ limit of C∗LO
is isomorphic to a homogeneous Ramsey expansion of Γ.
Example 3.26 The directed graph S(2) is one of the homogeneous di-
rected graphs that figures in the classification of all homogeneous directed
graphs of Cherlin [17]. In fact, it is a homogeneous tournament and there-
fore already appeared in the classification of homogeneous tournaments of
Lachlan [29]. It has many equivalent definitions, one of them being the
following: the vertices of S(2) are a countable dense set of points on the
unit circle without antipodal points. We add an edge from x to y if and
only if the line from x to y has the origin on the left; that is, x, y, and
(0, 0) lie in clockwise order in the plane.
We will show that S(2) has a Ramsey expansion which is homogeneous
and has a finite relational signature. This can be derived from general
principles and Ramsey’s theorem as follows. In the following, (Q;<1)
and (Q;<2) both denote the order of the rationals, but have disjoint sig-
nature. Let Γ be the disjoint union (Q;<1) unionmultiP (Q;<1), which has the
Ramsey property by Theorem 2.1 and Lemma 3.1 (Example 2.4). Then
the free superposition ∆ of (Q;<2) with Γ is Ramsey by Theorem 3.24,
and homogeneous with finite relational signature. The structure S(2) is a
reduct of ∆: for elements x, y ∈ S(2), we define x ≺ y if(
x <2 y ∧ (P (x)⇔ P (y)
) ∨ (y <2 x ∧ (P (x) 6⇔ P (y)) .
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Let Γ1 and Γ2 be two ω-categorical Ramsey structures. Note that since
there is a linear order with a first-order definition in Γ1, and a first-order
definition of a linear order in Γ2, the structure Γ1 ∗ Γ2 must carry two
independent linear orders.
To prove the Ramsey property for structures that do not have a second
independent linear order, we have the following variant.
Theorem 3.27 ([6]) Let C1 and C2 be classes of structures such that C1,
C2 and LO have pairwise disjoint signatures. Also suppose that C1 and
LO ∗ C2 are Ramsey classes with strong amalgamation and ω-categorical
Fra¨ısse´ limits. Then C1 ∗ C2 is also a Ramsey class.
4 The partite method
There are some homogeneous Ramsey structures where no proof of
the Ramsey property from general principles is known. One of the most
powerful methods to prove the Ramsey property is such situations is the
partite method. The first result that we see in this section is that for any
finite relational signature τ , the class of all finite ordered τ -structures is a
Ramsey class. This is due to Nesˇetrˇil and Ro¨dl [39] and independently to
Abramson and Harrington [1]; in these original papers, the statement is
made for hypergraphs only, but it holds for relational structures in general.
We then apply the partite method to classes that are characterised by
forbidding finite structures as induced substructures.
4.1 The class of all ordered structures
We will prove the following theorem, due to Nesˇetrˇil and Ro¨dl, and,
independently, Abramson and Harrington.
Theorem 4.1 ([1, 39]) For every relational signature τ the class of all
τ ∪ {}-structures, where  denotes a linear order, is a Ramsey class.
The construction to prove the Ramsey property is due to Nesˇetrˇil and
Ro¨dl [40], with only minor modifications in the presentation. It relies on
the concept of n-partite structures. We formalize this slightly differently
than Nesˇetrˇil and Ro¨dl in [40].
Definition 4.2 Let n ∈ N, and τ a relational signature. An n-partite
structure is a finite (τ ∪ {})-structure (A,) where  is a weak linear
order (that is, a linear quasi-order) such that the equivalence relation ≈
on A defined by x ≈ y ⇔ (x  y ∧ y  x) has n equivalence classes. An
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n-partite structure is called a transversal if each equivalence class of ≈ has
size one.
Note that the elements of a finite n-partite structure (A,) are par-
titioned into levels A1, . . . , An which are uniquely given by the property
that for u ∈ Ai and v ∈ Aj we have u  v if and only if i ≤ j.
Lemma 4.3 (Partite Lemma) Let A be an n-partite transversal, B an
arbitrary n-partite structure, and r ∈ N. Then there exists an n-partite
structure C such that C→ (B)Ar .
The idea of the proof of Lemma 4.3 is to use the theorem of Hales-
Jewett (see [22]), which we quickly recall here to fix some terminology.
Definition 4.4 Let m, d ∈ N. A combinatorial line is a set L ⊆ [m]d of
the form
{(α11, . . . , α1d), . . . , (αm1 , . . . , αmd )}
such that there exists a non-empty set PL ⊆ [d] satisfying
• αkp = αlp for all k, l ∈ [m] and p ∈ [d] \ PL, and
• αkp = k for all k ∈ [m] and p ∈ PL.
Note that for every k ∈ [m] there exists exactly one α = (α1, . . . , αd) ∈ L
with αp = k for all p ∈ PL; we write L(k) for this α.
Theorem 4.5 (Hales-Jewett; see [22]) For any m, r ∈ N there exists
d ∈ N such that for every function ξ : [m]d → [r] there exists a combinato-
rial line L such that ξ is constant on L.
We write HJ(m, r) for the smallest d ∈ N that satisfies the condition in
Theorem 4.5. See Figure 4.1 for an illustration that shows that HJ(2, 2) =
2: if we colour the vertices of [2]2 with two colours, we always find a
monochromatically coloured combinatorial line.
Proof [of Lemma 4.3] We assume that every vertex ofB is contained in a
copy of A inB. This is without loss of generality: ifB∗ is the substructure
of B induced by the elements of the copies of A in B, and C∗ is such that
C∗ → (B∗)A∗r , then we can construct C such that C → (B)Ar from C∗ by
amalgamating at every copy of B∗ in C∗ a copy of B. So assume in the
following that B = B∗.
Let g1, . . . , gm be an enumeration of
(
B
A
)
. Let d be HJ(m, r) (according
to Theorem 4.5). The idea of the construction in the proof of Lemma 4.3
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Figure 2: Illustration for HJ(2, 2) = 2.
is to construct C in such a way that for every element of [m]d there ex-
ists a copy of A in C such that monochromatically coloured lines in [m]d
correspond to monochromatic copies of B in C. The direct product Bd
has many copies of A, but in general does not have enough copies of B.
The following ingenious construction, named after the initials of its inven-
tors, is a modification of the direct product that overcomes the mentioned
problem by creating sufficiently many copies of B.
Definition 4.6 (The NR-power) Let A,B be n-partite structures with
signature τ . Then the d-th NR-power of B over A is the n-partite structure
C defined as follows. Write Bi for the i-th level of B, for i ∈ [n]. The
domain of C is C1 ∪ · · · ∪Cn where Ci := (Bi)d. For R ∈ τ of arity h, and
u1, . . . , uh ∈ C, we define (u1, . . . , uh) ∈ RC iff
• there is a non-empty set P ⊆ [d] and (w1, . . . , wh) ∈ RB such that
usq = w
s for q ∈ P and s ∈ [h], and
• for q ∈ [d] \ P , all of u1q, . . . , uhq lie in the same copy of A in B.
For an illustration of the NR-power, see Figure 3.
Let C be the d-th NR-power of B over A. To prove the partite lemma,
it suffices to show that C→ (B)Ar . Let χ :
(
C
A
)→ [r] be arbitrary. We are
going to define a function ξ : [m]d → [r].
Claim 1. For α = (α1, . . . , αd) ∈ [m]d, the map gα : A → C given by
a 7→ (gα1(a), . . . , gαd(a)) is an embedding of A into C.
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A B C
Figure 3: Illustration of two five-partite graphs A, B, where A is transver-
sal. On the right, we see the second NR-power of B over A.
Proof [of Claim 1.] Suppose that (a1, . . . , ah) ∈ RA. Then
(gαp(a1), . . . , gαp(ah)) ∈ RB
for all p ∈ [d] since gαp preserves R. By the definition of RC we have that
(gα(a1), . . . , gα(ah)) ∈ RC (arbitrarily choose i ∈ [d] and verify Defini-
tion 4.6 for P = {i}). Conversely, suppose that (gα(a1), . . . , gα(ah)) ∈ RC.
Then there exists a non-empty set P ⊆ [d] and (w1, . . . , wh) ∈ RB such
that for all q ∈ P and s ∈ [h] we have (gα(as))q = gαq (as) = ws.
Since gαq is an embedding of A into B, we obtain in particular that
(a1, . . . , ah) ∈ RA, proving the claim. 
Define ξ(α) := χ(gα). By the theorem of Hales-Jewett (Theorem 4.5),
there exists a combinatorial line L ⊆ [m]d and c ∈ [r] such that ξ(α) = c
for all α ∈ L. We describe how L gives rise to an embedding gL of B
into C. For u ∈ B, we write pi(u) for the unique element of A that lies
on the same level as u. Observe that pi(gk(a)) = a for all k ∈ [m] and for
all a ∈ A since A is transversal. Recall our assumption that every u ∈ B
appears in a copy of A in B, and hence there exists a k ∈ [m] such that
u ∈ gk(A).
Claim 2. The map gL : B → C given by gL(u) := gL(k)(pi(u)), for
some k ∈ [m] such that u ∈ gk(A), is well-defined, and an embedding of
B into C.
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Proof [of Claim 2.] In order to show that the value of gL does not depend
on the choice of k, we have to show that if there are k, l ∈ [m] such that
u ∈ B appears in both gk(A) and in gl(A), then gL(k)(pi(u)) = gL(l)(pi(u)),
that is, gL(k)p(pi(u)) = gL(l)p(pi(u)) for all p ∈ [d]. This is clear when
p ∈ [d] \ PL since we then have L(k)p = L(l)p. So consider the case
p ∈ PL. Then
gL(k)p(pi(u)) = gk(pi(u)) = u = gl(pi(u)) = gL(l)p(pi(u))
where the equation gk(pi(u)) = u = gl(pi(u)) holds since A is transversal
and u ∈ gk(A) ∩ gl(A).
To show that gL is an embedding, let R ∈ τ be of arity h, and let
u1, . . . , uh ∈ B be arbitrary. Let s ∈ [h] and k be such that us ∈ gk(A).
Let p ∈ PL be arbitrary. Then
(gL(us))p = (gL(k)(pi(us)))p = gL(k)p(pi(us)) = gk(pi(us)) = us . (4.1)
Hence, if (u1, . . . , us) = ((gL(u1))p, . . . , (gL(uh))p) ∈ RB, then by the
definition of RC for P := PL and w
s := us for all s ∈ [h] we have that
(gL(u1), . . . , gL(uh)) ∈ RC, and gL preserves R.
Conversely, suppose that (gL(u1), . . . , gL(uh)) ∈ RC. Then there is a
non-empty set P ⊆ [d] and (w1, . . . , wh) ∈ RB such that for q ∈ P and
s ∈ [h] we have gL(us)q = ws, and for q ∈ [d]\P , all of gL(u1)q, . . . , gL(uh)q
lie in the same copy of A in B. For p ∈ P we have ws = (gL(us))p =
us, and thus (u1, . . . , uh) ∈ RB. Applied to the case where R is the
equality relation (for proving Ramsey results, we can assume without loss
of generality that the signature contains a symbol for equality), this also
shows injectivity of gL. Hence, gL is an embedding, which concludes the
proof of the claim. 
Since |L| = m and since the embeddings gα, gβ are distinct whenever
α, β are distinct elements of L, we conclude that all of the m copies of A in
the structure induced by h(B) in C have the same colour under χ, which
concludes the proof. 
To finally prove Theorem 4.1, we combine the partite lemma (Lemma 4.3)
with the so-called partite construction; again, we follow [41].
Proof [Proof of Theorem 4.1] Let A,B be τ ∪ {}-structures where 
denotes a linear order, and r ∈ N be arbitrary. Set a := |A| and b := |B|.
We view A as an a-partite transversal and B as a b-partite transversal.
Let p ∈ N be such that ([p], <) → ([b], <)([a],<)r which exists since LO is
a Ramsey class (Example 2.4). Let q :=
(
p
q
)
, and
(
([p],<)
([a],<)
)
= {g1, . . . , gq}.
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Construct p-partite τ ∪ {}-structures P0,P1, . . . ,Pq inductively as fol-
lows. Let P0 be such that for any b parts P0,i1 , . . . , P0,ib of P0 there is an
embedding of B into the substructure of P0 induced by those parts. It is
clear that such a (τ ∪ {})-structure P0 exists; one may for instance take
an appropriate quasi-ordering  on a disjoint union of the τ -reduct of B.
Now suppose that we have already constructed the p-partite structure
Pk−1, with parts Pk−1,1, . . . , Pk−1,p; to construct Pk, let Dk−1 be the
a-partite system induced in Pk−1 by
⋃
i∈[a] Pk−1,gk(i). By the partite
lemma (Lemma 4.3) there exists an a-partite structure Ek such that Ek →
(Dk−1)Ar . We construct the p-partite structure Pk by amalgamating Ek
with Pk−1 over Dk−1, for each occurrence of Dk−1 in Ek.
Finally, let C be the structure obtained from Pq by replacing the linear
quasi-order  by a (total) linear extension. We claim that C→ (B)Ar . Let
χ :
(
C
A
) → [r] be arbitrary. For k ∈ {0, . . . , q} and l ∈ {k, . . . , q}, we will
construct embeddings hl,k ∈
(
Pl
Pk
)
such that for all m ∈ {k, . . . , l}
• hl,m ◦ hm,k = hl,k, and
• |χ(hq,m ◦
(
Dm
A
)
)| ≤ 1.
Our construction is by induction on k, starting with k = q. For k = l = q
we can choose hq,q to be the identity. Now suppose that hl′,k′ has already
been defined for all k′ such that k ≤ k′ ≤ l′ ≤ q. We want to define
hk,k−1. Since Ek → (Dk−1)Ac , there exists an ek−1 ∈
(
Ek
Dk−1
)
such that
|χ(hq,k ◦ ek−1 ◦
(
Dk−1
A
)
)| ≤ 1. By construction of Pk, the embedding ek−1
can be extended to an embedding hk,k−1 ∈
(
Pk
Pk−1
)
. For m ∈ {k, . . . , l},
we define hm,k−1 := hm,k ◦ hk,k−1, completing the inductive construction.
For all m ∈ [q] there exists a cm ∈ [r] such that for all f ∈
(
Dm
A
)
we
have χ(hq,m ◦f) = cm. Define ξ(gm) := cm. Since ([p], <)→ ([b], <)([a],<)r ,
there exists an h ∈ (([p],<)
([a],<)
)
and c ∈ [r] such that for all h′ ∈ (([b],<)
([a],<)
)
we have ξ(h ◦ h′) = c. By construction of P0, there exists a g ∈
(
P0
B
)
such that g(B) ⊆ ⋃i∈[a] P0,h(i). To show the claim it suffices to prove that
χ(gk,0◦g◦
(
B
A
)
) ≤ 1. Let g′ ∈ (BA) be arbitrary. Note that gk,0◦g◦g′ ∈ (DkA )
for some k ∈ [q]. Hence, χ(gq,0 ◦g ◦g′) = χ(gq,k ◦gk,0 ◦g ◦g′) = c, finishing
the proof of the claim. 
4.2 Irreducible homomorphically forbidden structures
For every n ≥ 2, the class of all ordered Kn-free graphs is Ramsey. In
fact, something more general is true; in order to state the result in full
generality, we need the following concept.
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Figure 4: The partite lemma (Lemma 4.3) can create triangles from
triangle-free 5-partite A and B.
A structure F is called irreducible (in the terminology of [40]) if for any
pair of distinct elements x, y ∈ F there exists an R ∈ τ and z1, . . . , zh ∈ F
such that (z1, . . . , zh) ∈ RF and x, y ∈ {z1, . . . , zh}. It is straightforward
to verify that for a set F of irreducible structures with finite relational
signature τ , the class Forb(F) has (strong) amalgamation, is closed under
substructures, isomorphism, and has the joint embedding property, and
therefore is an amalgamation class.
Theorem 4.7 (Nesˇetrˇil-Ro¨dl) Let F be a set of finite irreducible τ -
structures. Then C := Forb(F) ∗ LO is a Ramsey class.
This theorem can be shown by a variant of the partite method as pre-
sented in the previous section. However, it is important to note that the
proof from the previous section cannot be applied without an important
modification. More concretely, already for the class of triangle-free graphs,
NR-powers of B over A might contain triangles even if the n-partite struc-
tures A and B are triangle-free; see Figure 4. To overcome this problem,
we need the following definition. Let A,B be two n-partite τ ∪ {}-
structures, and suppose that A is transversal. Recall that for u ∈ B, we
write pi(u) for the unique element of A that lies on the same level as u.
Definition 4.8 We say that A is a template for B if for all R ∈ τ ,
(b1, . . . , bh) ∈ RB implies that (pi(b1), . . . , pi(bh)) ∈ RA.
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We state an important property of the NR-powers of B over A when
A is a template for B.
Lemma 4.9 Let A and B be n-partite structures such that A is transver-
sal and A is a template for B, and let r ∈ N. Then every irreducible
structure F that homomorphically maps into an NR-power of B over A
also homomorphically maps into A.
Proof Let C be the d-th NR-power of B over A for some d ∈ N. Suppose
that e is a homomorphism from F to C. Let (z1, . . . , zh) ∈ RF. Since
(e(z1), . . . , e(zh)) ∈ C and by the definition of the NR-power of B over A,
there exists a non-empty set P ⊆ [d] and (w1, . . . , wh) ∈ RB such that
(e(zs))q = ws for all q ∈ P and s ∈ [h]. Note that pi(ws) = pi(zs). Since A
is a template for B, it follows that (pi(w1), . . . , pi(wh)) ∈ RA. Hence, pi ◦ e
is a homomorphism from F to A. 
We can now modify the partite construction from Section 4.1 as follows.
Proof [of Theorem 4.7] Let A,B ∈ C and r ∈ N be arbitrary. By Theo-
rem 4.1, there exists a τ ∪{}-structure C where  denotes a linear order
(but which need not be from C) such that C→ (B)Ar . Let q := |
(
C
A
)|, and(
C
A
)
= {g1, . . . , gq}. Let p := |
(
C
B
)|, and (CB) = {f1, . . . , fp}. Let Ci be the
substructure of C induced by fi(B). We inductively construct a sequence of
|C|-partite τ -structures P0,P1, . . . ,Pq. Let P0 be the (τ ∪{})-structure
obtained as follows: define the relation  on the disjoint union of all the
Ci by setting x  y if x is a copy of a vertex x′ in C, y is a copy of a vertex
y′ in C, and x′  y′ in C. Note that C is a template for P0.
The construction of Pk for k > 0 is as in the partite construction in the
proof of Theorem 4.1: suppose that we have already constructed Pk−1;
to construct Pk, let Dk−1 be the |A|-partite system induced in Pk−1 by⋃
i∈[a] Pk,gk(i). By the partite lemma (Lemma 4.3) there exists an |A|-
partite structure Ek such that Ek → (Dk−1)Ar . Note that A is a template
for Dk−1, and hence, by Lemma 4.9, none of the structures from F embeds
into Ek. We construct the p-partite structure Pk by amalgamating Ek
with Pk−1 over Dk−1, for each occurrence of Dk−1 in Ek. The proof that
Pq → (B)Ar is as in the proof of Theorem 4.1. 
For a recent application of the partite method to prove the Ramsey
property for classes of structures given by homomorphically forbidden
trees, see [19].
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5 An inductive proof
In this section we present a Ramsey class with finite relational signature
for which (to the best of my knowledge) no proof with the partite method
is known. Recall the definition of C-relations, and of convex linear orders
of C-relations from Example 2.20.
Theorem 5.1 (see [8, 32,35]) The class of all finite binary branching con-
vexly ordered C-relations is a Ramsey class.
This is a consequence of a more powerful theorem due to Milliken [35],
and follows also from results of Leeb [32]. A weaker version of this theorem
has been shown by Deuber [18] (my academic grand-father). A direct proof
for the statement in the above form can be found in [8].
Throughout this section, C denotes the class of all finite binary branch-
ing convexly ordered C-relations. Recall that the members of C are in
one-to-one correspondence to rooted binary trees, and in the proof it will
be convenient to use this perspective.
If T is a tree with more than one vertex, then the root of T has exactly
two children; we denote the subtree T rooted at the left child (with respect
to the convex linear ordering) by T↙, and the subtree of T rooted at the
right child by T↘ (and we speak of the left subtree of T and the right subtree
of T, respectively). Finally, suppose that e1 ∈
(
T↙
A↙
)
and e2 ∈
(
T↘
A↘
)
, then
〈e1, e2〉 is the embedding e of A into T defined by e(a) := e1(a) if a ∈ A↙
and e(a) := e2(a) if a ∈ A↘. We write • for the up to isomorphism unique
structure from C with one element.
Proof [of Theorem 5.1] Let A,B ∈ C, and r ∈ N; we have to show that
there is a C ∈ C such that C→ (B)Ar . We prove the statement by induction
over the size of A. For A = •, the proof of the statement is easy and left
to the reader.
Claim 5.2 For all D ∈ C there exists an F ∈ C such that for any χ : (FA)→
[r] there are f1 ∈
(
F↙
D
)
, f2 ∈
(
F↘
D
)
, and c ∈ [r] such that for all e1 ∈
(
D
A↙
)
and e2 ∈
(
D
A↘
)
we have χ(〈f1 ◦ e1, f2 ◦ e2〉) = c.
Proof By the inductive assumption, there are structures F1,F2 ∈ C such
that F2 → (D)A↘r and F1 → (D)A↙s where s :=
∣∣[r]( F2A↘)∣∣. Let F be
such that F↙ = F1 and F↘ = F2. For a given χ :
(
F
A
) → [r], define
ψ :
(
F↙
A↙
)→ [r](F↘A↘) as follows.
ψ(e1) :=
(
e2 7→ χ(〈e1, e2〉)
)
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By the choice of F↙ = F1 there exists an f1 ∈
(
F↙
D
)
and φ :
(
F↘
A↘
) → [r]
such that ψ(f1 ◦
(
D
A↙
)
) = {φ}. By the choice of F↘ = F2 there exists an
f2 ∈
(
F2
D
)
and a c ∈ [r] such that φ(f2 ◦
(
D
A↘
)
) = {c}. Let g1 ∈
(
D
A↙
)
and
g2 ∈
(
D
A↘
)
. Note that ψ(f1 ◦ g1) = φ and φ(f2 ◦ g2) = c. By definition,
φ(f2 ◦ g2) = χ(〈f1 ◦ g1, f2 ◦ g2〉), and hence χ(〈f1 ◦ g1, f2 ◦ g2〉) = c as
desired. 
Let h be the height of B (that is, the maximal distance from the root
of B to one of its leaves), and let n be hr. Define C1,C2, . . . inductively
as follows. Set C1 := •, and for i ≥ 2 let Ci be the structure F that has
been constructed for D := Ci−1 in Claim 5.2. Set C := Cn.
We claim that C→ (B)Ar . So let χ :
(
C
A
)→ [r] be given. For all words
w over the alphabet [2] of length i ∈ {0, . . . , n− 1} we define gw ∈
(
C
Cn−i
)
,
fw1 ∈
(
(Ci)↙
Ci−1
)
, fw2 ∈
(
(Ci)↘
Ci−1
)
, and cw ∈ [r] as follows. For i = 0 and
w = , the empty word of length 0, Claim 5.2 asserts the existence of
f1 ∈
(
(Cn)↙
Cn−1
)
, f2 ∈
(
(Cn)↘
Cn−1
)
, and c ∈ [r] such that for all e1 ∈
(
Cn−1
A↙
)
and
e2 ∈
(
Cn−1
A↘
)
we have χ(〈f1 ◦ e1, f2 ◦ e2〉) = c. Set g1 := f1 and g2 := f2.
Now suppose that fw and gw are already defined for a word w of
length i ∈ {1, . . . , n − 1}. Let ψ : (Cn−iA ) → [r] be the map defined by
ψ(e) := χ(gw ◦ e) for all e ∈
(
Cn−i
A
)
. Then Claim 5.2 asserts the existence
of fw1 ∈
(
(Cn−i)↙
Cn−i−1
)
, fw2 ∈
(
(Cn−i)↘
Cn−i−1
)
, and cw ∈ [r] such that
ψ(〈fw1 ◦ e1, fw2 ◦ e2〉) = cw (5.1)
for all e1 ∈
(
Cn−i−1
A↙
)
and e2 ∈
(
Cn−i−1
A↘
)
. Set gw1 := gw ◦ fw1 and gw1 :=
gw ◦ fw2.
We claim that there exists an injection β : B → [2]hr and a c ∈ [r] such
that
• the map m given by x 7→ gβ(x)(•) is from
(
C
B
)
, and
• for all b1, b2 ∈ B we have that cw = c when w is the longest common
prefix of β(b1) and β(b2).
We show this claim by induction on r. The statement is true if r = 1
since we can certainly find an injection β : B → [2]h such that x 7→ gβ(x)
is from
(
C
B
)
, since h is the height of B.
Otherwise we distinguish two possibilities. We write Sw for the set of
words of length at most |w|+ hr−1 that start with w. Then either
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1. for every word w of length at most n′ := n− hr−1 = (h − 1)hr−1
there exists a word uw ∈ Sw such that cuw = r. In this case, we
construct the desired map β recursively as follows. If B = • then
define β(b1) = 1 · · · 1 ∈ [2]n (where  denotes the empty word).
Otherwise, h ≥ 1, and there exists a word v := u with cv = r. We
repeat this procedure for B↙, with v1 instead of , and for B↘,
with v2 instead of , until β is defined on all elements of B.
2. there exists a word w of length at most n′ such that {cu | u ∈ Sw}
does not contain the colour r. In this case we find an injection
β : B → Sw with the desired properties by the inductive hypothesis
(since we only consider r − 1 colours instead of r, and Sw still has
size hr−1).
We claim that χ(m ◦ e) = c for all e ∈ (BA). Since |A| ≥ 2, there are
a1 ∈ A↙ and a2 ∈ A↘. Let w be the longest common prefix of β(e(a1))
and β(e(a2)). We then have cw = c. Write e as 〈e1, e2〉 where e1 is the
restriction of e to A↙ and e2 is the restriction of e to A↘. Let k1 ∈
(
Cn−i−1
A↙
)
be
x 7→ g−1w1gβ(e1(x))(•) .
Similarly, let k2 ∈
(
Cn−i−1
A↘
)
be x 7→ g−1w2gβ(e2(x))(•). We then have
χ(m ◦ e) = χ(〈gw ◦ fw1 ◦ k1, gw ◦ fw2 ◦ k2〉) = cw = c
due to Equation (5.1). 
In Example 2.20, we have seen that the class of finite ordered binary
branching C-relations does not have the Ramsey property. In the context
of Conjecture 1.1, we want to show how to expand the class to make it
Ramsey.
Example 5.3 The class C of all finite structures (L;C,<,≺), where < is
an arbitrary linear order, and ≺ is convex with respect to C, is a Ramsey
class. This is an immediate consequence of Theorem 3.24: the class C can
be described as the superposition of the Ramsey class LO with the class
of all convexly ordered C-relations, which is Ramsey by Theorem 5.1.
6 The ordering property
There are strong links between the Ramsey property and the ordering
property (as defined in [27,38]).
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Definition 6.1 (Ordering Property) Let C′ be a class of finite struc-
tures over the signature τ ∪{≺} where ≺ denotes a linear order, and let C
be the class of all τ -reducts of structures from C′. Then C′ has the ordering
property with respect to ≺ if for every X ∈ C there exists a Y ∈ C such that
for all expansions X′ ∈ C′ of X and Y′ ∈ C′ of Y there is an embedding of
X′ into Y′.
Many examples of classes with the ordering property can be obtained
from Theorem 6.4 below, so we rather start with an example of a Ramsey
class without the ordering property.
Example 6.2 Let C be the class of all finite sets that are linearly ordered
by two linear orders <1 and <2 (see Example 3.23). Then C does not
have the ordering property with respect to <1. Indeed, let A ∈ C be
the structure ({0, 1, 2}; {(0, 1), (1, 2), (0, 2)}, {(1, 0), (0, 2), (1, 2)}), and let
B be an arbitrary {<1}-reduct of a structure from C, that is, an arbitrary
finite linearly ordered set. Then the expansion of B where <2 denotes the
same relation as <1 is in C, but certainly contains no copy of A.
Proposition 6.3 Let Γ be a homogeneous relational τ -structure with do-
main D, and suppose that Γ has an ω-categorical homogeneous expansion
Γ′ with signature τ ∪ {≺} where ≺ denotes a linear order. Then the fol-
lowing are equivalent.
• the age of Γ′ has the ordering property with respect to ≺;
• for every finite X ⊆ D there exists a finite Y ⊆ D such that for every
β ∈ Aut(Γ) there exists an α ∈ Aut(Γ′) such that α(X) ⊆ β(Y ).
Proof First suppose that the age C′ of Γ′ has the ordering property. Let
X ⊂ D be finite, and let X be the structure induced by X in Γ. Then there
exists a Y in Age(Γ) such that for all expansions X′ ∈ C′ of X and Y′ ∈ C′
of Y there exists an embedding of X′ into Y′. Suppose without loss of
generality that Y is a substructure of Γ with domain Y . Let β ∈ Aut(Γ)
be arbitrary. Let X′ be the structure induced by β(X) in Γ′, and Y′ the
structure induced by β(Y ) in Γ′. Since β ∈ Aut(Γ), X′ is isomorphic to an
expansion of X, andY′ is isomorphic to an expansion ofY. By assumption,
X′ embeds into Y′. By homogeneity of Γ′, this embedding can be extended
to an automorphism α of Γ′, and α has the desired property.
For the converse, let X be an arbitrary structure in Age(Γ). Let Z ⊆ D
be inclusion-wise minimal with the property that for every embedding e
of X into Γ there exists an automorphism α of Γ′ such that α(e(X)) ⊆ Z.
Since Γ′ is ω-categorical, it has a finite number m of orbits of |X|-tuples,
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and therefore Z has cardinality at most m|X|. Let Y ⊆ D be such that
for every β ∈ Aut(Γ) there exists an α ∈ Aut(Γ′) such that α(Z) ⊆ β(Y ).
Let Y be the structure induced by Y in Γ. Now let X′ := (X,≺) ∈ C′
and Y′ := (Y,≺) ∈ C′ be order expansions of X and Y. Let g be an
embedding of Y into Γ′. By the definition of Z, there is an embedding ρ
of X′ into the substructure induced by Z in Γ′. By homogeneity of Γ, there
is a β ∈ Aut(Γ) that maps Y to g(Y ). By the choice of Y there exists an
α ∈ Aut(Γ′) such that α(Z) ⊆ β(Y ). Now, β−1 ◦ α ◦ ρ is an embedding of
X′ into Y′, which concludes the proof of the ordering property for C′ with
respect to ≺. 
Our next theorem gives a sufficient condition for ω-categorical struc-
tures to have the ordering property with respect to a given ordering; this
condition covers most structures of interest and generalises many previous
isolated results [27,38,44,49].
An orbital of a permutation group G on a set D is an orbit O of the
componentwise action of G on D2. An O-cycle is a sequence of pairs
(u1, u2), (u2, u3), . . . , (un, u1) from O, for some n. We say that O is cyclic
if it contains an O-cycle, and acyclic otherwise.
Theorem 6.4 Let Γ be a homogeneous τ -structure with domain D, and
≺ an order on D such that Γ′ := (Γ,≺) is ω-categorical homogeneous
Ramsey. Suppose furthermore that every acyclic orbital of Aut(Γ) is also
an orbital of Aut(Γ′). Then Age(Γ′) has the ordering property with respect
to ≺.
Proof Let X ⊂ D be finite. By Proposition 6.3 we have to show that
there exists a finite Y ⊂ D such that for all β ∈ Aut(Γ) there exists an
α ∈ Aut(Γ′) such that α(X) ⊆ β(Y ). Since Γ′ is ω-categorical, it has
a finite number m of orbits of |X|-tuples, and hence there exists a finite
Z ⊂ D with the following properties:
• for every γ ∈ Aut(Γ) there is a δ ∈ Aut(Γ′) such that δ(γ(X)) ⊆ Z;
• for every cyclic orbital O of Aut(Γ), Z contains an O-cycle.
Since Γ′ is Ramsey, there exists by Proposition 2.21 a finite set L ⊂ D
such that for all 2-element subsets S1, . . . , S` of Z and all χi :
(
L
Si
) → [2]
there exists a θ ∈ Aut(Γ′) such that |χi(θ ◦
(
Z
Si
)
)| = 1 for all i ∈ [`].
Let β ∈ Aut(Γ) be arbitrary. Define the map χi :
(
L
Si
)→ [2] as follows.
For g ∈ (LSi), put χi(g) := 0 if β|g(Si) preserves≺, and χi(g) := 1 otherwise.
Let θ ∈ Aut(Γ′) be the automorphism that exists for these colourings
χ1, . . . , χ` according to the choice of L.
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We claim that Y := θ(Z) has the desired properties, that is, we show
that there is an α ∈ Aut(Γ′) mapping X into β(Y ). By the definition of
Z, there exists a δ1 ∈ Aut(Γ′) that maps X into Z. By the definition of
Z, there also exists a δ2 ∈ Aut(Γ′) that maps β(θ(δ1(X))) into Z.
We claim that the restriction g of β ◦ θ ◦ δ2 ◦ β ◦ θ ◦ δ1 to X can be
extended to an automorphism α of Γ′. Since β, θ, δ1, δ2 ∈ Aut(Γ), and by
homogeneity of Γ′, it suffices to show that g preserves ≺. So let x1, x2 ∈ X
be such that x1 ≺ x2. Let i be such that Si = δ1({x1, x2}), and let T be
θ ◦ δ1({x1, x2}).
• If χi(θ ◦ δ1) = 0, then β|T preserves ≺. It follows that the restriction
of θ◦δ2◦β to T can be extended to an automorphism η of Γ′. By the
property of θ, this means that χi(θ ◦ δ2 ◦ β ◦ θ ◦ δ1) = χi(θ ◦ δ1) = 0.
By the definition of χi, it follows that β|θ◦δ2◦β(T ) preserves ≺, and
so does the restriction of g to {x1, x2}.
• Otherwise, if χi(θ ◦ δ1) = 1, then β|T reverses ≺. In this case the
orbital O of (x1, x2) in Aut(Γ) cannot be acyclic: it contains the or-
bital O1 of (x1, x2) and the orbital O2 of (β(θ(δ1(x1))), β(θ(δ1(x2))))
in Aut(Γ′), which are distinct, contrary to our assumption for acyclic
orbitals. Therefore, Z contains an O-cycle, and so does θ(Z) since
θ preserves O. Let (u0, u1), (u1, u2), . . . , (un−1, u0) be this O-cycle
in θ(Z). Suppose for contradiction that χi(θ ◦ δ2 ◦ β ◦ θ ◦ δ1) = 0.
We claim that β(ui+1) ≺ β(ui) for all i ∈ {0, . . . , n − 1} where the
indices are modulo n. Then (β(un−1), . . . , β(u1), β(u0), β(un−1)) is
a directed cycle in ≺, a contradiction since ≺ is a linear order. To
see the claim, observe that if ui ≺ ui+1 (this is, (ui, ui+1) ∈ O1),
then β(ui+1) ≺ β(ui) since β|T reverses ≺. On the other hand, if
ui+1 ≺ ui (this is, (ui, ui+1) ∈ O2), then β(ui+1) ≺ β(ui) since
β|θ(δ2(β(T ))) preserves ≺.
We conclude that χi(θ ◦ δ2 ◦ β ◦ θ ◦ δ1) = 1, and thus β|θ(δ2(β(T )))
also reverses ≺. Reversing ≺ twice means preserving ≺, and so we
conclude that the restriction of g = β ◦ θ ◦ δ2 ◦ β ◦ θ ◦ δ1 to {x1, x2}
preserves ≺.
So g indeed preserves ≺ on all of X, which proves the claim about the
existence of α ∈ Aut(Γ′). Note that by the properties of g we also have
that g(X) ⊆ β(Y ), and this concludes the proof. 
Corollary 6.5 The following classes have the ordering property with re-
spect to ≺:
• the class of all finite ≺-ordered graphs;
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• the class of all C-relations over finite sets which are convexly ordered
by ≺;
• the class of all finite ≺-ordered directed graphs;
• the class of all finite partially ordered sets with a linear order ≺ that
extends the partial order.
Proof The Fra¨ısse´ limit Γ of the first three classes do not have acyclic or-
bitals. The Ramsey property for those classes has been established earlier
in this text, so the statement follows from Theorem 6.4.
Now, let Γ′ = (Γ,≺) be the Fra¨ısse´ limit of the class from the last
item. A proof of the Ramsey property for this class can be found in [47,
48]. There is one acyclic orbital in Γ, namely the strict order relation of
the poset. But since ≺ is a linear extension of the poset relation, this
orbital is also an orbital of Γ′. The statement therefore follows again from
Theorem 6.4. 
The following example shows that the sufficient condition for the or-
dering property that we gave in Theorem 6.4 is not necessary.
Example 6.6 Let (D;≺) be any countable dense linear order without
endpoints. By Theorem 3.24, the structure Γ := (Q; Betw, <) ∗ (D;≺) is
Ramsey. Note that the reduct of Γ with signature {Betw, <} is isomorphic
to (Q; Betw, <) (this can be shown by a simple back-and-forth argument),
so we assume that Γ has domain Q. Observe that < is certainly an acyclic
orbital in (Q; Betw, <), but it splits into the orbital {(x, y) : x ≺ y∧x < y}
and the orbital {(x, y) : y ≺ x ∧ x < y} of Aut(Γ). Hence, the con-
dition from Theorem 6.4 does not apply. But nonetheless, the age C of
(Q; Betw,≺) has the ordering property with respect to <. To see this,
note that for every finite substructure A of (Q; Betw,≺) the only two ex-
pansions of A by a linear order such that the expansion is isomorphic to a
structure from (Q; Betw,≺, <) are (A, <) and (A, >). With this observa-
tion it is straightforward to adapt the proof given in Theorem 6.4 to show
the ordering property of C.
7 Concluding remarks and open problems
7.1 An application
Ramsey classes are an important tool in classifications of reducts of
structures. When Γ is a structure, a reduct of Γ is a relational structure
∆ with the same domain as Γ such that all the relations of ∆ have a first-
order definition over Γ, that is, for every relation R of ∆ there exists a
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first-order formula φ over the signature of Γ (without parameters) such
that a tuple t is in R if and only φ(t) holds in Γ. We say that two reducts
are interdefinable if they are reducts of each other. Quite surprisingly,
countable structures Γ that are homogeneous in a finite relational language
tend to have finitely many reducts, up to interdefinability (see e.g. [3, 10,
13,42,43,52,53]), and Thomas [52] conjectured that this is always the case.
If the age of Γ is Ramsey, or a homogeneous expansion of the structure
is Ramsey, then this helps in classifying reducts; we refer to the survey
article [9] for the technical details. Note that this application provides
another motivation to study Conjecture 1.1: if the conjecture is true, then
this means that Ramsey classes can be used to attack Thomas’ conjecture
in general.
7.2 Link with topological dynamics
Whether an amalgamation class C has the Ramsey property only de-
pends on the (topological) automorphism group Aut(Γ) of the Fra¨ısse´ limit
Γ of C: by a theorem of Kechris, Pestov, and Todorcevic [27], the class C is
Ramsey if and only if Aut(Γ) is extremely amenable, that is, if every contin-
uous action of Aut(Γ) on a compact Hausdorff space has a fixed point. This
result has attracted considerable attention [23,36,50,51,54]. We would like
to mention that recently, Melleray, Van The´, and Tsankov [34] showed that
a variant of Conjecture 1.1 (namely Question 7.1 in Section 7) is equiv-
alent to the so-called universal minimal flow of Aut(Γ) being metrizable
and having a Gδ orbit. Even more recently, Zucker proved that Aut(Γ)
does have a Gδ orbit [55] provided that it is metrisable. Hence, the task
that remains to prove Conjecture 1.1 with the topological approach is to
prove that the universal minimal flow of Aut(Γ) is metrisable (also see
Theorem 8.14 in [55]).
These developments in topological dynamics are promising, but so far
every single combinatorial result about Ramsey classes that can be proved
using topological dynamics also has a direct combinatorial proof. The
converse is not true: we have seen in this introductory article several
combinatorial proofs where no topological proof is known.
7.3 Variants of the Ramsey expansion conjecture
We have seen that many classes of homogeneous structures can be
expanded so that the class of expanded structures becomes Ramsey. Note
that if we are allowed to use any expansion, we can trivially turn every
class into a Ramsey class, simply by adding unary predicates such that for
every element of every structure in the class there is a unary predicate that
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just contains this element of the structure. This is why it is important to
require in Conjecture 1.1 that the expansion has a finite signature.
A weaker finiteness condition than being homogeneous in a finite re-
lational language is the requirement that the expansion is ω-categorical
(recall Theorem 2.25). Therefore, a natural variant of Conjecture 1.1 is
the following.
Question 7.1 Is it true that every ω-categorical structure has an ω-categorical
expansion which is Ramsey? Equivalently, is it true that every closed oligo-
morphic subgroup of Sω has an extremely amenable closed oligomorphic
subgroup?
Formally, Conjecture 1.1 and Question 7.1 are unrelated, since both the
hypothesis and the conclusion are stronger in Conjecture 1.1. A common
weakening is the question whether every structure which is homogeneous in
a finite relational language has an ω-categorical Ramsey expansion. Time
will show for which set of hypotheses we can obtain which positive results.
Also in Question 7.1, the assumption that the expansion be ω-categorical
is important, since otherwise the answer is trivially positive since the triv-
ial group that just consists of the identity element is extremely amenable.
It is also true (Theorem 4.5 in [28]) that every closed oligomorphic sub-
group of Sω has a non-trivial extremely amenable subgroup (which is not
ω-categorical, though).
7.4 More Ramsey classes from old?
We do not know the answer to the following question about model
companions and model-complete cores in the context of Ramsey classes.
Question 7.2 Suppose that Γ is a relational structure with a homogeneous
Ramsey expansion with finite relational signature, and let ∆ be the model
companion of Γ. Is it true that ∆ has a homogeneous Ramsey expansion
with finite relational signature?
A positive answer would be a strengthening of Theorem 3.15. We can
ask the same question for the model-complete core ∆ of Γ. Note that a
positive answer to Conjecture 1.1 implies a positive answer to Question 7.2.
We also have a variant for ω-categorical expansions instead of homo-
geneous expansions in a finite relational language.
Question 7.3 Suppose that Γ is a relational structure with an ω-categorical
Ramsey expansion, and let ∆ be the model companion of Γ. Is it true that
∆ has an ω-categorical Ramsey expansion?
Ramsey Classes 43
Acknowledgements
I want to thank Miodrag Sokic for the proof about adding constants,
Diana Piguet for the permission to include parts from our unpublished
joint paper, and Lionel Van The´ and Miodrag Sokic for discussions about
the partite method. I also want to thank Antoine Mottet and Andra´s
Pongra´cz for discussions around the topic of this survey. Many thanks to
Trung Van Pham, Andra´s Pongra´cz, Miodrag Sokic, and to the anonymous
referee for many very helpful comments on earlier versions of the text.
References
[1] Fred G. Abramson and Leo Harrington, Models without indiscernibles, Journal of
Symbolic Logic 43 (1978), no. 3, 572–600.
[2] Samson Adepoju Adeleke and Peter M. Neumann, Relations related to between-
ness: their structure and automorphisms, Memoirs of the AMS, vol. 623, American
Mathematical Society, 1998.
[3] James H. Bennett, The reducts of some infinite homogeneous graphs and tourna-
ments, Ph.D. Thesis, 1997.
[4] Manuel Bodirsky, Cores of countably categorical structures, Logical Methods in
Computer Science 3 (2007), no. 1, 1–16.
[5] Manuel Bodirsky, Complexity classification in infinite-domain constraint satisfac-
tion, 2012.
[6] Manuel Bodirsky, New Ramsey classes from old, Electronic Journal of Combina-
torics 21 (2014), no. 2. Preprint arXiv:1204.3258.
[7] Manuel Bodirsky, Martin Hils, and Barnaby Martin, On the scope of the universal-
algebraic approach to constraint satisfaction, Logical Methods in Computer Science
(LMCS) 8 (2012), no. 3:13. An extended abstract that announced some of the
results appeared in the proceedings of Logic in Computer Science (LICS’10).
[8] Manuel Bodirsky and Diana Piguet, Finite trees are Ramsey with respect to topo-
logical embeddings, 2010.
[9] Manuel Bodirsky and Michael Pinsker, Reducts of Ramsey structures, AMS Con-
temporary Mathematics, vol. 558 (Model Theoretic Methods in Finite Combina-
torics) (2011), 489–519.
[10] Manuel Bodirsky, Michael Pinsker, and Andra´s Pongra´cz, The 42 reducts of the
random ordered graph, 2013. Preprint arXiv:1309.2165.
[11] Manuel Bodirsky, Michael Pinsker, and Todor Tsankov, Decidability of definabil-
ity, Journal of Symbolic Logic 78 (2013), no. 4, 1036–1054. A conference version
appeared in the Proceedings of LICS 2011.
[12] Julia Bo¨ttcher and Jan Foniok, Ramsey properties of permutations, Electronic
Journal of Combinatorics 20 (2013), no. 1.
[13] Peter J. Cameron, Transitivity of permutation groups on unordered sets, Mathe-
matische Zeitschrift 148 (1976), 127–139.
[14] Peter J. Cameron, Oligomorphic permutation groups, Cambridge University Press,
Cambridge, 1990.
44 M. Bodirsky
[15] Peter J. Cameron, The random graph revisited, Proceedings of the european
congress of mathematics, 2001, pp. 267–274.
[16] G. Cherlin and A. H. Lachlan, Stable finitely homogeneous structures, TAMS 296
(1986), 815–850.
[17] Gregory Cherlin, The classification of countable homogeneous directed graphs and
countable homogeneous n-tournaments, AMS Memoir 131 (1998January), no. 621.
[18] W. Deuber, A generalization of Ramsey’s theorem for regular trees, Journal of
Combinatorial Theory, Series B 18 (1975), 18–23.
[19] Jan Foniok, On ramsey properties of classes with forbidden trees, Logical Methods
in Computer Science 10 (2014), no. 3.
[20] R. Fra¨ısse´, Sur l’extension aux relations de quelques proprie´te´s des ordres, Annales
Scientifiques de l’E´cole Normale Supe´rieure 71 (1954), 363–388.
[21] R. Fra¨ısse´, Theory of relations, Elsevier Science Ltd, North-Holland, 1986.
[22] Ron L. Graham, Bruce L. Rothschild, and Joel H. Spencer, Ramsey theory, Wiley-
Interscience Series in Discrete Mathematics and Optimization, John Wiley & Sons,
Inc., New York, 1990. Second edition.
[23] Yonatan Gutman and Lionel Nguyen Van The´, Relative extreme amenability and
interpolation, 2011. Preprint arXiv:1105.6221.
[24] Wilfrid Hodges, Model theory, Cambridge University Press, 1993.
[25] Wilfrid Hodges, A shorter model theory, Cambridge University Press, Cambridge,
1997.
[26] J. Hubicˇka and J. Nesˇetrˇil, Bowtie-free graphs have a Ramsey lift, 2014.
arXiv:1402.2700.
[27] Alexander Kechris, Vladimir Pestov, and Stevo Todorcevic, Fraisse´ limits, Ramsey
theory, and topological dynamics of automorphism groups, Geometric and Func-
tional Analysis 15 (2005), no. 1, 106–189.
[28] Alexander S. Kechris, Dynamics of non-archimedean Polish groups, Proceedings
of the european congress of mathematics, krakow, July 2, pp. 375–397.
[29] A. H. Lachlan, Countable homogeneous tournaments, TAMS 284 (1984), 431–461.
[30] A. H. Lachlan, Structures coordinatized by indiscernible sets, Annals of Pure and
Applied Logic 34 (1987), 245–273.
[31] Claude Laflamme, Jakub Jasinski, Lionel Nguyen Van The´, and Robert Woodrow,
Ramsey precompact expansions of homogeneous directed graphs, Electron. J. Com-
bin. 21 (2014), no. 4.
[32] Klaus Leeb, Vorlesungen u¨ber Pascaltheorie, Arbeitsberichte des Instituts fu¨r
Mathematische Maschinen und Datenverarbeitung, vol. 6, Friedrich-Alexander-
Universita¨t Erlangen-Nu¨rnberg, 1973.
[33] Julie Linman and Michael Pinsker, Permutations on the random permutation,
2014.
[34] Julien Melleray, Lionel Nguyen Van The´, and Todor Tsankov, Polish groups with
metrizable universal minimal flows, 2014. Preprint arXiv:1404.6167.
[35] Keith R. Milliken, A Ramsey theorem for trees, Journal of Combinatorial Theory,
Series A 26 (1979), no. 3, 215 –237.
[36] Moritz Mu¨ller and Andra´s Pongra´cz, Topological dynamics of unordered ramsey
structures, 2014. To appear in Fundamenta Mathematicae. ArXiv:1401.7766.
Ramsey Classes 45
[37] Jaroslav Nesˇetrˇil, Ramsey theory, Handbook of Combinatorics (1995), 1331–1403.
[38] Jaroslav Nesˇetrˇil, Ramsey classes and homogeneous structures, Combinatorics,
Probability & Computing 14 (2005), no. 1-2, 171–189.
[39] Jaroslav Nesˇetrˇil and Vojteˇch Ro¨dl, Ramsey classes of set systems, Journal of
Combinatorial Theory, Series A 34 (1983), no. 2, 183–201.
[40] Jaroslav Nesˇetrˇil and Vojteˇch Ro¨dl, The partite construction and Ramsey set sys-
tems, Discrete Mathematics 75 (1989), no. 1-3, 327–334.
[41] Jaroslav Nesˇetrˇil and Vojteˇch Ro¨dl, Mathematics of Ramsey theory, Springer,
Berlin, 1998.
[42] Pe´ter Pa´l Pach, Michael Pinsker, Gabriella Pluha´r, Andra´s Pongra´cz, and Csaba
Szabo´, Reducts of the random partial order, Advances in Mathematics 267 (2014),
94–120.
[43] Andra´s Pongra´cz, Reducts of the Henson graphs with a constant (2011). Preprint.
[44] Hans Ju¨rgen Pro¨mel, Ramsey theory for discrete structures, Springer-Verlag, 2013.
[45] Frank Plumpton Ramsey, On a problem of formal logic, Proceedings of the LMS
(2) 30 (1930), no. 1, 264–286.
[46] Dan Saracino, Model companions for ℵ0-categorical theories, Proceedings of the
AMS 39 (1973), 591–598.
[47] Miodrag Sokic´, Ramsey property of posets and related structures, Ph.D. Thesis,
2010.
[48] Miodrag Sokic´, Ramsey property, ultrametric spaces, finite posets, and universal
minimal flows, Israel Journal of Mathematics 194 (2013), no. 2, 609–640.
[49] Miodrag Sokic´, Directed graphs and Boron trees, 2015. Preprint available from
http://www.its.caltech.edu/˜msokic/SAP3.pdf.
[50] Lionel Nguyen Van The´, More on the Kechris-Pestov-Todorcevic correspon-
dence: precompact expansions, Fund. Math. 222 (2013), no. 1, 19–47. Preprint
arXiv:1201.1270.
[51] Lionel Nguyen Van The´, Universal flows of closed subgroups of S∞ and relative
extreme amenability, Asymptotic Geometric Analysis, Fields Institute Communi-
cations 68 (2013), 229–245.
[52] Simon Thomas, Reducts of the random graph, Journal of Symbolic Logic 56 (1991),
no. 1, 176–181.
[53] Simon Thomas, Reducts of random hypergraphs, Annals of Pure and Applied Logic
80 (1996), no. 2, 165–193.
[54] Andy Zucker, Amenability and unique ergodicity of automorphism groups of
Fraisse´ structures, 2013. Preprint, arXiv:1304.2839.
[55] Andy Zucker, Topological dynamics of closed subgroups of Sω , 2014. Preprint,
arXiv:1404.5057.
Institut fu¨r Algebra, TU Dresden,
01069 Dresden, Germany
manuel.bodirsky@tu-dresden.de

