I. Introduction T HE optimal continuous thrust rendezvous maneuver is investigated in this Note. The objective is for a rigid spacecraft to perform a maneuver into a destination orbit within a given final time. Recently, a method was proposed in [1] that could determine a global optimal solution using local numerical optimization steps. They developed a technique for generalizing the solution to different initial conditions. The authors of [2] proposed a hybrid continuousimpulsive control to solve the linearized problem. The shooting method for numerically solving transfer, intercept, and rendezvous problems is detailed in [3] . The generalized Hamilton-JacobiBellman (generalized HJB) equation method was used in [4] to solve an orbital maneuver problem. A series-based solution to the resulting HJB equation, known as generating functions, was developed in [5] with a canonical transformation.
In this study, the rendezvous problem is formulated as a fixedfinal-time optimal control problem with terminal state constraints. In general, many control, guidance, and path planning problems fall within this category [6] . One approach to solving such problems is to formulate the problem in an optimal control framework. The HJB equation is very difficult to solve for the time-dependent solution in a closed form for this class of problems. An open-loop solution is dependent on both the selected initial condition (IC) and the time-togo [7] .
A method developed in [8] for problems with terminal soft constraints gives a closed-form solution to the problem, but only for a prespecified initial condition and time-to-go. The finite horizon statedependent Riccati equation (Finite-SDRE) developed in [9] gives a suboptimal closed-form solution to the problem for different initial conditions and final times in real time. Finite-SDRE shows a lot of potential but for applications with soft constraints. Series-based solutions to the optimal control problem with terminal hard constraints were investigated in [5, 10, 11] . The series-based methods are suitable for systems whose dynamics are given in a polynomial form and comprise weak nonlinearity, because the series can diverge in case of large nonlinearity [11] . In case of divergence, using higher order terms in the expansion for accuracy of the result may not help. The use of intelligent control for solving finite horizon optimal control problems was considered in [12] [13] [14] , among which [13] solves the problems with soft terminal constraint. The controllers developed in [12, 14] admit hard terminal constraints. However, the ideas in these papers cannot be used in the rendezvous problem. In [12] , an intelligent controller is developed for an agile missile maneuver. It is, however, a scalar problem, wherein the final state and the control have a direct relationship. Hence, in a discrete formulation, the final state can be achieved from any state at the previous step. The rendezvous problem, on the other hand, is a vector problem, wherein the dynamics of the state elements with hard constraints do not contain control. The neurocontroller developed in [14] is synthesized for one specified set of initial conditions and, once the initial state is changed, the network needs to be retrained to give the optimal solution for the new initial condition. Hence, the method developed in [14] is not a general solution as developed in this Note.
An adaptive critic-based neurocontroller is developed in this study. The technique presented in this Note is motivated by two different developments, namely, the series-based solution presented in [10] and the approximate dynamic programming (ADP) framework [15] . Novel neural network (NN) structures are selected and an algorithm is developed for learning the weights. Convergence of the NN weights is proved through a new idea by showing that the learning is a contraction mapping [16] . The trained network provides an online solution to the optimal control problem for 1) different initial conditions, as long as the resulting state trajectory lies within the domain for which the network is trained; 2) different final times not greater than the final time for which the network is trained, based on the Bellman principle of optimality [7] ; and 3) shifted terminal points/curves/surfaces. This Note is organized as follows. The rendezvous problem is formulated in Sec. II. The fixed-final-time optimal control problem with a terminal state constraint is characterized in Sec. III. The proposed solution is described in Sec. IV, numerical analyses are given in Sec. V, and the work is summarized in Sec. VI.
II. Rendezvous Problem Formulation
The rendezvous problem with continuous thrust is defined as follows. A rigid spacecraft is orbiting around the Earth in a circular orbit. It needs to perform a maneuver using continuous thrust, moving to another circular orbit in a fixed given time. The terminal hard constraint positions the spacecraft in the destination orbit precisely, with the desired velocity, to stay in the orbit after the maneuver. Assuming planar motion, the nondimensionalized displacement vector of the center of mass of the spacecraft from the center of the orbital frame positioned at the destination orbit is denoted by δr ≡ x 1 ; x 2 T . Real numbers x 1 and x 2 are the components of the vector δr in the orbital frame. The equations of motion of the spacecraft in the gravity field are given by [5] x 1 − 2 _
where u x and u y denote the components of the nondimensionalized total force exerted on the spacecraft and
For nondimensionalizing, a reference length R and a reference time T are selected. The radius of the destination orbit is selected for R and the inverse of the angular velocity of the spacecraft orbiting in the destination orbit (i. 
Denoting the start time of the maneuver with t 0 and the final time with t f , the cost function considered in this study is given by
for some positive definite matrix R ∈ R 2×2 with the terminal constraint xt f 0. Note that this formulation implies both positioning of the spacecraft in the destination orbit and orbiting with the desired orbital velocity. This problem fits into the class of fixedfinal-time optimal control problems with a terminal state constraint.
In the next sections, a NN-based technique is developed to provide a comprehensive solution.
III. Terminal Control Problems
Consider the nonlinear system given in an input-affine form:
where f∶ R n → R n and g∶ R n → R n×m are smooth functions representing the dynamics of the system. Vectors xt ∈ R n and ut ∈ R m represent the state and control vectors, respectively. Integers n and m denote, respectively, the dimension of the state and control vectors. The continuous time is denoted with t ∈ t 0 ; t f , and the initial condition is given by xt 0 x 0 . Assume the cost function given by Eq. (2), where the positive definite matrix R ∈ R m×m penalizes the control effort. Let the hard terminal constraint be given by ψxt f ψ f for some smooth function ψ∶ R n → R l and ψ f ∈ R l , where l ≤ n. The problem, however, is not only determining some control ut, t ∈ t 0 ; t f , such that cost function (2) subject to state equation (3) is optimized, but also, satisfying the hard terminal constraint.
IV. Intelligent Control Approach to Terminal Control Problems
A reinforcement learning scheme is proposed in an ADP framework as a solution technique to the terminal control problem. The first step is to discretize the system in Eq. (3) by selecting a small sampling time Δt. Doing so results in discrete-time dynamics. If Euler integration is used,
fx k gx k u k ; k 0; 1; 2; : : : ; N − 1 (4) where
Δt , x k xkΔt t 0 , fx ≡ x Δtfx, and gx ≡ Δtgx. The discretized cost function may be given with
where R ≡ ΔtR and the terminal hard constraint is ψx N ψ f . Subscripts denote the discrete time k 0; 1; : : : ; N, where N denotes the final time step.
In a finite horizon dual network implementation of the ADP, called adaptive critics (AC), two NNs named actor and critic can be trained for learning the optimal control and the optimal cost-to-go, respectively. These NNs embed solution to the discrete-time HJB equation:
where J k denotes the cost-to-go at time k and current state x k , and
is formed as a column vector. The controller developed in this study is motivated by the solution to the corresponding linear problem (i.e., the systems with linear dynamics, a quadratic cost function, and a linear terminal constraint). Therefore, a solution to the linear version is considered first. The cost function may be augmented by the term v T ψx N − ψ f , where v ∈ R l is a constant Lagrange multiplier [17] , to enforce the terminal constraint. One assumes a representation for either the costto-go or for the costate vector as done in [10, 17] , respectively, to solve this problem using dynamic programming. The cost-to-go at each instant should be denoted with J k x k to emphasize its dependency on the current state x k and the left time N − k. The assumed form for the cost-to-go in [10] is
Note that, in the selected form for J k x k in [10] , there is a fourth term, which is shown to vanish once the cost function does not have any state penalizing term. Both substituting Eq. (8) which leads to
providing T k is invertible for k ≠ N. If T k is not invertible, the problem is called abnormal [6] . In summary, for the linear solution, the time-step-dependent matrices used in Eq. (8) are calculated first and used in the subsequent calculation of v. Motivated by this solution, the actor and critic networks are trained to approximate the optimal control and cost-togo, respectively, based on a given vector v. That is, the networks approximate u k x k ; v and J k x k ; v. Once these unknowns are learned, the necessary condition in Eq. (9) is enforced to find the optimal value for v. This value is to be fed to the networks, generating the optimal solution. For this purpose, denoting both the approximated optimal cost-to-go and the optimal control with J k and u k , respectively, the following network structures are proposed:
where V k ∈ R r×m and W k ∈ R s are the weights of the actor and critic networks, respectively, at time step k. The basis functions are given by θ∶ R n × R l → R r and η∶ R n × R l → R s for r and s being positive integers, denoting the number of neurons in the respective network. The selected form for approximate optimal cost-to-go (12) is motivated by the assumed representation for the cost-to-go in the linear problem [i.e., Eq. (8)], adapted from [10] .
The reinforcement learning scheme for training the network weights can be derived from the HJB equation for learning these unknowns for the fixed-final-time problem as is denoted by u k and is used in Eq. (13) . Note that, in a dual network AC scheme, for finite horizon optimal control, learning takes place only in finding the optimal control. Once the optimal control is learned, optimal cost-to-go is obtained as a mapping process, as in Eq. (13) . This learning versus mapping nature can be confirmed by looking at the foregoing equations. In Eq. (14), one needs to iterate until u i k converges to some u k , because of the dependence of x i k1 in the right-hand side of Eq. (14) on u i k [i.e., Eq. (14) is a fixed point iteration, whereas the right-hand side of Eq. (13) is not a function of J k ].
Using both Eqs. (11) and (12) in the reinforcement learning given by Eqs. (13) and (14) and considering constraint ψx N ψ f leads to the weight update equations for both the actor and critic:
∂x , and ∇η : : : T ≡ ∇η : : : T . Note that the difference between x k1 and x i k1 is the fact that, in the calculation of the former, the converged value of V k is used, whereas x i k1 is based on the current version, actually, ith version of V k . Using the foregoing weight update equations, Algorithm 1 provides the training/learning process to determine both V k and W k , ∀ k. Remark 1: In steps 1, 6, and 9 of Algorithm 1, the method of least squares, detailed in [18] , can be used to find the unknown weight versus the given parameters.
The weight update Eq. (16) used in Algorithm 1 is, as previously mentioned, a successive approximation. This algorithm claims that the respective iterations converge to some V k , k 0; 1; : : : ; N − 1. Once they converge, the value is used in Eq. (17) and least-squares solutions can be found for W k . The following theorem is needed for the convergence of weights. (See the Appendix for the proof.) Theorem 1: Let the basis functions used in the actor and critic networks be smooth in domains Ω and Ω. There exists some sampling time Δt to be used in the discretization of the continuous dynamics given in Eq. (3), which, using any sampling time smaller than that, the iterations on V i k in Algorithm 1 converge using any finite V 0 k ∈ R r×m , k 0; 1; : : : ; N − 1. Once the network weights are trained, the optimal v must be calculated and fed to the networks for the networks to output optimal results. For this purpose, the gradient of J k , given by Eq. (12) , with respect to v, is calculated and used in Eq. (9) to obtain ∂ηx k ; v
The foregoing algebraic equation needs to be solved online for the given set of initial conditions to compute v. One needs to solve Eq. (18) only once for the selected initial condition. Errors may occur, however, because the basis functions may not completely and accurately capture the underlying nonlinear relationships. Therefore, the values of v along the trajectory at some intervals should be recalculated. Differing values of v were observed in [10] with a Taylor series solution to the problem. The known singularity of Eq. (9) exists at the final time for the linear problems [6, 10] due to the singularity of T N in Eq. (10) . If the values of v grow too large, then updating should stop at the very end of the horizon.
V. Using the Developed Neurocontroller for Solving the Rendezvous Problem
In this section, the developed method for solving the terminal control problem is illustrated through the rendezvous problem defined in Sec. II. The final time was selected as one time unit. The sampling time for the discretization of the continuous dynamics in Eq. (1) Let the vector whose elements are all nonrepeating polynomials, made up through multiplying the elements of a vector X by that of a vector Y, be denoted by X ⊗ Y. In this example, the following basis functions are used:
It should be noted that an important step in the adaptive critics design is the selection of the basis functions. The well-known Weierstrass approximation theorem [19] proves that any continuous function on a closed and bounded interval can be uniformly approximated on that interval by polynomials to any degree of accuracy. Assuming the cost-to-go and the control are continuous functions of the states and the Lagrange multiplier, the basis functions are selected as polynomials made up of different combinations of the input elements as given in the preceding equation. The basis functions used here were found to be adequate for the rendezvous problem, though it should be noted that this choice is not unique.
The least squares in Algorithm 1 were completed using 500 random states, at each iteration, over the domains Ω fx ∈ Algorithm 1
Step 1: Find
Compact set Ω ⊂ R n represents the domain of interest and Ω ⊂ R l is a compact set to which the optimal v is assumed to belong.
Step 2: Set k N − 1.
Step 3: Set i 0, and select a guess on V 0 k . Step 4: Randomly select both x k ∈ Ω and v ∈ Ω.
Step 5: Set both
k k converges to a small value for different x k s and vs.
v and x k1 fx k gx k u k are calculated according to the randomly selected x k and v in this step.
Step 10: Set k k − 1. Go back to step 3 until k 0. R 4 ∶ − 0.7 ≤ x i ≤ 0.7; i 1; 2; 3; 4g and Ω fv ∈ R 4 ∶ − 10 ≤ v i ≤ 10; i 1; 2; 3; 4g. The resulting weight histories are given in Fig. 1 . The initial condition of x0 0.2; 0.2; 0.1; 0.1 T , denoted by IC 1, and simulated in [5] , was selected. The resulting state trajectories are given in Fig. 2 . In this figure, the result given in [5] , using generating functions along with the optimal open-loop solution, calculated using the direct optimization method, are superimposed. These solutions are denoted by "Gen. Fun. Sol." and "Optimal Sol.," respectively. Note that x 1 and x 2 are denoted by x and y, respectively, and their rates are denoted by v x and v y in the state trajectory figures. A comparison of different controllers reveals that the neurocontroller developed in this study (denoted by "NN Sol." in the figure) has done an excellent job in not only closely following the optimal open-loop trajectory, but also in satisfying the terminal constraint by bringing the states to the origin, whereas the generating function solution led to considerable midcourse and terminal errors. Vector v, in this simulation, was updated at every 10 time steps by solving a set of four linear equations [Eq. (18) ]. The last update was skipped to avoid the sharp changes at the final time due to the known singularity. The resulting time history for the elements of vector v (as plotted in Fig. 3) shows nearly constant values during the simulation duration.
An excellent feature of the developed neurocontroller is that it provides the optimal solution for different final times, as long as the new final time is less than the final time for which the network is trained. As the second simulation, IC 1 is simulated with a new final time of 0.5 time units, using the same trained network, and the resulting state trajectories are plotted in Fig. 4 . Note that the optimal solution calculated using the numerical method and presented in Fig. 2 will not be optimal for the new final time. Therefore, a new open-loop optimal solution is calculated and plotted in this figure for evaluating the optimality of the neurocontroller results. The trained network (see Fig. 4 ) has been able to approximate the optimal solution for the shorter final time as well.
Another useful feature of the proposed controller is providing solutions for different initial conditions, as long as the resulting state trajectory falls in the domain for which the network is trained. A new initial condition x0 0. The third capability of the controller is producing the optimal solution in a closed-form (neural networks are analytical expressions) versus the desired terminal states. Note that the terminal state ψ f is used when calculating v and the latter will be used as an input to the network to generate the control. Initial condition IC 1 was simulated for different terminal points (see Figs. 6 and 7) . The terminal points in Fig. 6 were selected as the x coordinate varying from −0.2 to 0.4 with the step of 0.2 and the y coordinate being zero. The effect of varying the y coordinate of the terminal point in the same range is shown in Fig. 7 . As seen in these figures, the neurocontroller has nicely controlled the system to end up at the desired terminal point within the given time.
VI. Conclusions
The rendezvous maneuver is formulated as a fixed-final-time optimal control problem with a terminal state constraint and a neuralnetwork-based controller is developed for solving it. Through the numerical analysis, it is shown that the proposed controller can approximate the optimal solution while precisely enforcing the terminal constraint. Moreover, the controller provides an optimal solution for different initial conditions, different final times, and different terminal points in real time. Hence, the developed controller is suitable for both online trajectory planning and control of the rendezvous problem. Therefore, the problem simplifies to determining whether or not Eq. (A1) is a contraction mapping [16] . Because R r×m with the two norm denoted with k:k is a Banach space, iterations given by Eq. (A1) converges to some V k F V k if there is a 0 ≤ c < 1 such that, for every U 1 and U 2 in R r×m , the following inequality holds [16] :
Function F : can be formed by converting Eq. (16) to a leastsquares form. To this objective, Eq. (16) is evaluated based on n random states and n random vs denoted by x i and v i , respectively, i ∈ f1; 2; : : : ; n g. Both defining θ ≡ θ x 1 ; v 1 θ x 2 ; v 2 : : : θ x n ; v n and following [18] leads to 
