In this paper we use the dynamical methods to establish the existence of nontrivial solution for a class of nonlocal problem of the type
Introduction
This paper concerns with the existence of nontrivial solutions for a nonlocal problem of the type
where Ω ⊂ R N (N ≥ 2) is a smooth bounded domain and a : Ω × R → R and g, f : R → R are C 1 -functions that satisfy some technical conditions, which will be mentioned later on. Hereafter, we will assume that there exist a 0 , K > 0 such that (a 1 ) a 0 ≤ a(x, t), ∀(x, t) ∈ Ω × R and (a 2 ) a(x, t) = 1, ∀x ∈ Ω and |t| ≥ K.
With relation to the functions f, g : R → R we assume the conditions below that can depend on the dimension N .
Condition (H): g(t) ≥ 0 for all t ∈ R and there is C > 0 such that max{|f (t)| 2 , |f (t)t|} ≤ C(g(t) + 1), ∀t ∈ R.
Condition (g):
Dimension N = 2: The functions g and g ′ have an exponential subcritical growth at infinity, that is, (I) lim |t|→∞ g(t) e βt 2 = lim |t|→∞ g ′ (t) e βt 2 = 0 for all β > 0.
This condition combined with (H) ensures that f also has an exponential subcritical growth at infinity.
In dimension two an important tool is the Trudinger and Moser inequality that states the following: For all u ∈ W 1,N 0 (Ω) (N ≥ 2), (1.1) e α|u| N N−1 ∈ L 1 (Ω), ∀α > 0 (see [12] ) and there exist positive constants C N and α N such that
≤1 Ω e α|u(x)| N N−1 dx ≤ C N , ∀α ≤ α N (α N := vol. unit sphere). (see [16] )
Dimension N ≥ 3:
There are C 1 > 0 and q ∈ [2, 2 * ] such that
Condition (f 1 ):
Dimension N = 2: The condition (f 3 ) implies that there are c 1 , c 2 ≥ 0 such that
Thus,
for some constants c 3 , c 4 ≥ 0.
The interest by problem (P ) comes from the articles of Alves and Covei [2] , Alves, Chipot and Corrêa [1] , Chipot and Lovat [3, 4] , Chipot and Rodrigues [5] , Chipot and Corrêa [6] and Corrêa, Menezes and Ferreira [7] and Gasińki and Santos Júnior [9] , where the authors study classes of nonlocal problems motivated by the fact that they appear in some applied mathematics areas. More exactly, it is pointed out in the paper [3, see pp. 4619-4620], that if g(t) = t, the solution u of the problem (P ) could describe the density of a population subject to spreading where the diffusion coefficient a is supposed to depend on the entire population in the domain rather than on the local density. Moreover, in [3] , the authors have mentioned that the importance of such model lies in the fact that measurements that serve to determine physical constants are not made at a point but represent an average in a neighborhood of a point so that these physical constants depend on local averages.
In what follows, in order to apply our approach we will rewrite problem (P ) in the form
From (a 2 ),
Since the problem (P ) ′ is not variational we will apply dynamical methods to find a nontrivial solution for (P ) ′ . This method consists in studying the parabolic problem associated with (P ) ′ given by
for a special choice of u 0 ∈ H 1 0 (Ω) that will guarantee the existence of a solution u : [0, +∞) → H 1 0 (Ω) such that for some t n → +∞, there is a nontrivial solution u s of (P ) ′ such that u(t n ) → u s in H 1 0 (Ω) when n → +∞. This type of approach has been considered by Quittner [13] to establish the existence of a nontrivial solution for the follow class of non variational elliptic problem
In [14] , Quittner also used the dynamical methods to prove the existence of signed solution for the following class of problem
Then, problem (P ) has a nontrivial solution.
The Theorem 1.1 completes the study made in the papers above mentioned involving the nonlocal problem, because we are considering a new class of function a and the method used in the proof, that involves dynamical methods, is new for this class of problem. Moreover it is important point out that our main result includes the local case, that is, the case where a(x, t) = 1 for all (x, t) ∈ Ω × R. We would like point out the in the proof of Theorem 1.1 it was used some ideas found in [13] .
Before concluding this section, we would like to show two examples where we can apply Theorem 1.1. In both of them, we will consider the function a : Ω × R → R of the type
B(x)h(t) > −1, and there is K > 0 such that h(t) = 0 for |t| ≥ K.
where 1 < 2τ < ξ < 2 and p ∈ (2, +∞).
where q ∈ [1, 2 * ] and p, r ∈ (1, q/2).
Local Existence
In this section, we are going to apply the semigroup theory to show the local existence of the solution of problem (1.6). In the sequel, we will denote by
. By Lions and Magenes [11] , we know that D(A .
Our first step is to prove that the operatorf :
is a locally Lipschitz, i.e,
In what follows, for the reader's convenience we will show (2.1) for N = 2, the case N ≥ 3 can be done of a similar way. Since f ∈ C 1 (R, R),
then by (f 1 ),
By integration with respect to x and using Hölder and Sobolev embedding, we get
For u , v ≤ δ, we have that |u| + |v| ≤ 2δ, and so, choosing β ∈ (0, π/4δ 2 ) and applying (1.2) we deduce that (2.1) holds. By condition (g), we also have that the operatorΨ :
where Ψ was given in (1.4 ), is locally Lipschitz, i.e,
for some L 1 > 0. From this, the operator Φ :
is locally Lipschitz, i.e,
for some L > 0. Arguing as in [10, Theorem 3.3.3.], problem (1.6) can be converted into the initial value problem for the first-order abstract evolution equation
Hence, the existence of solution of (2.5) is equivalent to look for fixed point of the operator
For δ > 0, we set
from where it follows that S is a complete metric space with the metric d :
In the sequel we are going to show that G maps S into itself, and G strict contraction for T small enough. First of all, we would like point out that G(u) : [0, T ] → H 1 0 (Ω) is a continuous function for each u ∈ S, see proof of [10, Lemma 3.3.2]. Next, we will prove that G(S) ⊂ S. Have this in mind, note that
From [10, Theorems 1.3.4 and 1.4.3] we can estimate ||e −tA u 0 − u 0 || and ||e −A(t−s) Φ(u(s))|| as follows:
||Φ(u(t))|| X and choose T small enough such that
From (2.7), (2.8) and (2.9),
showing that G(S) ⊂ S. New, we will prove that of T is small enough, then G : S → S is a contraction. In fact, for
Thus, if we assume
showing the desired result. Consequently, by Banach Fixed Point Theorem, G has a unique fixed point u in S, which is a mild solution of (2.6).
As a consequence of the results found in [10, Theorem 3.2.2], we have the following regularity result.
Lemma 2.1. The mild solution u : [0, T ] → H 1 0 (Ω) of (1.6) given by
is locally Hölder continuous on (0, T ), and so, u is a strong unique solution of (1.6) in (0, T ).
Next, we will show two important results involving the solution u that are crucial in our approach. The first result shows that the continuous dependence of the solutions also hold with the problem (1.6), while the second one establishes the asymptotic behavior of the solutions. From now on, T (u 0 ) the maximal existence time of this solution in
(Ω) and assume that there is a sequence (u n ) ⊂ H 1 0 (Ω) such that T (u n ) = +∞ and u n → u 0 in H 1 0 (Ω). Then, for each t ∈ J(u 0 ) there holds
Proof. The proof follows as in [10, Theorem 3.4.1]
, then there are γ ∈ (0, 1/2) and C > 0 such that
Proof. By using [10, Theorem 3.5.2], there are C > 0 and γ ∈ (0, 1/2) such that t → du dt (t) ∈ X γ is locally Hölder continuous onJ (u 0 ) and
Since the embedding X γ ֒→ L 2 (Ω) is continuous, we get the desired result.
As an immediate consequence of the last lemma we have the corollary below.
Before concluding this section we would like point out that the conditions (H), (a 0 ), (a 1 ), (f 1 ) − (f 2 ) and (g) ensures that Φ ′ (0) = Φ(0) = 0, then by [10, Theorem 5.1.1], u = 0 is an asymptotically stable equilibrium for (2.5), and so, for (1.6).
Some properties of the trajectory
In this section we will show some important properties of the solution u : [0, T ] → H 1 0 (Ω) obtained in the last section. Have this in mind, we must fix some notations that will be used later on.
(Ω)}. Moreover, we denote by D A the attraction of u = 0, i.e.,
Hereafter, we denote by E : H 1 0 (Ω) → R the functional given by
(Ω) and u be the solution given in (2.10). Then, for each T ∈J(u 0 ) we have that E(u(.)) ∈ C([0, T ]) ∩ C 1 ((0, T )) and
Proof. The proof follows the same ideas found in Quittener and Souplet [15, Lemma 17.5] , however for the reader's convenience we will write its proof. Denote E 1 (t) = Ω |∇u(t)| 2 dx and G(t) = Ω F (u(t)) dx. We are going to show only the continuity of G(t). Indeed, For t, s ∈ (0, T ), s = t, by using (f 1 ) − (f 2 ), we obtain
where C is a positive constant. Therefore E(u(.)) ∈ C([0, T ]). From Lemma 2.1, we have
For t = s, we have
Since u ∈ C 1 ((0, T ), L 2 (Ω)), the last inequality together with the conditions (f 1 ) − (f 2 ) leads to
On the other hand, by using integration by parts we obtain
Consequently E(u(.)) ∈ C 1 ((0, T )) and
As a consequence of the last result, we have the following corollary.
where K was given in (a 2 ) ( see also (1.5)), u(t) = u(t, u 0 ) and V u 0 (t) = E(u(t)).
Proof. From Lemma 3.1,
Hence, by (1.5) , Proof. Let {u n } ⊂ H 1 0 (Ω) be a (P S) d sequence for E, that is,
On the other hand, as {u n } is a (P S) d sequence, there is n 0 ∈ N such that
From (3.4)-(3.5), {u n } is bounded in H 1 0 (Ω), and so, for some subsequence, still denoted by itself, there is u ∈ H 1 0 (Ω) such that u n ⇀ u in H 1 0 (Ω), 
Recalling that E ′ (u n )u n = E ′ (u n )u = o n (1), we derive that Proof. First of all, recall that
If t ≥ δ, by Lemma 2.3, we have that
Since Ω is a bounded domain and γ > 0, the last inequality implies that there is C > 0 such that
for some constant C * > 0. On the other hand, since u ∈ C([0, δ], H 1 0 (Ω)), increasing C * if necessary, we derive that
Let us also assume that u 0 ≤ C * /2. Thanks to condition (g), we have that E : H 1 0 (Ω) → R is bounded on bounded sets, then there is M > 0 such that |E(u)| < M for u ≤ C * . Since u 0 ∈ ∂D A , we may choose u n ∈ D A , u n → u 0 in H 1 0 (Ω). Thus, there is n 0 ∈ N such that u n ∈ B C * (0) and u(t, u n ) → 0 as t → +∞ for all n ≥ n 0 . Claim 3.5.
(3.12)
|V un (t)| ≤ M, ∀t ∈ R + and ∀n ≥ n 0 .
Indeed, if the above claim is not true, there are some n ≥ n 0 and t n > 0 such that |V un (t n )| > M . Note we can assume that t n > δ, otherwise we must have t n ∈ [0, δ] for some subsequence, and so,
for n large, then |V un (t n )| = |E(u(t n , u n ))| < M , which is absurd.
If V un (t n ) > M , we set
Since u(t, u n ) → u 0 as t → 0, s n is well defined and by continuity of V un , we deduce that V un (s n ) = M.
Arguing as above, we can also assume that s n > δ, then s n > δ and Ω g(u(t)) dx > K, ∀t ∈ [s n , t n ], and so, V ′ un (t) ≤ 0 for all t ∈ [s n , t n ]. Therefore,
which is a contradiction. If V un (t n ) < −M , we set
which is well defined because u(t, u n ) → 0 as t → +∞. By continuity of V un we have that V (d n ) = −M . Thereby, t n > δ and Ω g(u(t)) dx > K, ∀t ∈ [t n , d n ], and so, Lemma 3.6. Let u 0 ∈ ∂D A . Then there are δ > 0 and K * > K such that
Proof. Assume by contradiction that the lemma does not hold. Then, for each n ≥ K must exist t n > 0 such that u(t n , u 0 ) ≥ n and V ′ u 0 (t n ) > −1/n, ∀n ∈ N. The first inequality implies that t n → +∞, then by (3.10), t n ≥ δ and Ω g(u(t n , u 0 )) dx > K, for n large enough. Since
for n large enough, where u n = u(t n , u 0 ). On the other hand, we also have
leading to
By Lemma 3.4 the sequence {E(u n )} is bounded, and so, {u n } is an unbounded (P S) sequence for E, which contradicts Lemma 3.3.
Proof. To begin with, we make the following claim: Indeed, if Ω g(u(t)) dx > K, by (1.5) we have that Ψ x, u(t), On the other hand, if Ω g(u(t)) dx ≤ K, (H) and (a 1 ) − (a 2 ) combine to give
for some constant C that does not depend on t. This proves the claim. Since the Claim 3.8 is true, we can argue as in [13, Theorem 1 and Remark 2] to obtain
and
for some positive constants c 1 , c 2 > 0. Then, by (f 3 ), This together with the boundedness of V u 0 leads to
which completes the proof.
Proposition 3.9. Let u 0 ∈ ∂D A . Then the orbit O(u 0 ) is bounded in H 1 0 (Ω). Proof. The proof follows the same ideas found in [13, Theorem 2] , however as in some points the estimate is different we will write the proof. Assume the contrary, i.e, lim sup t→∞ ||u(t)|| = ∞ and put M ′ = lim inf t→∞ ||u(t)||. If M ′ = ∞, then ||u(t)|| ≥ K * for t ≥ t 0 . Hence V ′ (t) < −δ for t ≥ t 0 , which contradicts Lemma 3.4. If M ′ < ∞ we shall derive a contradiction by using the idea found in [13] . Choose R > max{M ′ , K * } + 1. Then there exist sequences {t n } and {T n }, such that t n < T n < t n+1 , ||u(t n )|| = R, ||u(T n )|| = n and R < ||u(t)|| < n for t ∈ (t n , T n ). Since V ′ (t) < −δ for t ∈ [t n , T n ] and the function V is bounded by Lemma 3.4, then by integrating over (t n , T n ) we get
Now using the variation of constants formula as in above we now show T n − t n > c for some c > 0. For t > s ≥ 0 we have
where Φ was given in ( 
where M is a positive constant and ||.|| β denotes the norm in D(A β ) for β ∈ ( 1 2 , 1). If we take t = t n + c in (3.14) for some c > 0 then by the above assumptions we can get the existence of a sequence s n ∈ (t n , t n + c) such that ||u(s n )|| ≤ M ′ + 1. Thus
Using assumption ||u(t n )|| = R with Trundiger-Moser inequality we obtain ||Φ(u(t n ))|| L 2 (Ω) ≤ L||u(t n )|| = LR, leading to ||u(t n + c)|| ≤ C, ∀n ∈ N.
Therefore ||u(t)|| ≤ C if t ∈ [t n , t n + c]. If we assume T n ≤ t n + c then n = ||u(T n )|| ≤ C but this a contradiction as n → ∞. Hence we get T n > t n + c. Let θ ∈ (0, c) by using (3.15) , we obtain
Since the right hand side is bounded and D(A β ) is compactly embedded into D(A 1 2 ) = H 1 0 (Ω) [10, Theorem 3.3.6 ] . Then we can extract from {u(t n +θ)} a convergent subsequence in H 1 0 (Ω). Thus, u(t n + θ) → u 1 ∈ ω(u 0 ). Since u(., u 1 ) : [0, ∞) → H 1 0 (Ω) is bounded on [0, C * ] and by using continuous depends we have u(., u(t n + θ, u 0 )) converge to u(., u 1 ) uniformly on [0, C * ], We arrive to a contradiction with ||u(T n − t n − θ, u(t n + θ, u 0 ))|| = ||u(T n )|| = n → ∞.
Some remarks about the global existence and blow-up of the solution
The main goal this section is showing some conditions that guarantee the global existence of the solution, and also when the blow-up phenomena holds.
Proof. This results is an immediate consequence of the fact that u = 0 is an asymptotically stable equilibrium for (1.6). Proof. Let u ∈ ω(u 0 ). Then, there is t n → +∞ such that u n = u(t n , u 0 ) → u in H 1 0 (Ω). Since
taking the limit n → +∞ and using (H), (g), (a 1 ) − (a 2 ) and (f 1 ) − (f 2 ), together with the limits u n → u in H 1 0 (Ω) and (u n ) t = u t (t n ) → 0 in L 2 (Ω), we get
showing u is a stationary point. Now we are going to show that 0 / ∈ ω(u 0 ). If we assume by contradiction that 0 ∈ ω(u 0 ), since u = 0 is an asymptotically stable equilibrium for (1.6), the continuous dependence of the solutions will imply that u 0 ∈D A , which is a contradiction.
where K * was given in Lemma 3.6. Then T (u 0 ) < +∞.
Proof. To begin with, we claim that (4.1) u(t) > K * , ∀t ∈ J(u 0 ).
Indeed, otherwise there is T 1 ∈ J(u 0 ) such that u(T 1 ) = K * and u(t) ≥ K * ∀t ∈ [0, T 1 ].
By Lemma 3.6, we derive that
implying that E(u(T 1 )) ≤ E(u 0 ).
Thereby,
which is absurd, because u(T 1 ) = K * . The inequality (4.1) gives that
Indeed, if Ω g(u(t)) ≤ K for some t ∈ J(u 0 ), the equality below
together with (H) and (f 3 ) yields
Recalling that (4.1) together with Lemma 3.6 yields E(u(t)) ≤ E(u 0 ) for all t ∈ J(u 0 ), we get
which is absurd, proving (4.2). Now we are ready to prove that T (u 0 ) < +∞. Have this in mind, we will apply the so called concavity method as in [8] . For every t > 0, let
then by differentiating (4.3) we find H ′ (t) = 1 2 ||u(t)|| 2 L 2 (Ω) , differentiating H ′ and using (4.2), we obtain
Multiplying the equation (1.6) by u t and by integrating over Ω and using again (4.1), we find
Now integrating with respect to t, we obtain
By substituting (4.5) in (4.4) we derive that
Since −(γ + 2)E(u 0 ) > 0 hence this gives the following inequalities
The inequality (4.7) ensures that u(t) 2 L 2 (Ω) has an exponential growth, that is, there is C > 0 such that u(t) 2 L 2 (Ω) ≥ c 1 e c 2 t , ∀t ∈ J(u 0 ). Thus, assuming by contradiction that T (u 0 ) = +∞, we have that
On the other hand, multiplying (4.8) by V we find
Using the Hölder inequality, we get
From (4.9) this implies that there is T 1 > 0 such that (4.10)
Now we put l(t) = H −γ/2 (t), it possible to prove after some calculations that (4.10) ensures that l is a concave function for t ≥ T 1 , which is impossible because l(t) ≥ 0 for all t ≥ 0, and by (4.7), l(t) → 0 when t → +∞. Thus, T (u 0 ) < ∞, finishing the proof.
As a byproduct of the study above we have the following result. has a nontrivial solution.
Proof. By Lemma 3.7, we know that T (u 0 ) = +∞. For any sequence {t n } ⊂ [0, +∞) with t n → +∞, we have {E(u n )} is bounded, because V u 0 is a bounded function on [0, +∞), where u n = u(t n , u 0 ). By Proposition 3.9 the sequence {u n } is bounded, then for some subsequence there is u s ∈ H 1 0 (Ω) such that u n ⇀ u s in H 1 0 (Ω) as n → +∞. On the other hand, by Lemma 2.3, u t L 2 (Ω) → 0 when t → +∞, which leads to 
