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DIFFUSION IN ENERGY CONSERVING COUPLED MAPS
JEAN BRICMONT AND ANTTI KUPIAINEN
Abstract. We consider a dynamical system consisting of subsystems indexed by a
lattice. Each subsystem has one conserved degree of freedom (“energy”) the rest being
uniformly hyperbolic. The subsystems are weakly coupled together so that the sum
of the subsystem energies remains conserved. We prove that the subsystem energies
satisfy the diffusion equation in a suitable scaling limit.
1. Coupled Maps with a Conservation Law
1.1. Diffusion in Hamiltonian Dynamics. One of the fundamental problems in
deterministic dynamics is to understand the microscopic origin of diffusion. On a
microscopic level, a physical system such as a fluid or a crystal can be modeled by
Schro¨dinger or Hamiltonian dynamics, with a macroscopic number of degrees of free-
dom. Although the microscopic dynamics is not dissipative, dissipation should emerge
in large spatial and temporal scales e.g. in the form of diffusion of heat or of concen-
tration of particles.
Dynamically, diffusion is related to the existence in the system of conserved quantities
such as the energy which are extensive i.e. sums (or integrals) of local contributions
that are ‘almost conserved”. Thus, if the system has a microscopic energy density
E(t, x), x ∈ Rd the total energy Etot =
∫
E(t, x)dx is a constant of motion but the
energy density is, in general, not conserved since the dynamics redistributes it:
E˙(t, x) = ∇ · J(t,x).(1.1)
The divergence acting on the energy current J guarantees conservation of the total
energy. One would like to show that the conservative dynamics (1.1) turns, in a suitable
scaling limit, to a diffusive one. Such a limit involves diffusive scaling of space and
time, and taking typical initial conditions with respect to the Liouville measure with
prescribed initial energy profile. The resulting macroscopic energy density should then
satisfy a nonlinear diffusion equation of the type
∂tE = ∇ · (κ(E)∇E)(1.2)
where κ(E) is the conductivity function.
There has been a lot of numerical and theoretical work in recent years around these
questions in the context of coupled dynamics. One considers a dynamical system
consisting of a large number of elementary systems indexed by a subset V of a d-
dimensional lattice Zd. The total energy E of the system is a sum
∑
x∈V E(x) of
energies E(x) which involve the dynamical variables of the system at lattice site x and
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nearby sites and describe the energy of the system at x and its interaction energy with
its neighbors.
In particular, two classes of models have been discussed. The first consists of Hamil-
tonian dynamics of coupled weakly anharmonic oscillators. In the weak anharmonicity
scaling limit, one may use kinetic theory to compute the conductivity κ. Rigorous
justification of the kinetic limit (see [22]), let alone the case of fixed (small) coefficient
of the anharmonic term (see [8]), is still lacking.
A second class of models deals with a complementary situation of weakly coupled
chaotic systems. Hamiltonian systems of this type are obtained by putting at each
lattice site a chaotic system, e.g. a billiard, and coupling them weakly to each other
[12]. On might hope that the strong mixing properties of the billiard dynamics could
help in proving diffusion. Rigorous results on such Hamiltonian systems are rare: in
[12] ergodicity is proved for the one dimensional case. Numerically, diffusion comes out
cleanly [19].
In this paper we will consider these issues in the framework of Coupled Map Lattices
(CML) which are discrete time models for extended dynamical systems. We introduce
a class of Coupled Map Lattices which satisfy a discrete space and time version of
the conservation law (1.1). These systems have, apart from the conserved “energy”
variables, chaotic variables that are coupled to the energies. We formulate for such
systems a general framework for the derivation of the diffusive dynamics (1.2) and
prove diffusion for a class of such CML’s.
Our approach is to view the fast chaotic dynamics as a noise acting on the slow
dynamics. We show that under quite general assumptions the slow dynamics becomes
nonlinear diffusion in a random environment. We then prove diffusive scaling limit
under the assumption of weak nonlinearity and weak randomness. The proof is based
on a multi scale Renormalization Group (RG) method. In RG jargon, we show that
both the noise and the nonlinearity are irrelevant. We want to stress that the systems
we consider are far from realistic Hamiltonian systems like the ones mentioned above.
The most radical simplification we make is to assume that the slow dynamics cannot
slow down the fast one. This will not hold in Hamiltonian systems. However, such
slowing down can in principle be studied using the RG and we view the paper as a first
step in such studies.
1.2. Coupled Map Lattices. A CML is a dynamical system built out of subsystems
(Mx, fx) indexed by the lattice Z
d. The dynamical systems fx : Mx → Mx are copies
of a fixed system (M, f). Let Λ ⊂ Zd. The phase space of the CML in volume Λ
is MΛ = ×x∈ΛMx and the CML dynamics F : MΛ → MΛ is a perturbation of the
uncoupled dynamics ×x∈Λfx.
To motivate our choice of M and F consider again the coupled billiard case. The
billiard dynamics has very good chaotic properties. There are two zero Lyapunov
exponents corresponding to the conserved energy and the time shift (∇H and the
Hamiltonian vector field). A discrete time version (given, say, by a Poincare map)
would have one vanishing exponent and the remaining ones nonzero (positive and
negative).
The following general class of CML models this situation. We let the subsystems
haveM = R+×N and denote the elements ofM by (E, θ). Hence at lattice site x ∈ Zd
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we have (E(x), θ(x)). We call energy the non-negative variables E(x). θ represent the
chaotic variables in the billiard case and they will take values in some manifold N .
The uncoupled dynamics is simply defined to be
(E(x), θ(x))→ (E(x), g(θ(x), E(x)))(1.3)
for each x ∈ Zd. The energies at each lattice site are thus conserved (as in the Hamil-
tonian case). The variables θ(x) are the fast, chaotic ones. In the billiard case, the
dynamical system θ → g(θ, E) is uniformly hyperbolic for any fixed E. We will model
this situation by taking g(θ, E) = g(θ) a fixed chaotic map, independent of E. Exam-
ples are given by N = T1 = R/Z and g an expansive circle map, e.g. g(θ) = 2θ or
N = T2 = R2/Z2 and g a hyperbolic toral automorphism. In general we will need good
chaotic properties of the θ dynamics, in particular an invariant Sinai-Ruelle-Bowen
(SRB) measure of Gibbsian type (see below).
We want to stress that in a realistic Hamiltonian system, such as the billiard, the E
dependence of g can not be ignored. Indeed, it is obvious that, as E → 0, the Lyapunov
exponents of g(·, E) also tend to zero since E sets the time scale.
1.3. Conservative Coupling. The CML dynamics is now written as
F(x, E, θ) = (E(x) + φ(x, E, θ), g(θ(x)) + ψ(x, θ))(1.4)
where φ and ψ are the perturbation of the local dynamics and will be taken to be small
local functions of (E, θ) (for φ) or of θ (for ψ) i.e. to depend weakly on (E(y), θ(y))
for |x− y| large.
We will consider perturbations such that the total energy∑
x
E(x)
is conserved. This follows if, formally,∑
x
φ(x, E, θ) = 0
for all E, θ. A natural way to guarantee this is to consider a “vector field”
J(x) = {Jµ(x)}µ=1,...,d
and take
φ(x, E, θ) = (∇ · J)(x, E, θ) :=
∑
µ
(Jµ(x+ eµ, E, θ)− Jµ(x, E, θ)),(1.5)
where (eµ)
d
µ=1 is the canonical basis in Z
d. With these definitions, we arrive at the
following class of dynamical systems which are natural discrete space time versions of
(1.1):
E(t+ 1, x) = E(t, x) +∇ · J(x, E(t), θ(t)) := F (x, E(t), θ(t))(1.6)
θ(t+ 1, x) = g(θ(t, x)) + ψ(x, θ(t)) := h(x, θ(t)).(1.7)
Examples of the dynamics (1.6) will be discussed in Remark 2.4 below.
The purpose of this paper is to prove that the deterministic, conservative dynamical
system (1.6), (1.7) gives rise to diffusion under suitable assumptions on the functions
J and h .
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2. The Result
2.1. Random Environment. We would like to inquire under what conditions and in
what sense the dynamics (1.6) of the energies is diffusive. Let us start by specifying in
what sense we want to prove diffusion. The strongest and most natural result would
be to prove diffusion for almost all initial values of θ. By ”almost all” we mean the
following.
Suppose first ψ = 0. The θ dynamics is then local and the g dynamics has an
invariant Sinai-Ruelle-Bowen measure ν0 on N . In this case, it would be natural to
prove that the E -dynamics is diffusive (in a sense to be specified below) a.s. in θ(0, ·)
with respect to the measure ν = νZ
d
0 .
For ψ 6= 0, if the θ-dependence of ψ is local and smooth and ψ small in a suitable
sense [11, 20, 21, 25, 3, 1, 2, 6, 7] the θ dynamics still has an invariant SRB measure ν
defined on the cylinder sets of NZ
d
. Then we want to prove diffusion a.s. with respect
to ν.
Sampling θ(0, ·) with the probability measure ν makes θ(t, x) random variables on
the same probability space. Thus the θ dynamics provides a space time random envi-
ronment for the E-dynamics:
Jt(x, E) := J(x, E, θ(t))
are random functions of E. For h as above, the θ dynamics is exponentially mixing in
time and space. If the θ-dependence of J is suitably local, then Jt(x, E) are weakly
correlated random variables. We will next spell out these facts precisely.
2.2. Gibbs states. We assume g is a uniformly expansive (i.e. |g′| ≥ λ > 1) C1+α
circle map or a C1+α perturbation of a linear toral hyperbolic automorphism. For the
coupling assume ψ is C2 (actually C1+α is enough, see [7]) and local, namely
‖∂
2ψ(x, θ)
∂θy∂θz
‖∞ ≤ κe−m(|x−y|+|x−z|)(2.1)
for some m > 0 and κ small enough. Here ‖f‖∞ = supθ∈NZd |f(θ)|.
Then the following hold (see Appendix):
First, there is a map Γ : Ω→ NZd where
Ω = ×(x,t)∈Zd+1Ωx,t
(or a subset thereof, see Appendix) where Ωx,t is a copy of a given finite set (whose
elements will be called “spins”) such that Γ conjugates the dynamical system (NZ
d
, h)
in (1.7) to a time shift τ in a space of symbol sequences
h ◦ Γ = Γ ◦ τ.
Secondly (NZ
d
, h) has an invariant SRB measure ν which is the image under Γ of a
Gibbs measure µ on the σ-algebra Σ generated by the cylinder sets of Ω:∫
F (θ)ν(dθ) =
∫
(F ◦ Γ)(ω)µ(dω).(2.2)
This Gibbs state is local in the following sense. For A ⊂ Zd+1 a finite set let ΩA =
×(x,t)∈AΩx,t. We say F : ΩA → R is supported in A. Then
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(a) There exists m > 0, C <∞, such that, for all F1, F2, with Fi supported in Ai
|E(F1F2)− E(F1)E(F2)| ≤ Cmin(|A1|, |A2|)‖F1‖∞‖F2‖∞e−md(A1,A2),(2.3)
where d(A1, A2) is the distance between the sets A1 and A2 and EF =
∫
Fdµ.
(b) There exists m > 0, C <∞ such that, if Fi ≥ 0 are supported on Ai, i = 1, . . . , k
(2.4) E(
k∏
i=1
Fi) ≤
k∏
i=1
(E(Fi) exp(C|Ai|e−mR))
where R = mini 6=j dist(Ai, Aj).
Property (a) is familiar for Gibbs states of spin systems with weak interactions.
Property (b) is less familiar, but is proven in the Appendix for the class of Gibbs states
that correspond to the SRB measures.
Thirdly, Γ maps local functions of θ to local functions of ω as follows. We say that
w : NZ
d → R is local if w is C2 with, ∀z ∈ Zd,
‖∂w(θ)
∂θz
‖∞ ≤ C(w) exp(−m|z|)(2.5)
for some C(w) <∞, m > 0. Then one can localize w ◦ Γ as
(w ◦ Γ)(ω) =
∑
A⊂Zd+1
wA(ω)(2.6)
where wA is supported in A and
(2.7)
∑
A⊂Zd+1
|wA|eλd(A∪{0}) < C(w)
for some λ > 0, and where d(B) is the diameter of the set B. This means that w(θ)
becomes under the conjugation a local function of the spins near the space time point
0. In our problem we will have
J(x, E, θ(t)) = J(0, τxE, τxh
t(θ))
where τx is the translation by x ∈ Zd. Since ht ◦ Γ = Γ ◦ τ t, we have
τxh
t(θ) = Γ(τx ◦ τ t(ω))(2.8)
where, on both sides, τx denotes the natural action of lattice translations by x ∈ Zd,
and thus J(0, τxE, τxh
t ◦ Γ(ω)) has an expansion like in (2.6) where in the estimate
(2.7) the origin is replaced by the point (x, t) i.e. it is a local function of the spins
around (x, t).
2.3. Quenched Diffusion. We may now rephrase the problem of deriving diffusion
in deterministic dynamics as that of almost sure, or quenched, diffusion in a random
dynamics. Consider the dynamics
E(t+ 1, x) = E(t, x) +∇ · Jt(x, E(t), ω) := ft(x, E(t), ω)(2.9)
where Jt is a random field defined on the probability space (Ω,Σ, µ) described above
where µ satisfies properties (a) and (b). Let us stress that, in our main Theorem 2.1
below, we assume only those properties for µ, plus some symmetries (see (iii) in Section
2.5 below) and nothing else; µ does not have to correspond to an SRB measure or even
to be a Gibbs state. The results for the deterministic dynamical system (1.6-1.7), stated
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in Corollary 2.3 below, will be consequences of the results on the random dynamics
and of (2.6, 2.7).
We want to prove that the function E(t) diffuses almost surely in ω.
Consider first the annealed problem, i.e. the averaged equation (2.9):
E(t+ 1, x)− E(t, x) = ∇ · E[Jt(x, E(t), ω)] := ∇ · J (x, E(t)).
where, since we will assume below that µ is invariant under lattice translations (which
corresponds for the time direction to the stationarity of ν), J is time independent.
Supposing that h and J have natural symmetries under lattice translations and rota-
tions (see assumption (iii) in section 2.5 below), we infer that J vanishes at constant
E and then, locality assumptions (2.1) that we assumed for h imply
J (x, E) =
∑
y
κ(x, y, E)∇†E(y),
where ∇†µ is the adjoint of ∇µ in l2(Zd), and the matrix κ(x, y, E) is a rapidly decaying
function of |x− y|. Hence, the annealed dynamics is a discrete nonlinear diffusion
E(t+ 1)− E(t) = ∇ · κ(E(t))∇†E(t)(2.10)
provided the diffusion matrix κ(E(t)) is positive.
Let now
βt(x, E(t)) = Jt(x, E(t))− J (x, E(t))
be the fluctuating part. Then, the E-dynamics (2.9) becomes
E(t + 1)−E(t) = ∇ · κ(E(t))∇†E(t) +∇ · βt(E(t))(2.11)
with
E βt(E(t)) = 0.
Let us stress that the equations (2.10) and (2.11) are completely general and require
only reasonable assumptions of locality and smoothness of the functions J and h such
as the ones we are going to make in section 2.5 below. In particular, the matrix κ
is close to diagonal (exponentially decaying). In a physical model, one would expect
κ(E(t)) to be positive, although not necessarily uniformly in E. If we assume that
κ(E(t)) is uniformly positive in E and that β is a small perturbation, then one would
expect diffusion to occur almost surely. In what follows, we will make essentially such
assumptions on the functions J and h and prove almost sure diffusion.
2.4. Random Walk in a Random Environment. Before stating the assumptions
let us make one more reduction. It is reasonable to assume that E = 0 is preserved by
the dynamics. This then implies βt(0) = 0. Let us study the linearization at E = 0:
E(t + 1)−E(t) = ∇ · κ(0)∇†E(t) +∇ · (Dβt(0)E(t))(2.12)
where, by symmetry, κ(0) is a matrix which is a multiple of the identity (multiple given
by D0
2d
in (2.17) below); in other words
E(t+ 1, x) =
∑
y
pxy(t)E(t, y)(2.13)
with ∑
x
pxy(t) = 1.
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Since E ≥ 0 we have pxy ≥ 0 i.e. pxy(t) are transition probabilities of a random walk.
pxy(t) is space and time dependent and random i.e. it defines a random walk in a
random environment.
2.5. Assumptions. We prove that under suitable assumptions on κ(0) and Dβt(0)
in (2.12) the random dynamical system (2.9) is diffusive µ a.s. in ω and E(0) small
enough i.e. the deterministic system (1.6), (1.7) is diffusive ν a.s. in θ(0).
To state our results, it is convenient to introduce the following notation: we identify
f : (L−nZ)d → R, to a function f : Rd → R, which takes the constant value f(x) on
L−n cubes in Rd centered at x ∈ (L−nZ)d, so that we can write, e.g.:∫
dxf(x) := L−nd
∑
x∈(L−nZ)d
f(x)(2.14)
Since the x argument of E(t, x) is in Zd, the x argument of E(t, Lnx) is in (L−nZ)d.
For f : (L−nZ)d → R, we denote by ‖f‖1 the L1(Rd) norm of the associated function
f : Rd → R. When n = 0, this coincides with the ℓ1(Zd) norm.
Let B+δ denote the set of E(x) ≥ 0, x ∈ Zd, with ‖E‖1 ≤ δ. We assume that ft in
(2.9) is measurable in ω and C2 in E in B+δ for some δ > 0. Moreover, we assume:
(i) Positivity: ft(x, E, ω) ≥ 0 for E ≥ 0, ∀x ∈ Zd, and a.s. in ω.
(ii) Conservation law: ∑
x∈Zd
ft(x, E, ω) =
∑
x∈Zd
E(x)(2.15)
This implies, since E ≥ 0, that f(x, 0, ω) = 0.
It is natural to assume that the randomness is statistically symmetric:
(iii) Symmetry: The law of ft(x, E, ω) is invariant under the natural action of transla-
tions of Zd+1 and rotations fixing Zd.
(iv) Locality: We assume
|∂E(y)ft(x, E, ω)| ≤ Ce−m|x−y|
|∂E(y)∂E(z)ft(x, E, ω)| ≤ Ce−m(|x−y|+|x−z|)
for some m > 0, uniformly in ω and E ∈ B+δ .
Let us write the average of the derivative of the map at E = 0 as
E(∂E(y)ft(x, 0, ω)) := T (x− y)(2.16)
(i.e. T = 1+∇·κ(0)∇† in (2.12)). From (i) and (ii), we have T (x) ≥ 0,∑x∈Zd T (x) = 1
and from (iv) T (x) ≤ Ce−m|x|. Let Tˆ (k) = ∑x∈Zd T (x)e−ikx. By assumption (iii), we
may write
(2.17) Tˆ (k) = 1− D0
2d
k2 +O(k4)
where D0 is the diffusion constant
D0 =
∑
u
u2T (u).
We moreover assume:
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(v) |Tˆ (k)| < 1 for k 6= 0.
This is a convenient assumption: although it is not true for all random walks, in
particular for the simple random walk, when all the components of k equal π, it becomes
true when one iterates that walk once.
Write
∂E(y)ft(x, E, ω)− T (x− y) := ∇ · bt(x, y, E, ω)(2.18)
By (iv) bt(x, y, 0, ω) decays exponentially in |x− y|. We assume that it is local in ω in
the sense of Section 2.2 and small:
(vi) Weak randomness. Assume that
bt(x, y, 0, ω) =
∑
A⊂Zd+1
bt,A(x, y, ω)(2.19)
with bt,A supported on A (see Section 2.2) and, for some λ > 0,
(2.20)
∑
A⊂Zd+1,x∈Zd
|bt,A(x, y, ω)|eλd(A∪(x,t)∪(y,t)) < ǫ
Below we will usually drop the argument ω.
Then our main result is:
Theorem 2.1. Consider the dynamical system (2.9). Assume that the random field
(Ω,Σ, µ) satisfies (2.3), (2.4)and that ft satisfies the assumptions (i)-(vi) above. Assume
moreover that L is an integer, that d ≥ 2 and that ǫ and δ are small enough.
Then there exists, almost surely in ω, and for all E ∈ B+δ , a D > 0 such that, for
all G ∈ C1(Rd), with ‖G‖∞, ‖∇G‖∞, finite,
lim
n→∞
∫
dxG(x)
(
LndE(L2n, Lnx)− ‖E‖1T ∗D(x)
)
= 0(2.21)
where T ∗D(x) = (
d
2πD
)d/2e−dx
2/2D.
Remark 2.2. The restriction to d ≥ 2 is done for convenience. With a more detailed
nonlinear analysis (see Section 5) one could extend the result to d = 1.
Moreover, the result is stated for a subsequence of times of the form L2n, but a general
sequence of times and even a result for several times, leading to the convergence of finite
dimensional distributions and to an invariance principle, could be obtained along the
lines of the arguments in [9].
Finally, the convergence is weak, but is uniform over functions G with fixed norms
‖G‖∞ and ‖∇G‖∞.
Combining this theorem with (2.6 ), (2.7), we can now formulate a similar result for
the deterministic dynamical system (1.6, 1.7). We assume that F in (1.6) satisfies the
same assumptions (i), (ii) (iv), (v), stated above for ft in (2.9), and satisfies, instead
of (iii),
(iii’) Symmetry: F (x, E(t), θ(t)) is invariant under the natural action of translations of
Z
d and rotations fixing Zd.
As in (2.18), we define T (x− y) = E(∂E(y)F (x, 0, θ)) and
∂E(y)F (x, E, θ)− T (x− y) := ∇ · b(x, y, E, θ)(2.22)
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By (iii’), b(x, y, E, θ) = b(0, y − x, τxE, τxθ). Instead of (vi), we assume for b:
(vi’) Weak randomness: We assume that w(θ) := b(0, x, 0, θ) is local in the sense (2.5),
with C(w) = ǫ′e−m|x|.
Then, we have the
Corollary 2.3. Let g, ψ in (1.7) satisfy the assumptions of Section 2.2, with κ small
enough, and let F in (1.6)satisfy (i), (ii) (iii’) (iv), (v), (vi’) above. Assume that ǫ′ and
δ small enough. Then, the result stated in theorem 2.1 holds also for the dynamical
system (1.7) (1.6), almost surely in θ with respect to the SRB measure ν.
Remark 2.4. Concrete examples of deterministic or random dynamical systems that
satisfy the assumptions of Corollary 2.3 or Theorem 2.1 respectively can be obtained
by taking in (1.6)
F (x, E, θ) = E(x) +
∑
y
d(x− y)E(y) + F˜ (x, E, θ)
where d(x) ≥ 0, for x 6= 0, −dˆ(k)/k2 ≥ d0 > 0 and where F˜ is a perturbation as
in (vi’) with ǫ′ small enough. A generic (small, local and C2) coupling function J in
(1.6) would give rise to d0 and ǫ
′ comparable and hence not satisfying our assumptions.
However we expect to be able to handle such cases as well by perturbing around a weak
coupling limit i.e. considering first a time scale of order ǫ−1 to produce ‘effective” T
and b that fit into our assumptions [10].
The proofs of Theorem 2.1 and of Corollary 2.3 will be given in section 6. In the
following section, we will explain the Renormalization Group method used in the proofs.
In section 4, we discuss the linearized Renormalization Group, and we state and prove
the auxiliary Propositions 4.1,4.3,4.5, that are used in Section 6. In section 5, we give
the estimates on the nonlinear parts of the Renormalization Group transformation, also
used in Section 6 (Proposition 5.1). The Appendix is devoted to properties of Gibbs
states and SRB measures that are used in the proof of Corollary 2.3.
3. Renormalization group for random coupled maps
The proof of Theorem 2.1 is based on a Renormalization Group (RG) method intro-
duced in [5] and [9]. We will next explain this RG and give an outline of how it yields
the Theorem.
3.1. Renormalized Dynamics. Let us introduce the scaling transformation SL:
(SLE)(x) = L
dE(Lx).(3.1)
where L > 1. Note that SLE is defined on a finer lattice (L
−1
Z)d. Fix L and define,
for each n ∈ N, renormalized energies
En(t, x) = SLnE(L
2nt, x),
where t ∈ L−2nN, x ∈ (L−nZ)d. We can then rephrase the scaling limit inside the
integral in (2.21) as
lim
n→∞
LndE(L2n, Lnx) = lim
n→∞
En(1, x).(3.2)
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En(t) inherits its dynamics from the one of E. We will call this the renormalized
dynamics:
En(t+ 1) = fn,t(En(t)).(3.3)
Explicitely we have:
fn,t = SLn ◦ fL2nt+L2n−1 ◦ · · · ◦ fL2nt ◦ SL−n.
3.2. Renormalization Group. The dynamics changes with the scale as:
fn+1 = Rfn,
where
Rfn,t = SL ◦ fn,t
L2
◦ · · · ◦ fn,t1 ◦ S−1L(3.4)
with tk = L
2t + k − 1, k = 1, . . . L2. The map R is the Renormalization Group map
acting in a suitable space of random maps f . We may rephrase the diffusive scaling
limit as a property of the Renormalization Group flow. We will prove that, almost
surely, the renormalized maps converge, in a suitable sense,
Rnf → f ∗
where the fixed point is nonrandom and linear:
f ∗(E) = e
D∆
2d E.
∆ is the Laplacean on Rd (note that f ∗ is defined on E(x), x ∈ Rd) and D > 0.
Moreover, we show that the renormalized energies converge almost surely to the fixed
point
En(1, x)− ‖E‖1( d
2πD
)d/2e−dx
2/2D → 0
(in the sense of (2.21)), which is the diffusive scaling limit. These results may be
summarized by saying that both the randomness and the nonlinearity are irrelevant in
the RG sense. Let us sketch the reasons for this.
3.3. Linearization. Let us adopt the convention that objects on scale n+1 are denoted
by prime and the unprimed ones are on scale n (and delete the indices n or n+1). As
we will see in Section 6, it will be sufficient to control derivative of f (see (6.2)). For
f ′ = Rf the iteration (3.4) implies a recursion for the derivative of f : let Df denote
the kernel of the derivative map (using definition (2.14) for the integrals), Df(x, y) =
∂E(y)f(x, E), x, y ∈ (L−nZ)d. We get:
Df ′t′(E
′) = LdSL(Dft
L2
(EL2)DftL2−1(EL2−1) . . .Dft1(E1))(3.5)
where
Es = fts−1 ◦ · · · ◦ ft1(E), E = L−dE ′(·/L),
tk = L
2t+ k − 1, k = 1, . . . L2. with the convention E1 = E. SL is the scaling
(SLM)(x, y) = M(Lx, Ly).
The factor Ld in (3.5) comes from the fact that Df(x, y) is a kernel, the definition
(2.14), and the fact that Df ′ on the left hand side of (3.5) is on scale n + 1 while Df
on the right hand side is on scale n.
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Let us consider this iteration at E = 0. Set
pt := Dft(0).
Then
p′t′(x
′, y′) = Ldpt
L2
. . . pt1(Lx
′, Ly′).(3.6)
Next, use (2.16), (2.18), to write p as a sum of its average and fluctuation:
pt(x, y) = T (x− y) +∇n · bt(x, y)(3.7)
where ∇n acts on the x variable and, for a function f : (L−nZ)d → R, ∇n,µf(x) =
Ln(f(x + L−neµ) − f(x)), and where bt(x, y) is the value of bt(x, y, E) at E = 0 (we
will suppress the index n on ∇n below, when the scale on which it is defined will be
obvious from the context). We have
Ept(x, y) := T (x− y)(3.8)
and Ebt = 0.
Then, for p′ = T ′ +∇n+1 · b′, we get
T ′(x′ − y′) = LdTL2(Lx′ − Ly′) + P (x′ − y′)(3.9)
where P is the expectation of a polynomial in b.
For the noise, we get
∇n+1 · b′t′ =(3.10)
Ld
∑
t∈It′
∫
dxdyTL
2−i−1(Lx′ − x)∇n · bt(x, y)T i(y − Ly′) +Gt′ ,(3.11)
where
It′ = [L
2t′, L2(t′ + 1)− 1],
i = t − L2t′ and Gt′ involves quadratic and higher order polynomials in b. Note that,
since T is time independent, we can write in the sum TL
2−i−1, T i, where the exponents
refer to amounts of time spent in the interval It′ , but do not depend on t
′, unlike the
random variable bt(x, y), where t ∈ It′ .
3.4. Linear RG. Treating the noise b as a perturbation, consider first the iterations
(3.9) and (3.11) to leading order in b. For b = 0, we get
Tn := LndTL2n(Ln·)(3.12)
i.e.
(3.13) Tˆn(k) = Tˆ (k/Ln)L2n .
Then, using (2.17), we get, as n→∞:
Tˆn(k)→ e−
D0
2d
k2 := Tˆ ∗D0(k)(3.14)
which explains the form of the fixed point.
For the noise, the linear RG map is gotten from (3.11) by integrating the ∇n by
parts (actually, Riemann summing by parts) and commuting with SL (which gives rise
to the factor L−1, compared to (3.11)):
(Lb)t′ =
∑
t∈It′
Libt,(3.15)
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Lib(x′, y′) := Ld−1
∫
dxdyTL
2−i−1(Lx′ − x)b(x, y)T i(y − Ly′),
with It′ , i as in (3.11). In the next Section we will show that a suitable norm of the
variance of b contracts under L. Let us explain the intuitive reason for this. Take e.g.
x′ = y′ = 0 and t′ = 0, the estimate being similar for other x′, y′, t′. For t of order L2,
T t(Lx′−x) ∼ L−de−|x′−x/L|. Hence the x and the y integrals are localized in an L cube
at the origin. As it will turn out, bt(x, y) has exponential decay in |x− y|, ∀t, so let us
put heuristically x = y,
(Lb)(0, 0) ∼ L−d−1
L2−1∑
t=0
∫
|x|<L
dxbt(x, x).(3.16)
Since correlations of b decay exponentially in space and time (3.16) is effectively a
sum of Ld+2 independent random variables of variance L−2d−2(Eb)2 and we conclude
E(Lb)2 ∼ L−dEb2. The actual contraction factor depends on the norm on b and will be
slightly different.
Taking into account the corrections P and G in (3.9) and (3.11) that are smaller
than the linear term, we conclude that we should expect the variance to contract
E(bn,t)
2 ∼ ǫ2n → 0
(for any fixed t) as n→∞ and the iteration of the mean to become
Tn+1 = L
dTL
2
n (L·) +O(ǫ2n).(3.17)
The fixed point is the same but the O(ǫ2n) renormalizes the diffusion constant D at
each iteration step (less and less as n→∞).
3.5. Random Drift. There is a problem however once we try to make this pertur-
bative analysis rigorous. Deterministically the noise is relevant: from (3.16) we see
that ‖Lb‖∞ can be as big as O(L)‖b‖∞. This means that there are unlikely events in
the environment where the random walk develops a drift. Recall that bn,t(x, y) is the
fluctuating part of the transition probability density for random walks in time L2n from
Lnx to Lny. There will be a (random) region Dt ⊂ Zd where we write (see (4.22)-(4.29)
below for a precise definition), for u, v ∈ Zd, and any given t,
sup
x∈u,y∈v
|bn,t(x, y)| ≤ ǫneNn,z ,
with u,v the unit cubes in Rd centered on u, v and z = (t, u). Then Nn,z can be (very)
large, but with (very) small probability:
Prob(Nn,z > N) ≤ e−K(n+N)
with K large (see Proposition 4.3 below for a precise bound).
3.6. Nonlinear corrections. Finally, to control the nonlinear contributions to fn we
show that the second derivative D2Ef is irrelevant in all dimensions due to the scaling
of E. Differentiating (3.5) we obtain
D2f ′t′(E
′) = Ld
L2∑
i=1
SL(Df (L2) . . .Df (i+1)D2f (i)(Df (i−1) . . .Df (1))⊗2)(3.18)
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where we denote Df (i) = Dfti(Ei), and where we write, for matrices F , G,
D2f(F ⊗G)(x, y, z) =
∫
dudvD2f(x, u, v)F (u, y)G(v, z).(3.19)
Evaluating this at E ′ = 0, and to first order in the noise, we arrive at the linear RG
map on D2ft(0) := ∇ · ρt:
(L˜ρ)t′(x′, y′, z′) =
Ld−1
∑
t∈It′
∫
dxdydzTL
2−i−1(Lx′ − x)ρt(x, y, z)T i(y − Ly′)T i(z − Lz′).(3.20)
with It′ , i as in (3.11). We will show in Section 5 that L˜ is a contraction in a suitable
norm. It is not hard to see why this should be so. We will show that ρt is (exponentially)
local, so let us set, heuristically, x = y = z. Using the bounds on T (proven in Corollary
4.6 below), ‖T‖1 = 1 to control the integral over x = y = z, and ‖T j‖∞ = O(j−d/2)
for the other powers of T , we conclude that the integral yields a smallness factor
min{i−d, i−d/2(L2 − i)−d/2} ≤ 2d/2L−di−d/2,
whose sum over i ∈ [1, L2], multiplied by Ld−1, is small for d > 1, i.e. we expect L˜ to
be contractive for d > 1.
4. Random Walk in a Random Environment
We saw in Section 3.3 that the linearization of our random dynamical system, pt =
Dft(0), has a closed evolution (3.6) under the RG. Thus we solve this first and use
the result as a driving term for the nonlinear part of ft. pt defines a random walk in
a random environment that has exponentially decaying correlations in both space and
time. An almost sure (or quenched) central limit theorem has been established for this
problem [16, 15, 9], but we need a very detailed knowledge of it in order to control the
nonlinear flow. The proof given in this section is a (much simplified) version of the
(much more difficult) proof [5] for environments that are time independent.
4.1. Localization. Recall from Section 2.5 that the fluctuating part of the map ft
has the expansion (2.19) in terms of localized terms that are (almost) independent for
disjoint A’s. As explained in Section 3.5. there will be a random region Dt ⊂ Zd of
possibly large drift. It turns out to be useful to localize the b on the set Dt. We will
iterate a representation
bt =
∑
D⊂Dt
∑
A⊂Zd+1
bt,D,A(4.1)
Note also that D = ∅ is included (and is actually the more probable contribution). The
representation (2.19) is of this form, with bt,D,A = 0, if D 6= ∅. We will denote
st,A := bt,∅,A(4.2)
and write
bt = st + ℓt(4.3)
(”small” and ”large” contributions, the s term being more probable and the ℓ one
including the large, but rare, contributions). Given bt, Dt, we need to explain how
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b′t′ , D
′
t′ are defined in terms of them. This will need several steps and definitions, to
which we turn now.
4.2. Relevant and irrelevant variables. Let us first discuss the linear RG (3.15).
Thus let σ = Ls i.e.
σt′ =
∑
t∈It′
∑
A⊂Zd+1
List,A(4.4)
where
It′ = [L
2t′, L2(t′ + 1)− 1]
and i = t− L2t′ as in (3.11). Next, we localize σ. We introduce some notation. Given
z′ ∈ Zd+1 let z′ denote the unit cube in Rd+1 with center z′. Define also ”blocking”:
given A ⊂ Zd+1 set
(4.5) [A] := int{(L−2t, L−1u) | (t, u) ∈ A}
where int denotes the integer part. Given a subset A′ of Zd+1 we define a family A(A′)
of subsets A of Zd+1 as follows. Let first |A′| = 1 i.e. A′ = z′ ∈ Zd+1 (by a slight abuse
and in order to simplify notations, we write z′ instead of {z′}). Then A ∈ A(z′) if
either [A] ⊂ z′, or [A] ∩ z′ 6= ∅, diam(A) ≤ L
4
and the first point z (in lexicographical
order) in [A] belongs to z′. For |A′| > 1 we let A ∈ A(A′) if [A] = A′ and diam(A) > L
4
.
Then, defining
σt′,A′ =
∑
t∈It′
∑
A∈A(A′)
List,A,(4.6)
we have
σt′ =
∑
A′
σt′,A′.(4.7)
The virtue of this decomposition is that, as we will see in (4.88) below, the nonlocal
terms σA with |A| > 1 will strongly contract.
The term will |A| = 1 does not contract deterministically, but it will contract with
high probability, basically because its variance contracts, as explained in (3.16). We
will come back to this lack of deterministic contraction in Section 4.4.
4.3. Composite operators. Let us next turn to the remainder term Gt′ in (3.11)
consisting of a polynomial in b. We introduce some notation. For matrices Ft(x, y),
indexed by time, we denote
FI = FtFt−1 . . . Fs
for an interval of times I = [s, t]. Let P be the set of nontrivial partitions π of the
time interval It′ into intervals π1, . . . , πk arranged in increasing time order and π1, πk
possibly empty, with Tπk , Tπ1 being then the identity (thus k ≤ L2 + 2). Then,
p′ = LdSLTL2 +R′(4.8)
with
R′ = Ld
∑
π∈P
SLTπk(∇n · b)πk−1Tπk−2 . . . (∇n · b)π2Tπ1 .(4.9)
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(remembering that Tπk or Tπ1 could be the identity). Thus, writing πi = {τi}∪ π′i with
τi the largest time, we get, by integration by parts,
R′ = ∇n+1 ·Q′,(4.10)
with
Q′ = Ld−1
∑
π∈P
SLTπkbτk−1(∇n · b)π′k−1∇n · Tπk−2 . . . bτ2(∇n · b)π′2Tπ1,(4.11)
where the L−1 comes from the commutation of ∇ and SL, as in (3.15). Note that, by
integration by parts, we have transferred the action of one ∇n from a b to a T . Thus,
we never encounter factors like T∇n · b∇n · b or ∇n · T∇n · b. It turns out that there is
nevertheless an obstruction to bounding these nonlinear terms due to the gradients in
(4.11). Indeed, we will show (see Proposition 4.1) that, in a suitable norm,
‖s‖ ≤ (L−nǫ)ζ(4.12)
with 0 < ζ < 1. This bound is not sufficient to show that the nonlinear terms in
eq. (4.11) (with b replaced by s) are smaller than the linear one. Indeed, on the
lattice (L−nZ)d the operator ∇n is bounded in sup norm by CLn and hence ‖∇n · s‖ ≤
CL(1−ζ)nǫζ , which is large. To show that the nonlinear terms are subleading, we need to
show that ‖s∇n ·s‖ has a better bound than ‖s‖ and that ‖∇n ·s∇n ·s‖ is also small (in
Proposition 4.1 below we will state bounds on these variables and, in subsection 4.10, we
will show that this is enough to control all the nonlinear terms). In Renormalization
Group language, we need to show that these ”composite operators” are irrelevant.
Hence, let us look at the linear RG for them.
Let
(4.13) Bt := bt+1∇n · bt
Inserting the expansions (4.11) and using
(SLc)(SLd) = L−dSL(cd)
which follows by a change of variables, we observe that B′t′ is given by the expansion
(4.11) on the time interval It′∪It′+1 with the additional constraint that there is at least
one factor of b on both intervals It′ and It′+1. In the terms in (4.11) involving only two
consecutive b’s, the only one involving ∇n · b is the linear RG one (because the last b
factor in each term in (4.11) is bτk−1 and not ∇n · bτk−1):
(4.14) (LB)t′ := Ld−1SLTL2−1BL2(t′+1)−1TL2−1,
and it turns out that this linear RG will be contractive in our norm.
The localization of B is inherited from the one of b in (4.1). We get
Bt =
∑
D
∑
A⊂Zd+1
Bt,D,A.(4.15)
where now D := (Dt,Dt+1) with Dt ⊂ Dt, Dt+1 ⊂ Dt+1 and
Bt,D,A =
∑
At+1,At
bt+1,Dt+1,At+1∇n · bt,Dt,At,
with At ∪At+1 = A.
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4.4. Drift region. The drift region is inductively built out of the regions where σ = Ls
fails to contract. Let us denote the local part of s by sloc, i.e.
(4.16) sloct :=
∑
u∈Zd
st,u.
and
(4.17) σ1t′ :=
∑
u′∈Zd
(Lsloc)t′,u′.
Here and below, when we use the indices t, u, we mean them as in (4.2), i.e. with
D = ∅, and with |A| = 1, A = {u}.
The size of bn will be measured in terms of a running parameter
(4.18) ǫn = L
−nǫ
where ǫ is a bound on the size of the initial b, see (2.20). We also need a parameter γ
satisfying
(4.19) 0 < γ < 1/12.
Given a space-time point z′ = (t′, u′) define random variables
rz′ := (n0 + n) logL if ‖σ1t′,u′‖λ ≥ 18 ǫ1−3γn+1(4.20)
and zero otherwise, where the norm ‖ · ‖λ is defined in (4.29) below. The number n0 is
chosen so that:
L−n0 = ǫ3γ .(4.21)
Dt is now defined in terms of random integers Nn,z, z = (t, u) ∈ Zd+1 and where we
usually suppress the index n (and, as before, primes will refer to the scale n+ 1)
Dt = {u ∈ Zd | N(t,u) 6= 0}(4.22)
which, in turn, are given recursively in terms of the random variables r of previous
scales as follows. Let
(4.23) N˜z′ =
∑
z:[z]=z′
Nz.
where we write z for {z} and the blocking operation [z] is defined in (4.5). Then we
set
(4.24) N ′z′ := N˜z′ − 1 + rz′, if N˜z′ ≥ λ/3 or rz′ 6= 0
(4.25) N ′z′ = 0, if N˜z′ < λ/3 and rz′ = 0.
The subtraction by one means that, if no large fluctuations rz′ occur during a sufficient
number of scales, then N will eventually vanish.
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4.5. Norms. We will iterate bounds for the bt and Bt. For this, we need to introduce
suitable norms. For a kernel b(x, y) with x, y ∈ L−nZd let, for u, v ∈ Zd
(4.26) ‖b‖u,v = sup
x∈u,y∈v
|b(x, y)|.
Strictly speaking, the norm depends on n, but we will suppress that in the notation
(we always use unprimed variables for objects on scale n and primed ones for objects
on scale n + 1). Define, for C ⊂ Zd, τ(C) to be the minimal number of edges of a
connected graph whose vertex set is C and whose edges are nearest neighbor bonds in
Z
d, and denote by d(A) the diameter of a set A ⊂ Zd+1. Set
(4.27) l(D, A, t, u, v) := τ(D ∪ u ∪ v) + d(A ∪ (t, u) ∪ (t, v)).
Let us also define, for D ⊂ Zd,
(4.28) Nt(D) :=
∑
u∈D
N(t,u),
and, for D = (D1,D2), let analogously Nt(D) := Nt(D1) +Nt+1(D2). Now, define the
norm
(4.29) ‖bt‖λ = sup
v∈Zd
∑
D,A,u
‖bt,D,A‖u,veλl(D,A,t,u,v)e−Nt(D).
For B we use the same formula with the difference that the argument of τ in (4.27) is
replaced by Dt ∪ Dt+1 ∪ u ∪ v.
4.6. Definition of b′ and B′. We are now ready to give the inductive construction of
b′t′,D′,A′ and B
′
t′,D′,A′. To have a unified notation, set B
1 := b, B2 := B, B3 := ∇ · B,
B4 := T and B5 := ∇T , with the convention that B4, B5 are zero if either D or A is
not empty. Then (3.7), (4.8), (4.10) and (4.11) give, using the shorthand E⊥ := 1−E,
(4.30) b′ = Lb+ E⊥N 1,
where L is defined in (3.15), and N 1 is a sum of products
(4.31) Π = Ld−1SLBα1t1 . . . BαNtN ,
with N ≤ L2, that are at least quadratic in b (where we count B as quadratic). As a
consequence of (4.30), (3.7), (3.8), we have
(4.32) T ′ = LdSLTL2 + E ∇ · N 1.
In the same way, we get
(4.33) B′ = LB +N 2
with L given by (4.14), and N 2 is a sum of products Π, as in (4.31), with N ≤ 2L2 and
at least one b on each L2 interval. In both N 1, N 2, α1 6= 3, 5 (because the products Π
do not start with a ∇, see (4.11)) .
Also, it suffices to give the definitions for t′ = 0, so that the times ti lie on [0, L2− 1]
for b′ and on [0, 2L2−1] for B′. For simplicity we suppress the index t′ in the notation.
We need to localize these expansions to get the primed versions of (4.1) and (4.15).
For this, insert the decompositions (4.1) and (4.15) to (4.31). The result is localized
basically by taking unions of the Dt and At and blocking the result, except that we
need to take care of the constraints, in (4.1), (4.15), D′ ⊂ D′. Remember that, because
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of (4.25), D′ can be a smaller than the blocking of D. This means that, at each step,
parts of the large fields may become small, due to the fact that N ′z′ may become zero,
see (4.25), and have therefore to be reabsorded into the small fields (see (4.42) below).
Write in (4.31)
(4.34) bti =
∑
Di⊂Dti
∑
Ai
bti,Di,Ai =
∑
D˜i⊂Dti∩LD′
∑
A˜i
b˜iD˜iA˜i
with
(4.35) b˜iD˜iA˜i :=
′∑
Di⊂Dti
′∑
Ai
bt,Di,Ai
where the sums are constrained by
(4.36) Di ∩ LD′ = D˜i and Ai ∪ (Di \ D˜i) = A˜i.
where LD′ = {x ∈ Zd|[x] ∈ D′}. For B and ∇ · B we proceed the same way except
that, this time, Di is a pair (Dti ,Dti+1). This way we end up with
(4.37) Π = Ld−1
∑
SLB˜α11D˜1A˜1 . . . B˜
αN
ND˜N A˜N ,
where the sum runs over D˜i, A˜i and, by convention, B˜αi = Bαi for αi = 4, 5. Now, we
may localize
(4.38) Π =
∑
D′⊂D′,A′
ΠD′A′
with ΠD′A′ being a sum of terms in (4.37) with
(4.39) D′ = [∪iD˜i], A′ = [∪iA˜i].
Our notation is a bit abusive: if αi equals 2 or 3, both sets in the pair D˜i occur in the
union. Since N 1 is a sum of Π′s, (4.38) yields a similar expansion for N 1.
We still need to localize Lb. For Ls = σ this was done in Section 4.2. For Lℓ we
proceed as above with N 1; now all αi = 4 except for one which equals 1. We get
(4.40) Lℓ =
∑
D′⊂D′,A′
(Lℓ)D′A′
with
(4.41) (Lℓ)D′A′ =
L2−1∑
t=0
∑
D˜t 6=∅
∑
A˜t
Ltℓ˜t,D˜t,A˜t.
where ℓ˜ is defined in terms of ℓ as in (4.35), D˜t ⊂ Dt ∩ LD′t′ , D′ = [D˜t], A′ = [A˜t] and
Lt is given by (3.15).
Let χA′ = 1 if A
′ = z′ and rz′ = 0, and 0 otherwise. We define:
(4.42) s′A′ = E
⊥(σ1A′χA′ + σ
2
A′ + (Lℓ)∅A′ +N 1∅A′),
where σ2 is defined by
(4.43) Ls = σ1 + σ2
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and σ1 is the local part given in (4.17); we define also:
(4.44) ℓ′D′A′ = E
⊥((Lℓ)D′A′ + σ1D′(1− χD′)δA′,∅ +N 1D′A′).
It is easy to verify that, with these definitions,
b′ = s′ + ℓ′
with b′ given by (4.30).
Both s′ and ℓ′ have a linear and a nonlinear part. Besides, when one goes from one
scale to the next, there is a new large field arising from the previous scale small field
and a part of the previous scale large field that becomes small. The factor χA′ in (4.42)
ensures that the contribution coming from the local part of s will be small, and the
remaining part σ1D′(1− χD′)δA′,∅ contributes to the new large field and is thus put into
ℓ′. The term (Lℓ)∅A′ corresponds to the part of previous scale large fields that have
become small (due to the decrease of N in (4.24-4.25)), and which thus contribute to
s′.
For B′ we need no special treatment of the linear term as we did for Lb and both
terms in (4.33) are localized in the same way by expressing B in terms of B˜ as in (4.35)
and collecting terms with (4.39). We get
(4.45) B′D′A′ = (LB)D′A′ +N 2D′A′.
Next, we will state the estimates on the linearized RG, that will be used in Section
6, when we prove Theorem 2.1. Proposition 4.1, which gives deterministic estimates
on the random part b of transition probabilities of our random walk will be proven in
subsection 4.10; because of the e−Nt(D) factor in (4.29), these bounds are useful only
if non-zero values of N are improbable, which is the content of Proposition 4.3. This
Proposition will be proven in subsection 4.12; this proof uses Proposition 4.4, which
itself is proven in subsection 4.11. Proposition 4.5 deals with the nonrandom part of
the transition probabilities, given by (3.8), and is proven in subsection 4.13.
4.7. Deterministic bounds. Let us now state the bounds that will be proven in-
ductively in the scale n for b and B. Recalling the definition (4.16), decompose
s = sloc + snloc. We suppress both the index n and the index t in our notation. The
number γ has been introduced in (4.19) and λ is chosen small enough so that (2.20)
holds for n = 0, and that the bound (4.57) below also holds.
Proposition 4.1. For ǫ small enough we have, ∀n ∈ N, ∀t ∈ N,
‖sloc‖λ ≤ ǫ(1−3γ)n(4.46)
‖snloc‖λ ≤ ǫ(1−2γ)n(4.47)
‖ ℓ ‖λ ≤ ǫ(1−γ)n(4.48)
Moreover
‖B‖λ ≤ ǫ(1−γ/2)n(4.49)
‖∇ · B‖λ ≤ ǫ1/2n .(4.50)
We note also a simple consequence of (4.46)-(4.48) and the fact that, since the lattice
spacing is L−n, the norm of ∇n is bounded by CLn:
(4.51) ‖∇ · b‖λ ≤ Cǫǫ−3γn .
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Remark 4.2. The different powers introduced in the Proposition are chosen for con-
venience and are not optimal.
Proposition 4.1 is a deterministic statement holding for any realization of the noise.
For this statement to be useful, we need to show (see the definition (4.29) of our norm)
that the random variables Nz are zero with high probability.
4.8. Probabilistic bounds. Our main estimate is:
Proposition 4.3. The random integers Nn,z, defined in (4.20-4.25), satisfy for any
A ⊂ Zd+1, any {Nz}z∈A, with Nz 6= 0,
P({Nn,z = Nz}z∈A) ≤ exp(−Knn|A| − 2Kn
∑
z∈A
Nz)(4.52)
with Kn = K
∏n−1
ℓ=2 (1− ℓ−2), n ≥ 3, Kn = K, n < 3, and where K →∞ as ǫ→ 0.
Since N is determined in terms of the random variables r in previous scales this
Proposition follows ultimately from an estimate on the probability that rz 6= 0. This
in turn follows from the control of the variance of deterministically relevant part of s,
i.e. sloc. Given u ∈ Zd consider the random variables
(4.53) (st,u, f) :=
∫
dxdyst,u(x, y)f(x, y).
with f : Rd × Rd → R a measurable function such that
(4.54) ‖f‖u :=
∫
dxdy|f(x, y)| exp(−2λτ(u, x, y)) <∞.
Here, again by an abuse of notation, we write τ(u, x, y) instead of τ({u, v, w}), with
x ∈ v y ∈ w (since τ is defined on sets). Then we prove the following exponential
moment estimate:
Proposition 4.4. For all t ∈ N, u ∈ Zd
(4.55) E e(st,u,f) ≤ eδn‖f‖2u ,
with δn = L
−nγǫ2−6γn .
Note that (4.55) implies, by replacing f by af , subtracting 1 on both sides, dividing
by a2, letting a→ 0 and using E st,u(x, y) = 0:
(4.56) E (st,u, f)
2 ≤ δn‖f‖2u.
4.9. Inductive bounds for T . The following result describes the inductive bounds
for the average (3.8) of p. We can view T as being of the form (4.1), with the only
nonzero term corresponding to A = ∅, D = ∅, so that ‖T‖λ is bounded from above and
below by C
∫
T (x)eλ|x|dx.
Proposition 4.5. T = Tn satisfies uniformly in n
‖T‖λ + ‖∇T‖λ ≤ C(4.57)
0 ≤ T t(x) ≤ C(k)(t+ 1)−d/2e−c(t)|x|,(4.58)
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for k
L
≤ λ
2
, and t ∈ [0, 2L2], with c(t) = min(λ, 4k√
t+1
). Moreover, there exists D > 0
such that
(4.59) lim
n→∞
‖Tn − T ∗D‖1 = 0.
A consequence of (4.58) is:
Corollary 4.6. Let T˜ t(x) := e
k
L
|x|T t(x). Then, for k
L
≤ λ
2
and t ∈ [0, 2L2] we have
k
L
≤ 12 c(t), and so,
(4.60) ‖T˜ t‖∞ ≤ C(k)(t+ 1)− d2 , ‖T˜ t‖1 ≤ C(k).
Remark 4.7. In the proofs below we shall use the following conventions. C or c denote
constants that may vary from place to place, even in the same equation, but that do
not depend on L or on the scale n. C(L) is similar, but depends on L but not on n.
We assume throughout that L has been chosen large enough so that inequalities of the
form CL−γ ≤ 1, for γ > 0, can be assumed. We then choose ǫ small enough so that we
can assume inequalities of the form C(L)ǫγ ≤ 1.
Remark 4.8. In the proofs below, whenever the index t′ does not appear, it means
that it is set equal to 0. Then, in (3.11), the interval It′ = [0, L
2 − 1] and i = t. When
considering composite operators we have t ∈ [0, 2L2 − 1].
4.10. Proof of Proposition 4.1. For n = 0, we have, by assumption (2.20),
(4.61) ‖b‖λ ≤ ǫ, ‖B‖λ ≤ Cǫ2.
Thus, since for n = 0 the norm of ∇0 is of order one, the assumptions hold for small ǫ
and we have D = ∅, N = 0, ℓ = 0.
Before proceeding to the induction, let us sketch the main steps of the proof. For
the nonlinear terms in (4.42, 4.44), we need only to show that the norm of a product of
b’s, b∇ · b’s and ∇ · b∇ · b’s is suitably bounded in terms of the product of their norms
(all terms of the form Π in (4.31) can be written as a product of those three factors
times T ’s or ∇T ’s whose norms are bounded by (4.57)), that the resummation (4.35)
does not increase the norm too much, and then use inductively Proposition 4.1. This is
done in Lemma 4.9 below and involves only simple estimates on the exponential factors
in (4.29).
For the linear terms in (4.42), σ1A′χA′ is controlled trivially because of the character-
istic function, the norm of σ2A′, being nonlocal, will be small because of the exponential
decay factor included in the norm (4.29) (see (4.88) below) and the one of (Lℓ)∅A′ will
be small because our inductive bound on ‖ℓ‖λ is smaller than our bound on ‖s‖λ, see
(4.46-4.48). For the linear terms in (4.44), the norm of σ1D′(1− χD′)δA′,∅ will be small
because our definition (4.20) of rz′ (see (4.90) below) and the one of Lℓ will be small
because the operator Li is a contraction for fixed i, see (4.76) below, and because,
unlike s, ℓ occurs only at times where Nz 6= 0, and this effectively controls the sum
over times in (3.15) that made s a relevant variable, see (4.89) below. This contraction
also implies that the linear term in (4.33) contracts since there is no sum over times in
(4.14).
Let us now bound the nonlinear term N i, i = 1, 2 in (4.30, 4.33). This is given by
a sum of the products Π in (4.31) localized in (4.38). To simplify the notation, we
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consider here only D˜i being a single set and not a pair of such sets, as they occur for
α = 2, 3, but the Lemma below extends to those cases.
Lemma 4.9. Π defined in (4.37), (4.38) satisfies:
(4.62) ‖Π‖2λ ≤ C(L)
∏
i
‖B˜αiti ‖λ3
where B˜αiti is defined in (4.35) (see the discussion leading to (4.37)), and satisfies:
(4.63) ‖B˜αiti ‖λ3 ≤ C‖B
αi
ti ‖λ
Proof. Recall that, from (4.29),
(4.64) ‖Π‖2λ = sup
v′
∑
D′,A′,u′
‖Πt′,D′,A′‖u′,v′e−N ′t′ (D′)e2λl(D′,A′,t′,u′,v′).
We have from (4.37-4.39)
(4.65) ‖Πt′,D′,A′‖u′,v′ ≤ Ld−1 sup
u1∈Lu′, vN∈Lv′
∑
v1,u2,...,uN
∑
{D˜i,A˜i}
N∏
i=1
‖B˜αi
ti,D˜i,A˜i‖uivi .
From (4.24) we have N ′z′ ≥ N˜z′ − 1. Since, see (4.39), D′ = [∪iD˜ti ] (leaving out the
index t′ in D′) we deduce, using (4.23) and (4.28),
(4.66) −N ′t′(D′) ≤ −
∑
i
Nti(D˜ti) + |D′|.
For the geometrical factor (4.27), we have
(4.67) l(D′, A′, t′, u′, v′) ≤
∑
i
(
c
L
l(D˜i, A˜i, ti, ui, vi) + c).
Indeed, this inequality obviously holds both for the graph length and for the diameter
terms in (4.27), since the blocking operation (4.5) effectively scales space-time distances
by a factor at least L−1 (except for small sets, hence the +c term in (4.67)) and since
u1 ∈ Lu′, vN ∈ Lv′. Since the LHS is also larger than |D′| (because τ(D′) ≥ |D′|), we
deduce:
2λl(D′, A′, t′, u′, v′) ≤ (2λ+ 1)l(D′, A′, t′, u′, v′)− |D′|
≤
∑
i
(2λ+ 1)
c
L
l(D˜i, A˜i, ti, ui, vi) + (2λ+ 1)L2c− |D′|.(4.68)
Taking L(λ) = 3(2 + 1/λ)c and inserting (4.65), (4.66) and (4.68) in (4.64), the claim
(4.62) follows.
For (4.63), we recall that D˜i = Di∩LD′ and that, for z′ /∈ D′, N˜z′ < λ3 . These imply
(4.69) −Nti(D˜i) ≤ −Nti(Di) +
λ
3
|Di \ LD′| ≤ −Nti(Di) +
λ
3
|Di|.
As for the geometric factors, using (4.36), we get:
τ(Di, u, v) ≥ 12 (τ(D˜i, u, v) + d((A˜i \ Ai) ∪ (u, t) ∪ (v, t)),
which we rewrite as
τ(D˜i, u, v) ≤ 2τ(Di, u, v)− d((A˜i \ Ai) ∪ (u, t) ∪ (v, t)),
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and combine with
d(A˜i ∪ (u, t) ∪ (v, t)) ≤ d(Ai ∪ (u, t) ∪ (v, t)) + d((A˜i \ Ai) ∪ (u, t) ∪ (v, t))
in order to derive, see (4.27),
(4.70) l(D˜i, A˜i, ti, u, v) ≤ 2l(Di, Ai, ti, u, v) ≤ 3l(Di, Ai, ti, u, v)− |Di|.
where in the last inequality we used l(Di, Ai, ti, u, v) ≥ |Di|. Insert (4.69), (4.70) in
(4.29), (4.35), and the claim (4.63) follows.
This Lemma allows us to bound the nonlinear terms N i, i = 1, 2, by inspection using
the inductive bounds (4.46)-(4.50), the bound (4.57) for T and the fact that N i are
sums of Π’s with an L dependent number of terms.
Let us start with the nonlinear term N 1 corresponding to b, setting t′ = 0 (see
Remark 4.8). The largest contribution is linear in B i.e. coming from the term
Ld−1
∑
t
SLTL2−t−2BtT t.
whose norm is bounded by C(L)ǫ
1−γ/2
n (using (4.49)). Terms involving b∇B are
bounded, using inductively Proposition 4.1, by C(L)ǫ
3/2−3γ
n . Other terms are smaller
and we get from the Lemma:
(4.71) ‖N 1‖2λ ≤ 1
8
ǫ1−γn+1
for ǫ small.
For N 2, corresponding to B, the largest terms are the quadratic ones
Ld−1SLT τ1bτ2+τ3+1∇ · T τ2bτ3T τ3
with τ1 + τ2 + τ3 + 1 = 2L
2 − 1, τ2 6= 0, τ3 ≤ L2 − 1 τ2 + τ3 + 1 ≥ L2, and
Ld−1SLTL2−1bL2∇ · BL2−2TL2−2
The norms of these are bounded by C(L)ǫ
2(1−3γ)
n and C(L)ǫ
(1−3γ)+1/2
n respectively; other
terms, e.g. Ld−1SLTL2−2BL2∇ ·BL2−2TL2−2 are of order C(L)ǫ(1−γ/2)+1/2n , and so
(4.72) ‖N 2‖2λ ≤ 1
2
ǫ
(1−γ/2)
n+1
since γ < 1/12 and ǫ is small.
Finally, to estimate ∇ · N 2 for (4.50) the leading term is of the form Ld−1SL∇ ·
b2L2−1∇ · T 2L2−t−2btT t, for t ≤ L2 − 1; indeed, if ∇ acts on a T , we can use (4.57),
which gives a smaller contribution; we use the bound (4.51) for ∇ · b2L2 to get
(4.73) ‖∇ · N 2‖2λ ≤ C(L)ǫǫ1−6γn ≤ 12 ǫ
1/2
n+1.
Since γ < 1
12
and ǫ is small.
To bound ∇ · LB2, we use inductively (4.49) and the fact that, if we apply ∇ to
(4.14), it acts on a T and we can use (4.57) to bound it. We get then
(4.74) ‖∇ · LB2‖2λ ≤ 12 ǫ
1/2
n+1.
This and (4.73) finishes the iteration of (4.50).
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We will now consider the linear RG contributions to (4.42)-(4.45). To deal with the
σ of (4.6) and Lℓ of (4.41), we need a fundamental bound on the operator L:
Lemma 4.10. Let β denote s or ℓ. For t ∈ It′ define
(4.75) ctD′A′ := e
∑
s6=tNs(LD
′)
∑
D˜,A˜
Liβ˜t,D˜,A˜.
where i = t−L2t′, [D˜] = D′ and A˜ ∈ A(A′) (for β = s) or [A˜] = A′ (for β = ℓ). Then,
(4.76) ‖ct‖2λ ≤ CL−1‖β˜t‖λ
3
,
Proof. Write, using (3.15) and |u′ − u
L
| ≤ |x′ − x
L
| + 2, |v′ − v
L
| ≤ |y′ − y
L
| + 2, for
x′ ∈ u′, x ∈ u, y′ ∈ v′, y ∈ v,
(4.77) ‖Liβ˜t,D˜,A˜‖u′,v′ ≤ CLd−1
∑
u,v
‖βt,D˜,A˜‖u,ve−
k
L
(|Lu′−u|+|Lv′−v|)Si(u, v, u′, v′),
with
(4.78) Si(u, v, u
′, v′) = sup
x′∈u′
y′∈v′
∫
u
dxT˜L
2−i−1(Lx′ − x)
∫
v
dyT˜ i(y − Ly′)
and T˜ t(x) = T t(x) exp(k|x|
L
). As in (4.66), we get
(4.79) −N ′t′(D′) ≤ −Nt(D˜)−
∑
s 6=t
Ns(LD
′) + |D′|
As for the geometric factors, since A′ ⊂ [A˜] for all A˜ ∈ A(A′) we have, as in (4.67),
l(D′, A′, t′, u′, v′) ≤ c
L
(l(D˜, A˜, t, u, v) + |Lu′ − u|+ |Lv′ − v|) + c.
Since the LHS is also larger than 12 (|D′|+ |u′ − v′|) we get as in (4.68)
2λl(D′, A′, t′, u′, v′) ≤ (λ+ 1)2c
L
(l(D˜, A˜, t, u, v) + |Lu′ − u|+ |Lv′ − v|)
+(λ+ 1)2c− (|D′|+ |u′ − v′|).
We take
(4.80) k = (λ+ 1)2c
and so we have k
L
= (λ + 1)2c
L
≤ λ/6 for L large. Using l(D˜, A˜, t, u, v) ≥ |u − v|, we
get:
2λl(D′, A′, t′, u′, v′) ≤ λ
3
l(D˜, A˜, t, u, v) + k
L
(|Lu′ − u|+ |Lv′ − v|)
+k − (|D′|+ |u′ − v′|)− λ
6
|u− v|.(4.81)
Then, inserting (4.79) and (4.81) in (4.75), (4.77), we get:
(4.82) ‖ct‖2λ ≤ CLd−1‖β˜t‖λ
3
sup
v′
∑
u′,u,v
e−|u
′−v′|e−
λ
6
|u−v|Si(u, v, u′, v′).
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Note that we have k
L
≤ λ
2
and that C(k) in (4.60) is L-independent, i.e. we may write
C(k) = C in (4.60). Then, use (4.60) to bound, for any v′,
(4.83)
∑
u,v
e−
λ
6
|u−v|Si(u, v, u′, v′) ≤ Cmin(i− d2 , (L2 − i− 1)− d2 ) ≤ C ′L−d
where the L∞ bound is used in (4.78) for the integral corresponding to the minimum
in (4.83); the L1 bound and the factor e−
λ
6
|u−v| control the remaining integral and the
sum over u, v. Finally, use e−|u
′−v′| to control the sum over u′ in (4.82).
Combining (4.82) and (4.83) we get the claim (4.76).
Let us look at the consequences of Lemma 4.10. The simplest one is gotten by
taking β = s in (4.75). Then summing ( 4.76) over the times and using (4.63) yields,
for σ = Ls,
‖σ‖2λ ≤ CL‖s˜‖λ
3
≤ CL‖s‖λ,(4.84)
which just expresses the fact that the linear RG has an expanding bound.
Next, recall we have two decompositions for σ: in (4.43) σ = σ1+σ2 where σ1 = Lsloc;
but we can also write, as in (4.16), σ = σloc + σnloc. Thus the local part of σ2 equals
the local part of Lsnloc, which exists because of the “blocking” in (4.6). Lemma 4.10
and (4.63) then gives
‖(σ2)loc‖2λ ≤ CL‖snloc‖λ ≤ CLǫ1−2γn ≤ 18 ǫ
1−3γ
n+1 ,(4.85)
using (4.47) and ǫ small in the last two inequalities.
Since from (4.20) and the definition of χ in (4.42), (4.20), we have
(4.86) ‖σ1χ‖λ ≤ 18 ǫ
1−3γ
n+1
we conclude
‖E⊥(σ1χ + (σ2)loc)‖λ ≤ 12 ǫ
1−3γ
n+1(4.87)
since the norm of E⊥ is bounded by 2.
Next, apply Lemma 4.10 to β = s1d(A)>L
4
. Then, since l in (4.27) is larger than d(A)
‖β‖λ
3
≤ e−λL6 ‖snloc‖λ.
Summing over the times t, we get from (4.76), the definition (4.6) and (4.47) used
inductively,
‖σnloc‖2λ ≤ CLe−λL6 ‖snloc‖λ ≤ 14 ǫ
1−2γ
n+1 ,(4.88)
which means that the non local part is irrelevant under the linear RG.
Next apply (4.76) to β = ℓ. Given D′, let
T (D′) = {s ∈ It′ | Ns(LD′) 6= 0}.
Thus, for s ∈ T (D′), Ns(LD′) ≥ λ/3 and so∑
t∈T (D′)
e−
∑
s6=tNs(LD
′) ≤ |T (D′)|e−λ3 (|T (D′)|−1) ≤ C.
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Now, writing (4.75) with β = ℓ as
∑
D˜,A˜Lil˜t,D˜,A˜ = e−
∑
s6=tNs(LD
′)ctD′A′ , using (4.41),
and combining the last bound (to control the sum over times) with (4.76), (4.63) and
the inductive bound (4.48), we get
(4.89) ‖(Lℓ)t′‖2λ ≤ CL−1ǫ1−γn ≤
1
8
ǫ1−γn+1,
for L large. Eq. (4.89) is also a bound for the ‖ · ‖λ norm of the third term on the RHS
of (4.42). Inserting (4.87), (4.89) and (4.71) in (4.42), and bounding the norm of E⊥
by 2, the induction step for (4.46) follows; inserting (4.88), (4.89) and (4.71) in (4.42),
we get the induction step for (4.47).
Finally, to bound (4.44), use (4.89) and (4.71) for the first and third terms on the
RHS. For the second one, we use rz′ = (n0+n) logL and the definition (4.29) to bound
its norm by
(4.90) C(L)L−n−n0ǫ1−3γn ≤ 18ǫ
1−γ
n+1
since we have taken, see (4.21), L−n0 = ǫ3γ , and we use ǫγ to control 8C(L). Finally,
bound the norm of E⊥ by two.
To finish the inductive step in the proof of Proposition 4.1 we need to consider the
linear RG (4.14) for B. The operator L is bounded as in (4.76), and since, in (4.14),
there is no sum over times, we get (B2 = B)
(4.91) ‖LB2‖2λ ≤ CL−1‖B2‖λ.
Combining this with (4.33), (4.72), and using inductively (4.49), we get (4.49) on scale
n+ 1.
4.11. Proof of Proposition 4.4. It suffices to consider t′ = 0 (see Remark 4.8) and
so we will suppress the argument t′. In Section 4.10. we have shown, see (4.42, 4.20),
(4.92) s′u′ = E
⊥σ1u′χ+ ρ
with
χ = 1(‖σ1u′‖λ ≤ 18ǫ
1−3γ
n )
where, by the second inequality in (4.85), (4.88), σ2 = (σ2)loc+σnloc, (4.89) and (4.71),
(4.93) ‖ρ‖2λ ≤ CLǫ1−2γn+1 .
From (3.15), (4.17), we have
(4.94) σ1u′ = (Lsloc)u′ =
L2−1∑
t=0
∑
u∈Lu′
List,u.
By Schwarz’ inequality,
(4.95) E e(s
′
u′
,f) ≤ (E eE⊥(σ1u′χ,2f)) 12 (E e(ρu′ ,2f)) 12
Let us first discuss the second factor on the RHS of (4.95). Write, using (4.53),
(ρu′ , 2f) = 2
∫
dxdyρu′(x, y)f(x, y) exp(−2λτ(u′, x, y)) exp(2λτ(u′, x, y)). Using, for
x ∈ u, y ∈ v, τ(u′, x, y) ≤ τ(u ∪ v) + d(u′ ∪ u ∪ v) (since the right hand side is
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greater than the sum of the length of path joining u and v and one joining u′ and u or
v), and using the definition of the norms (4.29) and (4.54), we get:
(4.96) |(ρu′, 2f)| ≤ C‖ρ‖2λ‖f‖u′ ≤ CLǫ1−2γn+1 ‖f‖u′,
using (4.93) in the last inequality. Let first f be such that the right-hand side of (4.96)
is less than 1. Using E(ρu′ , 2f) = 0 and the inequality |ex − 1− x| ≤ x2 for |x| < 1 we
get, using (4.96),
(4.97) E e(ρu′ ,2f) ≤ 1 + E(ρu′ , 2f)2 ≤ exp(CL2ǫ2−4γn+1 ‖f‖2u′) ≤ exp(δn+1‖f‖2u′),
for ǫ small, with δn+1 = L
−(n+1)γǫ2−6γn+1 .
On the other hand, if f is such that the right hand side of (4.96) is larger than 1, we
can bound:
E exp(ρu′ , 2f) ≤ E exp |(ρu′ , 2f)|,
and use (4.96) and x < x2 for x > 1 to get (4.97) again.
Consider then the first factor on the RHS of (4.95). We have, by (4.53), (4.6), (3.15),
(4.98) (σ1u′ , f) =
L2−1∑
t=0
∑
u∈Lu′
(st,u, ft),
with
(4.99) ft(x, y) := L
d−1
∫
dx′dy′f(x′, y′)TL
2−t−1(Lx′ − x)T t(y − Ly′).
Lemma 4.11. Let u ∈ Lu′. Then, ∀f : Rd × Rd → R measurable,
‖ft‖u ≤ CL−1(t+ 1)−d/2‖f‖u′(4.100) ∑
u∈Lu′
‖ft‖u ≤ CL−1‖f‖u′(4.101)
Proof. By (4.54) and (4.99) we get
‖ft‖u ≤ Ld−1
∫
dxdydx′dy′|f(x′, y′)|TL2−t−1(Lx′ − x)T t(y − Ly′)e−2λτ(u,x,y).
Now use the triangle inequality to get:
τ(u′, x′, y′)) ≤ c
L
(τ(u, x, y) + |Lx′i − x| + |y − Ly′|) + c,
which gives, if c
L
< 1/4
‖ft‖u ≤ CLd−1
∫
dx′dy′|f(x′, y′)| exp(−2λτ(u′, x′, y′))I(x′, y′, u)(4.102)
with
I(x′, y′, u) =
∫
dxdyT˜L
2−t−1(Lx′ − x)T˜ t(y − Ly′) exp(−λτ(u, x, y))(4.103)
and, as before, T˜ t(x) = T t(x) exp(2cλ|x|
L
). By symmetry, we may suppose t ≤ L2
2
. Since
k = 2cλ, and c
L
< 1/4, k
L
≤ λ
2
, and we may use (4.60), with C(k) L-independent. The
sup norm bound in (4.60) yields
I(x′, y′, u) ≤ CL−d(t + 1)−d/2
∫
dxdy exp(−λτ(u, x, y))(4.104)
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≤ CL−d(t+ 1)−d/2.
Combined with (4.102) we obtain the first claim (4.100).
For the second claim, use (4.58) to get
(4.105) exp(−λ
2
τ(u, x, y))T˜ t(y − Ly′) ≤ C(t+ 1)−d/2 exp(−cλ |u− Ly
′|√
t+ 1
),
where C and c are L-independent. Then, using the sup norm bound in (4.60) to get
T˜L
2−t−1(Lx′ − x) ≤ CL−d, for t ≤ L2
2
, and the bounds∫
dxdy exp(−λ
2
τ(u, x, y)) ≤ C,
∑
u∈Zd
(t+ 1)−d/2 exp(−cλ |u− Ly
′|√
t+ 1
) ≤ C,
we get:
∑
u∈Zd
I(x′, y′, u) ≤ CL−d(4.106)
whereby, using (4.102), (4.101) follows.
The lemma allows us to prove
Lemma 4.12.
(4.107) E e(σ
1
u′
,2f) ≤ eL−γδn+1‖f‖2u′ .
Proof. As in (4.96), we have |(σ1u′, 2f)| ≤ C‖σ1‖2λ‖f‖u′. We obtain, as in (4.84),
taking β = sloc, instead of s in (4.75), and using inductively Proposition 4.1,
‖σ1‖2λ ≤ CLǫ1−3γn .(4.108)
We then get that
(4.109) |(σ1u′ , 2f)| ≤ CLǫ1−3γn ‖f‖u′.
Consider first f such that the RHS of (4.109) is less than 1. Using E(σ1u′ , 2f) = 0
and the same argument as before (4.97), we get
(4.110) E e(σ
1
u′
,2f) ≤ 1 + E(σ1u′ , 2f)2.
By (4.98),
(4.111) E(σ1u′ , f)
2 =
L2−1∑
t1,t2=0
∑
u1,u2∈Lu′
E(st1,u1, ft1)(st2,u2, ft2)
Denote zi = (ui, ti) and distinguish between the sum over |z1−z2| ≤ Lβ and |z1−z2| ≥
Lβ, where β will be chosen below.
For the first sum, we use Schwarz inequality on E(st1,u1 , ft1)(st2,u2, ft2) and then
Schwarz inequality again for the sum over z1, z2 with the constraint |z1− z2| ≤ Lβ , and
(4.56), to bound that sum by CLγδn
∑
u,t ‖ft‖2u, if we choose (d+ 1)β ≤ γ.
For |z1 − z2| ≥ Lβ we apply (2.3) with Fi = (sti,ui, fti). The supports of these
functions are, in the original lattice, at a distance at least Lβ+n and their size is
DIFFUSION IN ENERGY CONSERVING COUPLED MAPS 29
bounded by CL(2+d)n; we have, |(sti,ui, fti)| ≤ C‖sti‖2λ‖fti‖ui ≤ CLǫ1−3γn−1 supu,t ‖ft‖u,
where, in the last inequality, we use (4.92) (with prime referring to scale n), (4.93),
(4.108) (on scale n − 1) and where the supremum is taken over u, t in (4.111). This
gives a bound on ‖Fi‖∞ and we have E(Fi) = 0. By (2.3) the sum of the absolute value
of those terms is bounded by
CL(2+d)nL2ǫ2−6γn−1 exp(−cLβ+n) sup
u,t
‖ft‖2u.
Since for L large CL(2+d)nL2 exp(−cLβ+n) ≤ L−2L−nγ and ǫ2−6γn−1 L−2L−nγ ≤ δn, we
conclude that:
(4.112) E(σ1u′ , 2f)
2 ≤ CLγδn
∑
u,t
‖ft‖2u.
By Lemma 4.11 ∑
u,t
‖ft‖2u ≤ CL−2‖f‖2u′
∑
t≤L2
(t+ 1)−d/2(4.113)
Since the sum is bounded by C logL ≤ Lγ , for d ≥ 2 we get, using (4.110), (4.112), in
the case where f is such that the RHS of (4.109) is less than 1,
(4.114) E e(σ
1
u′
,2f) ≤ eCL−2+2γδn‖f‖2u′ ≤ eL−γδn+1‖f‖2u′ .
Now, consider the case where f is such that the RHS of (4.109) is larger than 1.
Decompose Zd+1 into CLβ sublattices Lℓ indexed by ℓ, so that, if z1 = (t1, u1), z2 =
(t2, u2) belong to the same sublattice, we have |z1− z2| ≥ Lβ , with again (d+1)β ≤ γ.
Using Ho¨lder’s inequality, we bound
(4.115) E e(σ
1
u′
,2f) ≤
∏
ℓ
E
(
exp(CLγ
ℓ∑
u,t
(st,u, ft))
)(CLγ)−1
,
where
∑ℓ means that the sum is restricted to (u, t) ∈ (Lu′ × [0, L2 − 1]) ∩ Lℓ. Each
of the factors in (4.115) is of the form E(
k∏
i=1
Fi) where the support of the functions Fi
are, in the original lattice, at a distance at least Lβ+n and their size is bounded by
CL(2+d)n. Hence, by (2.4),
(4.116) E e(σ
1
u′
,2f) ≤
∏
ℓ
ℓ∏
u,t
(
E
(
exp(CLγ(st,u, ft))
)(CLγ)−1
exp e−cL
β+n
)
.
where the product
∏ℓ runs over (u, t) ∈ (Lu′ × [0, L2 − 1]) ∩ Lℓ and where the factor
CL(2+d)n is controlled by the exponential e−cL
β+n
.
Using inductively (4.55),
(4.117) E e(σ
1
u′
,2f) ≤ exp[CLγδn
∑
u,t
‖ft‖2u + L2+de−cL
β+n
].
Use (4.113) and then use the fact that if ‖f‖u′ is such that the RHS of (4.109) is
larger than 1, then δn‖f‖u′ is larger than an inverse power of Ln, which shows that
L2+de−cL
β+n
is less than the first term, for L large enough and all n; we end up again
with the bound (4.114). The claim follows.
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Let us now bound the first factor in (4.95) using Lemma 4.12. First, by the expo-
nential Tchebycheff inequality, (4.107) implies:
(4.118) P(|(σ1u′, 2f)| > k‖f‖u′) ≤ 2 exp(−
Lγk2
4δn+1
)
Let a := L−
1
2 γδ
1
2
n+1‖f‖u′. Then
E((|(σ1u′ , 2f)|m) ≤ am
∞∑
r=0
(r + 1)m P(|(σ1u′, 2f)| ∈ [ar, a(r + 1)])
≤ 2am
∞∑
r=0
(r + 1)m exp
(− r2
4
) ≤ (Ca)m(m!)1/2.
Thus, since χ ≤ 1 and EE⊥ = 0,
E eE
⊥(σ1
u′
χ,2f) ≤ 1 +
∞∑
k=2
2k
k!
max
m≤k
(E(|(σ1u′ , 2f)|m)(E(|(σ1u′ , 2f)|)k−m)
≤ 1 +
∞∑
k=2
(Ca)k
k!
(k!)1/2 ≤ eCa2 = eCL−γδn+1‖f‖2u′ ≤= eδn+1‖f‖2u′ .
Combining this with (4.97), (4.95), shows that (4.55) iterates.
4.12. Proof of Proposition 4.3. Let us first deduce the following Corollary from
Proposition 4.4
Corollary 4.13. For all z′ ∈ N× Zd, and n ≥ 1,
(4.119) P(rz′ 6= 0) ≤ exp(−cL(n+1)γ)
for some c > 0.
Proof. From (4.20) we infer that if rz′ 6= 0 then there exist x, y, ζ > 0, such that
(4.120) |σ1u′(x, y)| ≥ ζǫ1−3γn+1 exp(−3λτ(u′, x, y)/2).
Indeed, otherwise, we could integrate the opposite bound over x ∈ u, y ∈ v, multiply
the result by exp(λτ(u′, u, v)), sum over u, v and get, for ζ small enough, that ‖σ1u′‖λ ≤
1
8 ǫ
1−3γ
n+1 , i.e. rz′ = 0
The bound (4.108) implies ∀x, y,
|σ1u′(x, y)| ≤ CLǫ1−3γn e−2λτ(u
′,x,y) ≤ ζǫ1−3γn+1 exp(−3λτ(u′, x, y)/2),
if Ce−
1
2 λτ(u
′,x,y) ≤ ζL−2. Thus it suffices to estimate the probability for the event that
(4.120) happens for, say, some x, y ∈ (L−(n+1)Z)d with |x− u′|, |y − u′| < L. Let
f(·, ·) = 1
2
L2ndδx,·δy,· exp(2λτ(u′, x, y)),
with δ the Kronecker delta, so that ‖f‖u′ = 12 and (σ1u′, 2f) = σ1u′(x, y) exp(2λτ(u′, x, y)).
Using (4.118) with k = ζǫ1−3γn+1 , using exp( 12λτ(u
′, x, y)) ≥ 1, and remembering that
δn+1 = L
−(n+1)γǫ2−6γn+1 , we infer that the probability in question is bounded from above
by
2L2(n+2)d exp(−L(n+1)γ),
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where L2(n+2)d bounds the number of pairs (x, y) with |x−u′|, |y−u′| < L. This implies
the claim.
To prove Proposition 4.3, we need the following
Lemma 4.14. There exists a C, where C → ∞ as ǫ → 0, such that if K = C logL,
and n ≥ m0, where
L
γm0
2 = n0,(4.121)
with n0 defined in (4.21), then, for any A ⊂ Zd+1, any {Nz}z∈A, with Nz 6= 0,
P({Nn,z = Nz}z∈A) ≤ exp(−Kn|A| − 2K
∑
z∈A
Nz)(4.122)
implies that (4.122) holds also for Nn+1, with K replaced by K
′ = K(1− n−2).
Proof. We set again t′ = 0 (see Remark 4.8). Using the recursion relation (4.24), we
can write, for any (N ′z′)z′∈A′, N
′
z′ 6= 0,
P({Nn+1,z′ = N ′z′}z′∈A′) =∑
B′⊂A′
P({N˜z′ = N ′z′ + 1− (n+ n0) logL, rz′ 6= 0}z′∈B′&{N˜z′ = N ′z′ + 1}z′∈A′\B′)(4.123)
where we recall that, by (4.20)) rz′ 6= 0 means that rz′ = (n0+n) logL. Using Ho¨lder’s
inequality, the summand is less than
P({N˜z′ = N ′z′ + 1− (n0 + n) logL}z′∈B′&{N˜z′ = N ′z′ + 1}z′∈A′\B′)(1−
1
n2
)
·E(
∏
z′∈B′
1(rz′ 6= 0))
1
n2 .(4.124)
Using the inductive assumption (4.122) the first factor is bounded by∏
z′∈A′
(∑
Az′
∑
{Nz}z∈A
z′
exp
[
−K ′n|Az′| − 2K ′
∑
z∈Az′
Nz
])
:=
∏
z′∈A′
Pz′(4.125)
where the sum
∑
Az′
runs, for z′ = (u′, 0), over all non empty subsets Az′ ⊂ Lu′ ×
[0, L2 − 1], and the sum over {Nz} runs over Nz 6= 0, satisfying the constraint
(4.126)
∑
z∈Az′
Nz =
{
N ′z′ + 1− (n0 + n) logL, if z′ ∈ B′
N ′z′ + 1, if z
′ ∈ A′\B′.
To estimate Pz′ let us first observe that we have an a priori bound for all x and n,
Nn,x ≤ L(3+d)nn0.(4.127)
Indeed, let Nn = supz Nn,z. Then, we get from (4.23-4.24) that
Nn+1 ≤ L2+dNn + (n0 + n) logL.
From this, we get easily (4.127).
Let first z′ ∈ A′\B′ and write Az′ = A. By (4.126)
Pz′ =
∑
A
N (|A|) exp[−K ′n|A| − 2K ′(N ′z′ + 1)]
where N (|A|) is the number of choices for {Nz}. For |A| = 1 there is only one possible
z for which Nz = N
′
z′ + 1 and thus N (1) = 1. For |A| > 1, N (|A|) ≤ (CL(3+d)nn0)|A|
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since each Nz takes a discrete set of values, by (4.23-4.24), and is bounded by (4.127).
Since the sum over A runs over subsets of a set of cardinality L2+d, and thus contains
less than L(2+d)|A| terms for given |A|, we infer
Pz′ ≤
L2+d∑
M=1
NM exp[−K ′nM − 2K ′(N ′z′ + 1)]
with N1 = L2+d and NM = (CL(3+d)(n+1)n0)M for M > 1.
Taking K = C logL, for C large, implies K ′ > 12C logL (since n ≥ m0, we may
assume n ≥ 2). We then use exp[−K ′n(M−1)] ≤ exp[−K ′(n+1)M/4], forM > 1, the
bounds exp[−K ′(n + 1)M/8] ≤ 12L−2−d(CL(3+d)(n+1))−M and exp[−K ′nM/8] ≤ n−M0 ,
which hold for C large in K ′ > 12C logL, and the fact that n ≥ m0, see (4.121), in
order to bound the summand by 12L
−2−d exp[−K ′(n+ 1)− 2K ′N ′z′], for M > 1.
For M = 1, N1 = L2+d and we can use a factor exp[−K ′] to bound that term by
1
2L
−2−d exp[−K ′(n+ 1)− 2K ′N ′z′].
Thus, since the sum over M contains L2+d terms,
Pz′ ≤ 12 exp[−K ′(n+ 1)− 2K ′N ′z′](4.128)
for z′ ∈ A′\B′.
Now consider z′ ∈ B′. Proceeding exactly as above, but using the first equality in
(4.126), we get that
Pz′ ≤ 1
2
exp[−K ′(n + 1)− 2K ′N ′z′ + 2K ′(n0 + n) logL].(4.129)
We will prove below that
E(
∏
z′∈B′
1(rz′ 6= 0)) ≤ exp(−c′L(n+1)γ |B′|).(4.130)
Now, insert (4.128) and (4.129) in (4.125); then, insert the result and (4.130) in (4.124)
to obtain
(4.124) ≤ 2−|A′| exp[(−c
′L(n+1)γ
n2
+ 2K ′(n0 + n) logL)|B′| −K ′(n+ 1)|A′| − 2K ′
∑
z′∈A′
N ′z′].
Substitute this result into the sum (4.123). Since
(4.131) exp[−c
′L(n+1)γ
n2
+ 2K ′(n0 + n) logL] ≤ 2−1
which follows from n ≥ m0 and K ′ ≤ K = C logL, since we have both L(n+1)γ/2 ≥
C(logL)2n3, for L large, and L(n+1)γ/2 ≥ n0, see (4.121). Note that we can let C →∞,
when ǫ→ 0, since n0, m0 →∞ as ǫ→ 0, see (4.21), (4.121).
We may use
2−|A
′| ∑
B′⊂A′
2−|B
′| ≤ 1,
to conclude the iteration of (4.122).
To prove (4.130), decompose Zd+1 into 2d+1 sublattices Lℓ indexed by ℓ = 1, . . . , 2
d+1,
such that if z1 = (u1, t1), z2 = (u2, t2) belong to the same sublattice, we have |z1−z2| ≥
2. Use the Ho¨lder inequality, as in the derivation of (4.115), to reduce the proof of
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(4.130) to the case where B′ is included in one of those sublattices. Now apply (2.4):
the support of the functions Fi are, in the original lattice, at a distance at least L
n+1
and |Ai| ≤ L(n+1)(d+2). Since exp(2|Ai|e−cLn+1) ≤ C we conclude by using Corollary
4.13 to estimate (4.130) for B′ reduced to a point (and absorbing thus the constant
C).
To finish the proof of Proposition 4.3, observe that we have rz′ = 0 ∀z′, for n < m0,
which implies that Nn = 0, Dn = ∅ and ℓn = 0 for n < m0 (see (4.22-4.25) and (4.1-
4.3)). To see this, note that this holds for n = 0 and that we get inductively, from
(4.84) that the linear term in the iteration (4.30) of b is bounded by:
‖Lbn‖λ ≤ CL‖bn‖λ(4.132)
and, as long as this remains smaller than ǫ1−3γn , one can show, as in the proof of (4.71),
that the nonlinear contributions are smaller, of order ǫ1−γn . This means that ‖bn‖λ and
in particular ‖σ1‖λ is bounded by (CL)nǫ. Thus, rz′ = 0 ∀z′ as long as this is smaller
than 18 ǫ
1−3γ
n i.e. as long as C
n(Lnǫ)3γ ≤ 18 , which is true for ǫ small and n < m0, since
then Ln ≤ n2/γ0 , see (4.121), Cn is also bounded by a small power of n0, and (4.21)
means that n0 ≤ | log ǫ|.
Thus, Proposition 4.3 holds trivially for n < m0. For n ≥ m0, where we can assume
that m0 is larger than 3, Lemma 4.14 implies inductively Proposition 4.3.
4.13. Proof of Proposition 4.5. We start with the study of the RG iteration for T :
Lemma 4.15. There exist r, c > 0 such that for all n ≥ 0, Tˆn, defined in (3.13), (2.16),
is analytic in |Imk| < r2Ln4 and for such k
(4.133) Tˆn(k) = (1 +O(L−2n|k|4))e−
D0
2d
k2
if |k| ≤ rLn4 and
(4.134) |Tˆn(k)| ≤ e−cL
n
2
otherwise.
Proof. Our assumption (iv) implies that Tˆ (k) is analytic in a neighborhood of Td.
Combining with Assumption (vi), we conclude that, for r small enough, |Tˆ (k)| ≤ ρ(r) <
1 for |Rek| > r, |Imk| ≤ r2. This implies (4.134) for |k| > rLn, |Imk| ≤ r2Ln4 .
Assumption (iii) in turn gives the representation (2.17) near the origin, which means
that Tˆ (k) = e−
D0
2d
k2(1 + O(|k|4)) for |k| ≤ r. This implies (4.133) for |k| ≤ rLn, in
particular for |k| ≤ rLn4 , |Imk| ≤ r2Ln4 . Since
|e−D02d k2| = e−D02d ((Rek)2−(Imk)2) ≤ e−D04d |k|2
for 12 |k| > |Imk|, the claim (4.134) holds also for rLn4 < |k| ≤ rLn, |Imk| ≤ r2Ln4 , if r
is taken small enough.
The Lemma implies that kTˆn(k) has similar bounds in the strip, hence it is integrable
there (recall that Rek is on the Ln torus) and thus it is exponentially decaying and we
deduce (for λ small)
(4.135) ‖Tn‖2λ + ‖∇Tn‖2λ ≤ C.
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Next, write again T for Tn and T
′ for Tn+1. Recall (4.32):
(4.136) T ′ = LdSLTL2 + E ∇ · N 1.
We need
Lemma 4.16. There is a η > 0 s.t. β := E∇ · N 1 satisfies
(4.137) ‖β‖2λ + ‖∇β‖2λ ≤ ǫηn+1
Proof. Recall that N 1 is a sum of products Π (see (4.31)). We use two simple bounds
for such products.
Note first that EΠ is a function of (x, y) only. So, ‖EΠ‖2λ ≤ supv∈Zd E(
∑
u ‖Π‖u,ve2λ|u−v|),
and we get, using (4.27):
‖E Π‖2λ ≤ sup
v∈Zd
E(
∑
A,u
∑
D
‖Πt,D,A‖u,ve2λl(D,A,t,u,v)e−2λτ(D∪u∪v))(4.138)
Writing 1 = e−Nt(D)e+Nt(D), and taking the sup over u,D, we get:∑
A,u,D
‖Πt,D,A‖u,ve2λl(D,A,t,u,v)e−2λτ(D∪u∪v)
≤ (
∑
A,u,D
‖Πt,D,A‖u,ve2λl(D,A,t,u,v)e−Nt(D))( sup
u∈Zd,D
e−2λτ(D∪u∪v)eNt(D))(4.139)
Next, insert this in (4.138), take the supremum over the random variables ω for the
sum
∑
A,u,D, and replace the supu∈Zd,D by a sum; we get:
‖E Π‖2λ ≤
sup
v∈Zd
([
sup
ω
∑
A,u,D
‖Πt,D,A‖u,ve2λl(D,A,t,u,v)e−Nt(D)
][ ∑
u∈Zd,D
E(e−2λτ(D∪u∪v)eNt(D))
])
(4.140)
By Proposition 4.3 E(eNt(D)) is bounded by 1+exp(−cλK), whereK is as in Proposition
4.3, and, for fixed v, ∑
u∈Zd,D
e−2λτ(D∪u∪v) ≤ C.
So, combining these last two bounds,
‖E Π‖2λ ≤ C sup
ω
sup
v∈Zd
∑
D,A,u
‖Πt,D,A‖u,ve2λl(D,A,t,u,v)e−Nt(D).
= C sup
ω
‖Π‖2λ,(4.141)
and it suffices to bound ‖Π‖2λ uniformly in ω.
The second bound uses independence. Consider first a product Π such that there
exists i with αi = 1 and no j ∈ {1, . . . , N} with |i − j| = 1 and αj ∈ {1, 2, 3} i.e.
there is b separated by two time units from other B’s. This means that, in the original
lattice, the distance between that b and other B’s is at least L2n; thus, we can use
Eb = 0 and the bound (2.3) which gives
(4.142) ‖E Π‖2λ ≤ ‖Π‖2λe−cL2n,
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since the support of the functions in Π is a power of Ln. The norm ‖Π‖2λ is bounded as
in (4.71). Since the gradient is bounded by CLn (4.142) we may use e−cL
2n
to control
the two gradients in ∇∇x · Π, for the bound on ∇β.
Finally, to control the two gradients in other cases, i.e. when there are no isolated b’s,
which we shall assume from now on, we use the translation invariance of the expectation
values, which implies:
(4.143) E∇x · Π(x, y) = −E∇y · Π(x, y).
Let us bound now ∇∇x · Π using (4.141) and (4.143).
If α1 = 4 and αN = 4 in (4.31) , we can use (4.143) so that both gradients act on
T ’s and, using inductively (4.57), we arrive at the bound (4.71) for ‖∇∇ · Π‖2λ. Note
that these α’s cannot take the value 5, because there are no ∇T at the beginning or at
the end of the products in (4.31), see (4.11).
Consider the other cases: if α1 6= 4 and αN = 4, since there are no isolated b’s,
α1 = 2, i.e. the product starts with b∇ · b (by (4.11), there is no ∇ in the beginning).
Then, we use (4.143) for one ∇ and (4.50) to control ∇ · b∇ · b. This is bounded by
ǫηn+1 for η small. If the product starts with b∇ · b∇ · b, we use (4.143) for one ∇, (4.51)
for the first ∇ · b and (4.50) for ∇ · b∇ · b. This is again bounded by ǫηn+1 for η small.
Other terms are even smaller. We can proceed similarly if α1 = 4 and αN 6= 4, by
using (4.143) for one of the ∇ acting on Tπk ( see (4.11)), so that it acts on a b.
Finally, consider α1 6= 4 and αN 6= 4. If we have Π = B2TL2−4B2, we bound the
norm of one ∇ by CLn in ∇∇ · Π, and use (4.50) for ∇ · B2 and (4.49) for B2. The
result is bounded by ǫηn+1 for η small. For Π = B
2∇ · bTL2−5B2, we get ∇∇ · Π =
∇∇ · B2∇ · bTL2−5B2. Its norm is bounded by
C(L)Lnǫǫ3/2−4γn ,
using (4.50) for ∇ · B2, (4.51) for ∇ · b, (4.49) for B2 and bounding the norm of the
remaining ∇ by CLn. Since γ < 1/12 this is bounded by ǫηn+1 for η small.
Estimate (4.137) implies that the Fourier transform βˆ(k) is analytic in |Imk| < 2λ
and bounded there by ǫηn+1. By the symmetry assumption (iii) in Section 2.5 and
the fact that βˆ(0) = 0, which follows from (4.32) and Tˆ (0) = 1 = Tˆ ′(0), the Taylor
expansion reads
(4.144) βˆ(k) = ζk2 +O(|k|4).
By a Cauchy’s estimate
(4.145) |ζ | ≤ Cǫηn+1,
and
(4.146) |βˆ(k)− ζk2| ≤ Cǫηn+1|k|4,
for |k| ≤ 1, in the strip |Imk| < 3λ
2
. ζ will “renormalize” the effective diffusion constant.
A convenient way to keep track of this ”marginal”variable in the RG flow is the following
inductive representation:
Lemma 4.17. Tn can be decomposed as
(4.147) Tn(x) = ρ
−d
n Tn(x/ρn) + tn(x)
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where Tn is defined in (3.12), ρn is a convergent sequence and there exists a constant
A so that
‖tn‖λ + ‖∇tn‖λ ≤ Aǫηn(4.148)
with tˆn(k) = O(|k|4) at origin.
Proof. We proceed by induction, with primes referring to scale n+ 1. Set
ρ′2 = ρ2 − 2dζD−10 .(4.149)
with ρ0 = 1. The first term in (4.136) can be written as
(4.150) LdSLTL2 = LdSL(T˜ + t)L2 = ρ−dn T ′(·/ρn) + τ
where T˜n(·) = ρ−dn T (·/ρn), and
(4.151) τ = Ld
L2∑
m=1
(L
2
m )SLtmT˜ L
2−m
Letting
(4.152) r := ρ−dT ′(·/ρ)− ρ′−dT ′(·/ρ′),
whose Fourier transform is, using (4.133):
(4.153) rˆ(k) := Tˆ ′(ρk)− Tˆ ′(ρ′k) = −D0
2d
k2(ρ2 − ρ′2) +O(|k|4) = −ζk2 +O(|k|4),
we get from (4.136) and (4.150) that T ′ = ρ′−dT ′(·/ρ′) + t′, with
(4.154) t′ = r + τ + β.
Using (4.153), (4.144) for r + β, and using tˆ(k) = O(|k|4) in (4.151), we get that
tˆ′ = O(|k|4).
By (4.145), (4.149),
(4.155) |ρ′ − ρ| ≤ Cǫηn+1,
so that the sequence ρn is convergent.
In order to iterate (4.148), consider first r. As in the derivation of (4.135) and using
(4.153), (4.155), we get
‖r‖λ + ‖∇r‖λ ≤ Cǫηn+1.(4.156)
As for τ , separate the linear part in t in (4.151):
(4.157) τ = LdL2SLtT˜ L2−1 + τ˜ := τ0 + τ˜ ,
with
τ˜ = Ld
L2∑
m=2
(L
2
m )SLtmT˜ L
2−m.
This last term is of the same form as Π in (4.31) and is bounded using the inductive
hypotheses (4.148) and (4.135),
‖τ˜‖λ + ‖∇ · τ˜‖λ ≤ C(L)ǫ2ηn ≤ ǫηn+1.(4.158)
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for ǫ small. We will now show that the term τ0 in (4.157), linear in t, contracts. This
happens since tˆ = O(|k|4). Indeed, in Fourier space, the first term τ0 in (4.157) equals
τˆ0(k) = L
2tˆ(
k
L
)Tˆ (ρ k
L
)L
2−1
(4.148) implies that tˆ is analytic in |Imk|l < λ and
sup
|Imk|l≤λ
(1 + |k|)|tˆ(k)| ≤ C(‖t‖λ + ‖∇t‖λ).
Hence, by a Cauchy estimate, and the fact that tˆ = O(|k|4),
sup
|k|≤Lλ
2
(1 + |k|)|tˆ( k
L
)| ≤ CL−3(‖t‖λ + ‖∇t‖λ).
By Lemma 4.15,
sup
|k|≥Lλ
2
Tˆ (ρ k
L
)L
2−1 ≤ e−cL2 .
We conclude, using the obvious bound |Tˆ (ρ kL )| ≤ 1 for |k| ≤ Lλ2 , that:
sup
|Imk|leqLλ
2
(1 + |k|)|τˆ0(k)| ≤ CL−1(‖t‖λ + ‖∇t‖λ),
which implies the desired contraction, using (4.148) inductively:
‖τ0‖λ + ‖∇τ0‖λ ≤ CL−1(‖t‖λ + ‖∇t‖λ) ≤ 1
2
Aǫηn+1.(4.159)
Using (4.156), (4.157), (4.158), (4.159), (4.137) to bound (4.154), and choosing A so
that
C + 2 ≤ 1
2
A,
for C coming from (4.156), we get the iteration of (4.148).
To finish the proof of Proposition 4.5 we need to check (4.58). Write, using (4.147),
T tn = (ρ
−d
n Tn)t +
∑t
i=1 t
i
n(ρ
−d
n Tn)t−i It is readily verified, using (4.133), (4.134), that
(ρ−dn Tn)t satisfies (4.58). Now, use (4.135), (4.148), to bound ‖tin(ρ−dn Tn)t−i‖λ ≤ AǫηnCt,
for any i ≥ 1. Since t ≤ 2L2, we may bound (t− 1)AǫηnCt ≤ (t + 1)−d/2, which proves
the bound (4.58) also for
∑t
i=1 t
i
n(ρ
−d
n Tn)t−i, since a bound on the ‖ · ‖λ norm implies
the exponential decay in (4.58).
5. The nonlinear analysis.
In this Section we will bound the nonlinear part of the map ft. Recall that we wrote
in Sect. 3 (2.18),
(5.1) Dft(E) = T +∇bt(E)
and in Section 4 we have studied bt(0) and the composite bt(0)∇bt(0). Now we need
to extend that analysis to the E dependence. Let B1t (E) = bt(E) and B
2
t (E) =
bt+1(ft(E))∇bt(E), and B3 = ∇ · B2, B4 = T , B5 = ∇T as before. It turns out that
for the nonlinear part we only need to keep track of the localization of Bt in the region
Dt: we will establish inductively a decomposition
(5.2) Bαt (E) =
∑
D⊂Dt
Bαt,D(E).
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Of course we have Bαt,D(0) =
∑
AB
α
t,DA.
5.1. Inductive definition of B. We wish to show that the nonlinearity in Bα is
irrelevant under the RG iteration. For α = 2 the reason for this will be the same as
for the E = 0 part. However, for α = 1 i.e. for b, we need to show the irrelevancy of
its derivative Db as explained in Sect. 3.6. To study its iteration consider the iterative
formula (3.18) for the second derivative D2f . We have outlined in Sect. 3.6. the
argument that on the linear level Db contracts. However, we face again the problem
that in the nonlinear terms ∇b and ∇Db will enter and they are not small in our norm.
Hence as for the iteration of b we need to iterate bounds for composites involving Db.
We denote Db by C1. The composites that are analogous to B2 are
(C2t , C3t , C4t ) := (bt+1∇ ·Dbt, Dbt+1(∇ · bt ⊗ 1), Dbt+1(∇ · bt ⊗∇ · bt)),(5.3)
where we use the notation (3.19), and the ones analogous to B3 are their divergences
∇ · Cα := Cα+3, for α = 2, 3, 4.
Let us introduce some notation: I stands for a set {(αi, ti)} with ti ∈ [0, 2L2 − 1]
and αi ∈ {1, . . . , 5}. Denote
(5.4) BI := B
α1
t1 (Et1) . . . B
αN
tN
(EtN )
with, for ti ≥ 1,
(5.5) Eti = fti−1 ◦ · · · ◦ f0(E) with E = L−dE ′(·/L).
With this notation
(5.6) Df ′t′(E
′) = LdSLTLd +∇ ·M1(E ′)
where M1 is a sum
(5.7) M1 = Ld−1
∑
I
SLBI
Thus, see (5.1), (3.8),
(5.8) b′(E ′) =M1(E ′)− EM1(0).
Similarly we have
(5.9) B′t′ = (LB)t′ +M2(B)t′ ,
where we write explicitly the linear term, with L given by the analogue of (4.14),
(5.10) (LB)t′(E ′) := Ld−1SLTL2−1BL2(t′+1)−1(EL2(t′+1)−1)TL2−1.
Let us next derive the recursion relation for the Cα. Consider first C1 i.e. Db.
Inserting to (3.18) the decomposition (5.1) and expand as in (4.9) and (4.11). This
way C′1 becomes a sum of terms of the form
Ld−1SLQπCt(∇Qπ′ ⊗∇Qπ′′)
where
Qπ = Tπkbτk−1(∇ · b)π′k−1∇ · Tπk−2 . . . bτ2(∇ · b)π′2Tπ1 ,
as in (4.11). We may express this again in terms of the products (5.4) and the com-
posites invoving Db (5.3) and their derivatives:
C′1 = L˜1C1 + Ld−1
∑
{Ii}
SLBI1CI2(BI3 ⊗BI4).(5.11)
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where L˜1 = L˜ defined in (3.20) and where I2 = {(α, t)}, α ∈ {1, . . . , 7}. It is easy to
see that all seven of them can occur!
As in the case of B2 we obtain for Cα with α > 1 an expansion as in eq. (5.11) on
the time interval [0, 2L2− 1]. For α = 2, 5 the times in I1 lie on [L2, 2L2− 1] and those
on Ik k > 1 lie on [0, L
2 − 1] and, for α = 3, 4, 6, 7, we have I1, I2 ⊂ [L2, 2L2 − 1],
I3, I4 ⊂ [0, L2 − 1].
We have, since ∇ acts on a T , as in (4.74), that:
L˜α = 0, α > 4.(5.12)
We also need to localize
(5.13) C1t (E) =
∑
D⊂Dt
C1t,D(E)
and similarly for the α > 1 with D = (Dt,Dt+1) as in (4.15). We will now explain how
(5.2) and (5.13) are carried through the induction.
First write, as in (4.34) and (4.35)
(5.14) Bαt1 =
∑
Di
Bαti,Di =
∑
D˜i
B˜α
ti,D˜i
This way we end up with
(5.15) M1(E ′) = Ld−1
∑
J
SLB˜J
with B˜J = B˜
α1
t1,D˜1(Et1) . . . B˜
αN
tN ,D˜N (EtN ) and J stands for the set {(αi, ti, D˜i)}.
Localize (5.15) by collecting all terms with [∪D˜i] = D′
(5.16) M1(E ′) =
∑
D′
M1D′(E ′),
which we write below as M1∅(E ′) +
∑
D′ 6=∅M1D′(E ′). In the same way we localize
(5.17) C′α = Ld−1
∑
SLB˜J1 C˜J2(B˜J3 ⊗ B˜J4) =
∑
D′
C′αD′
where again J2 is the singleton {(t2, α2, D˜2)} and we included the linear term in (5.11)
to the sum as well.
Localization of b′ is less obvious. Basically the idea is that b′(E ′) − b′(0) contracts
(unlike b′(0)!) because it is controlled by Db′ which contracts. However, from (5.11)
we see that Db′ has terms that are quadratic in Bαt for t ∈ J3, J4. Hence the bound
for Db′ will involve e2Nt′D′ instead of the eNt′D′ factor in the bound of b′ (see eq. (5.29)
below). Thus we need to be very careful not to propagate such factors from Db′ to b′.
Let J0 be the set of J with all D˜i = ∅. Then
(5.18) DM1∅ = Ld−1
∑
J1,J2,J3∈J0
SLB˜J1C˜J2(B˜J3 ⊗ B˜J4) =
∑
D′
ND′.
We set b′t′,∅(E
′) = N∅(E ′), which we write as:
(5.19) b′t′,∅(E
′)− b′t′,∅(0) =
∫ 1
0
dλN∅(λE ′)E ′
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and for D′ 6= ∅,
(5.20) b′t′,D′(E
′)− b′t′D′(0) =
∫ 1
0
dλND′(λE ′)E ′ +M1D′(E ′)−M1D′(0).
Denote the D = ∅ and D 6= ∅ parts of b(E) by
mt(E) = bt,∅(E)− bt,∅(0)
and
Mt(E) =
∑
D6=∅
bt,D(E)− bt,D(0),
so that we have:
bt(E)− bt(0) = mt(E) +Mt(E),(5.21)
and
bt(E) = st + ℓt +mt(E) +Mt(E).(5.22)
Note that these definitions avoid the problem with the N factors since the only
contribution to b′ from Db′ is from (5.18) where only the J4 term can contribute a eNt,D
factor. N will contract for reasons stated above and M1D′(E ′) for D′ 6= ∅ will contract
for the same reasons that ℓ =M1(0)− E(M1(0)) contracted.
5.2. Inductive bounds. The analysis is now similar to the E = 0 case, if only it is
simpler due to less localization. We use the norm, analogous to (4.29), but without the
A sum:
(5.23) ‖Bαt ‖λ = sup
E∈B+
δ
sup
v∈Zd
∑
D,u
‖Bαt,D‖u,veλτ(D,u,v)e−Nt,D ,
where, for α = 2, D is a pair (D1,D2), with the same conventions as in (4.29).
Note that since ft preserves
∫
Edx the arguments (5.5) of the functions B in (4.31)
are in B+δ if E is. For convenience we also choose δ = ǫ.
Then we have:
Proposition 5.1. Let γ be as in Proposition 4.1. Then, for all t, n,
‖m‖λ ≤ ǫ(1−2γ)n(5.24)
‖ M ‖λ ≤ ǫ(1−2γ)n .(5.25)
‖B‖λ ≤ ǫ(1−γ/2)n(5.26)
‖B3‖λ = ‖∇ · B‖λ ≤ ǫ1−2γL−n/2.(5.27)
As indicated above for the Cα we have to use a slightly different definition of the
norm:
(5.28) ‖Cαt ‖λ = sup
E∈B+1
sup
v,w∈Zd
∑
D,u
‖Cαt,D‖u,v,weλτ(D,u,v,w)e−N
α
t,D
with ‖C‖u,v,w = supx∈u,y∈v,z∈w |C(x, y, z)|, and
N1t,D = 2Nt,Dt,
N2t,D = 2Nt,Dt +Nt+1,Dt+1,(5.29)
Nαt,D = Nt,Dt + 2Nt+1,Dt+1, α ∈ {3, 4}.
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Note that we introduce a 2Nt instead of Nt for the times t where a Db occurs. The
bounds for the C are:
Proposition 5.2. For all t, n,
‖Dm‖λ ≤ CL−(1−γ)n(5.30)
‖DM ‖λ ≤ CL−(1−γ)n.(5.31)
Moreover, for β = 2, 3, 4
‖Cβ‖λ ≤ ǫ(1−2γ)L−(1−γ)n,(5.32)
‖C3+β‖λ = ‖∇ · Cβ‖λ ≤ ǫ1/2n .(5.33)
Remark 5.3. From (5.24-5.25) and (5.30-5.32) we get, as in (4.51)),
‖∇ · b‖λ ≤ Cǫǫ−2γn .(5.34)
and
‖∇ ·Db‖λ ≤ CLγn.(5.35)
Note also that we cannot deduce (5.24-5.25) from (5.30-5.31) by integration, because
of the difference between the norms (5.23) and (5.28).
5.3. Proof of the Propositions. For n = 0, the bounds in Proposition 5.1 follow by
writing, see (5.1),
m(E) = Df(E)−DF (0) =
∫ 1
0
dµD2F (µE)E
using assumption (iv), δ = ǫ and the fact that, for n = 0, the norm of ∇ is of order one.
We have, for n = 0, D = ∅, M = 0. The bounds in Proposition 5.2, follow similarly,
from assumption (iv) for Dm, and by combining bounds on m and Dm for Cβ .
The iteration of the bounds in the propositions goes as in Section 4.10. except that
it is simpler due to the lack of the A sums. Hence, we will be brief.
The bound (5.26) follows as in Section 4.10, see (4.91). The supremum over E in
the norms comes for free since for all t we have Et ∈ B+δ . Thus, e.g. the operator
(5.10) has the same bound (4.91) as in the E = 0 case. The proof of (5.27) follows the
one of (4.50), see (4.73), (4.74). Since the bounds here are different from the ones in
Proposition 4.1, we have, instead of (4.73), using (5.34), (5.24), (5.25),
(5.36) ‖∇ · N 2‖2λ ≤ C(L)ǫǫ1−4γn = C(L)ǫ2−4γL−(1−4γ)n ≤ 12 ǫ1−2γL−(n+1)/2,
since γ < 1
12
and ǫ is small. The bound on ∇ · LB2 is similar to (4.74).
Let us consider first the nonlinear terms in the iteration of (5.24-5.25) and (5.30-
5.32).
Note that, with the norms (5.23), (5.28), and with (3.19), we have:
sup
v,w
∑
D,u
‖Cα(B1 ⊗ B2)D‖u,v,weλτ(D,u,v,w) ≤
C sup
z1,z2
∑
D,u
‖CαD‖u,z1,z2eλτ(D,u,z1,z2) ·
sup
v
∑
D1,z1
‖B1D1‖z1,veλτ(D1,z1,v) sup
w
∑
D2,z2
‖B2D2‖z2,weλτ(D1,z2,w).(5.37)
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With this, one can prove the analogue of Lemma 4.9: first, the analogue of (4.62),
to bound products of the form BI1CI2(BI3 ⊗ BI4) in (5.11), with the norm (5.28) on
the left hand side and a factor given by the norm (5.28) of Cα on the right hand side.
The exp(N) factors in the norms are dealt with eq. (4.66), which holds for the new
definition (5.29) as well; since we have defined the new N
′α
t′,D so that we have 2Nt′
whenever there is a derivative, we can control both the 2Nt associated with CI2 and the
two Nt’s coming from BI3 ⊗ BI4 . Secondly, the analogue of the bound (4.63) can be
proven for the norm (5.28) of C˜ and the one of C, as in the proof of Lemma 4.9, since
the bound (4.69) holds also for (5.29).
The nonlinear terms in the iteration of Dm or DM , are given by (5.17), see (5.8),
(5.11), (5.18-5.22). The leading terms are when all BIk , k = 1, 3, 4, are products of
T ’s and ∇T ’s. Then, we have, in J2 α2 6= 1 (otherwise, it would be the linear term)
and α2 ≤ 4 (otherwise the ∇ would be integrated by parts to a T ) and we can use
inductively (5.32) and Cǫ(1−2γ)L−(1−γ)n ≤ 12L−(1−γ)(n+1), for ǫ small. All the other
terms give rise to smaller contributions.
The same holds for the nonlinear terms in the iteration of m or M , that are also of
the form of (5.17), see (5.18-5.22), except for the nonlinear terms in M1, which are
bounded in the same way as the nonlinear terms for E = 0, see (4.71). We use (5.32)
and Cǫ(1−2γ)L−(1−γ)n ≤ 12 ǫ1−2γn to bound the contributions of Cβ, β > 1 to m and M
(we have C here, not C(L), since there is no sum over times in those contributions).
The crucial observation, for the nonlinear terms in N , is that the exp(N) factors work
out: we have only one Nt in the exponentials in the bound for M
′ (see (5.23)) but also
in the bound for N , since in (5.18) only J4 can have D˜i 6= ∅, see (5.19).
Consider next the nonlinear contributions to the iteration of (5.32) and start with
β = 2. Since one cannot have a ∇ in the leftmost matrix in the recursion (5.11), the
leading nonlinear terms are proportional to
TL
2−2bL2+1∇ · CαL2−1(TL
2−1 ⊗ TL2−1)
which, using recursively (5.24, 5.25), 5.33), is O(ǫ
3
2
−2γ
n ), and, for γ < 1/12, this is
smaller than 12 ǫ
(1−2γ)L−(1−γ)n. We also have terms with b and Db separated by powers
of T or ∇T (the ∇ in ∇Db being integrated by parts). These terms are bounded by
combining (5.24, 5.25) and (5.30, 5.31) and are much smaller than ǫ(1−2γ)L−(1−γ)n.
Similarly, for β = 3, 4, the leading nonlinear terms are TL
2−3C1L2+1(B3L2−1TL
2−1 ⊗ 1)
and TL
2−3C1L2+1(B3L2−1TL
2−1 ⊗ B3L2−1TL
2−1). The first one is, since C1 = Db, using
recursively (5.30, 5.31, 5.27), O(ǫ1−2γL−( 32−γ)n) which, for γ < 1/12, is again smaller
than 12 ǫ
(1−2γ)L−(1−γ)n. The second term is smaller.
Next we turn to the linear RG for Cβ. For β = 1, i.e. for Dm and DM , we get, as
in (3.20):
(L˜1C1)t′(x′, y′, z′, E ′) =
Ld−1
∑
t∈It′
∫
dxdydzTL
2−i−1(Lx′ − x)C1t (x, y, z, Et)T i(y − Ly′)T i(z − Lz′).(5.38)
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We can now proceed as in (4.75)- (4.83) with the difference that in (4.77) we have also
a w sum; in (4.81), we have λ
12
(|u− v|+ |u− w|) instead of λ
6
|u− v|, and, here
(5.39)
Si(u, v, w, u
′, v′, w′) := sup
x′∈u′,y′∈v′,z′∈w′
∫
u
dxT˜L
2−i−1(Lx′−x)
∫
v
dyT˜ i(y−Ly′)
∫
w
dzT˜ i(z−Lz′),
with T˜ and k as in (4.78), (4.80). Eq. (4.83) is then replaced by
∑
u,v,w
e−
λ
12
(|u−v|+|u−w|)Si(u, v, w.u′, v′, w′) ≤ Cmin(i−d, i− d2 (L2 − i− 1)− d2 ) ≤ CL−di− d2 ,
since we can use twice the L∞ bound in (4.60) and use one L1 bound and the factor
e−
λ
12
(|u−v|+|u−w|) to control the sums. Summing i−
d
2 over i leads to the bound, for d ≥ 2,
‖L˜1C‖λ ≤ CL−1 logL‖C‖λ,(5.40)
The other L˜α, α = 2, 3, 4, have similar bounds, in fact better ones since there is no sum
over times. Combined with the bounds on the nonlinear terms the iteration of (5.30) ,
(5.31) and (5.32) follows.
Consider then (5.33). We have again a term ∇L˜β · Cβ , which can be bounded, using
(5.32), as in (4.74). Among the nonlinear contributions, for β = 2, the largest one is
∇ · b2L2−1 ∇TL2−2C1L2−1(TL
2−1 ⊗ TL2−1)
i.e. O(ǫ1−2γL−(1−3γ)n) using (5.34) and (5.30, 5.31); this is smaller than 12 ǫ1/2n+1 for
γ < 1/12, which fits to (5.33). For β = 3 the leading nonlinear term is proportional to
∇C12L2−1(∇TL
2−1 ⊗ TL2−1)(bL2−1 TL2−1 ⊗ 1)
i.e. again, using (5.35) and (5.30, 5.31), O(ǫ1−2γL−(1−3γ)n), which is less than 12 ǫ1/2n+1.
For β = 4 the nonlinear terms are smaller.
To finish the proofs,we need to bound the linear contributions to (5.24) and (5.25).
Thus consider eqs. (5.19) and (5.20). The linear term comes from (5.18) with all the
B˜ being powers of T and Cα2 = C1; we use the bound (5.40) together with the estimate
(5.41) ‖N (λE ′)E ′‖λ ≤ ‖N (λE ′)‖λ‖E ′‖1
which is obtained by writing
(N (λE ′)E ′)(x, y) =
∫
N (λE ′)(x, y, z)E ′(z)dz,
∫
dz =
∑
w∈Zd
∫
w
dz and
∫
w
E ′(z)dz ≤ ‖E ′‖1. We then use in (5.41) ‖E ′‖1 = ‖E‖1 ≤
δ = ǫ, where the first equality follows inductively from assumption (ii), and the bounds
(5.30) on C1 for N . This controls the linear contribution of the N terms in (5.19) and
(5.20) and, with the previous bounds on the nonlinear terms in N and the M1 terms
in (5.20), proves (5.24) and (5.25)
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6. Proof of the main results.
We will prove (2.21) for
D = lim
n→∞
ρnD0(6.1)
where ρn is the sequence in Lemma 4.17.
Proof of Theorem 2.1 Using (3.2) and (3.3) with t = 0, we have, ∀x ∈ (L−nZ)d,
LndE(L2n, Lnx) = En(1, x) =
∫ 1
0
dλ
∫
dyDfn(λEn)(x, y)En(y),(6.2)
with En(y) =: En(0, y) = L
ndE(0, Lny) and Dfn =: Dfn,0, where, see (6.12),
Dfn(λEn)(x, y) = Tn(x− y) +∇ · bn(λEn)(x, y),(6.3)
with bn at t = 0. Let
(6.4) Ω = {ω|∃m, such that ∀D ⊂ Zd, ∀n ≥ m,Nn(D) ≤ λτ(D ∪ 0)}
By Proposition 4.3, and writing Kn ≥ cK, ∀n, we get, for any set D ⊂ Zd:
P(Nn(D) ≥ λτ(D ∪ 0))
≤
∑
(Nx)x∈D ,
∑
x∈DNx≥λτ(D∪0)
e−cKn
∏
x∈D
e−cKNx,(6.5)
since at least one Nx 6= 0. So, writing e−cKNx = e−Nxe−(cK−1)Nx , we get, for K large
enough (i.e. for ǫ small enough),
P(Nn(D) ≥ λτ(D ∪ 0))
≤ exp(−cKn)
∑
(Nx)x∈D
∏
x∈D
e−(cK−1)Nx exp(−λτ(D ∪ 0))
≤ exp(−cKn)(1 + e−cK/2)|D| exp(−λτ(D ∪ 0))
≤ exp(−cKn) exp(−λτ(D ∪ 0)/2)(6.6)
Since
∑
D⊂Zd exp(−λτ(D ∪ 0)/2) ≤ C,
∑
n exp(−cKn) ≤ C, we get from the first
Borel-Cantelli lemma, that
(6.7) P(Ω) = 1.
Since ‖E‖1 is bounded and En(y) = LndE(0, Lny) we have
lim
n→∞
∫
dy1(|y| ≥ L−n/2)En(y) = 0,(6.8)
Let ω ∈ Ω. Then, for |y| ≤ L−n/2, we get y ∈ 0, and, ∀u and n large enough,
−Nn(D) + λτ(D ∪ u ∪ 0) ≥ 0.
Then, from (5.22, 4.29, 5.23) and the bounds (4.46-4.48, 5.24,5.25), we get that, for
|y| ≤ L−n/2, t = 0, ∫
dx|bn(x, y)| ≤ Cǫ(1−3γ)n .(6.9)
This implies
|
∫
dxdyG(x)∇ · bn(x, y)1(|y| ≤ L−n/2)En(y)|
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≤
∫
dxdy|∇ ·G(x)||bn(x, y|1(|y| ≤ L−n/2)En(y)
≤ Cǫ(1−3γ)n ‖∇ ·G(x)‖∞(6.10)
For any bounded function G, (6.8) implies
lim
n→∞
∫
dx
∫ 1
0
dλ
∫
dyG(x)Tn(x− y)1(|y| ≥ L−n/2)En(y) = 0,(6.11)
so that, using (6.2), (6.3), (6.10), (6.11),
lim
n→∞
∫
dxG(x)LndE(L2n, Lnx) =
lim
n→∞
∫
dx
∫ 1
0
dλ
∫
dyG(x)Tn(x− y)1(|y| ≤ L−n/2)En(y).(6.12)
By Proposition 4.5, we get, since G is bounded,
(6.13) lim
n→∞
∫
dx|G(x)||Tn(x)− T ∗D(x)| = 0.
where D is defined in (6.1). One may rewrite (6.8) as
lim
n→∞
∫
dy1(|y| ≤ L−n/2)En(y) =
∫
dyE(y) = ‖E‖1,
and, using the bound (4.57) on ∇T , we get:∫
dy1(|y| ≤ L−n/2)(Tn(x− y)− Tn(x)) ≤ CL−n.
Combining the last three equations, we get
(6.14) lim
n→∞
∫
dx
∫ 1
0
dλ
∫
dyG(x)(1(|y| ≤ L−n/2)Tn(x− y)En(y)− ‖E‖1T ∗D(x)) = 0.
Combining this with (6.12) concludes the proof. 
Proof of Corollary 2.3.
Since the equation for E (1.6) is of the same form as (1.6), we need only to prove
that the assumptions of the Corollary imply those of Theorem 2.1. We prove in the
Appendix that there is a map Γ∗ conjugating the SRB measure ν for the random field
θ and a Gibbs measure µ for the random field ω (see (2.2)). We also prove in the
Appendix that the Gibbs measure µ satisfies the assumptions (2.3) and (2.4) that were
assumed for the random field ω in Theorem 2.1.
So, we have only to show that assumption (vi’) implies the representation (2.19)
and the bound (2.20) for the b defined in (2.22). Since (vi’) assumes (2.5) that itself
implies (as is also shown in the Appendix) (2.6 ), (2.7), we can write: b(0, x, 0, θ) =
b(0, x, 0,Γ(ω)) =
∑
A⊂Zd+1 bA(x, ω), with:∑
A⊂Zd+1
|bA(x, ω)|eλd(A∪{0}) < ǫ′e−m|x|,
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since we assumed that C(w) = ǫ′e−m|x|. Now use b(x, y, 0, θ(t)) = b(0, y − x, 0, τxθ(t)),
which follow from assumption (iii’) and, see (2.8), θ(t) = ht(θ), τxh
t(θ) = Γ(τx ◦ τ t(ω))
to obtain: b(x, y, 0, θ(t)) =
∑
A⊂Zd+1 bt,A(x, y, ω), with∑
A⊂Zd+1
|bt,A(x, y, ω)|eλd(A∪(x,t)) < ǫ′e−m|x−y|,
since, in τx ◦ τ t(ω), the origin is shifted to (x, t).
Now, use the inequality
d(A ∪ (x, t)) + |x− y| ≥ d(A ∪ (x, t) ∪ (y, t)),
to get that b(x, y, 0, θ(t)) has the representation (2.19), with (2.20) holding for λ ≤ 12m,
and ǫ = Cǫ′.
7. Appendix: Gibbs States
7.1. Infinite Volume Gibbs States. We will prove in this Appendix the estimates
(a) and (b) of Section 2.2., for the class of Gibbs states corresponding to SRB measures
and we will explain this correspondence in the second section of this Appendix. We start
by briefly recalling some definitions pertaining to Gibbs states. For a more thorough
discussion, see [7] and the general discussions [26, 27, 18].
Given X ⊂ Zd+1, a spin configuration ω in X is an element ω ∈ ΩX . For Y ⊂ X
denote by ωY the restriction of ω to Y . An interaction is defined by a family Φ = {ΦX}
of functions indexed by finite subsets X of Zd+1:
ΦX : ΩX → R(7.1)
Our interactions are continuous invariant under the natural action of translations by
Z
d+1. We let ‖ΦX‖∞ denote the sup norm of ΦX (which is finite since ΩX is a finite
set).
Given Λ ⊂ Zd+1, |Λ| <∞, and a configuration ω′ ∈ ΩΛc , the Hamiltonian in Λ with
boundary conditions ω′ is defined as
HΛ(ω|ω′) = −
∑
X∩Λ 6=∅
ΦX(ω ∨ ω′)(7.2)
where ω ∨ ω′ is the obvious configuration in Zd+1.
We let
νΛ(ω|ω′) := exp(−HΛ(ω|ω′)).(7.3)
Then the associated (finite volume) Gibbs measure µΛ is the probability distribution
on ΩΛ:
µΛ(ω|ω′) = ZΛ(ω′)−1νΛ(ω|ω′)(7.4)
with the partition function
ZΛ(ω
′) =
∑
ω
νΛ(ω|ω′).(7.5)
We also need these objects for open boundary conditions, i.e. when the sum in (7.2) is
restricted to X ⊂ Λ. Then we write HΛ(ω), νΛ(ω), µΛ(ω) and ZΛ.
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We consider interactions of the following type:
Φ = Φ0 + Φ1,(7.6)
where Φ0 is completely analytic, in the sense of Dobrushin and Shlosman [13, 14] (see
Olivieri and Picco [23, 24] for another approach, used here, to complete analyticity). In
our coupled map lattices case, Φ0 will be a finite range interaction of a one dimensional
system (which is easily seen to be completely analytic). Let the range of Φ0 be r, i.e.
Φ0X = 0 if d(X) > r.
For Φ1, we will assume:
‖Φ1‖ =
∑
0∈X
eλd(X)‖Φ1X‖∞ ≤ ǫ,(7.7)
with λ > 0 . For such Φ’s and ǫ = ǫ(λ,Φ0) small enough, it is shown in [7] that
the finite volume Gibbs state (7.4) has a limit, as Λ → Zd+1 (in the sense of subsets
ordered by inclusion) independent of ω′, which defines a measure µ. We let E denote
the expectation with respect to µ and EΛ the one with respect to µΛ with free boundary
conditions.
To prove that the conditions (2.3, 2.4) hold for µ, we shall use the approach of [7] to
prove:
Lemma 7.1. For Φ as in (7.6), there exists ǫ(λ,Φ0) > 0 such that for ǫ ≤ ǫ(λ,Φ0) in
(7.7), there are constants m > 0, C <∞, such that the following holds:
a) For all Λ, A ⊂ Λ and F : ΩA → R+
(7.8) exp(−Cǫ|A|e−mR) ≤ E(F )
EΛ(F )
≤ exp(Cǫ|A|e−mR).
where R = dist(A,Λc).
b) If Fi : ΩAi → R+, i = 1, . . . , k,
(7.9) E(
k∏
i=1
Fi) ≤
k∏
i=1
(E(Fi) exp(Cǫ|Ai|e−mR))
where R = mini 6=j dist(Ai, Aj).
c) If Fi : ΩAi → R, i = 1, 2, and R = dist(A1, A2) then
(7.10) |E(F1F2)− E(F1)E(F2)| ≤ Cmin(|A1|, |A2|)‖F1‖∞‖F2‖∞ exp(−mR)
Proof. a) Writing E(F ) = limΛ′→Zd+1 EΛ′(F ) , we get:
(7.11)
E(F )
EΛ(F )
= lim
Λ′→Zd+1
EΛ′(F )
EΛ(F )
= lim
Λ′→Zd+1
∑
ω∈ΩΛ,ω′∈ΩΛ′ F (ω
′)νΛ(ω)νΛ′(ω′)∑
ω∈ΩΛω′∈ΩΛ′ F (ω)νΛ(ω)νΛ′(ω
′)
We may also assume Λ ⊂ Λ′.
First we perform a high-temperature expansion to the e−H
1
part of the Hamiltonian
in the numerator and the denominator of (7.11). Note that we may replace Φ1X by
Φ1X − infω Φ1X(ω), by adding a constant to the Hamiltonian. Thus, we may, without
loss of generality, assume that
(7.12) Φ1X ≥ 0, ‖Φ1‖ ≤ 2ǫ.
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Now, write
exp(
∑
X⊂Λ
Φ1X(ω) +
∑
X⊂Λ′
Φ1X(ω
′)) =
∑
X⊂S(Λ′)
∏
X∈X
fX(ω, ω
′) :=
∑
X⊂S(Λ′)
fX(7.13)
where S(Λ′) is the set of subsets of Λ′, and
fX(ω, ω
′) = exp(Φ1X(ω)1(X ⊂ Λ) + Φ1X(ω′))− 1(7.14)
satisfies by (7.12)
0 ≤ fX ,(7.15)
and ∑
0∈X
eλd(X)‖fX‖∞ ≤ Cǫ.(7.16)
Define, for S ⊆ S(Λ′)
(7.17) NS =
∑
X⊂S
∑
ω∈ΩΛ,ω′∈ΩΛ′
F (ω′)fX (ω, ω′) exp(−H0Λ(ω)−H0Λ′(ω′))
and DS is the same expression with F (ω′) replaced by F (ω). Then
(7.18)
EΛ′(F )
EΛ(F )
=
NS(Λ′)
DS(Λ′) .
Let now ρ > 2r where r is the range of Φ0. We cover Zd by disjoint cubes of side
ρ, called ρ-cubes. Two cubes are adjacent if their distance is less than ρ, and that
implies the notion of connected family of ρ-cubes in the usual way. Given X ⊂ Zd
we will denote by X the set of ρ-cubes intersected by X and by X = ∪X∈XX . Let
P = P(X ) = {P1, . . . , Pn} be the family of connected components of X intersecting
both A and Λc and write X = X1 ∪ X2 with X1 collecting the X ⊂ ∪Pi. We have
fX ≤ f¯X1fX2
where we set f¯X := ‖fX‖∞. Given a connected union of ρ-cubes P set
(7.19) φP :=
∑
X :X=P
f¯X .
With these preliminaries we may now estimate the numerator by
(7.20) NS(Λ′) ≤
∑
P∈ΠA
φPNSP
where ΠA is the set of families P = {P1, . . . , Pn} where Pi is a union of ρ-cubes, with
dist (Pi, Pj) ≥ ρ and where each Pi intersects both A and Λc, and φP =
∏
i φPi. SP
in turn consists of families X ⊂ S(Λ′) s.t. X is disconnected from ∪P∈PP and no
connected component of X intersects both A and Λc. Since SP ⊂ S(Λ′) we have
DS(Λ′) ≥ DSP and so
(7.21)
EΛ′(F )
EΛ(F )
≤
∑
P∈ΠA
φP
NSP
DSP
To understand our next step, let us suppose for a moment that H0 = 0. Then, the ratio
on the RHS equals 1. Indeed, let, for X ⊂ SP , X = XA∪XAc with XA collecting the X
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lying in connected components of X that intersect A (and that are contained in Λ, by
definition of SP). Then, XA, XAc are disjoint and, for X ∈ XA, fX(ω, ω′) = fX(ω′, ω)
since X ⊂ Λ (recall (7.14)). Thus
(7.22)
∑
ω,ω′
F (ω′)fX (ω, ω′) =
∑
ω,ω′
F (ω′)fXA(ω, ω
′)
∑
ω,ω′
fXAc (ω, ω
′) =
∑
ω,ω′
F (ω)fX (ω, ω′)
where in the second step we used in the first sum the above symmetry of f and then
interchanged ω and ω′. This renders the numerator equal to the denominator.
To be able to use this trick, we need to decouple the correlations induced by H0.
Given X ⊂ SP , let
V = V (X ) = X ∪ A(7.23)
Then FfX depends only on ωV ∩Λ, ω′V and summing over the other variables we get
(7.24) NSP =
∑
X⊂SP
∑
ω∈ΩV ∩Λ,ω′∈ΩV ,
F (ω′)fX (ω, ω′)e−H
0
V ∩Λ(ω)−H0V (ω′)Z0Λ\V (ω)Z
0
Λ′\V (ω
′)
where, with a slight abuse of notation, Z0Λ\V (ω) is the partition function with interaction
Φ0, ω boundary condition in V ∩Λ, and open boundary conditions in Λc and similarly
for Z0Λ′\V (ω
′). DSP has an analogous representation.
Observe that, since the range of Φ0 is less than ρ/2, the exponential in (7.24) factors
over the connected components of Vα of V :
(7.25) ζV (ω, ω
′) := exp(−H0V ∩Λ(ω)−H0V (ω′)) =
∏
α
ζVα(ω, ω
′),
where ζVα(ω, ω
′) is a function of ωVα∩Λ, ω
′
Vα. However, the partition functions do not
factor and we need to expand them. For this, we will use the
Lemma 7.2. There exists a constant zΛ′\V and functions WA on ΩA and φY on ΩY ∩V
such that
Z0Λ′\V (ω
′) = zΛ′\V
∏
α
WVα(ω
′) exp
∑
Y ∈UV
φY (ω
′)(7.26)
where UV is the set of connected sets of ρ-cubes Y ⊂ Λ′, so that Y ∩ V 6= ∅ and
Y ∩ V c 6= ∅. Moreover, for any ǫ > 0, there exist ρ <∞, λ > 0 such that∑
0∈Y
exp(
λd(Y )
ρ
)‖φY ‖∞ ≤ ǫ(7.27)
A similar representation holds for Z0Λ\V (ω).
Proof. The Lemma goes back to Olivieri and Picco [23, 24] and is discussed in [7],
see formula (13) (note that there we had φY constant if Y ∩ V = ∅, so that here
zΛ′\V = exp(f |Λ′ \ V |+
∑
Y⊂Λ′\V φY )). Note also that there is no loss of generality in
assuming that λ here is the same as in (7.16).
Define now
φ¯Y = min
ω
φY (ω)(7.28)
and
ΨY (ω) := φY (ω)− φ¯Y(7.29)
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whereby we have
(7.30) ΨY ≥ 0.
We will now apply (7.26) to each of the partition functions in eq. (7.24) and the
corresponding expression for the denominator DSP . We get:
e−H
0
V ∩Λ(ω)−H0V (ω′)Z0Λ\V (ω)Z
0
Λ′\V (ω
′) =WV
∏
Y ∈UV
(1 + gY )(7.31)
where
WV = zΛ\V zΛ′\V
∏
Y ∈UV
eφ¯Y (1(Y ⊂Λ)+1))
∏
α
WVα∩Λ(ω)WVα(ω
′)ζVα(ω, ω
′)(7.32)
We also denoted
gY = exp(ΨY (ω)1(Y ⊂ Λ) + ΨY (ω′))− 1.(7.33)
By (7.30)
0 ≤ gY ,(7.34)
and by (7.27)
∑
0∈Y
exp(
λd(Y )
L
)‖gY ‖∞ ≤ Cǫ.(7.35)
If we use (7.31), (7.32), we see that the obstruction to the factorization, as in (7.22),
of the sums in (7.24), comes only from the product of 1 + gY . Thus, we expand:∏
Y ∈UV
(1 + gY ) =
∑
Y⊂S(UV )
∏
Y ∈Y
gY :=
∑
Y⊂S(UV )
gY(7.36)
where S(UV ) is the set of subsets of UV .
Combining (7.24), (7.31) and (7.36) we get
(7.37) NSP =
∑
X⊂SP
∑
Y⊂S(UV )
∑
ω∈ΩV ∩Λ,ω′∈ΩV ,
F (ω′)fXgYWV
We repeat now what we did with X . LetQ = Q(X ,Y) = {Q1, . . . , Qm} be the family
of connected components of X ∪Y intersecting both A and Λc and write Y = YA∪YAc
with YA collecting the Y ⊂ ∪Qi and similarly for X . We have again
fXgY ≤ f¯XAfXAc g¯YAgYAc .
Given a union of ρ-cubes Q, set
(7.38) ψPQ :=
∑
X⊂SP ,Y⊂S(UV )
f¯X g¯Y1Q(X ,Y)={Q}.
We get
(7.39) NSP ≤
∑
Q∈ΠA
ψPQNSP,Q,
with ψPQ =
∏
Q∈Q ψ
P
Q, and
NSP,Q =
∑
{X ,Y}∈SP,Q
∑
ω∈ΩV ∩Λ,ω′∈ΩV ,
F (ω′)fXgYWV ,
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where SP,Q consist of pairs (X ,Y), X ⊂ SP , Y ⊂ S(UV ) such that X∪Y is disconnected
from ∪Q∈QQ and no connected component of X ∪ Y intersects both A and Λc.
There is a similar expansion in the denominator and, since the X part of SP,Q belongs
to SP , we have DSP ≥ DSP,Q and then
(7.40)
EΛ′(F )
EΛ(F )
≤
∑
P∈ΠA
∑
Q∈ΠA
φPψPQ
NSP,Q
DSP,Q
=
∑
P∈ΠA
∑
Q∈ΠA
φPψPQ
where in the last step we applied the symmetry argument as in the special case (7.22)
above, which holds here by definition of SP,Q.
Let us bound φP in (7.19). Let X = P with X = {X1, . . . , Xn}. Then d(P ) ≤∑
i d(Xi) + 2nρ. Let A be the the set of connected P s.t. P intersects both A and Λc.
Then, ∑
P∈A
φP ≤ e− 12 λd(A,Λc)
∑
X :X∈A
∏
i
e
1
2 λd(Xi)+2ρf¯Xi.
Using (7.16) the sum is readily bounded, since P is connected and must contain a point
in A, by C(ρ)ǫ|A| and ∑
P∈A
φP ≤ C(ρ)ǫ|A|e− 12 λd(A,Λc)
Similar estimate holds for ψPQ, uniformly in P, using (7.35). Therefore, since ρ is only
constrained to be larger that 2r, and r is given, we can write C(ρ) = C, and get
(7.40) ≤ (
∞∑
k=0
k!−1(Cǫ|A|e− 12 λd(A,Λc))k)2 ≤ exp(Cǫ|A|e− 12 λR).(7.41)
since d(A,Λc) ≥ R. This is the upper bound in (7.8).
For the lower bound, we simply apply the argument for the upper bound to the ratio
EΛ(F )/EΛ′(F ).
To prove (7.9) let Λi = {z|dist (z, Ai) ≤ R4 }, and let Λ =
k⋃
i=1
Λi.
Then, Λi ∩ Λj = ∅ for i 6= j and
EΛ(
k∏
i=1
Fi) =
k∏
i=1
EΛi(Fi).
Then using (7.8) for F =
k∏
i=1
Fi, with A = ∪ki=1Ai, and using
EΛi(Fi)
E(Fi)
≤ exp(Cǫ|Ai|e−cR),
which follows from (7.8), for each
EΛi
(Fi)
E(Fi)
, we get
E(
k∏
i=1
Fi) ≤
k∏
i=1
(E(Fi) exp(Cǫ|Ai|e−cR))
i.e. (7.9).
c) This is proven in [7]. 
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7.2. Coupled map lattices. We will now recall briefly how the SRB measure of our
CML fits into the framework of the previous section. For definiteness fix N = T2. Let
N = NZd which is a compact metric space with the metric
d(θ, θ′) =
∑
x∈Zd
2−|x|ρ(θ(x), θ′(x))
where ρ is the standard metric on T2.
Let h : N → N in (1.7) be of the form
h(x, θ) = Aθ(x) + k(x, θ)
where A : T2 → T2 is a linear hyperbolic torus automorphism and k satisfies the
bound (2.1) (we describe T2 here by θ ∈ [0, 1]2, A is in SL(2,Z) and k is periodic over
Z
2). Let us recall that (A,T2) is conjugate to a subshift of finite type (τ,Σ) where
Σ ⊂ {1, 2, . . . , p}Z consists of sequences ω with Mω(t),ω(t+1) = 1 for all t where M is a
p× p matrix with entries in the set {0, 1}.
The construction of the SRB measure goes through finite volume approximations.
Let VR denote the box of side 2R + 1 in Z
d with opposite faces identified and set
NR = NVR . Let hR : NR → NR denote the periodization of h i.e. given a θ ∈ NR let
θR ∈ N be its periodic extension and set hR(x, θ) = h(x, θR). For θ ∈ NR let WR(θ)
be the leaf of the unstable foliation passing through θ (which exists for κ in (2.1) small
enough) and h˜R : WR(θ)→ WR(θ) the restriction of hR to WR(θ). Define the function
ΛR(θ) = log detDh˜R(θ).
Using translation invariance one shows
ΛR(θ) =
∑
x∈VR
λR(τxθ)
where τx is the translation by x and where the functions λR (extended periodically to
Z
d) are uniformly Ho¨lder continuous with
|λR(θ)− λR(θ′)| ≤ ηd(θ, θ′)α(7.42)
where α > 0 and η → 0 as κ→ 0 in (2.1). One has a good control of their R dependence
and, as R→∞, they converge to λ : N → N satisfying (7.42).
Next, let ΣR = Σ
VR and Σ∞ = ΣZ
d
. Equip these with the metric
d(ω, ω′) =
∑
(t,x)∈Zd+1
2−|t|−|x||ω(t, x)− ω′(t, x)|
The map hR is conjugate to the time shift τ : ΣR → ΣR with τω(t, x) = ω(t+1, x) i.e.
there exists a Ho¨lder continuous map ΓR : ΣR → NR with
d(ΓR(ω),ΓR(ω
′)) ≤ Cd(ω, ω′)β(7.43)
for some β > 0 uniformly in R and
hR = Γ
−1
R ◦ τ ◦ ΓR.
We can now define a Hamiltonian
HT,R(ω) =
T∑
t=−T
∑
x∈VR
(λR ◦ ΓR)(τ tτxω),
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and the probability measure
µT,R(dω) = Z
−1
T,Re
−HT,R(ω)µ0(dω)
where µ0 is the maximum entropy measure on ΣR.
Let mR denote the normalized Lebesgue measure on NR. One then has, see [3],
Proposition 7.3. The weak limits
lim
n→∞
hnRmR = νR and lim
T→∞
µT,R = µR
exist and are related by
νR = Γ
∗
RµR
In particular νR is the SRB measure of the dynamical system (hR,NR).
We will now realize µR as a Gibbs measure with a potential satisfying the conditions
of Section 7.1. We will use telescoping sums to express the function ℓR := λR ◦ ΓR as
a sum of localized functions. Let us order the set Zd+1 = {z1, z2, . . . } s.t. |zi+1| ≥ |zi|.
Given ω ∈ ΣR, let ωn(zi) = ω(zi) if i ≤ n and ωn(zi) = ω˜(zi) where for each n we
choose an arbitrary extension ω˜ of Ωn := {ω(zi)| i ≤ n} to ΣR (it is not hard to see
that for each Ωn such an extension can be chosen). We can then write
ℓR(ω) = ℓR(ω1) +
∞∑
n=1
(ℓR(ωn+1)− ℓR(ωn)) :=
∞∑
n=0
φR,An(ω),(7.44)
where φR,An is localized in a region An with d(An) comparable to (1+n)
1/d. Moreover,
since ωn and ωn+1 agree in a space time region of radius comparable to d(An) we get
from (7.42) and (7.43),
|φR,An(ω)| ≤ Cη2−αβd(An).
Given A ⊂ Zd+1 let now
ΦR,A(ω) =
∑
t,x
φR,An(τ
tτxω)1An=τ tτxA
Since the number of sets An with radius between r and r + 1 is bounded by Cr
d one
easily concludes that ∑
A:0∈A
‖ΦR,A(ω)‖∞eλd(A) ≤ Cη
for some λ > 0, uniformly in R. We are hence in the framework of Section 7.1. and
conclude that µR has a weak limit µ which is the unique Gibbs measure of the potential
limR→∞ ΦR,·. In particular the assumptions (a) and (b) in section 2.2 hold for µ. As a
consequence νR also has a weak limit ν, and it is the SRB measure of (h,N ). These
measures are related by the conjugation ν = Γ∗µ.
Finally, consider a local function w(θ) as in (2.5). By the above telescoping argument
(7.44) we obtain the claims (2.6) and (2.7).
If our original system is a perturbation of uncoupled expanding circle maps, i.e.
N = S1, the Jacobian of the map restricted to the unstable manifold, which is used
here, is then replaced by the Jacobian of the original map. This time the subshift is
replaced by the full shift on {1, . . . , p}N and the space time symbolic representation is
on {1, . . . , p}Zd+1 .
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