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Abstract
This paper studies 2-player impartial combinatorial games, where
the outcomes correspond to updates of cellular automata (CA) which
generalize Wolfram’s elementary rule 60 and rule 110 (Cook 2004).
The games extend the class of triangle placing games (Larsson 2013)
where at each stage of the game the previous player has the option to
block certain hopeful moves of the next player. We also study fractals
and partial convergence in a subclass of the CA.
1 Introduction
In this paper we study a generalization of Wolfram’s elementary cellular
automata (CA) rules 60 and 110 [2] [5] to a class of CA, whose evolution
diagrams are equivalent to the outcomes of 2-player impartial combinatorial
games [1] with a blocking maneuver [4]. An impartial game is a 2-player
game where both players have perfect information, the same options (same
set of valid moves) at all times, and there is no element of chance involved in
game play. The current player is called the next player and the other player
is called the previous player. The outcome class of an impartial game is the
classification of a game position as a Next (N) player win or a Previous (P)
player win. Typically, as these games are finite, the game tree is written in
its entirety and all terminal positions are defined as P-positions (since the
next player cannot move). To determine the winner of the current position,
we recursively backtrack up the tree. For more information, see [1].
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The game we consider throughout this paper is a triangle placement
game, first examined in [3], with the additional option of a blocking maneu-
ver. We describe the game informally here. Two players alternate to place
right angle isosceles triangles, where the right angle is at the base and right
justified. The top of the current triangle must be played within the support
of the base of the previous triangle. The support is an invisible strip directly
underneath the placed triangle, determined by two nonnegative parameters
` (left) and r (right). The game ends at a predetermined horizontal level,
where some obstacle(s) have been placed, occupying at least a single cell.
The game is hard to solve in general, and it belongs to the family of
undecidable games, because of the equivalence of one of its member with
the rule 110 CA, which is undecidable [2]. The triangles are discrete, and
may be of any positive size, but never cover an obstacle at the terminal
horizontal level, or go below this level. For more information on the trian-
gle placement game see [3]. The paper is organized as follows. Section 2
defines a cellular automaton with new parameters. Section 3 examines the
extended triangle placing game with blocking moves. Section 4 explores the
correspondence between CA and the triangle placing game from Section 3.
Lastly, in Section 5 we prove a fractal behavior and partial convergence of
limit diagrams.
2 The cellular automaton
We define the state of a doubly infinite one-dimensional cellular automaton
CA(·, t) ∈ {0, 1}Z, at time t ∈ Z>0. Consider an initial configuration: for all
x ∈ Z, CA(x, 0) ∈ {0, 1}. Let Γ, L,R,B ∈ Z>0, Γ > 2 and, given Γ, define a
function, ∆ = ∆(L,R) = Γ +L+R > B. For all t ∈ Z>0, CA(·, t) is defined
via CA(·, t− 1), by the following update function.
CA(x, t) =

0, if CA(x− Γ + 1, t− 1) + . . .+ CA(x, t− 1) = 0, or
CA(x− Γ + 1− L, t− 1) + . . .+ CA(x+R, t− 1) > ∆−B
1, otherwise.
We use the notation CA = CAΓ,L,R,B(x, t) when (x, t) ranges over all cells
of the initial condition t = 0 (at the lowest level) and updates thereafter,
thus obtaining 2-d diagrams, exemplified in Figure 1, and we refer to B as
the blocking number.
We think of this as if the CA-bit in cell x at time t were defined by
the values in two update windows, w0 = w0(x, t) ⊆ w1 = w1(x, t), reading
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Figure 1: The CAΓ,L,R,B for (Γ, L,R,B) =
(2, 0, 1, 1), (2, 1, 1, 1), (2, 3, 3, 3), (2, 4, 4, 5) respectively. In the leftmost dia-
gram (rule 110 with blocking number 1) and in the second one, the initial
configuration is a single ‘1’; thereafter the initial condition is ‘random’; to the
right, we wonder if this CA ‘dies out’ for any initial configuration, a tendency for
CA with relatively high blocking numbers.
the ‘(Γ,∆)-neighborhoods’ at time t − 1, as illustrated in Figure 2 (with
Γ = 3, L = 2, R = 1): only ‘0’s in the inner (shaded–green) part of the
window (w0), or at most B ‘0’s in the full window (w1), gives a ‘0’, and
otherwise the update will be a ‘1’. Note that the second condition of the
definition of CA(x, t) is satisfied in the first two pictures in Figure 2 (the
distinction of the updates is important for the statement of Theorem 1).
Suppose that X is a finite bit-multiset (or bit-sequence). Then |X| =
|X|0 +|X|1 counts its number of elements, |X|0 counts its number of ‘0’s and
|X|1 counts its number of ‘1’s. Given (x, t), the windows are the multisets
w0 = {CA(x− Γ + 1, t− 1), . . . ,CA(x, t− 1)}
and
w1 = {CA(x− Γ + 1− L, t− 1), . . . ,CA(x+R, t− 1)}.
Thus |w0| = Γ, and |w1| = ∆. We get that CA(x, t) = 0 if and only if
|w0|0 = |w0| or |w1|0 6 B. That is CA(x, t) = 1 if and only if |w0|1 > 0 and
|w1|0 > B.
1 0 1 1 1 0 1 1 0 0 1 1 1 1 0 0 0 1
x
0 0 1 1 1 0
x
0 0 0 1 0 0
x
1 1 1 0 0 0
Figure 2: The upper update windows give CA(x, t) = 0, whereas the lower ones
give CA(x, t) = 1, if B = 2.
In the next section, concerning the 2-player game, we will see that the
green parts in the update window, of size Γ, will decide the shape of the play
triangles, and the full window of size ∆ will determine the optimal play.
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3 The 2-player game
There are four parameters deciding the setting of this game, (γ, `, r, b) and
a function δ = γ + ` + r, satisfying δ > b > 0, r > 0, ` > 0, γ > 2. (In
Section 5 we will require γ = 2, b = 0.) A play-triangle T = Tγ,l,r(x, y, h) is
the set
T =
h⋃
i=1
{(x− (i− 1)(γ − 1), h− i+ y), . . . , (x, h− i+ y)}. (1)
If h = 1 then the triangle is a single cell, and in general the top of the triangle
is the point top(T ) = (x, y + h− 1) and the base of T is the set base(T ) =
{(x − (h − 1)(γ − 1), y), . . . , (x, y)}. The support of T is support(T ) =
{(x − h(γ − 1) − `, y − 1), . . . , (x + r, y − 1)}. The parameter ` counts the
number of cells to the left of the extension of the play-triangle inside the
support, and similarly r counts the number of cells to the right; see Figure 3.
(x, y)
(x, y + h− 1)
(x, y)
Figure 3: To the left, a play triangle in green Tγ,l,r(x, y, 5), and to the right, the
same triangle with its support in blue, with ` = r = 2.
3.1 Generic play: case IRT
In this section γ = 2, so we play isosceles right-angle triangles (IRT) [3],
but the setting can be translated to arbitrary γ. The game starts with an
arbitrary triangle position of the form T = T (x, y, h), where (x, y) is the
location of the lower right cell in the triangle, and h is the (number of cells
in the) height of the triangle; see Figure 3 for points of reference. Hence,
the position space is {(x, y, h) | x ∈ Z, y ∈ Z>0, h ∈ Z>0}. For a starting
position, we assume that y is large, but x is arbitrary. The height h of the
triangle is also arbitrary, although it is convenient to start with a fairly small
play-triangle.
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At first, say, player A proposes a ‘hopeful’ play-window of size δ in-
tersecting the support of the current triangle; see the leftmost picture in
Figure 4, where δ = 4. This is not yet a move; the purpose is to start a
short ‘discussion’ with player B of the possible move options. Next, player
B blocks off at most b of the cells in the window; in the middle picture of
Figure 4, we have b = 2.
At this point, player A chooses to play the top of the next triangle (of
any size within the game board and not hitting any terminal obstacle). This
top must be in one of the non-blocked (light) cells in the window.
Figure 4: The move discussion. (For references to color, see online version.)
Each move discussion is particular to each stage of game. For each move
there will be a new discussion (by alternating the roles of the players). The
play proceeds exactly in the same manner, with the player alternating turns,
until the base of a triangle approaches the terminal level at y = 0; or, as
we will see, possibly already at y = 1, depending on the locations of the
obstacles.
3.2 The final stage of game
The set of terminal level obstacles Ω ⊂ {(x, 0) | x ∈ Z} 6= ∅ is announced
before the game starts. The obstacles affect the placement of a triangle, but
not its support. The terminal play is enhanced by the rule that no triangle
can intersect an obstacle, whereas its support easily surrounds the obstacles.
y = 0
Figure 5: When play approaches the terminal level.
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y = 0
Figure 6: Blocking maneuvers and final play.
Consider Figure 5 (x = 0 is to the left in the diagram). To the left, we
find a play triangle in green approaching the terminal level (with the base
at y = 1) and we display the relevant neighboorhood. There are obstacles
{(2, 0), (6, 0), (9, 0)} = Ω. In the middle, we find the same triangle with its
support in blue, with ` = r = 2. To the right, we show the chosen window
in white.
Consider Figure 6. To the left we show that for a blocking number of
b = 2, then the next player has a winning move, to place a single cell play-
triangle in one of the white cells (all cannot be blocked). On the other hand,
consider the blocking number b = 3 (right). Then, for all placements of the
window, each non-obstructed cell in the window can be blocked off.
Observe the difference between the blocking maneuver of the previous
player, and the fixed obstacles in Ω. The next player wins on the penultimate
level if and only if she finds a placement of the window such that |W∩Ω|+b <
δ, where W is the set of cells in the play-window.
This discussion leads us to the next section, where we identify the ob-
stacles of the terminal level of the 2-player game with the ‘1’s of the CA’s
initial string, and show that optimal play in a game simply corresponds to
the update of a CA (by identifying the parameters).
4 The game–CA correspondence
In this section we demonstrate that the CA and the outcomes of the games
are equivalent. Consider ` = L, r = R, γ = Γ, b = B, t = y. A play-
triangle T is CA-safe if each underlying CA-cell is a ‘0’, and in support(T ),
each underlying CA window w1 contains at most B ‘0’s, i.e. (x, y) ∈ T ⇒
CA(x, y) = 0 and (x, y) ∈ base(T ) ⇒ |w1|0 6 B. This includes the case of
the support being below the game board (at y = −1); each terminal triangle
is CA-safe. The following lemma provides a connection between CAs and
2-player games.
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Lemma 1. Let u, v ∈ Z>0. Then CA(u, v) = 0 if and only if ∃h > 1 : T =
T (u, v − h+ 1, h) is CA-safe.
Proof. Suppose CA(u, v) = 0. Then, for all h, CA(top(T )) = 0. Hence, by
the update rules of the CA, the case |w0|1 = 0, there must be a largest h
such that (x, y) ∈ base(T ) implies CA(x, y) = 0. Thus, for all such (x, y),
|w1(x, y)|0 6 b (including the possibility of terminal T , i.e. y = 0). The
other direction is immediate by definition.
Theorem 1. Let ` = L, r = R, γ = Γ, b′ = B, t = y. Then the previous
player wins from the triangle-position T = T (x, y, h) if and only if T is
CA-safe.
Proof. We begin by proving that it is impossible to move from a CA-safe
triangle T1, to another CA-safe triangle T2. In each window, in support(T1),
we find at most B ‘0’s among the CA-cells. Therefore each ‘0’ can be blocked
off by the previous player. Therefore, the first player has to play T2 such
that CA(top(T2)) = 1. Suppose that (x, y) ∈ base(T2) implies CA(x, y) = 0,
which is a necessary condition for a CA-safe triangle. Then, by the update
rule of the CA, as described in Lemma 1, we get top(T2) = 0. Hence the
first requirement of a CA-safe triangle is violated, and so T2 is not CA-safe.
Suppose next that T1 is not CA-safe. Then one of the two conditions is
violated. If ∃(u, v) ∈ base(T2) such that CA(u, v) = 1, then, by the update
rule of the CA, |w1(u, v)|0 > B. Hence, by the blocking rule, the first player
can find T2 such that CA(top(T2)) = 0. By the update rule of the CA
(Lemma 1), the first player finds a T2 such that (u, v) ∈ base(T2) implies
|w1(u, v)|0 6 B (perhaps because T2 is terminal). If ∀(u, v) ∈ base(T1),
CA(u, v) = 0, then since T1 is not CA-safe, support(T1) cannot satisfy
the given condition for a CA-safe triangle. Hence, the w0-extensions in
support(T1) contains only “0”s (for otherwise the condition for the T1-base
would be false). Since, for all triangles T , |support(T )| > B, in particular
for this case, the second player cannot block off each ‘0’ (in any window).
Hence, by Lemma 1, the first player can play a CA-safe triangle T2.
5 Fractals and partial convergence in games and
CA
In this section we study sequences of CA, with the initial CAL,R = CAΓ,L,R,B =
CA2,L,R,0 (that is B = 0 and Γ = 2), for some given L and R. Our con-
struction generalizes the classical self-similarity (Pascal’s triangle modulo 2)
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in rule 60 (L = R = 0), but here tending towards more complex fractals
(Figure 7). We do not have the ‘zoom-in’ similarity for a particular picture
(like rule 60), but we rather obtain self-similarity in iterating the diagrams
with a prescribed scaling factor of 2.
Figure 7: The top figures display CAL,R for (L,R) = (0, 1), (0, 2), (0, 4), (0, 8) and
those below include (L,R) = (1, 2), (2, 4), (4, 8), (8, 16); CAL,R = (x, 0) = 1 if and
only if x > 1.
Figure 8: Superposition of CA1,1 (scaled yellow upper layer) I
0(x) = 1 if x =
0, 5, 6, 7, 8, 9, 11, and CA2,2 (blue upper layer) I
1(x) = 1 if x = 0, 1, 5, . . . , 19, 22, 23,
by (2).
Let I0 ∈ {0, 1}Z, and for n > 0 define a sequence of bit strings by
In+1(2x) = In+1(2x+ 1) = In(x). (2)
For n ∈ Z>0, define CAn = CA(2nL,2nR) by the initial configurations CAn(·, 0) =
In; exemplified in Figure 8. Note the case, for all n, In(x) = 1 if and only
if x > 0; Figure 7.
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Theorem 2. Let x ∈ Z, y ∈ Z>0 and h ∈ Z>0 and consider IRT play-
triangles T1 = T1(u, v, h) and T2 with base(T1) = {(u− h+ 1, v), . . . , (u, v)}
and, in case v = 0, base(T2) = {(2(u−h) + 2, 0), . . . , (2u, 0)}, and otherwise
base(T2) = {(2(u− h) + 1, 2v− 1), . . . , (2u, 2v− 1)}. Then T1 is CAL,R-safe
if and only if T2 is CA2L,2R-safe.
Proof. By definition (2) if v = 0 then T2 is CA-safe if and only if T1 is also.
By induction, assume that the statement holds for all v < µ, and we prove
that T1(u, µ, h) is CAL,R-safe if and only if T2(2u, 2µ−1, 2h) is CA2L,2R-safe.
Note that support(T2) = {(2(u−h)−2L, 2v−2), . . . , (2u+2R, 2v−2)}. The
newborn stars (single ‘0’ cells in the second diagram) are special, because
their existance is not revealed by the statement of the theorem, so they
are not automatically assumed by induction; therefore their existence below
level µ will be motivated given the other structure (triangels A, C and D in
Figure 9), by induction.
Claim 1: The subsupport (the cells just below the support) of T1 con-
tains a sequence of exactly L + R + 1 = ∆(L,R) − 1 consecutive ‘1’s i.e.
∃α, β : α < x < β ⇒ CAL,R(x, µ − 2) = 1 with β − α = ∆(L,R) + 1,
and CAL,R(α, µ − 2) = CAL,R(β, µ − 2) = 0 if and only if there is a local
single ‘0’ in the subsupport of T2, precisely CA2L,2R(2α+2L+4, 2µ−3) = 0.
Proof of Claim 1: By induction, we get 2(L+ R + 1) + 1 = 2L+ 2R + 3 =
∆(2L, 2R) + 1 consecutive ‘1’s in subsupport(T2) = {(2(u − h) − 2L, 2µ −
3), . . . , (2u+ 2R, 2µ− 3)} (see Figure 3 dashed area and triangle C) and on
the level just below, exactly ∆(2L, 2R) consecutive cells, and the location
of the single ‘0’ follows.
By induction, we assume that if there is a top(D), in the subsupport
of T1, then there is a top(D’) in the subsupport of T2 (D’ denotes iterated
triangle by induction). Figure 10 shows that a new ‘0’ cell appears if and
only if the condition in Claim 1 is satisfied; if the number is smaller, then
the neighboring triangles (A and D in the picture) will see that there is a
‘1’ in support(T1) if and only if there is a ‘1’ in both corresponding cells in
support(T2). This proves the equivalence.
This proof explains where the newborn stars appear in the iteration of
new diagrams. In going to the limit, we will get infinitely many new single
‘0’-cells in each bounded region of only ‘1’s, and each such ‘0’ will give birth
to a new single ‘0’, so we think of this as some fractal behavior, rather
than convergence. But, we do have partial convergence for CA-safe discrete
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T1, T2
A
C
D
βα
?
Figure 9: The 2-scaled support in blue remains ‘the same’, and therefore also T1
and T2.
?
Figure 10: A star is born if and only if the Claim 1 criterion is ∆(L,R)− 1.
triangles to real ones (those limit triangles are not play-triangles in games
defined here); see also Figure 7, and moreover we obtain a certain converging
‘tail’.
Theorem 3. Suppose that T1 = T1(x, y, h) is a CAL,R-safe triangle. Then,
by iterating the construction in Theorem 2 (and re-indexing the triangles),
in the limit diagram, lim CAn/2n, limTn is a real right justified right-angle
triangle with base and height h+1, with the right angle at (x, y−1). If there
is a newborn star re-scaled at y− 1, below a triangle s at level y, then there
will be another newborn star in the next iteration at level y − 3/2. In the
limit diagram the sequence converges to level y − 3 and distance 2L to the
nearest triangle s′ to the left just below support(s).
Proof. The first part follows by iterating Theorem 2 and noting that 1/2 +
1/4+1/8+ · · · = 1. The second part follows by generalizing the 5 cells below
the dashed line below E in Figure 9. Indeed, they satisfy 2L + 2R + 1 =
∆(2L, 2R) − 1 = ∆(4L, 4R)/2, and so we may iterate the newborn star
argument in the proof of Theorem 2. Note that, even if triangle C were one
unit smaller in the first diagram (and it could not be 2 units smaller by the
assumption), then the extension of base(C ′) below and one unit to the left
of base(C) would imply the required 2L+2R+1 ‘1’-cells. It follows that the
converging sequence is (α+ 2L+ 22n , y − 3·2
n−3
2n ), where C
′ = T (α, ·, ·).
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