Single nucleotide polymorphisms (SNP) may be used in case-control designs to test for association between a SNP marker and a disease. Such designs may assume that the genotype data are reported without error. Our goal is quantifying the effects that errors have on sample size for case-control studies with haplotypes formed by a disease locus and a SNP marker locus in the presence of linkage disequilibrium (LD). We consider the effects of a recently published error model on 2×3 chi-square analysis. We study the joint relation of LD and errors with sample size for three specific genetic disease models and two settings each of marker allele frequencies (total of 6 studies). Minimal sample size necessary for fixed asymptotic power is estimated as a 4 th degree polynomial in the variables S (error) and D' (LD measure) via a backward step-wise regression.
Introduction
Single nucleotide polymorphisms (SNPs) may be used in case-control designs to test for genetic association between marker and disease. Such designs usually assume that genotype data are reported without error. In statistical genetics, errors in genotyping or phenotyping (incorrectly assigning a case to be a control, or vice versa) can significantly affect linkage and genetic association studies. A number of authors have studied such effects [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Sobel et al. 11 summarize results to date. Major findings are that errors lead to inflation in genetic map distances, an increase in type I error or a decrease in power for statistical methods designed for gene localization, and biased estimates of parameters such as the recombination fraction among loci and the amount of linkage disequilibrium (LD) between two loci.
For case-control studies of genetic association, researchers 12, 13 have found that, for a particular error model (not presented here), errors lead to a loss in power to detect association between a disease and a locus. However, to our knowledge, there has been no quantitative assessment of the relation between errors and LD in genetic case-control association studies for multiple disease models, although other authors 6, [14] [15] [16] [17] have developed methods that allow for errors in genetic linkage and/or association analyses.
The purpose of this work is therefore a quantitative assessment, in terms of increased sample size, of error rates in genetic case-control association studies. The data we consider is haplotype data for cases and controls from a SNP marker locus that is in LD with a disease locus. The SNP marker is observed, and the disease locus is unobserved. The test statistic considered is the standard 2 χ on 2 × 3 tables.
We compute asymptotic power analytically by means of a non-centrality parameter. Errors affect the power of such statistics by deviating genotype frequencies in cases and controls away from their true values. Furthermore, determining sample size for fixed power level is equivalent to determining power for a fixed sample size, and it is this first question that we study in this work.
For three particular genetic disease models and two different settings of SNP marker allele frequencies (a total of 6 studies), we compute genotype frequencies for cases and controls in the presence of errors, and compute the sample size necessary to maintain constant asymptotic power and level of significance for different values of the error model parameters. Finally, we perform model fitting by regressing the minimal sample size necessary to maintain constant power on a 4 th degree polynomial in the variables S (error parameter) and ' D (LD parameter).
Materials and Methods

Notation
The following notation is used through the remainder of this work: Sobel et al. 11 describe these parameters more completely. It should be noted that, for a di-allelic locus, the parameter 0 2 = ε , since it is not possible for one heterozygote to be incorrectly read as another heterozygote for a di-allelic locus.
When considering the 2 χ statistic on 2 × 3 tables, the sample size determination for fixed asymptotic power and significance level is completely determined by the non-centrality parameter λ, which is a function of the genotype frequencies in the case and control populations and the ratio of cases to controls. In section 2.2, we demonstrate how to compute genotype frequencies in each population as a function of the genetic model parameters (penetrance values, disease allele frequency), an LD parameter and the SNP marker allele frequency. In section 2.3, we present an error model and compute precisely how genotype frequencies determined in section 2.2 are altered for general settings of the error model parameters
Computation of genotype frequencies
We assume that we know the following six parameter values: the penetrance values . For example, we have the following case genotype frequency expressions: 
To obtain the genotype frequency expressions as functions of LD, substitute the haplotype relations above in the genotype frequency expressions.
Error model
Recently, Sobel, Papp, and Lange 11 proposed a model to describe how errors affect genotypes, in terms of the probabilities Pr(observed genotype is ab | true genotype is cd) (where
). We call these probabilities error penetrances.
While their model generalizes to a marker locus with any number of alleles, we present in table 1 the error penetrances for a di-allelic locus. 
Non-centrality parameter
Using the notation above and a general result proved by Mitra 22 , Gordon et al. 23 found that that the non-centrality parameter λ for the test of genotype frequency differences among cases and controls is given by: 
This formula provides us with the sample size for a fixed value of the non-centrality parameter. Assuming a fixed power and significance level, the non-centrality is known. It is then possible to solve equation (1) for sample sizes. We compute this solution for all genetic models presented in the next section.
Genetic models
Here we present values for the parameters in section 2.2. Each set of genetic model parameters (penetrances + disease allele frequency) comes from a genetic disease model in which the disease prevalence is 0.03 and the disease allele frequency is 0.2. In all studies, the non-centrality parameter is set to 15.4408, which corresponds to a fixed asymptotic power of 0.95 at the 0.05 level of significance for 
Regression analysis
As a further means of describing the quantitative relationship among sample size, LD, and errors, we perform a backward step-wise regression analysis. We have three main results. Our first is that, for the genetic models considered in section 2.5, there is multiplicative interaction between the error parameter S and the standardized LD ' D . This interaction is documented graphically in figures 1 and 2 and quantitatively in our regression analysis results ( Table 2) . We comment that in table 2, the non-zero coefficients, when tested (using the t-test) for being non-zero, are all significant at the 0.001 level (data not shown). The observations that several interaction terms in table 2 are significantly non-zero and that the fraction of variance (multiple R 2 value) for each regression is at least 0.9999 (data not shown) indicate that, for these error models, sample size is well fit by a high degree polynomial in the variables S and ' D , and hence there is significant interaction between these two variables in explaining the sample size increase.
Our second result is that the general trend of sample size increase as a function of the two variables S and ' D is robust to genetic model specification for the models we consider here. This result may be observed quantitatively by noting that, for each monomial term in table 2, the sign of the regression coefficient for the non-zero coefficients is the same across genetic models and SNP allele frequency specifications, and may be observed graphically by studying figures 1 and 2. We comment the shape of the surfaces in figures 1 and 2 is identical to the shape of the surfaces for those figures determined by all other genetic model and SNP allele frequency specifications (data not shown).
The third result is that, for all values of S, sample size increase as a function of S is smallest when ' D = 1, and is largest when ' D = 0.5 (table 2; figures   1 and 2 ). This result suggests that high levels of LD, in addition to increasing power for genetic case-control studies, may have the additional benefit of mitigating the effects of errors in data in the sense of requiring the smallest possible increase in sample size for a given error setting.
Summary and Discussion
In this work, we have demonstrated that it is possible to compute analytically sample size requirements for genetic case-control studies in the presence of errors. In sections 2.2-2.5, we have described how these computations are done for the test of genotypic association using the 2 × 3 contingency table. Further, we have shown that, for our genetic model, error model, and LD parameter settings, sample size is accurately predicted by a polynomial of high degree in the variables S and ' D .
From the viewpoint of marker selection, we have documented that high levels of LD have the smallest cost, in terms of increased sample size, for a given setting of error parameters. This result should be reassuring to researchers who are planning association studies and who are concerned about errors in their data. This work generalizes to an analytic method for sample-size calculations in the presence of errors when the observed data are haplotypes or multi-locus genotypes. One only needs to specify multi-locus error models. Perhaps the simplest and most reasonable model is one in which errors in individual marker loci are independent of errors in other marker loci. Also, this work is not restricted to just di-allelic loci; it can also be extended to markers loci with any number of alleles. The analytic price is that one has to specify multiple LD parameters and multiple allele or haplotype frequency parameters for the marker loci.
We have considered the question of interaction between errors and LD over a larger set of values for the genetic model parameters specified in section 2.2; our observation is that the interaction between S and D' is robust to genetic model specifications. That is, the shape of figures 1 and 2 is repeated for every set of genetic model parameters considered (data not shown).
An important question for this work regards parameter estimation. We are currently working on methods to determine genotyping error rates. Also, LD parameters can be estimated using inter-marker LD patterns. With traits for which the genetic model parameters are difficult to estimate, one can specify genetic model-free parameters 23 rather than the genetic model-based parameters we have specified in this work.
Software performing these calculations will be available from our website http://linkage.rockefeller. 
