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Memory-assisted measurement-device-independent quantum key distribution (MA-MDI-QKD) is
a promising scheme that aims to improve the rate-versus-distance behavior of a QKD system by
using the state-of-the-art devices. It can be seen as a bridge between current QKD links to quantum
repeater based networks. While, similar to quantum repeaters, MA-MDI-QKD relies on quantum
memory (QM) units, the requirements for such QMs are less demanding than that of probabilistic
quantum repeaters. Here, we present a variant of MA-MDI-QKD structure that relies on only a
single physical QM: a nitrogen-vacancy center embedded into a cavity where its electronic spin
interacts with photons and its nuclear spin is used for storage. This enables us to propose a simple
but efficient MA-MDI-QKD scheme resilient to memory errors and capable of beating, in terms of
rate and reach, existing QKD demonstrations. We also show how we can extend this setup to a
quantum repeater system, reaching, thus, larger distances.
I. INTRODUCTION
Quantum repeaters (QRs) offer a fundamental solution
to long-distance quantum key distribution (QKD) [1–4].
The main building blocks needed for the first generations
of QRs are quantum memories (QMs). However, with
the current technology, the requirements on QMs are
too demanding to allow high-rate key exchange at long
distances [5, 6]. Memory-assisted measurement-device-
independent QKD (MA-MDI-QKD) is possibly the first
step toward that end that can relax some of the con-
straints on the QMs and, at the same time, allows to
enhance the rate-versus-distance behavior of a QKD sys-
tem over a certain distance range [7, 8]. It resembles
a single-node quantum repeater with QMs only in the
middle site. The performance of such a system depends
considerably on the QMs in use. Among the variety of
QMs that can be used, nitrogen vacancy (NV) centers
in diamond embedded into cavities are promising can-
didates for a real implementation of an MA-MDI-QKD
setup [9–11]. In [9], the authors show that, by using the
electron spin states of two NV centers, such a setup can
outperform the conventional no-memory systems, as well
as some other memory-assisted setups, in a moderate-
to-high coupling regime. Here, we propose a new con-
figuration that only uses one NV center. It relies on the
nuclear spin of the NV center for storing quantum states,
while using its electron spin to interact with light. The
simplicity of our scheme, combined with its superb noise
resilience, makes our setup suitable for implementation
using a technology reachable in the near future.
The performance of an MA-MDI-QKD setup depends
strongly on how fast the QMs in use can interact with
light. MA-MDI-QKD can lead to practical advantages
when, compared to a no-memory system, the repetition
rate is not too slow. That would typically require a repe-
tition rate on the order of tens-to-hundreds of MHz. This
condition is met by certain types of QMs, whose inter-
action times can be on the order of nanoseconds. NV
centers, for instance, have an interaction time around
20 ns, which makes them a possible candidate for MA-
MDI-QKD.
In addition, there must be some heralding mechanism
that announces that the user’s state has been stored into
the QM. One way of doing this is to teleport the user’s
state into the QM through a side Bell-state measurement
(BSM). In particular, the state sent by each user will in-
teract with a photon previously entangled with certain in-
ternal degrees of freedom of the NV center. Hence, upon
a successful BSM, the user’s state will be teleported into
the QM. The success of the BSM on photons is heralded
by a specific click pattern of the photodetectors used in
the BSM module.
When such a heralding method is used, the rate will
be limited by the time needed to entangle the photon
with the QM. Therefore, the entangling process is fun-
damental to determining the fastest repetition rate that
can be reached by such an MA-MDI-QKD setup. There
are several ways to entangle a photon with a QM de-
pending on the type of memories in use. The approach
proposed in [9] relies on using two NV centers in dia-
mond, one for each user, as QM units. In order to in-
crease the probability of creating photon-QM entangle-
ment, the NV centers are also embedded into a one-sided
microcavity. With this cavity configuration, as well as
with the assumption of a moderate coupling regime, the
authors present a setup that allows to teleport the user’s
state into the electron spin of the NV center through the
so called double-encoding technique [9, 12]. For such a
system, in [9], the authors calculate the secret key rate
and compare it with that of other single-excitation QMs,
such as quantum dots, trapped ions and trapped atoms.
They show that NV centers embedded into microcavities
outperform these other QMs.
The results in [9], while promising, may suffer from
the limited coherence time of the electron spin of the NV
center [13, 14], which makes the key rate of this system
to drop to zero at a distance around 500 km [9]. Once
2other non-idealities, such as the additional background
noise from frequency converters [15], are accounted for,
the window over which the NV-based system outperforms
the no-memory one would even become narrower. It is
therefore important to come up with a system that has
a wide window of opportunity, so that in practice part of
it can be exploited. For an NV center, such an enhanced
performance can be achieved by using the nuclear spin
whose coherence time is known to be much longer than
that of the electron spin [16].
Motivated by the possibility of using the nuclear spin
of an NV center as a storage unit, in this paper, we pro-
pose a new MA-MDI-QKD setup that relies on only one
NV center as physical memory. In our setup, the elec-
tron spin is still being used to interact with photonic sys-
tems. Here, we first load the NV center electron spin with
Alice’s photon. Once a successful loading event takes
place, the electron spin state is transferred to the nuclear
one. We then proceed with loading the electron spin with
Bob’s photon. When the electron spin is loaded for the
second time, specific operations on the electron and the
nuclear spins will be performed to replicate a determin-
istic full BSM operation creating, thus, a correlated bit
between the users.
For our proposed protocol, we calculate the secret key
generation rate, as the main figure of merit, and compare
it with the fundamental bound, as obtained in Ref. [17]
and referred to by PLOB, hereafter, on the key rate of
repeaterless QKD systems. Our analysis accounts for
major sources of imperfection such as the decoherence
and gate errors in the QM as well as dark current in
detectors and path loss. Moreover, we will show how this
scheme can be extended to a quantum repeater setup, for
which we estimate the longest secure distance possible.
The paper is structured as follows. In Sec. II we
present our single-memory MA-MDI-QKD scheme. In
Sec. III, we describe our methodology for calculating the
secret key generation rate for the proposed protocol. We
continue by providing some numerical results in Sec. IV,
before drawing our conclusions in Sec. V.
II. SINGLE-MEMORY MDI-QKD
Our single-memory MDI-QKD scheme belongs to the
set of MA schemes that use indirect heralding; see Fig.
1(a). This set allows faster writing times as compared
to certain directly heralding memories [8]. In Fig. 1(a),
we first entangle a photon with some internal degrees of
freedom of the QM, and then interfere this photon and
the one sent by the user at a side-BSM. If the side-BSM
is successful, the user’s state has ideally been teleported
into the QM. In [9], this required entangling operation
is done by the double-encoding module in Fig. 2. This
module relies on a cavity-based NV center that, depend-
ing on its internal state, would impose a different phase
shift on an impinging single photon. As a result, an en-
tangled photon with the electron spin of the NV center
can ideally be obtained. We have summarized the details
of this procedure in Appendix A.
Our proposed scheme in Fig. 1(b) relies on the same
double-encoding scheme as in Fig. 2, but it differs from
the scheme in Fig. 1(a) in several ways. First, we have
replaced the two physical QMs in Fig. 1(a) with only one
NV center in Fig. 1(b). In Fig. 1(b), both users send
BB84 encoded photons at a similar repetition period, T ,
to the middle site, at which, with the same period, a
photon is double encoded with the NV center electron
spin. At this site, we first switch the photons sent from,
for instance, the left user (Alice) to the BSM module in
Fig. 1(b) until a successful loading occurs. That is, the
state of Alice is teleported to the electron spin. At this
point, we transfer the electron spin state to the nuclear
one, and, in the meantime, rearrange the switch to now
direct the photons sent from the user on the right (Bob)
to the BSM module. The required optical switch here
just needs to act like a rotating mirror, and can be im-
plemented using fast switching technologies [18]. Once
we get the second successful loading event, the NV cen-
ter contains the state of Alice in its nuclear spin and that
of Bob in its electron spin. We just then need a BSM op-
eration on these two systems to share a key bit between
Alice and Bob. The final BSM can be done determin-
istically, although with some possible errors [19], which
we account for in our key rate analysis. The detailed
description of the above steps is given in Appendix B.
An interesting feature of our proposed scheme is that
by adding another NV center to the scheme of Fig. 1(b)
we can implement a three-leg quantum repeater setup, as
shown in Fig. 1(c), with equidistant segments. This re-
peater system works in two phases. First, we entangle the
electron spins of the two NV centers in Fig. 1(c), which
are separated by a distance L0 = L/3. This can be done
by double encoding a photon with each QM and then
performing a BSM on the two photons. Considering NV
centers embedded in cavities, this procedure is expected
to succeed with a probability proportional to the chan-
nel transmissivity. We then transfer the entangled state
of the electron spins to the nuclear spins and that will
complete phase 1 of the protocol. In phase 2, we con-
tinue double encoding photons with the electron spins,
but now direct these photons to the side BSM modules
in Fig. 1(c) using optical switches. As soon as a successful
side-BSM occurs, we can proceed to perform a determin-
istic BSM on the nuclear and electron spin of that QM
as before. Note that, throughout both phases, users are
sending their encoded photons to the side BSM, but the
middle sites do not activate the side BSM modules until
entanglement between the two QMs is established. When
both middle sites have swapped entanglement, we are left
with a shared key bit between the two end users. Note
that a similar but extended version of our three-leg quan-
tum repeater has been proposed in [10]. They, however,
use the double-heralding technique for the initial entan-
glement [20], which is suitable for NV centers without a
cavity, but its rate scales with the product of the chan-
3Figure 1. MA-MDI-QKD with (a) two non-heralding physical memories, (b) a single memory with two qubits, and (c) its
extension to a three-leg quantum repeater system.
Figure 2. The double-encoding module proposed in [9]. It
allows to entangle a polarized photon with an NV center in a
cavity. This module will be used for transferring users’ states
into the electron spin of the NV center.
nel transmissivity and the NV center coupling efficiency.
The latter is a limiting factor when cavity enhancement
is not present and would reduce the achievable rate in
the system.
III. KEY RATE ANALYSIS
In this section the secret key generation rate of the pro-
posed setup of Fig. 1(b) is obtained under the normal
operation conditions when no eavesdropper is present.
We will also estimate the key rate of the quantum re-
peater scheme of Fig. 1(c). We assume that Alice and
Bob use single photons in their encoders. This is not
a fundamental restriction but it provides a convenient
approach to compare memory-assisted schemes with the
no-memory MDI-QKD systems. It is also possible to use
decoy states, for which similar margins of improvement
over decoy-state no-QM systems are expected. In [8], the
total secret key generation rate, using the efficient QKD
protocol when ideal single photon sources are used by
the users and the Z basis is more often used than the X
basis, is lower bounded by the following expression
RQM =
RS
NL (PA, PB) +Nr
Y QM11 (1−h(eQM11;X)−fh(eQM11;Z)),
(1)
where PA and PB are the probability of a successful side-
BSM on, respectively, Alice and Bob’s side; Y QM11 is the
probability that the middle BSM is successful assuming
that both memories are loaded (in the Z basis); eQM11;X
and eQM11;Z are, respectively, the quantum bit error rate
(QBER) between Alice and Bob in the X and Z ba-
sis when single photons are sent by the users; f is the
inefficiency of error correction; h(q) = −q log2 q − (1 −
q) log2(1 − q) is the binary entropy function; RS = 1/T
is the repetition rate; NL is the average number of trials
to load both memories, which is given by 1/PA + 1/PB;
and, Nr = ⌈τr/T⌉ is the number of additional rounds
needed for reading and initializing the QM, as well as
any other required processing. The time corresponding
to these tasks is denoted by τr.
In a real experiment, one needs to estimate the above
parameters in order to use an appropriate level of error
reconciliation and privacy amplification. Fortunately, in
the limit of sufficiently long keys, all these parameters
can be estimated accurately by conventional statistical
techniques that correspond count rates to probabilities.
If we use ideal single-photon sources, as we assume here,
Y QM11 , e
QM
11;X , and e
QM
11;Z can directly be estimated from the
observed measurements. In the case of decoy-state en-
coding, we can use known techniques for bounding these
parameters even in the finite-size key setting [21–23]. Al-
though we do not account for finite-size key effects in this
comparative analysis, it is expected that MA-MDI-QKD,
because of its better loss tolerance, would be less affected
4Figure 3. Schematic diagram for the sequential operations in
the protocol on each of the nuclear (n) and electron (e) spins.
The subscript A (B) refers to the interaction of the electron
spin with Alice (Bob) photon. The detailed description of
each step and its required operations is given in Appendix B.
by this issue than its no-QM counterparts.
A. Timing of the protocol
Figure 3 schematically shows different steps of our pro-
tocol and what operations each of the electronic and nu-
clear spins would go through. In step 1, we try to load
Alice’s photon. For each photon, we need to initialize the
QM, which takes τinit, entangle a photon with it, taking
τint, and then do the side-BSM, taking τM . Once we
get to Bob’s photon (step 3), in addition to these opera-
tions, we also use spin echo, with a time parameter τdis,
to disentangle the electron from the nuclear spin and to
minimize any back action on the stored state in the nu-
clear spin. The fastest we can repeat the protocol then is
given by T = τinit+τint+τdis+τM = τw. In principle, this
can be done faster for Alice’s photon at T = τw − τdis,
but we ignore this possible advantage in our analysis.
In addition to capturing Alice and Bob’s photons, in
Fig. 3, we also need to transfer the state of electron spin
to the nuclear spin (step 2), taking a time denoted by
τswap, and finally do a deterministic BSM on the two
spins (step 4) taking τBSM. In which case, τr = τswap +
τBSM + τinit.
B. Error Analysis
In order to calculate the elements of Eq. (1), in our
simulation, we use the same approach as the one used
in [9] with regard to the modeling of the decoherence,
loss, dark count and detection efficiency. In addition to
those errors, here, we particularly account for the errors
in each of the logic gates of Fig. 3 by using a depolarizing
channel inspired model. In particular, for a single-qubit
logic gate Rk on spin k = e, n, we assume that the joint
state of electron-nuclear spins ρen undergoes the follow-
ing transition:
ρen →(1 − pk)RkρenRT
+
pk
3
(XkρenXk + YkρenYk + ZkρenZk) , (2)
where Xk, Yk, and Zk are the Pauli matrices of spin k
and pk is the corresponding depolarization parameter.
The only two-qubit gate in Fig. 3 is the controlled-Z
(CZ) gate, whose operation is modeled as follows:
ρen →(1− pCZ)OCZρenOCZ
+pCZ/3(XeXnρenXeXn)
+pCZ/3(YeYnρenYeYn)
+pCZ/3(ZeZnρenZeZn), (3)
where OCZ represents the ideal CZ gate operation. In
principle, one can also include additional error terms for
different electron-nuclear Pauli operators. But, numer-
ically, we find the above model sufficiently accurate for
the purposes pursued in this paper.
Using the above models, we can obtain the state of
the system at any step in Fig. 3. The derivations are
cumbersome and have mostly been done by the software
Maple. In short, for each scheme, we first obtain the
state of the QMs once the user’s state is loaded to them.
At this stage, we also find PA and PB by including the
number of rounds lost due to the deadtime as explained in
[9]. Finally, we calculate the remaining terms in Eq. (1),
i.e., Y QM11 , e
QM
11;X , and e
QM
11;Z .
C. Three-leg Repeater
In principle, we can use the above detailed analysis
to calculate the rate for the repeater setup in Fig. 1(c).
But, as will be shown later, our scheme is quite resilient
to existing gate errors. We therefore only provide a
rough estimate of the key rate for the repeater scheme
of Fig. 1(c). To that end, we calculate the average time
Trep that it takes to generate a raw key bit between Al-
ice and Bob. This parameter includes the average time
Tent that it takes to entangle the two electron spins, the
time to transfer the electron spins to nuclear spins, per-
form BSM operations on the two, and initialize the QMs
again, whose sum we denoted earlier by τr, as well as the
time Tload for loading electron spins with Alice and Bob
photons. In this case, we have
Trep = Tent + τr + Tload, (4)
where
Tent ≈ T0/Pent (5)
with T0 = (L/3)/c being the transmission delay in the
middle link (with c being the speed of light) and
Pent = (1/2)(ηηsηcηd)
2e−(L/3)/Latt (6)
5Entangling efficiency, η 0.9
Cooperativity, C 50
Single photon source efficiency, ηs 0.72
Frequency conversion efficiency, ηc 0.68
Detector efficiency, ηd 0.93
Dark count rate [24] 1 cps
Attenuation length, Latt 25 km
Speed of light in fiber, c 2× 108 m/s
Initialization time, τinit 11.5 ns
Interaction time, τint 10 ns
Verification time, τM 1 ns
Swap time, τswap 1.1 µs
Deterministic BSM time, τBSM 1.5 µs
Error probability of the ±pi
2
Y 10−3
gate for the electron spin, pe
Error probability of the CZ gate, pCZ 2× 10−4
Error probability of the −pi
2
Y 10−3
gate for the nuclear spin, pn
Table I. Nominal values used in our numerical results.
being the success probability of a polarization-based en-
tanglement distribution scheme where photons are entan-
gled with QMs and a probabilistic BSM will be performed
on these photons in the middle of the link. Here, η is the
efficiency of the double encoding module of Fig. 2, ηs
is the efficiency of the single-photon source used in that
module, ηd is the detector efficiency, ηc is the frequency
converter efficiency, and Latt is the attenuation length of
the channel. In Eq. (6), ηηsηc represents the probability
of entangling a photon with the electron spin, η2d/2 repre-
sents the BSM success probability, and exp(−L/3/Latt)
represents the channel loss. Finally, in Eq. (4),
Tload ≈ (3/2)T/PA, (7)
which accounts for the average time needed to load both
photons assuming that PA = PB [8]. Using the above
timing calculations, we then estimate the secret key rate
of the setup of Fig. 1(c) by Rrep = 1/Trep. Note that this
is an optimistic estimate of the rate in which memory
errors are not accounted for.
IV. NUMERICAL RESULTS
In this section, we compare the rate of our proposed
single-memory MDI-QKD scheme with the PLOB bound
of a repeaterless QKD system reported in Ref. [17]. For a
pure-loss channel with a total transmissivity ηT , the max-
imum achievable secret key rate per transmitted pulse in
a repeaterless system is given by log2(1 − ηT ). In our
simulations, we assume that ηT = exp(−L/Latt)ηd. We
multiply this bound by relevant clock rates in no-QM
systems to obtain a bound on the total key rate. We
also estimate the rate of the three-leg quantum repeater
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Figure 4. Secret key generation rates versus distance for our
proposed single-memory MDI-QKD scheme and its compari-
son with a no-QM system (PLOB) driven at 100 MHz (lower
curve) and 1 GHz (upper curve) as well as the two-QM setup
proposed in [9]. In the latter case, the coherence time of the
electron spin, Te, ranges from 30 ms to 100 ms. Tn refers to
the coherence time of the nuclear spin, which is the relevant
time constant for the setup proposed here.
scheme that relies on our proposed scheme of Fig. 3(c).
The nominal values used in our numerical analysis are
summarized in Table I. These values are taken from the
state-of-the-art technologies for various quantum devices.
The time and error parameters of the NV centers is taken
from the rigorous analysis in [25]. In our analysis, we also
consider the use of frequency converters to allow the in-
teraction between a QM-driven photon and the telecom
photon sent by the user. We model this as an additional
source of loss, which modifies the efficiency of the side-
BSM detectors [26, 27].
A. Single-memory MDI-QKD
Figure 4 compares the secret key generation rate of
our proposed single-memory MDI-QKD scheme with two
different alternatives: the PLOB bound and the two-QM
scheme in [9]. The rate of our proposed scheme outper-
forms the PLOB bound at a distance around 400 km if we
assume that the repeaterless system is driven by an ideal
single-photon source with a pulse rate of 1 GHz. In Fig. 4,
we have also included a PLOB curve when the pulse rate
of the ideal source is 100 MHz. This somehow replicates
the practical case where, instead of single-photon sources,
one may use the decoy-state technique. For decoy-state
encoding, when the average number of photons per sig-
nal state is 0.5, only 30% of the time we generate single-
photon states. If one accounts for the percentage of the
time that the signal state, rather than decoy states, may
be used, one can argue that only about 10%-20% of the
pulses sent will carry single-photon states. That is even if
we send 1 Gpulse/s, only 100-200 Mpulse/s would carry
single-photon information. The lower PLOB curve in
Fig. 4 shows this scenario by calculating the rate for an
ideal single-photon source with a pulse rate of 100 MHz.
In this case, the cross-over distance is around 300 km.
Our scheme offers a slightly lower rate than that of the
two-NV-center scheme in Ref. [9] at short-to-medium dis-
tances, but can extend the maximum security distance
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Figure 5. Secret key generation rates versus distance for our
proposed single-memory MDI-QKD scheme and its compar-
ison with no-QM MDI-QKD driven at 1 GHz for different
values of error probabilities associated with the logic gates of
Fig. 3.
by a few hundred kilometers. The reason for the drop in
rate is partly due slower repetition rates. In our scheme,
we consider doing spin echo in every round, which takes
around τdis = 20 ns, and that would almost reduce the
repetition rate by a factor of two. We instead do the mid-
dle BSM deterministically, which should buy us a factor
of two if we had no errors in our operations. But, then,
instead of loading both memories in parallel as in [9],
we do it sequentially, and that is why the starting rate
for the scheme of Ref. [9] is a bit higher. As we get to
longer and longer distances, the decoherence issue with
electron spin states, in the scheme of Ref. [9], would kick
in, whereas our single-QM scheme, which relies on nu-
clear spins, is still resilient to decoherence errors. As a
result, the maximum security distance considerably im-
proves, and that gives us some more immunity against
other sources of noise that may exist in a realistic setup.
Moreover, in terms of resources, the scheme of Fig. 1(b)
uses almost half of major devices needed in the scheme
of Ref. [9]. If we consider the normalized rate per re-
sources used, as a figure of merit, then the two schemes
offer similar rates, but the one that uses nuclear spins
cover longer distances.
Another source of error that may limit the performance
of our system is the errors associated with the logic gate
operations of Fig. 3. In [25], the authors analytically es-
timate the errors caused by these operations for different
values of the pump strength. However, in a real experi-
mental setup they could differ from the results obtained
in [25]. Therefore, we also estimate the highest error tol-
erable by our system within which it is still possible to
have an improvement over the PLOB bound. Figure 5
shows several extreme cases where pe, pn, and pCZ take
rather large values on the order of 0.01. It can be seen
that, at Tn = 1 s, even such high error terms will kick
in after 600 km of channel length. Note that the tol-
erable error rate is over one order of magnitude higher
than the expected nominal values. That would give us
assurance that such a setup, once extended to a quantum
repeater setting, can tolerate multiple rounds of entan-
glement swapping without any need for purification.
In addition to gate errors and memory decoherence,
there are other practical aspects that one needs to deal
with in a realistic scenario. For instance, the single-
photon source used in the middle of the link must have
very low two-photon emission rates otherwise, these ad-
ditional photons may cause errors in the system [28]. In
our case, the middle QMs are driven by NV-center-based
single-photon sources that have a very similar structure
to the QMs themselves. The chance of multiple-photon
emission is then naturally kept low. Note that the mul-
tiple photon terms generated by the users, in a decoy-
state scenario, would not cause much problems as they
go through a lossy channel. Similarly, one should be
aware of the background noise generated by external
sources, such as classical channels propagating over the
same fiber medium as the quantum ones [29], or by the
frequency converters. By proper design and filtering [30],
this should be achievable in practice. Our scheme also ad-
ditionally needs a 2 × 2 optical switch to swap between
two users. For such a switch one should consider the
insertion loss as well as the switching time. The latter
issue is less of a problem in our case, as, in the limit of
long distances, the time between two consecutive photons
surviving the path loss is rather long, and that would al-
leviate the requirements on the switching time. In such a
case, for such a small-size switch, the insertion loss could
also be sufficiently low. In our numerical results, we have
neglected the switching insertion loss. Finally, in prac-
tice, it is rarely the case that the distance between the
user nodes and the middle node are identical. While this
may cause us to deviate from the optimal performance,
the effect can easily be modeled within our framework.
The result is not expected to be much different from that
of an asymmetric no-QM MDI-QKD setup.
B. Three-leg Repeater
Now that we establish that the errors arising from our
logic gates is very low, we can reliably use the estimate
in Sec. III C to calculate the key rate of the quantum re-
peater setup of Fig. 1(c). For simplicity, we have also
ignored the effect of dark count. For a dark count rate of
1 cps, and assuming pulse widths on the order of nanosec-
onds, the dark count will become important when L/3 is
comparable to 450 km. We should therefore be able to
cover distances up to around 1400 km using this sim-
ple repeater setup. If other sources of background, such
as the Raman noise from classical channels or the fre-
quency converters, kick in, then the corresponding max-
imum length would be reduced.
Figure 6 shows the comparison between the single-
memory MDI-QKD scheme at Tn = 1 s and its quan-
tum repeater extension of Fig. 1(c). It can be seen that
the repeater setup outperforms the PLOB bound around
600 km, where the rate is already very low at around
Rrep ∼ 10−2/b/s). In order to increase the rate, we might
consider a multiple memory configuration as proposed in
[5, 31–33] or use more nesting levels as in Ref. [10]. In
70 200 400 600 800 1000 120010
−6
10−4
10−2
100
102
104
Distance, L (km)
 
 
Se
cr
et
 K
ey
 R
at
e 
(b/
s)
PLOB
Setup of Fig. 1(b)
Setup of Fig. 1(c)
Figure 6. Secret key generation rates versus distance for the
quantum repeater setup of Fig. 1(c) and our proposed single-
memory MDI-QKD scheme at Tn = 1 s.
[10], the authors calculate the secret key rate versus the
distance for different values of the gate efficiency with
and without entanglement distillation. In order to reach
long distances, they however need gate efficiencies around
0.99. Such high efficiencies may be possible if one uses
the cavity setting that we have assumed for the NV cen-
ters. In any case, the general repeater setup still seems
to be very hard to implement with current technologies.
V. CONCLUSIONS
In this paper, we presented a new MA-MDI-QKD sys-
tem, which relied on only one physical memory: an NV
center embedded in a small-volume optical cavity. We
calculated the secret key rate for such a system and we
compared it with the fundamental bound for a repeater-
less QKD system as well as with the two-NV-center sys-
tem proposed in [9]. In our new system, for storage, we
relied on the nuclear spin of the NV center, which could
have a coherence time as long as 10 seconds. For such
a value of coherence time, we showed that the rate of
our system can reach longer distances compared to the
scheme proposed in [9], while the normalized rate per
NV center module used was about the same. We also de-
termined the highest tolerable error probability for each
logic gate operation required to extract a secret key when
we use this scheme. We compared these threshold er-
ror rates with what is expected from these devices, and
showed that we had sufficient room to accept additional
error in the system.
While MA-MDI-QKD is a good approach to enhance
the rate-versus-distance behavior of a QKD system, in
order to achieve longer distances, we need a quantum
repeater setup. Therefore, we showed how we could ex-
tend our single-memory system to a simple quantum re-
peater setup by adding one more memory and splitting
the channel into three equidistant elementary links. For
such a setup, we estimated the longest distance achiev-
able by considering the time intervals required for each
single operation. We showed that we could reach a to-
tal distance of about 1400 km. After this distance the
dark count rate would become dominant not allowing
to extract a secret key. Despite the longer distance the
quantum repeater setup allowed us to reach, its rate was
very low. To address such an issue, we should consider
a multiple memory configuration. In this way we can
speed up the probability of storing the users’ states into
the memories. Nevertheless, the single-memory scheme
presented in this paper offered a simple implementation,
which could be extended to a quantum repeater system
in the future.
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Appendix A: Double encoding scheme
In this Appendix, we review the entangling scheme
used in [9], shown in Fig. 2, known as the double-encoding
module. The double-encoding scheme is used to entangle
a photon with the electron spin states of the NV center.
To this end, the NV center is embedded into a one-sided
cavity, whose effective reflectivity is affected by the in-
ternal state of the NV center. The idea of conditional re-
flectivity has already been proposed in [34] for a trapped
atom system. In particular, in [9], the authors show that
when the NV center is in the electron spin state 0, |s0 〉 ,
then the incoming photon to the module of Fig. 2 will
be reflected off the cavity. When the NV center is in the
electron spin state +1, |s+1 〉 , then the photon will also
be reflected but it will acquire a pi phase. This implies
that in both cases the photon will be reflected but with
a different phase shift.
The module of Fig. 2 ideally works as fol-
lows. First the NV center is initialized into the state
|Ψin
〉
= (|s0 〉 + |s+1 〉 ) /
√
2 . Then, we generate an H-
polarized single photon and send it through a +45◦ polar-
izing beam splitter (PBS). We can generate such a single
photon by driving a specific transition in another cavity-
NV-center pair [9]. In Fig. 2, the +45◦-polarized com-
ponent of this single photon interacts with the NV cen-
ter, resulting in the joint state |D 〉s (|s0 〉 − |s+1 〉 ) /
√
2,
where |D〉 = 1√
2
(|H〉+ |V 〉). The photonic modes r and
s are then recombined at a second +45◦ PBS, which will
8result in the following output state
|Ψ2 〉 = 1√
2
(|H 〉 |s0 〉 + |V 〉 |s+1 〉 ) . (A1)
In deriving Eq. (A1), we have made the assumption
that the reflection coefficients, in the two cases of |s0〉
and |s+1〉 states, has the same magnitude of 1. However,
for finite values of the cooperatively C the two coefficients
may have different values, leading to a deviation from the
ideal entangled state in Eq. (A1). As a consequence, this
will cause an imbalance between the two legs of the in-
terferometer in Fig. 2. We can fix this by adding a beam
splitter with transmissivity η in the r branch. The value
of η will be chosen accordingly to account for different
sources of loss in the s branch. In this case, the gener-
ated state by our double-encoder will become [9]
ρNV−P = η|Ψ2 〉 〈 Ψ2|+ (1− η)|0 〉PP〈 0| ⊗ I
′
NV, (A2)
where I
′
NV = (|s0〉〈s0|+ |s+1〉〈s+1|)/2.
The output state of Eq. (A2) will teleport the state
sent by the user into the QM in most of the cases when
the side-BSM is successful. The vacuum term will intro-
duce a small error that is proportional to the dark count.
However, this error will not be relevant as we will show
in our calculation of the secret key rate.
Another practical assumption is considering a strong
coupling regime for the NV center embedded into the
cavity. To this aim we consider a cooperativity C = 50.
In [9], the authors show that for lower values of C, the
reflection coefficients of the cavity strongly depend on
the state of the NV center. On one hand, as C decreases,
when the NV center state is |s0 〉 the reflection coefficient
decreases as well and, on the other hand, when the NV
center state is |s+1 〉 the reflection coefficient approaches
1. In this case, as C decreases, the key rate decreases as
well. However, it is still possible to extract a secret key
for a value of C as low as 1.22 [9]. For the sake of sim-
plicity, in our calculation, we assume that the NV center
is in the strong coupling regime so we can use Eq. A2
as output density matrix describing the double-encoded
state of the polarized photon with the NV center.
At the beginning of each round, before performing the
double encoding operation discussed above, we have to
initialize the NV center in state |Ψin〉. The initializa-
tion process can be performed using the double-encoding
module of Fig. 2. In every round, we send anH-polarized
single photon to the NV-center-cavity module, and mea-
sure the polarization of the output photon in |H〉 and
|V 〉 basis. Depending on which photodetector will click,
we could infer the corresponding state of the NV center,
i.e |s0〉 or |s+1〉. Then we apply the relevant rotation to
initialize the NV center in |Ψin〉. The above procedure
includes the double encoding operation and a rotation.
The time for the double-encoding operation is given by
the time needed for the photon to interact with the NV
center, τint, i.e. the interaction time, which takes roughly
10 ns. The rotations on the electron spin can be driven
by using a microwave driving field perpendicular to the
NV center axis without the same drive also affecting the
nuclear spin [25]. In [25], the authors analytically calcu-
lated the timing and the error associated to the rotations
required to initialize the NV center. They depend on the
pump strength of the driving field [25]. In our work, we
assume that the pump strength is 375 MHz, which will
rotate the electron spin in roughly 1.5 ns. Therefore,
adding up both these operations we get 11.5 ns, which
corresponds to the initialization time, τinit, in our proto-
col.
In the above procedure, if we get no click, then we con-
sider that the initialization process has failed. This can
happen for several consecutive rounds, which indicates
that the memory is in a deadtime period [9]. During this
period, the NV center is in certain metastable states,
which will decay to any of |s0〉 and |s±1〉 states [9]. Since
|s−1〉 does not correspond to any desired state, during the
deadtime, we swap states |s0〉 and |s−1〉 in every initial-
ization round to avoid the possibility that the NV center
stays in the state |s−1〉 for ever.
Appendix B: Single-memory MDI-QKD protocol
Figure 3 shows the steps containing all the required
logic gates that must be applied to the electron and nu-
clear spin of the NV center in order to extract a secret
key in the scheme of Fig. 1(b). The upper line in each
section of Fig. 3 refers to the gate operations applied
to the nuclear (n) spin and the lower line refers to the
gate operations applied to the electron (eA, eB) spin of
the NV center. The subscripts A and B of the electron
spin refer to the event of storage of the electron spin with
Alice’s and Bob’s state, respectively.
The single-memory MDI-QKD protocol works as fol-
lows, see Fig. 3.
Step 1, Alice Teleportation: The first step consists
of a −pi4 rotation around the Y axis of the electron spin
of the NV center, which will initialize the electron spin
into the state |Ψin〉, and a side-BSM, which, if success-
ful, will project the user’s state into the electron spin.
These two operations are represented by the −pi2Y gate
and Side-BSM in Fig. 3. Rotations on the electron spin
can be implemented by using a microwave driving field
perpendicular to the NV center as explained in [25].
Step 2, Spin Transfer: Once the electron spin has
been written with the user’s state, we perform a −pi2Y
rotation on the nuclear spin, which will create the state
|n+〉 = 1√2 (| ↑ 〉 + | ↓ 〉 ) , where | ↑ 〉 and | ↓ 〉 are, re-
spectively, the up and down nuclear spin states in the
Z-basis. After that, we let the nuclear spin interact with
the electron spin through the always-on hyperfine inter-
action with Hamiltonian Heff = ~Anet|s1〉〈s1| ⊗ | ↑〉〈↑ |,
where Anet is the coupling strength as explained in the
supplementary material of Ref. [16]. The hyperfine inter-
action provides a route to entangling the spins without
resorting to driving fields or varying the magnetic fields
9dynamically [25]. In fact, if we assume that the electron
spin is in state |Ψe〉 = α|s0〉 + β|s1〉, where α and β are
arbitrary coefficients corresponding to the state sent by
the user, the joint state of the nuclear-electron system
after the nuclear-spin rotation will be given by
|ψ〉ne = |n+〉|Ψe〉. (B1)
If we now let this state evolve according toHeff , we obtain
|ψ〉ne = α|s0〉|n+〉+ β|s1〉(| ↓〉+ eiAnett| ↑〉)/
√
2. (B2)
At t = pi/Anet, which roughly corresponds to t = 165 ns,
the above state will become
|ψ〉ne = α|s0〉|n+〉+ β|s1〉|n−〉, (B3)
which represents the CZ operation on the initial state in
Eq. (B1) with the nuclear spin as the control qubit. Now,
in order to transfer the electron spin into the nuclear
spin, we first rotate the electron spin by another −pi2Y
operation obtaining
|ψ〉ne = [α(|s0〉+ |s1〉)|n+〉+ β(|s0〉 − |s1〉)|n−〉]/
√
2.
(B4)
If we now measure the electron spin by using the double-
encoding procedure described in Appendix A, which cor-
responds to a Z-basis measurement gate in Fig. 3, the
state of Eq. (B4) will become
|ψ〉ne = α|n+〉 ± β|n−〉, (B5)
where the sign depends on the outcome of the measure-
ment.
The user’s state is now stored into the nuclear spin.
Note that the nuclear state undergoes a decoherence pro-
cess, which has been taken into account in our calcula-
tion. However, in this case, we can rely on much longer
coherence times as compared to the scheme of [9], due to
the longer nuclear spin coherence time.
Step 3, Bob Teleportation: Now the other user,
Bob, repeatedly tries to store his state into the electron
spin with the same procedure as in step 1. The only
difference is that we now have to do spin echo in every
round to preserve the state of the nuclear spin and pre-
vent a back action on the nuclear spin due to external
interactions with the electron spin.
Step 4, Final BSM: Finally, in step 4, we perform
a CZ gate and an X-basis measurement on both electron
and nuclear spins as shown in Fig. 3. As explained in step
2, the X measurements are done by rotating the spins and
then performing a Z measurement. This is equivalent to
performing a full BSM in order to create a correlated bit
between Alice and Bob.
Depending on which basis and state Alice and Bob
pick, we can have different possible output states right
before the final Z-basis measurements, in step 4, on nu-
clear and electron spins. These states are summarized in
Table II. Based on this table, in the Z-basis, Alice and
Bob, only need to account for the result of measurement
Z-basis X-basis
Alice Bob |s0 〉 |s+1 〉 Alice Bob |s0 〉 |s+1 〉
H H ↑ ↑ + + |n+ 〉 ×
V V ↑ ↑ − − |n− 〉 ×
H V ↓ ↓ + − × |n+ 〉
V H ↓ ↓ − + × |n− 〉
Table II. Possible states of the electron and nuclear spin of
the protocol of Fig. 3 right before the measurement. Here
|n± 〉 = 1√
2
(| ↑ 〉 ± | ↓ 〉 ) and the cross symbol × stands for
an impossible event in the ideal case.
on the nuclear spin. A spin up means that they have both
got similar bits, and a spin down implies the other case.
If they have both chosen the X basis, then the electron
spin would be in |s0〉 if Alice and Bob share the same bit,
and in |s+1〉 if they have complementary bits.
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