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Allreduce is one of the most frequently used MPI collective operations, and thus its performance aracts much aention in the past
decades. Many algorithms were developed with dierent properties and purposes. We present a novel approach to communication
description based on the permutations inspired by the mathematics of a Rubik’s cube™where the moves form a mathematical structure
called group. Similarly, cyclic communication paerns between a set of P processes may be described by a permutation group. is
new approach allows constructing a generalization of the widely used Allreduce algorithms such as Ring, Recursive Doubling and
Recursive Halving. Using the developed approach we build an algorithm that successfully solves the well-known problem of the
non-power-of-two number of processes which breaks down the performance of many existing algorithms. e proposed algorithm
provides a general solution for any number of processes with the dynamically changing amount of communication steps between
dlog P e for the latency-optimal version and 2 dlog P e for the bandwidth-optimal case.
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1 INTRODUCTION
Message Passing Interface MPI [1] is a de facto standard framework for distributed computing in many HPC applications.
MPI collective operations involve a group of processes communicating by message passing in an isolated context,
known as a communicator. Each process is identied by its rank, an integer number ranging from 0 to P − 1, where P is
the size of the communicator.
Allreduce is a complex collective operation that performs a combination of vectors owned by processes into a result
vector which is distributed back to the processes. In MPIAllreduce operation can be accessed by calling MPI Allreduce()
function. Five-year proling of HPC applications running in production mode [23] at the University of Stugart revealed
that more than 17% of the time was spent in the MPI Allreduce() function and that 28% of all execution time was
spent on program runs that involved a non-power-of-two number of processes. e average size of the data array
involved in Allreduce is about 425 Bytes which makes special demands on the Allreduce performance shown for small
data sets.
Recently one more application for the Allreduce operation has emerged. Distributed training of Deep Neural Networks
(DNN) [9, 11, 15, 19] uses Allreduce operation to synchronize neural network parameters between separate training
processes aer each step of gradient descent optimization. is new application involves data sets of medium and big
sizes which depends on a particular neural network model bringing new requirements to the Allreduce performance.
e Allreduce operation has been studied well in recent years, and many algorithms were proposed which behave
dierently depending on data size, network parameters and the number of processes. Ring algorithm [3, 21] performs
Allreduce optimally in terms of bandwidth, it is a so-called bandwidth-optimal algorithm, but requires a linear number
of steps 2(P − 1), so it is suitable only for big-sized tasks. Recursive Halving algorithm proposed in [25] is also
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bandwidth-optimal but can be done in a logarithmic number of steps 2 log(P) (here and further in the paper log(P)
stands for log2(P)). Recursive Doubling algorithm [27] performs the Allreduce operation in the minimal possible number
of steps - log(P), it is a so-called latency-optimal algorithm, but it has a considerable overhead in terms of bandwidth
so it can be used eectively only for small messages. A hybrid approach allows combining Recursive Doubling and
Recursive Halving to vary the number of steps from dlog(P)e for the latency-optimal version to 2dlog(P)e for the
bandwidth-optimal version. A general approach is to start the reduction phase with the bandwidth-optimal algorithm
and when the data size to be exchanged becomes small enough to switch to the latency-optimal version. us the
number of steps can be decreased by the cost of additional bandwidth overhead. Recursive Doubling, Recursive Halving,
and Hybrid algorithms work only for the power-of-two number of processes and require additional work in the general
case.
We propose a generalization for the Allreduce operation based on group theory which enables the development of a
generalized algorithm successfully solving the problem of non-power-of-two number of processes. Our solution works
optimally for any number of processes and can vary the number of steps, trading o latency for bandwidth, even for a
prime number of processes.
e main goal of this paper is to introduce the novel approach for communication description and the Allreduce
algorithm with beer performance than state-of-the-art solutions for non-power-of-two number of nodes. Figure
1 demonstrates an expected ratio between the time estimation for the proposed algorithm τ using (25), (36), (44)
and the best estimation for state-of-the-art solutions (Ring, Recursive Halving and Recursive Doubling): τbest =
min(τRD ,τRH ,τRinд). All estimations are made for network parameters given in Table 2.
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Fig. 1. The relationship between the time estimation for the proposed algorithm calculated by (25), (36), (44) and the best estimation
for state-of-the-art algorithms: Ring, Recursive Halving and Recursive Doubling. The proposed algorithm demonstrates the biggest
speed-up for the intermediate data sizes where trading-o bandwidth for latency maers. For very large data sets the advantage over
the bandwidth-optimal Ring algorithm becomes negligible. Each curve has two discontinuity points which correspond to switching
between state-of-the-art algorithms - the first from Recursive Doubling to Recursive Halving and second from Recursive Halving to
Ring.
2 COMMUNICATION MODEL
To model the communication and computation cost of algorithms, we use a cost model as in Chan et al. [8]:
τp2p = α + βm + γm,
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where α is the latency term, β is the bandwidth term,m is the message size and γ is a computation speed. Most of the
presented algorithms divide the initial data vector into P parts. For brevity, we assume that all parts are of equal size:
u =m/P .
We assume a peer-to-peer network with full-duplex channels, so there are no network conicts for any cyclic
communication paern. We don’t consider any eects caused by particular hardware and network protocol since all
possible optimizations related to specic hardware can be adopted for the presented algorithm also.
3 RELATEDWORK
General ideas of so-called buery algorithms were described in the works of Van de Geijn [28], Barne et al. [3] and
were further developed by Rabenseifner et al. [25], Chan et al. [7], Tra [16] and akur et al. [27] into the bandwidth-
optimal Recursive Halving and the latency-optimal Recursive Doubling. It will be shown in the following sections
that both algorithms are special cases of the proposed algorithm. Hybrid algorithms described in [3, 5, 7, 8, 25, 28]
combine bandwidth- and latency-optimized algorithms to smoothly change the total number of steps. e main problem
with the presented buery algorithms is that they work only for the power-of-two number of processes case (or the
power-of-(k + 1) case for k-port systems).
ere are several workarounds for the non-power-of-two number of processes problem. e straightforward solution
is to reduce the number of processes to the largest power-of-two P ′ < P by adding preparation and nalization steps
[3, 5]. At the preparation step excess processes send their data to the processes which perform Allreduce and receive
the result at the nalization step. is solution requires additional 2m data to be sent and the number of steps becomes
suboptimal in case of Recursive Doubling. Rabenseifner et al. [25] introduced a 3-2 elimination protocol which can be
plugged into the high-level algorithm such as Recursive Halving to deal with a non-power-of-two number of processes
it decreases the overhead to 3/2m. Our solution doesn’t require nor preparation nor nalization steps and thus introduce
no overhead.
When combination function is commutative data dissemination algorithms were adopted to perform the reduction
[12, 14, 29]. ese algorithms utilize cyclic communication paerns to distribute information across all processes.
Further development of this approach can be found in [10] where authors proposed a way to use pairwise data
exchange paying with bandwidth and latency overhead. ese approaches doesn’t provide an optimal solution in the
non-power-of-two case.
A latency-optimal algorithm based on cyclic communication paerns is described in [2]. It also works only with
commutative combination function but requires dlog Pe steps for any number of processes. is algorithm is optimal
in terms of bandwidth and latency but introduces unnecessary computational overhead, moreover, it provides only
latency-optimal version which is a corner case for our generalized approach.
Cyclic communication paerns are also used in Allgather algorithm proposed by Bruck et al. [4, 6] which is a
bandwidth-optimal algorithm working for any number of processes. Its application to the Allreduce operation was
mentioned in [5] where the structure of Allgather steps is used in reversed order for the reduction phase. is gives, as
a result, a bandwidth-optimal Allreduce algorithm working for any number of processes. is particular algorithm has
the same complexity as our bandwidth-optimal version but it requires additional data shi before reduction phase and
aer the distribution phase. Also no further development made to trade-o bandwidth for latency.
Ring algorithm is another bandwidth-optimal Allreduce algorithm which performs all communications across the
virtual cycle (ring) connecting all processes. Ring algorithm was described by Barne et al. [3] and further developed
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by Patarasuk et al. [20, 21] to cover tree topology. is algorithm is advantageous when the vector size is huge since it
works with data in a more cache-friendly manner than buery algorithms described earlier. Nevertheless, it will be
shown that Ring algorithm is directly connected to the buery algorithms and is also a special case of the proposed
approach.
Multiport algorithms for Allreduce operation provide a general solution for systems with an arbitrary number of
communication channels k between processes. is is a generalization over the single channel case which leads to a
lower number of steps equal to dlogP ke. e main contribution in this direction was made by Bruck et al. [5, 6] whose
algorithms were described earlier. e development of the data dissemination algorithm mentioned earlier is a k-port
dissemination algorithm given in [10] but only for a limited subset of {P ,k}.
Generalization of the Recursive Doubling algorithm based on usage of multicast messages is described in [26].
Optimizations for specic topology are discussed in [3, 8, 18]. In [13] authors presented a topology-oblivious version of
several existing algorithms.
ere is also an adjacent scientic visualization community where Image Composing algorithm is an analog of the
Allreduce operation. Radix-k algorithm for big vector size and non-commutative reduction function is proposed in
[17, 22]. It utilizes factorization of P = p1 · p2 · ... · pn which may be represented as a building of virtual hypercube with
dimensions equal to factors and performs linear reduction across each dimension.
4 BASICS OF GROUP THEORY
In this section, we briey describe the main mathematical operations used in the following sections.
A group is a set (collection of objects) G, together with a binary operation ”·” which inputs two objects in G and
outputs a third object in G with the following properties:
• the operation ”·” is associative:
(a · b) · c = a · (b · c),a,b, c ∈ G,
• there is an identity object e in G:
e · a = a · e = a, ∀a ∈ G,
• every object a ∈ G has an inverse a−1 ∈ G such that:
a · a−1 = a−1 · a = e .
e operation does not have to be commutative. Groups for which commutativity always holds are called abelian
groups. e most famous example of groups is a set of integers together with addition operation. Another example is a
permutation group - a set of permutations of a given set M together with a composition operation. We are interested in
permutation groups of a specic order. e order of a group is simply the number of elements in this group. If for each
pair x and y in M there exists a д in G such that д · x = y then the group is called transitive. Cyclic group is another
particular type of group which elements are combinations of a single element called generator.
When the order is a prime number, only one cyclic permutation group exists (up to isomorphism). However,
for composite numbers, more groups can be found. For example, a cyclic group generated by the permutation
c =
( 0 1 2 3 4 5 6 7
1 2 3 4 5 6 7 0
)
or in cyclic notation c = (0 1 2 3 4 5 6 7) is shown in the Table 1.a. It is a transitive permutation
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Table 1. Examples of permutation groups. a) Cyclic permutation group of order 8 with the generator c = (0 1 2 3 4 5 6 7). b) Permutation
group of order 8 generated by a set of permutations H given in (1)
# Generation combination In cyclic notation
0 c1 (0 1 2 3 4 5 6 7)
1 c2 (0 2 4 6)(1 3 5 7)
2 c3 (0 3 6 1 4 7 2 5)
3 c4 (0 4)(1 5)(2 6)(3 7)
4 c5 (0 5 2 7 4 1 6 3)
5 c6 (0 6 4 2)(1 7 5 3)
6 c7 (0 7 6 5 4 3 2 1)
7 e = c8 ()
# Generation combination In cyclic notation
0 h1 (0 1)(2 3)(4 5)(6 7)
1 h2 (0 2)(1 3)(4 6)(5 7)
2 h1 · h2 (0 3)(1 2)(4 7)(5 6)
3 h4 (0 4)(1 5)(2 6)(3 7)
4 h4 · h1 (0 5)(1 4)(2 7)(3 6)
5 h4 · h2 (0 6)(1 7)(2 4)(3 5)
6 h4 · h2 · h1 (0 7)(1 6)(2 5)(3 4)
7 e = h21 = h
2
2 = h
2
4 ()
group of order 8 as well as the permutation group given in Table 1.b generated by a set of permutations:
H = {h1 = (0 1)(2 3)(4 5)(6 7),
h2 = (0 2)(1 3)(4 6)(5 7),
h3 = (0 4)(1 5)(2 6)(3 7)}. (1)
e last one is a specic type of group which elements are self-inverse so composing it with itself produces the identity
element.
5 COMMUNICATION DESCRIPTION VIA PERMUTATIONS
Moves of the Rubik’s cube™ can be represented as permutations which rearrange the set of cube pieces. A composition
of several move permutations generates another permutation. e complete set of all possible permutations forms the
Cube permutation group. Recently it was shown by [24] that every position of the Cube can be solved in 20 moves or
less. It means that any two permutations are connected by less than 20 compositions with move permutations.
In our case, we have a set of processes {0, 1, ..., P − 1} that may send data to each other. Let any possible bidirectional
data exchange between two processes i and j where i sends data to j and vice versa to be a basic move of our ”networking
cube.” Such a move may be described by a simple transposition: (i j), i, j ∈ {0, 1, ..., P − 1}. At this point, we consider
only directions of data exchange without any information about which data is sent. A composition of such elementary
transpositions generates other permutations which may be more complex and describe communications involving
several processes. For example, a composition of a = (0 1) and b = (1 2) gives c = a · b = (0 1)(1 2) = (0 1 2) which
describes a cyclic communication paern where process 0 sends data to the process 1 which sends data to 2 which
nally sends data back to 0. Moreover, the composition c ′ = b · a = (1 2)(0 1) = (0 2 1) describes an opposite cyclic
communication where data is sent from 0 to 2 then to 1 and nally back to 0.
e same way as for Rubik’s cube™ all possible compositions of permutations for our ”networking cube” form a
groupWP which contains permutations describing any possible communication paern between the set of P processes.
We are interested in particular subgroups ofWP which have specic properties. e basis of the proposed approach is
an abelian permutation group TP = {t0, t1, ..., tP−1} of order P which acts transitively on the set {0, 1, ..., P − 1}. Figure
2 shows an example of TP for the case of P = 7 processes when it is a cyclic group with generator c = (1 2 3 4 5 6 0) so
tk = c
k . In the previous section examples of two suitable groups were presented in Table 1.
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Fig. 2. Description of communication paerns via permutation for P = 7 processes and T7 being a cyclic group with generator
c = (1 2 3 4 5 6 0).
Initial data in the Allreduce task is a set of data vectors V = {V0,V1, ...,VP−1} which are owned by the corresponding
processes numbered as {0, 1, ..., P − 1}. Each vector Vj consists of P parts Vj = (u0, j ,u1, j , ...,uP−1, j ). e whole initial
data set can be represented as a matrix (see Figure 3.a):
U = {ui, j | 0 ≤ i, j < P } (2)
where columns are vectors Vj and rows are data elements with the same index number.
5.1 Distributed vector
Distributed vectors consist of data elements owned by dierent processes. In our approach we use distributed vectors
built in the following way: consider an arbitrary permutation h which acts on a set {0, 1, ..., P − 1}, then a distributed
vector is dened as follows:
Q = (u0,h(0),u1,h(1), ...,uP−1,h(P−1)). (3)
An example of a distributed vector (3) for P = 7 is shown on Figure 3.b. Since the placement of data elements is dened
by a permutation then each process owns exactly one data element.
5.2 Initial data description
e initial data (2) consists of P2 elements ui, j , to describe it we need to construct P distributed vectors (3):
Qinitial = {Q0,Q1, ...,QP−1}, (4)
where Qk is built using the permutations tk from the group TP described earlier:
Qk = (u0,tk (h(0)),u1,tk (h(1)), ...,uP−1,tk (h(P−1))), (5)
where 0 ≤ k < P − 1. An example of Q2 for the case of P = 7 processes and T7 being a cyclic group with generator
c = (1 2 3 4 5 6 0) is shown on Figure 3.c.
Since the group TP is transitive then the group T ′P = h · TP is also transitive. is means that for any i and j
there is a t ′k in T
′
P such that j = i · t ′k and since the order of the group is P it has only one such mapping. So the set
{ui,tk (h(i)) | 0 ≤ i,k < P − 1 } dened by (4) and (5) is equal to the initial data set (2).
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Fig. 3. a) Initial data for P = 7 represented as a matrix of data elements ui, j where columns are owned by the same process and rows
are data elements with the same index number. b) Distributed vector Q built using a permutation h =
( 0 1 2 3 4 5 6
4 5 2 6 1 0 3
)
defining
placements of data elements. c) Distributed vector Q2 built using the same h but its data elements are shied in accordance with t2.
T7 here is a cyclic group with generator c = (1 2 3 4 5 6 0) shown on Figure 2 where tk = ck .
Communication operations will change the placement of distributed data vectors, so an additional upper index
should be added to data elements to denote its current position:
Qk =
(
u
tk (h(0))
0,tk (h(0)),u
tk (h(1))
1,tk (h(1)), ...,u
tk (h(P−1))
P−1,tk (h(P−1))
)
.
It is possible to put the permutation tk out from the upper index of elements giving the notation:
Qk = tkqk , (6)
where the current position of data elements in qk doesn’t depend on k :
qk =
(
u
h(0)
0,tk (h(0)),u
h(1)
1,tk (h(1)), ...,u
h(P−1)
P−1,tk (h(P−1))
)
Examples of Q0 = t0q0 and Q2 = t2q2 are shown on Figure 3.b and Figure 3.c respectively.
Using the notation (6) the initial data set (4) can be wrien as:
Qinitial = t0q0 : t1q1 : ... : tP−1qP−1, (7)
here ”:” denotes a concatenation which means that two vectors tn · qn and tm · qm persist at the same time.
5.3 Communication operator
Assume tl ∈ TP to be a communication operator. Its application to any data vector gives other data vector which data
elements change their placement following tl:
tl · tkqk = tnqk , (8)
where tk stands for the initial placement of vector qk and its placement aer communication is dened by tn = tl · tk.
Since tkqk is a distributed vector the communication is performed by all P processes in parallel, so each process
sends one local data element and receives the remote one. us all network resources are occupied and it is not possible
to increase network utilization performing two communications at once.
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5.4 Combination of distributed data vectors
In the Allreduce task only data elements with the same indexes can be combined. e result of the reduction phase for a
single ith data element:
ui,Σ = ui,0 ⊕ ui,1 ⊕ ... ⊕ ui,P−1.
Two distributed vectors qn and qm can be combined together if they have identical placement, since their data
elements with the equal indices are placed on the same processes:
tqn ⊕ tqm = t · (qn ⊕ qm ) = t · (qn+m ), (9)
where ith data element of resulting vector qn+m :
u
h(i)
i,n+m = u
h(i)
i,tn (h(i)) ⊕ u
h(i)
i,tm (h(i)), 0 ≤ i < P − 1.
As for the communication the combination of two distributed vector is performed by P processes in parallel and
each process combines only two local data elements.
6 ALLREDUCE AS PERMUTATION COMPOSITION
Now when we dened distributed data vectors and basic operations on them, we can start with Allreduce description
based on the permutation operations. A straightforward solution for the reduction phase is to place all vectors (7) in
the same way and combine them one-by-one. On each step i the following communication operator is applied to the
ith data vector:
ti→0 = t0 · t−1i , 0 ≤ i < P − 1. (10)
Aer the communication the reduction operation is performed:
t0q′′ = t0q′ ⊕ (ti→0 · tiqi ) = t0q′ ⊕ (t0 · t−1i · tiqi ) = t0(q′ ⊕ qi ), 0 ≤ i < P − 1, (11)
where q′ and q′′ are intermediate combination result. e complete reduction result can be represented as:
t0qΣ = t0q0 ⊕ (t1→0 · t1q1) ⊕ ... ⊕ (t(P−1)→0 · tP−1qP−1) = t0
(
q0 ⊕ q1 ⊕ ... ⊕ qP−1
)
. (12)
Since only one communication operation can be performed at a time, the straightforward solution requires P − 1
steps. On each step, the data dened by tiqi is sent to directions dened by the communication operator (10) and
combined in accordance with (11).
During the distribution phase, reversed communications are performed dened as:
t0→i = t−1i→0. (13)
No combination is performed, so each step produces a duplicate of the vector qΣ with dierent placement. e nal
result is:
Qnal = t0qΣ : t0→1 · t0qΣ : ... : t0→(P−1) · t0qΣ = t0qΣ : t1qΣ : ... : tP−1qΣ . (14)
e distribution phase also requires P − 1 communication steps, so the total number of steps in the straightforward
implementation of Allreduce is 2(P − 1), the number of transferred data is 2(P − 1) · u, and the number of computations
is (P − 1) · u, giving the time complexity:
τnaive = 2(P − 1)α + 2(P − 1)u · β + (P − 1)u · γ . (15)
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Fig. 4. Ring algorithm schedule for P = 7. Ring algorithm
requires 2(P − 1) steps to complete Allreduce with the same
communication cycle t used on each step. q′ stands got an
intermediate reduction result.
Fig. 5. Schedule of the bandwidth-optimal Allreduce algo-
rithm for P = 7. During reduction phase the set of dis-
tributed vectors is folded approximately in a factor of 2 on
each step giving the reduce result in dlog 2P e steps. The dis-
tribution phase consists of a reversed set of steps spreading
the result vector among all processes.
Now let’s consider a special case whenTP is a cyclic group with a generator t. In this case ti = ti and communication
operator (10) can be changed to t. e reduction step (11) becomes:
ti+1q′′ = ti+1qi+1 ⊕ (t · tiq′) = ti+1(qi+1 ⊕ q′), 0 ≤ i < P − 1,
and the reduction result (12) takes the form:
tP−1qΣ = tP−1qP−1 ⊕ t · (tP−2qP−2 ⊕ t · (... ⊕ t · (t0q0))) = tP−1 · (q0 ⊕ q1 ⊕ ... ⊕ qP−1). (16)
During the distribution phase the reduction result (16) is distributed using the same communication operator t in
P − 1 steps giving Qnal.
So both reduction and distribution phases can be implemented using the same communication operator t in 2(P − 1)
steps which is the exact denition of the Ring algorithm. An example schedule of the Ring algorithm for P = 7 is given
on Figure 4.
7 BANDWIDTH-OPTIMAL ALGORITHM
e reduction phase can be done much faster if more distributed data vectors are combined on each step. e maximum
number of vectors can be combined in one step is bNi/2c where Ni is the number of separate distributed vectors on
step i . Such approach requires dlog(P)e number of steps for the reduction phase.
e starting set of vectors on ith step is dened by:
Qi =

Qinitial, if i = 0,
t0q∗0 : t
1q′1 : ... : t
Ni−1q′Ni−1, otherwise,
(17)
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Fig. 6. Schedule of the Allreduce algorithm for P = 7 with reduced by 1 number of steps in the distribution phase. During the
reduction phase an additional data vector is transferred on each step to get a bigger result containing of t0qΣ and t1qΣ . This allows to
omit the very first step of the distribution phase. By repeating of such algorithm modification it is possible to decrease the number of
steps by the cost of the additionally transferred data.
where q′k stands for an intermediate sum of data vectors and q
∗
0 - is the rst data vector which may not participate in
the reduction when Ni is odd. e number of distributed vectors Ni is:
Ni =

P , if i = 0,
dNi−1/2e, otherwise.
(18)
Communications on the ith step are dened by the operator:
tstep, i = t−bNi/2c , (19)
which is applied to the set of distributed data vectors:
QTX, i = t dNi/2eq′dNi /2e : ... : t
Ni−1q′Ni−1. (20)
e part of the set Qi that doesn’t participate in network communication is dened by:
QinQTX, i = t0q∗0 : t
1q′1 : ... : t
dNi/2e−1q′dNi /2e−1. (21)
Aer the communication is performed bNi/2c vectors will have equal placement and can be combined. e resulting
set of vectors aer the rst step depends on parity of Ni :
Qeven, i+1 = t0(q0 ⊕ qNi /2) : t1(q1 ⊕ qNi /2+1) : ... : tNi/2−1(qNi /2−1 ⊕ qNi−1) =
= t0q′0 : t
1q′1 : ... : t
dNi/2e−1q′dNi /2e−1, if Ni is even, (22)
Qodd, i+1 = t
0q0 : t1(q1 ⊕ q dNi /2e ) : ... : t dNi/2e−1(q dNi /2e−1 ⊕ q(Ni−1)) =
= t0q0 : t1q′1 : ... : t
dNi/2e−1q′dNi /2e−1, otherwise. (23)
At the very last step of the reduction phase N dloд2P e−1 = 2 (this is the only one step for the case P = 2):
Q dlog2Pe = t
0q∗0 : t
−1 · t1q′1 = t0(q∗0 ⊕ q′1) = t0qΣ . (24)
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e distribution phase is a reversed reduction phase without combination performed on each step. An example
schedule for the bandwidth-optimal Allreduce for P = 7 is given on Figure 5. Both reduction and distribution phases
take dlog(P)e while the number of transmied data and the number of calculations stay the same as for Ring algorithm.
So the total cost is:
τbo = 2dlog(P)e · α + 2(P − 1) · u · β + (P − 1) · u · γ . (25)
e described bandwidth-optimal buery Allreduce algorithm works for any number of nodes. A similar algorithm
can be constructed if use the Bruck’s Allgather and the same steps in reversed order at the reduction phase as mentioned
in [5], but this algorithm requires two additional data reorderings: before the reduction phase and aer the distribution
phase. e proposed bandwidth-optimal algorithm doesn’t need data shi aer the end of communications since all
data vectors appear in the right positions. Moreover, our algorithm is more general since it allows to use any suitable
group TP to vary utilized communication paerns.
When the number of processes is power-of-two and a special group TP is used (like the group shown in the Table
1.b) then the proposed bandwidth-optimal algorithm becomes equal to the Recursive Halving algorithm. is means
that Recursive Halving is a special case of the proposed approach.
8 MOVING TOWARDS LATENCY-OPTIMAL VERSION
e idea of changing the number of steps in the buery Allreduce algorithm appeared in [3, 5, 25, 28] and was based on
the usage of two algorithms at the same time: bandwidth-optimal and latency-optimal. Initially, the reduction phase is
started with the bandwidth-optimal algorithm and when the data size to be sent becomes less than some threshold - the
latency-optimal algorithm is used. On the distribution phase switching between algorithms is done in the reversed order.
e main problem of such hybrid approaches is that they don’t work with a non-power-of-two number of processes.
Developing the bandwidth-optimal algorithm discussed in the previous section we get a novel algorithm with ability
to change number of steps working for any number of processes. e idea is to get a bigger result on the reduction
phase so the distribution phase can take less steps. For example, if we get t0qΣ : t1qΣ during the reduction phase, we
may omit the very rst step of the distribution phase (see Figure 6). We can get the reduction schedule for the t1qΣ
simply by shiing all vectors in the schedule for t0qΣ by 1 but leave communication operators to be the same. So (18)
and (19) stay the same while (17) becomes:
Qi ′ =

Qinitial, if i = 0
t1q∗1 : t
2q′2 : ... : t
Niq′Ni , otherwise,
(26)
Equations (20) and (21) take the form:
Q ′TX ,i = t
dNi/2e+1q′dNi /2e+1 : ... : t
Niq′Ni , (27)
Q ′i−1nQ
′
TX ,i = t
1q∗1 : t
2q′2 : ... : t
dNi/2eq′dNi /2e . (28)
e step result descriptions (22), (23) and (24) change in the similar way:
Q ′even,i = t
1(q∗1 ⊕ q′Ni /2+1) : t
2(q′2 ⊕ q′Ni /2+2) : ... : t
Ni/2(q′Ni /2 ⊕ q
′
Ni ), (29)
Q ′odd,i = t
1q∗1 : t
2(q′2 ⊕ q′dNi /2e+1) : ... : t
dNi/2e (q′dNi /2e ⊕ q
′
Ni ), (30)
Q ′dloд2P e−1 = t
1(q∗1 ⊕ q′2) = t1qΣ . (31)
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Now it is possible to get a dierence between the original equations and new ones. We are interesting in additional
data to be sent:
Q ′TX ,inQTX ,i = t
Niq′Ni , (32)
and additional data to be reduced:
Q ′even,inQeven,i = t
1(q∗1 ⊕ q′Ni /2+1) : t
Ni/2(q′Ni /2 ⊕ q
′
Ni ), (33)
Q ′odd,inQodd,i = t
1q∗1 : t dNi/2e (q′dNi /2e ⊕ q
′
Ni ), (34)
Q ′dloд2P e−1nQ dloд2P e−1 = t
1(q∗1 ⊕ q′2) = t1qΣ . (35)
So adding one data vector t1qΣ to the result of the reduction phase increases the number of exchanged data by u on
each step and also the number of computations by 2u for steps when Ni is even and by u otherwise. An example of
Allreduce algorithm schedule for P = 7 with a reduced number of steps is given in Figure 6.
To reduce the number of steps further it is required to double the number of resulting data vectors, so the amount
of additional data to be sent is (2r − 1)dlog(P)e · u · β , where r is the number of removed steps from the distribution
phase. e number of additional calculations is also doubled, in the worst case when Ni is even in dlog(P)e − 2 steps
the number of additional computations is (2r − 1)(2dlog(P)e − 2) ·u · γ . e resulting complexity for the algorithm with
an intermediate number of steps:
τi = (2dlog(P)e − r ) · α+
+
(
2(P − 1) + (2r − 1)(dlog(P)e − 1)) · u · β+
+
((P − 1) + (2r − 1)(2dlog(P)e − 2)) · u · γ , (36)
where 0 ≤ r < dlog(P)e. e latency-optimal version (r = dlog(P)e) considered separately in the next subsection.
It is possible to analytically determine the optimal number of steps for the proposed algorithm by nding a minimum
of (36):
r = log
( α
m(β + 2γ )
)
+ log
( P
(log(P) − 1)ln2
)
(37)
e resulting expression consists of two parts: the rst one depends on network parameters and the initial data size
m, the second one depends only on the number of processes. Usage of (37) allows calculating the optimal number of
steps based on the estimated network parameters α , β and calculation speed γ .
When the number of processes is power-of-two and a special group TP is used (like the group shown in the Table
1.b) then the proposed latency-optimal algorithm becomes equal to the Recursive Doubling algorithm which means
that Recursive Doubling is a special case of the proposed approach.
9 LATENCY-OPTIMAL VERSION
Latency optimal version of the algorithm is a corner case of the version with intermediate number of steps where the
reduction phase ends with complete Allreduce result. On each step all data vectors are sent so (20) becomes:
Q ′′TX = t
0q′0 : t
1q′1 : ... : t
P−1q′P−1, (38)
and (21):
Q ′′i−1nQ
′′
TX = t
0q∗0 : t
1q∗1 : ... : t
P−1q∗P−1 : t
0q′0 : t
1q′1 : ... : t
P−1q′P−1 (39)
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Remember that q∗ appears at the step when the number of distributed data vectors is odd and reduction does not
involve all vectors which leads to the heterogeneous intermediate result. So q∗ and q′ cannot be combined even if they
have the same placement. e step result descriptions (22), (23) and (24) take the form:
Q ′′0 = t
0q∗0 : t
1q∗1 : ... : t
P−1q∗P−1 : t
0(q0 ⊕ q dP/2e−1) : t1(q1 ⊕ q dP/2e ) : ... : tP−1(qP−1 ⊕ q dP/2e−2), (40)
Q ′′even,i = t
0(q∗0 ⊕ q′Ni /2) : t
1(q∗1 ⊕ q′Ni /2+1) : ... : t
P−1(q∗P−1 ⊕ q′Ni /2−1) :
: t0(q′0 ⊕ q′Ni /2) : t
1(q′1 ⊕ q′Ni /2+1) : ... : t
P−1(q′P−1 ⊕ q′Ni /2−1), (41)
Q ′′odd,i = t
0q∗0 : t
1q∗1 : ... : t
P−1q∗P−1 :
: t0(q′0 ⊕ q′dNi /2e−1) : t
1(q′1 ⊕ q′dNi /2e ) : ... : t
P−1(q′P−1 ⊕ q′dNi /2e−2), (42)
Q ′dloд2P e−1 = t
0(q∗0 ⊕ q′1) : t1(q∗1 ⊕ q′2) : ... : tP−1(q∗P−1 ⊕ q′0) = t0qΣ : t1qΣ : ... : tP−1qΣ . (43)
e distribution phase, in this case, is completely omied. e resulting complexity for the latency-optimal version
in the worst case (when Ni is even in dlog(P)e − 2 steps) is:
τlo = dlog(P)e · α + P dlog(P)e · u · β + P(2dlog(P)e − 2) · u · γ . (44)
10 EXPERIMENTAL RESULTS
We performed experiments on our cluster of 8 machines with 20 physical cores each connected by 10 GE through the
network switch. MPI processes were mapped uniformly to cluster nodes but to achieve properties close to a peer-to-peer
network ranks of the processes were randomly shued.
A comparison was made between the proposed algorithm from one side and OpenMPI on the other side. OpenMPI
implementation of Allreduce utilizes two separate algorithms - Recursive Doubling for data sizes less than 10 KB and
Ring for bigger data sets. To have a complete picture we implemented Recursive Halving algorithm which works beer
on data of medium size.
To calculate an optimal number of steps for the proposed algorithm simple measurements were performed to estimate
latency, bandwidth and computation speed. e estimated values can be found in Table 2.
Figure 7 shows a comparison of the proposed algorithm with OpenMPI and Recursive Halving algorithms performed
for small data sizes and the number of processes P = 127. Performance degradation of OpenMPI at 10 KB caused by
switching from Recursive Doubling to Ring algorithm. e proposed algorithm shows beer performance even for the
estimated number of steps calculated using the network parameters from Table 2. ere are two reasons: rstly the
proposed algorithm has no bandwidth overhead caused by the reduction of the number of processes to the nearest
power-of-two, and secondly, it may change the number of steps to beer t current data size. e best possible result
for the proposed algorithm (red dashed line) corresponds to the case when we know the exact optimal number of steps.
e provided comparison demonstrates that the estimated number of steps ts well with experimental data.
Figure 9 shows a comparison of the proposed algorithm with Recursive Halving algorithm made for medium data
sizes and the number of processes P = 127. OpenMPI is not presented since it shows too bad performance for given
data sizes. e performance gap between the proposed algorithm and Recursive Halving is growing with the size
since Recursive Halving has bandwidth overhead caused by the reduction of the number of processes to the nearest
power-of-two.
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Table 2. Estimated point-to-point communication parameters for the 10GE cluster used in experiments to calculate the optimal
number of steps for the proposed algorithm.
α 3 · 10−5 sec
β 1 · 10−8 sec/Byte
γ 2 · 10−10 sec/Byte
A comparison for big data sizes is given in Figure 8. Ring algorithm (used by OpenMPI) nally beats the proposed
one which is due to beer cache utilization. However, it is theoretically possible to improve the proposed algorithm in
such a way that the number of steps will be bigger than 2 log(P) resulting in a smaller size of messages to be sent on
each step. is improvement is one of the tasks we are currently working on.
Figure 10 demonstrates the performance of dierent versions of the proposed algorithm for P = 127. e bandwidth-
optimal and latency-optimal versions together demonstrate the worst possible performance of the proposed algorithm
while the green solid line corresponds to the optimal number of steps for the given data size. e point where bandwidth-
optimal and latency-optimal versions intersect shows the biggest benet from the usage of the exible number of
steps.
A comparison concerning the number of processes is demonstrated in Figure 11. A comparison was made for data
size m = 425 Bytes which is the average size of the data array involved in Allreduce [23]. e number of steps for
the proposed algorithm corresponds to the latency-optimal version for all P . e performance of Recursive Doubling
algorithm isn’t changed sharply when the number of processes exceeds power-of-two but instead, it grows very
smoothly. It is caused by two reasons: rstly, not all processes participate in the preparation and nalization steps and
secondly, the latency for one-way transmission is much smaller than for bidirectional data exchange. In the proposed
algorithm all processes participate in bidirectional data exchange on each step which leads to a sharp performance
degradation introduced by each additional step. Nevertheless, the proposed algorithm demonstrates much beer
performance when the number of processes becomes signicantly bigger than the nearest power-of-two.
A comparison against the number of nodes for bigger data sizem = 9 KBytes is given in Figure 12. For big number
of processes the proposed algorithm shows beer performance even in a power-of-two case since it is able to change
the number of steps adopting to the current conditions.
11 CONCLUSION
e described Allreduce algorithm is a general solution working for any number of processes and any number of steps
between log P and 2 log P . It was shown that widely used algorithms such as Ring, Recursive Halving and Recursive
Doubling are special cases of the introduced common approach.
Our main contributions are:
• theoretical generalization of existing Allreduce algorithms based on group theory;
• novel algorithm based on the proposed theory which provides latency-optimal and bandwidth-optimal solutions
for any number of processes and is able to trade-o latency for bandwidth by changing the number of steps.
While there were some aempts to cover latency-optimal and bandwidth-optimal cases [2, 4, 6] for a non-power-of-
two number of processes they are not completely optimal and built with xed communication paerns. e proposed
algorithm provides a complete solution including all versions of Allreduce and moreover it is possible to vary utilized
14
2000 4000 6000 8000 10000
Data size, Bytes
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Ti
m
e,
 m
s
8
10
12
14
16
18
20
Nu
m
be
r o
f s
te
ps
Recursive Halving
OpenMPI
Proposed algorithm (best possible)
Proposed algorithm (estimated # of steps)
Number of steps
Fig. 7. A comparison of the proposed algorithm with Open-
MPI and Recursive Halving on small data sets for P = 127.
0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
Data size, MB
10
20
30
40
50
60
70
80
Ti
m
e,
 m
s
Recursive Halving
OpenMPI
Proposed algorithm
Fig. 8. A comparison of the proposed algorithm with Open-
MPI and Recursive Halving on big data sets for P = 127.
10 20 30 40 50 60 70 80 90 100
Data size, KB
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
Ti
m
e,
 m
s
10
12
14
16
18
20
22
24
26
28
Nu
m
be
r o
f s
te
ps
Recursive Halving
Proposed algorithm (best possible)
Proposed algorithm (estimated # of steps)
Number of steps
Fig. 9. A comparison of the proposed algorithm with Recur-
sive Halving on medium data sets for P = 127.
2000 4000 6000 8000 10000
Data size, B
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Ti
m
e,
 m
s
8
10
12
14
16
18
20
22
24
Nu
m
be
r o
f s
te
ps
7 steps (latency-optimal)
14 steps (bandwidth-optimal)
Proposed algorithm
Number of steps
Fig. 10. A comparison of dierent versions of the proposed
algorithm for P = 127.
20 40 60 80 100 120 140
Number of processes
0.0
0.1
0.2
0.3
0.4
0.5
Ti
m
e,
 m
s
Recursive Halving
OpenMPI
Proposed algorithm
Fig. 11. A comparison of Allreduce algorithms depending on
the number of processes for data sizem = 425 Bytes.
20 40 60 80 100 120 140
Number of processes
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Ti
m
e,
 m
s
Recursive Halving
OpenMPI
Proposed algorithm
Fig. 12. A comparison of Allreduce algorithms performance
depending on the number of processes for data sizem = 9
KBytes.
15
communication paerns using dierent groupsTP which may give a benet when more complicated network topologies
are considered.
A performance comparison was made of the proposed algorithm with existing solutions. e novel algorithm shows
signicantly beer performance on small and medium data sizes. Further optimization of the proposed solution aiming
performance improvement for large data sets is possible. For example, it is possible to implement a version of the
algorithm which operates with smaller pieces of data but with a bigger number of steps between 2dlog(P)e and 2(P − 1).
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