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Abstract 
Simulation models allow for the exploration of systems without resorting to expensive 
trials or system modifications. Whilst the topic of simulation can cover a broad range 
of methods, this thesis is particularly focussed on discrete event simulation. This type 
of simulation can model a range of man-made systems with high fidelity. Discrete 
event simulation models, however, are difficult to build, require a high level of 
expertise and often have long lead times in development. Further to this, they often 
rely on process experts for domain knowledge and are prone to errors in both coding 
and system structure. 
Process Mining is a recently established methodology that can infer, or “discover”, 
process models from data. Using Process Mining as inspiration, this thesis has 
proposed a four-step methodology that lays the foundations for realising resource-
based simulation models from data. The author has extended the Process Mining 
methods with a unique, targeted focus on resources rather than activities, as for many 
systems, resources are the major constraint. 
Through the building of a novel validation technique, several Process Mining 
algorithms have been utilised to discover process flow paths for two case studies. By 
measuring the numbers of correct, missed and falsely attributed connections, the 
algorithms were proven to infer the correct routing paths for a baggage handling 
system, but could not infer the correct routing paths for a more complex batch 
manufacturing study. A new algorithm was therefore derived to model the more 
complex cases in general, and specifically to model the manufacturing case study, 
based on the results of the validation techniques. The new algorithm, called the Zeta-
Gunn algorithm, successfully inferred the full set of activity connections and identified 
a full list of unique activity paths for the manufacturing system. 
Statistical analysis was then successfully employed to identify the key resources. The 
quantification of the processing times for the resources performed well for the baggage 
handling system, but significant differences between the mean and median processing 
time in the manufacturing case study were noted, caused by extensive planned 
iv 
 
downtimes. A novel method was developed to modify processing time probability 
distributions based on planned downtimes for each key resource. The results 
successfully created resource processing times suitable for discrete-event simulation 
models. 
The last step in the methodology was the development of decision analysis based on 
resource and system information. A custom-built simulation model provided the route 
data-set for a new validation technique for two decision analysis algorithms. A total of 
seven, static, dynamic and mixed route rules provided resource information to the 
decision analysis tools. Using the validation method, it was proven that the C4.5 
algorithm could infer the correct routing rules, even when high levels of error were 
present. This proof was validated by assessing the C4.5 algorithm against known static 
and dynamic routing rules. This thesis has proven that a resource-based simulation 
model can be successfully inferred from data. 
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Chapter 1 
 
Introduction 
 
1.1 Process simulation models and their applications 
To better understand our natural and artificial environments, the development of 
process simulation models has helped to improve understanding of systems at various 
levels of scale [1]. These models can take a myriad of forms, from highly 
mathematical models with analytic solutions, to data-derived heuristic models based 
on multivariate regression analysis or Neural Networks (NN). Process models have 
been developed to make quantitative and qualitative predictions of the system under 
investigation. To achieve this, the models must have all the key features and resources 
included in the model, such that different scenarios can be tested against the key 
output measures. In short, simulation provide a means of describing and testing our 
system to different initial and boundary conditions, as well as internal parameters. 
The range of application areas that can be studied through simulation can vary widely, 
such as: fluid-flow systems; investigation of heat and mass transfer; stochastic 
modelling of manufacturing, supply-chain or transport systems; and the functioning of 
organisational business practices. These models provide the user a methodology for 
determining the likely outcomes of the system to changes in the underlying structure, 
with the general aim of improving future performance.  
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1.2 Discrete event modelling simulation 
Discrete-event process simulation (DEVS) models are a large subset of the general 
field of process simulation models, where a simulation model is developed based on 
an event list, containing resource, process and input/output information. As all models 
are abstractions of reality, the need exists to set the boundaries of the modelling 
domain and include assumptions about what is to be modelled. Such assumptions and 
boundary conditions allow for the simplification of domain application for the 
simulation, such that the key features of the system can be studied.  
One of the chief assumptions in Discrete Event Simulation (DEVS) models is how 
uncertainty can be included in the modelling format. This is achieved using probability 
distributions, and it can have a significant effect on the input and output analysis. 
DEVS models therefore have the requirement to either perform long simulation run 
times, or test multiple sets of runs using different starting seeds for the probability 
distributions. DEVS forms of process models have been used in a wide range of 
applications, including: manufacturing; warehousing and supply chain systems; 
transport modelling; and service delivery, where the modelling outcomes have been 
utilised for the management of existing systems and as a design aid for new systems. 
There are four main reasons for developing process simulation models [1], these 
being: 
1. Scenario testing; 
2. Sensitivity analysis;  
3. Evaluation of system modifications; and  
4. System based optimisation using the process model as a test-bed. 
Once a simulation model has been developed and validated against a proposed or 
existing design, there are any number of possible scenarios that can be tested with the 
simulated system. The scenarios planned could range from the modification of 
parameters on existing systems, to the redesign of the whole process with an emphasis 
on the improvement of overall system output, or a reduction in the time taken for 
processing to be completed.  
The use of scenario testing also forms part of the next two process model applications. 
Through a sensitivity analysis of the key constraint parameters, usually related to the 
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key constraint resources, a level of understanding can be induced from the weight each 
parameter has on overall system performance. This sensitivity analysis can then 
inform the most efficient modifications that can be employed within the system to 
obtain the greatest benefit, although the dollar cost is often as large a constraint in 
these calculations. Some system modifications may provide significant benefit to the 
overall system performance, but the modifications may be difficult to deploy in 
practice, or may be uneconomic to pursue. Once the system modifications have been 
agreed, it is often when re-running the process model with the new system parameters 
or modifications that the removal of one constraint will lead to another constraint 
affecting system overall performance.  
The final use of process models is simulation based optimisation, but the key is 
determining the requisite cost function and the accuracy of the model output. An 
optimisation algorithm or technique can be viewed overlaying the simulation model, 
modifying parameters in the optimisation and testing the effects on the results through 
the simulation. If the cost function is flawed or the model is not accurate, then the 
optimisation will lead to poor outcomes. A comprehensive review of this area has been 
provided in [2].  
For many man-made systems, the system output and in-system time are constrained by 
several key resources, be it human, machine or other constraints, such that any 
improvement, or degradation, of system performance is governed by these resources. 
This was an idea developed by Goldratt in the 1980 and 1990’s via the Theory of 
Constraints. The Theory of Constraints (TOC) [3] postulated that scheduling systems 
need to manage the flow of items or products through the bottleneck resources, but 
often several key bottleneck resources exist and several resources that were near 
constraints. Determination of the constraint resources can be a at times difficult task, 
especially with varying product or case mixes. 
Process models can be utilised to help develop understanding of these systems, so long 
as the key system constraints can be identified and modelled correctly. To perform this 
task, it is important to model all key resources, even if they are not system constraints 
under the implied or assumed initial and boundary conditions. As changes and 
scenarios are tested with the developed process simulation model, it is likely that the 
system constraints will change or adapt to the new dynamic environment, and the 
previously developed methods for improving the overall system performance will 
require recalculation according to existing goals [4].  
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1.3 Process simulation model development 
Process simulation models have generally been developed for facilities following a 
standardised methodology. This methodology proceeds along the following steps: 
1. Obtain a facility layout or design of a proposed system; 
2. Place all significant resources at the appropriate locations, or if the 
resources are mobile, then have a home position defined; 
3. Determine key machine and labour parameters from process experts and 
historical data; 
4. Implement logistic and transport system for moving product items around;  
5. Determine decision making logic for routing, scheduling, queue 
management; and finally 
6. Develop a form of schedule or set of arrival times of parts/items/customers 
to be processed through the simulated facility. 
Once the separate components have been developed, the system is put together as a 
whole, with the model driven by the timing of events at a significant number of model 
components, and the rate at which simulated items or products are input into the 
system.  
One of the difficulties is that much of the process model development is dependent 
upon process experts, especially for decision making rules and approximate processing 
parameters, and documented process rate information from machine specifications and 
labour expectations. Further to this, the time and development costs for detailed 
simulation models can outweigh the expected benefits from the work for many Small 
and Medium Enterprises (SMEs). From this standpoint, this thesis will engage new 
techniques with the aim of improving the time to model completion and improving the 
accuracy of the model outcomes, using Process Mining as a starting point. 
 
1.4 Process Mining 
Process Mining (PM) is a methodology, incorporating a series of data sequence 
mining techniques and associated analysis tools, which has developed over the course 
of the last two decades. The early research into PM grew out Workflow modelling, 
which uses formal graphical programming steps to build a model with set 
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functionality. It has generally been associated with modelling of business processes 
and is part of a broader research area called Business Process Management (BPM). 
PM has been discussed extensively in 2003 [5], with a brief overview of the PM 
methodology given in [6]. The original concept of PM was to infer a process model of 
a business enterprise from a series of data event-logs. The inferred process model was 
in a Petri net, which could be used to test the workflow paths for the system. Petri nets 
are formally defined models, with a mathematical formalism that allows for the 
determination of important systems metrics [7]. Hidden Markov models [8] have also 
be used to extract a process model from event-log data. The third form of PM was the 
implementation of NNs [9] to determine the process flow paths, but it was considered 
not suitable for continuation. More detail on the initiation and development of PM 
techniques will be discussed in the next chapter. When a process model has been 
“discovered”, the model can be used to test the completion of the paths through each 
section of the workspace network, using tokens as items.  
The data for the process model discovery was in the form of event-logs, which are 
generated within most business information systems, and track a series of events on 
products and services as they are transacted through the enterprise. This highly 
detailed level of data provides a rich source of information if the right methodology 
can be employed to translate this data into knowledge. Van der Aalst [10] provides a 
step-by step guide on how this process is achieved, including: data conformance and 
filtering; the fundamental basis of many of the algorithms; through to the various 
methods of analysis of the generated Petri net model. Van der Aalst has also been 
instrumental in the formation of an IEEE Task Force on PM [11], setting out guiding 
principles, challenges and a strong research agenda. 
The detail of PM will be covered in literature review chapter, but a brief description of 
PM is required before discussing the various case studies and techniques involved in 
the process. Much of the PM literature is focused on the enterprise or high-level 
management of administrative business processes, common in many Enterprise 
Resource Planning systems. The main uses of PM are threefold [10], these being: 
1. Process Discovery: the generation of a process model based on data event-
logs, without any pre-existing knowledge of the process. This model can 
then be used to analyse and investigate the system under investigation; 
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2. Conformance: A process model that is generated through PM, or 
developed via other techniques such as Business Process Model and 
Notation (BPMN), can be used to test the conformance of the operation of 
the actual business processes to the expected business processes defined by 
the model; and 
3. Enhancement: Where a pre-existing model exists, it may be enhanced with 
some new information from the processes, or a change to the operational 
conditions. The model may need to be extended to account for the new 
process information. 
The first algorithm developed was the α-algorithm by Van der Aalst [12], but has been 
found to not work well for many studies undertaken. The reasons for this will be 
discussed in the next chapter, but the limitations of the α-algorithm allowed for the 
development of more sophisticated algorithms, as well as techniques that incorporated 
evolutionary programming and other computational intelligence research. A series of 
heuristic techniques have also been developed to solve some of the difficult 
challenges, where the more conventional techniques have failed to discover Petri net 
models approximating the reality of the system under study. The detail of these 
modelling techniques will be provided in the next chapter. 
The PM methodology works as follows: 
• A model of process flow is extracted, or discovered as the literature states, 
from a series of event correlations in a process event-log. The process flow 
is based on activities, rather than resourced based information as would 
traditionally be the case for simulation models; 
• The discovered process flow is translated into a Petri net model that can be 
executed to model the simulated system; 
• Once a model has been developed a series of performance metrics can be 
used to assess the model capabilities and test for conformance against the 
existing system. 
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1.5 Application areas of Process Mining 
The application areas for the use of PM has been wide-ranging, with an emphasis on 
conformance of actual system process flows compared to what was expected. These 
application areas will be expanded in the next chapter, but include: 
• Business processes of service companies and organisations; 
• Hospital wards and emergency departments; 
• High value-added manufacturing; and 
• Insurance and invoicing functions for companies. 
More recently the range of application areas has grown to include modelling of robotic 
vehicles and problem gambling, with PM providing some unique insights. Again, 
these research papers will be discussed in the next chapter. 
 
1.6 Limitations of Process Mining 
Whilst the outcomes for PM have been impressive in a relatively short space of time, 
there have been several limitations identified for PM: 
• PM is best applied for compliance checking that the process has followed 
as expected path. While this is a very useful outcome, there is significantly 
more that can be extracted from the process model output, that will have 
great value for researchers and end-users. 
• For resource constrained systems, a larger set of parameters must be 
extracted from the data to develop a model that can be used for scenario 
testing and sensitivity analysis. There has been some research on 
converting an event-log into a simulation model with resources included 
via Coloured Petri nets [13], but the analysis was limited and there has not 
been great uptake of the idea. 
• Much of the PM literature has been focused on relatively simple systems 
of business process mapping of administrative functions in large 
companies, or the conformance of service based industries to the expected 
process maps. These types of systems are what Van der Aalst termed 
“Lasagne” systems [10], as they are often well structured, with well-
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defined work flow patterns in structured layers and pre-defined decision 
making. 
• The more difficult systems to model and understand are the “spaghetti” 
type systems [14], called unstructured systems, where the process path is 
complicated and decisions are often dynamic and made in an ad-hoc 
manner. PM does not model these systems adequately. 
These limitations provide the basis for the research completed in this thesis. 
 
1.7 Research aims 
As will be explored in the Literature Review chapter, there are three main research 
questions to answer to develop resource-based process models: 
1. How can we expand the PM methodology to include resources, as this is 
the key to resource constrained systems? 
2. What information, tools and techniques are required to quantify key 
system resources? 
3. What information is required to make decisions and how can this be 
inferred from the data? 
This thesis will show how model structure, resource parameters and resource decision 
logic can be determined from data event-logs.  
Previous research performed in this area utilises the techniques employed in PM [15]. 
The work, however, does not fully meet the requirements for characterising all 
machine and human resources. Generally, only the bottleneck resources are modelled 
with any accuracy. Using coloured Petri nets in the model formulation has allowed for 
the inclusion of resources in the model framework and the assignment of resources 
with each activity. Despite this, most of the resources are not well defined, as only the 
current constraint resources are considered, which will be discussed in more detail in 
the next chapter. Thus, the process model developed has little application beyond the 
immediate operating conditions from which the model was developed. 
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1.8 Resource-based process model methodology 
Given the limitations in PM, this thesis is aimed at developing a methodology for 
extracting process simulation models from data. Using the techniques of PM as a 
starting point, the proposed methodology will aim to extract most information required 
for a process model from data. 
The methodology proposed will have four main steps: 
• Process flow discovery, which will highlight the relationship between 
different activities in the process model. Several different PM algorithms 
available in the ProM software package, discussed in section 1.9, can be 
employed to discover the process flow. These include the alpha algorithm, 
the causal-net miner, the fuzzy-miner and some customised heuristic 
miners. 
• Resource identification, which will identify human, machine and ancillary 
resources. These resources should be present in the data, but determining 
the relationship between human and machine resources has not proven to 
be a trivial problem. 
• Resource parameterization will quantify the key resources used to 
complete the activities. Using key data information, such as setup and 
processing times, it is possible to determine the key resource information. 
The main difficulty is determining how the interaction between human and 
machine resources happens and how long the interaction occurs for. 
• Decision making analysis, where the decision logic for the resources will 
be extracted from the data. The decision analysis is determined where 
there is a branching of flow paths from a specific activity. For less 
complex examples, such as binary decision making, the decision-making 
logic is relatively straight-forward. For more complex multiple branching 
scenarios, incorporated with resource requirements, makes the task of 
determining the decision logic difficult. 
A similar methodology has been proposed by Rozinat et al. [15], but it lacks the 
quantification of resources to make the discovered simulation model viable. A further 
paper by Rozinat and Van der Aalst [16] has detailed some of the data mining 
techniques developed for extracting decision rules, using a running example of 
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liability claims for an insurance company. These techniques, however, must be used 
for determining decision rules based on resource information, not just information 
associated with activities. These issues will be discussed in greater detail in the next 
chapter. 
Once the resources are identified, the resources must be quantified, so that an accurate 
simulation model can be developed. Using overall in-system times to determine key 
constraint resources is only valid for the existing set of system and resource 
parameters. Once system or resource parameters, input schedules or decision logics 
are modified for the developed simulation model, new constraints are likely to develop 
in the simulated system, some of which may not be anticipated prior to modification. 
This insight leads to the implementation of a methodology that is focused on the 
system resources, and how the information to quantify the resources can be extracted 
from data event-logs. 
 
1.9 Assessing the resource-based process model methodology 
To evaluate the new methodology, a series of simulation models have been utilised to 
provide the test data for the process flow discovery, resource parameterisation and 
decision logic discovery. Simulation models provide the basis for providing event-log 
data, as these are readily accessible and provide a means of validating the 
methodology. Given that the simulation models have been validated against the 
systems they were developed for, it is possible to measure how well the proposed 
methodology can mimic the simulated system. As much resource information can be 
written as output data as required to identify the resources applied to each activity. 
One further point of discussion is that the three case studies have been selected as they 
can be generalised for a broad class of problems. 
A total of three different case studies, all based on simulation models, with a brief 
description provided: 
• The first is a batch manufacturing facility, based on a fastener 
manufacturer. This case study allows for the examination of a complicated 
flow path, a high number of active work-centres and a significant number 
of challenges in determining key resource parameters, both machine and 
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labour. The decision making, however, is uncomplicated as the product 
routing is usually performed along fixed resource lines. 
• The second is a baggage handling facility for a major international airport. 
This case study has a significantly simpler item process flow, but the 
complication is in the structure of the changing process flow paths with a 
change in security policy for the system. The decision-making logic is 
fixed with probability distributions for the likelihood of various levels of 
screening activity occurring. 
• The third case study was designed to test the techniques for extracting 
decision-making logic from data event-logs. Using one level of a group of 
parallel process, a series of routing rules can be used to infer the routing 
decisions from the output data. As the resources and processes are 
straightforward, the process flow and resource quantification is trivial to 
calculate, but the routing rules used provide a valid test bed for the 
decision logic algorithms. A total of seven different routing rules have 
been tested, with the number of processes ranging from three to ten to 
determine the effect of the number of processes on the overall data mining 
results. Errors will also be introduced to the routing data-file, such that the 
degradation in performance of the algorithms with noise can be quantified. 
 
1.10 Tools for analysing data to extract process flow, resource and 
decision information 
Several tools have been utilised in the research to extract information from the data 
presented. The tools used were: 
• ProM [17] – The PM website provides access to range of research and the 
ProM software package used for extracting process flow information from 
the data event-logs. It contains a large range of PM algorithms, data 
filtering routines and a series of tools for analysing the output of the PM 
discovery processes. 
• IISRI Analyser – An analysis software package developed within the 
Institute for Intelligent Systems Research and Innovation (IISRI) for 
converting specifically coded process simulation output data into resource 
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information, which has been discussed in [18]. The basis of the analysis 
was the three main Key Performance Indicators of facility based 
management, namely: in-system time; key resource throughput; and 
overall and specific inventory levels. A specific ABC code has been 
utilised for this tool, which was incorporated in all relevant simulation 
outputs, which formed the test cases for this research. 
• Apriori algorithm [19] and C4.5 Decision Tree builder [20] – These two 
algorithms allow for the discovery of decision rules used in the simulated 
systems. The Apriori algorithm allows for the development of a series of 
rules of the decision making, based on key correlations in the data to 
determine the high frequency item-sets. The two key control parameters 
are the level of support for each rule and the minimum number of 
parameters required to make a rule. The C4.5 decision tree builder 
provides an algorithm for determining the decision tree for a set of data. In 
the process of determining the decision tree, a set of decision rules is an 
output of the algorithm. 
Applying the abovementioned tools to the data output from the three case studies 
provides a means of determining the strengths and weaknesses of the proposed 
methodology. The results will indicate that the determination of process flow maps, 
key resource parameters and resource-based routing decisions can be determined from 
data event-logs. The strengths and weaknesses of each part of the methodology will be 
highlighted for each case study. 
 
1.11 Chapter Conclusions 
This introductory chapter has described the reason and structure of this thesis. Using 
PM as a start point, the chapter has described the methodology for inferring a 
resource-based simulation model from process event-log data. PM is a relatively new 
field of study that allows for process models to be extracted from data, but there are 
several limitations on the models inferred using current PM techniques. A four-step 
methodology has been proposed to overcome the shortcomings with PM, the steps 
being: Discover Process Flow; Identify Resources; Quantify Resources and Determine 
Decision Logic, all based on resource information. From this methodology, the author 
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will show that a robust resource-based simulation model can be developed from data 
based on the resource and system state. This, and the validity of algorithms as applied 
to systems containing intrinsic noise, is a significant research gap in the current 
literature, that the author shall address. 
 
This thesis has contributed to the research through the extension of the PM 
methodology.  This has included: 
• The development of a methodology to test the validity of output from the PM 
algorithms, including the test for correct connections, incorrect connections 
and false positives; 
• The discovery of a new PM algorithm, called the Zeta-Gunn algorithm, to 
correctly model event-log data accurately; 
• A unique method to identify and quantify resources for complex systems; 
• And the evolution of a method to discover decision logic from data, based on 
the systems resources and status. 
The thesis is arranged as follows: Chapter 2 presents a review of the seminal and 
current research into the area of PM, resource quantification and decision analysis; 
Chapter 3 discusses the methodology, tools and techniques applied and developed as 
part of the research; Chapter 4 examines in detail the application and development of 
PM techniques with reference to two simulated systems, including the validation of 
the existing algorithms and the development of a new algorithm; Chapter 5 introduces 
two novel methods for identifying and quantifying resources for two simulated 
systems; Chapter 6 examines and evaluates the use of two Data Mining algorithms for 
extracting resource-based decision rules from the data event-logs; whilst Chapter 7 
provides conclusions and a discussion of future work. 
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Chapter 2 
 
Literature Review 
 
2.1 Introduction 
The previous chapter outlined the rationale for the research undertaken in this 
thesis, providing a brief overview of PM and the limitations it has with regards to the 
development of simulation models from data. A methodology was presented that aims 
to address the development of resource-based simulation models to enable sensitivity 
analysis and scenario testing. This chapter will review the current literature, determine 
the research question for this thesis and draw on current techniques and methodologies 
in the literature to show how the development of resource-based simulation models is 
possible. 
 
2.2 Overview of Process Mining 
PM has the aim of extracting process models from data event-logs, with the overall 
goal of developing a methodology for studying the system through conformance 
checking and ultimately simulation scenario testing. A review of the literature is 
required to determine the current state-of-the-art techniques for PM as it relates to the 
development of credible process simulation models and what research questions arise 
from the review. 
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The methodology for PM has developed over the course of the last two decades and 
was reviewed in a widely cited paper in 2003 [5] and an extensive overview of the 
methodology has been given in [10]. The base idea of PM, or Workflow Mining as it 
was originally titled, was to extract a process model of a system from one or many 
data event-logs. The process model is in the form of a Petri net, which can then be 
used to test the various workflow paths that operate within the environment. Petri nets 
are formally defined models, with a strong theoretical background, so that 
completeness and other important metrics can be quantified [21]. Markov models [9] 
can also be used to extract a process model from event-log data. When a process 
model has been “discovered”, the model can be used to test the completion of the 
paths through each section of the workspace network.  
The data for the process model discovery is in the form of event-logs, which are 
generated within most business information systems, and track a series of events on 
products and services as they are transacted through the enterprise. The volumes of 
data available through Management Information Systems is very large, but without the 
tools and algorithms to convert this data into meaningful information, much of the data 
potential remains untapped. Such is the premise behind much of the discussion around 
Big Data. There exists a huge amount of data that is currently untapped, because the 
mechanism to convert data into information and understanding is limited. PM fits into 
the category of Big Data as it aims to convert the highly detailed level of data into a 
rich source of information.  
Table 2.1 provides a sample data event-log, with the minimum requirement for PM to 
be developed being: a unique identifier for each process instance; an activity for each 
instance; and a Date/timestamp. In the example log provided in Table 2.1, which is 
from the manufacturing case study which will be discussed in chapters 3 and 4, a 
machine resource has also been added to the log.  
16 
 
ID Activity Resource Time (s) 
34_1_2 heattreat workcell_74 248881 
14_1_3 inspect workcell_112 249000 
10_11_2 forging workcell_10 249137 
6_1_2 warehouse workcell_218 249142 
8_1_12 threading workcell_36 249173 
7_1_8 pointing workcell_38 249493 
7_1_15 forging workcell_7 249500 
7_1_3 inspect workcell_112 249600 
14_1_3 packing workcell_90 249677 
2_3_2 forging workcell_2 250421 
14_1_3 warehouse workcell_218 250737 
6_2_23 forging workcell_6 251275 
8_2_5 forging workcell_8 251288 
14_1_4 sorting workcell_109 251472 
28_2_2 heattreat workcell_69 252143 
10_2_2 labtesting workcell_80 253068 
10_10_2 heattreat workcell_68 254142 
6_2_18 heattreat workcell_67 254899 
10_12_2 forging workcell_10 255477 
10_12_3 forging workcell_10 256639 
7_1_2 cleaning workcell_79 258312 
6_2_2 labtesting workcell_80 258468 
 
Table 2.1. Example data event-log, containing a unique identifier, activity, resource 
and timestamp. 
 
In the first part of the literature review, the author will overview the seminal research 
of PM. A review of the various techniques used to extend PM algorithms will then be 
assessed and from the limitations of PM, the key research questions will be outlined. A 
methodology for addressing the research questions will be proposed.  
2.2.1 Early Research 
The original paper that coined the term PM was in 1998 by Agrawal, Imieliski and 
Swami [22], but their research had built upon the other researcher’s work [21, 23], 
where Petri nets and other forms of event modelling had been used to build models 
utilising the knowledge of process experts. Agrawal et al. examined how the 
sequential patterns of activities in business processes could be determined through an 
algorithmic approach using directed graphs. There were two problems to solve when 
developing a process model: the workflow graph; and the edge or transition 
conditions, with a series of references given that highlight the work done in the related 
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field of workflow development. While the paper provides a series of proofs of the 
algorithm developed, particularly for completeness, the approach does provide a 
benchmark for the discovery of work-flow graphs from data event-logs based on 
activities. The shortcoming of the approach was that the algorithm only worked for 
sequential processes and could not determine concurrency between processes.  
Cook and Wolf [9] also developed techniques for the extraction of process flow paths 
from data event-logs. The research for Cook and Wolf was to develop an 
understanding for the operating processes of software. Thus, they placed an emphasis 
on finding techniques for discovering process models from the data. The challenge of 
process state discovery, modelled as Finite State Machines (FSMs), has been 
described as an analogue to the grammar inference problem. The grammar inference 
problem was described as the discovery of grammar rules based on a few sentence 
selections of a language. The paper describes three techniques for evaluating the best 
method of determining the underlying process in data. These three techniques 
examined by Cook and Wolf were: 
• NNs: A system called R-net was developed utilising a feedback 
mechanism from the hidden layer to the input layer, thus making R-net act 
like a FSM. The inference mechanism was the discussed feedback between 
the hidden layer and the input in the formulation of the next output state. 
The NN is a statistical technique and formed the first attempt to model the 
process through data. 
• Algorithmic approach: The discussed technique called Ktail, was based on 
a previously developed algorithm and extended to smooth the transitions 
and provide a much cleaner state-based model with less complexity for a 
larger number of tokens. The advantage of this procedure is that it requires 
only one parameter for tuning. Since this procedure does not require 
statistical information, it is independent of the amount of data available 
and does not have to be trained. 
• Markov Method: Using a combined algorithmic and statistical approach, 
the Markov method developed allowed for some of the benefits of the two 
previous approaches to be balanced. This method used probabilities to 
determine the most likely change from one state transition to the next. 
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All three techniques were compared using a series of four metrics: accuracy; speed of 
execution; the ability to tune and usability; and robustness to noise. It was determined 
that both the algorithmic Ktails and Markov methods provided the best overall results. 
The main failings of the NN approach were due to speed of execution, difficulty in 
tuning the model and overall accuracy of results without noise. The algorithmic 
approach had one main failing, that its accuracy when noise was introduced was 
greatly diminished. The paper by Cook and Wolf was the seminal paper for much of 
the work that followed at the Eindhoven University of Technology (TuE), led by Wil 
van de Aalst. Cook and Wolf [24] extended their initial work on discovering process 
workflows to include concurrency. The authors have used their Markov algorithm and 
a measure of entropy to determine what events are sequential and what events are 
concurrent from the data stream. This is a non-trivial exercise and has significant 
import for processes where concurrent agents are required for co-ordination and 
sharing of resources.  
2.2.2 Process Mining Development 
Most of the key developments around PM have been published from a group at the 
TuE, led by Wil van de Aalst, although it has an interchangeable title of Workflow 
Mining. The early work related to PM is defined in two papers [21, 25]. The first 
paper [21] describes the use of Petri nets for business process redesign. By focusing on 
the redesign of business processes across a large range of enterprises, the paper 
indicates how high-level Petri nets can be used to evaluate the redesign of existing 
processes, by the development of a fast and accurate comparison tool. Whilst not 
strictly a PM piece of research, the paper does show how the thinking regarding the 
extraction of process models from data began, as often the expected and actual 
business processes were quite different. The second paper [25] remains a summary of 
how Petri nets can be used to model work-flows. Petri nets represent FSMs that links a 
group of activities in an ordered manner. The paper gives a background for how Petri 
nets would work as process models, how resources can potentially be included in the 
model and how the analysis of work-logs can be attained. Again, the paper does not 
touch on the discovery of work-flow information from the data, but it does show the 
range of application Petri nets have for modelling business and software workflows. 
Given the initial work achieved by Cook and Wolf [9], the idea that FSMs provide a 
basis for modelling workflows in a large range of commercial environments, Van der 
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Aalst and his team began by developing the methodology of extracting process models 
from data event-logs as a specific type of Petri net called a workflow-net, or WF-net 
for simplicity. Most of the methodology for PM is discussed in a key review paper [5] 
which highlights the key process steps required to extract Petri net based process 
models from data. The paper starts with an introduction to workflow mining, the uses 
of PM and then explores other methodologies for achieving the aims of discovering 
workflow patterns and using the subsequent models to determine system behaviour. 
As stated previously, the three potential methods for converting data logs into working 
models are: NNs; an algorithmic approach; and the use of Markov methods, with the 
last two methods the most promising (from [9]). The algorithmic approach was used in 
most of the subsequent TEU work, builds a series of FSMs as WF-nets, where steps in 
the process are fixed in a definitive pattern.  
The early PM research [5] generally focussed on the theoretical and practical 
techniques required to: mine data event-logs; structure the event-logs using a standard 
XML format; and address the difficulties in obtaining a robust model that encapsulates 
all, or most, of the possible workflow paths. The subsequent sections of the paper 
highlight the methodology employed to obtain workflow patterns from realistic event-
logs, including: heuristic methods for incomplete data in the event-logs; determining a 
suitable model for duplicate tasks; determining the quality of the model derived; and 
how to structure a model for block-structured workflows. A final section comparing 
several available tools provides a conclusion for the paper. 
Petri nets are very good for studying workflow processes as they are represented 
graphically and are mathematically elegant at providing solutions for systems with 
concurrency and parallel workflows. Petri nets also have a strong mathematical 
background and so there is a large body of work dedicated to the analysis of these 
networks [23]. A Petri net consists of Places, Transitions and Arcs. The Places, which 
are generally represented by circles, represent the states of the system; the Transitions, 
represented by a solid bar, allow for the change of state in the system from one place 
to another; the Arcs connect Places to Transitions to other Places and direct the flow 
of data or tokens through the network. No node can be connected to another node of 
the same type. Tokens allow for the flow of information through the network, and the 
movement of the token through the network depends on the initial marking. The 
literature review in this thesis will not look in depth at the formulation of Petri nets. A 
sample Petri net developed as part of the process discovery research in chapter 4 is 
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presented in Figure 2.1. In this figure, the places are circles, the transitions are the 
rectangles and the arrows represent the arcs. 
 
 
Figure 2.1. Sample Petri net. 
 
A highly cited PM paper [12] from 2004, encapsulates a more concise summary of PM 
development, with a description and formalism of the first working algorithm to 
successfully extract process models from data streams, called the α algorithm. The 
paper provided the theoretical basis for the development of the algorithm, and proved 
that it can solve the re-discovery problem for a broad range of problems, namely the 
complete WF-net. The re-discovery problem is stated as the capacity to re-discover a 
process model, given a series of complete event-logs. The basis of the α algorithm is 
the identification of links between activities, “causal links” as they are called in the 
paper, such that if activity B follows activity A always in an event-log, then there is a 
causal link in the Petri net model. The algorithm builds up a model of the process in 
this manner, under the assumptions that if a causal connection is found in the log, then 
this should be represented in the discovered model, and so the two places are 
connected.  
Whilst the α algorithm was an advance in the development of workflow discovery 
techniques, it had significant weaknesses. It was not sufficiently robust to discover 
complex workflow patterns for many real-world data logs it was trialled on [10]. The 
main shortcomings of the algorithm were that noise, infrequent/incomplete behaviour, 
and complex routing constructs all conspired to degrade the performance of the 
algorithm. 
Due the short-comings of the technique, several other process discovery techniques 
have been developed to be more readily amenable to studying event-logs from real-
world systems. These logs invariably had many practical issues around data 
 21 
 
complexity, incomplete or insufficient data and workflows that were difficult to 
model. Three widely referenced algorithms have been the Heuristic Miner based on 
heuristic rules [26], the Genetic Miner [27], a computational intelligence algorithm 
and the Fuzzy Miner [28], which uses a series of data log metrics to set the level of 
model abstraction required by the software user. 
The Heuristic Miner [26, 29] sets a dependency measure of one event following 
another to determine the frequency with which most event sequences occur. This 
dependency measure then allows investigation of the workflow graph to determine the 
relative frequency of all the possible sequences in the system. By setting the value of 
the dependency measure to greater than a nominal threshold, the user can filter out 
much of the observable noise in the system and simplify the overall analysis. One note 
of caution with this methodology is that the exceptions to the high frequency 
workflows may not be noise, but unusual exceptions to the standard practice which 
would be well worth investigation. There are several variants on the basic form of the 
heuristic mining algorithm. 
The Genetic Miner [27] is an example of the use of computational intelligence in order 
to build a process model, using an iterative approach based on the genetic algorithm. 
There are four main steps in the procedure, namely: initialisation; selection; 
reproduction and termination. There were a few suggested cautionary measures 
required for the selection of the starting individuals and how the process model 
structure may evolve. Care must also be taken with the fitness function, selection 
criteria, cross-over and mutation steps in the procedure. There are other add-ons based 
on computational intelligence within the ProM software package, which can also be 
utilised. As discussed in the introduction, the ProM package is a software suite 
available for download for free, containing most of the PM discovery algorithms, pre-
processing add-ins, filtering algorithms and post processing analysis tools developed 
at TuE. 
The Fuzzy Miner is described in detail in [28], which discusses the reasons for the 
development of the Fuzzy Miner algorithm, stating it was similar to the heuristic miner 
developed earlier. Despite the title of the software add-on, this mining tool utilises 
none of the rich research based around Fuzzy Logic, but is rather an algorithm 
designed to allow the PM user to set the level of abstraction of the discovered model. 
Using two key measures; significance and correlation, the discovered model can be 
22 
 
observed from the very simple to the very complex. Within the Fuzzy Miner plug-in in 
ProM, there are three parameters which can be varied to increase or decrease the 
complexity in the observed model, these being a concurrency filter; an edge filter; and 
a node filter. With these parameters, the user can tune the resultant output model to the 
degree of complexity required. 
2.2.3 Other Process Discovery Techniques 
Although Petri nets provide some formal analysis tools for handling concurrency and 
testing for completeness, another method for mining process data for models is the use 
of Markov methods, particularly the Hidden Markov Method (HMM) or the 
Hierarchical Markov Method. The HMM produces a workflow graph but uses 
probability to set the likelihood of transitions from one state to another. The Markov 
method, in relation to PM, develops a series of FSMs through the calculation of 
probabilities of each sequence of events in the event-log. By tallying each event 
sequence in the log, a series of event sequence probability tables can be derived from 
the data. A user defined threshold probability was used to determine the likelihood of 
a particular event sequence being in the final process model. In general, the Markov 
method is less susceptible to noise than the Petri net formulation of the process model. 
Whilst not discussed by Van der Aalst, other literature has detailed the main 
shortcomings for the HMM method. These were threefold: firstly, the computational 
expense for calculating the transition probabilities; secondly, the initialisation of 
parameters is difficult to determine; and finally the results are difficult to interpret 
and/or visualise [30]. 
Several papers have highlighted the use of HMM for discovering workflow patterns. 
In a study of hospital treatment patterns [8], Poelmans et al. have used a novel 
combination of HMM’s and data mining techniques to determine the patient care-
paths in a Belgium hospital. In this paper, HMMs are used to discover the workflows 
through the hospital system for a set of breast cancer patients. These workflow paths 
are determined from the supervised learning of the HMM, using the data event-logs as 
a set of learning data. Once the care-paths were determined, a data mining technique 
called Formal Concept Analysis is employed to examine specific exceptions to the 
general care-flow pattern. Such a hybrid approach to more complicated workflows has 
been widely used throughout the literature, which is one of the difficulties with the 
initial PM methodology. The paper provides some insight into the key research of this 
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thesis, namely how can a hybrid approach be employed in the more general sense of 
developing simulation models from data. 
HMMs have been used in research by Khodabandelou, Deneckère & Salinesi [31], 
examining the intentions of various decisions made during the processing of events. A 
HMM was used to discover the process using a two-step supervised learning 
procedure. One set of data logs was used to train the Markov model, whilst a second 
set of data was used to test the predictions of the model against a known set of 
outcomes. The definition of “intentions” was unclear, but it has been assumed to mean 
the decision making of the actors’ involved in the process operation. In other words, 
the premise of the paper was to determine if HMMs could be used to understand the 
reason for actions being performed, rather than the fact that certain actions were 
undertaken in the process procedures. Again, this is a key issue in the determination of 
developing a resource-based process model from data. 
In one further paper [32], Szimanski, et al. have described the use of an agent-based 
simulation (ABS) and PM to develop a more realistic simulation of a simple 
purchasing system. The agent based system is modelled to replicate the interaction 
between different actors and resources in the system, whilst the PM aspect helps to 
enable the underlying structure and process flow of the model. In this instance, the PM 
model is developed using Markov units, whilst the agents address the higher-level 
interaction of the various components of the model. The results are for a very 
simplistic case and act as an example of how the methodology would work. 
Yang, et al. (2017) [30] has written a paper employing HMM for process discovery. 
The aim of the paper is to introduce new parts to the HMM model to enable better 
representation of the actual process rather than the expected process. The paper 
discusses the difficulties HMM have in process discovery, namely, they are 
computationally expensive, it is difficult to set the initial parameters for the HMM and 
the complexity of the resulting model make interpreting the results difficult for even 
simple processes. These challenges are diminished through the addition of trace 
alignment in the setup of the HMM and a simplification algorithm. The resultant 
model is applied to a case study is an examination of trauma resuscitation workflow 
modelling. 
Inference or discovery of the process flow through algorithms or HMM’s has been a 
key development of the PM methodology. It has allowed for the development of 
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process models without any prior knowledge of the system and has allowed for the 
development of these model quickly for system testing. The main use of process 
models from PM has been for conformance checking, described in the next section. 
 
2.3 Process Mining for use in Conformance Checking 
After the initial research in the development of various methodologies for discovering 
process model flow paths the next extension of the work, the second part of the overall 
PM methodology [10], is the development of conformance checking for the discovered 
model against the expected or ideal system. This has been the most studied aspect of 
PM, as conformance for many systems is paramount.  
For conformance checking [10] there is requirement for an existing model or flowchart 
of the expected system is compared to a model developed through PM. Then a process 
of checking is required to monitor any deviations from the discovered model 
compared with the expected system behaviour. The difficulty is in determining 
whether an error discovered between the discovered and expected system is due the 
PM techniques used, or the actions of resources during execution of the tasks of the 
business. The key papers are given in the following paragraphs. 
In [33], Van der Aalst sets out in detail the methodology of conformance checking, 
where key events can be replayed through the Petri net model to provide validation 
against the data event-log. The key metrics used to test the conformance of the model 
are: Fitness (a measure of how well the model replays event in the data log); 
Simplicity (the simpler the better); Precision (avoid underfitting); and Generalisation 
(avoid overfitting). A metric is provided for each of the performance criteria and a 
brief overview of performance analysis is also provided. 
One of the key features of conformance checking is the balance in many systems 
between the most efficient operations and the need to manage risk. For many systems, 
this requires that several check-points are placed in the system to manage the risk, 
such as; risk committees, checking final outcomes with senior personnel, or inspection 
and testing in many manufacturing operations. Often these risk management 
techniques reduce the efficiency of the business operations, but are necessary to 
reduce errors in the quality of the activities undertaken. In this manner Caron et al. 
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[34] have written a paper looking at a more comprehensive methodology for 
conformance checking and risk analysis with PM. The paper is largely aimed at 
improving and extending the conformance of business processes to match the actual 
system. Using current auditing techniques, the paper discusses a range of categories in 
how PM can be improved to better reflect conformance standards, particularly utilising 
the delta analysis for conformance checking. 
Another methodological approach has been to convert a model discovered with PM 
techniques into a standardised BPMN formulation [35]. Such conversion allows a 
larger range of system experts to study the differences between an expected business 
process and a discovered, or actual process, which supports conformance checking. 
The concept of process cubes [36] has also been raised as another method to 
investigate conformance from a range of different perspectives. 
Results visualisation have also been considered by researchers where Low et al. 
(2017) [37] discuss recent research examining how to visualise the difference between 
event-logs. The paper formalises the problem, but then looks at how best to visualise 
different changes in timing information and/or resource information in an event-log. 
2.3.1 Case studies validating conformance checking 
This section will highlight some of the interesting case studies undertaken with regards 
to conformance checking. 
Rovani, et al. [38] has written a paper based on conformance checking in healthcare 
using PM techniques to check and adapt clinical guidelines. The paper has used the 
declarative models rather than model built on procedural languages such as BPMN or 
UML activity graphs. There was a discussion between the differences in clinical 
guidelines and practice, due to many issues related to patient’s specific needs, 
socioeconomic conditions and other factors. Because of the variability observed, there 
was a need to understand the causes of the divergences from guidelines into practice. 
The paper has postulated that there should be less reliance on surveys and manual 
understanding of the differences, and the use of PM techniques can automate the 
process to some extent. Declarative models have been used, giving the user a small 
number of constraints from which a more open form of model can be developed. The 
case study investigated was for the different care-paths of treatment within a urology 
department, to deal with patients affected by cryptorchidism.  
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Ingvaldsen et al. [39] have written a paper giving a framework for evaluating different 
aspects of process flows and highlights the difficulties in PM. The paper highlights the 
advantages of running PM in the conformance sense in on-line control systems to 
monitor the health of the business processes. The paper is generally concerned with 
the issues around data structuring and noise associated with data in many real-world 
systems, with an example of sales and purchasing at a Norwegian food company. 
Other papers in the area of hospital operations have focussed on the compliance of 
clinical guidelines and compared them with the practice within a hospital in Austria 
[40]. The methodology of PM is well suited to this type of application and the paper 
provided a good case study and results on what can be achieved. It does not however, 
address the operational issues within hospital and healthcare networks, as the PM 
models do not take account of the resource-constrained nature of most hospital 
environments. Health-care has a particular interest in conformance of patient 
treatments to clinical guidelines, an area of research well suited to conformance 
checking in PM, which will be discussed in the section on unstructured systems. 
One further use of conformance checking has been the analysis of security audits for 
enterprise computer networks [41]. The reason for moving toward PM techniques for 
this area of IT support is two-fold: firstly, the security audits often have difficulty 
detecting errors or flaws in the system security; and secondly security audits are time-
consuming taking on average 18 months to complete. This paper assessed the various 
process discovery tools of PM for the purposes of compliance checking. They 
determine that the heuristic models and the alpha algorithm are not suitable, due to the 
high pass filtering employed in many of the model variants. Security audits are 
generally looking to examine the exceptions to the rule, rather than the most frequent 
path analysis. The authors conclude that PM has tools that will help with security 
audits if both the control flow and data-flow characteristics are modelled together. 
The development from initial data mining techniques for PM led to the development 
of a specific type of Petri net or Markov hierarchies to model workflow patterns. 
Conformance checking helps identify discrepancies between the expected and actual 
process operations. Whilst a significant step forward, the discovery process flow 
information is only the start towards building a simulation model. In the next stage of 
the review we will consider what is required to fully implement process simulation 
models. 
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2.4 Limitations of Process Discovery and Conformance 
The literature provides numerous examples and methodology for the discovery of 
process models from event data logs without a-priori knowledge, which can be used to 
test the conformance of the process being investigated. The PM methodology also 
includes one further step in the overall process, namely process enhancement. The aim 
here is to take an existing model and enhance or improve it, as well as examining 
performance measurements and the development of simulation models. The difficulty 
with this approach is that enhancing a model often requires a model of the system that 
includes resources, be they human, machine or ancillary, because resources are the 
constraint for many real-world systems, such as health-care systems or logistics 
systems.  
The initial formulation of PM with Petri nets could not explicitly include resources in 
the formulation. Discrete-event simulation models are rarely used for conformance 
checking, but rather [1] for optimisation and scheduling to meet some overall business 
goal, or for scenario testing and sensitivity analysis around key parameters within the 
model. To achieve these capabilities, the models must include resource information 
such that the constraints and the dynamics of the system are incorporated into the 
overall results. In this section, the author will therefore examine literature that includes 
resources in the formulation, preferably from the data logs developed as part of the 
PM techniques. Following this, the literature examining unstructured systems will be 
examined. 
2.4.1 Inclusion of Resource Information 
In general, much of the issue of modelling of resources has not received attention 
through the PM community, partly because of the emphasis on organisational 
conformance rather than simulation development. It is assumed in the development of 
models, either Petri net or Markov methods, that resources are available when 
required, as much of the focus has been on the administrative functions of 
organisations, or what is referred to as Business Process Modelling (BPM). If the 
resources are a constraint to the operation of the business processes, this is not 
observed easily in the graphical outputs.  
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One paper that does address the issue of constrained resources with non-determined 
time is [42]. The paper has provided a theoretical development of a type of Petri net 
that allows resources to be explicitly modelled, such that the overall workflow model 
is constrained by the resources. The reachability graph has been algorithmically 
optimised, to obtain the best results with no risk of resource deadlock. The results 
provided have shown that the explicit allocation of resources can be considered for 
Petri net analysis, but the case study presented was too simplistic for most application 
cases. 
Rodriguez et al. [43] have presented another form of Petri net, called the Process PN, 
where the allocation of resources is considered. The resources are explicitly modelled 
and times are considered as probability distributions, with mean and variance. The 
difficulty with this modelling is the state space explosion in computation for complex, 
real-world problems. The authors have used Linear Programming techniques to reduce 
the size of the state space, making the computation manageable. The techniques centre 
on determining the bottlenecks within the system, and managing these bottlenecks, 
such that the overall throughput is not greatly diminished.  
Both the aforementioned papers [42, 43] do not use PM as the starting point for the 
system development. In essence, the papers are studying systems that are already 
known and modelled, so they are extending the theory and application of Petri nets to 
explicitly model the constraining effect resources have on the system dynamics. The 
main research problem encountered with deriving a model from data logs will be: to 
determine what resources are being used to complete activities in the process; the time 
taken to perform tasks; and where the main resource constraints exist within the 
system. Not all this information may be inferred from the process logs fully, but may 
require to be supplemented with human process knowledge to tune the model results. 
The research group at TuE have developed some methodology for the development of 
simulation models from data logs [15], a paper outlining how a simulation model can 
be discovered from data. The paper discusses how to extract a simulation model from 
data event-logs in the form of a coloured Petri net model. The use of Coloured Petri 
net (CPN) rather than a WF-net has allowed for the inclusion of resources for the 
execution of activities. The discussed paper explains a four-stage process similar to the 
one described in this thesis: 
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• Control-flow discovery – discovery of the path of items through the 
system. 
• Performance analysis – analysis of the key performance of sections within 
the system, mainly focussing on waiting times and execution times. 
• Role discovery – discovering the groupings of individuals used. 
• Decision-point analysis – an analysis of the likely path taken by the items 
at all key decision points. 
There are some limitations in the way the development has been performed, as the 
research does not model the key parameters of the resources correctly. The two 
parameters calculated by the performance analysis are the execution time and the wait 
time. The execution time for resources is critical to building a good simulation model, 
but the wait time is an output of a simulation model, not an input. The wait time prior 
to a resource starting processing, is a function of the flow of items into the resource 
and the rate at which items are completed. By using wait time as a model input has 
meant that the model was of limited use for predictive capabilities and thereby largely 
negated the reason for building a simulation model. The decision point analysis is still 
focussed on activities not resources and so any changes to the resource parameters or 
system performance related to resources may not be identified correctly through 
decision analysis. The case study is of an oncology department in a hospital. The key 
shortcoming of the work, apart from the modelling of wait times, was the lack of 
validation of the execution times for all key resources.  
Further research into simulation based on PM has been provided in [44], with the 
inclusion of detailed modelling capability through CPN’s. The inclusion of stochastic 
modelling and extra information provided by CPN’s provides some basis for 
developed models closer to simulations models. The development allows for the 
ability to run alternate scenarios, but for the case study provided, the extension of the 
work is limited to relatively simple systems. That is one drawback of the CPN system, 
the model becomes very cumbersome for large scale simulation. 
Van der Aalst et al. [45] have added a time analysis and prediction function to the 
process modelling tools they have developed. The paper details the analysis of timing 
data from a model discovered from event-logs. Although the paper does not explicitly 
model the resources required to complete the activities in the Petri net, the analysis of 
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the timing information does provide a means for determining bottlenecks in the 
workflow process. Overall the paper discusses time analysis in the context of PM, 
such that the process model can be used to make predictions, based on probabilities, 
about the time to complete activities within the work-flow. The main difficulty for the 
research described by Van der Aalst is that it is making predictions based on the 
existing system, which for the prediction of service times is a valid goal. However, to 
use a model for predictions of a modified system, there needs to be significant further 
effort to understand the loading on the resources, the dynamic nature of the system 
demand and activities and how the system constraints vary depending upon the 
differences in demand patterns. The paper gives a good introduction into the 
formalisation of the methods for measuring system performance and provides some 
account of the errors in the results obtained. In some of the cases studied, the errors are 
quite large and of little use in practice. In the discussion, however, the following is 
stated:  
“Second, we base our predictions on prefixes of a single, process 
instance. The transitions systems learned from event-logs describe 
one case in isolation. In practical applications of our approach we 
noted that the context of a case is also important when predicting 
flow times. Here we interpret the context of a case as (a) the other 
cases it is competing with, (b) the availability and load of resources, 
and (c) external factors influencing the process.” [45] 
The abovementioned quote is the key theme in this thesis, in that the load on resources 
must be considered across the system to make valid predictions. Predictions without 
resource load information are not likely to be much value at best, or significantly 
misleading at other times. If a system is constrained by resources, which most systems 
are, then the loading on and competition for resources must be considered when 
calculating time based predictions. 
One further comment is worth noting due to a recent paper [46], where the authors 
discuss the use of PM techniques for Business Process Simulation (BPS). BPS is 
generally used for the simulation of business processes, usually at an administrative 
level of the operation. The paper states that BPS is used for two main purposes; 
steady-state analysis for support of long term planning and short term where 
operational support requires concrete answers to existing problems. There is also a 
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third reason for using BPS, to study the static and dynamic effects of changes in 
system parameters or operational practices. Again, the difficulty with the paper is that 
resources are not considered in the test cases, as they are too difficult to model. 
Ignoring resources critical to the operation is hardly a valid assumption and does not 
lend itself to the simulation providing adequate results. The results of two case studies 
were for a car repair process and the maintenance records for a cosmetics factory. The 
data for both case studies was tested using a methodology developed by the authors 
and then compared with the methodology developed by Rozinat et al. (2009) [15]. The 
results inferred by Khodyrev and Popova for the updated simulation methodology 
were better than the methodology suggested by Rozinat, but it was not clear if this was 
due to the assumptions in the modelling.  
Whilst not the focus for this thesis, BPS has been a significant area of interest for 
many researchers and therefore worthy of a brief review. As discussed in [47], 
simulation has been used in BPM, but the application has been limited. The paper 
describes the many reasons for the limited use of simulation in BPN, but most of what 
was discussed revolved around issues of modelling resources adequately.  
Further discussion in two previously mentioned papers [46, 47], has led to distinction 
between long-term simulation models for steady-state planning and scenario testing 
and shorter time horizon operational support, such as anomaly detection and short-
term scheduling. These distinctions have led to the development of process model 
tools for predictive process monitoring. Some papers that examine the topic are 
presented in [48], [49], and [50].  
The inclusion of resources for PM has been achieved within a limited context. The 
inclusion of coloured Petri nets has meant resource information can lead to the 
development of simulation models. However, the data analysis is limited and very few 
case studies have been trialled and validated. In the next section, this literature review 
will examine another difficulty associated with PM, namely unstructured systems. 
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2.4.2 Use of Process Mining for Unstructured Environments 
One further issue arising from the PM literature [10] is the difficulty the methodology 
has had in obtaining meaningful results for “unstructured” processes. As mentioned in 
the literature, there is a range of structure in processes, starting from the well-defined 
structured process that many administrative business processes follow. In these cases, 
the discovered process model follows a distinct pattern with well-defined routing 
between activities, even when there is concurrency and parallel routing paths. At the 
other end of the continuum [51], the unstructured processes have complicated 
workflow patterns, when viewed graphically. Van der Aalst [10] refers to these two 
types of processes as “Lasagne” processes, where the structure is layered and well 
defined, and “spaghetti” processes, as the workflow graphs look much like spaghetti 
charts. The literature states clearly that PM [52], as a modelling and discovery tool, 
does not perform well for unstructured processes, whereas for structured processes the 
methodology has been successful in identifying clearly defined business processes.  
One such example of unstructured process models is given in Rebuge and Ferriera 
[53], where PM has been employed to gain understanding of patient care-flows in 
hospitals. The paper has a thorough review of the workings of PM and the difficulties 
in modelling in health care and hospital environments. To study the range of processes 
available, they have employed sequence clustering, using Markov chains, to examine 
the general processes, as well as the process variants and infrequent behaviour. The 
social network miner has been employed to examine who works together, and how 
work is handed from one group to another. The results for the emergency radiology 
section indicate that some success has been obtained using sequence clustering. The 
clusters have identified some of the incorrect behaviour that occurs within the system 
and the performance analysis has identified some of the key bottlenecks in the system. 
In one further paper [54], the authors have investigated the discovery of patient care-
flows in hospitals from data, or Clinical process analysis (CPA) as it was titled in the 
paper. Their approach has not used PM, but a data mining technique called Latent 
Dirichlet Allocation (LDA) to discover the care-flow. PM was discussed with a series 
of papers reviewing the application of CPA and how the lack of prior knowledge was 
a useful trait of workflow mining. The LDA method was utilised, rather than PM 
techniques, due to the high level of complexity in the care-flow paths, with the LDA 
method providing a significant improvement over the spaghetti-type graphs observed 
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with PM models. The LDA method was applied to two specific care-flow logs 
regarding intracranial haemorrhage and cerebral infarction from the system, with 
acceptable results. 
In another paper [55], Folino, et al. have extended the analysis of PM for unstructured 
systems, where the process flow is complicated due to an unstructured system. The 
main concept with the research is to extend the analysis of the control-flow 
perspective of PM by developing a better methodology for analysis of the clustering 
associated with complex flow-paths. The methodology used improved clustering 
analysis to identify outliers in the flow-paths, as well as the development of a model to 
predict the grouping of activity clusters from the data. Whilst a significant 
improvement in the development of process flow modelling for complicated or 
unstructured systems, the results still don not reflect the dynamics of systems models 
with different levels of loading and variable demand patterns. 
A more detailed description of the clustering techniques has been provided in [56], 
where the techniques for breaking down the event-log into comparable cases has been 
considered. The techniques use statistical methods to determine the number of 
individual clusters present within one log such that if certain sequences, associated 
with specific tasks, do not appear within the log above a user-defined threshold 
parameter, then these sequences do not form a cluster. Once the clusters have been 
determined, a process model can be developed for each individual cluster to avoid the 
problem of over-generalisation that occurs with complex processes. The 
implementation described has used three threshold parameters to identify the key areas 
of clustering.  
In further developments of clustering techniques discussed above, Song et al. (2013) 
[57] has developed a paper using design of experiments (DoE) to test three dimension-
reduction techniques, with the aim of improving trace clustering performance 
associated with PM models. The data-set employed was for a large Dutch hospital and 
was therefore discovering PM models that were large and complex spaghetti-like 
diagrams. The aim of reducing the dimensionality of the data was to reduce the 
number of attributes trace clustering needed to be performed upon. The authors have 
applied three different dimensionality-reduction tools to reduce the number of 
attributes, and three different clustering techniques to determine what combination 
provides the best overall results, using the heuristic miner for inferring process 
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models. The results obtained varied depending upon the complexity of the data-log 
used. 
In further clustering research, Diamantini [58] has introduced behavioural clustering 
of Process models for large and/or complex data-sets to help simplify the process 
leading to better understanding. The paper used hierarchical clustering to attain a 
better understanding of the model developed. The paper has similarities to social 
network analysis, but wanted to monitor not only the handover of tasks from one actor 
to another, but also what tasks were being achieved with collaboration. This paper 
extends PM to examine activity-member pairs, thus taking a further step towards the 
use of resources in the process model. The overall aim was to extract useful 
information from the data via understanding behavioural characteristics. A similar 
approach to more detailed clustering was undertaken by Greco et al. [59] and Ghattas 
et al. [60]. 
Mans et. al. [61] has also applied PM tools to the study of stroke care in Italian 
hospitals and prior to admission to hospital. The first section regards the discovery of 
care flow-paths within the hospitals, the second the performance measures used to 
identify bottleneck through high wait times. The results are encouraging in terms of 
care pathways, but a lack of integrated data means there are gaps in the whole system 
pathways. In a further paper [62] addresses the type of questions posed when 
performing PM analysis in health care systems. These can be grouped into four 
questions, namely: 
1. What are the most paths followed and the exceptions to these paths? 
2. Do different patient groups follow different flow paths? 
3. Is there compliance with internal and external guidelines? 
4. What is the bottleneck in the system? 
The case study used was a relatively simple case examining the wait times for cancer 
patients that need surgery, followed by a determination of the causes of the long wait 
time instances for hospital admission, surgery and outpatient treatment. There were 
problems with the granulation in the data for the performance measures, such that firm 
conclusions could not be drawn from the PM model. Apart from questions around 
conformance, the four questions above could be commonly asked in any simulation 
model development [1]. 
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Maita, Fantinato and Peres [63], have written a paper using Artificial Neural Network 
(ANN) as the tool to aid the understanding the results of PM. Apart from a review of 
the use of ANN’s in the further development of PM, the case study was an exploratory 
investigation into the conformance of a Distance Learning course for a university, 
within the Learning Management System. There was no formal model for a highly 
unstructured system and little understanding how the students interacted with the 
course work. The models and ANN classifier developed are only exploratory in nature, 
but do provide some insight into how the ANN can be used to predict satisfactory/fail 
results for students. Other research in the area [64] has employed ANN’s for quality 
control in conjunction with workflow models.  
The education sector has become a significant area of study with PM concepts. The 
increasing popularity of distance-based learning is making the understanding of how 
the learning systems function increasingly more difficult to understand. A review of 
PM in the education sector has been provided in [65]. 
The last two sections highlighted the major difficulties encountered with PM, in terms 
of resource modelling and unstructured systems, and how researchers have used many 
different methodologies to resolve the issues. For incorporating resources into the PM 
models, a variety of different Petri nets have been employed. For better understanding 
of unstructured systems, several forms of clustering and Computational Intelligence 
methods have been utilised to better model and visualise important parts of the 
systems. The scope of different case studies is now expanded to include a larger range 
of application areas, more suited to resource-based simulation models. 
 
2.5 Studies of Real-World Systems 
When studying hospital and healthcare networks, it has been identified that these 
systems have a high level of complexity and are identified as unstructured 
environments. The reasons given for this complexity are highlighted in [51] and are 
centred on the dynamic, complex, interdisciplinary and ad hoc nature of the 
environments. The paper then provides an outline of how PM can be used to analyse 
these systems, through the development of clustering algorithms, which examined 
instances of the most common care-flows. In the example provided, the workflow of 
an oncology department within a Dutch hospital, clustering of the original workflows 
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highlighted nine individual clusters. The mining of each individual cluster led to better 
defined models in each case. The paper highlights the three forms of analysis: control 
flow perspective, which highlights the overall workflow patterns; the organisational 
perspective, which highlights how the work interaction between groups occurs; and 
the performance perspective, which analyses the performance within the system. 
Overall the paper produces a clustering proof-of-concept via the results of the case 
study. In another study of hospital operations [66], the authors used PM to study the 
effect of the construction of a new facility on the level of care and hospital wait times 
for an outpatient clinic. 
In another area of interest [67], the authors have developed methods for tracking the 
dynamic behaviour of customers through tracking temporal trajectories in data. The 
use of clustering (K-means and Self Organising Maps), combined with sequence 
mining are the key methodologies used. The case study used in the paper is the 
understanding of customer behaviour for a major event organiser and how to maintain 
customer loyalty. The results provide good visualisation of the trends amongst 
customer groupings, particularly with regards to dynamic behaviour. The study of 
dynamic behaviour is becoming increasingly important, so methods to map temporal 
trends are important. This has been recognised and there are some tools now available 
in ProM [68]. The idea of concept drift has begun to become more important, given a 
reasonable body of research has been performed with PM tools. Concept drift 
incorporates the change that occurs in businesses over time, either transient changes or 
more long-term drift and has been identified in [69] and a brief review provided in 
[70].  
Several case studies of PM have also been provided outside the Business Process 
domain where it has commonly been applied. PM has been applied in a multi-national 
company [71], but the case study presented has highlighted the difficulties in obtaining 
good data logs from a number of different systems. The outcomes of the work 
highlighted several differences in regional efficiency at different facilities within 
Europe, and discussed several practical difficulties translating the appropriate 
information in data logs into workable process models. Another case study of a supply 
chain network [72], the authors have developed a PM framework for logistics 
operations, in order to develop a series of fuzzy association rules. From the rules 
developed, a series of causal links between the key criteria in the data warehouse has 
allowed the identification of root causes for poor quality or defects. Whilst closer in 
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nature to data mining, the approach provides another methodology for investigating 
complex workflows.  
In manufacturing [73], PM has been developed for the testing procedures of wafer 
scanner machines after assembly. The case study is an Integrated Circuit scanner 
manufacturer for the semi-conductor market based in the Netherlands, and is the type 
of high-complexity, high value- added manufacturing many advanced economies are 
focussing on. The complexity comes from the range and variation in the design of the 
scanning machines manufactured and this work focusses on the assembly and testing 
regime within the company. These test processes typically required several weeks to 
be completed, in a market where constant innovation was expected. The testing 
procedure was deemed to be long and complicated, and the results, in the form of a 
workflow graph, have validated these results. The chart has multiple feedback loops 
due to repair and retesting, when defects were found. A total of four dominant 
feedback loops were the key to reducing the overall test time and by focussing on the 
key work-flow information, the authors identified some key improvements for the 
company. 
Another paper focused on a more structured manufacturing process has been provided 
in [74]. The authors have used a comparison between BPMN and a PM discovered 
model for two different companies. They used the alpha miner, the heuristic miner and 
the fuzzy miner, but could not obtain a full picture of the production processes, due to 
the filtering of small frequency flow-paths and anomalies. From this perspective, they 
developed their own data mining tool. Such difficulties with the ProM algorithms will 
be discussed further in my research in thesis chapter 4. 
As an area of study, PM techniques have been deployed in a very different area of 
real-world issues, that of problem gambling. Suriadi et al. (2016) [75] have 
documented research in a comprehensive study of problem gambling using a 
combination of clustering techniques to find the groups of gamblers in New Zealand. 
PM has been used to help researchers discover the actual behaviour, in terms of repeat 
actions, to infer how gamblers act, then further analysis of the key clusters identified. 
An approach that has some useful insights into the behavioural aspects of gambling. 
One last paper review was for a novel application of PM when studying multiple 
Unmanned Aerial Vehicles (UAV) operations, used for fire detection and 
extinguishment [76]. This application involved several potential optimisation 
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problems, as well a very unstructured environment. The authors use the full suite of 
ProM tools and find some useful information from the analysis/visualisation of the 
results. 
The review of the above papers in complicated or unstructured environments has 
highlighted the difficulties of employing PM techniques in complex systems. The 
possibility exists therefore to consider hybrid modelling techniques to obtain better 
results. 
 
2.6 Hybrid Modelling Methodologies 
PM is a methodology that allows the extraction of process models, either Petri nets or 
Markov Models, from enterprise information systems. It has the advantage of not 
requiring prior knowledge of the system to develop a model of process flow, with the 
potential to examine process bottlenecks through the examination of timing 
information within the event-logs. PM has limitations when deriving resource-based 
models where scenario testing and sensitivity analysis of the key constraint resources 
can be undertaken. This leads to the potential to combine different types of modelling 
methodologies to achieve overall better outcomes. Some of the hybrid modelling 
techniques used will now be discussed. 
In [32], one combination of PM is with ABS for administrative business processes. 
This research has combined a PM technique, a hierarchical Markov model, with ABS, 
using the Agent-Object Relationship (AOR) framework. The main objective of 
combining the two, is to facilitate a simulation model that can test changes to the 
business process and assess if the changes act as expected using the hierarchical 
Markov model, before the changes are implemented in practice. In many automation 
systems, this is analogous to testing in shadow mode. Much of the paper is dedicated 
to the system design and metric description, but the case study presented is too 
simplistic to be of any practical value. The methodology has the potential to provide a 
significant advancement in the use of PM in operational support roles. 
Another approach to combining PM and simulation is detailed in [77], where a 
methodology for combining PM and simulation into an integrated Business Process 
Re-Design methodology has been described. Using a combination of PM tools and a 
Coloured Petri net as a simulation tool, the researchers have provided a simple 
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example of the procurement procedure within a university. The results suggest that a 
significant reduction in the cycle time for order processing is possible. There is one 
difficulty that is not discussed in the simulation part of the exercise: as the system 
requires human intervention to evaluate, discuss and approve the purchasing orders, 
there is an implicit assumption that reducing the lead time for a critical path in the 
workflow analysis will lead to an overall improvement in lead times. In many resource 
constrained systems however, using resources to improve lead times through one part 
of the system, will likely lead to degradation in other parts of the system. There are 
only so many resources to go around and without explicitly addressing them 
completely in the model, it is not possible to draw conclusions without knowing the 
effects on other parts of the system the proposed changes would have. 
One further example of such a hybrid modelling methodology has been reported in 
[78], where a combination of discrete-event modelling using Markov chains to 
determine the probability of change from one state to another, system dynamics, ABS 
and micro-simulation were integrated to determine the effects of different policy 
decisions on the rate of cessation of tobacco smoking. Whilst the application domain is 
different to the systems I have been studying in this thesis, examining policy effects on 
a large population, the article provides an insight on how differing modelling 
methodologies can be combined to provide credible model outcomes. 
Augusto et al. [79] has also combined the PM and Discrete-Event Simulation (DES), 
which builds upon an earlier publication [80] outlining the more formal aspects of the 
model formulation. The aim of the research was an examination of how to automate 
the process of building simulation models for examining health care systems, with the 
aim of running many simulations to test different policy settings. The model 
developed is again a Petri net model and seems not to include resources in the 
development. The case study examined is the care-pathways for the surgery required 
for implanting defibrillators, to manage chronic heart conditions, using data from a 
large database from France. The 8 most frequent causes of long stays in hospital were 
examined and the results were encouraging rather than definitive. The results do show 
significant cost implications for slight reductions in the death rate due greater care 
with the installations of a larger number of defibrillators. The lack of resources in the 
model is suitable in this case study, as they are effectively examining the effects of 
policy decisions on cost measured against increased life expectancy. 
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Low et al. (2016)[81], in a further paper looking at hybrid modelling technologies has 
used Integer Linear Programming and heuristic methods (hill climbing, tabu search 
and hybrid genetic algorithm) to analyse the motor vehicle insurance claims for an car 
insurer in Australia. The aim of the optimisation is to find the best compromise using 
different process execution scenarios, employing PM techniques to build the base level 
models for testing the optimisation routines.  
Hybrid modelling has the potential to improve the base formulations of PM models. 
From the combination of different modelling technologies, better outcomes have been 
produced. The next step in the literature was to examine two keys steps in the overall 
methodology, resource quantification and decision analysis. 
 
2.7 Quantifying Resource Parameters from Data 
Quantifying resource parameters requires the identification of the resources used 
within the system and determining the duration time to complete each activity. The 
difficulty remains of determining the actual processing time, rather than the processing 
time plus wait time from the data. Therefore, some review of the literature is required 
to identify the requirements of the system. 
Determining the resource levels in the system(s) may have data requirements from 
outside of the data event-logs to determine the resource parameters accurately. For 
machine based systems, the level of resource utilisation can be estimated from the 
number of products produced divided by the time taken to produce those parts. This 
can give an estimated level of production rates, but does not consider the rate of 
downtime, scheduled and unscheduled, of each machine or determine whether the 
machine is operating at full capacity. To understand the problem in greater detail, an 
examination of Overall Equipment Effectiveness (OEE) is required. This has be 
achieved using the manual collection of data [82], or through the installation of 
dedicated automated data logging for high cost capital equipment [83]. Neither of 
these options is available for many of the unstructured and human based systems 
likely to be investigated using PM techniques. For systems involving a significant 
component of human resources or a high level of variability in achieving expected 
activities, such as a hospital system, the proposal to use a manual data collection 
method for determining the resource allocation can be highly problematic and time 
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consuming, as to be unrealistic. However, it would be likely some form of manual data 
collection will be required to validate the initial resource model development.  
For systems mostly reliant on human operators, the main challenge is developing 
methods of inferring the operator times to completion for each activity. Social 
Network Analysis (SNA) [84] allows for the discovery and measurement of shared 
resources in complex workplaces. In [85], some of the analysis performed is of the 
interaction between key people involved with the construction and maintenance of 
public works in Holland. The work has noted that for the handover of work, from one 
shift to another or department-department transfers, there are around 43 workers who 
are responsible for coordinating a majority of the work undertaken. Whilst this 
information is useful and necessary, particularly if key people are away or ill, it does 
not help quantify how long the work requires to completion and what resources were 
required to complete the activity. 
In a previously discussed paper by Rozinat et al. [15], the case study undertaken 
investigated activities associated with complaint-handling within municipal authorities 
in the Netherlands, where the resources used for each case varied significantly. In the 
paper, an analysis of social networking can cluster some of the resources together to 
achieve the activities in the requisite time, but the model was validated with the 
addition of wait time. Such modelling techniques suggest that the models have limited 
predictive capability. This approach however does not lead to a quantification of the 
resources involved, which is difficult for the type of systems being looked at. It was 
better therefore to model the throughput and completion times for the key resources, 
difficult for the complex system encountered in unstructured environments. A paper 
that further examines the application of Social Network Analysis was presented by 
Wang et al. (2017) [86]. In this paper, the authors discuss using PM to discover the 
process workflow and Social Mining Analysis to understand the collaboration in the 
logistics chain. The derived social hierarchy map used circles of different sizes to 
indicate relative importance of resources, but the results are largely qualitative. 
In another paper, Nakatumba and Van der Aalst [87] aimed to model the process rates 
of human operators or workers based on the “Yerkes-Dodson Law of Arousal”, which 
postulates that a worker’s rate of processing is a bell shaped curve with the peak 
somewhere between too little and too much work. The paper aims to model the rate at 
which workers operate with a data-based linear regression, based on building permits 
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for a municipality in the Netherlands. The main difficulty with the results of the case 
study is that the processing time for each activity (building permits) is likely to highly 
variable, and the assumption in the research is that the variability is solely due to the 
amount of workload available. The complexity of each individual building permit 
would lead to a greater level of variability than any perceived workload level. 
Significantly more data is required to verify the conclusions in the paper. 
Other techniques have been employed to determine the processing times of resources 
in manufacturing. In [88], a range of data mining techniques have been used to 
determine the processing times at a door manufacturer in Europe, in the context of 
BPS. Four classification techniques have been employed to determine processing 
times: K Nearest Neighbour (KNN); a Regression Tree based on a decision tree 
classifier; a Regression Tree Forest, using multiple regression trees; and a weighted 
Regression Tree Forest. It was determined that the Weighted Regression Tree Forest 
arrived at the most accurate answers and was significantly less computationally 
expensive than the next best technique, the KNN. The paper then describes a range of 
association rules which were used to test the prediction of machine processing times 
which are found to be around 75% accuracy. What is not clear in the paper is why a 
standard statistical approach was not employed to test for the variance in the process 
and not just the mean value of the processing time. Variance is important in simulation 
particularly, as significant variation in the processing times can have significant effects 
in both upstream and downstream processes. The study of variance will be shown to 
be important in the results that are presented in later chapters. 
In one further paper [89], the authors have developed a methodology to estimate the 
start time of processes in Web based applications, most of which are considered semi-
structured. The basis of the research undertaken is not to perform the estimate of 
process duration, but provide an estimate of the start times of each process, through 
data filtering. In the study undertaken the end processing time is logged for each 
activity, but the start time must be estimated based on user and other logged 
information. The results are reasonable, as estimating a start time for many processing 
activities is a key question for the many real-world case studies where this does not 
exist. 
In the context of PM, Wang, Wei and Jin (2017) [90] have developed an algorithm for 
calculating the effective utilisation rates for different resources from event-logs. The 
 43 
 
main purpose for the algorithm is better develop the time calculation for resources 
based on whether they are busy or idle, which helps examine the role of redundant 
resources. 
Quantifying resources is one of the key steps in the methodology proposed within the 
thesis and the last section examined techniques to help. The ideas of resource 
utilisation or effectiveness were briefly discussed, but the parameters required the 
knowledge of resource processing times. Social Network Analysis has been employed 
within PM case studies to identify collaboration, but does not help with modelling the 
resources, whilst Machine Learning techniques such as decision trees and forests can 
provide limited information on resource parameters. Chapter 5 will discuss novel 
statistical techniques to quantify resource parameters. 
 
2.8 Determining Decision Logic from Data 
Apart from resource allocation, the other main function required to build a process 
model is decision making logic. It is often not clear how the decisions about routing 
and resource allocation are decided at the process level, and it may require a 
significant level of process owners’ knowledge to augment the data mining techniques 
employed to determine how and when decisions need to be made about decision 
making in the PM workflow graphs.  
In general, the idea of inference of decision-making rules from data falls into the 
category of data mining, specifically Machine Learning (ML). This is a broad area of 
study and the one of the best general references in the field is [91]. The book by 
Witten et al. covers all the relevant areas of ML: pre-processing of input data; 
analysing output data; the key data mining algorithms and how the data mining tools 
can be used in practice. The book also details the software system called Weka®, 
which has been used extensively within the ML community. Weka will be used 
extensively in Chapter 6 and a brief discussion will be given in the next Methodology 
chapter. 
Two key software algorithms and suites have been considered during this research, the 
J48 decision tree classifier as part of the C4.5 algorithm [20]. The second algorithm is 
the Apriori algorithm [19], developed to generate rules from large data sets.  
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The reasons for applying these two algorithms were two-fold, these being: 
1. To build a simulation model, the rules must be clearly defined such that 
they can be programmed into any model development; 
2. Clearly defined rules help the credibility of any model development and 
makes decision making clearer to the potential end-users. 
The algorithms described above have both been proven capable of addressing both 
these issues. Further to this, both algorithms have been used widely for decision rule 
inference in a significant number of studies.  
The first paper to examine determining decision making in the context of PM was 
Rozinat et al. [16]. This paper discusses how decision logic can be inferred from data 
logs, through the implementation of the J48 decision tree classifier as part of the 
overall C4.5 software algorithm implemented in Weka. By the examination of every 
branch point in the control-flow perspective of the process flow diagram, a decision 
had to be made based on attributes available at the time of the decision. The 
methodology has been termed Decision Point Analysis (DPA). Using a decision tree 
classifier, the authors have induced the likely rules for decision making within a 
simplistic case study of insurance claims. The overall results are good, but not 
convincing for larger systems due to the simplistic case studied, while the 
methodology does not focus on resource attributes, but rather activity attributes. 
As a follow on to the previous paper, Dunkl et al. [92] have extended DPA to include 
more than one attribute when considering the DPA. By examination of a time series, a 
larger range of attribute data can be used to help assess the likely decision at any 
branch point. The methodology was a minor extension to the DPA discussed 
previously, as the attribute value considered was a time series and thus the stochastic 
nature of the values can be considered. 
Further information, apart from activity attributes, can be inferred from data-logs. In 
[93], logical decision trees have been utilised to discover time delays in the event-logs 
and the potentially reasons for the delays. Using case studies of publicly available 
data, the authors have developed logical decision trees to investigate if significant 
differences in time delays between similar instances can induce possible reasons for 
the differences. The event-log data must be converted into many base predicates, so 
that a decision tree can determine the variation in the rules. The overall aim is to 
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develop reasonable initial predicates and let the decision tree discover some new ones. 
The two case studies given were from publicly available data; the first data from a 
financial company on their loan application procedure; and the second is incident 
management for the IT department of a large car service and repair centre. The results 
suggest that in the first case study, the reasons for excessive durations of some 
instances was probably due to a lack of response from the customer asking for the 
loan. In the second case study, the results indicated two types of expected behaviour: 
oscillation between different groups of employees and a wait-user status where the 
duration clock was stopped awaiting a response from a key stakeholder. Both types of 
behaviour were observed in the data event-logs and determined through the decision 
tree. This type of analysis lends itself both to decision making logic and performance 
analysis of the key resources in the system. The work studied was an extension of 
previous research employing Inductive Logic Programming (ILP), an extension of 
logical decision trees, studying the cause of process delays [94].  
For a different application area for PM, in [95] the researchers have applied various 
data mining techniques to a study of computer networks. They describe two types of 
data analysis: an alternative to the Apriori algorithm, called the CARMA algorithm, 
for determining association rules from the system; and the C4.5 algorithm to classify 
the rules. The results of the case study do not provide a significant advance on the 
work already provided, but the techniques employed show similarities with the 
decision analysis studied during this thesis. 
Several other papers have discussed decision analysis using different methodologies. 
Shao et al. (2014) [96] discuss how to solve the problem of ticket resolution without 
any information pertaining to the content of the ticket. A Markov model has been 
developed to resolve the decision making in in the ticket transfer process. This was a 
matter of setting the transition probabilities, for which three search algorithms were 
tested. In Niedermann et al. (2011) [97], the researchers have examined the 
automation of decision making in BP models. A formal model of the decision-making 
process was built and the Decision Point was resolved as a classification problem. The 
solutions based on trained classifiers gave some confidence in the automation 
outcomes, with the best classifier identified being a decision tree.  
De Smedt et al. (2017) [98] have developed a generalised methodology to extract 
useful decision logic from event-logs. The paper goes beyond the classification 
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problem examined in Rozinat [16] to include information from beyond the control-
flow problem (i.e. not just routing). The paper was a more generalisable problem for 
decision analysis, using formal Decision Requirement Diagrams, rather than process 
specific information. Another more generalised paper [99], Sarno et al. formulated 
better decision making through XOR splits in Petri nets where multi-choice decisions 
existed. 
With regards to the association rule mining, several references were worth examining. 
In terms of PM, Sarno et al. (2015) [100] have combined association rule mining with 
PM algorithms and developed a method for fraud detection. PM was used to discover 
the operating process which could be compared to the Standard Operating Procedure. 
The paper has used attributes attained from both the control flow and performance 
modes of ProM to gain useful insight of likely fraud within a business operating 
system. The association rules developed from the attribute data allows for fast 
recognition of potential fraud. 
The application of association rules in process simulation studies has been limited. 
Several other applications of the association rule have been applied in other areas. For 
the detection of faults in manufacturing [101], the authors have applied a variant on 
the Apriori algorithm to examine the reasons for process delays for a drill part 
manufacturer. Some surprising results were obtained from the association rules, with 
the main one being the influence process delays had on overall product quality. 
Research in the construction industry [102] have used the Apriori algorithm, in 
conjunction with a genetic algorithm and a concept hierarchy, to determine likely 
causes of defects. 
Decision analysis, with regards to decision tress and association rules, have been 
examined in the section. The C4.5 algorithm has been extensively employed for 
decision analysis, while the Apriori algorithm was less frequent in the literature. Both 
algorithms have proven capable of determining decision rules from data event-logs.  
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2.9 Research Questions arising from the Literature. 
Through this literature review, the development of the PM methodology has been 
highlighted. Without any prior knowledge, a process model can be extracted from 
event-logs within an organisation. The main outcome is either a Petri net based model 
or a Markov based model. The PM process has been extended from control-flow 
discovery to performance analysis and social network analysis to infer key information 
around the operation of the studied system. PM has also allowed the generation of 
simulation models using coloured Petri nets rather than WF-nets, and the inclusion of 
DPA. But the lack of adequate resource modelling in much of the literature represents 
an opportunity for improvement of the current approach. For scenario testing and 
sensitivity analysis, simulation models need to be able to model more than just the 
current state of the system. 
The main research questions that can be deduced following the literature review were: 
1. Can novel methods be developed that deduce resource allocation from data 
event-logs? 
2. How can resource information be inferred from data logs, such that a good 
estimate of processing times for each activity can be estimated? 
3. What is the best combination for the fusion of PM techniques, Machine 
Learning and Simulation techniques to develop better simulation models? 
4. Will the development of resourced based simulation models better reflect 
the modelling of unstructured environments? 
The next chapters will detail how the first three issues will be addressed. The forth 
question is more open ended, in that complex modelling cases usually require a range 
of techniques to fully model and analyse the system. 
 
2.10 Chapter Conclusions 
This chapter has outlined the literature around PM, described a range of application 
areas it has been applied and identified where the limitations of PM currently exist. 
PM has developed from the study of business information systems, where a method 
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was required to automate the formulation of process models. A range of algorithms 
have been developed to extract or infer process models from data event-logs, with 
system conformance checking the main application domain of the discovered models. 
Examples of other application areas have also been reviewed.  
There are two main limitations for the PM methodology has been identified: the lack 
of adequate resource information within the developed models; and the difficulty PM 
has in modelling unstructured systems. To address these issues a four-step 
methodology has been proposed and the best techniques adopted from literature to 
solve the challenge. 
Further to the above summary, most of the techniques described in the preceding 
sections of this chapter produce models that are derived from data. As such, the 
models represent the system at a given snapshot in time, or over a time-period and the 
given level of resources. As many systems are dynamic and change over time there is 
a requirement to determine what is constant and what is changing. At the fundamental 
level, the main question being addressed in this thesis is how to better fuse the 
traditional simulation modelling techniques with data-derived models to improve 
accuracy, robustness and adaptability to change. The aim, therefore, is that the fusion 
of data derived models, with specific process models based in resourcing will provide 
a significant step forward for resource-based process simulation.  
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Chapter 3 
 
Methodology 
 
3.1 Introduction 
Through a thorough review of related literature, this thesis has espoused a 
methodology to extract resource-based simulation models from data. As stated in the 
previous two chapters there is a four-step process to examine how to extract resource 
information from data: 
• Process discovery – what does process discovery involve? 
• Resource identification – how are resources to be identified? 
• Resource quantification – quantify all key resources processing rates; 
• Rules for decision making – determine how and with what information are 
decisions employed. 
The literature review has shown that PM provides a methodology to discover and 
extract the process flow from data event-logs. This provides some form of structure 
around which a simulation model can be developed. To develop a complete simulation 
model, the resources need to identified and quantified. This requires the processing 
time for key constraint and near constraint resources to be deduced from the data logs. 
Finally, the decision logic for the system needs to be induced using a combination of 
data mining techniques.  
The following sections will detail the methodology used and the key techniques and 
software required to achieve the four steps of the methodological approach.  
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3.2 The aim of the four sections of the methodology 
As detailed previously, the overall methodology has four main steps, but there is 
significant detail required to achieve a functional simulation model. The proposed 
methodology aims to extract as much information from data to enable the development 
of a workable simulation model. To do this the overall methodology must be explained 
in greater detail, and the techniques that have been applied to each part of the data 
discovery. 
3.2.1 Process Discovery 
As discussed in the previous chapter, the first part of the methodology is to extract or 
‘discover’ the process flow from data event-logs. As discussed in the previous chapter, 
the process flow usually has been achieved through the discussion with process 
experts, but the development of PM algorithms allows for the development of process 
flow paths through data mining techniques. 
The extraction or “discovery” of process flow paths was achieved by utilising the 
ProM toolkit [17], which is the most suitable freeware available for the discovery, 
compliance checking and performance analysis. The main use of this tool was the 
process flow discovery algorithms, the results of which will be shown in the next 
chapter. The algorithms used were: 
• the alpha algorithm 
• The heuristic mining tools 
• The fuzzy miner toolkit 
Although there exists a significant quantity of analysis tools available for the 
determination of performance analysis within ProM, the lack of focus on resources 
and resource information was not conducive to much of the analysis carried out in 
later chapters. 
3.2.2 Resource identification and quantification 
Generally, most systems are resource constrained, thus to build a simulation model the 
important resources, be they human, machine or ancillary, must be identified and 
quantified. This is required for simulation models such that any significant system 
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changes or sensitivity analysis accurately reflects how the systems is likely to respond. 
To identify and quantify the resources, the key resources must first be identified and 
then the total processing time for each instance of an activity should be inferred from 
the data event-logs.  
The overall wait time for each activity and specifically the processing time for each 
resource can be determined through statistical analysis of the data logs, based on the 
sorting of data into resource-based streams, rather than activity based streams. From 
this, information on the process durations can be attained for each key resource in the 
system. This approach has some difficulties ascertaining the approximate resource 
load on processes where a significant level of human input is required. These issues 
will be discussed in the following section and the results chapters. 
3.2.3 Decision Analysis 
For the development of a simulation model, the process flow information is not 
sufficient to model the flow of items through the system. To model the correct flow of 
items through the systems, the decisions on how items is routed and processed must be 
assessed from the data, and what resources are employed to complete the activities. 
This is the task of decision analysis and it requires that the useful information is 
available in the data source, to induce the decision logic.  
Much of the PM literature has focused on use of attributes associated with activities, 
without giving much attention to the resources required to complete the activities. If 
these attributes have been used to determine how decision are made this is a 
reasonable assumption in the research. However, many operational decisions are 
determined by the resources available to complete the activities, as these resources 
determine the operational efficiency and overall business competitiveness. Thus, this 
thesis will focus on the determination of decisions based on resource parameters. 
To perform this, two different types of data mining algorithms have been chosen, the 
J48 decision tree classifier as part of the C4.5 algorithm and the Apriori algorithm as a 
form of the association rule learning system. The reason for this choice, as stated in 
the literature review, is that both systems provide a means of clearly articulating the 
decision rules, allowing a mechanism for the rules to be programmed and automated in 
any simulation model developed from the data. Both algorithms will be employed 
through the Weka software package [103], developed within the University of 
52 
 
Waikato. This software package is widely used by researchers and practitioners alike 
and has a large range of algorithms for data mining and machine learning. 
The next section of this chapter will articulate in detail the tools and techniques 
employed or developed to achieve the aim of a resource-based simulation model 
induced from data. 
 
3.3 Data source generation 
To assess the resource-based methodology presented previously, the need for data was 
evident. This data had to be quantifiable against a known source to ascertain the value 
and accuracy of the proposed methods. To achieve this, a series of simulation models 
have been developed and enhanced to provide a series of data event-logs, which can 
provide as much data as required to test the methodology. Three models have been 
used, each designed to test different strengths and weaknesses of the methods for 
inferring simulation models from data. 
3.3.1 Batch Manufacturing case study 
The first model is of a batch manufacturing facility of a previously developed fastener 
manufacturer [104]. The factory simulation was developed in close cooperation with 
the company involved and the model outputs were verified and validated against 
extensive production data. This model provided a robust test bed as a structured, but 
not simple, series of processes for the testing of the process flow, resource 
identification and resource quantification sections of the proposed data simulation 
system. The key features of this modelled system are: 
• Simulation model of a fastener manufacturer; 
• Large number of active work centres, around 225 with the schedule file 
used; 
• The production output for each work centre is generally a standardised 
bucket which can carry around a maximum of 750 kilograms of product; 
• Product is transported from workcentre to workcentre via forklifts; 
• The modelled system contains a large range of products with a significant 
number of product variants. The schedule file contained over 1,400 
products and nearly 3,800 work orders; 
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• Labour was required to perform machine setups, coil changes and general 
quality checks and operation of machinery; 
• The routing of product through the simulated factory is performed via a 
standard routing path for each different product. 
A snapshot of the model has been provided in Figure 3.1 to indicate the range of work-
centres and product flow in the model. 
 
Figure 3.1. First simulation model snapshot, providing output data for the generation 
of a resource-based simulation model. The snapshot shows simulated machine, labour 
and transport paths and coloured buckets as items. 
 
The simulation model operated via a schedule file, which provided a product based 
routing list of work centres which processed the simulated product. Each work-order 
in the schedule file was taken from production records from the factory this built to 
model and was carefully validated against those records. The start point for a schedule 
was the forging or bolt-making machines. Depending on the work-order a variable 
number of items (buckets) were produced, based on the quantity of the work-order. 
The items were then transported to the next resource on the schedule via simulated 
forklifts, where they were either ready for processing or placed onto an input buffer 
near the resource. In general, the forging machines produced product at a higher rate 
than the downstream work centres, so input queues were not uncommon and the 
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management of overall Work-In-Progress was a constant challenge for production 
management. Whilst the operation of the system was generally batch and queue, the 
complexity in the simulated model was the number of different products that it 
produced, leading to a significant number of item flow-paths. This led to significant 
challenges in the management understanding of the overall system. 
Whilst the model had been previously developed and validated against a real-world 
system [104], two additions were made to the model output to facilitate the PM, 
resource identification and quantification tasks. These additions were: 
• Activity output has been added as an output file; 
• Several key performance data sets have been added to the data output files. 
3.3.2 Baggage Handling Security Test Case 
The second model utilised for testing the methodology was a baggage handling system 
for an international airport [105]. The use of this model allowed for the further 
development of the resource and system performance analysis. The key features of the 
model, as highlighted in Figure 3.2, were: 
• Three Check-in counters, only two of which are utilised in the simulation 
scenarios; 
• Two automated tag readers for determining the correct bag identification 
using bar-code readers; 
• Manual bar-code readers for bags that cannot be read at the Automated 
Tag Reader; 
• Three high resolution Automatic Scanning machines, which can provide 
automated scanning of the contents of a bag in seconds; 
• A manual scanning station, for when automated and visual scanning fail to 
identify any security concerns; 
• A series of conveyors, merging stations and bag pushers for moving bags 
through the security system; 
• Many exits for delivery of bags to each required plane gate. 
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Figure 3.2. Screenshot of simulated baggage handling model, showing conveyors and 
screening machines. 
 
Using the existing model and flight schedules, a scenario was introduced where one 
plane load of bags was manually screened, rather than screened automatically, due to a 
perceived higher flight risk. In varying the percentage of manually screened bags at 
0%, 50% and 100% for the one flight, the application of the methodology highlights 
some interesting results with reference to the observed process maps and overall 
system performance. These issues will be discussed in more detail in the next two 
chapters.  
3.3.3 Route Model Test Case 
The third simulation model for providing data sets was a specifically designed routing 
model, employed to test the decision analysis section of the methodology. The routing 
model consisted of: 
• x number of parallel processes; 
• input buffers for each process; 
• an item source; 
• routing buffer and sink, 
where x is the number of parallel processes and has been varied between 3 and 10 
processes, to test the data mining techniques across a range of system conditions. 
Figure 3.3 provides a schematic of the routing model, with 5 processes. The data 
output has been custom designed to facilitate analysis through the data mining 
algorithms. A total of four item types, or part types in the model, were used for testing 
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purposes, but they only affected the routing rule when a specific part type was routed 
to a particular process. A fourth Item type was added for mixed routing patterns to 
overcome some imbalances observed for smaller quantity resource models. 
 
 
Figure 3.3. Schematic of the item routing model, showing 5 parallel processes. 
 
 
A total of seven different routing rules were developed and the data for each routing 
rule tested against the known rule with varying levels of error added. These routing 
rules were: 
• Cyclic; 
• Minimum process input buffer length; 
• Minimum input buffer wait time; 
• Minimum process utilisation; 
• Mixed part based and minimum buffer length; 
• Mixed part based & minimum process utilisation; 
• Random (for control purposes to test the data mining algorithms). 
As can be seen from the routing rules developed, all rules were dependent upon the 
state of the processes, apart from the cyclic pattern, which was a static pattern, and 
thus the resources associated with the processes. The main concept was to test the 
decision logic against process information, not just attributes associated with each 
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activity. A priority rule was also considered, but the priority rule used only affected 
the queueing algorithm on the process input buffer and hence did not affect the routing 
results. 
This section described the use of three DEVS models developed and enhanced to 
provide a set of data event-logs for the resource-based simulation model paradigm. 
The three simulation models have been discussed and the likely testing scenarios 
suggested. In the next section, I will detail the techniques utilised to extract the 
relevant resource information from the simulation data logs. 
 
3.4 The key methodological tools and techniques developed 
and used 
With the data sources described, it is now worth examining the techniques employed 
to extract useful information from the data streams. The first section deals with the 
determination of process flow, the second section identifies the resources and 
quantifies their key properties and the third section deals with the decision-making 
logic, as inferred from the data. 
3.4.1 Process flow discovery 
As discussed in the introduction, one of the key pieces of software for discovering the 
process flow information was the ProM tm software [17]. This software contains most 
of the key algorithms for extracting the process flow paths from data event-log 
sources. There is also a significant body of software for the pre-processing and 
filtering of data, as well as the analysis of performance information. 
The data event-logs must be first sorted into groupings of activities, defined first by 
the unique identifier, followed by the list of activities in ascending time, such that a 
precedence relationship can be deduced from the order of activities. Table 3.1 presents 
an example of such a relationship, where the data event-log has been sorted by a 
unique identifier for each case and then ascending time. This sample has been taken 
from the test manufacturing case described above.  
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Work Order Unique ID activity resource Time (s) 
249468 4_13_2 forging workcell_4 1867788 
249468 4_13_2 threading workcell_169 3417835 
249468 4_13_2 threading workcell_169 6861014 
249468 4_13_2 heattreat workcell_74 7856082 
249468 4_13_2 labtesting workcell_80 7988268 
249468 4_13_2 external workcell_210 8074200 
249468 4_13_2 plating workcell_244 8681244 
249468 4_13_2 inspect workcell_112 8758200 
249468 4_13_2 packing workcell_106 8843047 
249468 4_13_2 warehouse workcell_218 8843710 
250551 10_182_4 forging workcell_10 3375966 
250551 10_182_4 heattreat workcell_68 3786366 
250551 10_182_4 labtesting workcell_80 3896868 
250551 10_182_4 inspect workcell_112 3958200 
250551 10_182_4 packing workcell_86 4378062 
250551 10_182_4 warehouse workcell_218 4378829 
254349 11_23_2 forging workcell_11 7014521 
254349 11_23_2 threading workcell_32 7379596 
254349 11_23_2 heattreat workcell_74 8644104 
254349 11_23_2 labtesting workcell_80 8754468 
254349 11_23_2 cleaning workcell_79 9343671 
254349 11_23_2 plating workcell_83 9852091 
254349 11_23_2 inspect workcell_112 9918600 
254349 11_23_2 external workcell_210 10054800 
254349 11_23_2 coating workcell_251 10488809 
254349 11_23_2 inspect workcell_112 10563600 
254349 11_23_2 warehouse workcell_218 10924308 
Table 3.1. Example of the data sorting required for conversion into ProM format. 
 
The first difficulty in determining the process mapping, was that the input data format 
into ProM was a specific file format, using an .xes suffix. A tailored software program 
was built to convert the data file formats, .csv files suitable for Microsoft Excel, into 
the verbose format of the .xes files. From this format of input file, the data can be 
imported into ProM and a variety of PM algorithms utilised to extract the process flow 
mapping for the requisite data.  
The key PM algorithms used were: 
• The alpha algorithm; 
• The causal miner; 
• The heuristics miner; and 
• The fuzzy miner. 
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Much of the detail of these techniques are available from the on-line website [17], the 
key PM text [10] or several of the papers described in the previous chapter. The 
references provide much of the detail in the structure and operation of ProM so a 
complete description will not be provided in this thesis for brevity. However, some 
descriptions of the techniques involved and the parameters tuned, will be provided in 
the case studies in the next chapter. 
3.4.2 Resource Identification and Quantification 
In this section of the methodology, much of the analysis is based upon statistical 
analysis of the resources utilised within the data. The two main tools for achieving this 
were Microsoft excel which is well known and documented, and a custom designed 
analyser for the output of discrete-event simulation models, which is discussed in [18].  
For both the test manufacturing case and the baggage handling system, the IISRI 
analyser has been used to speed up the analysis and understanding of the system and 
resource parameters. The analyser uses a specific form of data code for its structure, to 
maximise the quantity of information provided with each line of data output. This 
main component of the data code is formatted as: 
ABC; 01, 10.0    (3.1) 
where: ABC represents a specific resource or activity in the model; the 01 code 
represents a user defined status code which can be used to represent different states of 
a resource and can vary from 0 to 99; while the 10.0 represents the date/time of the 
activity taking place. Using this concise form of data expression, a great deal of 
information can be associated with each activity and resource, representing significant 
variation in information storage for resources associated with activity completion.  
For the test manufacturing model, an ABC code and status code were defined for each 
active machine resource in the model, such that each active machine work-centre was 
labelled with a unique ABC code. This ABC code was defined as: 
• A: represented the Activity, where a total of 21 activities were identified 
from a work schedule file; 
• B: represented the work-centre area, e.g. Small Forge, Heat Treat, Plating, 
Sorting, Packing and so on; 
• C: represented each work-centre or machine resource, in each area. 
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The status codes for the manufacturing case study have been applied as shown in 
Table 3.2. 
 
Status flags Description 
1 start work-order 
2 wait for labour setup 
3 labour arrives 
4 start setup 
5 end setup 
6 labour departs 
10 wait for labour coil change 
11 coil change labour arrives 
12 coil change labour departs 
20 bucket production starts 
21 bucket production ends 
30 end bucket 
31 end work-order 
Table 3.2. Status codes and their description for the test manufacturing case study. 
 
Using the range of status codes, the IISRI analyser software enables data analysis 
across a range of throughputs, in system times and inventory levels across individual 
work-centres or across a broader range of areas. 
For the Baggage handling system, there were fewer active resources, but the 
underlying process operation is dependent upon the loading on each of the active 
scanning machines and screening operators. 
In this process, the following convention was used for labelling the key machine and 
human resources: 
• AAA, ABA, ACA refereed to the check-in centres for passenger arrivals; 
• TAA, TBA referred to the two automated tag readers; 
• MAx, MBx, MCx, and so on referred to the merge functions of the 
conveyor; 
• PAx, PBx, PCx, etc referred to the pusher functions of the conveyor 
systems; 
• SAA, SAB, SAC referred to the automated scanning machines; 
• SBA, SCA refer to the secondary and tertiary intervention in the 
automated screening operation; and 
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•  SDA, SDB, SDC, SDD, refer to the human operators required for manual 
screening. 
The status codes were used to determine the performance of each of the resources.  
As a baggage handling system is designed to route luggage from passenger arrivals to 
the correct aircraft, the overall aim is to perform this function as quickly as possible. 
Using a combination of key resource data and the in-system times across the key 
scanning machines and their resources, the analyser allows for the rapid analysis of 
key system throughputs and overall in-system times for the baggage system. By 
applying the data analysis to the three previously developed scenarios, the model can 
examine the effect each scenario has on the overall system behaviour in terms of the 
levels of inventory and in-system times. 
Extracting resource data for quantification usually requires the requirement to fit 
probability distributions to data profiles. This was achieved in the thesis using Stat-
fit®, commercially available software that has widely used within the simulation 
community. 
For the test routing model, the main aim of the development of the simulation output 
was to examine the data mining techniques for decision analysis. As such the analyser 
would not require significant insight into the allocation of resources for this case 
study. 
3.4.3 Decision analysis 
The main techniques used for the determination of decision analysis were the C4.5 
algorithm and the Apriori algorithm, both of which were introduced in the previous 
chapter. The main reasons for using such techniques is they provide a method for 
highlighting the decision directions, either as a logical decision tree in the case of the 
C4.5 algorithm or as a series of likely rules based on the support and confidence levels 
chosen for the Apriori algorithm. Such rules can then be compared with the rules 
utilised in the simulation models. 
A brief description of the data input each of the algorithms is in order. 
The C4.5 algorithm: using the J48 algorithm implementation of C4.5 within Weka, the 
input data was required to be modified into the appropriate format for the software. 
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Whilst the Weka program can accept the input of comma separated value file, in 
general the C4.5 software requires two files as input into the software, namely: 
• A file with the names of all the variables, defined by a .names suffix. The 
variable for which the decision tree rule is to be inferred is defined in the 
first line, followed by a list of each variable in each line of data and the 
definition of the data type, on the subsequent lines; 
• A file containing the relevant data for examination, defined by a .data 
suffix. In this file, each row of data contains a list of each data instance 
defined in the .names file. 
An example data file is provided in Table 3.3, which provides the data, without the 
first-row headers, for the C4.5 algorithm, as well as providing the raw input for the 
Apriori algorithm. Note that the key system/resource information, such as minimum 
buffer length, minimum process utilisation and minimum wait time have all been 
calculated within the simulation model and output as letters when a routing decision 
has occurred. 
 
Table 3.3. Typical input file produced by routing model showing the attributes tested 
Time (secs) PartType ItemCount Route PrevRoute MinBuffLen MinProcUtil MinWaitTime
0 Item_b 1 e e e e e
575 Item_a 2 e e e f e
1304 Item_b 3 f e f f f
1880 Item_a 4 f f f f f
2564 Item_c 5 e f e g e
3253 Item_b 6 g e g g g
3886 Item_b 7 g g g h g
4562 Item_c 8 e g e h e
4898 Item_b 9 f e f h f
5394 Item_a 10 h f h h h
5794 Item_b 11 h h h h h
6322 Item_c 12 i h i i i
6667 Item_b 13 e i e i e
7097 Item_b 14 g e g i g
7519 Item_c 15 h g h h h
7961 Item_a 16 f h f h f
8498 Item_c 17 i f i h i
9143 Item_a 18 e i e h i
9606 Item_c 19 i e i h i
10120 Item_c 20 g i g h g
10516 Item_b 21 h g h h h
11064 Item_b 22 e h e h h
11624 Item_c 23 f e f h f
12056 Item_a 24 i f i h i
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by both the C4.5 and Apriori algorithms. 
The output of the routing model was modified to match the input format for both the 
C4.5 program and the Apriori file format used in the Weka software package. This 
allowed for the faster analysis of the model outputs. The main difference between the 
C4.5 and Apriori algorithms was that the Apriori algorithm could not manage 
continuous variables, unlike the C4.5 algorithm.  
For the Apriori algorithm, the Weka software package allowed for the input of comma 
separated files, with a .csv suffix, to be input into system and data mining analysis run 
from these files after some variable definitions from within the Weka package. The 
main difficulty with the Apriori algorithm is the difficulty in managing continuous 
variables rather than sets of data. This meant that date/timestamps and Item count 
information were difficult to incorporate into the data structure, as well as numeric 
process information. For this reason, the data output from the Route model included 
on routing based on letters, as shown in Table 3.3, as well as values of the item, 
previous route, minimum buffer length, minimum process utilisation and minimum 
wait time all being letter based. The key process information had to be calculated prior 
to data output into the route file for use within the C4.5 and Apriori algorithms. 
Further to this, the timestamp and item count data was excluded from the Apriori 
algorithm through the Weka pre-processor. 
For the test manufacturing case, the routing was fixed for each product, with only very 
limited scope to alter the routing operationally. Regarding the baggage handling 
system, again there was only limited scope for alteration of the routing of bags 
operationally, this being dependent upon the loading on key resources. There was only 
one location that manual screening could be performed, thus no routing was required 
for this scenario. 
The final model was specifically designed to test the best techniques for inference of 
the decision logic and rules observed through the data. In this series of data event-logs, 
the aim was to examine a set of routing rules that were dependent upon the status of 
the resources at the time of the routing. By including this type of decision analysis, the 
methodology builds upon the preceding research of process mapping and resource 
quantification, with the overall aim of building a resource-based simulation model. A 
total of seven different routing rules were tested against known routing rules, and 
errors introduced on the routing as written to the output files, rather than modifications 
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to the actual routing rules. This was a reasonable method to test the ability of the data 
mining techniques to detect the correct routing rules with noise present. Errors up to 
75% of the total routing output were introduced to measure how well both the methods 
performed in the presence of noise. The results will be discussed in chapter 6. 
 
3.5 Chapter summary 
To summarise this chapter, an overall methodology has been presented for the 
discovery and development of resource-based process simulation models from data. 
There are four steps required to meet this challenge, namely: the discovery of process 
flow; the identification and key resources; the quantification of key resource 
parameters; and the inference of the decision logic based on resource parameters. 
Using three distinct discrete-event simulation models, a series of data event-logs have 
been developed to examine different steps in the overall process methodology. The 
key techniques for the examination for each step have been discussed and the 
application of these steps will be discussed in the next three chapters. As the event-
logs are for a known system for each model, validation of the results was performed to 
determine the accuracy and credibility of the results. 
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Chapter 4 
 
Process Mining 
 
4.1 Discovering Process Flow from data 
As discussed in the previous chapters, PM aims to extract process flow information 
from event-log data and then further extend the methodology to include the 
formulation of a simulation model. The extraction of process flow information from 
data provides a backbone structure for the formulation of a simulation model. From 
this structure, a fully-fledged simulation model can be developed. This chapter 
therefore outlines a verification technique for evaluating existing methods for 
applicability in extracting process flows for resource models. 
In the literature review, much of the discussion focussed on the use of PM algorithms 
in discovering process flow maps and then using this as the basis for the development 
of resource-based process parameters and decision analysis tied to resource 
availability. There has been very little literature on the verification of the PM 
discovery algorithms and as such this chapter will outline such a verification technique 
to evaluate existing methods. Thus, this chapter aims to evaluate each of the main PM 
algorithms across two main test cases to determine the best algorithm for determining 
the process flow map. If necessary, a new algorithm could be formulated if the 
algorithms do not meet the expectations required for simulation models.  
The ProM toolkit provides the most expedient format for the evaluations of the PM 
algorithms, as it has been widely cited in the literature. For each case study, a series of 
PM algorithms will be verified against the known system and a determination made as 
to the best algorithm and set of parameters required to produce the result. 
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4.2 Manufacturing case study 
As briefly discussed in the previous chapter, this case study has a high level of 
complexity, due to the number of possible permutations in the routing patterns, many 
active work-centres and a large total of work orders. The author wanted a case study 
that would provide a rigorous case for evaluation of the PM algorithms and the 
complex routing patterns provides this scenario. In view of the complex routing paths 
that can be observed in the results, this system would be considered semi-structured. 
The list of 17 activities are given in Table 4.1, along with the A prefix letter used in 
the ABC code. The first letter is a close as possible to the activity name, but in the case 
of the same first letter, the nearest letter available has been used. 
Activity A Prefix 
Crop E 
Forge F 
Thread-roll T 
Point P 
Slot R 
Clean B 
Heat-treat H 
Lab L 
Plate Q 
Inspect I 
Sort S 
Machining M 
Assemble A 
Pack N 
Coat C 
Receive/Despatch D 
Warehouse W 
 
Table 4.1. List of activities and their first ABC letter for the manufacturing case study. 
 
Due to the large number of active resources and number of work-orders in the 
simulated system, the total number of simulated items for a complete operational run 
is over 10,000. Due to complex nature of the flow-diagrams and the number of activity 
linkages, it was difficult to validate the complete data-set for the more sophisticated 
PM algorithms. Hence, there was a need to test the PM methodology against a smaller 
representative sample of the manufacturing case study to make the examination of the 
results more tractable.  
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To provide this test case, a sample of 1028 items, or around 10% of the total output 
data file, was extracted. that is representative of a range of possible product routes in 
the system. Through the testing of each of the PM algorithms against the sample set, 
the algorithm that best represents the overall process flow in the system will then be 
employed to map the complete output file and qualitative and quantitative judgement 
made of the overall results. In these results, only the activities undertaken will be 
studied, not the resources required to meet the simulated production requirements, 
which will be discussed in the next chapter.  
4.2.1 Sample Test Manufacture output 
A total of 1028 samples from the full process model output has been investigated, with 
the samples chosen to be representative of the complexity of the overall process flow. 
This sample was chosen from the first set of samples in the data input file, as there 
existed a reasonable level of complexity and diversity in the routing patterns observed. 
With the sample set selected, three PM algorithms were chosen to apply to the sample 
data-set. These algorithms were: 
• The Alpha algorithm, chosen as it was the first algorithm developed and is 
generally used as the initial PM algorithm for testing purposes; 
• The heuristic algorithm, or heuristic miner, which is generally regarded as 
the algorithm developed to improve upon the limitations of the α-
algorithm; and 
• The fuzzy miner, which is an advancement on the heuristic miner that 
allows the user a series of algorithmic parameters to tune the results of the 
discovered process flow map. This algorithm has allowed for the 
development of PM in more complicated cases. 
These three algorithms provide the backbone of much of the research performed 
within the PM community. Using these algorithms against a known system allows for 
the validation of the best algorithm for the discovery of the process flow charts for the 
full system. 
Validating the PM algorithms for the test manufacturing system. 
To quantitatively assess the performance of a PM algorithm, a method has been 
developed to examine the process flow chart and record the connections following on 
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from each activity. To achieve this, the process flow paths have been broken down 
into individual routings for each activity, from which the next process step in the route 
can be determined. These are the causal links discussed when the first Petri net process 
models were developed within the literature review. A list of routings following-on 
from each activity can therefore be mapped in the results, providing a quantitative 
measure of the accuracy of the PM algorithms. To assess the accuracy of the 
algorithms, there are two types of errors to examine: 
• A missed connection, where a known activity routing is not included in the 
process flow map, probably due to a low number of instances; and 
• A false positive connection, where an activity is included in the process 
path where it does not appear in the process data. 
The first type of error can be filtered based on the frequency of instances, using the 
appropriate settings in the PM algorithm. The second type of error, however, should 
not occur at any time. By comparing the PM algorithms to the known sample from the 
test manufacturing system, three metrics can be ascertained: 
• the number of correctly identified connections for each activity; 
• The number of known process connections not observed in the output 
(missed connections); and 
• The percentage of incorrect activities included in the output data (false 
positive connections). 
Results from sample for test manufacturing case. 
The sample data for validation was taken as the routing paths for the first 1028 buckets 
produced by the simulation output. This data contained some of the smaller routing 
paths, containing between 4 to 6 activity steps, described through the simulated 
factory, but contained enough complexity, up to fifteen activity steps, to enable the 
validation of the PM algorithms. 
The first algorithm tested was the alpha algorithm, available within the ProM software 
package. Whilst this algorithm has been shown to be unreliable at deducing process 
flows for complex problems, it was worth examining the extent of the algorithm 
accuracy for the manufacturing model.  
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From an examination of the 1028 sample routing paths, it was possible to determine 
the next subsequent activity that follows each of the activities in the routing matrix. 
The PM algorithms then deduce the process flow charts in the form of a flow diagram. 
Table 4.2 provides an overview of the follow-on activities from each of the 15 activity 
groupings. Some of these groupings have been left deliberately broad, to simplify the 
possible process flow diagram. For example, heat treatment can be broken down into 
several sub-groupings, such as: hardening, quench and temper; tempering only; or 
hydrogen embrittlement treatment.  
For Table 4.2, each row represents the 15 separate activities. The columns, apart from 
the first column, represent another activity that follows-on from the first column 
activity. In other words, each column after the first represents another activity pairing, 
or causal link, from the data-set. So, forge has 11 causal links to other activities, whilst 
crop only has two causal links and the warehouse activity has no causal links as it is 
the last activity.  
Table 4.2 thus provides the benchmark against which the PM algorithms can be 
judged, through the number of correct connections, the total number of missed 
connections and the total number of false positive connections. From this, a 
determination can be developed as to the best PM algorithm required for the test 
manufacturing case study. 
Note that some of the activity names in Table 4.2 have been abbreviated. The activities 
that have been abbreviated are: 
• WaHouse is the Warehouse activity; 
• Lab is the Laboratory activity; 
• Mach is the Machining activity; and 
• ThrdRoll is the Thread Rolling activity. 
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activity 
 
goes to 
          Forge  Clean Despatch Crop Forge HeatTreat Inspect Mach Point Sort ThrdRoll Plate 
Clean  Forge HeatTreat Point Plate ThrdRoll Clean Inspect WaHouse Mach    
Point  ThrdRoll Inspect Clean Despatch Crop Machine          
ThrdRoll  Despatch HeatTreat Inspect Slot Lab Clean ThrdRoll Plate      
HeatTreat  Lab Coat Mach Point Inspect Plate          
Lab  Despatch Inspect Plate ThrdRoll Clean            
Crop  Point Inspect                  
Slot  Plate Clean HeatTreat                
Plate  Inspect Sort HeatTreat Despatch Lab Clean          
Inspect  Pack WaHouse Sort Despatch Clean            
Sort  Inspect Pack                  
Machining  Clean Point Despatch Plate Inspect ThrdRoll          
Pack  WaHouse Despatch                  
Coat  Inspect Sort Lab Despatch Clean            
Despatch  Plate Coat HeatTreat Mach WaHouse Lab ThrdRoll Inspect Despatch Forge (handpress) 
 
Table 4.2. List of all activities and the subsequent follow-on activities for the sample from the manufacturing case study. 
 
  
71 
 
 
Further to the above correlation matrix, the number of unique routing paths can also be 
calculated. However, determination of the correct routing paths is beyond the scope of 
the PM algorithms, without analysis of the decision logic. When an analysis was 
performed for the sample set, a total of 87 unique routing patterns were discovered, 
highlighting the relative complexity for such a manufacturing system. 
Alpha Algorithm for the test manufacturing case. 
To use the ProM toolkit, the first task was the requirement to convert output data files 
into a format compatible with ProM. This required the conversion of output data files 
containing the ABC; status code, time data must be converted to a series of activity 
based statements in the .xes format. Figure 4.1 presents a sample of the xes code used 
in the validation of the manufacturing case study. This change was achieved with a 
custom-built data converter, to replicate the verbose .xes format. 
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<string key="concept:name" value="11_2_3"/> 
<string key="creator" value="CISR"/> 
 <event> 
  <string key="concept:name" value="Forge"/> 
  <string key="lifecycle:transition" value="complete"/> 
  <string key="org:resource" value="FLK"/> 
  <date key="time:timestamp" value="2016-4-12T9:23:8.000+10:00"/> 
  <string key="Activity" value="Forge"/> 
  <string key="Resource" value="FLK"/> 
 </event> 
 <event> 
  <string key="concept:name" value="Inspect"/> 
  <string key="lifecycle:transition" value="complete"/> 
  <string key="org:resource" value="IBA"/> 
  <date key="time:timestamp" value="2016-4-14T3:23:8.000+10:00"/> 
  <string key="Activity" value="Inspect"/> 
  <string key="Resource" value="IBA"/> 
 </event> 
 <event> 
  <string key="concept:name" value="Pack"/> 
  <string key="lifecycle:transition" value="complete"/> 
  <string key="org:resource" value="NBE"/> 
  <date key="time:timestamp" value="2016-4-14T3:37:3.000+10:00"/> 
  <string key="Activity" value="Pack"/> 
  <string key="Resource" value="NBE"/> 
 </event> 
 <event> 
  <string key="concept:name" value="Warehouse"/> 
  <string key="lifecycle:transition" value="complete"/> 
  <string key="org:resource" value="WBE"/> 
  <date key="time:timestamp" value="2016-4-14T5:4:45.000+10:00"/> 
  <string key="Activity" value="Warehouse"/> 
  <string key="Resource" value="WBE"/> 
 </event> 
</trace> 
 
Figure 4.1. sample .xes code converted from the ABC output file. 
 
With the correct data format, the data file can be imported into ProM and a PM 
algorithm used to deduce the process flow paths. The first algorithm tested was the α-
algorithm, which was one of the first algorithms designed to extract useful process 
flow information data event-logs. As discussed in the literature review in Chapter 2, 
this algorithm does not perform well with more complicated systems and this was 
borne out in the following results. As can be observed in Figure 4.2, the α-algorithm 
produces a Petri net model that lacks much of the basic completeness for modelling of 
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the manufacturing case study flow paths. The starting point for all process flow paths 
is the forging process, but as can be observed in Figure 4.2, that the forging process is 
isolated with no links to other activities. This can be observed for many key activities, 
namely: thread-roll; pointing; cleaning and warehousing. These activities have repeat 
operations where the consecutive activities were to the same activity, usually to 
complete some further variation on the process. The alpha algorithm does not cope 
with such activities and as such leads to the conclusion that the algorithm is incapable 
of modelling the manufacturing case study sufficiently. Note that Figure 4.2 has been 
redrawn to make the activity names and arcs clear, as the quality of the ProM output 
has very small fonts. It is a faithful reproduction of the original picture. 
 
Figure 4.2. ProM output model derived from the α-algorithm, with the circles being 
places, the rectangles transitions and the lines are arcs. 
 
To assess the results of the model, although it is clear from figure 4.2 that the deduced 
model is incorrect, Table 4.2 has been used as a template to assess the overall quality 
of the results. Table 4.3 provides the following for each column:  
• the total number of connections observed in Table 4.2;  
• the number of correct connections observed in Figure 4.2 compared with Table 
4.2;  
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• the number of missed connections in Figure 4.2 compared with Table 4.2; and  
• the number of false positives determined from a comparison between Figure 
4.2 and Table 4.2.  
As can be observed from Table 4.3, the number of correct connections developed by 
the algorithm was at best 100% for sorting, but very few correct connections were 
found, with a total of 13 of the 15 activities containing only 2 connections or less. 
Thus, the algorithm can be considered grossly inadequate to develop process flow 
paths for a complicated set of connection paths observed in the manufacturing case 
results. 
Activity 
 
Total 
number 
Number 
correct 
Number 
missed 
False 
positives 
Forge 
 
11 0 11 0 
Clean 
 
9 0 9 0 
Point 
 
6 0 6 0 
ThrdRoll 
 
8 0 8 0 
HeatTreat 
 
6 4 2 1 
Lab 
 
5 1 4 0 
Crop 
 
2 1 1 0 
Slot 
 
3 2 1 0 
Plate 
 
6 2 4 0 
Inspect 
 
5 2 3 0 
Sort 
 
2 2 0 0 
Machining 
 
6 2 4 0 
Pack 
 
2 0 2 0 
Coat 
 
5 3 2 0 
Despatch 
 
10 2 8 0 
 
Table 4.3. Key connection metrics determining the accuracy of the α-algorithm, 
through the measurement of correct connections, missed connections and false 
positives. 
Heuristic Miner for the manufacturing case study. 
As discussed in the literature review, the heuristic miner has been developed to 
overcome many of the limitations observed with the alpha algorithm. Again, the 
sample file utilised was in the form of the .xes format data. The results of the heuristic 
miner output have been presented in Figure 4.3. As can be observed in the model 
output, all 16 activities are represented, with connections from forging to the 
warehouse. The number of instances associated with each activity is represented in a 
box along with the activity name, and the number of instances passing along each path 
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has been scribed close to the line path. Note that for some activities, namely, Forge, 
Inspect and Warehouse, the number of instances was greater than the total number of 
item-sets in the sample. This was due to the cases where there more than one of these 
activities in the routing from the schedule file. 
As the algorithm was designed to obtain the flow paths of highest importance, all the 
connections available through the model are not recorded. The question remains, 
however, as to whether a reasonable percentage of the required process flow paths are 
preserved. Examining Figure 4.3, the most common flow path, namely:  
Forge -> Heat Treat -> Lab -> Inspect -> Pack -> Warehouse; 
is represented with the thickest lines, while the lesser flow paths contain thinner grey 
lines. The conformance measure of the overall results, however, was only 78.5% and 
as such the model is over 20 percent incorrect for all the 1028 paths examined. Such a 
conformance measure is not acceptable for most modelling circumstances, where 
generally models should be 90% accurate at a minimum, and probably higher for the 
modelling of flow paths. Again, note that that Figure 4.3 has been redrawn for this 
thesis for clarity, but represents exactly the output of the algorithm. 
 
Figure 4.3. ProM output model derived from the heuristic miner for the manufacturing 
sample. The numbers represent the quantity of items passing along each flow-path. 
 
An examination of the key metrics for the output of the heuristic miner are presented 
in Table 4.4. As expected, the key information to be obtained from this table is the 
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lack of false positives, but also the small number of correct process flow connections 
made for each activity. Due to the discovery of only the key process paths, there is at 
least one missing connection for each of the activities. The cleaning activity is the 
least represented of the activities, with only one correct connections from the nine 
noted connections in the data. The plating and despatch activities are also poorly 
represented, and most activities have at most half of their connections discovered from 
the heuristic miner package. As discussed previously, this lack of completeness makes 
the heuristic miner not suitable for the discovery of process model flow paths for the 
batch manufacturing case study. 
activity 
 
Total 
number 
Number 
correct 
Number 
missed 
False 
positives 
Forge 
 
11 5 6 0 
Clean 
 
9 1 8 0 
Point 
 
6 3 3 0 
ThrdRoll 
 
8 3 5 0 
HeatTreat 
 
6 3 3 0 
Lab 
 
5 4 1 0 
Crop 
 
2 1 1 0 
Slot 
 
3 1 2 0 
Plate 
 
6 1 5 0 
Inspect 
 
5 3 2 0 
Sort 
 
2 1 1 0 
Machining 
 
6 1 5 0 
Pack 
 
2 1 1 0 
Coat 
 
5 2 3 0 
Despatch 
 
10 2 8 0 
 
Table 4.4. Key connection metrics determining the accuracy of the heuristic miner. 
 
Fuzzy Miner for the manufacturing case study. 
The fuzzy miner was a further development of the heuristic miner that allows for the 
tuning of various parameters for discovering the best fitting process flow paths. It 
provides a mechanism to tune three sets of parameters, based on the level of frequency 
of certain flow paths, and the transitions from one activity to the next. These main 
parameters were: 
• Edge parameters; 
• Transition parameters; and 
• Node parameters. 
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Using these parameters, some significant changes can be made to the process flow 
path, from very simple start and end nodes to including every flow path in the system. 
By tuning these parameters, it is possible to achieve a conformance metric of around 
86%, significantly better than the heuristic miner. However, in quantifying the number 
of correct connections, it was noted that some significant false positives; connections 
that did not exist in the input data, were being added into the overall flow chart. To 
reduce the significant errors (one scenario where heat treatment never connected to the 
lab, which is very common in the data), the best fit for the data is presented in Figure 
4.4, which shows a very convoluted flow diagram. This is in keeping with general 
complexity observed in the model, where the range of flow paths ranges from 4 
connections up to 20 for some item groupings. Note that Figure 4.4 has been partially 
redrawn in the thesis for clarity, as the activity names were difficult to read in the 
ProM output. 
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Figure 4.4. ProM output model derived from the fuzzy miner for the sample 
manufacturing case, showing all activities and connections. The thicker lines represent 
higher frequency flow-paths. 
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Upon examining the overall results for each activity, Table 4.5 shows that whilst the 
fuzzy miner results were better in terms of the number of correct connections 
compared with the two previous PM algorithms, the number of false positives is 
significantly higher, with most activities (11 out of 15) having at least two false 
positives in the total number of connections made. Whilst the possibility of missing 
connections is possible for low frequency flow paths, the presence of false positives 
for most activity connections raises significant doubt as to the veracity of the fuzzy 
miner results. Further tuning of the parameters led to reduction of some false positives 
for some activities, but the addition of further false positives on other activities, or an 
overall reduction in the conformance of the discovered system, which led to less 
correct connections and a higher number of missed connections. Thus, the results in 
Table 4.5 represent the best outcome that the author could attain for the algorithm 
parameters. 
overall results 
    
Activity 
 
Total 
number 
Number 
correct 
Number 
missed 
False 
positives 
Forge 
 
11 8 3 2 
Clean 
 
9 6 3 2 
Point 
 
6 5 1 3 
ThrdRoll 
 
8 5 3 2 
HeatTreat 
 
6 3 3 5 
Lab 
 
5 4 1 3 
Crop 
 
2 1 1 1 
Slot 
 
3 3 0 2 
Plate 
 
6 3 3 3 
Inspect 
 
5 3 2 1 
Sort 
 
2 2 0 0 
Machining 
 
6 4 2 2 
Pack 
 
2 1 1 0 
Coat 
 
5 4 1 2 
Despatch 
 
10 7 3 2 
 
Table 4.5. Key connection metrics determining the accuracy of the fuzzy miner, 
showing the number of correct, missed and false positive connections. 
 
The results from the three PM algorithms utilised suggest that none of them are 
suitable for the manufacturing case study and a new method is required to quickly and 
accurately determine the process flow paths in the model. The analysis of the PM 
algorithms has shown that the inclusion of false positives into the overall process flow 
80 
 
tends to lead to poorly informed decisions about the structure of the process models. 
To overcome such deficiencies, this thesis will propose a new deterministic algorithm 
to detail all the connections from one activity to the next. 
New process flow algorithm for the manufacturing case study. 
The difficulty observed with the three algorithms studied in the previous sections led 
to idea for an alternate algorithm to the PM algorithms, where all the activity 
connections can be determined and the results be represented in a graphical format. 
Such a development is a key part of the novelty of this thesis.  Due to the difficulties 
and errors observed with the current PM algorithms, this thesis has proposed a new 
algorithm to infer the activity connections and unique flow-paths in the system. 
There were essentially two parts to the problem, namely: 
• A graphical output, where all activities are connected correctly; and 
• A table showing the routing path for each product through the activity 
graph. 
Filters can be added to the algorithm to reduce the complexity of low frequency 
sections of the chart, but these must also take account of the number of instances of 
each routing path in the overall results. The basis of the algorithm is thus: 
• Determine the base level activities in the input data; 
• For each activity, examine and document all the activities that immediately 
succeeds or follows the current examined activity and save the data in the 
appropriate format; 
• Repeat the previous analysis for all activities; and  
• Convert succession data into a graphical format highlighting the 
connection of each activity to each other activity. 
In a more formal sense, this can be defined by the following algorithm:  
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A = (a1, a2, a3, …., an) is the list of activities discovered from the data, where n 
is the number of activities, 
D = (d1, d2, d3, …., dm) is the set of data inputs, where m is the total number of 
data inputs, 
AC = (ac1,1, ac1,2, ac1,3, …, ac1,n, ac2,1, ac2,2, ac2,3, … , ac2,n, …, acn,1, acn,2, … 
,acn,n ) is the set of connections for each activity listed in A and is an n x n 
matrix, where n is the number of activities. 
Anext is a set of A and is the list of the next activity in the data set D for the 
current instance. If there are no further activities, then Anext is NULL. 
fmatch ( x ) is a function that provides the array index for the variable x. 
To determine the base level activities from data, the total number of activities 
has been given the label n: n = Total_Number_Actvities 
For i = 1 to n 
 j = 1, k =1 
 A = ai 
Repeat 
 D = dj  
  If (activity D = A ) then  
   Anext = dj+1 
   k = fmatch ( Anext ) 
Increment ACj,k count by 1 
  Endif 
  j = j+1 
 Until ( D == NULL ) 
Endfor 
Figure 4.5. Pseudo-code for Zeta-Gunn Algorithm. 
 
 
The algorithm therefore outputs a set of three columns describing the source activity, 
destination activity and the frequency of occurrence for each connection. From this all 
the possible connections between activities can be discovered and then filtered per 
some user defined functionality. The most likely form of filtering is to limit the 
number of connections based on the frequency of the occurrence, as a rudimentary 
high-pass filter. 
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The second part of the algorithm is the tabulation of each process flow path as it 
passes through the real or simulated operations. By employing a combination of the 
process flow diagram and the individual process flow paths, it is possible to interpret 
and filter the data for unusual events and outliers. To the author’s knowledge, none of 
the current PM algorithms provide the combined functionality of causal-pairs and 
unique flow-paths with frequency information in a succinct manner. Such information 
is of importance to simulation developers, as both help the build and analysis of the 
simulation results. 
The Zeta-Gunn, or ζ-Gunn, algorithm was applied to the manufacturing case study to 
highlight the benefits through the observations of system properties. The algorithm 
was named Zeta-Gunn in reference to the alpha algorithm developed at TuE, as their 
first PM algorithm, and my surname.  I chose Zeta to differentiate it from the Alpha 
algorithm, but keep the Greek alphabet naming convention.  Applying the Zeta-Gunn 
algorithm to the 1028 sample size from the previously defined manufacturing case 
study, the following set of connection results, Table 4.6, were obtained from the data. 
This table highlights the source and destination activities for each of the 15 activities 
with follow-on connections and a count of the frequency of these connections.  
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Source Destination Count   Source Destination Count 
B B 5   I N 927 
B I 10   I W 63 
B T 24   I B 42 
B M 42   I S 72 
B Q 60   I D 26 
B P 2   L I 543 
B H 22   L Q 124 
B W 7   L D 96 
B F 2   L B 28 
C I 81   L T 1 
C D 61   M P 17 
C L 7   M I 42 
C B 5   M B 12 
C S 1   M D 2 
D D 13   M Q 1 
D Q 100   M T 2 
D W 34   N W 924 
D C 68   N D 8 
D L 1   P I 20 
D I 20   P E 38 
D F 8   P T 112 
D M 6   P B 42 
D T 2   P D 1 
D H 2   P M 2 
E I 38   Q H 88 
E P 2   Q I 205 
F F 17   Q L 2 
F I 30   Q D 10 
F S 24   Q S 2 
F P 189   Q B 4 
F H 550   R H 16 
F T 192   R Q 1 
F B 31   R B 1 
F Q 1   S I 94 
F D 9   S N 5 
F M 10   T T 3 
F E 2   T I 46 
H L 779   T H 229 
H M 16   T B 4 
H C 87   T L 3 
H P 5  T D 28 
H Q 19  T Q 5 
H I 1  T R 18 
Table 4.6. Connection data for manufacturing sample output, showing source, 
destination and item count. 
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These results can be visualised as the following chart, Figure 4.6. In this chart, the 
larger nodes represent the activities with the larger number of instances, while the 
thicker lines represent the flow paths of higher frequency and are of higher importance 
to the overall model that were developed from the data-set. 
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Figure 4.6. Process-Flow chart for the output of the connection data provided from Table 4.6. The more frequent activities are 
represented by larger circles for the nodes and the thicker lines represent higher frequency flow-paths. 
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Figure 4.6 provides a busy chart of the connections between the activities, and 
highlights the significant interconnectedness between the range of activities in the 
manufacturing operations. While the discovered process activities were useful to 
know, it does not provide much insight into the way the operations function. 
Examination of individual flow paths provides a greater insight into the operation of 
the system. 
The number of individual flow paths through the system have been summarised in 
Table 4.7, with each letter representing a specific activity, as per the legend in Table 
4.1. A total of 87 individual routing paths have been identified, which has been 
validated as an exact match against the input data via a Macro-analysis in Excel. 
 
Product Route Count   Product Route Count   Product Route Count 
FBFHLDQINW 2   FHLQHCLINW 2   FTHLBHQDCINW 4 
FBPTDQINW 2   FHLQINW 5   FTHLBHQDQINW 2 
FBQINW 3   FHLQISINW 4   FTHLBHQINW 4 
FBTDHLDCSINW 1   FHLTRQHCINW 1   FTHLBHQISINW 4 
FBTDQINW 2   FHMDMDTHLINW 1   FTHLBHQISIW 2 
FBTHLDCINW 3   FHMPTHLIW 4   FTHLBQBINW 4 
FBTHLDQINW 12   FINW 22   FTHLBQHINW 1 
FBTHLDQSINW 1   FMBWW 7   FTHLBQIDCIWW 3 
FBTHLINW 1   FMPTDTHQLINW 1   FTHLBQINW 2 
FBTHLQHCINW 1   FMPTHLIW 1   FTHLDCBQINW 5 
FBTHLQHCLDQINW 1   FMQSINW 1   FTHLDCDCDINW 18 
FBTINW 2   FPBMIBQIWW 42   FTHLDCINW 13 
FDDMBBISNW 5   FPDQINW 1   FTHLDQDINW 2 
FDQINW 1   FPEINW 38   FTHLDQINW 24 
FDW 3   FPINW 18   FTHLINW 7 
FEPINW 2   FPMTHLDQINW 2   FTHLISINW 6 
FFHMPTDHLINW 1   FPTDQINW 19   FTHLQHCDDFINDW 8 
FFHMPTHLINW 10   FPTDQLINW 1   FTHLQHCDQINW 5 
FFHPTHLINW 5   FPTHLDQINW 6   FTHLQHCINW 22 
FFPTHLINW 1   FPTHLINW 11   FTHLQHCISINW 12 
FHLBHQINW 1   FPTHLQIDW 7   FTHLQHCLINW 4 
FHLDQDLINW 1   FPTINW 40   FTHLQINW 8 
FHLDQINW 3   FPTLINW 3   FTINW 4 
FHLINW 452   FQINW 1   FTQINW 3 
FHLISINW 19   FSINW 24   FTRBHLBHQDCINW 1 
FHLISIW 11   FTBHLDCINW 2   FTRHLQIDW 16 
FHLQHCDQINW 12   FTBHLISINW 1   FTTHLQHCISINW 1 
FHLQHCINW 9   FTBINW 1   FTTQHCINW 2 
FHLQHCISINW 7   FTDQINW 1       
Table 4.7. Full list of unique product routes and the count number from manufacturing 
sample output data. 
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To finalise the validation of the results, the algorithm output, Table 4.6, has been 
compared to the causal pair map provided in Table 4.2. Performing a similar set of 
results to the previous algorithms, the number of correct connections, the number of 
missed connections and the number of false positives has been recorded in Table 4.8. 
As can be observed in the table, there has a perfect set of connections for the 
algorithm, thus meaning the algorithm operates as expected. 
overall results 
    
Activity 
 
Total 
number 
Number 
correct 
Number 
missed 
False 
positives 
Forge 
 
11 11 0 0 
Clean 
 
9 9 0 0 
Point 
 
6 6 0 0 
ThrdRoll 
 
8 8 0 0 
HeatTreat 
 
6 6 0 0 
Lab 
 
5 5 0 0 
Crop 
 
2 2 0 0 
Slot 
 
3 3 0 0 
Plate 
 
6 6 0 0 
Inspect 
 
5 5 0 0 
Sort 
 
2 2 0 0 
Machining 
 
6 6 0 0 
Pack 
 
2 2 0 0 
Coat 
 
5 5 0 0 
Despatch 
 
10 10 0 0 
Table 4.8. Key connection metrics determining the accuracy of the Zeta-Gunn 
algorithm, showing the number of correct, missed and false positive connections. 
 
The process model derived from the input data is complex due to the scale and range 
of the connections possible. The next step in the PM methodology was to apply the 
new algorithm to the full data-set from the manufacturing case study. 
Zeta-Gunn algorithm applied to the full manufacturing case study data-set. 
The data-set for the manufacturing case study consisted of just over 10,300 individual 
buckets processed through the system. Due to the difficulties observed with the 
validation of the sample data-set, only the newly developed process flow algorithm 
has been utilised to visualise the process flow of the full data-set. 
When the new algorithm was applied to this data-set, it was noted that the number of 
overall connections increased for most of the activities, Table 4.9, and that a small 
number of assembly operations were also observed. Many of the extra connections 
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were only of small frequency (less than 10 item instances), but the routing complexity 
is obviously greater than with the sample case.  
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Source Destination Count 
 
Source Destination Count  Source 
Destination Count 
A N 2 
 
F I 138 
 
N W 8715 
B I 148 
 
F S 229 
 
N D 67 
B T 226 
 
F P 1150 
 
N I 19 
B M 687 
 
F H 4995 
 
P I 21 
B Q 551 
 
F T 3004 
 
P E 220 
B P 12 
 
F B 492 
 
P T 495 
B H 350 
 
F Q 7 
 
P B 490 
B W 100 
 
F D 360 
 
P D 6 
B F 122 
 
F M 147 
 
P M 3 
B S 92 
 
F E 13 
 
P H 4 
B D 10 
 
H L 8588 
 
P Q 1 
B N 1 
 
H M 57 
 
Q H 858 
C I 1339 
 
H C 810 
 
Q I 2877 
C D 562 
 
H P 7 
 
Q L 22 
C L 23 
 
H Q 272 
 
Q D 300 
C B 16 
 
H I 29 
 
Q S 24 
C S 95 
 
H D 46 
 
Q B 11 
C N 8 
 
H F 6 
 
Q C 18 
C Q 1 
 
H T 4 
 
R H 229 
C T 1 
 
I N 8590 
 
R Q 4 
D Q 1508 
 
I W 789 
 
R B 2 
D W 692 
 
I B 324 
 
R D 1 
D C 1212 
 
I S 919 
 
S I 1208 
D L 10 
 
I D 763 
 
S N 122 
D I 217 
 
I F 8 
 
S D 101 
D F 85 
 
L I 4695 
 
S H 5 
D M 266 
 
L Q 1534 
 
S W 4 
D T 49 
 
L D 1899 
 
T I 164 
D H 523 
 
L B 470 
 
T H 2852 
D N 42 
 
L T 18 
 
T B 79 
D B 92 
 
L H 1 
 
T L 12 
D S 62 
 
L N 32 
 
T D 442 
D P 1 
 
L S 2 
 
T Q 60 
D A 2 
 
L C 4 
 
T R 236 
E I 202 
 
M P 65 
 
T N 4 
E P 5 
 
M I 336 
 
T S 12 
E T 18 
 
M B 323 
 
T M 2 
E F 8 
 
M D 204 
 
T C 1 
    
M Q 172 
    
    
M T 49 
    
    
M H 2 
    
    
M S 5 
    
    
M W 6 
    Table 4.9. All connection data from full manufacturing case output, showing source, 
destination and item count. 
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An examination of the routing diagram presented in Figure 4.7, which shows the 
multitude of connections available for each activity, including the new connection to 
the assembly operation. As in the previous chart, the larger circles represent the most 
frequently visited nodes and the width of the line represents the higher the number of 
instances of connections between nodes. Figure 4.7 shows the large 
interconnectedness between the various activities, where most activities can connect to 
at least half the other activities. Such a complex set of connections make the analysis 
of the process flow difficult, but Table 4.9 and Figure 4.7 provide a structural 
framework for the further development of the resource-based process model. 
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Figure 4.7. Routing chart for the output connection data provided from Table 4.9. The thicker lines represent higher frequency 
flow-paths and the more frequent activities have been represented by larger node circles.
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After examination of Table 4.9 and Figure 4.7, the overall impression is of a series of 
nodes all connected to each other via a plethora of complex selections. The routing 
from one activity node to next for an item instance, however, cannot be determined 
from the discovered process flow chart, but must be determined from other parts of the 
methodology presented in later chapters. In the case of the manufacturing case study, 
the item product code determines the routing for each instance through the overall 
system framework. 
One further point needs to be considered for the Zeta-Gunn algorithm developed 
within this chapter. The algorithm matches the data exactly and is thus overfitted to 
the data and not generalisable to the wider application of PM. When creating a 
simulation model of a process, however, the model flow paths must be a faithful 
reproduction of the data to build a credible model. For this form of PM, overfitting is a 
valid form of algorithmic development. 
 
4.3 Baggage handling Case Study 
The second test case was for a relatively small baggage handling system at an 
international airport. This case study was slightly different in that several scenarios 
were performed with the simulation model to test for the effect of security policies 
upon the overall system performance. The main reason for doing this was to examine 
the effect of the different scenarios upon the loading upon the resources, the analysis 
of which will be discussed in the next chapter. Observations from the simulation 
output, however, indicated that the system performance was altered by a change in 
security policy to manually screen a varying percentage of one specific flight, assumed 
to be carrying Very Important Passengers (VIPs). This variation in the level manual 
screening led to the observations that the operation of the baggage handling system 
varied, with many bags left in an outer loop waiting for the slow processing of 
manually screened bags. In doing so, many bags passed repeatedly through the 
Automatic Tag Readers (ATR) waiting for re-direction to the manual bag screening 
area. This has meant that the order of activities has been altered and as such the 
discovery of the activity process flows varies across the range of scenarios presented.  
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The second change in the system was that the manually screened bags were routed 
directly to the Level four screening, which is a manual screening activity, without 
undergoing a Level one scan, through the incorporation of a special status flag for 
each of the VIP bag instances.  
Given that the baggage handling system has a relatively structured range of activities, 
it was not anticipated that the more sophisticated PM algorithms would be required to 
enable the discovery of the process flow. Even so, it is worth examining how the α-
algorithm and the heuristic miner results appear for this case study. 
Before presenting and discussing the results, it is worth mentioning the different parts 
of the system and abbreviations used to represent the different activities. The key 
activities are: 
• Check-In: Where the bags are checked-in before the flight; 
• ATR: a bar-code reader which automatically scans the bags identification 
as they pass through the conveyor system; 
• Scan-Level 1: The initial automated bag scan using x-ray machines and 
automated visual inspection systems, which has around a 65% success 
rate; 
• Screen-Level 2: A secondary screen using an x-ray machine operator to 
confirm any problems with the initial scan and used mainly for the bags 
that do not pass the level 1 scan; 
• Screen-Level 3: A tertiary scan using an experienced scanning supervisor 
to confirm the go/no-go of a suspect bag when the level 2 operator cannot 
decide on the contents of a bag; 
• Screen-Level 4: A manual screen of a bag which involves the routing of 
the bag to an unpacking area for an exhaustive search of the contents. 
The three sets of scenarios tested involve manual screening checks of 0%, 50% and 
100% for one flight during a busy period during the morning shift. This chapter will 
now examine the three sets of data, using two different PM algorithms. 
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4.3.1 The alpha algorithm 
The three different scenarios are presented in Figures 4.8, 4.9 and 4.10. These charts 
represent the process flow charts for the three different scenarios of 0%, 50% and 
100% of manual bag screening. 
In Figure 4.8, the alpha algorithm performs well, highlighting the expected flow of 
activities from check-in, through the ATR and on-to the various levels of screening till 
the exit. The trigger points from one level of screening to the next are set by 
probability distributions during the execution of the simulation, to mimic the reality of 
the actual baggage handling system. When there were no bags specifically required to 
be manually screened, Level 4, only a very small proportion of bags make it to level 4 
screening. 
 
 
Figure 4.8. The process flow chart applied to the Baggage Handling System with 0% 
manual bag checking. 
 
As the percentage of bags required to manually screened for one flight is increased to 
50% of the total flight number, the usefulness of the alpha algorithm breaks down. As 
can be seen in Figure 4.9, as some of the bags were required to wait on an outer 
conveyor loop before manual screening. This means that the ATR activity is triggered 
several times before the level 4 screening is possible for the heaving loading on the 
area. Thus, the alpha algorithm could not model the process flow correctly at the 50% 
level of manual scanning.  
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Figure 4.9. The process flow chart applied to the Baggage Handling System with 50% 
manual bag checking. 
 
When the percentage of manual screening increases to 100%, a similar flow of 
activities is observed in Figure 4.10 as in Figure 4.9. Again, the alpha algorithm 
cannot manage the recursive nature of the ATR triggers and as such on models the 
process flow correct from the Level 1 screening activities onwards. 
Figure 4.10. The process flow chart from the alpha algorithm applied to the Baggage 
Handling System with 100% manual bag checking. 
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As the alpha algorithm was not capable of modelling the process flow correctly for the 
baggage handling system, it was felt that the heuristic miner might provide the best 
algorithm to understand the process flow paths for the structured system. 
4.3.2 The Heuristic miner for baggage handling 
As used in the previous section on the manufacturing case study, the heuristic miner 
was employed to assess the process flow for the three scenarios tested and provide 
quantitative information on the frequency of each of the paths. Figure 4.11 shows the 
results from the heuristic miner algorithm for 0% manual screening of the one selected 
flight, which shows the process flow much as observed with the α-algorithm in Figure 
4.8. The heuristic miner has the added advantage of providing quantitative information 
about the breakdown of the different flow-path frequencies through the system and as 
such has heavier or darker lines for the higher frequency path. As observed with the 
previous case study, it generally only discovers the highest frequency paths, but in this 
case the algorithm is suitable for this application. As can be seen in Figure 4.11, all 
bags pass through the Check-in, ATR and Level 1 screening, but the proportion of 
bags going onto the further levels of screening depends upon the probabilities of 
failure at each level. Thus Level 2 screening occurs for around 35% of bags, Level 3 
screening occurs for around 5% of bags and level 4 screening only occurs for less than 
0.1% of bags, during typical operations. 
Figure 4.11. The process flow chart from the heuristic miner applied to the Baggage 
Handling System with 0% manual bag screening. The number associated with each 
flow line represent the number of instances passing through each flow-path. 
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When the manual bag screening is increased to 50% for one flight, the process flow 
chart changes to reflect the bottleneck in the manual bag screening area. It can be 
observed that the bags that are to be passed onto manual screening generally passed 
through the Level 1 scan, but the scan was not activated, before being diverted to the 
manual screening area. The process flow chart is thus consistent with the data logs 
developed from the baggage handling simulation. 
Figure 4.12. The process flow chart from the heuristic miner applied to the Baggage 
Handling System with 50% manual bag screening 
 
As the level of manual screening was increased to 100%, as shown in Figure 4.13, the 
bottleneck in the manual screening area caused many bags to circle on the outer loop. 
This meant that the ATR recorded several passes for many bags before being sent to 
the Level 4 screening area. Thus, the process flow chart is modified to reflect the 
change in process activity due to the loading on one part of the system, in this case the 
manual screening area. 
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Figure 4.13. The process flow chart from the heuristic miner applied to the Baggage 
Handling System with 100% manual bag screening. 
 
As can be seen from the results of Figure 4.13, there was a significant number bags 
were re-routed through the ATR, while waiting to be diverted to the Level 4 bag 
screening area. The recursive loop occurs 251 times, but only 129 bags are diverted 
from the ATR to the level 4 screening area. This suggests that a significant bottleneck 
of bags has occurred within the system and as will be shown in the next chapter, this 
had a degrading effect on overall system performance. This form of bottleneck 
developed during the 100% bag screening of one flight, as the manual handling area 
has a limited capacity to screen bags effectively in a short space of time. In contrast to 
this, the 114 bags that are screened through the manual handling area in the 0% case 
occur over a much longer period and therefore does not cause a bottleneck to overall 
system performance. 
The results of Figures 4.11 through to Figure 4.13 do raise an interesting and 
important feature in mining of data for process flow paths. As the load on the system 
increases, especially for systems with limited inventory storage, it is possible and 
probable that the process flow paths will alter to reflect the change in system 
operations. Thus, the process flow paths are likely to be dynamic and using static 
algorithmic process discovery tools many not correctly identify the dynamic nature of 
some of the process flow paths. There is a need to further investigate such PM 
algorithms for semi-dynamic systems, but they are beyond the scope of this thesis. 
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These results suggest the system process flow can and does change purely due to 
system constraints and as such, system resources must be considered when considering 
system behaviour and activities. 
 
4.4 Routing model 
As the process flow for the routing model was very simple, there was in fact only one 
processing activity, it was deemed trivial to discover this routing model through PM 
techniques. As such no results will be presented for this model in this section. This 
model has been developed specifically to consider the effects of resource information 
on routing decisions. 
 
4.5 Chapter conclusions 
This chapter has studied the formulation of a novel method for the evaluation of PM 
algorithms, through the investigation of the causal connections developed by the 
algorithms and then quantifying the number of connections that were: correct, missed; 
and false positives, against known results. Three PM algorithms have been tested 
against two different test cases, a manufacturing case study and a baggage handling 
case. In both test cases, the alpha algorithm failed to identify the correct routing path, 
apart from the first scenario for the baggage handling system. The heuristic miner 
failed to identify most of the route paths for the test manufacturing case, but correctly 
identified the changes in the baggage handling system as the percentage of bags 
diverted to Level 4 screening increased. The Fuzzy Miner did identify a significant 
number of route paths for the test manufacturing case, where the other two algorithms 
failed. There were significant incorrectly identified route paths, however, which did 
not appear in the original data. The inclusion of route paths not in the data provide 
significant doubt on the ability of the Fuzzy Miner to adequately model a semi-
structured system. 
In response to these failings in the current PM algorithms, the author developed an 
algorithm which identified all the route paths in the model, based on the route map 
from one activity to another. From this set of results, this thesis has developed a more 
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concise algorithm, called the Zeta-Gunn algorithm, for discovering the causal 
connections and unique flow paths for more complex cases. The algorithm is 
overfitted and not suitable for more general-purpose flow path characterisation, but for 
development of resource-based simulation models, the faithful reproduction of 
existing flow paths is crucial to the generation of credible process models. 
Of course, understanding the flow paths of the system is only the first step in the 
development of resource-based models. The resources need to be identified and 
quantified to enable good prediction capabilities and the decision logic used within 
any system must be inferred and encoded into the model structure. These two topics 
are the subject of the next two chapters. 
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Chapter 5 
 
Resource Identifications and Quantification 
 
5.1 Introduction 
The previous chapter described the process, results and challenges of the PM 
methodology. The basis of PM is the development of algorithms that extract the 
connections between activities during the operation of business processes. Whilst PM 
has been used with some success in the conformance checking of business processes, 
it is currently limited from being used as a methodology to develop simulation models. 
In its current form, PM leads to a Petri net arrangement of a process model, or less 
commonly a Hidden Markov Model, which can show the structure of the model. The 
initial PM methodology, however, lacked explicit inclusion of key information 
regarding the process resources, their capabilities and capacities, particularly with 
respect to time.  
As discussed previously in the literature review, to utilise a process simulation model 
for tasks beyond the range of conformance checking, the key parameters for resources 
must be inferred from the data logs and integrated into the proposed simulation model. 
This chapter will therefore build upon the work in the previous chapter to show how 
resource information can be integrated with the process flow chart information. 
Without resource information, any model is qualitative and not capable of making 
predictions. 
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5.2 Generalised Resource Modelling 
Resource modelling seeks the quantification of resources, be they human, machine or 
location based, such that any model developed is grounded in physical reasoning. To 
achieve this, two steps of data analysis and inference must be performed: 
1. The identification of key resources used within the process; and 
2. Inference of the processing parameters that measure the processing 
performance of each key resource. 
In performing the abovementioned two steps, the fundamental idea is to determine the 
key resources that are constraints to the system throughput, as these processes are 
bottlenecks to the overall system capacity and hence system lead times. Knowing and 
modelling these system bottlenecks is not enough to model the system completely, 
however, as other resources may also be close to system bottlenecks or constraints, 
such that any change to the key system bottlenecks will simply lead to a different set 
of constraints limiting the system performance of throughput, lead times and system 
inventory. This has been observed in systems that are well balanced [106], such that 
the performance of many key resources need to be modified to achieve overall 
improvements in system performance. Such understanding is not new, but often 
forgotten [107]. This thesis will therefore highlight a methodology for improving the 
overall systemic performance by the modelling of all highly loaded resources. 
Several definitions are required to succinctly describe, in the context of PM, the 
differences between activities, resources and items or instances. The definition of each 
of these is as follows: 
• Activities are the tasks required to complete a case number or work order. 
In PM, these form the basis of the process flow paths discovered through 
the application of PM algorithms; 
• Resources are the machine, human and ancillary requirements needed to 
complete the activities; and 
• Instances, also many be named items, are the individual work order 
numbers, parts or customers which make up the individual flow paths 
through the system. By this definition, different instances may have very 
different flow paths and resource requirements in the completion of their 
activities. 
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This thesis presents a process to identify and quantify the resources from the data logs 
used to “discover” the process flow charts of the previous chapter and then evaluate 
the methods through case studies. The first step is the identification of key resources 
according to the following: 
1. Activity based importance ranking; 
2. Area based importance ranking; 
3. Resource-based importance ranking. 
The identification of the importance of activities and resources will be determined by 
the level of instances passing through each activity or resource, via a user-defined 
limit.  
 
5.3 Resource Identification 
The first step is the identification of key resources.  
The proposed generalised process for resource identification is: 
• Perform an exhaustive search of all resources available in the data; 
• Determine where and in what quantities were the resources deployed to 
complete activities; 
• What was the relative frequency of resources used; 
• How were groups of resources used in combination to achieve activity 
outcomes. 
 
The case studies presented in the later section of this chapter will show how this was 
achieved for two different examples. This form of resource identification is based on 
an exhaustive search, but does not measure the interaction between resources, 
especially in collaborative environments. Social network analysis would be employed 
to analyse and visualise the interaction between resources. 
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5.4 Resource quantification 
To build a simulation process model, there is a requirement to model the resources that 
define the capacity of the process as closely as feasible. In general, the capacity of a 
process is constrained by the time taken to execute the requirements of the process for 
each activity. Thus, understanding the processing times required through each resource 
to complete each activity is essential to building a simulation model from data. If the 
mean and variance of the time taken to produce one item can be calculated, then there 
is a mechanism for determining the processing capacity for each resource. This 
processing time may vary according to the item or product being processed and may or 
may not have setup times associated with each production run.  
The proposed generalised process for resource quantification is: 
• Calculate and analyse mean and variance, in the form of probability 
distribution functions, across all identified key resources for the following 
times, if available: 
o Setup time, including tooling setup. 
o Processing time 
o Material changeover time 
o Planned downtime 
o Unplanned downtime 
o Machine/labour wait delays 
• Determine if significant statistical differences exist between mean and 
median values for each of the significant times observed for key resources. 
• Modify times according to filters based on known factors, such as planned 
delays, and if known unplanned delays 
The proposed method for resource quantification requires the modelling of individual 
times for each part of the processing. It could simply be the overall execution time, as 
in [15], or each of the individual times for each part of the execution time. In this 
thesis, the author has performed quantification on the processing time for each item 
instance for many resources, as it is generally the largest component of the overall 
execution time. The techniques developed are applicable to all other components of 
execution time. 
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In the next sections, these general methods are applied and further elucidated using the 
two case studies described in the previous two chapters.  
 
5.5 Case Study 1: Batch manufacturing system 
5.5.1 Resource Identification for Batch Manufacturing System 
Following on from the generic process description in section 5.3, the first step for the 
case study was the identification of the machine resources used within the system. As 
mentioned in section 5.3, understanding the relative importance of each machine 
resource was achieved via frequency charts, where the frequency of item instances that 
traverse through each resource work centre were calculated.  
 
 
Figure 5.1. Percentage of item (product) instances for each activity type. 
 
Figure 5.1 provides a snapshot of the overall number of instances through each activity 
grouping. This graph highlights the relative importance of each area to the overall 
system flow, where the total number of instances are summed for each of the key 
activity groupings. As can be observed in the graph, there is little information 
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provided for each machine resource, but the relative importance of each activity can be 
understood. The key activities make up the highest percentage of product instances, 
namely: forging; thread-roll; heat treatment; laboratory; plating/coating; packing and 
warehouse.  
There are two sets of activities where the total percentage of instances is greater than 
100%, forging and warehouse. The reasons for the greater than instances associated 
with these activities were: 
• There are a limited number of items that have required more than one 
forging activity to achieve the require product features, thus giving rise to 
the number of forging activities greater than the total number of instances; 
• Only one warehouse was considered as the final activity or operation for 
the manufacturing case study, but with some line items, an internal 
warehouse was also part of the product routing, thus leading to a greater 
than 100% number of warehouse activities for the total number of product 
instances simulated in the model.  
While a frequency chart of the key activities was useful information extracted from the 
data, it tells us little in terms of the most important resources observed within the 
system. To provide more useful resource information from the data, a further 
breakdown of each activity type was required to identify the most heavily utilised 
machine resources. Of course, this can only be achieved if the key machine resource 
information has been recorded in the data logs, which for the test manufacturing case 
study, such data is available. If the log data available records the activity only, without 
any reference to the resources utilised to complete the activities, then this further 
analysis is not possible.  
The first step to examining the machine resources is to examine the area breakdown 
for each of the activities. Figure 5.2 presents the results of the activity breakdown for 
each of the areas, including small, large, hot and external areas. In a similar manner to 
the previous chart, Figure 5.1, the chart highlights the number of items passing 
through each simulated working area, divided by the total number of items in the data. 
This chart, Figure 5.2, shows a greater level of granularity in the data compared with 
Figure 5.1, but still does not yet identify the key resources used within the system to 
achieve the desired outcomes. The warehouse still shows over 100% activity due to 
the number of items that pass through two sets of warehouse resources. These 
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warehouse resources are all grouped into the same resource areas of the simulated 
factory. 
 
Figure 5.2. Percentage of item (product) instances for each activity type broken down 
into key resource areas. 
 
 
In a similar manner to the examination of Figure 5.1, it can be seen in Figure 5.2 that 
the large forge has the highest percentage of items moving through the system, but the 
large threading operations has only a small proportion of items in the overall simulated 
production. This is because many of the large forge machines have threading and 
pointing operations built into the overall machine, such that these operations or 
activities are completed in-line the forging or bolt-making activities. This is not the 
case in the small forge or hot forge areas, thus the relatively higher totals for pointing 
and threading in these areas. The other point of interest with Figure 5.2 is that of the 
external contractors, many of which fulfil specialist operations that cannot be 
completed within the facility. The most important of these operations, in terms of 
volume of items were the Plate, Coat, Heat Treatment, Clean and Machine activities. 
All the external contractors were modelled as fixed period buffers, with the processing 
time for each external contractor based on an analysis of mean processing times when 
the model was developed. As there was little information was available on the 
contractor’s production schedules, this was the most expedient method for modelling 
purposes. 
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Whilst Figure 5.2 does provide valuable insight into the breakdown in what areas of 
the factory have the highest number of items passing through, it still does not provide 
information on the high-volume machines or the level of human operators to maintain 
the functionality of the machines. To achieve this goal, the resource information has 
been discretised to the individual machine resource level, assuming such information 
is captured within the data used for PM purposes. 
Table 5.1 provides an overview of the number of items passing through each of the 
key workcentres, based on the number of item instances being greater than 1% of the 
total. A full list for each active workcentre is provided in Appendix A. As discussed in 
Chapter 3, the output of the model uses a three letter ABC code to identify each 
machine resource, based on activity type, workspace area and a specific machine 
identifier.  
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Local factory data 
 
External contractor data 
Code 
work-
cell 
No. 
Items 
% 
items 
 
Code 
work-
cell 
No. 
Items 
% 
items 
 
Code 
work-
cell 
No. 
Items 
% 
items 
EHE 47 223 2.2% 
 
TST 158 133 1.3% 
 
MEE 405 118 1.1% 
FLB 2 345 3.3% 
 
PLB 38 490 4.8% 
 
HEA 221 152 1.5% 
FLC 3 172 1.7% 
 
PHA 49 128 1.2% 
 
HEC 223 188 1.8% 
FLD 4 209 2.0% 
 
PHC 51 107 1.0% 
 
HED 224 169 1.6% 
FLE 5 629 6.1% 
 
PHD 52 217 2.1% 
 
IEA 445 173 1.7% 
FLF 6 1033 10.0% 
 
PSF 177 109 1.1% 
 
BEA 432 189 1.8% 
FLG 7 836 8.1% 
 
MLB 24 106 1.0% 
 
BEB 441 210 2.0% 
FLH 8 491 4.8% 
 
MLC 60 490 4.8% 
 
QEB 244 662 6.4% 
FLI 9 719 7.0% 
 
HBD 65 302 2.9% 
 
QEC 259 120 1.2% 
FLJ 10 2345 22.8% 
 
HBF 67 2782 27.0% 
 
QED 260 563 5.5% 
FLK 11 231 2.2% 
 
HBG 68 2212 21.5% 
 
CEA 246 275 2.7% 
FLL 12 180 1.7% 
 
HBH 69 374 3.6% 
 
CED 251 226 2.2% 
FLM 13 150 1.5% 
 
HBI 70 259 2.5% 
 
CEF 266 598 5.8% 
FLO 22 170 1.6% 
 
HBK 72 377 3.7% 
 
SEA 447 215 2.1% 
FHC 17 249 2.4% 
 
HBM 74 1759 17.1% 
 
NED 442 161 1.6% 
FHF 20 128 1.2% 
 
HBN 75 1128 10.9% 
 
DEA 450 148 1.4% 
FHG 21 150 1.5% 
 
LBA 80 8453 82.0% 
 
DEB 451 151 1.5% 
FSF 125 121 1.2% 
 
BBB 78 898 8.7% 
 
DEC 453 394 3.8% 
FSG 126 146 1.4% 
 
BBC 79 827 8.0% 
 
    
FSH 127 111 1.1% 
 
BBD 185 168 1.6% 
 
    
FSI 128 135 1.3% 
 
QBA 81 406 3.9% 
 
    
FSK 130 222 2.2% 
 
QBB 82 1463 14.2% 
 
    
FSL 131 148 1.4% 
 
QBC 83 769 7.5% 
 
    
FSM 132 131 1.3% 
 
CBA 84 810 7.9% 
 
    
FSO 134 182 1.8% 
 
SAA 91 178 1.7% 
 
    
FSP 135 146 1.4% 
 
SHH 109 1021 9.9% 
 
    
FSQ 136 154 1.5% 
 
IBA 112 9997 97.0% 
 
    
FSS 138 109 1.1% 
 
NBA 86 721 7.0% 
 
    
TLG 31 223 2.2% 
 
NBB 87 836 8.1% 
 
    
TLI 33 155 1.5% 
 
NBC 88 1546 15.0% 
 
    
TLJ 34 224 2.2% 
 
NBD 89 2005 19.5% 
 
    
TLL 36 587 5.7% 
 
NBE 90 2170 21.1% 
 
    
TSA 139 183 1.8% 
 
NBL 106 1204 11.7% 
 
    
TSB 140 197 1.9% 
 
DBE 210 2285 22.2% 
 
    
TSC 141 139 1.3% 
 
DBH 213 172 1.7% 
 
    
TSD 142 112 1.1% 
 
DBI 214 583 5.7% 
 
    
TSJ 148 149 1.4% 
 
DBJ 215 463 4.5% 
 
    
TSK 149 115 1.1% 
 
WBC 216 8 0.1% 
 
    
TSM 151 221 2.1% 
 
WBD 217 697 6.8% 
 
    
TSQ 155 160 1.6% 
 
WBE 218 10303 100.0% 
 
    
 
Table 5.1. List of key workcentres with over 1% of total item instances. 
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Table 5.1 provides a list of over 100 resources with activity levels greater than 1% of 
the total number of item instances. This information has been provided graphically in 
Figure 5.3, as a selection of the key resources from each area. 
 
 
Figure 5.3. Percentage of total product instances passing through each selected 
workcentre, showing a highly variable loading upon resources. 
 
An examination of Table 5.1 and Figure 5.3 indicates that some work areas, such as 
small forge have a relatively even loading amongst the active resources, with the 
percentage of items assigned to each resource varying between 0.5 and 2.5% of the 
total item instances. Other work areas, such as large forge have a very unbalanced 
work flow across the thirteen active resources, varying between 1.5% and 22.8% of all 
item instances. Such a variation can be accounted for due to the capability of each 
machine, where groupings of product items, largely determined by final product 
diameter, can only be produced on specific machines.  
Processing centres downstream of the forging machines, as captured in the flow charts 
in chapter 4, have large variation in the percentage of items through the key machine 
resources. The heat treatment area has four main furnaces that produce most of the 
items, which feed into the high laboratory percentage of total items produced. The 
further downstream from the initial forging operations, the more diffuse the spread of 
items to individual resources, apart from the inspection and warehouse operations. 
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The volume of product instances through each resource is useful information for 
determining the importance of key resources in the system, but the model must 
incorporate more than the identification of resources used in the system. The next step 
in the model development is the quantification of the resources such that the model 
can be utilised for scenario testing and sensitivity analysis. 
With the resource identification performed so far, the identification of resources that 
process a large percentage of items, it does not reflect on what resources are 
constraints to the overall system output, namely item throughput.  
The constraints on any manufacturing system are determined by the rate at which 
items enter and exit the system. If the rate of entry of items is greater than the rate of 
items exiting the system, then a queue of items will develop in front of the key 
resources. The lengths of the queues and the time waiting in the queues determine the 
key constraints for overall system throughput. Ultimately, without any quantification 
of the system resources, it is very difficult to determine the rate at which items leave a 
current resource and be transported to the next resource. Without the key processing 
information, the length of queues and other constraints cannot be determined with the 
required accuracy. Thus, determining the overall processing times of key resources 
becomes a major goal of developing resource-based simulation model from data. 
In the manufacturing case study, an initial view of Table 5.1 and Figure 5.3, it appears 
that some resources are heavily loaded, whilst some resources are underutilised or 
rarely utilised. To quantify the effect that resources have on system performance, it is 
the time taken to process items, rather than the quantity of items that is of importance.  
Some other observations of the different work areas can be deduced from Table 5.1. 
The large forge area is unbalanced, in that only five machines (FLE, FLF, FLG, FLI, 
FLJ) out of the 13 have significantly higher loadings than the other machines, whilst 
the small forge machines are much more balanced in the proportion of products 
manufactured. 
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5.5.2 Resource Quantification for Batch Manufacturing System 
As discussed in the previous section, to build a resource-based simulation model, the 
time taken to process each item is a crucial piece of information required for all key 
resources.  
To quantify the processing parameters for resources in general, there is a need to 
determine the whole time taken to process each item, across all items produced to 
develop a statistical measure of the mean and variance in the processing times for each 
resource. For many manufacturing systems, the overall time taken must consider the 
setup times, processing times, planned and unplanned downtimes. For many systems, 
this will be difficult to attain. 
In the development of the methodology, one of the assumptions made for this research 
was that the processing time and setup times for key resources were available in the 
output data of the simulation model. Whilst this is not standard for many data systems, 
it was the best way of testing the veracity of the statistical analysis techniques. Using 
this event-log data, the following could be potentially for each machine resource: 
• Setup time for each job for each machine resource; 
• Runtime for each job for each machine resource; 
• Labour allocation for each activity associated with each machine; 
• Coil change time, material changeover, could also examined for the 
primary machines (forging). 
For this thesis, only the run-time for each item will be considered to highlight how the 
methodology can quantify resource parameters. The item run-time, now called the 
processing time, is the most important parameter affecting the overall throughput of 
each resource, as it was generally the largest time, and thereby directly affects the 
overall system throughput. The methodology can be extended to the other parameters. 
It is also worth noting that the assumption in the analysis, was that there was little 
schedule or resource information available apart from the event-log data. This is 
performed in a similar fashion to the development of PM algorithms, the assumption 
of no prior information apart from the data. Schedule information has only been used 
to verify the outcome of the resource quantification and validating the planned 
downtime on machines resources. 
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5.5.3 Large Forge Area 
An examination of the processing time for each item through the large forge area is 
presented in Table 5.2. The first column of Table 5.2 is the resource number in the 
simulation model, whilst the second column provides the number of items that have 
been processed through each resource. The next four columns present a comparison 
between the mean and median processing times per item (third and fourth columns), 
the difference between these two numbers in days (fifth column) and the percentage 
difference this represents (last column). As can be observed from the last column, 
there is a significant difference between the mean and median processing times 
varying from 1% to 72% of the overall mean processing times. Such a difference 
suggests that there is a skewed probability distribution required to represent the 
processing times on each machine resource. 
Resource 
no count 
mean 
(days) 
median 
(days) 
difference 
(days) 
% of mean 
(days) 
1 31 2.561 2.046 0.516 20.1 
2 345 0.368 0.174 0.195 52.8 
3 172 0.554 0.316 0.239 43.1 
4 208 0.639 0.481 0.158 24.7 
5 629 0.242 0.110 0.133 54.7 
6 1033 0.138 0.065 0.074 53.3 
7 840 0.168 0.109 0.059 35.0 
8 491 0.280 0.078 0.201 72.0 
9 719 0.176 0.090 0.087 49.1 
10 2343 0.071 0.049 0.021 30.2 
11 238 0.655 0.516 0.139 21.1 
12 180 0.878 0.869 0.010 1.1 
13 152 0.742 0.226 0.515 69.5 
Table 5.2. Comparison of the average and median processing time for each product 
instance (item), as well as the difference between the two times. 
 
While skewed probability distributions are not uncommon in many systems, to assess 
why the difference between the mean and median processing times was significantly 
different, further analysis of the processing times for each specific machine was 
performed. To achieve this, a plot of all the process events in the data was developed 
over a three-week period. The process events examined included the Setup Start time 
(STS), the Setup End time (STE), the Run Start time (RS), the Run End time (RE), the 
Coil Change Start time (CCS) and the Coil Change End time (CCE). All the process 
events have been plotted as events on a chart, as shown in Figure 5.4, the x-axis is 
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representative of time in days and the y-axis is representative of the machine number 
for the Large Cold Forge area. 
 
Figure 5.4. Percentage of total product instances passing through each selected 
workcentre. 
 
A qualitative examination of Figure 5.4 shows the significant differences between the 
lightly loaded and heavily loaded forging machines. Resource number 10, for 
example, has a very busy event timeline, due to some heavy loading and a high rate of 
production, while machine resource number 1 has very low loading and a low rate of 
production. The main issue to note is the large periods of the chart where there is no 
activity, namely between days 12 and 14, and days 19 and 20. These periods represent 
the weekends due since the production schedule beginning at day 0, such that the first 
weekend schedules occur on days 5 and 6, with subsequent weekend schedule starting 
every 7 days after the initial first week schedule. No production occurred on these 
resources during this period and this is part of the reason for the difference between 
the mean and median processing times. Any partially completed item at the start of a 
weekend period would sit for an extra two days before the processing can completed. 
Further to this argument, a careful examination of the processing times showed regular 
daily gaps in processing aligned with different shift times. The processing time data 
for most resources therefore had two periods of inactivity, one daily and one weekly. 
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Such regular disruptions to the processing times of item instances suggests that the 
mean processing time needs to be modified to take account of planned downtime, such 
as shift and weekend events. To quantify such a correction to the overall processing 
time, frequency charts, or histograms were developed to assess the size of the 
corrections required to the overall processing times. Figures 5.5 and 5.6 provides 
detailed analysis, in the form of frequency histograms, for two of the large forge 
machines. In both cases, there are three distinct groupings of processing time clusters. 
The first grouping in both charts was observed between 0.05 and 0.25 days in length, 
the second smaller grouping was characterised between 0.375 and 0.6 days and the 
final smallest grouping was noted to occur between 2.4 and 2.55 days in duration. 
These three distinct groupings can be explained by the prevalence of one eight-hour 
shift break between the first and second grouping and a longer weekend break between 
the first and third groupings. Given this analysis of the information, a correction to the 
second and third groupings of processing times was required to develop a more 
accurate measure of the processing time of each bucket. The correction was in the 
form of a filter that modified the original data to provide a better estimate of the 
processing time per item instance. 
 
Figure 5.5. Processing time variation for machine resource number 5. 
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Figure 5.6. Processing time variation for machine resource number 9. 
 
 
Further analysis of other forging machines in the large forge area highlighted some of 
the difficulties in assessing the effect of shift and weekend downtime information. An 
examination of the machine with the highest item loading, machine resource number 
10 due to its capability to forge large diameter products, is presented in Figure 5.7. As 
can be seen, this item frequency distribution for this machine shows a large peak at 
less than 0.1 days, but no secondary peak associated with the other machines at around 
0.5 days. A small tertiary peak can be observed at around 2.1 days due to the weekend 
downtime. This form of data is indicative of a three-shift pattern for the work days. 
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Figure 5.7. Processing time variation for machine resource number 10. 
 
 
Figure 5.8 presents another set of data where there is a two-shift pattern, but the 
processing time for each item or bucket is slower and thus the distinction between the 
first two peaks in the item frequency is less certain. In this example, the change to the 
second shift is only defined by a thin gap before another peak is reached. Thus, the 
limits of the deduction of two shift information is reduced. It is also possible that some 
items are started during one shift and not finished until more than two shifts later if the 
downtime fall in between the operating points. There is also a scattering of item 
instances above the 2.4-day level, due to the weekend downtime. It is still possible to 
correct the observed data for the anticipated downtime by subtracting an offset from 
the data-set, based on the likely downtime information. 
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Figure 5.8. Processing time variation for machine resource number 2. 
 
 
Given the evidence of multiple peaks the histogram for processing time for each 
specific machine, Figures 5.5 to 5.8, there was a need to incorporate offsets into the 
dataset to calculate a more realistic measure of processing times for each machine. 
These processing times, usually set as a probability distribution, should be designed to 
fit the modified data. The basic premise of such a method is to identify the shift 
pattern for the machine and then apply a filter correction of one or two shifts to the 
data, where there has been a delay in the processing. A chart of the filter adjustment is 
provided in Figure 5.9. In this chart, the size of the modification made to the 
processing time data is determined by the process delay observed, measured on the x-
axis, and the shift pattern of the resource examined as shown on the y-axis. 
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Figure 5.9. Generalised data correction filter applied to observed data. 
 
 
Applying the filter correction to the original data, Table 5.3 provides an update on the 
previously identified discrepancies between the mean and median processing times 
presented in Table 5.2. 
Resource 
no count 
average 
(days) 
median 
(days) 
difference 
(days) 
% of mean 
(days) 
1 31 1.400 1.167 0.233 16.7 
2 345 0.169 0.136 0.033 19.6 
3 172 0.219 0.245 -0.026 -11.6 
4 208 0.275 0.223 0.053 19.1 
5 629 0.105 0.101 0.004 3.8 
6 1033 0.064 0.065 0.000 -0.2 
7 840 0.083 0.109 -0.026 -32.0 
8 491 0.119 0.065 0.054 45.7 
9 719 0.086 0.084 0.002 2.7 
10 2343 0.049 0.049 0.000 0.2 
11 238 0.274 0.263 0.011 3.9 
12 180 0.197 0.235 -0.038 -19.2 
13 152 0.207 0.140 0.067 32.3 
 
Table 5.3. Comparison of the average and median processing time for each product 
instance with modified data. 
 
 
As can be observed from Table 5.3, there has been a significant decrease in the size of 
the percentage error between the mean and median processing times for each of the 
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large forge machines. The two machines where there were significant discrepancies 
between the median and mean processing times were machine 8 and machine 13, 
where the percentage error was 45 and 32% respectively. Examination of the 
frequency distribution profiles showed significant peaks at the 0.8-day period for 
machine 8 and at the 1.8-day period for machine 13. Further examination of the 
schedules used within the simulated model suggested that the peaks at longer 
processing times were due to the processing of smaller parts, which have a longer 
overall processing time compared to other resources in the area. This can complicate 
the analysis, as the time taken to complete one item can exceed the length on one-shift 
and possibly two, depending on the product and the processing start time relative to 
the end of shift time. 
It was possible to create new histograms for each resource using the modified data, 
thus providing a better estimate of the probability distribution of processing time. For 
brevity, only two modified distribution functions are provided for this thesis, as a 
comparison with the previously presented charts. Figure 5.10 is a chart of the modified 
processing time for resource number 9, to be compared with Figure 5.6, whilst Figure 
5.11 provides the modified processing time for resource 2, as compared with Figure 
5.8. 
 
 
Figure 5.10. Modified processing time frequency chart for resource number 9. 
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Figure 5.11. Modified processing time frequency chart for resource number 2. 
 
Both figures 5.10 and 5.11 indicate that the modified histograms provide a better 
representation of the processing times through the resources in the large forge area.  
5.5.4 Small Forge Area 
The next set of results presented in Table 5.4, show a similar pattern of results as for 
the large cold forge area, the difference between the average and median processing 
time for each item. When comparing Table 5.4 with the earlier similar comparison for 
the Large cold forge area, Table 5.1, the main differences of note are: 
• The average processing time is significantly larger for the small forge 
resources, varying between 1 and 2 days processing time;  
• Apart from three exceptions, resource numbers 120, 123 and 133, the 
difference between the mean and median processing times is less than 
70%. 
These two key points suggest some significantly different results between the large 
and small forge primary machine resources. They are called primary machines, as 
these resources are the starting point in the overall manufacturing process. Further 
examination of results will indicate that the length of processing time for each product 
instance is due to the size of product produced and the speed at which the machines 
can operate. 
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Resource 
no count Mean (days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
120 69 2.153 1.047 1.106 51.4 
121 69 2.437 1.792 0.645 26.5 
122 85 1.636 0.992 0.644 39.4 
123 67 1.937 1.130 0.807 41.7 
124 86 1.721 1.152 0.569 33.1 
125 121 1.357 1.007 0.350 25.8 
126 146 1.090 0.722 0.369 33.8 
127 111 1.761 1.444 0.317 18.0 
128 135 1.387 0.895 0.492 35.5 
129 76 2.233 1.831 0.401 18.0 
130 222 0.705 0.475 0.231 32.7 
131 148 1.049 0.966 0.084 8.0 
132 131 1.280 0.803 0.477 37.3 
133 24 3.260 0.966 2.293 70.4 
134 182 0.788 0.682 0.106 13.4 
135 146 1.056 0.926 0.129 12.2 
136 154 1.234 1.133 0.101 8.2 
137 95 1.900 1.793 0.108 5.7 
138 109 1.325 1.029 0.297 22.4 
Table 5.4. Comparison of the average and median processing time for each product 
instance with unmodified data through the Small Forge area. 
Due to the differences observed between Table 5.1 and Table 5.4, frequency analysis 
of some of the higher item counts was in order. Four of the highest item count 
machine resources were examined, these being resources 126, 130, 131 and 134. The 
results are presented in Figures 5.12 to Figure 5.15. 
 
Figure 5.12. Processing time variation for resource number 126. 
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Figure 5.13. Processing time variation for resource number 130. 
 
 
 
Figure 5.14. Processing time variation for resource number 131. 
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Figure 5.15. Processing time variation for resource number 134. 
 
 
These results above suggest that there was no obvious shift break pattern observed in 
the charts, but there was generally a smaller peak between 2.5 and 3 days, typical of 
that for a weekend. The greater spread of the data suggests that the smaller product 
size and weight leads to much greater variation in the processing time for each item 
instance. This was confirmed when data for the one-shift machines were examined as 
a validation of the results, which has been performed for a small set of resources. 
Figure 5.16 presents a box-plot of the first five resources for the small forge area, 
numbered resource 120 to 124, which produced most of the small part size pieces. The 
processing time in days from the simulated schedule has been estimated for each 
instance for the items produced, based on the shift pattern of the resource. The scatter 
in the results meant that a box plot was the best form to convey the information 
concisely. The results indicate that the 5 resources have large variation in the 
processing time for each instance, as well as significant outliers for resources 120, 121 
and 123.  
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Figure 5.16. Estimated processing time for the first 5 small forge resources, showing 
the large variation in item processing times. 
 
 
When further histograms are examined for the identified slower processing rates, some 
different patterns occur within the frequency charts. For example, the histogram of 
processing times for Machine 124 is presented in Figure 5.17 and this shows a 
distinctive pattern of processing times clustered around the whole day of 1, 2, 3, 4 and 
5 days. This pattern is observed with many of the smaller cold forge machines in the 
area and is indicative of single shift operation for many of the smaller machines, with 
a smaller count of item instances. It is therefore difficult apply any form of adjustment 
to the overall processing times as observed with the large forge machines. 
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Figure 5.17. Processing time variation for machine number 124. 
 
 
The difficulty with making filter adjustments to the results of the frequency analysis is 
the difficulty in determining the cause of the long processing times directly from data. 
The only possible adjustment that could be made is that of weekend effects, but the 
many days processing for some items means this is difficult. One of the possible 
extensions to this type of analysis is that of an adjustment filter based on timing 
analysis to determine common times when weekend effects are apparent. 
5.5.5 Large Threading and Machining Area 
The large thread rolling and machining workcentres were the next series of resources 
to be examined. A total of ten machine resources were identified as relatively high 
volume and thus an analysis was performed on the resources involved. A summary of 
the ten machine resources has been presented in Table 5.5, which highlights again the 
discrepancy between the mean and median processing times. 
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Resource 
no count 
 Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
24 106 0.612 0.176 0.436 71.2 
28 90 0.537 0.177 0.360 67.0 
31 223 0.651 0.211 0.441 67.7 
32 97 1.557 1.106 0.451 29.0 
33 155 1.194 0.977 0.217 18.2 
34 224 0.724 0.508 0.216 29.8 
35 69 1.079 0.884 0.195 18.1 
36 587 0.254 0.112 0.142 55.7 
60 490 0.422 0.424 -0.002 -0.5 
61 92 1.974 2.143 -0.169 -8.6 
 
Table 5.5. Comparison of the mean and median processing time for each product 
instance through the Large Threading and Machining resources. 
 
Results suggest that there are significant differences between the threading resources 
and the machining resources (numbers 60 and 61). The differences between the mean 
and median are small for the machining resources, of moderate size for four resources 
where the difference is less than 30% and large for another four threading resources 
where the difference is greater than 30%. The plots of the histograms have been shown 
in Figures 5.18 through to Figure 5.20. Figure 5.18 represents the frequency histogram 
for the thread-rolling resource number 28 in the simulated factory. There is a 
distinctive pattern that is representative of a single shift machine, where the processing 
time is generally less than the given shift time. The weekend effect can also be 
observed in the processing times between 2.5 and 3 days, as with the forging 
resources. 
 
128 
 
 
Figure 5.18. Processing time variation for thread rolling resource number 28. 
 
An examination of Figure 5.18 indicates that the processing time is generally less than 
one day, and there is a gap between the low processing times of less than one quarter 
of a day and the higher times greater than 0.7 of a day. This is indicative of a 16-hour 
delay, such that any item processing that is started near the end of a shift has a 16-hour 
delay (2/3rds of a day) before the processing for that item instance is completed. 
The other resources examined were the machines with 2 shift cycles per day, as 
indicated in Figure 5.19, which is a histogram for the thread rolling resource 34. There 
are no separate peaks in the overall histogram pattern, as with the large forge 
machines, as the process time per instance is longer for this thread rolling machine. 
The histogram also exhibits a small peak just under 3 days, due to the weekend effect. 
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Figure 5.19. Processing time variation for thread rolling resource number 34. 
 
The processing time for the machining centre number 60, provided in figure 5.20, 
shows a very straight-forward pattern. The limited number of products that passed 
through this resource means that there is no requirement for data modification. 
 
Figure 5.20. Processing time variation for machining centre number 60. 
 
 
0
10
20
30
40
50
60
0
0.
08
3
0.
16
7
0.
25
0.
33
3
0.
41
7
0.
5
0.
58
3
0.
66
7
0.
75
0.
83
3
0.
91
7 1
1.
08
3
1.
16
7
1.
25
1.
33
3
1.
41
7
1.
5
1.
58
3
1.
66
7
1.
75
1.
83
3
1.
91
7 2
2.
08
3
2.
16
7
2.
25
2.
33
3
2.
41
7
2.
5
2.
58
3
2.
66
7
2.
75
2.
83
3
2.
91
7 3
Fr
eq
ue
nc
y 
of
 it
em
 in
st
an
ce
s
Processing time (days)
Processing time histogram for threading-rolling resource 34
0
50
100
150
200
250
300
350
0
0.
02
8
0.
05
6
0.
08
3
0.
11
1
0.
13
9
0.
16
7
0.
19
4
0.
22
2
0.
25
0.
27
8
0.
30
6
0.
33
3
0.
36
1
0.
38
9
0.
41
7
0.
44
4
0.
47
2
0.
5
0.
52
8
0.
55
6
0.
58
3
0.
61
1
0.
63
9
0.
66
7
0.
69
4
0.
72
2
0.
75
0.
77
8
0.
80
6
0.
83
3
0.
86
1
0.
88
9
0.
91
7
0.
94
4
0.
97
2 1
Fr
eq
ue
nc
y 
of
 it
em
 in
st
an
ce
s
Processing time (days)
Processing time for machining resource 60
130 
 
In a similar manner to the large forge machines a selected number of machine 
resources have had the processing time varied to take account of shift variation and the 
2-day delay due to no weekend production. When the processing times for each of the 
key resources were modified, the new comparison between the mean and median 
times can be compared in Table 5.6.  
Filter adjustment to processing time for large secondary resources is based on the 
same filter used for the large forge machines, Figure 5.9, where the filter type applied 
is based on the pattern observed in the histogram. The shift patterns observed for the 
resources were: 
• One-shift – Resources 24, 28, 31, 33; 
• Two-shift – Resources 34 and 36; 
• Three-shift – Resources 60 and 61; 
• Indeterminate – 32 and 34. 
When the filter was applied to the estimated processing time, the modified processing 
times are presented in Table 5.6. The differences between the mean and median 
processing times are now generally less than 10%, except resource 31, which gives 
confidence in the proposed calculation.  
Resource 
no count 
 Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
24 106 0.190 0.176 0.014 7.6 
28 90 0.137 0.144 -0.006 -4.7 
31 223 0.155 0.186 -0.031 -20.1 
32 97 1.144 1.106 0.039 3.4 
33 155 0.316 0.310 0.006 2.0 
34 224 0.519 0.490 0.029 5.5 
35 69 0.789 0.787 0.003 0.3 
36 587 0.116 0.109 0.007 6.1 
60 490 0.422 0.424 -0.002 -0.5 
61 92 1.974 2.143 -0.169 -8.6 
Table 5.6. Comparison of the mean and median processing time with modified data for 
each product instance through the Large secondary resources. 
 
5.5.6 Small Threading and Machining Area 
Following on the previous section related to activities in the larger thread rolling and 
machining resources, the next area for examination was the small threading and other 
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downstream activities following on from the small forge operations. The initial 
analysis was a comparison between the mean and median processing times for each of 
the 11 resources deemed to be important (greater than 1% of the total number of 
instances). The analysis has been presented in Table 5.7 and is similar in scope to the 
previous tables in this chapter. 
Resource 
no count 
Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
139 183 0.687 0.462 0.225 32.7 
140 197 0.745 0.536 0.209 28.0 
141 139 0.550 0.325 0.225 40.9 
142 112 0.857 0.440 0.417 48.7 
148 149 0.501 0.350 0.152 30.2 
149 115 1.291 0.842 0.450 34.8 
150 79 1.167 0.870 0.298 25.5 
151 221 0.619 0.322 0.296 47.9 
155 160 0.922 0.625 0.297 32.2 
158 133 0.968 0.842 0.126 13.0 
177 109 1.710 1.113 0.597 34.9 
Table 5.7. Comparison of the mean and median processing time for each product 
instance through the small secondary resources. 
 
As with the small forging machines, the small secondary resources were more difficult 
to characterise due the small size and weight of the products manufactured, as well as 
the variable size of the product instances produced. When examining the frequency 
charts for the specific machines, the patterns produced were not as clear-cut as for the 
large secondary machines.  
The results in Table 5.7 suggest that there was considerable difference between the 
mean and median processing times for each of the resources monitored. Generally, the 
difference between the two key metrics range from 20 to 50% of the mean processing 
times, but much of the difference appears due to the skewed nature of the processing 
time frequency distribution rather than the effects of delay times. Examination of 
several processing time distributions for selected machine resources confirms this 
observation. Figures 5.21, 5.22 and 5.23 provide indicative histograms for the 
resources in the area. Figure 5.21 represents the processing time for the thread rolling 
resource number 139. 
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Figure 5.21. Processing time variation for thread rolling resource number 139. 
Figure 5.21 shows significant variation in the overall processing time up to one day’s 
processing and then a significant gap to the processing times over 2.5 days. The large 
gap between 1.08 days and 2.5 days processing time is due to the weekend effect 
observed in other processing times. A similar pattern has been observed in the other 
processing time frequency charts, 5.22 and 5.23, shown below. 
 
Figure 5.22. Processing time variation for thread rolling resource number 151. 
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Figure 5.23. Processing time variation for thread rolling resource number 155. 
The main difference observed with figures 5.22 and 5.23 was the longer processing 
times observed between 1 and 2 days, as well as the processing times greater than 3 
days, again due to the weekend effect. Due to difficulty in determining a suitable filter 
for the shift effects on processing times, the only filter allowed for these resources was 
the reduction of two days in processing times to account for the weekend effects. 
When this filter is applied, the reduction in the difference between the mean and 
median processing times reduced to between 0 and 25%, as observed in Table 5.8. 
This was a significant improvement on the previous variation in the mean processing 
time for each resource. 
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Resource 
no count 
Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
139 183 0.490 0.462 0.028 5.7 
140 197 0.521 0.494 0.027 5.2 
141 139 0.406 0.325 0.081 20.0 
142 112 0.571 0.437 0.135 23.6 
148 149 0.394 0.350 0.044 11.2 
149 115 0.874 0.758 0.115 13.2 
150 79 0.813 0.828 -0.015 -1.9 
151 221 0.438 0.322 0.115 26.3 
155 160 0.622 0.580 0.042 6.8 
158 133 0.697 0.808 -0.111 -15.9 
177 109 1.141 1.025 0.116 10.2 
Table 5.8. Comparison of the mean and median processing time with modified data for 
each product instance through the small secondary resources. 
 
5.5.7 Heat Treatment Area 
The heat treatment resources were not governed by a piece throughput rate like many 
of the metal shaping machines, but rather by a mass or weight rate. The processing 
time frequency charts look quite different from the previous charts observed for other 
sections previously documented. The comparison between the mean and median 
processing time, Table 5.9, generally has the mean less than the median for the 
simulated resources. This is due to the difference in processing times for weight-based 
processing centres. 
Resource 
no count 
Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
67 2784 0.066 0.077 -0.011 -15.9 
68 2212 0.073 0.077 -0.004 -4.9 
69 374 0.278 0.191 0.087 31.3 
70 259 0.644 0.783 -0.139 -21.6 
72 377 0.497 0.612 -0.115 -23.2 
74 1759 0.101 0.131 -0.029 -29.0 
75 1128 0.062 0.073 -0.011 -18.5 
Table 5.9. Comparison of the mean and median processing time for each product 
instance through the heat treatment resources. 
 
The main reason for the discrepancy between the mean and median processing times 
was the skewed distributions, rather than any shift or weekend effects. The heat 
treatment furnaces generally worked 3-shifts, and generally worked through weekends 
due to the high workload and difficulty in shutting down and restarting furnaces, with 
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high temperatures over 1,000 degrees Celsius. The charts for the furnaces show 
generally small scatter in the results with the occasional effect of down-days due to 
tempering duties on one furnace. Three charts of heat treatment resources 67, 68 and 
74 have been provided to show the similarities and differences between the resources. 
Figures 5.24, 5.25 and 5.26 show the frequency charts for the three heat treatment 
furnaces. All the resources show small scatter in the overall processing time and only 
one furnace, resource number 68, exhibiting the weekend effect. This was due to the 
tempering furnace being regularly used for tempering duties on occasional times 
during a weekend (this was dependent upon item instances waiting to be tempered). 
Thus, resource number 68 has a slight tail just over the one day mark due to the dual 
use of the heat-treatment furnaces. This can be corrected via a base filter of one day, 
but the low number of item instances will not alter the mean processing time 
significantly.  
 
Figure 5.24. Processing time histogram for Heat Treatment resource number 67. 
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Figure 5.25. Processing time histogram for Heat Treatment resource number 68. 
 
 
 
Figure 5.26. Processing time histogram for Heat Treatment resource number 72. 
 
Heat treatment resource number 68 was the only resource that required any filter 
applied to the original processing time data and it had the effect of widening the 
difference between the mean and median processing time from a 5% difference to 
around 17% difference, due to the nature of the skewed distribution of processing 
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times for the resource. A table of the modified processing times has therefore not been 
recorded in this thesis. 
5.5.8 Plating and Cleaning Activities 
The plating and cleaning activities were combined in the analysis, as one of the key 
cleaning activities was performed on the auto-plating line, where hydro-chloric acid 
was employed for cleaning dirty product before further operations were performed. 
Thus, one resource was used for three different activities: plating, cleaning and 
applying chromate (coating). As the throughput processed through these resources 
were based on a weight rate, rather than a piece rate, the frequency charts appear 
different to the forging and secondary thread rolling and machining resources and 
more like the heat treatment histograms. 
Table 5.10 presents the results of the processing times for the seven resources, which 
includes three different cleaning operations, 3 plating activities and a coating activity. 
The difference between the mean and median values is much smaller, in part due to 
the short processing times for each product instance. The percentage difference is 
generally at a moderate level of between 10 and 25%, except for resource number 185, 
which is a small cleaning resource for product from the small forge and secondary 
activity areas. 
Machine 
no count 
Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
76 810 0.039 0.050 -0.011 -27.6 
78 898 0.057 0.050 0.007 12.6 
79 827 0.247 0.203 0.044 17.9 
185 168 0.387 0.071 0.316 81.6 
81 406 0.060 0.073 -0.013 -22.0 
82 1464 0.043 0.050 -0.007 -16.0 
83 769 0.256 0.203 0.053 20.8 
Table 5.10. Comparison of the mean and median processing time for each product 
instance through the plating and cleaning resources. 
 
The frequency charts for three selected cleaning and plating operations have been 
presented in Figures 5.27, 5.28 and 5.29. The first chart was representative of the 
cleaning line, resource number 78, which was also part of the electroplating line and 
where the chromate coating was added. This meant that three activities were processed 
through one factory resource. As can be observed in figure 5.27, there is a distinct 
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peak in the processing time and one very small peak at the 1.05-day mark. This extra 
peak is due to a six-day schedule for the cleaning/plating line and thus only one day is 
observed for the weekend effect. 
 
 
Figure 5.27. Processing time histogram for cleaning resource number 78. 
The auto-plating line follows a similar frequency chart to the cleaning line operation, 
in that there was an obvious peak, followed by a small peak just greater than one day, 
as observed in Figure 5.28. 
 
Figure 5.28. Processing time histogram for plating resource number 82. 
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The mechanical plating line, as observed in figure 5.29, indicates that again there was 
an obvious peak close to the rating for the line, but the extra peak observed was 
greater than two days. The chart indicates that resource number 83 had a five-day 
week schedule. 
 
Figure 5.29. Processing time histogram for mechanical plating resource number 83. 
 
Examination of all the seven charts for the cleaning/plating area has concluded that the 
filters should be established according to the following criteria: 
• One-day weekend delay – Resources 76, 78 and 82; 
• Two-day weekend delay – Resources 79, 83 and 185; 
• One shift operation – Resource 185 as well; and 
• No filter operation – Resource 81. 
When the filters were applied to the original processing time data, the following 
information was determined for the processing time, as presented in Table 5.11. 
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Machine 
no count 
Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
76 810 0.035 0.050 -0.014 -41.0 
78 898 0.047 0.050 -0.003 -6.0 
79 827 0.182 0.203 -0.021 -11.6 
185 168 0.081 0.053 0.028 34.3 
81 406 0.060 0.073 -0.013 -22.0 
82 1464 0.037 0.050 -0.012 -32.9 
83 769 0.183 0.203 0.053 20.8 
Table 5.11. Comparison of the mean and median processing time with modified data, 
for each product instance through the plating and cleaning resources. 
 
The difference in the percentage error has increased for several resources, namely 
resources 76 and 82, mainly due to the skewed form of the distribution for these 
resources. Such an increase in the percentage error suggests that a comparison 
between the mean and median processing times was not the best form of analysis for 
the weight based processing centres. 
5.5.9 Sorting and Packing activities 
The final activities associated with the simulated factory were the sorting and packing 
activities. Table 5.12 highlights seven packing centres, resource numbers 86 to 106, 
and two sorting areas, with resource numbers 91 and 109, and analyses the difference 
between the mean and median processing time for each resource. As expected, as 
packing was generally the last activity associated with most product route, the number 
of item instances passing through this activity was high. Thus, only the high-volume 
packing and sorting areas have been considered for this analysis. Sorting activities 
were required to maintain zero defect requirements for customers. In a similar manner 
to the previous analysis on the large and small forge areas, there was significant 
difference between the mean and median values for processing time in Table 5.12. 
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Resource 
no count 
Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
86 721 0.191 0.085 0.106 55.5 
87 836 0.178 0.064 0.114 64.2 
88 1546 0.122 0.043 0.079 65.0 
89 2005 0.099 0.040 0.060 60.1 
90 2170 0.081 0.017 0.064 79.1 
95 89 1.028 0.771 0.257 25.0 
106 1206 0.141 0.053 0.087 62.1 
91 178 0.464 0.276 0.188 40.5 
109 1021 0.208 0.035 0.173 83.1 
Table 5.12. Comparison of the mean and median processing time for each product 
instance through the sorting and packing resources. 
 
Examination of the frequency charts for the key processing resources suggested that 
the resources had similar delay issues observed with the previous analysis of the large 
and small forge areas. Three resources have been selected for analysis in Figures 5.30, 
5.31 and 5.32. The first two were packing activities and the third chart was 
representative of the highest volume sorting area. 
 
Figure 5.30. Processing time histogram for packing resource number 87. 
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Figure 5.31. Processing time histogram for packing resource number 89. 
 
Both resource numbers 87 and 89 exhibited a two-shift pattern observed in the large 
forge and selected small forge machines. There were obvious weekend effects 
observed for both resources 87 and 89, which required filter adjustments to the overall 
processing time. 
 
Figure 5.32. Processing time histogram for sorting resource number 109. 
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Figure 5.32 presents a slightly different case of the sorting resource, where most of the 
processing times were less than 0.5 days, indicative of a two-shift operation, but there 
was a long tail out to 3 days and beyond. This was due to the large variety of items, 
both in size and weight, that required sorting activities. The best form of filter 
adjustment for this data was a two-shift operation, with the weekend effect likely after 
two days. The long processing times need to be taken account for the smaller product 
sizes. 
The filter information required for the modification of the processing time data was: 
• Two-shift, two-day weekend delays: Resource numbers 86, 87, 88, 89, 90, 
106, as well as sorting resources 91 and 109; and 
• One-shift, two-day weekend delays: resource 95. 
When the required data filters are applied to the data in Table 5.12, the results are 
presented in Table 5.13 with modified data-sets. In general, the percentage error 
between the mean and median processing times had reduced to between 18 and 30%, 
except for resource 90, which had a large peak at low processing times, and resource 
109, due to the long tail of processing times. 
Resource 
no count 
Mean 
(days) 
Median 
(days) 
difference 
(days) 
% of mean 
(days) 
86 721 0.096 0.078 0.018 19.1 
87 836 0.083 0.059 0.024 28.9 
88 1546 0.053 0.043 0.010 19.7 
89 2005 0.048 0.039 0.009 18.1 
90 2170 0.038 0.017 0.021 55.2 
95 89 0.376 0.260 0.116 30.8 
106 1206 0.067 0.049 0.019 27.8 
91 178 0.218 0.276 -0.057 -26.2 
109 1021 0.102 0.034 0.068 66.5 
Table 5.13. Comparison of the mean and median processing time, with modified data, 
for each product instance through the sorting and packing resources. 
 
5.6 Summary for the test manufacturing case study 
The results for the manufacturing case study has shown that the proposed process for 
identifying and quantifying resources was feasible for a complex data-set. The process 
has confirmed the identification key activities and the resources required to complete 
the activities. The machine resources have been profiled according to the processing 
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times for each item instance. Filters have been employed to modify the runtime 
frequency distribution based on planned downtime, to obtain realistic probability 
distributions. The results suggest that in most cases realistic probability distributions 
can be inferred from data logs. There were limitations to the filtering, however, when 
there was significant variation in the processing time or the processing time was close 
to the time interval of planned delays. Other delays such as machine setup and 
material changeover could also be determined from data analysis, but have been 
considered less important in this scenario. 
 
5.7 Case Study 2: Baggage handling 
The second case study undertaken was of an airport baggage handling system, using 
output data from a model simulation of a significant international airport. The baggage 
handling system was a network of check-in counters, automated tag readers, X-ray 
scanning machines, conveyors, merge points and pushers. The main aim was to take 
below cabin baggage and route the baggage to the correct aircraft loading point, after a 
high security vetting process.  
The data for the baggage handling system contains three scenarios developed to 
understand the effect of changing policy had on the operation of the baggage handling 
system. Security scanning of the baggage is usually performed by automated X-ray 
machines with screening operator oversight. Occasionally, however, for planes that 
may be carrying VIPs, manual screening of baggage can be called for. The data 
provided by the baggage handling model had the manual screening of bags occurring 
for one flight at levels of 0%, 50% and 100% of bags for the three scenarios 
considered. The systemic effect of manually scanning one flight worth of bags could 
then be examined. The results presented in the next sections will highlight the three 
different scenarios together where possible. 
As with the previous case study, the aim was to first identify the resources used and 
then quantify the key machine resource parameters to build a resource profile for the 
discovered model. 
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5.7.1 Resource identification – Baggage Handling 
The percentage of items processed based on activity was provided in Figure 5.33, 
which measured activity across each of the seven main types: Check-In; Tag Reading; 
Scan/Screening – levels 1 to 4; and Exit. Figure 5.33 presents a bar chart of the 
relative frequency with which each activity was performed. In general, most activities 
are performed at 100% for all items processed, with the exceptions being the more 
intensive screening operations. The second level screening required a human operator 
to assess the detail of an X-ray scan, the third level of screening required a supervisor 
to review an operator assessment, whilst the forth level required human operators to 
manually check the bags. 
 
Figure 5.33. Summary of percentage of total items for each activity type. 
 
The scan/screening activities have been broken down into four different levels, as the 
extent of the screen became more operator involved. It should be noted that the tag 
reader exhibited a greater than 100% frequency of items that pass through, for the 
100% screening scenario in the model output. This was due to the baggage circling on 
the outer conveyor, waiting for a conveyor vacancy slot to open on the input queue to 
the manual screening area. 
A further breakdown of the activities to the resource level, as there was no area based 
analysis as presented in the manufacturing case study, provided an activity chart 
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presented in Figure 5.34. In this chart, the main resources for the baggage handling 
system were identified, these being: 
• 2 Check-in stations; 
• 2 Auto-Tag readers; 
• 3 X-ray scanning machines; and 
• A Manual screening section with four active operators. 
 
Figure 5.34. Percentage of items passing through each resource. 
 
Figure 5.34 presented some interesting results for the resources used within the 
baggage handling system. The first was that Check-In Station A was more heavily 
used than station B, and conversely Tag Reader B was more heavily utilised than Tag 
Reader A. Of the three x-ray scanners, A and C were both heavily utilised, but scanner 
B was rarely used. The level 2 screening typically operated at about 30% of items 
observed, whilst Level 3 screening operated at around 5% of items processed. The 
level 4 manual screening typically operated at around 1% of items, but this increased 
to 2% for the one flight 100% screening scenario. 
5.7.2 Resource Quantification – Baggage Handling 
Now that the resources have been identified, the second part of the overall process was 
the quantification of the resources involved in the baggage handling system. As with 
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the manufacturing case study, a series of frequency charts have been used to quantify 
the resource processing times. As there was little setup time or unplanned downtime 
associated with these resources, the processing time for each resource was the most 
critical parameter required to develop a resource profile. In addition, as baggage 
handling systems have limited queueing capacity, the speed at which resources operate 
determines the overall systemic behaviour. 
Both the Check-in and Level 1 scanning resources had constant processing times of 1 
second and 2 seconds respectively. For this reason, there was no requirement to 
present frequency charts detailing the variation of the processing time. They could be 
represented by uniform processing times. The tag reader had no processing time 
requirements, as the read occurred as the bags passed under their position. 
The results for the Level 2 screens have been presented in Figures 5.35 and 5.36. 
Figure 5.35 represents the items where the screen was successfully completed across 
the 3 scenarios, whilst figure 5.36 is for the screens that do not pass. 
 
Figure 5.35. Processing time variation for Level 2 screens that pass, as measured 
across three scenarios. 
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Figure 5.36. Processing time variation for Level 2 screens that do not pass, as 
measured across three scenarios. 
 
The examination of figure 5.35 and 5.36 show a symmetrical type distribution for the 
Level 2 screens without much difference between the two sets of data, or across the 
three scenarios examined. A KS-test across all three scenarios for both sets of Level 2 
groups of results proved that there was no statistical difference between the three 
scenario results. All results from figures 5.35 and 5.36 were from the same distribution 
according to the KS-test, with the K-S statistic varying from 0.01 to 0.043.  
In both Figures 5.35 and 5.36, there was a peak at around 8.5 seconds with an even 
distribution either side of the median. Such a distribution should allow for a reasonable 
estimate of the processing time for the Level 2 screens. It is important to note that the 
machine scanning times were constant, but the judgement of the screening operator 
was variable. The results of fitting a distribution to the results were problematic, 
however, as Stat-Fit rejected all the possible probability distributions, despite the 
normal, triangular and Beta distributions visually appearing to be a good fit to the data. 
This was due to the small number of bins in the data, as the processing time for all 
level 2 screens were output as integer seconds, rather than fractions of seconds. A 
statistical distribution could not be fitted to the small number of bins. 
For the Level 3 screens, Figure 5.37 and 5.38 provide frequency charts of the 
processing time for the supervisor level screens that pass and not-pass respectively. 
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The results highlight for the screens that pass, figure 5.37, were somewhat closer to a 
triangular distribution, with a peak at 15.5 seconds and variance extending 9 seconds 
either side of the median. Minor differences between the three scenarios can be 
observed. Again, Stat-fit could not fit a distribution to the data, all distributions were 
rejected, because of the discrete nature of the bins.  
 
Figure 5.37. Processing time variation for Level 3 screens that pass, as measured 
across three scenarios. 
 
 
Figure 5.38. Processing time variation for Level 3 screens that do not pass, as 
measured across three scenarios. 
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The results for the Level 3 screen that do not pass, Figure 5.38, however show a 
different behaviour across the three scenarios, with the 50% case showing two peaks. 
The two other scenarios exhibited a similar pattern to the previous distribution 
observed in Figure 5.36. The difference in these calculations is probably due to the 
lower number of items occurring for the Level 3 screen failures.  
When a statistical analysis was performed on the two sets of results in figure 5.37 and 
5.38, the KS-test concluded they were all from the same distribution despite the 
difference noted, particularly for the screen results that do not pass in Figure 5.38. The 
results of the KS-test are presented in Table 5.14 and indicate a KS-statistic varying 
from 0.031 to 0.096, with the last column confirming that the six different sets of two 
samples all came from the same distribution. The highest K-S statistic was for Level 3 
samples that did not pass scanning for the 0% and 100% scenarios. 
 
Level 3 results K-S statistic Same/diff 
L3 0-50%Pass 0.031 Same 
L3 0-100%Pass 0.05 Same 
L3 50-100%Pass 0.054 Same 
L3 0-50%NotPass 0.096 Same 
L3 0-100%NotPass 0.078 Same 
L3 50-100%NotPass 0.09 Same 
Table 5.14. Results of the KS-test on the six different sets of two-set samples for the 
Level 3 screens. 
 
The Level 4 screens, due to the manual nature of their activities, had a different 
processing time distribution. Figure 5.39 presents the processing time frequency charts 
for all three scenarios. As there were no failures measured at Level 4, this was the only 
chart for analysis.  
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Figure 5.39. Processing time variation for Level 4 manual screens that pass, as 
measured across three scenarios. 
 
The Level four screens exhibit skewed distributions compared to the previous two 
types of screens. This was not surprising due to the nature of the manual screening 
activity. There was a peak screen processing time of 170 seconds for the 100% 
scenario, 180 seconds for the 50% scenario and 190 seconds for the 0% scenario. The 
range of the screening times was similar, from 130 to 295 seconds, so the distribution 
was skewed toward the low processing time. The 100% scenario had a larger number 
of items, which was noted in the resource identification phase of the analysis.  
Due to the larger range of processing times, Stat-fit successfully fitted probability 
distributions to the data. The two best fitting distributions from Stat-fit for the 0%, 
50% and 100% scenario levels were: 
• 0% scenario: Triangular (121, 299, 178) and Weibull (121, 2.2, 89.1); 
• 50% scenario: Rayleigh (126, 57.3) and Pearson 5(25.9, 21.6, 3.55e+003); 
and 
• 100% scenario: Weibull (122, 2.24, 90.6) and Rayleigh (126, 60.1). 
The variation in the fitted distributions were due to the small number of samples to fit 
the distributions and the changes in the shape of the histograms presented in Figure 
5.39. The distribution used with the simulation model which generated the output data 
was triangular. 
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When a statistical analysis was performed on the results for the Level 4 screens, the 
KS-test indicated that all sets of data samples were from the same distribution. The 
values of the KS-statistic varied from 0.061 to 0.08, for the three sets of two-sample 
tests performed. 
5.7.3 Effect of different scenarios upon system performance 
The reason for running three scenarios was to measure the effect a change in policy 
would have for the baggage handling system. The results in this section show clearly 
the effect of changing the manual screening operation for one flight from 0%, to 50% 
and then to 100% had on the overall in system times for the items, and the correlation 
between the change in overall in system time and the screening lead times for the set 
of items requested to be manually screened. 
Figure 5.40 highlights the two key measures of the overall system performance, in-
system time, as it is the key system metric affecting performance of the baggage 
handling system. In other words, the bags must be transferred through the system as 
quickly as practicable, such that flights are not held-up, or items miss the flights 
assigned. For the case of 0% manual screening, the overall system lead time is smooth 
and predictable. Both the total in-system time (blue) and the time taken between the 
Level 1 and Level 4 screening (orange) have been plotted in Figure 5.40.  
 
Figure 5.40. In system time for whole system and screening levels 1 to 4 inclusive, for 
the 0% scenario. 
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As the percentage of items directed to manual screening increased to 50%, figure 5.41, 
there was a slight increase in the lead time through the screening section. The effect on 
overall in-system time for the whole system, however, was only slightly affected for 
the period around 4:30 am. 
 
 
Figure 5.41. In system time for whole system and screening levels 1 to 4 inclusive, for 
the 50 percent scenario. 
 
Figure 5.42 shows the effect of 100% Level 4 screening for one flight, with a large 
increase in both the screening lead time and the overall in-system lead time. The spike 
in lead times increased sharply at around 4:20 am with the large increase in overall 
system lead time lasting around 1 hour. This would have a significant effect upon the 
items passing to flights, all which have limited slots for take-off. The overall effect 
would mean many bags would miss their flights, with the subsequent decrease in 
customer satisfaction. Such a scenario would not be considered a good outcome for the 
passengers or the airline companies. 
 
154 
 
 
Figure 5.42. In system time for whole system and screening levels 1 to 4 inclusive, for 
the 100 percent scenario. 
 
The point of interest for this thesis is that the manual screening of bags, even at 100% 
of one flight, is still a small proportion of the overall items passing through the 
handling system. The total number of items manually screened in the 100% scenario is 
still only 2% of the total number of items overall, yet the transient impact on system 
performance is large. Thus, care must be taken to model all resources that may 
influence the system performance through the methods described in this chapter. 
 
5.8 Chapter Conclusions 
This chapter has studied how the PM methodology can be extended to include the 
incorporation of resource information into the model developed from data-logs. The 
lack of resource information in the literature makes identifying and quantifying 
resource information from data critical to the development of resource-based models. 
A two stage methodology of resource identification and resource quantification was 
introduced and evaluated on two case studies. The identification of resources was 
achieved successfully on both case studies through the analysis of data event-logs. The 
quantification of resources proved to be more difficult. 
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For the first case study, a batch manufacturing case, the processing times for the high-
volume resources already identified through the first stage were studied. The results 
suggest that the methodology developed can calculate and modify the processing times 
based on planned delays using statistical analysis and filtering. The technique, 
however, had difficulty with several of the resources due to the longer processing 
times relative to the delay patterns observed in the data. To the best of the author’s 
knowledge, this form of analysis has not been presented in literature. The second case 
study of a baggage handling system, proved the extraction and evaluation of 
processing times could be achieved across three different scenarios. Comparison 
between the scenarios across different screening levels proved there was not 
significant statistical differences between the data-sets, using the KS test. Statistical 
distributions of processing time, however, could only be developed directly from the 
data profiles for the Level 4 screens. 
The next phase of the methodology was the development of decision analysis for 
resource-based systems. Based on the methodology of the last two chapters, this thesis 
will build on the idea of resource-based models to build a process for the 
determination of decisions based on resource and system information. 
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Chapter 6 
 
Resource-based Decision Analysis 
 
6.1 Introduction 
The previous two chapters have been dedicated to firstly the discovery of process flow 
information from data and secondly the profiling of resources. These two steps are 
required to effectively build a resource-based simulation model from data event-logs. 
The final step in the overall methodology is the understanding of the rules used within 
the process that determine how and where items were routed, control actions taken and 
policy modified to achieve the completion of activities. This is generally called 
decision analysis and has been used in previous work [16].  
As this research was aimed at inferring resource-based models, the decision analysis 
was based on resource data, to facilitate the discovery of the correct routing decisions. 
A unique validation technique was also developed, assessing the decision algorithms 
against known static and dynamic routing rules. The inclusion of dynamic system state 
information and a unique validation technique has provided the novel contribution and 
expansion of the current literature focus on activity attributes. With the proposed 
method, dynamic changes in the system and resource state that affect the routing 
patterns can be inferred directly from the data. Thus, the techniques described in this 
chapter add to the existing body of knowledge for inferring decision rules for 
resource-based systems. 
The author was aiming to extract resource-based process models from data, the key 
factor in determining a decision-making tool was the ability to read and understand the 
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decision rules extracted from the data. Machine Learning provides a large selection of 
possible tools that aid the determination of decision making rules hidden in data-logs. 
Unfortunately, many of these tools are effectively black-boxes and extracting the 
working rules from the predictive models is difficult. Examples of such tools include 
NN classification models [108] and Support Vector Machine (SVM) classification 
models [109]. Both types of model can produce very effective predictive models of the 
decisions taken within a set of data, but then coding these into a simulation model 
would become problematic due to the complex relationship between variables and the 
feedback loops within NN systems or the decision hyperplane in SVM’s. For these 
reasons, algorithmic techniques that directly provide the routing or decision rules were 
chosen for the decision analysis section of this thesis. The benefit of such tools, such 
as decision trees, is that the decision rules can be determined directly from the output 
structures of the algorithm. 
For the abovementioned reason, the author examined algorithmic decision analysis 
tools that would effectively infer and classify rules within the system. These were: 
1. The C4.5 algorithm – The C4.5 algorithm was developed as an inference 
engine based on decision trees. Using the tree structure of branches and 
leaves, the C4.5 algorithm has proven adept at inferring decision logic 
from large data-sets. 
2. The Apriori algorithm – The Apriori algorithm was developed to detect 
high frequency items-sets in large data-bases, based on data attributes. The 
matched item-sets may vary in size from 2 up to 10 or more for big data. It 
has become a powerful engine for searching for rules based on the level of 
item-set matches. 
Only two algorithms were tested, as both provided a way of determining the routing 
rules directly from the algorithm. During the literature review, these two methods were 
the most widely used to infer decision rules. 
6.2 System Study 
Both these algorithms were tested against a series of simulation derived data-sets 
based on a group of parallel processing resources. Figure 6.1 provides a schematic of 
the model layout, for the 5-parallel process case. The base model contains a source 
that produces items at a specified rate, which were then routed to one of the input 
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buffers for the 5 operating processes, via the route buffer. The input buffers act as a 
queuing mechanism before each of the main processes. Each process is governed by a 
setup cycle and a work cycle which are set via a user defined series of distributions. 
The end of the process is a sink which removes the items from the model. 
Start Route Buffer
Input 
Buffer
Input 
Buffer
Input 
Buffer
Input 
Buffer
Input 
Buffer
Output 
Buffer End
Process e
Process f
Process g
Process h
Process i
 
Figure 6.1. Overview of the test routing model for 5 parallel processes. 
The focus for this series of simulation defined data-sets was the determination of the 
mechanism by which the routing occurred on the route buffer. Using features and data 
from each resource, the processes in Figure 6.1, the two algorithms, C4.5 and Apriori, 
will be tested to determine the form of the routing employed with each scenario. The 
routing rule used was set according to the following rules, which were the most 
common of the standard routing rules in simulation and practice: 
• Cyclic – the routing pattern delivers one item to the input buffer of first 
resource, then delivers subsequent items to the next resources in the 
system according to their system order. When an item has been delivered 
to the final resource, the routing direction returns to the input buffer for the 
first resource. As such, the cyclic rule was a static routing rule. 
• Minimum buffer length – the item routing was based on the resource with 
the minimum input buffer length. This was a dynamic routing pattern 
dependent upon the resource and system state. 
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• Minimum wait time – the item routing was based on the resource with the 
minimum wait time on the input buffer. This was also a dynamic routing 
rule. 
• Minimum process utilisation – the item routing was based on the resource 
with the minimum process utilisation. This was a dynamic routing rule. 
• Mixed item based and minimum buffer length – the item routing combines 
item specific routing with routing based on the resource with the minimum 
buffer length. This rule was both a static and dynamic rule, as the part 
based routing is static. 
• Mixed item based and minimum utilisation – the item routing again 
combines item specific routing with the resource with the minimum 
utilisation. This was a mixed static and dynamic routing rule. 
• Random –item routing based on random selection, has been used a form of 
counter-control, which the algorithms were not expected to infer any 
meaningful rules. 
Item priority was not determined generally by the routing, as a priority system for 
some items does not change the direction in which an item may be routed, but only 
changes the timing with which the item can be processed from the input buffer. 
As stated previously, the overall aim for this chapter was to determine the accuracy 
and precision of the existing algorithms for the range of the resource-based routing 
patterns suggested above, but also to ascertain and measure the performance of the 
algorithms as errors were added in. To achieve such a goal, a series of errors were 
incorporated into the results of the simulation model output, which mimic distortions 
in the data-set, but not the actual routing pattern of the simulation model. In a sense, 
the author has been mimicking data glitches or bugs that occur in within most IT and 
recording systems. The size of the error considered was determined experimentally 
and ranged from zero error, up to 75% errors added, in increments of 5%. 
Another important parameter was the number of resources used within the data-set, to 
determine if this affects the routing rule discovery from data. Four different sets of 
data were produced for 3, 5, 8 and 10 processes respectively. The total number of 
scenarios tested thereby included: 
1. Four different number of resources studied; 
2. Twelve different levels of error introduced into the data-sets, and 
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3. Seven different routing rules, for which only the random routing rule 
examined the no error case. 
Therefore, a total of over 300 possible combinations were considered, although during 
the study, many of the combinations were not be included in the results as they did not 
add any additional understanding of the validation of the discovered decision routing 
rules. 
The aim of the experimentation in this chapter was to determine at what level of 
included error was the algorithm unable to determine the programmed rule correctly, 
for each separate routing rule. Experimentation during the research has shown that 
error levels up to 75% are required to achieve this.  
 
6.3 Decision Rule Discovery Results 
The results for each of the algorithms will be presented based on the number of 
resources deployed to test the functionality of the decision induction rule used, starting 
with the 3-resource scenario. The C4.5 algorithm will be examined first followed by 
the Apriori algorithm. As the rate at which items are introduced must reduce as the 
number of resources increases, a table at the start of each resource section will 
highlight the settings for the Inter-Arrival time (IAT) from the source (start), as well as 
for the resources. Generally, the IAT was set to be slightly larger than the mean time 
taken to process an item, divided by the total number of resources. The resources also 
have failures included in their operation, with the Time to Failure and the Time to 
Repair set for each of the resources. 
 
6.4 3 Process Scenario 
The settings for the IAT and the resources have been presented in Table 6.1. The 
parameters were employed within the simulation model, to generate the data-sets for 
the testing of the algorithms. Triangular distributions were used for the resources, as 
they allowed the author to set a minimum, maximum and expected peak value for the 
resources employed. 
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Table 6.1. Simulation parameters for Source and Resources for Route Test Model, 
where all times are in minutes. 
 
The first set of results for the 3-resource case are summarised in Table 6.2. This table 
presents the results for the four singular routing rules as the last four columns. The size 
of the introduced error are the main rows, with the predicted error from the algorithm 
and a measure of whether the routing rule has been correctly induced. Not every level 
of the percentage error has been included, as the errors below 20% always inferred the 
correct decision rule from the data-set, whilst for the current data-set, the 35% and 
45% error levels showed a similar trend to the surrounding values. 
  
Source IAT Process_e Process_f Process_g
Distribution 
type
Triangular
Process 
type
Distribution 
type
Triangular Triangular Triangular
minimum 6.5 minimum 5 5 5.5
peak 11 peak 8 8 9
maximum 17 maximum 10 12 14
minimum 10 12 10
peak 23 25 25
maximum 45 50 50
setup
work
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6.4.1 C4.5 algorithm results for Singular routing rule – 3 process scenario 
 
Table 6.2. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the first four singular routing rules as columns and 
a range of introduced error sizes as rows. 
 
An examination of Table 6.2 shows some interesting features. For the 3-resource 
scenario, the C4.5 algorithm performed very well, with the ability to infer the routing 
rule generally up to a 55% error introduced into the data-set. Even when the algorithm 
did not represent the singular routing rule precisely, the error in the rule was generally 
due to a small number of instances, mainly due to errors related to time. Given the 
systems were governed by time invariant routing rules, to avoid the observed issues 
related to time, both the Time and Item_count attributes were removed from the 
analysis, through the Weka pre-processing interface.  
A series of detailed analysis of the results presented in Table 6.2 has been included at 
selected error levels for the Minimum Process Utilisation routing rule. These selected 
results will highlight the detailed performance of the C4.5 algorithm, at different levels 
of introduced error. Figure 6.1 provides a summary of the output of the zero-error 
Introduced 
error
metric Cyclic Min Buffer Length
Min Process 
Utilisation
Min Wait Time
pred. error 0.1% 0% 0% 0%
correct Yes Yes Yes Yes
pred. error 21.7% 17.8% 21.4% 19.8%
correct Yes Yes Yes Yes
pred. error 29.4% 27.8% 30.6% 28.9%
correct Yes Yes Yes Yes
pred. error 39.8% 40.3% 38.6% 40.5%
correct Yes Yes Yes Yes
pred. error 53.0% 49.8% 50.2% 52.0%
correct Yes Yes Yes Yes
pred. error 56.6% 54.4% 54.3% 54.6%
correct Yes No Yes Yes
pred. error 60.5% 68.1% 61.2% 62.8%
correct No No No No
pred. error 64.7% 64.6% 67.3% 64.5%
correct No No No No
pred. error 66.6% 67.1% 63.5% 66.3%
correct No No No No
pred. error 59.9% 59.2% 65.3% 60.8%
correct No No No No
sample size 1042 1052 1047 1043
75%
50%
55%
60%
65%
70%
0%
20%
30%
40%
singular routing rule
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case, and contains the induced rule as a decision tree, a summary of the algorithm 
metrics and the confusion matrix. 
Minimum Process Utilisation (zero error). 
 
J48 pruned tree 
------------------ 
MinProcUtil = e: e (296.0) 
MinProcUtil = f: f (292.0) 
MinProcUtil = g: g (459.0) 
 
Number of Leaves  :  3 
Size of the tree :  4 
 
Time taken to build model: 0.01 seconds 
=== Stratified cross-validation === 
=== Summary === 
Correctly Classified Instances         1047 100  % 
Incorrectly Classified Instances          0 0      % 
Kappa statistic                            1      
Mean absolute error                       0      
Root mean squared error               0      
Relative absolute error                   0      % 
Root relative squared error           0      % 
Total Number of Instances             1047   
 
=== Confusion Matrix === 
   a     b   c   <-- classified as 
 296   0     0   |   a = e 
   0   292   0   |   b = f 
   0     0   459 |   c = g 
 
Figure 6.2. J48 summary output showing the decision tree, the performance measures 
and the confusion matrix for the 3-process scenario with zero error. 
 
The decision tree in Figure 6.2 shows that the C4.5 algorithm correctly infers the 
routing rule used within the simulated data. For the resource that had the lowest 
process utilisation, the routing is correctly determined from the data. As there were no 
errors added to the overall data-set, the confusion matrix shows the correct decision 
for each instance of the algorithm inference, with the incorrectly inferred instances in 
red. 
Minimum Process Utilisation (40% error). 
Figure 6.3 provides a similar set of results to those provided in figure 6.1. For this set 
of results, the introduced error in the data was 40%, and the algorithm predicted the 
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number of incorrectly classified instances at 38.6%. More importantly, despite the 
significant error, the decision tree is correctly inferred. 
 
J48 pruned tree 
------------------ 
MinProcUtil = e: e (296.0/119.0) 
MinProcUtil = f: f (292.0/117.0) 
MinProcUtil = g: g (459.0/168.0) 
 
Number of Leaves  :  3 
Size of the tree :  4 
 
Time taken to build model: 0.02 seconds 
=== Stratified cross-validation === 
Correctly Classified Instances  643               61.4136 % 
Incorrectly Classified Instances        404               38.5864 % 
Kappa statistic                            0.4125 
Mean absolute error                      0.3656 
Root mean squared error              0.4282 
Relative absolute error                  83.0075 % 
Root relative squared error           91.2439 % 
Total Number of Instances            1047 
 
=== Confusion Matrix === 
    a      b     c   <-- classified as 
 177   60   77  |   a = e 
  52   175  91  |   b = f 
  67    57  291 |   c = g 
 
Figure 6.3. J48 summary output showing the decision tree, the performance measures 
and the confusion matrix for the 3-process scenario with 40% errors added to the data 
set. 
 
Minimum Process Utilisation (60% error). 
When the introduced error was increased to 60%, however, the C4.5 algorithm failed 
to correctly identify the routing rule employed. The results of this scenario have been 
presented in Figure 6.4, with the number of incorrectly classified instances inferred 
above 60% and the decision tree being more complex than simulated for the minimum 
process utilisation. For each MinProcUtil attribute, a complex assignment of other 
attributes had arisen in the decision tree classification. In part, the small number of 
resources, three, has made the identification of a clear routing rule more difficult, a 
result that will become clearer when the larger resource scenarios are examined. In 
short, at the 60% level of error introduction, the J48 algorithm cannot infer the routing 
rule. 
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J48 pruned tree 
------------------ 
MinProcUtil = e 
|   MinBuffLen = e: e (217.0/117.0) 
|   MinBuffLen = f 
|   |   prevroute = e 
|   |   |   MinWaitTime = e: g (17.0/10.0) 
|   |   |   MinWaitTime = f: e (22.0/10.0) 
|   |   |   MinWaitTime = g: e (5.0/2.0) 
|   |   prevroute = f: e (7.0/1.0) 
|   |   prevroute = g: g (14.0/6.0) 
|   MinBuffLen = g: f (14.0/6.0) 
MinProcUtil = f 
|   MinWaitTime = e: f (180.0/104.0) 
|   MinWaitTime = f 
|   |   prevroute = e: f (12.0/6.0) 
|   |   prevroute = f 
|   |   |   part = Item_a 
|   |   |   |   MinBuffLen = e: f (5.0/2.0) 
|   |   |   |   MinBuffLen = f: g (17.0/9.0) 
|   |   |   |   MinBuffLen = g: g (0.0) 
|   |   |   part = Item_b 
|   |   |   |   MinBuffLen = e: g (9.0/5.0) 
|   |   |   |   MinBuffLen = f: f (14.0/8.0) 
|   |   |   |   MinBuffLen = g: e (1.0) 
|   |   |   part = Item_c: e (17.0/8.0) 
|   |   prevroute = g 
|   |   |   part = Item_a 
|   |   |   |   MinBuffLen = e: g (3.0/1.0) 
|   |   |   |   MinBuffLen = f: e (3.0/1.0) 
|   |   |   |   MinBuffLen = g: g (0.0) 
|   |   |   part = Item_b 
|   |   |   |   MinBuffLen = e: e (5.0/2.0) 
|   |   |   |   MinBuffLen = f: f (5.0/2.0) 
|   |   |   |   MinBuffLen = g: e (0.0) 
|   |   |   part = Item_c: g (6.0/3.0) 
|   MinWaitTime = g 
|   |   prevroute = e: e (1.0) 
|   |   prevroute = f: f (10.0/5.0) 
|   |   prevroute = g: e (4.0/1.0) 
MinProcUtil = g 
|   MinBuffLen = e: g (360.0/211.0) 
|   MinBuffLen = f 
|   |   part = Item_a 
|   |   |   MinWaitTime = e 
|   |   |   |   prevroute = e: e (6.0/2.0) 
|   |   |   |   prevroute = f: e (0.0) 
|   |   |   |   prevroute = g: f (4.0/2.0) 
|   |   |   MinWaitTime = f 
|   |   |   |   prevroute = e: f (4.0/1.0) 
|   |   |   |   prevroute = f: f (3.0/1.0) 
|   |   |   |   prevroute = g: e (15.0/6.0) 
|   |   |   MinWaitTime = g: g (2.0) 
|   |   part = Item_b 
|   |   |   MinWaitTime = e: f (4.0/1.0) 
|   |   |   MinWaitTime = f: g (20.0/11.0) 
|   |   |   MinWaitTime = g: e (1.0) 
|   |   part = Item_c 
|   |   |   prevroute = e: e (5.0/2.0) 
|   |   |   prevroute = f: e (3.0/1.0) 
|   |   |   prevroute = g: g (18.0/7.0) 
|   MinBuffLen = g 
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|   |   prevroute = e 
|   |   |   MinWaitTime = e: e (0.0) 
|   |   |   MinWaitTime = f: e (2.0) 
|   |   |   MinWaitTime = g: f (5.0/2.0) 
|   |   prevroute = f: e (0.0) 
|   |   prevroute = g 
|   |   |   MinWaitTime = e: e (0.0) 
|   |   |   MinWaitTime = f: g (3.0/1.0) 
|   |   |   MinWaitTime = g: e (4.0/1.0) 
 
Number of Leaves  :  47 
Size of the tree :  70 
 
Time taken to build model: 0.01 seconds 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          406               38.7775 % 
Incorrectly Classified Instances        641               61.2225 % 
Kappa statistic                           0.0802 
Mean absolute error                       0.4395 
Root mean squared error                  0.4813 
Relative absolute error                  98.9162 % 
Root relative squared error             102.1054 % 
Total Number of Instances              1047      
 
=== Confusion Matrix === 
   a     b     c    <-- classified as 
 153  81  127 |   a = e 
 123  83  134 |   b = f 
 103  73  170 |   c = g 
 
Figure 6.4. J48 summary output showing the decision tree, the performance measures 
and the confusion matrix for the 3-process scenario with 60% errors added to the data-
set 
 
6.4.2 C4.5 algorithm results for mixed rule and random routing - 3 process 
scenario 
The next set of results for examination were the multi-stage routing, which included 
specific part routing combined with resource-based routing. The results of the random 
routing rule have also been included to determine if the C4.5 algorithm could infer a 
routing rule based on random data. The results are summarised in Table 6.3 below. 
Due to difficulties managing the balance of the loading across a larger number of 
processes, another item class was added to the simulated data specifically for the 
mixed item and resource routing rules, which accounted for around 15% of all item 
types. The two rules employed in the simulated data were for the first and second 
cases respectively: 
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• If Item = d, then route = f, Else route = minimum buffer length; 
• If Item = d, then route = e, Else route = minimum process utilisation. 
 
 
Table 6.3. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the two mixed routing rules and the random 
routing. 
 
The C4.5 algorithm had greater difficulty determining the routing rules used for the 
two mixed-part and resource-based routing rules, as shown in Table 6.3. The second 
mixed routing rule could not infer the routing rule at 35% of errors, whilst both rules 
could not be inferred at any error level above 40%. The number of incorrectly 
classified instances also increased to a maximum of 65-66%, before dropping again 
for the second routing rule. 
The random routing rule results were also provided in Table 6.3 and as expected the 
C4.5 algorithm could not infer the routing rule. The rule developed was a very large 
and complex decision tree, containing 51 leaves and 76 branches. The rule developed 
Control
Introduced 
error
metric If item=d, then route=f, 
Else route=MinBuffLen
If item=d, then route=e, 
Else route=MinProcUtil
Introduced 
error
metric Random
pred. error 0% 0% pred. error 63.2%
correct Yes Yes correct No
pred. error 18.5% 19.2% sample size 1055
correct Yes Yes
pred. error 32.0% 33.2%
correct Yes Yes
pred. error 35.7% 35.2%
correct Yes No
pred. error 38.2% 40.0%
correct No No
pred. error 48.8% 42.1%
correct No No
pred. error 47.2% 50.4%
correct Yes No
pred. error 60.4% 57.0%
correct No No
pred. error 59.2% 64.4%
correct No No
pred. error 54.8% 66.1%
correct No No
pred. error 65.7% 64.2%
correct No No
pred. error 65.3% 59.8%
correct No No
sample size 1038 1046
45%
0%
75%
Mixed routing rule
70%
0%
20%
30%
35%
40%
50%
55%
60%
65%
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itself was a combination of all variables to maximise the number of correctly classified 
instances. The decision tree will not be displayed here due to its complexity and the 
understanding that there was no rule to infer from the data. In a sense, the random 
routing rule is a counter-control, in that it was not expected to develop a succinct rule 
and the C4.5 algorithm performed exactly as expected. The number of incorrectly 
assigned was 63.2% of the total number of instances, highlighting the lack of a clear 
routing rule. 
A more detailed analysis of the results of the second of the mixed routing rules will be 
provided to highlight the nature of incorrect inference of the routing rules. The results 
of the C4.5 algorithm will be examined for the 0%, 30% and 40% cases for the second 
mixed item and resource base routing. These results will highlight how the C4.5 
algorithm correctly or incorrectly inferred the routing rule. 
Mixed Item Type and Minimum Process Utilisation (0% error). 
Figure 6.5 presents the output of the J48 algorithm, which shows the decision tree rule, 
performance metric and the confusion matrix. The decision tree correctly inferred the 
mixed type routing from the data-set, with item_d being routed to process_e and all 
other routing based on the minimum process utilisation for the respective resource. 
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J48 pruned tree 
------------------ 
MinProcUtil = e: e (248.0) 
MinProcUtil = f 
|   part = Item_a: f (81.0) 
|   part = Item_b: f (91.0) 
|   part = Item_c: f (83.0) 
|   part = Item_d: e (49.0) 
MinProcUtil = g 
|   part = Item_a: g (146.0) 
|   part = Item_b: g (140.0) 
|   part = Item_c: g (131.0) 
|   part = Item_d: e (77.0) 
 
Number of Leaves  :  9 
Size of the tree :  12 
 
Time taken to build model: 0.01 seconds 
=== Stratified cross-validation === 
Correctly Classified Instances        1046              100    % 
Incorrectly Classified Instances          0                0   % 
Kappa statistic                            1      
Mean absolute error                       0      
Root mean squared error                   0      
Relative absolute error                   0      % 
Root relative squared error               0      % 
Total Number of Instances              1046     
 
=== Confusion Matrix === 
   a   b   c   <-- classified as 
 374   0     0  |   a = e 
   0   255   0  |   b = f 
   0     0  417 |   c = g 
 
Figure 6.5. J48 summary output showing the decision tree, performance measures and 
the confusion matrix for the 2nd mixed routing rule with 3-resources and with no 
errors added’ 
 
Mixed Item Type and Minimum Buffer Length (30% error). 
As the size of the error was increased to 30%, the inference of the routing rule was 
accurate and the algorithm has correctly inferred the routing rule. The decision tree 
still had a routing based on the minimum process utilisation along with the Item 
specific routing to process_e. Thus, at 30% error level, the algorithm was operating 
well. 
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J48 pruned tree 
------------------ 
MinProcUtil = e: e (248.0/87.0) 
MinProcUtil = f 
|   part = Item_a: f (81.0/34.0) 
|   part = Item_b: f (91.0/31.0) 
|   part = Item_c: f (83.0/23.0) 
|   part = Item_d: e (49.0/20.0) 
MinProcUtil = g 
|   part = Item_a: g (146.0/39.0) 
|   part = Item_b: g (140.0/35.0) 
|   part = Item_c: g (131.0/47.0) 
|   part = Item_d: e (77.0/27.0) 
 
Number of Leaves  :  9 
Size of the tree :  12 
Time taken to build model: 0.01 seconds 
 
=== Stratified cross-validation === 
Correctly Classified Instances          699               66.826 % 
Incorrectly Classified Instances        347               33.174 % 
Kappa statistic                            0.4971 
Mean absolute error                      0.3286 
Root mean squared error              0.4086 
Relative absolute error                  74.5663 % 
Root relative squared error           87.0417 % 
Total Number of Instances            1046      
 
=== Confusion Matrix === 
   a       b     c   <-- classified as 
 240   31   54  |   a = e 
  75   164  70  |   b = f 
  59    58  181 |   c = g 
 
Figure 6.6. J48 summary output showing the decision tree, performance measures and 
the confusion matrix for the 2nd mixed routing rule with 3-resources and with 30% 
errors added 
 
Mixed Item Type and Minimum Buffer Length (40% error). 
As the size of the error is increased again to 40% of the total data-set, the size of the 
errors introduced has shown that C4.5 algorithm cannot correctly infer the mixed 
routing rule from the data. Figure 6.7 has provided the results for the mixed part 
routing with 40% errors added. As can be observed with the decision tree, the routing 
rule inferred had elements of the minimum buffer length attribute, as well as the Item 
attribute, and therefore has incorrectly identified the routing rule. 
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J48 pruned tree 
------------------ 
MinProcUtil = e 
|   MinBuffLen = e: e (10.0/4.0) 
|   MinBuffLen = f: e (235.0/89.0) 
|   MinBuffLen = g: g (3.0) 
MinProcUtil = f 
|   part = Item_a: f (81.0/23.0) 
|   part = Item_b: f (91.0/44.0) 
|   part = Item_c: f (83.0/30.0) 
|   part = Item_d: e (49.0/16.0) 
MinProcUtil = g 
|   part = Item_a: g (146.0/60.0) 
|   part = Item_b: g (140.0/52.0) 
|   part = Item_c: g (131.0/62.0) 
|   part = Item_d 
|   |   MinBuffLen = e: f (2.0) 
|   |   MinBuffLen = f: e (75.0/33.0) 
|   |   MinBuffLen = g: e (0.0) 
 
Number of Leaves  :  13 
Size of the tree :  18 
Time taken to build model: 0.02 seconds 
 
=== Stratified cross-validation === 
Correctly Classified Instances          628               60.0382 % 
Incorrectly Classified Instances       418               39.9618 % 
Kappa statistic                            0.3967 
Mean absolute error                       0.371 
Root mean squared error               0.4332 
Relative absolute error                  83.6625 % 
Root relative squared error              91.9895 % 
Total Number of Instances              1046      
 
=== Confusion Matrix === 
   a       b     c   <-- classified as 
 226   52   84  |   a = e 
  68   158  90  |   b = f 
  78    46  244 |   c = g 
 
Figure 6.7. J48 summary output showing the decision tree, performance measures and 
the confusion matrix for the 2nd mixed routing rule with 3-resources and with 40% 
errors added. 
 
As the size of the introduced error increased in the data beyond 40%, the more 
complex and unrealistic the inferred decision trees became. A similar pattern of large, 
complex decision tress was observed for the first mixed routing rule as well, 
highlighting that the C4.5 algorithm found mixed routing rules more difficult to infer 
the correct rules.  
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In general, for the 3-resource scenario, the C4.5 algorithm (J48 in Weka) was 
generally successful in determining the correct routing rule for the singular routing 
rules, up to introduced error levels of 55% of the total data-set. The C4.5 algorithm did 
not perform as well for the multi-stage routing, with the algorithm failing to infer the 
correct rule above 50% and 35% for the two cases considered. For the next three sets 
of scenarios, the 5, 8 and 10 resource cases, only a summary of each set of results will 
be presented. More detailed results will only be given for cases where unusual results 
were observed.  
6.4.3 Apriori algorithm results – 3-process scenario 
The Apriori algorithm was developed [19] to test for association rules amongst the 
data-set. The overall goal for this research was to assess how effective the algorithm 
was for the determination of the resource-based routing rules. 
The implementation used was a version in the Weka software package, which allowed 
for the modification in several algorithm parameters. The two main parameters 
employed to test the Apriori algorithm were: 
1. The confidence parameter, also called accuracy, which measures how 
many instances match the discovered process rule on the right-hand side, 
compared to the total number of instances observed for the Left-hand side 
of the rule; 
2. The level of support for each rule, which measures the number of instances 
a rule was observed, compared to the overall number of rows in the data-
set. 
The results of the Apriori algorithm for the three-resource scenario are presented in 
Table 6.4. This table differs from the previous analysis for the C4.5 algorithm, as the 
effectiveness must be measured differently. The number of rules produced can often 
make interpretation of the overall routing rule difficult to ascertain. Therefore, each 
routing rule, apart from the random rule, will be examined to determine how many 
rules the Apriori algorithm inferred from the data-sets, compared with the three or four 
rules required for the decision trees for the C4.5 algorithm. The random routing rule 
has been excluded, as no rule can be feasibly inferred from the data. 
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error 
added C S
No. 
Rules Correct C S
No. 
Rules Correct C S
No. 
Rules Correct
0% 0.995 0.2 128 Yes 1 0.2 16 Yes 1 0.2 20 Yes
10% 0.88 0.2 114 Yes 0.88 0.2 8 Yes 0.9 0.2 20 Yes
20% 0.74 0.2 123 Yes 0.8 0.2 17 Yes 0.77 0.2 34 Yes
30% 0.68 0.2 123 Yes 0.7 0.2 22 Yes 0.67 0.185 32 Yes
40% 0.56 0.19 141 Yes 0.58 0.19 22 Yes 0.59 0.16 96 Yes
50% 0.44 0.14 259 Yes 0.49 0.15 41 Yes 0.46 0.13 116 Yes
error 
added C S
No. 
Rules Correct C S
No. 
Rules Correct C S
No. 
Rules Correct
0% 1 0.2 21 Yes 0.82 0.15 37 Yes 0.83 0.15 154 Yes
10% 0.89 0.2 25 Yes 0.74 0.15 43 Yes 0.75 0.15 150 Yes
20% 0.78 0.2 26 Yes 0.67 0.14 48 Yes 0.67 0.13 167 Yes
30% 0.7 0.2 32 Yes 0.57 0.11 73 Yes 0.58 0.09 340 Yes
40% 0.59 0.19 28 Yes 0.53 0.1 93 Yes 0.48 0.1 240 Yes
50% 0.44 0.15 77 Yes 0.47 0.085 141 Yes 0.43 0.085 381 Yes
Cyclic Min Buffer Len Min Proc Util
Min Wait Time If item=d, then route=f, Else 
route=MinBuffLen
If item=d, then route=e, Else 
route=MinProcUtil
To achieve results presented in Table 6.4, each routing rule was tested with the Apriori 
algorithm at six different error levels, ranging from 0% to 50% at 10% intervals. The 
two variables, Confidence (C) and Support (S) were altered to allow for the minimum 
discovered rules from the algorithm, that inferred the overall routing rule used to 
establish the data-sets. The measure of the effectiveness is then the total rules inferred 
to achieve the actual routing rule. 
 
Table 6.4. Summarised results for the application of the Apriori algorithm, via the 
Weka program, for the all six routing rules. 
 
As can be observed through an examination of Table 6.4, for some routing rules, the 
Apriori algorithm performed well, requiring only a small excess of rules to discover 
the routing rule. Examples of this were the minimum buffer length and the minimum 
wait time routing rules, where the initial number of rules determined by the algorithm 
were 16 and 21 respectively. As the level of error increased, so did the number of rules 
discovered by the algorithm, but not to an excessive level. This was to be expected, as 
the confidence level must be lowered to encompass the routing rule used in the data-
set with errors added. The support level was also lowered to encompass the smaller 
number of instances that the routing rule was valid for. 
As an example of the range of rules discovered, Figure 6.8 provides an example of the 
output for the minimum wait time case, with an introduced error of 40%. The 28 rules 
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generated are presented in numbered order, with the three routing rules highlighted in 
light blue. It is worth noting, that even with 40% error added to the route data, 
highlighted by confidence measures around 0.6, there were still twelve rules with very 
high confidence above 0.95. This shows the difficulty in using the Apriori algorithm to 
infer specific rules purely from the correlations in the data. The algorithm works, 
though, for these routing cases, but only because the routing rule was already known. 
Apriori 
======= 
Minimum support: 0.19 (198 instances) 
Minimum metric <confidence>: 0.59 
Number of cycles performed: 17 
 
Generated sets of large itemsets: 
Size of set of large itemsets L(1): 18 
Size of set of large itemsets L(2): 11 
Size of set of large itemsets L(3): 3 
 
Best rules found: 
  1. MinBuffLen=g MinWaitTime=e 245 ==> PrevRoute=e 245    conf:(1) 
  2. Route=f PrevRoute=f 202 ==> MinWaitTime=f 201    conf:(1) 
  3. Route=e PrevRoute=e 205 ==> MinWaitTime=e 203    conf:(0.99) 
  4. PrevRoute=f 351 ==> MinWaitTime=f 343    conf:(0.98) 
  5. MinWaitTime=f 352 ==> PrevRoute=f 343    conf:(0.97) 
  6. MinWaitTime=g 338 ==> PrevRoute=g 328    conf:(0.97) 
  7. PrevRoute=g 338 ==> MinWaitTime=g 328    conf:(0.97) 
  8. MinWaitTime=e 353 ==> PrevRoute=e 342    conf:(0.97) 
  9. Route=f MinWaitTime=f 208 ==> PrevRoute=f 201    conf:(0.97) 
 10. PrevRoute=e 354 ==> MinWaitTime=e 342    conf:(0.97) 
 11. PrevRoute=e MinBuffLen=g 254 ==> MinWaitTime=e 245    conf:(0.96) 
 12. Route=e MinWaitTime=e 212 ==> PrevRoute=e 203    conf:(0.96) 
 13. MinBuffLen=g 344 ==> PrevRoute=e 254    conf:(0.74) 
 14. PrevRoute=e 354 ==> MinBuffLen=g 254    conf:(0.72) 
 15. PrevRoute=e MinWaitTime=e 342 ==> MinBuffLen=g 245    conf:(0.72) 
 16. MinBuffLen=g 344 ==> MinWaitTime=e 245    conf:(0.71) 
 17. MinBuffLen=g 344 ==> PrevRoute=e MinWaitTime=e 245    conf:(0.71) 
 18. MinWaitTime=e 353 ==> MinBuffLen=g 245    conf:(0.69) 
 19. MinWaitTime=e 353 ==> PrevRoute=e MinBuffLen=g 245    conf:(0.69) 
 20. PrevRoute=e 354 ==> MinBuffLen=g MinWaitTime=e 245    conf:(0.69) 
 21. Route=f 341 ==> MinWaitTime=f 208    conf:(0.61) 
 22. MinWaitTime=e 353 ==> Route=e 212    conf:(0.6) 
 23. MinWaitTime=g 338 ==> Route=g 201    conf:(0.59) 
 24. PrevRoute=e MinWaitTime=e 342 ==> Route=e 203    conf:(0.59) 
 25. Route=f 341 ==> PrevRoute=f 202    conf:(0.59) 
 26. PrevRoute=g 338 ==> MinBuffLen=f 200    conf:(0.59) 
 27. Route=g 340 ==> MinWaitTime=g 201    conf:(0.59) 
 28. MinWaitTime=f 352 ==> Route=f 208    conf:(0.59) 
 
Figure 6.8. Apriori algorithm output showing the number of data-sets found and the 
rules given the limits of Confidence (C) and Support (S), for the minimum wait time 
routing rule with 3-resources and with 40% errors added. The light blue highlight 
shows the correct routing rule. 
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Source IAT Process_e Process_f Process_g Process_h Process_i
Distribution 
type
Triangular
Process 
type
Distribution 
type
Triangular Triangular Triangular Triangular Triangular
minimum 4.5 minimum 5 5 5.5 4 6
peak 7 peak 8 8 9 9 11
maximum 14 maximum 10 12 14 15 22
minimum 10 12 10 12 13
peak 23 25 25 23 26
maximum 45 50 50 35 50
setup
work
For other routing rules tested, the quantity of the possible rules discovered by the 
algorithm make it infeasible for rule determination for resource-based decision 
analysis. Both the cyclic and the second mixed routing rules in table 6.4 have a large 
quantity of rules, even at zero or low error levels in the routing data. In both cases, the 
zero-error level in the routing data produced 128 and 154 item-set rules, many of 
which had no attribute associated with the route information. As the introduced error 
level increased within the routing data, the second mixed routing rule created very 
large quantities of rules, which makes the algorithm impractical for inferring the four 
rules used within the routing case. 
 
6.5 5 Process Scenario 
The settings used for the Inter-Arrival Time (IAT) from the source and the resource 
parameters have been presented in Table 6.5. The IAT has been decreased from Table 
6.1, whilst two extra resources have been included in the model. 
 
 
Table 6.5. Simulation parameters for source and resources for Route Test Model, with 
5 resources and where all times are in minutes. 
 
6.5.1 C4.5 algorithm results for Singular Routing Rule – 5 process scenario 
Table 6.6 presents the summarised results for the singular routing rules used for the 5-
resource scenario. As with Table 6.2, Table 6.6 summarises the results for the four 
routing rules, which are noted in the final four columns of the table, whilst the rows 
provide the results of the analysis as the size of the introduced error is increased from 
0% to 75%. The results at the 35% and 45% levels of error have been excluded from 
the table as they do not provide any extra information from what has been presented. 
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Introduced 
error
metric Cyclic Min Buffer Length
Min Process 
Utilisation
Min Wait Time
pred. error 0.1% 0% 0% 0%
correct Yes Yes Yes Yes
pred. error 19.5% 21.5% 21.5% 19.7%
correct Yes Yes Yes Yes
pred. error 31.1% 31.7% 28.0% 29.5%
correct Yes Yes Yes Yes
pred. error 40.1% 41.0% 39.5% 40.7%
correct Yes Yes Yes Yes
pred. error 52.3% 51.4% 48.5% 47.2%
correct Yes Yes Yes Yes
pred. error 52.2% 55.4% 55.2% 56.0%
correct No Yes Yes Yes
pred. error 60.4% 60.1% 59.3% 61.2%
correct Yes Yes Yes Yes
pred. error 67.5% 67.7% 64.8% 65.4%
correct No No No No
pred. error 73.1% 76.0% 72.3% 72.6%
correct No No No No
pred. error 82.5% 78.4% 78.9% 76.5%
correct No No No No
sample size 1183 1178 1180 1184
40%
75%
singular routing rule
0%
20%
30%
50%
55%
60%
65%
70%
In general, the C4.5 algorithm had performed well, able to correctly identify the 
routing rule in all but twelve of the forty-eight cases examined, with all failures 
occurring above 60%. This was a significant improvement upon the results of Table 
6.2, where the C4.5 algorithm failed to correctly infer the routing rule for most of the 
rules when 60% of errors were introduced. An examination of the minimum wait time 
routing rule, at the 50% level of introduced error, will be detailed to help with the 
understanding of the reason for the improvement in the performance of the C4.5 
algorithm for the larger number of resources. 
 
Table 6.6. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the four singular routing rules. 
 
Figure 6.9 below presents a summary from the C4.5 algorithm, of the 5-resource 
scenario with 60% error added to the data-set results. The results in Figure 6.9 
highlight that the algorithm correctly inferred the routing rule from the data, but the 
main difference between these results and those presented in the previous section, 
apart from the inferred decision tree, was the confusion matrix. The matrix in figure 
6.9 is larger, being a 5x5 matrix, and hence the errors, which were randomly 
distributed, were spread amongst four other resources, rather than two. The main 
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diagonal (in black) thereby maintained a set of higher magnitude numbers, despite the 
incorrectly classified instances (in red) representing 60% of the total number of 
instances. This suggests that the larger the number of resources, the greater the 
likelihood of the C4.5 algorithm correctly inferring the correct routing rule, assuming 
the errors were randomly distributed.  
 
J48 pruned tree 
------------------ 
MinWaitTime = e: e (246.0/147.0) 
MinWaitTime = f: f (260.0/159.0) 
MinWaitTime = g: g (218.0/128.0) 
MinWaitTime = h: h (246.0/152.0) 
MinWaitTime = i: i (214.0/130.0) 
 
Number of Leaves :  5 
Size of the tree :  6 
 
Time taken to build model: 0.01 seconds 
=== Stratified cross-validation === 
Correctly Classified Instances          459               38.7669 % 
Incorrectly Classified Instances        725               61.2331 % 
Kappa statistic                            0.2337 
Mean absolute error                       0.301 
Root mean squared error                   0.3904 
Relative absolute error                  94.1909 % 
Root relative squared error              97.6526 % 
Total Number of Instances              1184      
 
=== Confusion Matrix === 
    a     b      c      d     e   <-- classified as 
 101   43   36   34   38 |   a = e 
   38  102  37   36   39 |   b = f 
   38   54   90   38   23 |   c = g 
   40   44   29   82   36 |   d = h 
   33   33   32   25   84 |   e = i 
 
Figure 6.9. J48 summary output showing the decision tree, performance measures and 
the confusion matrix for the minimum wait time with 5-resources and with 60% errors 
added. 
 
The twelve-incorrect classifications of routing rules in Table 6.6 occurred for each of 
the routing process, at levels of 65% introduced errors and above. An examination of 
the more detailed results for the minimum buffer length routing rule will highlight 
where the inference of the rule failed.  
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Figure 6.10, below, shows the results of J48 for the minimum buffer length routing at 
65% added errors. The confusion matrix is like the 60% level example shown above, 
but the J48 algorithm breaks down on the second and third branch of the decision tree, 
i.e. MinWaitTime = f and MinWaitTime = g. The J48 algorithm cannot make a rule 
without including the prevroute attributes, thus not inferring the correct rule. 
J48 pruned tree 
------------------ 
MinWaitTime = e: e (246.0/161.0) 
MinWaitTime = f 
|   prevroute = e: i (14.0/7.0) 
|   prevroute = f: f (216.0/140.0) 
|   prevroute = g: f (8.0/5.0) 
|   prevroute = h: f (15.0/8.0) 
|   prevroute = i 
|   |   part = Item_a: i (4.0/2.0) 
|   |   part = Item_b: g (2.0) 
|   |   part = Item_c: g (1.0) 
MinWaitTime = g 
|   prevroute = e: i (9.0/6.0) 
|   prevroute = f: g (14.0/8.0) 
|   prevroute = g: g (180.0/108.0) 
|   prevroute = h: g (8.0/5.0) 
|   prevroute = i: h (7.0/1.0) 
MinWaitTime = h: h (246.0/148.0) 
MinWaitTime = i: i (214.0/140.0) 
 
Number of Leaves:  15 
Size of the tree:  19 
 
Time taken to build model: 0.02 seconds 
=== Stratified cross-validation === 
Correctly Classified Instances          408               34.4595 % 
Incorrectly Classified Instances        776               65.5405 % 
Kappa statistic                            0.1804 
Mean absolute error                       0.3075 
Root mean squared error                   0.3987 
Relative absolute error                  96.1464 % 
Root relative squared error              99.6923 % 
Total Number of Instances              1184      
 
=== Confusion Matrix === 
    a     b     c     d      e   <-- classified as 
  73   48   37   42    37 |   a = e 
  48   79   26   18    30 |   b = f 
  44   38   79   35    32 |   c = g 
  34   41   38  102   31 |   d = h 
  39   43   34   49    75 |   e = i 
 
Figure 6.10. J48 summary output showing the decision tree, performance measures 
and the confusion matrix for the minimum wait time route, with 5-resources and 65% 
errors. 
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Examination of the next error level of 70% by the C4.5 algorithm produced a large 
decision tree with 113 leaves and a total size of the tree of 149. For brevity, this 
decision tree will not be included in the body of the thesis, but the sudden jump from a 
relatively small decision tree in Figure 6.10 to the large tree exhibited at the next error 
level suggests that the algorithm’s inference ability has broken down completely. The 
routing rule described by the decision tree contains every attribute and has developed 
leaves based on small number of instances. It is not surprising that the rule breaks 
down at this level of introduced error, as the confusion matrix has similar 
characteristics to the random routing pattern developed as the counter-control. With 
70% of introduced errors, the data-set is close to that of a random routing. A similar 
decision tree structure is observed for all singular routing rules at the 70% level of 
introduced errors. 
6.5.2 C4.5 algorithm results for mixed rule and random routing - 5 process 
scenario 
Following on from the singular routing rules for the 5-resource scenario, the results for 
the mixed routing rules and the random routing rule have been provided in Table 6.7. 
As with the other tables previously, the routing rules are read via the columns and the 
size of the introduced error are the rows. The 35% level of introduced error has not 
been included in these results, as they exhibited a similar trend to the other results in 
the sequence. 
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Table 6.7. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the two mixed and random routing rules for 5 
resources. 
 
There has been a significant improvement in the ability of the C4.5 algorithm to 
discover the routing rule for the two mixed routing rules. So just over half of the cases 
studied, 14 out of 24 of the mixed routing rules, were correctly modelled by the C4.5 
algorithm, as opposed to 8 out of the 24 cases being successfully modelled for the 3-
process case. Thus, the extra processes have led to a large improvement in 
performance for the mixed routing rules compared with the singular routing cases. 
The random routing case was, as expected, unable to develop a coherent routing rule 
to the routing pattern developed. The number of incorrectly characterised instances 
grew from 63% to 82.8% for the 5-resource scenario. The decision rule developed is 
exceedingly complex, highlight the lack of any directed routing rule for the case. 
Overall, as was the case with 3 resources, for 5 resources the mixed item routing rules 
are more difficult to ascertain from the data, but there was significant improvement in 
the level of error the singular and mixed routing rules could successfully infer. For the 
singular routing rules only twelve of the forty-eight cases showed a failure to infer the 
correct rule. All these cases occurred at the 65% error level and above. For the mixed 
routing rules, a total of fourteen out of the twenty-four cases examined successfully 
Control
Introduced 
error
metric If item=d, then route=f, 
Else route=MinBuffLen
If item=d, then route=e, 
Else route=MinProcUtil
Introduced 
error
metric Random
pred. error 0% 0% pred. error 82.8%
correct Yes Yes correct No
pred. error 20.2% 20.3% sample size 1192
correct Yes Yes
pred. error 30.2% 27.7%
correct Yes Yes
pred. error 42.6% 41.1%
correct Yes Yes
pred. error 45.6% 45.3%
correct Yes Yes
pred. error 48.1% 49.6%
correct Yes Yes
pred. error 62.2% 55.8%
correct No No
pred. error 62.8% 60.3%
correct No No
pred. error 73.7% 69.8%
correct No No
pred. error 78.1% 78.1%
correct No No
pred. error 79.0% 79.1%
correct No No
sample size 1185 1191
Mixed routing rule
40%
45%
75%
0%0%
20%
30%
50%
55%
60%
65%
70%
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developed the correct routing rule from the C4.5 algorithm. All these cases occurred at 
the 55% error level and above which is above the expectation of the author. The 
algorithm, therefore, has proven successful at determining the correct routing rules, at 
high levels of error in the data stream. 
6.5.3 Apriori algorithm results – 5 process scenario  
In similar manner to 3-process scenario, an analysis of the Apriori algorithm has been 
performed to test the effectiveness of the algorithm in comparison with the C4.5 
algorithm for resource-based decision making. The results are presented in Table 6.8. 
 
Table 6.8. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the two mixed and random routing rules for 5 
resources. 
 
For the same routing rule cases studied in Table 6.4, the results in table 6.8 highlight a 
similar pattern of some cases performing well in terms of the number of rules 
generated and others having an excessive quantity of rules from which the routing 
rules need to be inferred. All the minimum buffer length, minimum process utilisation, 
minimum wait time and the first mixed routing cases were determined via the 
algorithm with a small excess of rules, particularly for small levels of errors. The 
minimum process utilisation in fact had a reduction in the number of rules required to 
determine the routing, as highlighted in Figure 6.11, where the five routing rules are 
error 
added C S
No. 
Rules Correct C S
No. 
Rules Correct C S
No. 
Rules Correct
0% 0.995 0.1 75 Yes 1 0.1 18 Yes 1 0.1 30 Yes
10% 0.87 0.1 107 Yes 0.88 0.1 15 Yes 0.85 0.1 20 Yes
20% 0.77 0.1 127 Yes 0.8 0.1 13 Yes 0.76 0.1 13 Yes
30% 0.64 0.1 137 Yes 0.7 0.1 15 Yes 0.64 0.1 32 Yes
40% 0.52 0.1 141 Yes 0.58 0.1 28 Yes 0.51 0.1 34 Yes
50% 0.415 0.075 180 Yes 0.49 0.075 34 Yes 0.46 0.075 65 Yes
error 
added C S
No. 
Rules Correct C S
No. 
Rules Correct C S
No. 
Rules Correct
0% 1 0.1 20 Yes 0.8 0.1 15 Yes 0.79 0.1 75 Yes
10% 0.85 0.1 17 Yes 0.7 0.1 18 Yes 0.72 0.1 75 Yes
20% 0.75 0.1 32 Yes 0.61 0.1 21 Yes 0.62 0.1 95 Yes
30% 0.64 0.1 38 Yes 0.56 0.1 26 Yes 0.55 0.1 111 Yes
40% 0.56 0.1 29 Yes 0.46 0.09 33 Yes 0.46 0.1 107 Yes
50% 0.44 0.075 52 Yes 0.4 0.09 32 Yes 0.43 0.08 150 Yes
Cyclic Min Buffer Len Min Proc Util
Min Wait Time
If item=d, then route=f, Else 
route=MinBuffLen
If item=d, then route=e, Else 
route=MinProcUtil
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highlighted in light blue. The algorithm still did not work very well, for all routing 
patterns, as the size of the error approached 50%. 
 
 
Apriori 
======= 
Minimum support: 0.1 (118 instances) 
Minimum metric <confidence>: 0.75 
Number of cycles performed: 18 
 
Generated sets of large itemsets: 
Size of set of large itemsets L(1): 22 
Size of set of large itemsets L(2): 39 
Size of set of large itemsets L(3): 5 
 
Best rules found: 
  1. Route=h PrevRoute=h 145 ==> MinProcUtil=h 141    conf:(0.97) 
  2. PartType=Item_a MinWaitTime=e 151 ==> MinBuffLen=e 124    conf:(0.82) 
  3. Route=h 274 ==> MinProcUtil=h 225    conf:(0.82) 
  4. MinProcUtil=g 217 ==> Route=g 176    conf:(0.81) 
  5. MinProcUtil=e 228 ==> Route=e 182    conf:(0.8) 
  6. Route=e 229 ==> MinProcUtil=e 182    conf:(0.79) 
  7. PartType=Item_c MinWaitTime=e 176 ==> MinBuffLen=e 138    conf:(0.78) 
  8. MinProcUtil=f 213 ==> Route=f 167    conf:(0.78) 
  9. Route=f 214 ==> MinProcUtil=f 167    conf:(0.78) 
 10. MinWaitTime=e 493 ==> MinBuffLen=e 384    conf:(0.78) 
 11. PartType=Item_b MinWaitTime=f 166 ==> MinBuffLen=f 129    conf:(0.78) 
 12. MinProcUtil=h 292 ==> Route=h 225    conf:(0.77) 
 13. MinProcUtil=i 230 ==> Route=i 176    conf:(0.77) 
 14. Route=i 230 ==> MinProcUtil=i 176    conf:(0.77) 
 
 
Figure 6.11. Apriori algorithm output showing the number of data-sets found and the 
discovered rules (highlighted in light blue), given the limits of Confidence (C) and 
Support (S), for the minimum process utilisation routing rule with 5-resources and 
20% errors added. 
 
For the two other routing rules, however, the number of rules started at a high level 
(75) and proceeded to get larger as the introduced error was increased toward 50%. 
The Cyclic routing rule proved to be particularly prone to creating a large number of 
item-set rules (180) at the 50% error level. A comparison between the results for the 3-
process scenario, Table 6.4, and the 5-process scenario, Table 6.8, showed a reduction 
in the number of rules generated for each routing case. Despite this, the general 
difficulty in determination of the simulated routing rules from the myriad of other 
correlations means that the Apriori algorithm is not suitable for this form of resource 
decision analysis. For this reason, the results for this algorithm will not be presented 
for the 8 and 10 resource scenarios. 
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6.6 8 Process Scenario 
The parameter settings for the eight-resource scenario are presented below, Table 6.9, 
for the source (IAT) and the eight processes. The overall aim was to make processes 
that had similar, but not the same processing capacity and rates. The IAT was reduced 
again from the 5-resource scenario, to account for the extra processing capacity within 
the routing model system. 
 
Table 6.9. Simulation parameters for source and resources for Route Test Model, with 
8 resources and where all times are in minutes. 
6.6.1 C4.5 algorithm results for singular routing rule– 8 process scenario 
The results for the singular routing rules are presented in Table 6.10. In a similar 
manner to the previous sections, the 35% and 45% error level has been hidden in the 
table as they do not add significant value to the overall results, but they are included in 
the overall evaluation of the performance of the algorithm for the singular routing 
rules.  
Comparison with the previous 3 and 5 stage routing cases shows that the C4.5 
algorithm can now correctly classify all but ten of the forty-eight cases in the matrix, 
according to Table 6.10. This is a significant improvement from the 3-resource 
scenario, but only a slight improvement from the 5-resource scenario, where twelve 
cases were incorrectly inferred. Of the ten cases that did not develop a correct routing 
Source IAT Process_e Process_f Process_g Process_h
Distribution 
type
Triangular
Process 
type
Distribution 
type
Triangular Triangular Triangular Triangular
minimum 2.5 minimum 5 5 5.5 4
peak 5 peak 8 8 9 9
maximum 10 maximum 10 12 14 15
minimum 10 12 10 12
peak 23 25 25 23
maximum 45 50 50 35
Process_i Process_j Process_k Process_l
Process 
type
Distribution 
type
Triangular Triangular Triangular Triangular
minimum 6 5 6 5
peak 11 10 10 10
maximum 22 27 23 20
minimum 13 12 12 15
peak 26 27 25 27
maximum 50 45 55 50
setup
work
setup
work
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rule, the first two rules failed at the 70% error level, while the latter two rules failed, as 
in the 5-resource scenario, at 65%. 
 
Table 6.10. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the four singular routing rules with 8 resources. 
 
Given the slight improvement in the number of cases, this lends further evidence to the 
hypothesis that the algorithm can correctly infer routing rules when there are a larger 
number of resources to classify the problem with. As discussed in the previous section, 
the number of slots off the main diagonal in the confusion matrix increases 
quadratically as the number of resources increases. This leads to the overall 
dominance of the main diagonal if the error is randomly distributed, as was the case 
for the results from the routing simulation model.  
For the singular routing rules used in this section, in general the off-diagonal errors 
typically have only 10 to 15 % number of instances relative to the main diagonal, as 
shown in Figure 6.12. Figure 6.12 shows the confusion matrix for the Minimum Wait 
Time results with 65% errors added, which was the last column from Table 6.10. The 
main diagonal numbers are in black which specifies the correctly classified instances, 
while the incorrectly classified instances are in red. Whilst the algorithm failed to 
correctly identify the routing rule, it can be observed that the main diagonal still has 
higher overall numbers than the off-diagonal results.  
Introduced 
error
metric Cyclic Min Buffer Length
Min Process 
Utilisation
Min Wait Time
pred. error 0.1% 0% 0% 0%
correct Yes Yes Yes Yes
pred. error 19.1% 21.1% 20.8% 18.3%
correct Yes Yes Yes Yes
pred. error 30.5% 27.7% 31.8% 29.9%
correct Yes Yes Yes Yes
pred. error 39.6% 41.1% 41.4% 36.5%
correct Yes Yes Yes Yes
pred. error 51.3% 51.6% 49.8% 49.5%
correct Yes Yes Yes Yes
pred. error 53.8% 54.6% 58.1% 53.8%
correct Yes Yes Yes Yes
pred. error 63.2% 60.4% 61.5% 61.2%
correct Yes Yes Yes Yes
pred. error 65.6% 64.3% 66.5% 69.9%
correct Yes Yes No No
pred. error 68.8% 71.7% 70.0% 71.9%
correct No No No No
pred. error 77.7% 79.7% 77.7% 80.2%
correct No No No No
sample size 1067 1066 1063 1068
70%
75%
0%
singular routing rule
20%
30%
40%
65%
50%
55%
60%
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=== Confusion Matrix === 
a b c d e  f g  h   <-- classified as 
59 14  17  19  10  9  9 15   | a = e 
22  54 13  19 14 4 6 11   | b = f 
24 13  37  21 9  13 12  12   | c = g 
11  15 14  48 12  10 6  7     | d = h 
22 18  19  16 40 10 2 10   | e = i 
27  13 10  28 22 16 4 6     | f = j 
19  18 23  18 8 10 19 10   | g = k 
16 21 21  18 14 4 10 17   | h = l 
 
Figure 6.12. J48 summary output showing the confusion matrix for the Minimum Wait 
Time route, with 8-resources and 65% errors added. 
6.6.2 C4.5 algorithm results mixed item and random routing – 8-process 
scenario 
The results for the mixed routing cases were not nearly as good as the singular routing 
rules, which is not surprising given the more complex nature of the routing. The 
results are presented in Table 6.11 below. The 35% and 45% error levels have been 
included in these results, due to the more difficult nature of inferring the routing rule 
with mixed components to the routing. 
 
Table 6.11. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the two mixed and random routing rules for 8 
resources. 
Control
Introduced 
error
metric If item=d, then route=f, 
Else route=MinBuffLen
If item=d, then route=e, 
Else route=MinProcUtil
Introduced 
error
metric Random
pred. error 0% 0% pred. error 84.8%
correct Yes Yes correct No
pred error 21.4% 19.9% sample size 1081
correct Yes Yes
pred. error 29.7% 30.4%
correct Yes Yes
pred. error 35.4% 35.2%
correct Yes Yes
pred. error 38.6% 41.9%
correct Yes Yes
pred. error 48.8% 48.4%
correct No No
pred. error 49.3% 53.1%
correct Yes Yes
pred. error 60.1% 58.0%
correct No No
pred. error 65.2% 65.8%
correct No No
pred. error 71.8% 69.5%
correct No No
pred. error 75.8% 72.8%
correct No No
pred. error 82.7% 82.3%
correct No No
sample size 1068 1078
0%0%
20%
30%
35%
Mixed routing rule
75%
40%
65%
45%
50%
55%
60%
70%
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When compared to the 5-resource scenario, however, there has been a slight decrease 
in the number of cases where the routing rule was successfully inferred. Of the twenty-
four cases examined for the two different mixed routing rules, only half the total 
number (12) have been successfully determined through the C4.5 algorithm, which is 
slightly lower than for the previous 5-resource scenario. As expected, both mixed 
routing rules could not be inferred with the inclusion of 55% errors, but both routing 
rules had an unusual result where the both the first and second mixed resource-item 
routing determination failed at 45%, but passed at 50%. Upon further investigation, it 
was established that unusual routing of the errors, based on a uniform probability 
distribution, led to the unusual results at these levels. Both mixed routing rules fail to 
be inferred by the C4.5 algorithm at the 55% error level and above.  
The random routing rule was again unable to create a viable routing rule, which was as 
expected. The size of the incorrectly classified instances has again increased to 84.8% 
of all errors, which is highlighted in the increased size of the confusion matrix. As 
with the previous scenarios there exists little further understanding in providing results 
for a larger set of random routing results, as the routing rule infers excessive errors 
initially. 
6.6.3 Apriori algorithm results – 8-process scenario 
As discussed during the five-resource scenario no results will be presented as the 
algorithm does not determine the routing rule with sufficient clarity. 
 
6.7 10 Process Scenario 
The processing data for the simulation source and ten resources have been presented in 
Table 6.12. The table shows the setup and processing times for each resource and the 
corresponding reduction in the IAT for the source due to the larger number of 
resources. 
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Table 6.12. Simulation parameters for source and resources for Route Test Model, 
with 10 resources and where all times are in minutes. 
 
6.7.1 C4.5 algorithm results for singular routing rule – 10 process scenario 
The results for the singular routing rules are presented in Table 6.13 for the 10-
resource scenario, with all results presented up to the 75% error level. 
Source IAT Process_e Process_f Process_g Process_h Process_i
Distributio
n type
Triangular
Process 
type
Distribution 
type
Triangular Triangular Triangular Triangular Triangular
minimum 2 minimum 5 5 5.5 4 6
peak 4 peak 8 8 9 9 11
maximum 8 maximum 10 12 14 15 22
minimum 10 12 10 12 13
peak 23 25 25 23 26
maximum 45 50 50 35 50
Process_j Process_k Process_l Process_m Process_n
Process 
type
Distribution 
type
Triangular Triangular Triangular Triangular Triangular
minimum 5 6 5 6 6
peak 10 10 10 9 11
maximum 27 23 20 17 18
minimum 12 12 15 15 14
peak 27 25 27 25 26
maximum 45 55 50 45 48
setup
work
setup
work
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Table 6.13. Summarised results for the application of the C4.5 algorithm, via the J48 
algorithm in the Weka program, for the four singular routing rules with 10 resources. 
 
The results as presented in Table 6.13 highlights indicate that the C4.5 algorithm can 
infer the routing rules up to a very high error level. Of the 48 cases investigated, in 
only 8 cases the C4.5 algorithm failed to correctly identify the correct routing rule, all 
at very high levels of error of 65% or 70%. When the error levels are observed at such 
levels, the routing patterns observed and detected in the decision trees are close to 
random routes. It indicates that even without significant training data, the C4.5 
algorithm is very good at rule induction for the tested dynamic and static routing rules.  
In comparison with the previous scenarios of 3, 5 and 8 resources, the total number of 
correct inferences for the 10-resource scenario was forty and was only slightly better 
than the 8-resource case, at thirty-eight correct inferences. Whilst the improvement is 
marginal, there has been a consistent upward trend in the number of correctly 
classified routing rules for the singular cases. This highlights that the C4.5 algorithm 
performs better with a higher number of resources when the routing rule is singular 
and the errors are randomly distributed. 
Introduced 
error
metric Cyclic Min Buffer Length
Min Process 
Utilisation
Min Wait Time
pred. error 0.1% 0% 0% 0%
correct Yes Yes Yes Yes
pred. error 20.1% 17.6% 20.3% 20.1%
correct Yes Yes Yes Yes
pred. error 30.5% 32.1% 27.5% 30.4%
correct Yes Yes Yes Yes
pred. error 35.7% 34.0% 37.8% 33.1%
correct Yes Yes Yes Yes
pred. error 38.8% 40.3% 41.1% 38.5%
correct Yes Yes Yes Yes
pred. error 46.2% 44.6% 45.1% 46.5%
correct Yes Yes Yes Yes
pred. error 51.4% 52.3% 49.4% 49.3%
correct Yes Yes Yes Yes
pred. error 54.2% 54.4% 53.4% 54.9%
correct Yes Yes Yes Yes
pred. error 58.7% 63.4% 59.0% 61.1%
correct Yes Yes Yes Yes
pred. error 67.1% 65.6% 64.9% 66.4%
correct Yes No Yes Yes
pred. error 68.5% 70.6% 74.2% 73.3%
correct Yes No No No
pred. error 76.3% 83.1% 77.6% 81.9%
correct No No No No
sample size 1180 1175 1177 1180
40%
45%
75%
singular routing rule
50%
55%
60%
65%
70%
0%
20%
30%
35%
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6.7.2 C4.5 algorithm results for mixed item and random routing – 10 process 
scenario 
The results for the mixed and random routing have been presented in Table 6.14, 
where all levels investigated have been included. Extra analysis has been provided for 
different error levels of the random routing rule to exhibit the lack of variation in the 
output of the C4.5 algorithm for random routing. 
The results in Table 6.14 indicate that the C4.5 algorithm does not perform as well for 
the mixed routing rules, as for the singular routing rules. The algorithm is only able to 
correctly infer the first routing rule up to the 45% error level, whilst the second mixed 
routing rule could only achieve the correct discovery of the routing rule up to the 40% 
error level. Therefore, a total of eleven of the twenty-four cases investigated exhibited 
success for the algorithm.  
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Table 6.14. Results for the application of the C4.5 algorithm, via the J48 algorithm in 
the Weka program, for the two mixed and random routing rules with 10 resources. 
 
When compared to the previous scenarios with smaller number of resources, the total 
of eleven correct routing rules is slightly less than the previous scenarios for the 8 and 
5 resources, but greater than the 3-resource scenario. These results suggest that the 
C4.5 algorithm has greater difficulty determining mixed routing rules compared to 
singular rules, in the presence of significant error levels. Whilst this is to be expected, 
as the algorithm must infer greater complexity in the decision tree, the fact that the 
algorithm still successfully infers the correct rules up to 50% error levels is of 
importance for many real-world systems, where errors and missing data are common. 
Three different levels of the error have also been included for the analysis of the 
random routing rule, at 0%, 10% and 20% level of introduced error. The results 
suggest that the size of the incorrectly classified instances, or predicted error, is 
invariant for this rule. Such a finding is to be expected for this type of routing, as there 
is essentially no rule to the routing and the errors are distributed in a random manner. 
  
Control
Introduced 
error
metric If item=d, then route=f, 
Else route=MinBuffLen
If item=d, then route=e, 
Else route=MinProcUtil
Introduced 
error
metric Random
pred. error 0% 0% pred. error 88.3%
correct Yes Yes correct No
pred. error 18.8% 19.9% pred. error 88.6%
correct Yes Yes correct No
pred. error 29.3% 28.6% pred. error 88.7%
correct Yes Yes correct No
pred. error 41.9% 33.9% sample size 1194
correct Yes Yes
pred. error 43.6% 39.8%
correct Yes Yes
pred. error 45.1% 45.5%
correct Yes No
pred. error 56.4% 57.8%
correct No No
pred. error 59.2% 58.7%
correct No No
pred. error 65.2% 62.5%
correct No No
pred. error 71.3% 71.5%
correct No No
pred. error 75.1% 75.0%
correct No No
pred. error 84.4% 81.5%
correct No No
sample size 1179 1190
0%
30%
35%
10%
Mixed routing rule
0%
20%
40%
45%
75%
50%
55%
60%
65%
70%
20%
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6.8 Chapter Conclusions 
This chapter has investigated the feasibility of decision analysis applied to resource-
based systems. Using a simulation designed to alter the routing rules to a variable 
number of parallel processes, the generated data could be used to test two different 
algorithms to infer the correct rule from the data. A total of six different routing rules 
were employed: one static; three dynamic; and two mixed rules; and errors were 
introduced to determine how well each algorithm performed at discovering the routing 
rule with spurious data. A random routing rule was also included in the results as a 
form of counter-control, as no algorithm should be able to infer rules to random data. 
The results of the C4.5 algorithm cases were surprisingly robust to system noise. Not 
only did the algorithm succinctly identify each routing rule with no error, but errors 
greater than 60% could be inferred for many singular routing rule scenarios and at 
around 50% for the mixed routing rules. It is unlikely that such error levels would 
exist in most real-world systems and thus the C4.5 is suitable for inferring resource 
and system based rules for these examples. 
The results for the Apriori algorithm were not as encouraging. Whilst the algorithm 
could discover all routing rules for the 3 and 5 process scenarios, these rules were part 
of a much larger group of correlations discovered by the algorithm. For an unknown 
system, such a large range of possible rules makes the Apriori algorithm unsuitable for 
this research. 
This research has therefore concluded this body of work with the development and 
evaluation of a decision-making technique for resource-based systems. Through the 
examination of routing rules for a one-stage resource model, incorporating static, 
dynamic and mixed routing rules, the author has undertaken a novel and extensive 
verification of the C4.5 algorithm. The author has proven the C4.5 algorithm’s reliable 
effectiveness for inferring routing rules for resource-based systems with significant 
intrinsic noise, mirroring real-world scenarios, at an extent not previously undertaken 
from the literature reviewed; and the final piece in the overall methodology as outlined 
in chapter 3. This thesis has therefore outlined a methodology of extracting resource-
based information from data for process flow, resource identification and 
quantification and finally resource-based decision analysis. Using three case studies, 
these key methodological steps have proven to be viable and realistic. 
  
192 
 
 
 
 
Chapter 7 
 
Conclusions and Future Work 
 
7.1 Conclusions 
Simulation is a technique that has been used in many different contexts within the 
scientific and engineering communities. A simulation model allows the end-user the 
ability to monitor, modify, optimise and analyse the system being investigated 
without expensive and lengthy experiments or trial and error approaches to systemic 
change. DEVS is well suited to many human-made systems as the technique can 
model to a level of high fidelity, can include uncertainty in the modelling and has a 
wide established user-base. It is not without difficulties however, such as: the time-
consuming nature of the model formulation and execution; the requirement to 
interact with process experts who have incomplete knowledge of the system; and the 
difficulty in determining the level of abstraction of the model itself. 
PM has been established over the last decade as a de-facto standard for the extraction 
of process models from data. The inference of the models has been developed with 
the use of Petri nets to provide a FSM structure, which allows tokens to move from 
one place to the next via well-defined transitions. Several algorithms have been 
developed such that the end-user can customise the best solution for a range of 
application areas.  
PM has the potential to automate, to some extent, the development and execution of 
simulation modelling, as well as potentially improve the quality of the developed 
model. It has been employed extensively to study conformance of existing systems, 
particularly for business management systems. Conformance, in regard to PM, is the 
 193 
 
formal comparison between the discovered PM process model and an idealised or 
pre-existing model of the studied system. Further applications of PM have extended 
to include: manufacturing, university course structures; health and hospital systems; 
supply-chain and logistics; and robot operations. In short, the list of application areas 
DEVS has often been applied to. 
PM, however, is not without shortcomings. It has difficulty visualising and analysing 
the many unstructured systems observed in healthcare and hospital environments, as 
well as high value manufacturing and supply-chain systems. There were also 
problems with the incomplete inclusion of resources into the model formulation, as 
well as decision analysis focussed on activity attributes, not resource information. 
Using PM as a starting point, a four-step methodology has been proposed for the 
inclusion of resource information into the model development. Starting with a data 
event-log the aim was to produce a resource-based simulation model, without any 
further process information. The four steps were: development of the process flow-
chart; identification of key resources; quantification of the key resources; and 
determining the decision making based on resource and system data. Three 
simulation models, two of which were based on real-world systems and extensively 
verified, were utilised to produce event-logs upon which the methodology was 
evaluated. 
The use of well-defined simulation models meant that extensive verification of the 
existing PM algorithms was achievable. A novel verification method was developed 
to test the several PM algorithms, through the investigation of the causal-links in the 
observed process flow-paths. The alpha-algorithm could not produce process flow 
information for either the baggage handling or the manufacturing case studies. The 
heuristic miner worked well for the baggage handling system, but gave an 
incomplete model for the test manufacturing case. The fuzzy miner improved the 
process-flow information for the manufacturing case study, but did produce many 
process flows that were not observed in the data-event-log and was also deemed 
unsatisfactory via the verification method developed. Similar issues with the PM 
algorithms have been noted in other papers recently [74]. 
In response to the limitations of the three PM algorithms, the author developed and 
studied a new algorithm, called the Zeta-Gunn algorithm to model all the process 
flow paths correctly. This algorithm has overfitted the data, but for the development 
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of a simulation model this should not be considered a major concern. Further to this, 
the results from the baggage handling system identified that the process flow 
characteristics changed, as the load on one key system resource was increased. This 
suggests that the static algorithms employed via PM should take resource load for 
systems with limited inventory space into account when discovering process flow 
information. 
Identifying resources was achieved via statistical means for the two main case 
studies, with the volume of item instances passing through each resource the key 
determinant for resource identification. The quantification of the resources worked 
well for the baggage handling system, but was more problematic for the 
manufacturing case study. Due to differences between mean and median processing 
times for a significant number of resources, a new technique was developed to 
identify planned downtime information and modify the processing times to account 
for this downtime. The results were satisfactory for the resources it was applied to, 
apart from the cleaning/plating resources and some of the small forge resources in 
the simulated model. 
The third simulation model output was developed specifically to test decision 
analysis in item routing, based on resource and system information. In a similar 
manner to the PM algorithms, a unique validation technique was devised to test two 
decision analysis algorithms. Furthermore, the designed decision analysis is picking 
out rules based on potentially dynamic resource and system states, which has not 
been investigated previously at this level of detail from the literature reviewed. Using 
a variable number of parallel processes and seven different routing rules, the C4.5 
and Apriori algorithms were tested on a routing output data file in presence of a 
variable level of error. Whilst the Apriori algorithm was successful in identifying the 
correct routing rules for the 3 and 5 process scenarios, the interpretation of the results 
was difficult due to the large number of rules it sometimes generated. By contrast, 
the C4.5 algorithm was remarkably robust at determining the correct routing rules, 
even when the introduced error exceeded 50%. The algorithm only degraded in 
performance as the level of error approached the level of a random routing. Such 
results provide confidence that the algorithm would work for many real-world 
systems.  
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Given that much of focus of PM has been directed towards compliance of existing 
systems and failed to adequately include resources in the PM case studies, the author 
has addressed a significant gap in the current literature through a new methodology 
for the inclusion of resource information into simulation models developed from 
data. The thesis has proven that a resource-based model can be developed 
expediently from data. The four steps in the methodology have shown that resource-
based simulation models could be inferred from event-logs for two validated 
systems, and that decision analysis is achievable for route based decision making 
within these resource-based systems. 
7.2 Research Contributions 
This thesis started with the aim of devising and evaluating an extension of the PM 
methodology, namely: the inference of process flow paths from data; the 
identification and quantification of resource information from statistical analysis; and 
finally, the deduction of decision routing rules from data without any prior 
knowledge of the rules employed.  All three research aims have been achieved.  The 
main contributions to the existing research were: 
• The advancement of a method for testing the veracity and accuracy of PM 
algorithms, through the determination of the numbers of correct connections, 
missed connections and incorrectly assigned connections (false positives); 
• The introduction and validation of a new algorithm, called the Zeta-Gunn 
algorithm, which was proven to be more accurate than the existing PM 
algorithms; 
• The development of unique method for the identification and determination 
of machine resources for two complex systems, such that all key resources 
could be verified; 
• And the evolution and verification of routing rules (decision logic) directly 
from resource-based event log information, with high levels of included error. 
7.3 Future Work 
During the research for this thesis, several large areas of study were identified for 
future research topics. 
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Generally, there needs to be more research into the validation of the PM algorithms. 
The heuristic miner generally performs adequately for most systems, but the flow 
information is often incomplete, as the model was designed to simulate the high 
frequency flow paths. For many unstructured and semi-structured systems, such 
results will not provide an adequate level of accuracy to model the system 
adequately. The fuzzy miner in contrast can infer process flow paths with greater 
precision, but has been shown to include flow paths which were not in the data-set. 
This has some justification on the grounds of balancing the competing demands 
between underfitting and overfitting. For simulation model development, however, 
greater validity would be given to a system where the model was overfitted, to 
replicate the system with greater accuracy. More research in this area may help 
define the research challenge with greater clarity, such that it becomes more science 
than art. This would help identify where the newly developed Zeta-Gunn algorithm 
could be improved. A high pass filter is one obvious extension at present, but the 
development of resource information into the model is one method to increase the 
generalisability of the discovered model. 
As the range of application areas increases for PM studies, the one area that needs a 
significant level of attention is that of dynamic systems. There exist many such 
systems where the characteristics of process flow or decision making are altered 
depending upon the system loading or in response to internal or external events. 
Developing algorithms or Computational Intelligence techniques to discover the 
changing nature of the flow paths is of high importance. To some extent the literature 
related to trace clustering goes some way to addressing the changing nature of many 
unstructured systems, but the algorithms must become more flexible to better analyse 
and visualise this information, particularly for systems that have frequent transient 
behaviours. The results of the different scenarios for the baggage handling system 
studied in chapter 4 highlight the existing problems with static algorithmic discovery 
algorithms. 
With regards to resource identification, the two steps required within the overarching 
methodology are: 
• The calculation of utilisation rates for key resources, based on the queue 
length and wait times for relevant resources; and 
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• The determination of key bottlenecks based on the calculation of wait 
times and/or queue lengths. – this could be performed through the 
analyser as a start point, but that requires setting data to the ABC format. 
The two steps were not included in this thesis, partly because a form of bottleneck 
detection is part of the ProM toolkit, in the performance analysis add-on. Secondly, 
the analysis based on this information, whilst useful, detracts from the main theme of 
this thesis; namely the requirement to model all key resources, not just the bottleneck 
resource. However, the analysis can be useful for understanding how an existing 
system does operate and will be included in future work. Potentially the analysis can 
be re-run for a variety of simulation outputs when performing scenario testing, 
providing a higher level of automation to speed up the analysis. 
On resource quantification, the author has considered a more generalised analysis of 
clustering and classification based on timing data, but time constraints have not 
allowed for its development. The basic premise is to perform statistical analysis to 
determine the common times of no item activity. This will allow for determination of 
the planned delays and from this, the clustering of processing times could be used to 
assess the total planned delay pattern for each resource. This would form a 
classification algorithm that could be used to modify resource processing times. It is 
unclear whether the algorithm would perform better for the planned downtime for 
resources not clearly classified in the manufacturing case study. 
The classifier could be extended to test the data-set for unplanned downtime, but the 
main predictor of unplanned downtime would be to compare processing times for 
similar item types. For the manufacturing case study, similar item types can be 
classified according to physical parameters such as size and weight, but more 
generally this classification would require domain expert process knowledge. 
For decision analysis, the high-level performance of the C4.5 suggests that tree like 
structure could be extended to examine more complex decision-making cases. 
Decision making is a complex area of study with potentially a dozen variables or 
attributes involved in the decision in some systems and high levels of uncertainty in 
the outcome. Given the results presented in chapter 6, high levels of uncertainty may 
not be a major concern for these systems, but a much larger range of attributes will 
be. There exists the possibility of applying a more sophisticated decision tree 
structure, for example the inclusion of predicates into each branch decision, or using 
198 
 
a random forest rather than one tree for inferring decisions. This area probably has 
the greatest scope for future work for the decision making in resource-constrained 
systems. 
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Appendix A 
 
List of all active resources in manufacturing case 
study 
 
Table A.1 below provides a list of all resources for the manufacturing case study. 
Local factory data 
 
External contractor data 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
EHC 45 10 0.1% 
 
RSC 165 17 0.2% 
 
FEA 533 23 0.2% 
EHE 47 223 2.2% 
 
RSD 166 2 0.0% 
 
FEB 535 66 0.6% 
  
  
  
 
RSF 179 23 0.2% 
 
  
  
  
FLA 1 31 0.3% 
 
RSG 180 21 0.2% 
 
TEA 523 18 0.2% 
FLB 2 345 3.3% 
 
RSI 182 25 0.2% 
 
  
  
  
FLC 3 172 1.7% 
 
RSJ 183 42 0.4% 
 
PEA 571 1 0.0% 
FLD 4 209 2.0% 
 
  
  
  
 
  
  
  
FLE 5 629 6.1% 
 
PLA 37 2 0.0% 
 
MEA 294 15 0.1% 
FLF 6 1033 10.0% 
 
PLB 38 490 4.8% 
 
MEB 295 4 0.0% 
FLG 7 836 8.1% 
 
PHA 49 128 1.2% 
 
MEC 368 4 0.0% 
FLH 8 491 4.8% 
 
PHB 50 92 0.9% 
 
MED 391 92 0.9% 
FLI 9 719 7.0% 
 
PHC 51 107 1.0% 
 
MEE 405 118 1.1% 
FLJ 10 2345 22.8% 
 
PHD 52 217 2.1% 
 
MEF 406 2 0.0% 
FLK 11 231 2.2% 
 
PHF 53 18 0.2% 
 
MEG 434 8 0.1% 
FLL 12 180 1.7% 
 
PSA 159 4 0.0% 
 
MEH 435 33 0.3% 
FLM 13 150 1.5% 
 
PSB 160 7 0.1% 
 
MEI 437 1 0.0% 
FLO 22 170 1.6% 
 
PSC 161 13 0.1% 
 
MEK 502 13 0.1% 
FHA 15 24 0.2% 
 
PSD 162 2 0.0% 
 
MEL 509 19 0.2% 
FHB 16 32 0.3% 
 
PSE 176 48 0.5% 
 
MEM 511 4 0.0% 
FHC 17 249 2.4% 
 
PSF 177 109 1.1% 
 
MEN 512 4 0.0% 
FHD 18 88 0.9% 
 
PSG 178 3 0.0% 
 
MEO 514 7 0.1% 
FHE 19 94 0.9% 
 
  
  
  
 
MEP 517 7 0.1% 
FHF 20 128 1.2% 
 
MLA 23 2 0.0% 
 
MEQ 518 7 0.1% 
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Local factory data 
 
External contractor data 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
FHG 21 150 1.5% 
 
MLB 24 106 1.0% 
 
MER 526 6 0.1% 
FSA 120 69 0.7% 
 
MLC 60 490 4.8% 
 
MES 546 48 0.5% 
FSB 121 69 0.7% 
 
MLD 61 92 0.9% 
 
MET 549 6 0.1% 
FSC 122 85 0.8% 
 
MLE 110 88 0.9% 
 
MEU 550 6 0.1% 
FSD 123 67 0.7% 
 
MSA 167 14 0.1% 
 
MEV 551 4 0.0% 
FSE 124 86 0.8% 
 
MSB 168 5 0.0% 
 
MEW 553 5 0.0% 
FSF 125 121 1.2% 
 
MSC 174 9 0.1% 
 
MEX 555 6 0.1% 
FSG 126 146 1.4% 
 
  
  
  
 
MEY 578 2 0.0% 
FSH 127 111 1.1% 
 
HBA 39 53 0.5% 
 
MEZ 599 7 0.1% 
FSI 128 135 1.3% 
 
HBC 64 8 0.1% 
 
  
  
  
FSJ 129 76 0.7% 
 
HBD 65 302 2.9% 
 
HEA 221 152 1.5% 
FSK 130 222 2.2% 
 
HBF 67 2782 27.0% 
 
HEB 222 3 0.0% 
FSL 131 148 1.4% 
 
HBG 68 2212 21.5% 
 
HEC 223 188 1.8% 
FSM 132 131 1.3% 
 
HBH 69 374 3.6% 
 
HED 224 169 1.6% 
FSN 133 24 0.2% 
 
HBI 70 259 2.5% 
 
  
  
  
FSO 134 182 1.8% 
 
HBJ 71 56 0.5% 
 
IEA 445 173 1.7% 
FSP 135 146 1.4% 
 
HBK 72 377 3.7% 
 
  
  
  
FSQ 136 154 1.5% 
 
HBM 74 1759 17.1% 
 
BEA 432 189 1.8% 
FSR 137 95 0.9% 
 
HBN 75 1128 10.9% 
 
BEB 441 210 2.0% 
FSS 138 109 1.1% 
 
  
  
  
 
  
  
  
  
  
  
 
LBA 80 8453 82.0% 
 
QEA 238 5 0.0% 
TLA 25 63 0.6% 
 
  
  
  
 
QEB 244 662 6.4% 
TLB 26 26 0.3% 
 
BBA 77 2 0.0% 
 
QEC 259 120 1.2% 
TLC 27 24 0.2% 
 
BBB 78 898 8.7% 
 
QED 260 563 5.5% 
TLD 28 90 0.9% 
 
BBC 79 827 8.0% 
 
QEE 261 73 0.7% 
TLE 29 7 0.1% 
 
BBD 185 168 1.6% 
 
QEF 263 31 0.3% 
TLF 30 14 0.1% 
 
BBE 186 89 0.9% 
 
QEG 283 5 0.0% 
TLG 31 223 2.2% 
 
  
  
  
 
QEI 288 1 0.0% 
TLH 32 97 0.9% 
 
QBA 81 406 3.9% 
 
QEJ 282 11 0.1% 
TLI 33 155 1.5% 
 
QBB 82 1463 14.2% 
 
  
  
  
TLJ 34 224 2.2% 
 
QBC 83 769 7.5% 
 
CEA 246 275 2.7% 
TLK 35 69 0.7% 
 
  
  
  
 
CEB 248 92 0.9% 
TLL 36 587 5.7% 
 
CBA 84 810 7.9% 
 
CEC 249 16 0.2% 
TLM 40 8 0.1% 
 
  
  
  
 
CED 251 226 2.2% 
TLN 41 23 0.2% 
 
SAA 91 178 1.7% 
 
CEE 252 2 0.0% 
TLO 42 19 0.2% 
 
SHA 92 3 0.0% 
 
CEF 266 598 5.8% 
THA 39 95 0.9% 
 
SHD 100 6 0.1% 
 
CEG 274 3 0.0% 
THB 55 78 0.8% 
 
SHF 102 9 0.1% 
 
  
  
  
THC 56 50 0.5% 
 
SHG 107 2 0.0% 
 
SEA 447 215 2.1% 
THE 58 95 0.9% 
 
SHH 109 1021 9.9% 
 
  
  
  
THF 59 20 0.2% 
 
SHI 187 8 0.1% 
 
AEA 300 2 0.0% 
TSA 139 183 1.8% 
 
  
  
  
 
  
  
  
TSB 140 197 1.9% 
 
IBA 112 9997 97.0% 
 
NEA 239 42 0.4% 
TSC 141 139 1.3% 
 
IBE 188 2 0.0% 
 
NEC 306 2 0.0% 
TSD 142 112 1.1% 
 
  
  
  
 
NED 442 161 1.6% 
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Local factory data 
 
External contractor data 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
 
ABC 
Code 
resource 
number 
No. 
Items 
% 
items 
TSE 143 20 0.2% 
 
NBA 86 721 7.0% 
 
  
  
  
TSF 144 68 0.7% 
 
NBB 87 836 8.1% 
 
DEA 450 148 1.4% 
TSG 145 70 0.7% 
 
NBC 88 1546 15.0% 
 
DEB 451 151 1.5% 
TSH 146 45 0.4% 
 
NBD 89 2005 19.5% 
 
DEC 453 394 3.8% 
TSI 147 67 0.7% 
 
NBE 90 2170 21.1% 
     TSJ 148 149 1.4% 
 
NBF 95 89 0.9% 
     TSK 149 115 1.1% 
 
NBH 97 47 0.5% 
     TSL 150 79 0.8% 
 
NBL 106 1204 11.7% 
     TSM 151 221 2.1% 
 
NBM 184 1 0.0% 
     TSN 152 69 0.7% 
 
  
  
  
     TSQ 155 160 1.6% 
 
DBA 85 42 0.4% 
     TSS 157 55 0.5% 
 
DBC 197 5 0.0% 
     TST 158 133 1.3% 
 
DBE 210 2285 22.2% 
     TSU 169 22 0.2% 
 
DBH 213 172 1.7% 
     TSV 170 12 0.1% 
 
DBI 214 583 5.7% 
     TSW 171 2 0.0% 
 
DBJ 215 463 4.5% 
     TSX 173 11 0.1% 
 
  
  
  
       
  
  
 
WBC 216 8 0.1% 
     ABA 108 0 0.0% 
 
WBD 217 697 6.8% 
     
     
WBE 218 10303 100.0% 
      
Table A.1. List of all active resources for the manufacturing case study, highlighting 
the ABC code, the resource number, the number of item instances passing through the 
resource and the percentage of all items this number represents. 
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Appendix B 
 
Acronyms 
 
ABS Agent-Based simulation 
ANN Artificial Neural Network 
AOR Agent-Object Relationship 
ATR Automatic Tag Reader 
BPM Business Process Management 
BPMN Business Process Model and Notation 
BPS Business Process Simulation 
C Confidence variable 
DEVS Discrete Event Simulation 
DoE Design of Experiments 
DPA Decision Point Analysis 
FSM Finite State Machine 
HMM Hidden Markov Method 
IAT Inter-Arrival Time 
IISRI Intelligent Systems Research and Innovation 
K-S Kolmogorov-Smirnov  
KNN K Nearest Neighbour 
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KS KS-test 
NN Neural Network 
OEE Overall Equipment Effectiveness 
PM Process Mining 
ProM A Process Mining package used for extracting process flow 
information from the data event-logs 
S Support variable 
SME Small and Medium Enterprise 
SVM Support Vector Machine 
TuE Eindhoven University of Technology 
UAV Unmanned Aerial Vehicles 
UML Unified Modelling Language activity graphs 
VIP Very Important Passenger 
WF Work Flow 
XML Extensible Mark-up Language 
XOR eXclusive OR 
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