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We study a model of crystal precipitation. The mathematical formulation reduces 
to studying one conservation law in one space-variable, &r(x, t)/at + 
a(n(x, t)G)/2?x = 0, where G is a nonlinear and non-local function of the unknown 
function, n; further, the behavior of G changes drastically along a curve x = x*(t) 
which depends on n. Results on global existence, uniqueness, and asymptotic 
behavior (as t + co) are established. 0 1989 Academic Press, Inc. 
1. THE MODEL 
Given a volume of fluid containing an amount of dissolved material 
(solute), there will be, in equilibrium, a saturation density c* which is the 
maximum mass per unit volume of fluid that the system can hold. If the 
actual concentration c = c(t) exceeds c* then there is an unstable situation 
causing precipitation of the excess of the solute in solid form, which here 
will be taken to have crystal form. It will be further assumed here that the 
crystals are either balls of variable radius x or cubes of side x. We denote 
by n(x, t) their population density, i.e., the number of crystals per unit 
solvent mass with radius (or side) in the interval (x, x + dx) is n(x,t) dx. 
General theories on crystal growth can be found in the books Cl-33 and 
in the references given there. In this section we describe a model introduced 
by Tavare [4], and in the following sections we shall study it 
mathematically. The model takes into account not only crystal growth 
but also the decrease of crystals when they have small dimensions; for 
simplicity we shall omit the nucleation process. 
The crystal grows if x > x* and decreases if x < x*, where x* is given by 
the Gibbs-Thomson relation (see [l, 47-50, 2, 44, 140; 3, 164, 3121) 
r 
x*(t) = log(c(t)/c*) (c(t) > c*); (1.1) 
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r is a positive constant. The growth rate is [2, 163; 3, 1771 
$ = k&(t) - c*P)y if x>x*(t)), 
where k, > 0, and for most materials 1 < y < 2 (see [3, 2062131 for values 
of g, which is y in our notation). The decrease rate, usually derived from 
Fick’s law [2, 160; 3, 1761, is given by 
dx 
x = -k,(c*eux- c(t))” if x<x*(t), 
where k, > 0 and generally (but not necessarily; see [Z, 1631) 6 = 1; in [4] 
6 = 1.5 is taken for illustration. 
Setting 
G(x, t) = 
k,(c(t) - c*er’X)y if x>x*(t) 
- k,(c*P - c(t))” if x<x*(t) (1.2) 
the function n(x, t) satisfies the conservation law [l, 142; 2, 340; 43 
$+&(Gn)=O for x>O, t>O (1.3) 
and an initial condition 
47 0) =&3(x) for x>O, (1.4) 
where n,,(x) is a given continuous function. In the sequel we assume that 
c*, r, k,, ks are any positive constants, y and 6 are any constants satisfying 
Y> 1, 62 1, (1.5) 
and 
no(x) 2 0. (1.6) 
Finally, the concentration c(t) is related to n by 
c(t) = c,, + /? Jam x3no(x) dx - p jom x3n(x, t) dx, (1.7) 
where cO, p are positive constants and 
cg > c*. (1.8) 
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We shall also assume that 
n,(x) is continuous, n,(x)=Oifx>,iF, 
sup no(x) er8’r < M, 
.Y > 0 
(1.9) 
(1.10) 
where X, M are positive constants. 
Notice that the system (1.3), (1.4), (1.7) forms a conservation law with 
the flux Gn nonlinear and nonlocal function of the unknown n. 
In Sections 2 and 3 we shall establish the existence of a solution for the 
crystal precipitation problem (1.3), (1.4), (1.7). The proof of local existence 
is based on Schauder’s fixed point theorem. To extend the solution globally 
requires some a priori estimates; in particular, we have to show that c(t) 
remains uniformly larger than c* in any finite time interval. 
Uniqueness is proved in Section 4 under the additional assumptions that 
y b 2, 6 > 2. In Section 5 we study the asymptotic behavior of the solution. 
In particular, we prove that if c( cc ) = lim, _ 5 c(t) exists then 
s 
r n(x, t) dx + 0 if [-*co, (1.11) 
0 
and 
either c(m)=cl or c(m) = c*, (1.12) 
where c, = co +/I J x3no(x) dx (note that c* < c(t) d ci). 
We finally wish to note that the conservation law (1.3) differs 
significantly from the standard conservation law 
where f(u) is a genuinely nonlinear function of u, i.e., f”(u) # 0. Here 
f E Gn, where G is nonlinear and nonlocal in n. Due, however, to the 
special structure of G, no shocks will occur. 
2. LOCAL EXISTENCE 
In this section we prove the existence of a solution for (1.3), (1.4), (1.7) 
for t < q, q small, under the assumptions (1.6), (1.8), (1.9), (l.lO), and 
Y> 1, 6> 1; (2.1) 
in Section 3 we shall extend the solution step-by-step to all t > 0. The case 
y > 1, 6 2 1 will be considered at the end of Section 3. 
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Consider the set K of functions 
K= {c(t) E C[O, ~1, c(O) = co, f (co + c*) < c(t) <; co} 
this is a bounded closed convex subset of C[O, 11. For any c(t) in K, define 
functions x*(t) and G(x, t) as in (l.l), (1.2) and notice that 
G(x, t) > 0 if x>x*(t), 
G(x, t) <O if x<x*(t). 
(2.2) 
Consider the differential equation 
dx 
dt = (3x3 t), t > 0, (2.3) 
with 
x(0) = x0 for any x0 > 0. (2.4) 
For any E > 0, the function G(x, t) is Lipschitz continuous in x (since y B 1 
or 6 2 1) uniformly in {x2&}; hence for any E>O, the system (2.3), (2.4) 
has a unique solution x(t) E x(t; x0) as long as it remains in {x > E}. If 
x(2,) > x*(to) for some 0 < to < q then dx(t,)/dt > 0, and if 0 < x(t,) < 
x*(t,) then dx(t,)/dt < 0. Thus the integral curves of (2.3) are monotone 
increasing in {x > x*(t)} and monotone decreasing in {x < x*(t)>. The 
curve x = x(t) may intersect x = x*(t) any number of times and, at such 
times, dx/dt = 0. A curve x = x(t) may exit the set {x > 0 >, say at time t = i 
and then dx(t)/dt + - 00 as t -+ i It is clear that 
every point (2, Z) with 1> 0, 0 < I< 9 can be uniquely traced 
back to a point (x0, 0) with x0 > 0 by an integral curve x = 
x(t;x,), 0 d t< i. (2.5) 
With c(t) in K and G defined accordingly by (l.l), (1.2), we now 
consider, formally, the solution n(x, r) of (1.3): Along any integral curve 
x = x( 2) = x( t; x0), 
; 44th t) = 
Wx(t), t) + Wx(t), t) dx(t) 
at ax dt 
_ Wx(f), t) 
ax 4x(t), 21, 
by (2.3), (1.3), and thus 
n(x( t), t) = no(xo) e -IbG,(-x(s).s)$ 
(2.6) 
(2.7) 
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Recalling (2.5) we can now define a function n(x, t) for all 0 <:x < co, 
O<t<tj by 
4x3 t) = n(x(c x,), t), (2.8) 
where x(s; x0) is the solution of (2.3), (2.4) for 0 <s < 1 with x,, chosen so 
that x( t; x0) = x. 
Definition (2.7) produces a function which formally satisfies (2.3). 
Having defined n(x, t), by (2.8), we observe that it is continuous in (x, t) 
for x > 0, 0 d t < q (since in (2.5), x0 is uniformly continuous as a function 
of (2, i)). We now define a function Z(t) by 
qt) = co + /? lom x3no(x) dx - B Jorn x3n(x, t) dx (2.9) 
and denote it by (SC)(~). We shall prove that, provided q is small enough: 
LEMMA 2.1. S maps K into itself: 
LEMMA 2.2. SK is contained in a compact subset of C[O, q-1. 
LEMMA 2.3. S is a continuous map. 
Proof of Lemma 2.1. Since c(t) E K, 
f 
i 
log~<x*(QGr log2c*. 
i 
co +c* 
Let x1 be such that x, > X (X as in (1.9)) and 
x1 >r 
i 
co +c* 
log- 
2c* . 
Then the solution (2.3), (2.4) with x0 > x1 satisfies 
2 = k,(c(t) - c*eqx)Y 
and along such a curve, n(x(t), t) = 0. Consequently, 
n(x, t) = 0 if x>x,,O<t<q, 
where x2 = x(q; x1). 
(2.10) 
(2.11) 
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Using (2.7) and (1.2) we get 
n(x(t), t) = no(xo) exp k, 6(c*e”x(s)- c(s))‘~ ’ 
c*er’x’s’( - ZJ ds 
x2(s) 
d no(xo) exp k, 6(c*eriX(‘) - c(s))~ 
w-Jds 
x2(s) 
= no(xo) exp 
= no(xo) exp 
It follows that 
n(x(t), t)erdix(‘) < no(xo)ers’xo. (2.13) 
If q is small enough then there exists an 2 > 0 such that 
any point (x, t) with O<x<T, O< t<q is of the form (x(r), t) 
with 0 <x(s) < x*(s) for 0 <s d t. 
Combining this fact with (2.13) and using (l.lO), we deduce that 
n(x, t)erdlx d sup no(xO)eTs’XO= M if 0 <x Q 2, 0 < t <q. (2.14) 
We now compute 
4Sc) -= -/j jomx3!!!$&~jomx’a~~)dx 
dt 
= lim [flx$~G]:~,” - /I s6p 3x2nG dx. (2.15) 
z-0 
Although an/at perhaps does not exist, the justification for the final formula 
in (2.15) can be established by first working with smooth functions Gj(x, t) 
which approximate G(x, t), and then lettingj- co. 
Recalling (2.11) and noting also that, by (2.14), 
nG<C, (2.16) 
we see that the first term on the right-hand side of (2.15) vanishes. Hence 
4Sc) T= j?kd j:*(‘l 3x2(c*er’” - ~(t))~ n(x, t) dx 
- bky c,,, 3x2(c(t) - c*eux)y n(x, t) dx - I, -I,. (2.17) 
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From (2.7) we see that 
0 < n(x, t) < sup n,(x,) = M,. 
-w 
Using this and (2.11) we lind that 
o<z, 6C,. 
Next using (2.16) we deduce tht 0 d I, < C,. Hence 
37 (2.19) 
(2.18) 
where C, is a positive constant independent of the particular c(t) in K. 
Since (SC)(O) = cO, by choosing q small enough so that 
2c, r] < co - c*, (2.20) 
we deduce that SC belongs to K. 
Lemma 2.2 follows by noting that, in view of (2.19) and SC(O) = cO, the 
family {SC; c E K} is equicontinuous and uniformly bounded; hence it is 
contained in a compact subset of C[O, ~1. 
Proof of Lemma 2.3. Suppose c1 E K, cj + c uniformly in 0 < t 6 q. Then 
the corresponding functions x* = x,5 and G = Gi satisfy 
xl”(t) +x*(t) uniformly in 0 Q t < v], 
G.j(x, t) + G(x, t) uniformlyinsdx<co,O<t<q 
for any E > 0. It follows that 
xj(t; xO) --* x(t; xO) uniformly in 0 Q t < q, 0 < x0 < 00 
as long as x( t; x0) lies in {x > E}. Hence 
nj(x, l) + n(x, f, uniforrnlyin.sdx<co,O<td~ 
and, consequently (recalling (2.11)), 
I 
m x3(nj(x, t) - n(x, t)) dx + 0 if j+co. 
E 
On the other hand, by (2.14), 
eerslxx3 dx < C,,E3, 
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It follows that 
where yj(s)+O ifj+co, for any a>O. Takingj+cc and then s-+0, we 
deduce that Sci + SC uniformly in 0 < t < v. 
DEFINITION 2.1. A continuous function n(x, t) satisfying (2.7), where 
x(t) is defined by (2.3) and (2.4) and G(x, t) is defined by (1.2), (l.l), and 
( 1.7), is called a solution of the crystal growth problem (1.1 )-( 1.4), (1.7). 
THEOREM 2.4. There exists a solution u(x, t) of the crystal growth 
problem for t 6 ‘1, provided q is sufficiently small. 
Proof In view of Lemmas 2.1-2.3 we can apply Schauder’s fixed point 
theorem to deduce that the mapping S has a fixed point c(t), i.e., SC = c. 
The corresponding n is then a solution of the crystal growth problem. 
2. GLOBAL EXISTENCE 
The quantity q in Theorem 2.4 depends only on any lower positive 
bound on 
min{ c(0) - c*, x*(O)} 
and any upper bound on 
sup{x; n(x, 0) > 0} and x*(o). 
We can extend the solution n(x, t) to the interval q < t 6 q + vi taking as 
initial values n(x, q) (the solution is then continuous across t = q). The 
number ‘I, will depend only upon any lower bound on 
min{c(v) - c*, x*(v)} 
and any upper bound on 
sw{x; 4x, v) > O}, x*(v). 
Proceeding in this way step-by-step we can continue the solution for all 
t > 0 provided we can establish a priori estimates on the above quantities 
for all v] > 0. 
Thus we assume that a solution n(x, t) has already been constructed for 
all t > T, and we proceed to establish the necessary estimates. 
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From (1.7) we have 
c(t) < co + j3 i(: x3no(x) dx = cl. 
Hence 
(3.1) 
(3.2) 
If x>x*(t) then by (3.1), (1.2), 
It follows that 
G(x, t) < C,. 
dxfdt G C2 if x>x*(t) 
and, of course, also 
dxf dt < 0 if x<x*(t). 
Hence, from (2.7), (1.9) 
n(x, t) =o if x>X+C,T, t<T. (3.3) 
We next claim that 
lim inf c( t) > c*. (3.4) 
1-T 
Indeed if this is not true then there exists a sequence tj t T such-that 
c(ti) -P c*. Without loss of generality we may assume that 
c’( rj) < 0. (3.5) 
BY (l-11, 
x*( rj) -+ 00. (3-b) 
We now write (cf. (2.17)) 
de(t) dr = 3jk, J;*(‘) X%(X, t)(c*P - ~(t))~ dx 
- 3% Irn x2n(x, t)(c(t) - ~*e~‘~)~ dx. (3.7) 
X*(r) 
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By (3.3), (3.6) it follows that the last integral vanishes at t = tj provided j is 
sufficiently large, and thus (3.7) yields c’( ti) >, 0, which is a contradiction to 
(3.5). 
Having proved (3.4) it follows that 
c(t) 2 c* + 6, 
and then also 
(60 ’ 0) 
for t < T. We can now continue to extend n(x, t) to t < T+ fj where Fj 
depends only on the constants C, Cz, T, &,, and Co (C, depends on T). 
Since all these constants remain uniformly positive and uniformly bounded 
for any finite time T, we can continue the solution step-by-step for all t 2 0. 
We have thus proved: 
THEOREM 3.1. There exists a global solution n(x, t) of the crystal growth 
problem. 
As a by-product of the proof, we have established that c(t) is con- 
tinuously differentiable function satisfying (3.7). 
Remark 3.1. If 6 = 1 or y = 1 then G,(x, t) is discontinuous across the 
curve x=x*(t). If we denote by n,(x, t) the solution corresponding 
to 6 + l/j and y + l/j and let j-+ cc, we obtain a function n(x, t) 
which satisfies (2.7) where G,(x(s), S) is either the G,(x*(s)+O, s) or 
G,(x*(s) - 0, S) at the points where x(s) = x*(s). In this sense n(x, t) may 
be considered to be a solution of the crystal growth problem. If one can 
show that the integral curves x = x(t) intersect x = x*(t) only transversally, 
then n(x, t) will be continuous. 
4. UNIQUENESS 
In this section we assume that 
Y 2 2, 6>2 
and that n, is continuously differentiable, satisfying 
sup Ix2er'%b(x)l =M, < 00, 
X>0 
(4.1) 
(4.2) 
and we prove uniqueness of the solution to the crystal growth problem. 
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For any solution n(x, t), c(t) consider the trajectories x(t; x0) (with 
x(0; x0) =x0) and set 
Y(4 x0)= 
aa; x0) 
ax . 
0 
Since G,(x, t) is continuous (whenever y > 1, 6 > l), y(t, x0) is continuous 
in (x0, t) and 
4~ Wx(c x0), t) 
z= ax yp 
y(0, x0) = 1. 
From (2.7) we see that n(x(t), t) is continuously differentiable and 
-$4x(t), t) = --4x(t), t) G,(x(t), t), 
where x(t) = x( t; x0). Hence 
-$ (4x(t), t) 
and, by integration, we get: 
LEMMA 4.1. The solution n(x, t) satisfies 
y( toxo)) = - nyG, + nG, y = 0 
MC x0), 1) 
wt; x0) 
ax = nob,). 
0 
(4.4) 
From now on we assume that (4.1) and (4.2) hold. 
LEMMA 4.2. Suppose y > 2 and 6 > 2. Then for any solution n(x, t) the 
derivative n,(x, t) exists and is continuous for x>O, t 20; further, for any 
T>O, 
sup Ix2e~%zX(x, t)l d C if 0 < t < T, (4.5) 
x>o 
where C is a constant which may depend on T. 
Proof: We use the formula 
n(x, t) = no(xo) exp G&(s), s) ds , (4.6) 
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where x(s) is an integral curve with x(t)=x and x(0) =x0. We may 
consider x(s) as a function of x and then (cf. (4.3)) 
= G,(x(.Y), 3) 
ax(s) 
ax 
= 1. 
s = I 
Hence 
ax(s) -=exp 
ax 
. (4.7) 
From (4.6) we then conclude that n, is continuous and is given by 
=I, +I,. (4.8) 
BY (4.7), 
11, I = Inbbo)l exp -2 j: G,(x(s), s) ds} 
Q 14(xo)l e ~ 2rs/x + 2n/x, > 
where the proof of (2.12) is used in establishing the inequality. Hence, if x 
is near zero (so that x(s)<x*(s) and X-C x0) 
x2erJ/-x 11, ( ~~2 I~;(~,)I ,-~W~+Wxa 
<xi In&(xo)l ersi-Xo < M,. (4.9) 
Next, proceeding as in the derivation of (2.12) and using (4.7), 
112 1 G cn(x, f) 6 ers’*(s) & exp { - 6 G,(x(T), r) &} ds 
< cn(x, f) j’ ers6/-x(F) & e -ra/x-+ fs/X(S) ds 
0 
= cntx, t) e -- r6i.r 
I 
f 
e2r6i~~(~) 
ds 
0 x4(s). 
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Substituting y = x(s), dy = x’(s) ds in the last integral, we get 
provided x is near zero (so that x(s) < x*(s)). The last integral is bounded 
by 
Hence 
Substituting this and (4.9) into (4.8), the estimate (4.5) follows, provided x 
is small enough, say X-C E where E depends on T. If x> E then the above 
proof is still valid and, in fact, much simpler. 
THEOREM 4.3. Zf (4.1), (4.2) hold then the solution of the crystal growth 
problem is unique. 
To prove the theorem we suppose that we have two distinct solutions 
n,(x, t) (with cl(t), x:(t), G,(x, t)), and n,(x, t) (with c2(t), x:(t), 
G,(x, t)), for 0 < t d T. 
Denote by xi(t) the trajectories corresponding to Gi(x, t) with 
x,(O) =x2(O). Then we have: 
LEMMA 4.4. For any E > 0 there is a positive constant C such that 
sup Ix,(t) -x,(t)1 G c sup k,(t) - c,(t)1 (4.10) 
0<rg7 0<t<r 
for ail 0 < T < T, as long as xi(s) 2 E for 0 < s < T, i = 1, 2. 
ProoJ One can establish the estimate 
IG,(x,(t)> t)- G,tx,tt), t)l 
d C{ Ix,(t) -x2(t)l + ICI(t) - c,(t)1 > 
by considering separately the cases 
x1(t) 3 x:(t) 7 x2(t) 2 xZ*(fh 
xl(t) 2 x2(t), xi+(t) 2 x:(t), 
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recalling that ci(t) = c*er’xF. It follows that 
Id(x’~x2)l 6 c Ix, -x* I + c k,(t) - c,(t)l, 
from which (4.10) follows. 
For x and t small consider trajectories x,(s), x2(s) with 
x,(t)=x=x,(t), (4.11) 
and set 
x:=x,(o), x; = x*(O). (4.12) 
Since dx,/ds < 0 if 0 < s < t, the function y = xi(s) has an inverse s = si( y), 
i.e., x,(s,(y)) = y, and 
s:(y)$(s,(y))= 1. 
It follows that 
-k&(Y) = (c*er,&~Y~ ! c.(s.(y))6’ 
I I 
Also sl(x) = s2(x) = t. Taking the difference of the two equations we get 
i-fj(sl -dI GCersls(lsl -.bI + Ic,(s,)-cAdI), (4.13) 
where S is an intermediate value between s, and s2. Since jc; I is uniformly 
bounded (by the remark following Theorem 3.1) we have 
Ic1(~,)-44 <Cb, -s*I +sup ICI -c2I. 
Substituting this into (4.13), we easily find that 
IS,(Y) - &)I d c SUP ICI(S) --s,(s)l; (4.14) 
O<S<f 
here, if we assume for definiteness that xi < x& then y varies in the interval 
x< y<x& (4.15) 
LEMMA 4.5. Under the foregoing assumptions, 
‘-Lc sup Icl(s)-c*(s)l. 
x; x:, O<S<l 
(4.16) 
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ProoJ: Since 
we have 
I 
4 
t= 
4 
x k,(c*e”” - ci(si( y)))“’ 
Taking the difference of the two equations, we get 
s 
x; dy 2 (c*e’/.v -+I - ClMYW 
1 1 = 
-c2(s2(~))6-(er’Y-cl(sl(~))6 1 dy (4.17) 
and the right-hand side can be estimated by 
c J‘” c -r(a+ ‘)‘Y Ic,(s,(y)) - c,(s,(y))l dy. 
: 
Recalling that Ic; I d C and using also the estimate (4.14) for y as in (4.15), 
we conclude from (4.17) that 
. sup ICI(S) - c*(s)I. 
O<S<f 
Substituting y = l/z in both integrals and noting that 
1 1 1 
T-Cl-C-, 
x0 x0 x 
we get 
x:,-x;= s l/-x:, & TdC s 1f.r dz 1/x; z v.suP ICI -c*I 11,; z e ’ 
d (xi)’ c sup lc, - c2 I, 
which yields the assertion (4.16). 
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Proof of Theorem 4.3. We consider first the case y > 2, 6 > 2, and begin 
by proving uniqueness for small r. From (3.7), 
1 dci(t) cc --= - 
38 dt 5 
x2ni(x, I) Gi(x, t) dx 
0 
=-I 
co 
xf (t; xc,) Gi(x,(t; xo), t) dxo, 
r,(t) 
(4.18) 
where we have made the substitution x = x(t; x0); y,(t) is such that the 
solution xj(s) with x,(O)=y,(t) satisfies: x,(s)>0 if 0 <s < t and 
xj(t - 0) = 0. We wish to estimate d(c, - c2)/dr. 
Using Lemmas 4.4 we find that, for any a > 0, 
li 
O” x*n,(x, t) G,(x, t) dx - j+,= x2n2(x, t) G2(x, t) dx 
a CL 
< 
II 
a 
x:(c x01 G,(x,(t; xo), t) dxo 
81 
s 
00 
- 40; xo) GAxdt; xo), t) dxo 
82 
(4.19) 
where /Ii =xi(0) if x,(t) =a; C depends on a. Here we have also used the 
estimate that lb1 - fi2 1 is bounded by the right-hand side of (4.10) if the 
trajectories x1(s), .x*(s) satisfy x,(t) =x*(f), x,(s) 2 E, x2(s) > E for 0 <s < t. 
Thus it remains to estimate 
J= J= x’Cn,(x, t) G,(x, 1) -4x, t) G,(x, 1 
0 
)I dx 
5 
a 
1 
Ix 
< x2 In, -n21 G, dx+ x2n2 IG1 -G, 
0 0 
=J1 +J2. 
I dx 
(4.20) 
Clearly 
J, d C s O1 x2n2(x, t) er(s-l)‘X It,(t) - cl(t)1 dx 0 
s c, ICI(f) - c,(t)l. (4.21) 
409/137/z- I8 
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Using (4.2) we have 
by Lemma 4.5, where 
llc* -cl II = sup ICJS) - Cl(S)l. 
0<3<l 
Hence 
<c s 
OL 
x2e ~ rs& e - i-dlx + i-d/d ~er’/xdx~~Ic,-c,I~ 
0 
here we have used the estimate 
(4.22) 
(4.23) 
(4.24) 
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Next, by (1.10) and (4.24) for Ga, 
<C 
s 
a 2 
x le 
-AC-r)- 11 dx, 
0 
where 
A(x) = j-i [2 (x,(s), s) -$ MS), d] ds. 
We have 
(x,(s), s) ds 
= _ 
I 
’ 8k5(erh(~) _ cl(s))6- 1 erixds) ds 
0 x:(s) 
=- erly- c~(s~(~)))~-’ er’);y-2dy 
(e”-” - c~(s~(.Y)))~ 
(4.25) 
by the same substitution, x1(s) = y, as in the proof of Lemma 4.5. A similar 
expression is obtained for f (aG,/ax) ds and, taking the difference, we get 
*sup Ic2(~2(Y))-cl(~l(Y))I + c iJ-;y 
6Cllc,-c,II+C 
G Cl IIc2 -cl II (4.26) 
by (4.14) and Lemma 4.5. Substituting (4.26) into (4.25), we get 
J22 d c Ilc2 -cl II. 
Combining this with (4.23), (4.22), and (4.21), we obtain the bound 
JG c IL2 -cl II 
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for the expression .Z defined in (4.20). Combining this with (4.19), it follows 
that 
$ IcAt) - c,(f)1 G c SUP h(s) - Cl(S)l. 
O<s<t 
Consequently cl(s) = cz(s) and then also n,(x, s) = n,(x, s) for all s small 
enough. 
We have thus completed the uniqueness proof for small t, say I< r~. We 
have used here the assumptions (1.10) and (4.2) on the initial values 
n(x, 0). Since, by (2.14) and Lemma 4.2, these assumptions hold for the 
solutions at any time t, we can proceed step-by-step to establish uniqueness 
for all t > 0. 
It remains to prove Theorem 4.3 in case y = 2, 6 22 or 722, 6 =2. In 
both cases the function G,,(x(s), s) is generally discontinuous at 
x(s) = x*(s). Hence (4.8) may not make sense. However, we can work with 
finite differences and then the corresponding terms I,, Z, can be estimated 
as before. We therefore conclude that n(x, t) is Lipschitz continuous in x 
and (4.5) holds with “sup” replaced by “ess sup.” But this clearly suffices 
for deriving the estimate (4.23), and the rest of the uniqueness proof is 
unchanged. 
Remark 4.1. As a by-product of the proof of Lemma 4.1 we see that if 
y > 2 and 6 > 2 then n,(x, t) is continuous and, by (2.7), also n,(x, t) is 
continuous and (2.6) is satisfied everywhere; if y 2 2, 6 2 2 then n(x, t) is 
Lipschitz continuous and (2.6) is satisfied almost everywhere. 
Remark 4.2. Without making the assumptions (4.1), (4.2) we can only 
assert that if n,, n2 are two solutions then, for the corresponding c,, c2, the 
set {t >, 0; cl(t) = c*(t)} cannot be discrete. Indeed, otherwise we have 
cl(t) > c,(t) (or cl(t) < c,(f)) in some interval 0 <t < 0. We shall use the 
formula 
c,(t) = co + p jam x3no(x) dx- p ja x:(t; x0) no(xo) dx,, 
=,(O 
where a,(t) is such that the trajectory xi(s) with x,(O)=cr,(t) satisfies 
Xi(S) > 0 if 0 < s < f, xi(t - 0) = 0. 
Now c,(t) > c*(t) implies x:(t) < x:(t) and therefore G,(x, t) > G2(x, t); it 
easily follows that 
x,(.5 x0) >-d-K x0), for Ots<t, 
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and 
a,(t) < aAf). 
Hence 
c,(t)--*(t)= -j~2(‘)x:(f;xo)n,(x,)dx, 
al(t) 
m - f C$(c x0) - x:tt; %)I &3bo) ~%. w(r) 
Since each of the integrals is positive, we get cl(t) < c*(t), which is a 
contradiction. 
5. ASYMPTOTIC BEHAVIOR 
In this section we consider the asymptotic behavior of any solution 
n(x, t) of the crystal growth problem, assuming (2.1) and (1.6), (1.9), 
(1.10). 
LEMMA 5.1. Let x(z) be any integral curve of (2.3) with x(T)>O for 
0<~<t. Thenfor any O<s<t, 
(5.1) 
Proof: Denote by I(t; y) the integral curve of (2.3) with Z(t; y) = y; 
thus Z(s; x(t))=x(.s). The function z=Z(s; y) can be inverted: y= a(z) 
and, by (4.7), 
dy 
z = G’(z) = 
1 
ws; Y MY 
(5.2) 
Using (2.7), we can write 
j-;,, 4~3 t) dv =fin n(z(s; y), ) e-~f'X~(';y).~)d~ dye x(t) 
Substituting in the last integral i(s; y) = z and using (5.2), we get 
fz, n(y, f) 4 = fin n(z, s) dz 
x(s) 
and (5.1) follows. 
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COROLLARY 5.2. The function 
I 
cc 
t+ n(x, t) dx 
0 
is monotone decreasing. 
Set 
s 
03 c, =co +j? x3no(x) dx. 
0 
LEMMA 5.3. For any A > 0, 
I 
00 1 -- 
A 
n(x, t)dx<; A3. 
(5.3) 
(5.4) 
Indeed, since c(t) > 0, (1.7) yields 
doa x3n(x, t) dx < cl, 
and (5.4) follows. 
LEMMA 5.4. If an integral curve x(t; x0), with x(0; to) =x0 satisfies 
x(t;x,)>Ofor all t>O, and iflimsup,,,x(t;x,)=co then n,(x)=Ofor 
all x > x0 and, more generally, 
n(x, t) = 0 lj- x > x( t; x0), t 3 0. 
Proof: Take any sequence t, + co such that 
N, = x(t,; x0) + 00. 
By Lemmas 5.1 and 5.2, 
s 
m 
n(x, s) dx = 
x(s;*o) s 
cc 1 
n(x, t,)dxGC’--0 
S(h.~O) P N: 
as n + co. Hence n(x, s) = 0 if x > x(s; x0) for any s 2 0. 
THEOREM 5.5. rf c( co) E lim,, o; c(t) exists then 
I 
cc 
n(x, t) dx + 0 if t-cc 
0 
(5.5) 
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and either 
c(co)=c* or c(co)=c,. (5.6) 
Notice that 
c* < c(t) < c, vt>o 
and therefore c* < c( co) d cr. Thus (5.6) asserts that c(co) cannot take any 
value in the interval Cc*, c,] other than one of the end points. 
Proof: To prove (5.5) consider first case c(a) = c*. Then 
lim x*(t) = co. (5.7) ,-CC 
For any large positive number A, let to be such that 
A + 1 <x*(t) Vt 2 to. 
Then the integral curve x(t) of (2.3) with x(t,) = A is the solution to 
dx 
z= 
--k,[c*e”” _ c*em*w]b for t> to 
and, as is easily seen, x = x(t) must intersect {x = 0} at some finite time 
to + T, T depending on A. It follows that any integral curve x(t) with 
x(t, + T) > 0 must satisfy x(tO) > A. Consequently, by Lemmas 5.1 and 5.3, 
s 
cc 00 
n(x, to + T) dx d s Cl 1 -- 0 A nb, (to) dx Q a A3. 
Since A is arbitrary, (5.5) follows. 
Consider next the case c( co ) > c*. Then 
x*(t)+x*(co)=r log- 1 
c@)>. 
C* 
as t-+03. 
For any E > 0 there exists a to > 0 such that 
Ix*(t)-X*(al)I <E/2 if t>t,. (5.9) 
Denote by x(t; t,, JJ) the integral curve x(t) of (2.3) with x(t,) = y. Con- 
sider x(t) = x(t; to, x*( co) + E). Using (5.9) we easily see that x’(t) > 0 for 
all t > to and 
$ = /qC*eww _ c*eux]Y for t> to. 
572 
It follows that 
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lim x(t; t,, y) = co; 
I--r00 
hence, by Lemma 5.4, 
n(x, t)=O if x>x(t;t,,x*(co)+~),t~t~. (5.11) 
Consider next the integral curve x(t) = x(t; t,, x*( co) - E). Using (5.9) 
we easily find that x’(t)<0 and x(t) is the solution of (5.8) for t > t,. It 
follows that x=x(t) must tend to zero as t f t, + T,, for some T, > 0. 
From the above considerations we deduce that if 0 < y < x(t, + T, ; 
x*(co)+s) then the integral curve x(t) of (2.3) with x(t, + T,)= y must 
satisfy: 
x*(a)-&<X(to)<x*(co)-&. 
By Lemma 5.1 and Corollary 5.2 it follows that 
I x(ro+T,;ro,x*(m)+c) n(x, to + TJ dx < 0 s x*(m)+E 4x, to) dx x’(m)-& 
d 2C&, 
since n(x, t) < C. Recalling (5.11) we deduce that 
s 
m 
n(x, t) dx 4 2C.s if t> to + T, 
0 
and (5.5) follows. 
It remains to prove (5.6). We shall instead prove the following stronger 
result: 
THEOREM 5.6. Zf lim inf,, m c(t) > c* then lim,, m c(t) exists and 
lim c(t) = c, . (5.12) 
r-m 
Proof. There exist 0 <X, < XZ < cc such that 
x, <x*(t)<%, for all t > 0. (5.13) 
By a continuity argument we can deduce that there is an integral curve 
x = x,(t) which is uniformly bounded, but any integral curve to the right of 
x=x,(t) converges to + co as t + co; here we use (5.13) and note that if an 
integral curve x = x(t) satisfies x(to) > & at some time I = to, then x(t) t cc 
if ttco. 
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If x,(S) <X, for some ?> 0 then any integral curve x(t) with 
Ix(O) -x2(0)1 small enough must intersect the t-axis at some finite time. 
Since, however, this contradicts the definition of x*(t), we deduce that 
x*(t) 2 X, for all t > 0. Thus 
Xl <x*(t)<& for all t > 0. (5.14) 
By Lemma 5.4 
n(x, t)=O if x > x2(t), t > 0. (5.15) 
In the sequel we may exclude the case 
n(x, 7) = 0 for some i > 0, (5.16) 
since in this case n(x, t) = 0 for t > i so that c(t) = c, if t > i, and the proof 
is complete. 
If xZ(t,)=x*(r,) for some t, >O, then by (5.15), 
de(f) 
dt I=,, 
= - 38 low x2nG dx / 
, = 1, 
= 3/?k6 ~~*‘“l x2n(c*eriX-- ~(t~))~ dx > 0, (5.17) 
since (5.16) is excluded, and 
(5.18) 
whereas dx,(t,)/dt = G(x*(t,), t,) =O. 
From the above remark it follows that x = x*(t) and x = x2(t) can inter- 
sect at most for one value of t. It follows that, for some t, > 0, either 
x2(r) < x*(t) Vt > t, (5.19) 
or 
X2(f) > x*(t) Vt > t,. (5.20) 
If (5.19) holds then, as in (5.17), dc(t)/dt>O and lim,,, c(t) exists. 
Consider next the case (5.20). Then 
d+(t) > o 
dt 
if t > 2, (5.21) 
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and, in particular (since x*(t) is uniformly bounded), 
L = lim x2(t) exists. 
1-m 
We claim that 
lim x*(t) exists and equals L. (5.22) 
Indeed, otherwise there is a sequence t, t cc and u > 0 such that 
x2( t,) - x*( t,) > 2cr. (5.23) 
But 
4t) s x2(r) -2 -3pk, dt x2n(c(t) - ~*e?‘~)~ dx B -K .X’(l) 
for all t, since x2(t) is uniformly bounded. Recalling also (5.21), we deduce 
from (5.23) that there exists a J. > 0 such that 
x,(t)-x*(t)>u if t, < t < t, + 1. (5.24) 
We now compute 
x,(t, + 1) - xz(t,) dx, 
A 
=-&t, +e,l)=G(x,(t, +O,A), t, +8,J) 
3K, Ix,(t, +e,n)-x*(t, +el)IY>K1uY 
by (5.24), where 0 < 8, < 1 and K,, K are positive constants. Since the left- 
hand side tends to zero as n + co, this is a contradiction. 
We have thus completed the proof of (5.22) in case (5.20) holds, and 
therefore lim, _ m c(t) exists in both cases (5.19) and (5.20). Appealing to 
the first part of Theorem 5.5, we conclude that (5.5) holds. Recalling (5.15) 
and the fact that x2(t) is uniformly bounded, it follows that 
Jam x3n(x, t) dx = i“:“’ x3n(x, t) dx 
0 
s 
X2(l) 
<C n(x, t) dx + 0 if t-+co. 
0 
Therefore c(t) + c, if t + 00. 
Remark 5.1. Numerical work carried out by Serge Litkewitsch 
indicates that, for some choices of initial data n,(x), lim, _ m c(t) = c*. 
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