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A B S T R A C T
Product line engineering has become essential in mass customisation given its ability to reduce production costs
and time to market, and to improve product quality and customer satisfaction. In product line literature, mass
customisation is known as product configuration. Currently, there are multiple heterogeneous contributions in
the product line configuration domain. However, a secondary study that shows an overview of the progress,
trends, and gaps faced by researchers in this domain is still missing. In this context, we provide a comprehensive
systematic literature review to discover which approaches exist to support the configuration process of extended
product lines and how these approaches perform in practice. Extend product lines consider non-functional
properties in the product line modelling. We compare and classify a total of 66 primary studies from 2000 to
2016. Mainly, we give an in-depth view of techniques used by each work, how these techniques are evaluated
and their main shortcomings. As main results, our review identified (i) the need to improve the quality of the
evaluation of existing approaches, (ii) a lack of hybrid solutions to support multiple configuration constraints,
and (iii) a need to improve scalability and performance conditions.
1. Introduction
Product line engineering (PLE) was born as a new paradigm that
supports mass customisation (Pohl et al., 2005), given the need to re-
spond to the demand of customised products. This paradigm offers a set
of benefits, such as reduction of production costs and time-to-market, as
well as the improvement of products quality and the increase of cus-
tomers satisfaction by responding to individual stakeholders’ require-
ments (Clements and Northrop, 2001; Pohl et al., 2005). As defined by
Pohl et al. (2005), PLE is composed by two main processes, domain
engineering and application engineering. In the domain engineering process,
a complete Product Line (PL) or family of products is defined, including
the variability of the family that captures all common and variable
features in the PL. An extended PL contains feature attributes that re-
present non-functional properties of the product family, which improve
domain expressiveness and scope stakeholders’ optimization require-
ments. Nevertheless, these attributes also add computational com-
plexity to configure user-specific products. In the application engineering
process, a set of products are derived from the defined PL. One of its
main sub-processes correspond to product configuration, where a set of
features are selected from the PL variability space. However, the
manual selection of features from a PL begins to be an error-prone and
time-consuming task when the variability space is too large. This hap-
pens because decision makers should consider both variability con-
straints (e.g. if a feature A is selected then feature B should also be
considered) and business needs (e.g. the cheapest product should be
selected) (Asadi et al., 2014; White et al., 2008).
To overcome the manual configuration challenges, in the last
decade, researchers in the PL field have proposed semi-automatic ap-
proaches to support the product configuration optimization in large-
scale variability spaces. However, a secondary study is needed in order
to present a complete overview of the current state-of-the-art to guide
future research in this domain. Thus, we performed a Systematic
Literature Review (SLR) according to the guidelines proposed by
Kitchenham et al. (2009, 2015). This work is presented as an extension
of the survey presented by Ochoa et al. (2017). We assessed 66 articles,
in order to answer three main research questions (cf. Section 3.1):
RQ1.Which techniques are employed to support the semi-automatic
configuration of extended PLs?
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RQ2. How are the proposed approaches evaluated?
RQ3. What are the open challenges faced by the current ap-
proaches?
The remainder of this paper is structured as follows. Section 2
presents the main terms and concepts used along this article and a
discussion of related work. Section 3 describes the research metho-
dology used to conduct this SLR. Section 4, Section 5, and Section 6
address the research questions RQ1, RQ2, and RQ3, respectively. Fi-
nally, Section 7 discusses potential threats to validity, and Section 8
presents the conclusions of the SLR and directions for future work.
2. Background and motivation
2.1. Core concepts in the configuration of extended product lines
A product line(PL) represents a product family with a set of common
and variable components that are represented within a variability
model (cf. domain engineering process Pohl et al., 2005). An extended
Product Line (extended PL) is a PL that contains attributes attached to its
features. Feature Models (FMs) (Kang et al., 1990) have become the de
facto variability modelling approach for representing PLs. A variability
model is then used to derive products according to individual customer
requirements (cf. application engineering process Pohl et al., 2005). To
illustrate these concepts, Fig. 1 presents a modified and extended ver-
sion of the Web Portal PL (Mendonça et al., 2008) taken from the
SPLOT1 model repository.
Variability modelling. A Feature Diagram (FD) is an acyclic undirected
graph =FD r F TC( , , ), where r is the root of the FD (i.e. Web Portal in
Fig. 1); F is the set of nodes representing features, which denote
functional requirements relevant to a group of stakeholders
(Czarnecki and Eisenecker, 2000) (e.g. Web Server, Data Storage in
Fig. 1); and TC is the set of edges representing tree constraints, which
denote relations among features (Czarnecki and Eisenecker, 2000; Kang
et al., 1990). A mandatory TC specifies that the selection of a child
feature is mandatory if the parent feature is selected. For example, the
Web Server feature must be selected for all products derived from the
FM. An optional TC specifies that the selection of a child feature is
optional if the parent feature is selected. For instance, the feature Active
can be selected or deselected when the feature Content is selected. An
or-group TC states that if the parent is selected at least one of the child
features should be selected. For example, if the feature Protocols is
selected, at least one of the three child features (NFTP, FTP, HTTPS)
must be included. An alternative-group TC states that if the parent is
selected at most one of the child features should be selected. For
example, if the feature Persistence is selected, just one of the two child
features (XML and Database) must be included.
In addition, a FM can have Cross-Tree Constraints (CTC) that re-
present requires or excludes implications among unconnected features.
For instance, if Data Transfer is selected in a product, then HTTPS must
also be selected; and if HTTPS is selected, then Ms must be deselected,
and vice versa. TC and CTC are known as the FM integrity constraints.
Lastly, Extended Feature Models (EFM) represent non-functional prop-
erties (i.e. attributes) related to features (Benavides et al., 2010). For
example, the Data Storage, Data Transfer, and Authentication features
have the cost attribute represented by an integer value.
Product configuration. This process allows the configuration of the PL
variability into a single product by selecting features from the
variability model. Product configuration can be defined as =C S D( , )
where S is the set of selected features, D is the set of deselected features,
S, D⊆F, and ∩ = ∅S D (Benavides et al., 2010). If ∪ =S D F, then the
configuration is complete, otherwise it is known as a partial
configuration. In both cases, a configuration is valid if it satisfies all
integrity constraints. Complete and valid configurations are known as
products (Ochoa et al., 2015). For example, the Web Portal FM in Fig. 1
represents 15.360 different products. One of those products
correspond to =C S D( , ),1 1 1 where =S Web Portal Web Server{ , ,1
Protocols HTTPS Content Static, , , , Security,Data Transfer,Authentication,
Performance,Min} and =D NTTP FTP Active ASP PHP JSP{ , , , , , ,1
CGI Persistence XML, , , Database,Data Storage, Sec,Ms}.
Usually, product configuration is manually performed; decision-
makers select the desired features in order to fulfil a set of particular
product requirements. However, when the variability model grows and
allows the configuration of hundreds of possible products, this manual
task becomes error-prone and time-consuming (Asadi et al., 2014;
Henard et al., 2015; Mazo et al., 2012; Siegmund et al., 2008; White
et al., 2008). In a semi-automatic configuration, a software system con-
siders a set of functional and non-functional requirements and gen-
erates a set of complete configurations.
A semi-automatic product configuration in extended PLs requires
features auto-completion based on configuration constraints; which are
product restrictions or requirements (e.g. single or multiple optimiza-
tion objective, hard limits) defined by one or multiple stakeholders
Fig. 1. Web Portal FM (Mendonça et al., 2008) extended with the cost feature attribute.
1 Found at http://www.splot-research.org/.
L. Ochoa et al. The Journal of Systems & Software 144 (2018) 511–532
512
during the PL configuration process (see Section 4.2). These constraints
are also known in the literature as solution constraints, user preferences,
and product requirements, among others. For instance, an optimization
process may find which configurations derive the minor cost, the major
performance, or the best cost-performance relationship for the PL.
In this paper, we aim at giving an in-depth view of optimization
techniques used by current works (e.g. constraint programming, evolu-
tionary algorithms, fuzzy logic) to assist the configuration of extended PLs
(cf. Section 4). This study is motivated for the appearance of real-world
variability intensive systems that are coping with extended information
such as quality attributes represented as non-boolean variables.
2.2. Related work
We identified a set of secondary studies that address sub-problems
related to the PLs field. However, none of them addresses the particular
issue concerning the semi-automatic configuration of PLs. All con-
sidered studies with their corresponding publication year and number
of analysed articles are listed in Table 1.
On the one hand, some studies address the problem of variability
management in Software PL (SPL) artefacts like requirements, design,
architecture, components, and tests. Chen et al. (2009) studied the
evolution on variability management approaches, and issues that drove
the referred evolution. These approaches are then evaluated in the
study presented by Chen and Babar (2011). Evaluation methods (e.g.
case study), environments (e.g. industrial), quality, and studied objects
are the main factors of the analysis. Similarly, Galster et al. (2014)
tackle the variability handling problem in software engineering.
Variability dimensions in the studied articles are identified and defined.
Likewise,Afzal et al. (2016) identify articles where artificial intelligence
techniques are used to support different phases during the PL variability
management (e.g. inconsistencies identification, debugging, product
configuration). Lastly, Soares et al. (2014) investigate how different
approaches analyse non-functional properties related to SPLs during
runtime.
On the other hand, the studies presented by Engström and
Runeson (2011), and da Mota Silveira Neto et al. (2011) analyse ap-
proaches that test SPLs. In the case of Engström and Runeson (2011),
there is a particular interest on identifying if the analysed articles
contribute to test framework (i.e. test organization and process), test
management (i.e. test planning and assessment), testability (i.e. im-
proving testing), system and acceptance testing, integration testing,
unit testing, or automation tasks. da Mota Silveira Neto et al. (2011) are
interested in exploring the approaches testing strategy (e.g. product by
product testing, SPL incremental testing), the related static and dy-
namic analysis (e.g. formal verification), testing levels (e.g. unit and
integration testing), among other aspects. Although, some of the stu-
died approaches consider the selection of a set of products to improve
testing efficiency and effectiveness, the selection of a product to satisfy
customer needs is not considered as part of their research.
Similarly, Alves et al. (2010) focus on the field of Requirements
Engineering (RE) applied to SPLs. They have a particular interest on
identifying artefact formats (e.g. features), activities employed during
the RE process (e.g. planning), SPL adoption strategies (i.e. proactive,
extractive, reactive), and adoption evidence (e.g. industrial practice).
Likewise, (Laguna and Crespo, 2013) address a particular problem of
RE, the SPL evolution. The refactoring of existing SPLs and the re-
engineering of legacy systems into SPLs are the two main topics ex-
plored by this secondary study. SPLs are considered from three per-
spectives, model evolution, code evolution, and tool support.
Two additional studies performed reviews related to product deri-
vation. For instance, Bashroush et al. (2017); Rabiser et al. (2010)
identified a set of requirements for tool-support during product deri-
vation (e.g. automated and interactive variability resolution, variability
visualisation); da Silva et al. (2013) reviewed articles related to dy-
namic SPLs. In this research they claim that features and reconfigura-
tion plans are the main input during dynamic product derivation.
Finally, the SLR presented by Benavides et al. (2010) is more likely
to address problems which are partially related to the PL configuration
concern. They aim at exploring available variability model analysis (e.g.
core features, void FM), employed techniques (e.g. BDD, SAT, CP), and
a brief performance evaluation when executing the identified opera-
tions. Even though this paper does not directly tackle the product
configuration problem in extended PLs, it motivates our work and is
cited in our SLR.
In conclusion, none of the aforementioned surveys directly address
the problem of extended PLs configuration. SPLs testing, variability
management, requirements engineering, evolution, and variability
model analysis are addressed as main concerns of the secondary studies,
but the configuration problem is sometimes not even mentioned, nor
studied in isolation from other variability management phases.
Consequently, the current SLR provides further details on the problem
of product configuration, such as information related to configuration
constraints, techniques employed for solving the extended PL config-
uration problem, and performance and scalability results of existing
approaches addressing this issue in extended variability models. This
information is important to assist future researchers and industrial
practitioners, when creating tools for supporting product configuration
in large and extended PLs based on a set of requirements.
3. The review methodology
This paper presents a Systematic literature review (SLR) that follows
the guidelines proposed by Kitchenham et al. (2009, 2015). The ob-
jective of this SLR is to analyse and classify relevant information related
to approaches framed in the context of the semi-automatic configura-
tion of extended PLs. In this section, we present the SLR methodology
that includes the definition of the research questions, the search pro-
cess, the SLR scope defined by inclusion and exclusion criteria, the way
on which data was collected, and the corresponding search results.
Main activities related to the SLR process and their location in the ar-
ticle are shown in Fig. 2.
3.1. Research questions
We defined three main research questions in order to clarify the
state-of-the-art related to the semi-automatic configuration of extended
PLs, namely:
RQ1.Which techniques are employed to support the semi-automatic
configuration of extended PLs?
RQ2. How are the proposed approaches evaluated?
RQ3. What are the open challenges faced by the current ap-
proaches?
Table 1
PL-related secondary studies.
SLR Year Articles
Chen et al. (2009) 2009 34
Alves et al. (2010) 2010 49
Benavides et al. (2010) 2010 53
Rabiser et al. (2010) 2010 118
Chen and Babar (2011) 2011 97
Engström and Runeson (2011) 2011 64
da Mota Silveira Neto et al. (2011) 2011 45
da Silva et al. (2013) 2013 20
Laguna and Crespo (2013) 2013 74
Galster et al. (2014) 2014 196
Soares et al. (2014) 2014 36
Afzal et al. (2016) 2016 19
Bashroush et al. (2017) 2017 37
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These questions tackle three concerns orthogonal to all approaches:
employed techniques, conducted evaluation process, and open chal-
lenges. We systematically identify the techniques employed by studied
approaches to configure extended PLs (cf. RQ1), such as constraint
programming and evolutionary algorithms (cf. Section 4). We analyse
how the evaluation process was conducted by each study (cf. RQ2),
such as industrial and academic case studies (cf. Section 5). Lastly, we
identify main gaps to guide future research in this domain (cf. RQ3) by
presenting the concerns that have not been addressed by the current
studies (cf. Section 6).
3.2. Search process
To find and select relevant approaches for the SLR, we searched in
five databases known as having relevant research in the field of com-
puter science and engineering (Brereton et al., 2007), namely ACM
Digital Library, Science Direct, IEEE Xplore, Scopus, and Springer Link. We
define the following search string to obtain a set of articles in all the
aforementioned databases.
First, we specify different synonyms related to the term product line,
mainly product family and system family. Then, we refer to the PL con-
figuration process. The selected synonyms correspond to configuration,
product selection, and feature selection. This is particularly used in ap-
proaches that employ feature modelling as variability modelling tech-
nique. Finally, we specify our interest on extended PLs by defining
terms such as attribute, non-functional property or value, quality, pre-
ference, and requirement.
The search string is applied to obtain a first subset of pre-selected
articles. This string is subtly modified in each database according to the
offered search capabilities (cf. Appendix A). A considerable number of
duplicate articles is expected during this phase, given the indexing of
overlapping papers among databases. For instance, Scopus claims to
consider articles from more than 5.000 publishers, which may include
articles kept in other selected databases. These duplicate papers are
automatically identified and discarded with EndNote2. Afterwards, the
group is filtered according to the relevance of each paper. This task was
performed by a junior researcher (i.e. Ochoa), and a senior researcher
(i.e. Pereira) double checked. Then, Ochoa and Pereira filtered the ar-
ticles by using inclusion and exclusion criteria. Once the selection
process was finished, each researcher double checked the work made by
the other researcher and the justification for including or discarding
each paper. Finally, the articles data was tabulated and double checked
by a third senior researcher (i.e. González-Rojas).
3.3. Inclusion and exclusion criteria
We set the following inclusion criteria:
(i) Articles must be published between January 2000 and September 2016.
We selected January 2000 because in this year the Software Product
Line Conference (SPLC) was founded. This fact represented a
milestone in the PL field and the birth of a community around SPL.
Even though two workshops related to PLs were held in 1996 (i.e.
Workshop on Design and Evolution of Software Architecture of
Product Families) and 1998 (i.e. International ESPRIT ARES
Workshop), neither of them lasted for more than two periods. This
lack of continuity shows an immaturity in both the workshops and
the PL engineering field. Nevertheless, we reviewed their pro-
ceedings, and articles addressed PL issues related to design, ar-
chitecture, and development process that are out of the scope in
this research. Lastly, our search was done in September 2016 that
is why papers published before that date are avoided.
(ii) Articles must be published in journals, conferences, workshops, or
symposiums. These are four of the most known types of research
publication in the field of computer science and software en-
gineering.
(iii) Articles must address extended PLs. There are multiple studies that
address the problem of the semi-automatic configuration of a PL.
However, we have interest only in those PL approaches that model
non-functional properties. This sets an additional computational
complexity, which carries new challenges to be considered by the
community.
We define the following exclusion criteria:
(i) Articles must not be written in a language different to English. Given
that English is the common language in the academic environment,
we just consider articles published in the corresponding language.
(ii) Highly related articles should be discarded.We only consider the last
publish version of a group of articles when they tackled a same
topic in a related manner, and some of the authors appeared on all
of them.
(iii) Articles with a missing configuration technique should be discarded.We
included only articles that deal with techniques that support the
configuration process of extended PLs, as opposed to considering
the product configuration management process in general.
Therefore, configuration management sub-processes such as PL
version management (e.g. how to manage different versions of a
PL) or PL testing (e.g. verify the correctness of a given PL) are not
included in our research. However, it is important to notice that
the domain of the studied PL is not considered as part of the ex-
clusion criteria. For instance, the configuration of PLs representing
cloud computing services or test scenarios does not suppose an
impediment to consider the underlying paper.
Fig. 2. SLR process.
(product line OR product family OR system family)
AND
(configuration OR product selection OR feature selection)
AND
(attribute OR non-functional OR quality OR preference OR requirement)
2 Found at https://endnote.com/.
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(iv) Short papers must not be considered. We exclude short papers with
less than four pages, since they lack information to evaluate the
approach.
3.4. Data collection
Data obtained during the SLR is tabulated in a matrix where each
row represents an article, and each column an approach characteristic.
First, we extract information about the article publication, mainly its
title, authors, year, and type (i.e. journal, conference, workshop, or
symposium). In addition, related articles of the same research are ad-
dressed as only one approach; i.e. when a same author publishes dif-
ferent articles related to a same research line, they are grouped and
studied as one approach.
Second, to address RQ1, we collect evidence about the employed
configuration technique by each study. We extract information about the
approach algorithms; the PL modelling approach; number of employed
models; supported integrity and configuration constraints; defined en-
codings (i.e. how the PL configuration process is translated into a par-
ticular technique); and number of supported stakeholders.
Third, to address RQ2, we identify the employed evaluation process
by investigating if each study considers specific metrics during perfor-
mance tests. Metrics are identified and listed without considering
computational complexity when estimating their value. Besides, we
extract information about the employed PLs identifying the PL nature
(i.e. academic, industrial, randomly generated); PL domain (e.g. e-
commerce, cloud, mobile devices); number of entities as features, CTCs,
and non-functional properties; employed non-functional properties (i.e.
from real case studies, toy examples, randomly generated); and non-
functional property types (e.g. costs, risks, RAM).
Finally, to address RQ3, we consider gaps and open challenges related
to each studied approach. To collect this qualitative information, we
followed a postformed coding technique (Seaman, 1999), where Ochoa
and Pereira wrote a set of gaps and open challenges per reviewed ar-
ticle. These two elements were usually captured from the future work,
conclusions, or threats to validity sections of a studied article. Once all
articles were analysed, both researchers grouped these notes into ten
highly related and coupled groups according to the appearing keywords
and its underlying meaning. In the end, seven gaps and open challenges
were related to configuration techniques, whereas three were related to
evaluation processes.
3.5. Search results
This section presents the number of articles obtained during the
search process (cf. Section 3.5.1), and the typology of the selected
articles with regards to publication year and publication type (cf.
Section 3.5.2).
3.5.1. Articles selection
To select the SLR relevant articles and tabulate the search results,
we discard duplicate papers and perform a three-step filtering (see
Fig. 3). The number of selected articles per filtering phase are shown in
Table 2.
In the first filtering phase, we consider the predefined search string
when finding articles in the five selected databases (cf. Section 3.2).This
phase was performed by Ochoa. Table 3 shows the obtained results of
this first step, with a total of 4.843 pre-selected articles. Notice that
depending on the order of analysis of duplicate papers, one database
can own more articles. Therefore, results in Table 3 absolutely depend
on the articles discard order.
Afterwards, we perform a second filtering phase based on the title
and abstract of the pre-selected articles. In this step, if the article has a
different scope from the one that we were considering, then it is dis-
carded. However, if there is any doubt about the relevance of the paper,
it remains in the candidate group. For this second filtering, we obtained
191 candidate papers from the previous 4.843. The big difference is
related to the fact that some databases (e.g. Springer Link) returned
non-relevant articles usually related to different fields such as chemistry
and physics. This phase was performed by Ochoa and double checked
by Pereira.
During the third filtering phase, Ochoa and Pereira performed a
partial or complete reading of the candidate papers. In this step, we
apply the inclusion and exclusion criteria for selecting a relevant subset
of publications (cf. Section 3.3). If the article does not comply with the
specified criteria it is discarded, otherwise it is included in the final
selection. We obtained 66 articles that were included in the SLR as
relevant primary studies, 46 of them are considered as main primary
studies while the remaining ones are considered as short versions of this
group. Selected papers are shown in Appendix B. To minimize re-
searcher bias during this phase, Ochoa and Pereira cross-checked the
inclusion or exclusion justification provided by the other researcher for
each article.
3.5.2. Articles typology
Fig. 4 shows the number of articles per year and publication type.
Most of the articles are published in conferences (i.e. 28 articles) or
journals (i.e. 27 articles). The International Software Product Line Con-
ference (SPLC) contributes with 10 articles to this SLR. The Software
Quality Journal (SQJ), the Journal of Systems and Software (JSS), and the
International Journal of Production Research (IJPR) contributes with 3
articles each one of them. In total, there are articles from 20 differentFig. 3. Selection procedure of primary studies.
Table 2
SLR filtering phases.
Filtering Articles
Search string 4.843
Abstract and title relevance 191
Inclusion and exclusion criteria 66
Table 3
Databases search results.
Database Initial Duplicate Pre-selected
ACM Digital Library 678 447 231
Science Direct 297 116 181
IEEE Xplore 504 146 358
Scopus 2.148 951 1.197
Springer Link 15.712 12.836 2.876
Total 19.339 14.496 4.843
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journals, 15 conferences, 6 workshops, and 3 symposiums (see
Appendix C for a complete list).
Additionally, we observe an increasing tendency of research on the
field of extended PL configuration. From 2012 onward, there is a con-
stant concern in this process, and 2014 presents the highest amount of
published articles in this field (i.e. 12 articles). Data from 2016 cannot
be incorporated in the tendency analysis because we did not consider
all months of the year. Moreover, many accepted papers addressing the
scope of this SLR have not been published. Consequently, those papers
were not considered in our analysis.
Finally, after reviewing each article we defined a set of 46 grouped
approaches for answering the proposed research questions. Table 4
presents the complete list of approaches including their IDs (used as
references along the paper), involved authors, and included articles.
4. Analysis of configuration techniques on extended PLs
This section describes the algorithms and techniques employed to
support the semi-automatic configuration of extended PLs (cf. RQ1).
Section 4.1 presents different techniques for encoding a PL and the
implementation particularities of the analysed approaches. Section 4.2
highlights the configuration constraints employed in the studied ap-
proaches, and their frequency of use according to each encoding tech-
nique.
4.1. Product line encoding algorithms
After performing the complete reading of all selected main primary
studies, we identified six groups of techniques used to automate the
configuration of extended PLs: (i) Constraint Programming (CP), (ii)
Evolutionary Algorithms (EA), (iii) Analytic Hierarchical Process (AHP),
(iv) Integer Linear Programming (ILP), (v) Mapping and Models (MM), and
(vi) Other methods. The latter group includes techniques such as CP
used exclusively for solving knapsack problems (Shi et al., 2010), re-
commendation techniques based on gambling queries (Bagheri and
Ensan, 2014a), and ad-hoc algorithms (Siegmund et al., 2008), as well
as hybrid solutions. Fig. 5 shows the number of articles per year and
employed technique. As it can be seen, EA and CP are the most used
techniques appearing in 20 and 15 publications respectively.
Hereafter, we present a brief description of each encoding technique
and the implementation particularities of the main primary studies.
4.1.1. Encoding in constraint programming
Constraint programming (CP) is a paradigm that proposes an exact
approach (Olaechea et al., 2014), where Constraint Satisfaction Problems
(CSP) are specified as a set of variables with their corresponding do-
main, and a set of constraints that affect these domains (Apt, 2003;
Rossi et al., 2006).
In order to configure a product in an extended PL, features are
Fig. 4. SLR publications per year.
Table 4
Articles per grouped approach.
ID Authors Article(s)
A01 Hierons et al. Hierons et al. (2016)
A02 Noorian et al. Noorian et al. (2014, 2016)
A03 Zanardini et al., Villela
et al.
Villela et al. (2012); Zanardini et al. (2016)
A04 Henard et al. Henard et al. (2015)
A05 Dou et al. Dou et al. (2016)
A06 Gamez et al. Gamez et al. (2015)
A07 Halim et al. Halim et al. (2015)
A08 Leite et al. Leite et al. (2015)
A09 Myllärniemi et al. Myllärniemi et al. (2015)
A10 Ochoa et al. Ochoa et al. (2015)
A11 Pascual et al. Pascual et al. (2015)
A12 Tan et al. Tan et al. (2015)
A13 Lian and Zhang Lian and Zhang (2014, 2015)
A14 Asadi et al., Soltani
et al.
Asadi et al. (2014); Soltani et al. (2012)
A15 Bagheri Bagheri and Ensan (2014a)
A16 Bagheri and Ensan Bagheri and Ensan (2014b)
A17 Tan et al. Tan et al. (2014)
A18 Lee et al. Lee et al. (2014)
A19 Olaechea et al. Olaechea et al. (2014)
A20 Sánchez et al. Sánchez et al. (2014)
A21 White et al. White et al. (2010, 2014, 2007, 2008)
A22 El Yamany et al. El Yamany et al. (2014)
A23 Mussbacher et al., Liu
et al.
Liu et al. (2014); Mussbacher et al. (2012)
A24 Sayyad et al. Sayyad et al. (2013a,c)
A25 García-Galán et al. García-Galán et al. (2013)
A26 Ghezzi and Molzam
Sharifloo
Ghezzi and Molzam Sharifloo (2013)
A27 Chen et al. Chen et al. (2013)
A28 Karimpour and Ruhe Karimpour and Ruhe (2013)
A29 Olaechea et al.,
Murashkin et al.
Murashkin et al. (2013); Olaechea et al. (2012)
A30 Quinton et al. Quinton et al. (2012, 2013)
A31 Zhang et al. Zhang et al. (2011, 2014)
A32 Bagheri et al. Bagheri et al. (2010b, 2012)
A33 Mazo et al. Mazo et al. (2012)
A34 Ostrosi et al. Ostrosi et al. (2012)
A35 Schroeter et al. Schroeter et al. (2012)
A36 Siegmund et al. Siegmund et al. (2012a,b)
A37 Li et al. Li et al. (2012)
A38 Asadi et al. Asadi et al. (2011)
A39 Salinesi et al. Salinesi et al. (2010)
A40 Bagheri et al. Bagheri et al. (2010a)
A41 Hong et al., Song et al. Hong et al. (2008a, 2010a, 2008b, 2006, 2010b);
Song et al. (2007)
A42 Shi et al. Shi et al. (2010)
A43 Siegmund et al. Siegmund et al. (2008)
A44 Ong et al. Ong et al. (2006)
A45 Yeh and Wu Yeh and Wu (2005)
A46 Du et al. Du et al. (2002, 2003)
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considered as binary variables in CSP. Then, for n features in the model,
n variables are created, such that each variable fi∈ {0, 1}. Furthermore,
Non-Functional Properties (NFP) are represented as integer variables
whose domain correspond to the one defined in the FM. A NFP a related
to the ith feature is defined as fi · a∈Di. The value of a NFP a corresponds
to the aggregation sum of the NFP a value from each selected feature
(White et al., 2007).
The solution of the modelled CSP is obtained by finding a suitable
configuration that meets integrity and configuration constraints
(Salinesi et al., 2010; Siegmund et al., 2012b). Integrity constraints
encodings are shown in Table 5, where fp stands for parent feature, fc for
child feature, fci for the ith child feature of an integrity constraint. The
selection among encodings can affect the execution time during CSP
solving.
The encodings of configuration constraints differ among solutions.
For instance, optimization objectives are represented as maximization
or minimization functions in a CSP, whereas for hard limits over an
attribute type, an inequality operator is defined over the aggregated
value of the attribute and the given boundary value (e.g.costs > 1.000)
(Ochoa et al., 2015). Nevertheless, there are some particularities among
the studied approaches. Some solutions first prune the search space by
representing a subset of features from the FM (García-Galán et al.,
2013; White et al., 2007). Ong et al. (2006) propose an invasion
algorithm that takes a binary CSP and traduces it to a directed graph
representing a set of CSP solutions. Other approaches propose encod-
ings for additional needs in the configuration problem. For instance,
White et al. (2014) manage different CSPs at different time slots, then
there are n× k variables related to the n features of the PL in k time
slots. (Zanardini et al., 2016) enrich the CSP representation with de-
cision trees that are known as configuration trees where each node re-
presents a PL partial configuration, and each edge an increase of the set
of features (i.e. an increment in functionality). Then nodes are not
singleton sets with a single feature, but instead they are a complete
configuration that may be invalid.
White et al. (2010) present a diagnostic approach, known as Con-
figuration Understanding and REmedy (CURE). CURE is used when mul-
tiple stakeholders define a conflicting configuration and a repair is
needed. In this context, a minimal set of selected and deselected fea-
tures is proposed. Similarly, Ochoa et al. (2015) face these conflicts by
considering a set of stakeholders’ complete configurations to reduce the
search space. In both approaches CSP techniques are applied to derive a
product based on all stakeholders needs.
4.1.2. Encoding in evolutionary algorithms
Evolutionary Algorithms (EA) are stochastic or approximate algo-
rithms (Olaechea et al., 2014) useful during optimization or learning
tasks implementation (Yu and Gen, 2012). They emulate the natural
species evolution, where given a first population of m individuals living
in an environment with limited resources, there is a competition were
only the fittest individuals survive (Eiben and Smith, 2003; Yu and Gen,
2012). An individual is related to one or more chromosomes that are
composed by n genes. Individuals are randomly generated, or some
heuristics are employed to obtain a higher fitness in this first sample.
Then, each individual is evaluated according to the fitness function (i.e.
optimization objectives and environmental constraints) to produce
multiple generations derived from the initial population. Each individual
is a representation of a solution in a particular domain.
Genetic algorithms (GA) and Multi-Objective Evolutionary Algorithms
(MOEA) are commonly used in PL configuration. GAs are known to
have a binary code that emulates the natural genetic encoding (Yu and
Gen, 2012). MOEAs were designed for solving multi-objective optimiza-
tion problems. The fitness function and operations behaviour change
among different algorithms. In the PL field, in order to obtain solutions
Fig. 5. PL configuration articles per technique.
Table 5
FM encoding based on CP.
Integrity constraint Encoding
Mandatory =f fp c Salinesi et al. (2010)
Optional fp≥ fc Salinesi et al. (2010)
Or ∑ >= f 0i ci1 Mannion (2002)
Alternative ∑ == f 1i ci1 Salinesi et al. (2010)
Requires f1→ f2 f1≤ f2 Salinesi et al. (2010) or = → =f f1 11 2
Ochoa et al. (2015)
Excludes f1→ ¬f2 + ≤f f 1,1 2 × =f f 01 2 Salinesi et al. (2010), or
= → =f f1 01 2 Ochoa et al. (2015)
Cardinality [min,
max ]
∑ ≥ ∧ ∑ ≤= =f f( min) ( max)i ci i ci1 1 Salinesi et al. (2010)
Children selection = → =f f1 12 1 Ochoa et al. (2015)
Parent deselection = → =f f0 01 2 Ochoa et al. (2015)
Fig. 6. FSG configurations and solution constraints.
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that conform to the integrity constraints, correctness is defined as one of
the optimization objectives. Finally, a trade-off is performed among the
multiple optimization objectives (Yu and Gen, 2012).
The general encoding of EA-based approaches in the PL configura-
tion context considers a binary string representation as proposed with
GAs. Then, for n features in the PL, a 1× n vector is generated in order
to represent a configuration (i.e. chromosome), i.e.
= …C v f v f v f[ ( ), ( ), , ( )]j n1 2 such that fi∈ F, v(fi)∈ {0, 1}, ∈i j, , and
i< n (cf. Fig. 6a) (El Yamany et al., 2014; Lian and Zhang, 2015;
Olaechea et al., 2014; Pascual et al., 2015).
This encoding can be reduced by removing some prunable features
(core and dead features) from the binary string representation
(Tan et al., 2015). An analysis that considers both sets is unnecessary,
since core features are present in all products, and dead features are
never included. Hierons et al. (2016) also remove selected parent fea-
tures if one or more child features are selected. These features are added
back when the remaining decisions are defined. Karimpour and
Ruhe (2013) also employ a single binary encoding, however they have a
particular need on representing multiple products in the same vector.
Thus, in each of the n positions of the vector, they defined m bit values.
Each of these bit values represents the selection state of a given feature
related to one of the m considered products (cf. Fig. 6b).
Nevertheless, not all EA-based approaches use the binary string
representation. For instance, Yeh and Wu (2005) and Dou et al. (2016)
also represent chromosomes in a 1× n vector, however v(fi) will be
equal to an integer value related to the selected characteristic of the
given feature. In this context, features are not necessarily represented as
boolean variables, but instead as integer variables with a finite domain
representing different options for a decision. For example, suppose
there is a feature color ∈ [1, 3], where 1 represents white, 2 represents
purple, and 3 represents green. Moreover, Hong et al. (2010a) employ
co-evolutionary programming. In this approach AND-OR trees are used to
represent both product design and manufacturing process. So, each
node in the tree represents a product characteristic but also the man-
ufacturing process that should be employed to derive that character-
istic.
4.1.3. Encoding in analytic hierarchy process
According to (Saaty, 2008), Analytic Hierarchy Process (AHP) is a
theory of measurement employed in scenarios where a decision con-
siders multiple factors, and a trade-off among those factors is needed.
AHP has been employed to rank the features of a PL in order to
select the best candidates for a final product. Thus, a n× n square
matrix is constructed based on the n features present in the PL. Each cell
in the matrix will represent the relative importance of the ith feature
with regards to the jth feature. In this case, × −n n( 1)2 comparisons
among features are performed. The traditional values used for re-
presenting the degree of importance among two features are the in-
tegers 1, 3, 5, 7, and 9; where the highest values denote a higher im-
portance. Values of the matrix are then normalized based on the
eigenvalues estimation (Saaty, 1987). The v eigenvector is a non-null
vector such that given a matrix A and an eigenvalue λ, we have the
following relation =Av λv. Finally, the most important features are
included in the product (Bagheri et al., 2010a; Tan et al., 2014; Zhang
et al., 2014).
Zhang et al. (2014) introduce the usage of positive and negative
impacts over NFPs. An NFP positive impact measures the importance of
including a feature in a final product configuration, while the negative
impact measures the importance of discarding the feature in the final
product configuration. Similarly, just the subset of features with posi-
tive or negative impact over a particular NFP are considered in the AHP
matrix, reducing the number of comparisons to be performed by sta-
keholders.
On a similar context, Bagheri et al. (2010a) present the Stratified
AHP (S-AHP), a method that does not compare PL features, instead it
compares NFPs. A square matrix = = ≤ ≤×M M α i j k{ 1 , }k k i j, is cre-
ated, such that α represents the relative importance of the ith NFP with
regards to the jth NFP. A first comparison among high level and possibly
fewer concerns is performed, reducing the amount of pair-wise com-
parisons among features. This approach was also adopted by
Asadi et al. (2014) and Halim et al. (2015). In addition,
Halim et al. (2015) propose the use of the Triangular Fuzzy Number
(TFN) for specifying the relative importance among NFPs in the AHP
matrix. TFN manages the fuzziness of stakeholders’ decisions by de-
fining a triple (a, b, c) where three consecutive numbers in a scale from
1 to 9 are defined, then a, b, c∈ [1, 9], = +b a 1, and = +c b 1. In a
similar way, Tan et al. (2014) estimate the relative importance based on
the ELO rating system, a technique used to score chess players
(Elo, 1978).
4.1.4. Encoding in integer linear programming
Integer Linear Programming (ILP) is a method that considers a set of
decision variables =V x x ldots x{ , , , }n1 2 with integer numeric values and
they should be optimally selected; and a set of constraints
= …C C C C{ , , , }m1 2 that are equalities or inequalities related to a linear
combination of a subset of variables in V. For both cases ∈n m, . The
selection is based on an objective linear function f that should be
minimized or maximized (Vanderbei, 2014). A solution to an ILP pro-
blem is defined by the set = …S s s s{ , , , }t1 2 . If all constraints in C are
satisfied, we refer to S as a feasible solution (Vanderbei, 2014).
An ILP model represented in the PL configuration context is com-
posed by a set of n variables fi that represent features in the FM, such
that fi∈ {0, 1}; a set of constraints that represent both integrity and
configuration constraints; and a SOO function (Noorian et al., 2016).
When all variables have a binary domain, the approach is known as 0–1
programming (Li et al., 2012).
Similar to CP-based approaches (cf. Section 4.1.1), multiple en-
codings have been proposed to translate integrity constraints. Some
examples are shown in Table 6, where fp stands for parent feature, fc for
child feature, and fci for the ith child feature of an integrity constraint.
Multiple encodings are similar or equal to the ones presented in the CP
encodings, given their nature of expressing constraints over integer
variables.
In order to specify additional configuration constraints, some of the
ILP-based approaches have introduced extensions to the FM re-
presentation. For instance, Bagheri et al. (2010b) introduce the lan-
guage L(N), which allows the specification of integrity constraints of a
FM, and a set of selected or required features (which are known as hard
constraints in the approach). A fuzzy extension of the language is also
presented to specify soft constraints, which are stakeholders’ pre-
ferences where quality attributes are prioritized. Moreover, Lopez-
Herrejon and Batory (2001) transform the FM into a Graph Product Line
(GPL) (Lopez-Herrejon and Batory, 2001), and propose a technique that
allows the evaluation of PL methodologies by using the GPL encoding as
main evaluation problem.
4.1.5. Encoding in model and mapping approaches
Model and Mapping (MM) approaches employ a modelling technique
and a set of mapping rules to derive PL configurations based on decision
Table 6
FM encoding based on ILP.
Integrity constraint Encoding
Mandatory =f fp c Noorian et al. (2016) or fp≤ fc Li et al. (2012)
Optional fp≥ fc Noorian et al. (2016)
Or ∑ ≥= f fi ci p1 Noorian et al. (2016)
Alternative ∑ == f fi ci p1 Li et al. (2012); Noorian et al. (2016)
Requires f1→ f2 f1≤ f2 Li et al. (2012); Noorian et al. (2016)
Excludes f1→ ¬f2 + ≤f f 11 2 Li et al. (2012); Noorian et al. (2016)
Paternity fc≤ fp Li et al. (2012)
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propagation from variability models. This approach does not necessa-
rily mean that we are dealing with environments with multiple PLs.
Sometimes, models are used to complement the information provided
in another model. The three main techniques used among the studied
approaches correspond to goal models, ontologies, and grammars.
Goal models are defined as AND/OR graphs that supports the spe-
cification of goals (i.e. objectives related to functional requirements),
soft-goals (i.e. objectives related to non-functional requirements), and
plans (i.e. task to operationalize goals) (cf. Fig. 7). Two links are ad-
mitted, mainly decomposition links that define a hierarchy among goals,
generating a tree-like structure with and/or associations; and contribu-
tion links enriched with help (i.e. +), hurt (i.e. -), make (i.e. ++), and
break (i.e. - -) labels, which define how a goal model entity contributes
to a particular soft-goal (Asadi et al., 2011; Yu et al., 2008). An ontology
is an engineering artefact that represents a domain by a formal re-
presentation of shared concepts (Quinton et al., 2012; Sánchez et al.,
2007; Shekhar and Xiong, 2008). A grammar is a set of structural rules
that supports the specification of expressions in a given language
(Seel, 2012).
In the context of goal models, Asadi et al. (2011) use a particular type
of models known as i* models. These models are related to FMs by
means of presence conditions, which are references to goals. They are
evaluated based on the goal satisfaction degree of the feature: Full Sa-
tisfaction (FS), Full Denial (FD), Partial Satisfaction (PS), and Partial De-
nial (PD). A goal satisfaction degree is defined as a boolean formula,
and its value is derived based on feature annotations made by stake-
holders. Similarly, Lee et al. (2014) use goal models to complement the
information presented in FMs. Then, in a matrix that interrelates goals
and features, annotations are described in each cell to define the cor-
relation among the selection of goals and features; i.e. if a goal is in-
terrelated with a feature, its selection supposes the selection of the re-
lated feature. Moreover, they provide different FMs to separate the
problem space from the solution space by its goal-driven FM approach.
Lastly, Mussbacher et al. (2012) present Aspect-oriented User Require-
ments Notation (AoURN), a SPL framework for specifying stakeholders’
goals needed during product configuration. Cross-cutting concerns are
treated as aspects in the modelling approach. Thus, the framework
considers goal models and FMs to represent stakeholders needs and PL
features. Then, they are related in an impact model, where the impact
of a feature on each goal is identified.
In the ontologies context, (Chen et al., 2013) describe fuzzy concepts
with three main elements, mainly property, value, and constraints. In
addition, (Quinton et al., 2013) use ontology engineering to connect
and map concepts to features in the FM.
Finally, in the grammar context, (Ostrosi et al., 2012) propose the
use of fuzzy solutions with a fuzzy configuration grammar. Similarly,
(Du et al., 2003) use a graph grammar to manipulate a set of operations
such as attaching, removing, and swapping features, or scaling NFPs in a
PL.
4.1.6. Encoding in other methods
We found other approaches that could not be classified in the
previous groups. In this section, we present a brief description of these
approaches.
Olaechea et al. (2012) present ClaferMoo as an extension of Alloy, a
relational modelling language. This work allows the specification of
multi-objective functions in the Clafer language (Bak et al., 2011) to
obtain PL configurations that respond to stakeholders’ needs (i.e. multi-
optimization objectives). Siegmund et al. (2008) adopt an ad-hoc al-
gorithm for finding an optimal product in a PL. In this approach, a
staged product derivation (Czarnecki et al., 2004) is considered to re-
duce the number of products and the complexity of the solution search.
First, functional requirements are defined to reduce the search space.
Then, limits over NFPs are defined. Finally, the optimization process is
performed finding local optimum solutions until a time limit is reached.
Sánchez et al. (2014) also use an ad-hoc algorithm known as Con-
figuration Selection Algorithm (CSA) to find a product by considering (i) a
set of resource constraints; (ii) a partial configuration; and (iii) a
weighted objective function. CSA performs its search over a binary tree
where nodes represent valid states, including partial and complete
configurations, and edges represent the selection or deselection of a
given feature. The objective function is presented in Eq. 1, where wi is
the weight of the ith NFP such that∑ == w 1,i
NFP
i1 NFPi(C) is the config-
uration aggregated value of the ith NFP, μi is the average value of
NFPi(C), and σi is the standard deviation of the same function.
∑= ×
−
=
F C NFP w
NFP C μ
σ
( )
( )
i
i
i i
i1 (1)
Moreover, Shi et al. (2010) present a knapsack-based algorithm that
modifies the Filtered Cartesian Flattening (FCF) algorithm (White et al.,
2009). FCF uses the Multiple-choice Multi-dimensional Knapsack Problem
(MMKP) algorithm to select features from a PL. In this approach, the
MMKP algorithm is replaced with a simple knapsack. In summary, FCF
takes a FM and creates a finite number of sets in monolayer. Then, K
items are selected based on their value and cost, and with the knapsack
algorithm an optimized selection is performed (the higher K, the higher
is the optimization rate).
Bagheri and Ensan (2014a) also propose a staged PL configuration
process. Decision models are generated dynamically from a FM. The
complete process is described as a utility elicitation, where features are
ranked and selected based on gamble queries (i.e. stakeholders deci-
sions). Once a feature is selected or deselected utility propagation is
performed (i.e. the utility of the selected or deselected feature and re-
lated features is positively and negatively updated).
Myllärniemi et al. (2015) highlight security concerns during PL
configuration by considering different countermeasures when trade-offs
among different NFPs are needed. A countermeasure is the specification
of an action that prevents, detects, or reacts to threats, attacks, or
vulnerabilities. The problem is traduced to an Answer Set Programming
(ASP) problem by the employment of Weight Constraint Rules (WCR).
Configurations are then generated as stable models.
4.2. Product line configuration constraints
We classify configuration constraints in the following 10 main
groups.
Single-objective optimization (SOO) problem, also known as the one-
objective optimization problem, is defined as the minimization or max-
imization of a function f(x), where x is a vector of decision variables
= …x x x x( , , , )n1 2 where ∈n . Elements in x could be continuous or
discrete variables, and usually one or more global solutions are found.
Moreover, a set of m inequality constraints gi(x)≤ 0 or a set of p equality
constraints =h x( ) 0j can be defined, such that ∈i j m p n, , , , , i<m,
and j< p. Thus, p< n in order to obtain a non-over-constrained pro-
blem (Coello et al., 2006).
Multi-objective optimization (MOO), also known as multi-criteria op-
timization, is known to be a NP-complete problem. In contrast to the
Fig. 7. Goal model example.
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SOO, f(x) is a vector of k objective functions where
= …F x f x f x f x( ) [ ( ) , ( ) , , ( ) ]k1 2 and ∈k . Each objective function
should be minimized or maximized. As multiple solutions can be found
in the Pareto front, a solution for a MOO problem is a trade-off among
the considered objectives in function F(x) (Coello et al., 2006).
Preferences and weights are usually employed to describe the im-
portance of specific non-functional properties. Different approaches are
used to specify in which degree a specific non-functional property is
preferred over others. This is done in a competitive environment where
trade-offs are required in order to better satisfy stakeholders’ needs.
One of the methods used for expressing stakeholders’ preferences is the
employment of weighting factors. For instance, Hong et al. (2010a)
propose the employment of Eq. 2 in order to define weighting factors. In
this case, fi corresponds to the evaluation measure of the ith aggregated
value of a non-functional property related to a given product C; Ii is
known as the evaluation index and it is responsible of converting eva-
luation measures in a normalized and comparable value, Ii∈ [0, 1]; and
all Wi are the weighting factors related to each evaluation index. They
are defined by stakeholders or measured by a domain-specific formula.
F(C) is then used in a SOO problem (Hong et al., 2010a).
=
∑
∑
=
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The weight of a product is multiplied by its own value, which is
based on the sum of value of each feature contained in the configura-
tion (Karimpour and Ruhe, 2013). Similarly, Ghezzi and
Molzam Sharifloo (2013) define a utility function related to a complete
configuration as = + + ⋯+F C w p w p w p( ) l l1 1 2 2 where wi is the weight
assigned to the ith non-functional property, pi is the satisfaction degree
of the set of l NFPs that should be satisfied, and ∈i l, . Lastly, weights
can also be defined as a pairwise comparison among different factors as
proposed by AHP approaches (cf. Section 4.1.3).
Extra-functional constraints compute feature attributes as the ag-
gregation of feature attributes of other features (Benavides et al., 2005).
These constraints are expressed as arithmetic constraints. For example,
suppose there is a non-leaf feature f1 that has a cost attribute defined by
the following EFC, = +f cost f cost f cost. 2· . 4· . ,1 2 3 for f1, f2, f3∈ F. This
means that the value of the cost attribute of f1 is equal to the sum of the
cost value of f2 times 2, plus the cost value of f3 times 4.
Filter is an automated analysis operation where a reduced search
space is explored in order to select a PL configuration (Benavides et al.,
2010). First, stakeholders select a set of features (i.e. a valid partial
configuration) and key requirements to reduce the PL variability space.
Then, a subset of products S′ are obtained S′⊆S from a complete set of
products or solutions S (Benavides et al., 2010; Czarnecki and Kim,
2005).
Seeding is a constraint used as a strategy in EA-based approaches. In
these approaches, the initial population is generated or seeded with
“good” individuals, based on a set of optimization objectives specified
by stakeholders. Then, the algorithm starts from a mature population
that already responds to a group of requirements and continues im-
proving the quality of the derived off-springs. The implementation of
seeding constraints is done by the use of heuristic or deterministic al-
gorithms (Coello et al., 2006; Eiben and Smith, 2003).
Hard limits, also known as resource constraints, are constraints that
are defined as equalities or inequalities over the aggregation of a specific
NFP. These constraints complement the definition of optimization
functions, for both SOO and MOO problems (cf. SOO and MOO). In this
way, a set of feature attributes related to the same NFP (e.g. cost) are
aggregated (e.g. sum) and an inequality (i.e. ≤ , < , > , ≥ ) or
equality (i.e. =) relation is defined between the corresponding ag-
gregation and a constant. These constraints are useful for defining re-
source limits like budget boundaries (Ochoa et al., 2015). For instance,
Bagheri and Ensan (2014b) employ hard limits in order to define re-
liability upper and lower boundaries when configuring a PL.
Finite domain Constraint used when feature attributes should be
defined in a sub-domain of values. Thus, given a feature fi with a feature
attribute aj defined in a domain Dij, aj∈Dij, and ∈i j, , a new domain
′Dij can be defined, such that ′ ⊆D Dij ij and now ∈ ′a Dj ij (Ochoa and
González-Rojas, 2017). Finite domain constraints are useful when, for
certain scenarios, a subset of the complete NFP domain is required.
Cross-model constraints (CMC) are defined among features in dif-
ferent models. Similar to CTC, the most common representations are
requires and excludes implications. As an example, suppose we have two
FMs, FM1 and FM2 each one with a set of features F1 and F2, respec-
tively. A requires CMC can be established between f1i∈ F1 and f2j∈ F2,
such that f1i→ f2j, ∈i j, , i<|F1|, and j<|Fj|. Similarly, an excludes
CMC can be represented as f1i→ ¬f2j (Chavarriaga et al., 2014; Metzger
et al., 2007). Notice that as with CTCs, complex relations among fea-
tures of different variability models can also be defined as propositional
logic predicates; features are represented as boolean variables and re-
lations among features with operators such as ∧, ∨, → , ↔, and ¬
(Batory, 2005).
Fuzzy requirements Stakeholders’ requirements surrounded by va-
gueness and uncertainty (Chen et al., 2013; Halim et al., 2015). They
are represented with diverse fuzzy membership functions such as Tra-
pezoidal Fuzzy Number (TFN) and Triangular Fuzzy Number (TFN). In the
TFN context, three integer values are used to express the stakeholders’
needs < vl, vi, vu> , where vl is the lower bound of the ideal value, vi is
the ideal value, and vu is the upper bound of the ideal value (Bagheri
et al., 2010b; Chen et al., 2013; Halim et al., 2015). However, fuzzy
linguistic variables defined in an ordinal scale may also be specified
from natural language and imprecise requirements, such as high,
medium, and low (Bagheri et al., 2010a). Chen et al. (2013) define fuzzy
requirements by means of a triple < property, value, constraints>
where the property is related to an NFP (e.g. costs), the fuzzy require-
ment is represented as a particular value (e.g. low), and some additional
constraints are specified over such property value (e.g. costs should be
less than a given value).
Table 7 groups the studied approaches by the different used tech-
niques and algorithms. Each approach is evaluated in terms of its
capability to support configuration constraints: ✓completely supported,
• partially supported, and empty space as not supported. The acronyms
of each column title are defined as follows: single-objective optimization
(SOO), multi-objective optimization (MOO), hard limit (HL), preferences
and weights (P), finite domain (FD), filter (F), cross-model constraint
(CMC), extra functional constraint (EFC), seeding (S), fuzzy requirements
(FR), and others (*O). Hereafter, we highlight the main results related to
each configuration technique.
CP-based approaches support SOO and hard limit constraints. Filter
and EFC constraints are supported by 6 and 5 studies respectively.
These configuration constraints are supported given the nature of the
approach, which allows the definition of logical and arithmetical con-
straints, as well as optimization objectives. Other configuration con-
straints are also supported by these approaches including MOO, pre-
ferences and weights, finite domain, and other uncommon constraints
such as CP symbolic (e.g. all different, at least, at most) and reified
constraints (Mazo et al., 2012; Salinesi et al., 2010). The only two
constraints that have not been addressed by CP approaches correspond
to seeding which is an inherent option of EA-based approaches, and
fuzzy requirements.
EA-based approaches support SOO and most of them support MOO
(10 out of 13 studies). Some few approaches support hard limits, pre-
ferences and weights, and filter. Seeding, given its direct relation with
EAs, is also supported by 3 studies. However, finite domain and fuzzy
requirements are not employed by EA-based approaches.
AHP-based approaches support preferences and weight constraints.
This is related to the pairwise comparison that is inherent to AHP so-
lutions. Three approaches partially support fuzzy requirements (Asadi
et al., 2014; Bagheri et al., 2010a; Halim et al., 2015), and just one
approach supports multiple configuration constraints such as SOO, hard
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limit, preferences and weight, filter, EFC, and fuzzy requirements
(Asadi et al., 2014). This last study is a hybrid solution that employs
three different methods: AHP, FCM, and HTN.
ILP-based solutions support SOO and preference constraints. These
preferences are usually specified as weights in a SOO function. These
configuration constraints respond to the definition of ILP models.
Additionally, two of these approaches consider hard limits (Bagheri
et al., 2010b; Li et al., 2012), and one of them also support filter, CMCs,
and fuzzy requirements. MOO, finite domain, EFC, seeding and other
type of configuration constraints are not considered in the studied ILP
approaches.
MM-based approaches support CMC constraints, given the need to
propagate decisions among different models. Three of these approaches
also support hard limits (Du et al., 2003; Quinton et al., 2013; Schroeter
et al., 2012), other three support preferences and weights (Asadi et al.,
2011; Lee et al., 2014; Mussbacher et al., 2012), and two support fuzzy
requirements (Chen et al., 2013; Ostrosi et al., 2012). In the case of
(Du et al., 2003), filter and production rules, which were previously
described (cf. Section 4.1.5) are also supported. SOO, MOO, finite
domain, EFC, and seeding are not considered by any of the selected
studies.
In the case of other approaches, no pattern is identified given the
diversity of employed methods. For instance, Myllärniemi et al. (2015),
who employ an ASP solution, support CMCs and EFCs. (Olaechea et al.,
2012) and (Siegmund et al., 2008) support SOO, hard limits, filter, and
EFCs. In the first case preferences and weights are also considered. In
the case of relational modelling (Olaechea et al., 2012) SOO, MOO,
filter, and EFC are included in the solution. The knapsack-based ap-
proach (Shi et al., 2010) supports SOO, hard limits, and preferences and
weights given the nature of the knapsack problem. Lastly, the utility
elicitation approach considers preferences and weights, as well as fuzzy
requirements. Finite domain, seeding, and other configuration con-
straints are not considered by any of the aforementioned studies.
As conclusion, we identified that CP and ILP-based approaches tend
to support SOO and hard limit constraints. Other configuration con-
straints as filtering and EFC are also supported. EA-based approaches
are suitable for solving SOO and MOO problems. Seeding is an addi-
tional configuration constraint which is inherent to these algorithms.
Table 7
Configuration constraints supported by different approaches.
Approach ID SOO MOO HL P FD F CMC EFC FR S *O
CP-based A03 - Zanardini et al. ✓ ✓ ✓ ✓
A06 - Gamez et al. ✓ ✓ ✓ •
A08 - Leite et al. ✓ ✓ ✓ • •
A10 - Ochoa et al. ✓ ✓ •
A21 - White et al. ✓ ✓ •
A25 - García et al. ✓ ✓ ✓ ✓
A33 - Mazo et al. ✓ ✓ • ✓ ✓ ✓
A36 - Siegmund et al. ✓ ✓ • ✓ ✓
A39 - Salinesi et al. ✓ ✓ ✓ ✓ ✓
A44 - Ong et al. ✓ • ✓ ✓ ✓ •
EA-based A01 - Hierons et al. ✓ ✓
A04 - Henard et al. ✓ ✓ ✓
A05 - Dou et al. ✓ • ✓ ✓
A11 - Pascual et al. ✓ ✓ • ✓
A12 - Tan et al. ✓ ✓
A13 - Lian et al. ✓ ✓
A16 - Bagheri et al. ✓ ✓ ✓
A19 - Olaechea et al. ✓ ✓
A22 - El-Yamany et al. ✓ ✓ ✓
A24 - Sayyad et al. ✓ ✓ ✓
A28 - Karimpour et al. • • ✓
A41 - Hong et al. ✓ • ✓ ✓ •
A45 - Yeh et al. ✓ •
AHP-based A07 - Halim et al. ✓ •
A14 - Asadi et al. ✓ ✓ ✓ • • •
A17 - Tan et al. ✓
A31 - Zhang et al. ✓
A40 - Bagheri et al. ✓ •
ILP A02 - Noorian et al. ✓ ✓ ✓
A32 - Bagheri et al. ✓ ✓ ✓ • ✓
A37 - Li et al. ✓ ✓ •
MM-based A18 - Lee et al. • ✓
A23 - Mussbacher et al. • ✓
A27 - Chen et al. ✓ ✓
A30 - Quinton et al. ✓ ✓
A34 - Ostrosi et al. ✓ ✓
A35 - Schroeter et al. • ✓
A38 - Asadi et al. ✓ ✓
A46 - Du et al. • • ✓ ✓
Other A09 - Myllärniemi et al. ✓ ✓
A15 - Bagheri et al. ✓ ✓
A20 - Sánchez et al. ✓ ✓ • ✓ ✓
A26 - Ghezzi et al. • ✓ ✓ ✓
A29 - Olaechea et al. ✓ ✓ ✓ ✓
A42 - Shi et al. ✓ ✓ •
A43 - Siegmund et al. ✓ ✓ • ✓
✓: completely supported, •: partially supported.
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Nevertheless, other constraints like hard limits and filtering are barely
managed. AHP approaches are useful specially for supporting stake-
holders’ preferences. MM-based approaches are good for supporting
CMCs given the need to map elements among different models. Other
approaches that could not be classified in any of the mentioned
methods, support different configuration constraints and a general-
ization cannot be made.
5. Evaluation process
In this section we identify how selected configuration approaches
are evaluated (cf. RQ2). Section 5.1 describes usual evaluation techni-
ques conducted in the literature. Section 5.2 shows performance and
scalability tests performed in different PLs. Section 5.3 presents
performance metrics employed by some of the selected studies and
highlights their relation to the used methods and algorithms.
5.1. Evaluation techniques
Most approaches use a case study or performance and scalability tests
to evaluate their solution. From the 48 main selected primary studies,
26 studies use a case study evaluation, 20 studies use performance and
scalability tests, and 2 studies use other techniques such as prototyping
and usability tests. Nonetheless, most case study evaluations only pre-
sent running examples used to explain the proposed techniques.
Fig. 8 shows the percentage of studies per method that employ any
of the aforementioned evaluation techniques.
ILP and MM-based approaches only employ case studies in their
Fig. 8. Approaches evaluation techniques per method.
Table 8
Performance and scalability tests of existing approaches.
Approach ID Method FM #F #CC ET
CP-based A06 - Gamez et al. Booking 200 5 >10 s
A21 - White et al. Generated 5.000 3 3 min
A25 - García et al. AWS EC2 35 5 <1 h 30 min
A33 - Mazo et al. Generated 5.000 Undefined 1,8 s
EA-based A01 - Hierons et al. SIP Generated 10.000 5 (50K Eval) < 4 min
A04 - Henard et al. SATIBEA Linux 6.888 5 (∼ Eval) 15 min
A05 - Dou et al. IGA Tablet PC 10 1 (50 Eval) 1 min 9 s
A11 - Pascual et al. NSGA-II Generated 5.000 3 (5K Eval) 17,9 s
A12 - Tan et al. IBEA E-Shop 290 5 (25K Eval.) 6,9 s
A13 - Lian et al. IVEA E-Shop 290 5 (50K Eval) 2,95 min
A16 - Bagheri et al. GA Generated 10.000 1 (500 Eval) ≤ 0,5 s
A19 - Olaechea et al. IBEA E-Shop 290 4 (≤ 250K Eval) < 1.000 h
A24 - Sayyad et al. IBEA E-Shop 290 ≤ 5 (2M Eval) 8 min
A45 - Yeh et al. GA Weighing Scales 133 1 (5K Eval) 0,26 s
Other A14 - Asadi et al. AHP Generated 100 6 NFPs 1,43 min
A29 - Olaechea et al. Relational Modelling LinkedList 18 3 4,6 s
A42 - Shi et al. Knapsack Generated 100 3 0,7 s
A43 - Siegmund et al. Ad-hoc Algorithm Berkeley DB 36 2 <50 min
FM: feature model, F: features, CC: configuration constraints, ET: execution time.
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corresponding evaluations, and 80% of AHP-based studies also employ
this technique. CP and EA-based approaches, as well as some of the
studies that use other unclassified methods (i.e. relational modelling
(Olaechea et al., 2012), knapsack-based approach (Shi et al., 2010), and
a ad-hoc algorithm (Siegmund et al., 2008)), have a high use of per-
formance and scalability tests (58%, 69%, and 43%, respectively).
Lastly, other evaluation techniques such as mathematical proofs are
used in approaches based on EA and other methods (8% and 14%, re-
spectively). These results show an interest on achieving performance
and scalability when configuring a PL.
5.2. Performance and scalability results
In this section, we consider the approaches that employ perfor-
mance and scalability tests as evaluation techniques. We aim at pre-
senting the execution time taken by each solution to configure a PL,
considering the number of configuration constraints, when they are
described, and the size of the FM. In cases where more than one PL was
tested, we consider only the FM with the highest number of features.
This analysis is shown for each of the considered methods, except for
ILP and MM-based approaches given the lack of performance and
scalability tests during their evaluations (cf. Fig. 8).
Table 8 presents the approaches that employ performance and
scalability tests. The acronyms of each column title are defined as fol-
lows: feature model (FM), number of features (#F), number of config-
uration constraints defined in a configuration scenario (#CC), and execu-
tion time during PL configuration (ET). Depending on the approach,
additional data will be added in order to identify the particularities of
the evaluation (e.g. Gamez et al. (2015) consider features as tasks in a
workflow and define a number of internal operations, not of config-
uration constraints).
The PL size of CP-based approaches oscillates between 35 and 5.000
features. However, the PLs with the biggest size are toy examples au-
tomatically generated by an external tool. The number of configuration
constraints vary from 1 to 5, and some approaches like the ones pre-
sented by Gamez et al. (2015) and White et al. (2014) present different
concerns considered during the evaluation of the approaches (i.e. in-
ternal operations (Gamez et al., 2015) and steps in the staged-config-
uration White et al., 2014). Depending on the considered constraints
and the size of the PL, the execution time varies. For all cases, solutions
are obtained in at least 1,8 s (Mazo et al., 2012) and at most 1 h 30 min
(García-Galán et al., 2013). However, if the complexity and size of the
FM increases or the number of considered configuration constraints is
higher, these values can be drastically affected. Although toy examples
are important to give a sense of the approach performance, the results
cannot be generalized to real-world scenarios. In fact, for the unique
real FM based on AWS EC2 service that has a total of 35 features and 5
configuration constraints, the execution time was around 1 h 30 min
(García-Galán et al., 2013). This highlights the need to use large real-
world PLs in future work to prove the feasibility of the existing ap-
proaches.
EA-based approaches are characterized by the employed algorithm
(e.g. SIP, IBEA) and by the number of considered evaluations (Eval).
The nature of performance and scalability tests change from one ap-
proach to another. On the one hand, a particular GA is compared
against other tree-searching methods like Breadth-First Search (BFS),
Uniform-Cost Search (UCS), Depth-First Search (DFS), and Iterative
Deepening A* (IDA*) (Yeh and Wu, 2005). On the other hand, the per-
formance of the solution is evaluated and compared among different
EAs, such as IBEA, NSGA-II, and MOCHC (Hierons et al., 2016; Lian and
Zhang, 2015; Pascual et al., 2015; Sayyad et al., 2013c; Tan et al.,
2015). One identified advantage related to EA-based approaches cor-
respond to the employment of the same or similar FMs. To guide future
work, in addition to large real-world PLs, we recommend the use of the
state-of-the-art PLs, which allows the comparison of results presented
by different approaches. For instance, the E-Shop FM is used by most of
the studies.
FMs size of EA-based approaches varies between 10 and 10.000
features, and the considered configuration constraints (usually SOO or
MOO) oscillates between 1 and 5 objectives. As in CP-based ap-
proaches, the two bigger PLs are toy examples automatically generated
by an external tool. The number of features and configuration con-
straints, and specially the number of evaluations, directly affect the
execution time of the solution. For most cases the execution time varies
between 0,26s (Yeh and Wu, 2005) and 15 min (Henard et al., 2015),
except for the (Olaechea et al., 2014) approach that takes more than
1.000 h to configure a PL where 4 optimization objectives and 250.000
evaluations are considered. Although performance is relevant for all
approaches, in most cases the fostering of stakeholders’ needs re-
presented as optimization objectives is preferred. That is why some
approaches suggest the use of IBEA-based solutions (Olaechea et al.,
2014; Sayyad et al., 2013c; Tan et al., 2015), including SATIBEA
(Henard et al., 2015) and IVEA (Lian and Zhang, 2015). These solutions
are enhanced with other methods like the ones presented in SIP
(Hierons et al., 2016) and the feedback-directed operations (Tan et al.,
2015).
For AHP-based approaches, just (Asadi et al., 2014) approach pre-
sent performance and scalability tests. In this study FMs with varying
sizes were generated, considering 50, 100, 150, and 200 features. For
FMs with 100 features the execution time took 3,41 s with 1 NFP, 20,1 s
with 2 NFPs, 56,5 s with 4 NFPs, and 1,43 min with 6 NFPs. The
considered execution time corresponds to the adoption of the HTN
planner technique; the employed time during the AHP ranking is not
considered in these results. As shown in the table, the performance
during this phase is quite good and acceptable in contexts where low
latencies are expected. However, the ranking phase which is manually
performed could be a tedious and time-consuming task, becoming a
bottleneck in the PL configuration process.
Finally, we consider the three remaining studies that employed
other methods such as relational modelling (Olaechea et al., 2012),
knapsack algorithm and FCF (Shi et al., 2010), and an ad-hoc algorithm
(Siegmund et al., 2008). The ad-hoc algorithm proposed by
(Siegmund et al., 2008) presents the highest execution time when
configuring a PL with 36 features. This time can be decreased if hard
limits are incorporated as configuration constraints. For FMs with 85 or
more features, no answer is generated. The knapsack-based approach
(Shi et al., 2010) has the best performance when considering a FM with
100 features; execution time corresponds to 0,7 s. Hard limits can be
added to costs and values related to features, and a SOO is also defined
to specify the knapsack problem. Lastly, the relational modelling ap-
proach presented by (Olaechea et al., 2012) configures a PL of 18
features in around 4,6s, while considering up to 3 optimization objec-
tives. An interesting future work would be the evaluation of the listed
existing approaches by using real-world PLs to create new benchmarks.
5.3. Performance and quality metrics in product line configuration
In this section we list and describe some of the most common per-
formance and quality metrics employed by the selected studies.
Section 5.3.1 describes the employed metrics with their corresponding
definition. Section 5.3.2 briefly presents which metrics are employed by
the selected approaches.
5.3.1. Performance and quality metrics
This section presents performance and quality metrics employed by
the studied approaches.
Coverage is a measure defined as the set of points of the true Pareto
front P included in the approximate Pareto front P′ (cf. Eq. 3)
(Olaechea et al., 2014).
′ =
∩ ′Coverage P P P
P
( )
(3)
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Execution time is a metric that measures the time taken by an ap-
proach to configure a PL by considering a set of constraints such as
integrity and configuration constraints.
Hypervolume (HV) is a measure that estimates how close a set of
generated points in a performance space are to the true Pareto front
(Sayyad et al., 2013c). It is the ratio among the hypervolume of the
approximate Pareto front P′ and the hypervolume of the true Pareto
front P (Olaechea et al., 2014). Eq. 4 shows how to estimate HV, where
hi and hj are hypercubes computed among the reference point for the ith
and jth configurations in P′ and P, respectively ( ∈i j, ). Higher values
of the indicator are desired (Pascual et al., 2015).
′ =
⋃
⋃
=
′
=
HV P
volume h
volume h
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P
i
j
P
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1
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Spread is a measure that estimates the scattering of a set of solutions
(Deb et al., 2002; Sayyad et al., 2013c). Eq. 5 shows the spread cal-
culation as proposed by Deb et al. (2002), where d0 and dN are the
Euclidean distances from the extreme solutions (i.e. first and last posi-
tion in the Pareto front) to the boundary solutions of the set (i.e. d1 and
−dN 1 respectively), di represents the Euclidean distance among two
consecutive solutions (i.e. the ith solution and the +i 1th solution), d is
the average distance of distances di such that ∈ −i N[1, 2], and N is the
number of obtained solutions including the extreme values. A higher
value denotes a more diverse solution space, where solutions are dis-
tributed among the different optimization objectives (Henard et al.,
2015).
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Generational distance (GD) (Lian and Zhang, 2015; Pascual et al.,
2015) is an indicator that measures the quality of the obtained results,
by computing the distance between the set of derived solutions P′ from
the true Pareto front P. Eq. 6 calculates GD, where di is the Euclidean
distance from the ith configuration in P′ to the nearest solution in P
(Pascual et al., 2015). Lower values are desired, meaning that the dis-
tance from P′ to P is shorter (i.e. if ′ =GD P( ) 0 then ′ =P P)
(Pascual et al., 2015).
∑′ =
′ =
′
GD P
P
d( ) 1
i
P
i1
2
(6)
Pareto front size (PFS) is a metric that measures the number of so-
lutions found in the Pareto front; it corresponds to the cardinality of the
Pareto front ( =PFS P ) (Henard et al., 2015). A higher value of PFS is
preferred (Henard et al., 2015). However, if too many solutions are
offered to a decision maker the selection of the most suitable one could
turn into an overwhelming task. Then, other mechanisms should be
implemented to truncate the number of solutions.
Percentage of correct solutions is a metric that represents the ratio of
valid and complete configurations; i.e. solutions that respond to both
integrity and configuration constraints. A higher value of this metric is
desired (Sayyad et al., 2013c).
Epsilon (ϵ) indicates the distance between the approximate Pareto
front P′ and the true Pareto front P. In this case a lower value of ϵ is
preferred, showing that P′ is closer to P (Henard et al., 2015; Lian and
Zhang, 2015).
Consistency ratio (CR) estimates comparison conflicts among factors
in a matrix. A CR below 0.1 is desired (Tan et al., 2014). In Eq. 7, λmax is
the principal eigenvalue and λmax is an average eigenvalue obtained
from random matrices (Alonso and Lamata, 2006).
=
−
−
CR λ n
λ n
max
max (7)
Optimization rate is a measure that estimates the ratio between the
value obtained in the approximate answer C and the value obtained in
the optimal answer CO. The optimization rate is calculated as defined in
Eq. 8, where v(C) is a function that estimates the value of C, and v(CO)
estimates the value of CO (Shi et al., 2010).
=OR C v C
v C
( ) ( )
( )O (8)
5.3.2. Employed metrics
Based on the employed method some of the previously listed metrics
are preferred over others. However, in almost all cases without con-
sidering the used method, execution time metric is considered in the
evaluation results. Pareto front-based metrics are considerably im-
portant in approaches that perform MOO. Hereafter, we explain which
metrics are preferred by each method. Notice that 20 of the 48 analysed
approaches do not consider any performance or quality metrics. Mainly
ILP and MM-based methods are excluded from this analysis because no
performance and scalability tests are employed in their evaluations.
In the case of CP-based approaches, 100% of the selected studies
consider the execution time metric as the main measure to evaluate their
solution. Nevertheless, quality aspects of the obtained solutions during
PL configuration are tested just by considering the aggregated values of
the NFPs related to the selected features. Additional metrics should be
considered to verify the validity and satisfaction degree of the config-
ured products in future research. Furthermore, EA-based approaches
consider a higher variety of performance metrics. Table 9 shows the
relation among these studies and some of the most recurrent employed
metrics.
Most approaches rely on HV and execution time metrics. Other used
metrics correspond to spread (Henard et al., 2015; Lian and Zhang,
2015; Sayyad et al., 2013c), GD (Henard et al., 2015; Lian and Zhang,
2015; Pascual et al., 2015), and percentage of correct solutions (Hierons
et al., 2016; Sayyad et al., 2013c; Tan et al., 2015). Some particular
metrics like epsilon (Henard et al., 2015; Lian and Zhang, 2015) and PFS
(Henard et al., 2015) are less used. The diversity of metrics used by the
approaches of this group can be attributed to the inability to guarantee
the satisfaction of both integrity and configuration constraints; different
aspects of the derived solutions are evaluated to test their quality.
When considering AHP-based approaches three main metrics are
used: execution time (Asadi et al., 2014), number of comparisons
(Tan et al., 2014), and consistency ratio (Tan et al., 2014; Zhang et al.,
2014). The last two metrics are inherent to the AHP nature where
pairwise comparisons are performed and conflicts among comparisons
can arise.
Finally, for other approaches the most used metric is execution time
Table 9
Performance metrics in EA-based approaches.
Approach ID HV Spread GD C % Epsilon ET Others
A01 - Hierons et al. ✓ ✓ ✓ ✓
A04 - Henard et al. ✓ ✓ ✓ ✓ ✓
A05 - Dou et al. ✓
A11 - Pascual et al. ✓ ✓ ✓
A12 - Tanet al. ✓ ✓ ✓
A13 - Lian et al. ✓ ✓ ✓ ✓ ✓
A16 - Bagheri et al. ✓
A19 - Olaechea et al. ✓ ✓ ✓
A24 - Sayyad et al. ✓ ✓ ✓ ✓
A28 - Karimpour et al. ✓
A41 - Hong et al. ✓
A45 - Yeh et al. ✓
Total 7 3 3 3 2 7 7
HV: hypervolume, GD: generational distance, C%: percentage of correct solu-
tions, ET: execution time.
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(Olaechea et al., 2012; Shi et al., 2010; Siegmund et al., 2008). In the
case of recommender techniques (Bagheri and Ensan, 2014a) the rank
order of the solutions and usability metrics are considered. The rela-
tional modelling (Olaechea et al., 2012) approach considers both the
execution time and the PFS. Additionally, the knapsack-based approach
(Shi et al., 2010) considers the execution time and the optimization rate
metrics. Lastly, the ad-hoc algorithm solution presented by
Siegmund et al. (2008) only considers the execution time metric.
To conclude, different performance and quality metrics are used
along the selected studies. However, EA-based approaches are the ones
that present the largest variety of metrics (e.g. HV, spread, GD). This
may be related to their inability of guaranteeing constraints satisfaction
and procuring global optimal solutions. For the remaining methods,
execution time is essential for measuring the scalability and perfor-
mance of the approach. Other less used metrics such as rank order,
optimization rate, and PFS are included in some of the selected ap-
proaches.
6. Open challenges
This section presents open challenges and gaps identified in the SLR
selected studies (cf. RQ3). They will be listed in two separate groups,
one addressing the configuration techniques gaps, and other addressing
the challenges related to the evaluation process.
First, we identify the open challenges related to the employed
techniques.
Development of hybrid solutions. Each configuration technique offers
a set of advantages and disadvantages that affect the configuration
process and result. Different configuration constraints are supported by
each technique (cf. Section 5.2). Moreover, performance is favoured in
some cases (e.g. EA-based approaches), while in others performance and
scalability have critical issues (e.g. CP-based approaches). Furthermore,
some approaches cannot guarantee the satisfaction of constraints (e.g.
EA-based approaches), while others demand their compliance (e.g. CP-
based approaches). These reasons demand the implementation of hy-
brid solutions that consider the strengths presented by each different
technique. For example, a CP-based approach could be used to derive a
small set of valid configurations, which can be used as the initial po-
pulation of an EA-based approach. This action could enhance the
quality of the obtained configurations without deeply affecting the
performance of the solution.
Tuning configuration techniques and algorithms. In the case of large
and complex models, the tuning of the configuration techniques and
algorithms is required to improve performance when deriving solu-
tions. As it has been acknowledged by some of the selected studies from
our SLR (Henard et al., 2015; Sayyad et al., 2013b; 2013c), tuning al-
gorithms parameters can improve the obtained results. Moreover,
heuristics can be employed to outperformed previous results, as it is the
case of (Mazo et al., 2014) where the performance of a PL configuration
approach based on CP was improved by defining search heuristics.
Given that the semi-automatic configuration of large PLs is still a
challenge, there is a big opportunity to use such heuristics for im-
proving performance results.
Exploring new techniques and algorithms. New techniques should be
explored, such as the implementation of ad-hoc algorithms (Sánchez
et al., 2014; Siegmund et al., 2008) and recommender algorithms
(Bagheri and Ensan, 2014a). For this last alternative, new studies have
emerged as the one proposed by (Pereira et al., 2016), where a re-
commender system is employed to guide the configuration of PLs by
considering historical data related to previous configurations. Never-
theless, this approach does not support extended PLs. Thus, as future
work, we suggest the use of context-aware recommendation techniques
to incorporates NFPs and the exploration of various types of statistical
tests to identify which of the contextual NFPs are truly significant in the
sense that they indeed affect the recommendations. Also, we suggest
evaluating the proposed approach under the use of other re-
commendation algorithms on self-adaptive systems. Finally, we also
recommend analysing the impact of the proposed algorithms on con-
figuration performance and the conduction of a user-controlled study to
investigate user’s satisfaction.
Considering new configuration constraints. Future work should con-
sider configuration constraints that are not yet contemplated by current
approaches, in order to allow the specification of diverse stakeholders’
requirements. For instance, CP and ILP-based approaches can employ
MOO and fuzzy requirements; EA-based studies can explore hard limits,
finite domain, CMC, EFC, and fuzzy requirements; AHP-based ap-
proaches can also support other configuration constraints that are not
only focused in preferences and weights; and MM-based solutions can
implement SOO, MOO, finite domain, filtering, and EFC constraints (cf.
Section 4.2); and recommendation techniques can use previous con-
figurations to suggest feature selection. Therefore, the implementation
of a new approach that combines several techniques is important to
consider the diversity of stakeholder’s requirements.
Supporting multi-stakeholder environments. Although staged config-
urations (Czarnecki et al., 2004; Siegmund et al., 2008) as well as dif-
ferent views (Lee et al., 2014; Ostrosi et al., 2012; Schroeter et al.,
2012) are provided by some techniques to deal with multi-stakeholder
environments, just 17% of the selected studies from our SLR implement
those solutions. In these approaches, conflicts among stakeholders
(Ochoa et al., 2015) and responsibilities may arise. Thus, future re-
search is needed in this field to derive products with a higher sa-
tisfaction degree for a set of different decision makers. As an example,
(Martinez et al., 2014) present a visualisation paradigm called FRoGs
(Feature Relations Graphs). This solution supports different decision
makers to obtain a better understanding of feature constraints during
the product configuration process. However, FRoGs does not support
the configuration process of extended PLs.
Management of qualitative NFPs. Quantitative NFPs are managed by
most approaches. However, few solutions support qualitative NFPs.
According to two systematic literature reviews (Galster et al., 2014;
Mahdavi-Hezavehi et al., 2013) current methods focus on performance
and availability NFPs. Moreover, in most cases NFPs are managed as
nominal values. Although fuzzy logic and MM-based solutions (cf.
Section 4) have been adopted to manage qualitative NFPs, further re-
search is still required in this field. Current studies do not provide en-
ough evidence for practitioners to apply the proposed approaches to
handle variability. Therefore, we suggest industry studies to prove the
feasibility of current approaches.
Reconfiguration in dynamic environments. When environments re-
presented by PLs change, both variability models and configurations
should embrace these changes to satisfy product requirements and
stakeholders’ needs. Thus, dynamic reconfiguration during runtime is
needed in order to maintain validity and completeness of the derived
products. Currently, most approaches are developed for static models
and configuration constraints, where configurations are strictly tied to
human actions and not to changing contexts. However, a new research
problem related to dynamic PLs has born to face this issue and is a well-
known challenge in the PL field (Capilla et al., 2014). In this scenario,
we suggest the use of context-aware techniques to support the runtime
configuration of adaptive systems.
Henceforth, we identify the open challenges related to the evalua-
tion process used by the selected studies.
Evaluation technique. Most of the analysed approaches present a
running example that explains how the proposed configuration tech-
nique works, without presenting a further evaluation (i.e. performance
and scalability tests) (Chen and Babar, 2011; El Yamany et al., 2014;
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Ghezzi and Molzam Sharifloo, 2013; Lee et al., 2014). In addition, most
evaluations do not rely on real-world FMs (Asadi et al., 2014; Shi et al.,
2010; White et al., 2010; 2014). This supposes a threat to validity in
current researches. Thus, to support the studies validity, features and
attributes should be modelled based on real data from business ex-
perience. Moreover, quality metrics that measure the obtained results,
as the ones employed by EA-based solutions in Section 5.3.2, are re-
quired to prove the validity of the proposed technique and to allow the
improvement of the results (i.e. satisfaction degree of stakeholders with
regards to a given configuration). Finally, it is also important to further
explore the adoption of user studies.
Publish evaluation inputs and results. Although some approaches
performed a rigorous evaluation of their solution; the evaluated FMs
and their characteristics, as well as the obtained results were not made
publicly available. Consequently, the reproduction of the experiments
in future work is no longer possible.
Tool support. Although there are available tools (Pereira et al., 2014;
Bashroush et al., 2017) to partially assist decision makers during the
semi-automatic configuration process of extended PLs (e.g. VariaMos
(Mazo et al., 2012), jUCMNav (Mussbacher et al., 2012), Kumbang
(Myllärniemi et al., 2015), MO-DAGAME (Pascual et al., 2015),
SALOON (Quinton et al., 2013), PuMA (Schroeter et al., 2012), SPL
Conqueror (Siegmund et al., 2012b), and Ascent Desigh Studio and
FaMa (White et al., 2014)), those tools do not offer support to the whole
set of the SLR identified configuration constraints and there is also a
lack of visualisation mechanisms. For instance, user guidance is needed
during the selection of one configuration from a set of possible results,
all of them retrieved by a multi-optimization tool. Possibly, this could
be achieved through the use of visualization mechanisms, re-
commendation techniques, and explicit data from stakeholders (e.g.
historical configurations (Pereira et al., 2016)). Moreover, it was also
found that a user study that compares those tools and prove their
practical support on real-world scenarios is still missing.
As future work we aim to address some of the identified challenges
related to the extended PL configuration process. First, we will further
explore trending techniques such as CP and EA, tuning parameters, and
introducing new configuration constraints and heuristics that can en-
hance the current results. Second, we aim at extending the approach
presented by (Pereira et al., 2016) to support the semi-automatic con-
figuration of extended PLs. Finally, we will continue developing tool
support that offers most of the identified contributions, as well as vi-
sualisation mechanisms to ease the configuration process.
7. Threats to validity
This section discusses potential threats to validity that might have
affected the results of the SLR. We faced similar threats to validity as any
other SLR. The findings of this SLR may have been affected by bias in the
selection of the primary studies, inaccuracy in the data extraction and in
the classification of the primary studies, and incompleteness in defining
the open challenges. Next, we summarize the main threats to validity of
our work, and the strategies we have followed to minimize the likelihood
of their realization and impact. We discussed the SLR validity with re-
gards to its internal and external validity (Wohlin et al., 2000).
Internal validity. Internal validity threats are related with the reliability
of the selection and data extraction processes. To further increase the
validity of the review results, we conducted the inclusion and exclusion
processes in parallel by involving three researchers and we cross-
checked the outcome after each phase. In the case of disagreements, we
discussed until a final decision was achieved. Arguments related to the
exclusion of potentially relevant studies were documented. However,
the outcome of the selection process (i.e. selected and excluded articles)
could vary if it is replicated by other researchers.
For selected papers, a potential threat to validity is the reliability
and accuracy of the data extraction process, since not all information
was trivial to extract (i.e. many papers lacked details about the design
and execution of the reported study). Consequently, some data had to
be interpreted which involved subjective decisions. Therefore, to ensure
the validity, multiple sources of data were analysed; i.e. papers, web-
sites, technical reports, manuals, and executable artefacts. Moreover,
whenever there was doubt regarding extracted data of a particular
paper, we discussed the reported information from different perspec-
tives in order to solve all discrepancies. However, we are aware that the
data extraction process is a subjective activity and likely to yield dif-
ferent results when executed by different researchers. Thus, we took the
following steps to address this threat. First, we created a spreadsheet to
collect the data and a guideline document to define each term on the
spreadsheet. Second, we split the research team into two groups for the
extraction task. Third, the two teams performed the classification in-
dependently. Fourth, one team checked the extraction task from an-
other team. Fifth, we held a meeting to discuss the non-agreements
until a consensus was reached. Therefore, in general we believe that the
overall validity of the selection process is high given the use of a sys-
tematic procedure and involvement of expert researchers in the field.
External validity. The restriction of considering articles published only
after 2000 was a major external validity of this study. Although it can
affect the completeness of our search results, according to (Chen and
Babar, 2011) only a small number of papers have been published in the
SPL domain before 2000. To further decrease the probability of missing
relevant papers, the search for relevant studies relied on several
relevant scientific databases, and it considered not only on journals
but also on conferences and workshops. In addition, to have a complete
set of studies, we also analysed the references of the primary studies to
identify other relevant approaches. Nevertheless, the quality of the
search engines could have influenced the completeness of the SLR
primary studies set. This means that our search may have missed
studies whose authors considered different terms to specify the PL
configuration process (i.e. studies that did not use the SLR keywords).
To minimize these limitations and to support the review replicability,
this SLR followed a strict protocol described in Section 3. The protocol
was discussed before the start of the review to increase the reliability of
the selection and data extraction processes.
Reviewers reliability and definition of open challenges are also in-
cluded as external validity threats. The four reviewers are researchers in
the software engineering field, and none of the selected primary studies
was written by all of the four authors. In the case of a paper authored by
one or more of the authors of this paper, the decision of how to cate-
gorize the study was conducted by the remaining authors. Therefore,
we are not aware of any bias introduced during the analysis.
Additionally, it is possible that the definition of open challenges was
affected by the authors personal interest and opinions. We are aware
that the completeness of open challenges is another limitation that
should be considered while interpreting the results of this review; ad-
ditional open challenges not highlighted in this work should be in-
cluded in future reviews.
Finally, although we focused only on FMs, which are considered as
the de facto variability modelling, other approaches (e.g. OVM, decision
models, and CVL) are also important in the literature of PLs. Still,
analysing such studies remains as an important future work task.
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8. Conclusions and future work
This paper presents a SLR that addresses the configuration of ex-
tended PLs, given the need to conduct a secondary source that provides
an overview of the research made in this field. We selected 66 articles
for a deep analysis, where 48 of them are considered as main studies.
We identified an increasing trend in PL configuration research from
2010 up to 2016. Hereafter, we describe the three research questions
addressed by this review and their corresponding results.
RQ1 focuses on the identification of techniques used by selected
studies to support the semi-automatic configuration of extended PLs. EA
and CP are the most popular techniques among the studied approaches.
Other algorithms and techniques such as AHP, ILP, and MM are also
employed by the analysed studies. Some studies could not be classified
in the aforementioned techniques. This unclassified group considers
other techniques such as ASP (Myllärniemi et al., 2015), knapsack-
based solutions (Shi et al., 2010), ad-hoc (Sánchez et al., 2014;
Siegmund et al., 2008) and recommender algorithms (Bagheri and
Ensan, 2014b), and relational modelling (Olaechea et al., 2012), among
others. Furthermore, we extracted a list of stakeholders’ requirements
supported by those approaches, such as SOO, MOO, hard limits, pre-
ferences and weights, finite domain, filter, CMC, EFC, seeding, and
fuzzy requirements. Depending on the employed method some config-
uration constraints are better supported than others (cf. Section 4.2).
RQ2 considers the evaluation process of the selected primary stu-
dies. Most studies conduct a case study, or performance and/or scal-
ability tests to prove the approach validity. CP and EA-based ap-
proaches are the ones with the highest interest on performance and
scalability support; FMs with up to 10.000 features are tested under
different configuration scenarios. However, better performance and
scalability results are achieved by EA-based approaches. In addition,
performance and quality metrics are considered by more than half of
the studies. In the case of EA-based approaches quality metrics such as
HV, spread, and GD are also computed given their impossibility to
guarantee constraints satisfaction.
Finally, RQ3 supports the identification of open challenges and gaps
in the field of extended PLs configuration. Challenges related to con-
figuration techniques consider the exploration of hybrid solutions and
new techniques and algorithms that can better support the PL config-
uration needs. Moreover, tuning current algorithms parameters, as well
as introducing new heuristics offer an improvement in the existing
configuration alternatives. Furthermore, supporting new configuration
constraints, multi-stakeholder environments, qualitative NFPs, and PL
reconfiguration dynamic contexts are additional gaps to be faced by
researchers. Besides, when facing approaches evaluation, the applica-
tion of the selected evaluation technique should consider existent and
rigorous methodologies as well as metrics that increase the study va-
lidity. Real-world PLs should also be considered in order to decrease
threats to validity. Finally, the evaluation data and developed tools
must be publicly available to guide future research in this field.
As future work, we plan to conduct a study with experts in the PL
configuration field to rank the importance of the open challenges de-
scribed in Section 6. Once they are ranked, we aim at facing the most
relevant ones. Lastly, we consider that a benchmark that compares the
performance and scalability of existing techniques when configuring
extended PLs is required.
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Appendix A. Databases Search Queries
In this appendix, we present the particular search process and filters applied to each one of the five database engines. In all cases, a query was
generated per combination of keywords. For instance, in the case of product line, configuration, and attribute, the resulting search string corresponds to
product AND line AND configuration AND attribute. We use these search strings to guarantee homogeneity in the search process among different
databases, due to limitations related to boolean operators in some of the selected engines. However, there are some filtering decisions that varied
among databases. In the case of the ACM Digital Library, items were selected from the ACM full-text collection. Keywords were searched in any field of
the article metadata, and we defined that all words should be found in that content. In addition, the publication year was set to be greater than or
equal to 2000.
In the Science Direct and Scopus database engines, the search string is searched in the abstract, title, and keywords content. Moreover, the publication
year was defined from 2000 to present date. In both cases, as additional filters, we defined that the search should be done in journals, and in the fields
of computer science, decision sciences, engineering, and mathematics. For the case of Scopus we defined that articles should be written in English, and that
the accepted document types correspond to conference papers, articles, and articles in press.
For the IEEE Xplore, the keywords were searched only in metadata. The desired content type was related to conference & publications and journals &
magazines. As in the case of Science Direct, the publication year was defined between 2000 and present date. Finally, in the case of Springer Link all words
in the combined keywords were required to appear in the paper. The publication date was defined from 2000 to 2017; paper language was set to
English; and computer science, decision sciences, engineering, and mathematics were defined as disciplines of interest.
Appendix B. Selected Articles
Table B.10 and Table B.11 present the 66 studies considered in the current SLR. Title, year of publication, and publication name are shown for each
article.
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Table B11
SLR selected articles II.
Title Year Publication
Quality Attribute Modeling and Quality Aware Product Configuration in Software Product Lines (Zhang et al., 2014) 2013 SQJ
Formalizing Interactive Staged Feature Model Configuration (Bagheri et al., 2012) 2012 JSEP
Using Feature Modelling and Automations to Select among Cloud Solutions (Quinton et al., 2012) 2012 PLEASE
Constraints: The Heart of Domain and Application Engineering in the Product Lines Engineering Strategy (Mazo et al., 2012) 2012 IJISMD
AoURN-based Modeling and Analysis of Software Product Lines (Mussbacher et al., 2012) 2012 SQJ
Modelling and Multi-objective Optimization of Quality Attributes in Variability-rich Software (Olaechea et al., 2012) 2012 NFPinDSML
A Fuzzy Configuration Multi-agent Approach for Product Family Modelling in Conceptual Design (Ostrosi et al., 2012) 2012 JIM
Dynamic Configuration Management of Cloud-based Applications (Schroeter et al., 2012) 2012 SPLC
SPL Conqueror: Toward Optimization of Non-functional Properties in Software Product Lines (Siegmund et al., 2012b) 2012 SQJ
Interoperability of Non-functional Requirements in Complex Systems (Siegmund et al., 2012a) 2012 SEES
Automated Planning for Feature Model Configuration Based on Functional and Non-functional Requirements (Soltani et al., 2012) 2012 SPLC
Towards Product Configuration Taking into Account Quality Concerns (Villela et al., 2012) 2012 SPLC
Using Knowledge-based Systems to Manage Quality Attributes in Software Product Lines (Zhang et al., 2011) 2011 SPLC
Formalizing Feature Selection Problem in Software Product Lines Using 0–1 Programming (Li et al., 2012) 2011 ISKE
Goal-driven Software Product Line Engineering (Asadi et al., 2011) 2011 ACM SAC
Using Integer Constraint Solving in Reuse Based Requirements Engineering (Salinesi et al., 2010) 2010 RE
Stratified Analytic Hierarchy Process: Prioritization and Selection of Software Features (Bagheri et al., 2010a) 2010 SPLC
Configuring Software Product Line Feature Models Based on Stakeholders’ Soft and Hard Requirements (Bagheri et al., 2010b) 2010 SPLC
Rapid Identification of the Optimal Product Configuration and its Parameters Based on Customer-centric Product Modeling for One-of-a-kind Production
(Hong et al., 2010b)
2010 CI
Optimal Concurrent Product Design and Process Planning based on the Requirements of Individual Customers in One-of-a-kind Production (Hong et al., 2010a) 2010 IJPR
Automated Diagnosis of Feature Model Configurations (White et al., 2010) 2010 JSS
A Preliminary Experimental Study on Optimal Feature Selection for Product Derivation using Knapsack Approximation (Shi et al., 2010) 2010 PIC
Identification of the Optimal Design and its Production Process for One-of-a-kind Production (Hong et al., 2008a) 2008 AMR
Identification of the Optimal Product Configuration and Parameters based on Individual Customer Requirements on Performance and Costs in One-of-a-kind
Production (Hong et al., 2008b)
2008 IJPR
Automatically Composing Reusable Software Components for Mobile Devices (White et al., 2008) 2008 JBCS
Measuring Non-functional Properties in Software Product Lines for Product Derivation (Siegmund et al., 2008) 2008 APSEC
A Customer-driven Approach to One-of-a-kind Product Design (Song et al., 2007) 2007 IDETC/CIE
Automating Product-Line Variant Selection for Mobile Devices (White et al., 2007) 2007 SPLC
Design for Customer Satisfaction in One-of-a-kind Production Environment (Hong et al., 2006) 2006 IDETC/CIE
Web-based Configuration Design System for Product Customization (Ong et al., 2006) 2006 IJPR
Solutions for Product Configuration Management: An Empirical Study (Yeh and Wu, 2005) 2005 AI EDAM
Modelling Platform-based Product Configuration using Programmed Attributed Graph Grammars (Du et al., 2003) 2003 JED
Graph Grammar based Product Family Modeling (Du et al., 2002) 2002 CERA
Table B10
SLR selected articles I.
Title Year Publication
SIP: Optimal Product Selection from Feature Models using Many-objective Evolutionary Optimization (Hierons et al., 2016) 2016 ACM TOSEM
Quality-centric Feature Model Configuration Using Goal Models (Noorian et al., 2016) 2016 ACM SAC
Resource Usage Aware Configuration in Software Product Lines (Zanardini et al., 2016) 2016 JLAMP
Combining Multi-Objective Search and Constraint Solving for Configuring Large Software Product Lines (Henard et al., 2015) 2015 ICSE
Customer-oriented Product Collaborative Customization Based on Design Iteration for Tablet Personal Computer Configuration (Dou et al., 2016) 2015 CIE
SPL-TQSSS: A Software Product Line Approach for Stateful Service Selection (Gamez et al., 2015) 2015 ICWS
Multi Attribute Architecture Design Decision for Core Asset Derivation (Halim et al., 2015) 2015 JT
Automating Resource Selection and Configuration in Inter-clouds Through a Software Product Line Method (Leite et al., 2015) 2015 CLOUD
Representing and Configuring Security Variability in Software Product Lines (Myllärniemi et al., 2015) 2015 QoSA
Using Decision Rules for Solving Conflicts in Extended Feature Models (Ochoa et al., 2015) 2015 SLE
Applying Multiobjective Evolutionary Algorithms to Dynamic Software Product Lines for Reconfiguring Mobile Applications (Pascual et al., 2015) 2015 JSS
Optimizing Selection of Competing Features via Feedback-directed Evolutionary Algorithms (Tan et al., 2015) 2015 ISSTA
Optimized Feature Selection Towards Functional and Non-functional Requirements in Software Product Lines (Lian and Zhang, 2015) 2015 SANER
Toward Automated Feature Model Configuration with Optimizing Non-functional Requirements (Asadi et al., 2014) 2014 IST
Dynamic Decision Models for Staged Software Product Line Configuration (Bagheri and Ensan, 2014a) 2014 REJ
Reliability Estimation for Component-based Software Product Lines (Bagheri and Ensan, 2014b) 2014 CJECE
Quality Ranking of Features in Software Product Line Engineering (Tan et al., 2014) 2014 APSEC
A Holistic Approach to Feature Modeling for Product Line Requirements Engineering (Lee et al., 2014) 2014 REJ
An Evolutionary Methodology for Optimized Feature Selection in Software Product Lines (Lian and Zhang, 2014) 2014 SEKE
From Intentions to Decisions: Understanding Stakeholders’ Objectives in Software Product Line Configuration (Noorian et al., 2014) 2014 SEKE
Comparison of Exact and Approximate Multi-objective Optimization for Software Product Lines (Olaechea et al., 2014) 2014 SPLC
An Approach for Managing Quality Attributes at Runtime Using Feature Models (Sánchez et al., 2014) 2014 SBCARS
Evolving Feature Model Configurations in Software Product Lines (White et al., 2014) 2014 JSS
OPTI-SELECT: An Interactive Tool for User-in-the-loop Feature Selection in Software Product Lines (El Yamany et al., 2014) 2014 SPLC
Combined Propagation-based Reasoning with Goal and Feature Models (Liu et al., 2014) 2014 MoDRE
Optimum Feature Selection in Software Product Lines: Let Your Model and Values Guide Your Search (Sayyad et al., 2013a) 2013 CMSBSE
Migrating to the Cloud: a Software Product Line based Analysis (García-Galán et al., 2013) 2013 CLOSER
Dealing with Non-Functional Requirements for Adaptive Systems via Dynamic Software Product-Lines (Ghezzi and Molzam Sharifloo, 2013) 2013 SESAS
Product Configuration Method based on Ontology Mapping (Chen et al., 2013) 2013 ICSESS
Bi-criteria Genetic Search for Adding New Features into an Existing Product Line (Karimpour and Ruhe, 2013) 2013 CMSBSE
Visualization and Exploration of Optimal Variants in Product Line Engineering (Murashkin et al., 2013) 2013 SPLC
Towards Multi-cloud Configurations Using Feature Models and Ontologies (Quinton et al., 2013) 2013 MultiCloud
On the Value of User Preferences in Search-based Software Engineering: A Case Study in Software Product Lines (Sayyad et al., 2013c) 2013 ICSE
L. Ochoa et al. The Journal of Systems & Software 144 (2018) 511–532
528
Appendix C. Publication Sources
This appendix shows all the considered publication sources referring to the journal (cf. Table C.12), conference (cf. Table C.13), workshop (cf.
Table C.14), and symposium (cf. Table C.15) publication types. For each publication type we present a table with the publication name, its name
abbreviation, and the number of articles published in that source.
Table C14
SLR articles per workshop source.
Publication name Abbreviation Articles
International Workshop on Combining Modelling and
Search-Based Software Engineering
CMSBSE 2
International Model-Driven Requirements Engineering
Workshop
MoDRE 1
International Workshop on Multi-Cloud Applications
and Federated Clouds
MultiCloud 1
International Workshop on Nonfunctional System
Properties in Domain Specific Modeling Languages
NFPinDSML 1
International Workshop on Product Line Approaches in
Software Engineering
PLEASE 1
International Workshop on Software Engineering for
Embedded Systems
SEES 1
Total 7
Table C12
SLR articles per journal source.
Publication name Abbreviation Articles
ACM Transactions on Software Engineering and Methodology ACM TOSEM 1
Artificial Intelligence for Engineering Design, Analysis and Manufacturing AI EDAM 1
Advanced Materials Research AMR 1
Concurrent Engineering: Research and Applications CERA 1
Computers in Industry CI 1
Computers and Industrial Engineering CIE 1
Canadian Journal of Electrical and Computer Engineering CJECE 1
International Journal of Information System Modeling and Design IJISMD 1
International Journal of Production Research IJPR 3
Information and Software Technology IST 1
Journal of the Brazilian Computer Society JBCS 1
Journal of Engineering Design JED 1
Journal of Intelligent Manufacturing JIM 1
Journal of Logical and Algebraic Methods in Programming JLAMP 1
Journal of software: Evolution and Process JSEP 1
Journal of Systems and Software JSS 3
Jurnal Teknologi JT 1
Requirements Engineering Journal REJ 2
Software Engineering for Self-Adaptive Systems SESAS 1
Software Quality Journal SQJ 3
Total 27
Table C13
SLR articles per conference source.
Publication name Abbreviation Articles
Asia-Pacific Software Engineering Conference APSEC 2
International Conference on Cloud Computing and Services Science CLOSER 1
International Conference on Cloud Computing CLOUD 1
International Conference on Software Engineering ICSE 2
International Conference on Software Engineering and Service Science ICSESS 1
International Conference on Web Services ICWS 1
International Design Engineering Technical Conferences and Computers and Information in Engineering Conference IDETC/CIE 2
International Conference on Intelligent Systems and Knowledge Engineering ISKE 1
International Conference on Progress in Informatics and Computing PIC 1
International Conference on Quality of Software Architectures QoSA 1
International Requirements Engineering Conference RE 1
International Conference on Software Analysis, Evolution, and Reengineering SANER 1
International Conference on Software Engineering and Knowledge Engineering SEKE 2
International Conference on Software Language Engineering SLE 1
International Software Product Line Conference SPLC 10
Total 28
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