This paper addresses the problem of deriving the probability distribution density of a diffusion process generated by a nonergodic dichotomous fluctuation using the Liouville equation ͑density method͒. The velocity of the diffusing particles fluctuates from the value of 1 to the value of Ϫ1, and back, with the distribution density of time durations of the two states proportional to 1 / in the asymptotic time limit. The adopted density method allows us to establish an exact analytical expression for the probability distribution density of the diffusion process generated by these fluctuations. Contrary to intuitive expectations, the central part of the diffusion distribution density is not left empty when moving from Ͼ 2 ͑ergodic condition͒ to Ͻ 2 ͑nonergodic condition͒. The intuitive expectation is realized for Ͻ cr , with cr Ϸ 1.6. For values of Ͼ cr , the monomodal distribution density with a minimum at the origin is turned into a bimodal one, with a central bump whose intensity increases for → 2. The exact theoretical treatment applies to the asymptotic time limit, which establishes for the diffusion process the ballistic scaling value ␦ = 1. To assess the time evolution toward this asymptotic time condition, we use a numerical approach which relates the emergence of the central bump at = cr with the generation of the ordinary scaling ␦ = 0.5, which lasts for larger and larger times for coming closer and closer to the critical value = 2. We assign to the waiting time distribution density two different analytical forms: one derived from the Manneville intermittence ͑MI͒ theory and one from the Mittag-Leffler ͑ML͒ survival probability. The adoption of the ML waiting time distribution density generates an exact analytical prediction, whereas the MI method allows us to get the same asymptotic time limit as the ML one for Ͻ 2 as a result of an approximation. The joint adoption of these two waiting time distribution densities sheds light into the critical nature of the condition = 2 and into why this is the critical point for the MI process, representing the phase transition from the nonergodic to the ergodic regime. Our main result can be interpreted as a new derivation of Lamperti distribution.
with P͑x , t͒ being the probability distribution density ͑pdf͒ of the variable x and D is the diffusion coefficient proportional to the absolute temperature T of the system. The mean value of x 2 at time t ͗x 2 ͑t͒͘ is given by ͗x 2 ͑t͒͘ = 2Dt. ͑2͒
A wide amount of theoretical and experimental works [1] [2] [3] 5 shows that Eq. ͑2͒ is a special case of the more general relationship
with ␦ obeying the inequality 0 Յ ␦ Յ 1.
͑4͒
This property is interpreted as
or more properly as a manifestation of the rescaling condition 1 P͑x,t͒ = 1
where F͑y͒ is a function of y fitting the normalization condition ͪ.
͑9͒
The rescaling condition of Eq. ͑6͒ allows us to define anomalous diffusion as a process where either ␦ 1 / 2 or F͑y͒ is different from the Gaussian form of Eq. ͑9͒. Of course, we have anomalous diffusion also when both conditions ͓Eqs. ͑8͒ and ͑9͔͒ are violated.
Among all possible forms of anomalous diffusion, the ballistic diffusion, ␦ = 1, plays a special role, insofar as it represents the condition of fastest transport of the nonequilibrium condition realized by setting the condition that at t = 0 all the particles are located at x = 0. The authors of the work in Ref. 6 observed also superballistic diffusion, namely, a condition with ␦ Ͼ 1, a property, however, that may refer to a temporary condition, although of a long-time duration. The ballistic condition ␦ = 1 appears for a long time also in the model for a diffusion on a solid surface recently proposed by Sancho et al. 7 The ballistic condition emerges also from the generalized Langevin equation used by Bao et al. 8 to generate a form of dynamics intermediate between Newton and Langevin.
In this paper, we study ballistic diffusion generated by the equation of motion
where ͑t͒ is the dichotomous fluctuation with values of 1 and Ϫ1 of the same kind as that emerging from the physics of blinking quantum dots ͑BQDs͒ ͑Ref. 9͒ in the simplified condition where the statistics of the "on" state ͑corresponding to the value of 1͒ are identical to that of the "off" state ͑corresponding to the value of Ϫ1͒ while retaining, however, the fundamental BQD property that the time durations of the states ͉1͘ and ͉2͘ are characterized by a waiting time distribution density ͑͒ whose asymptotic time form is proportional to 1 / , with Ͻ 2. The condition Ͻ 2 makes the dynamics of this process violate ergodicity. This is probably the reason why the main result of this paper can be interpreted as a rederivation of the well-known Lamperti distribution 10 on ergodicity breakdown 11, 12 This form of ballistic diffusion has been studied in the past by means of the continuous time random walk ͑CTRW͒ formalism, 13 which is based on the time evolution of trajectories. More precisely, the authors of Ref. 14 used a special CTRW version usually referred to as velocity model, which focuses on the specific kind of trajectories that are generated by Eq. ͑10͒ when ͑t͒ is a random dichotomous fluctuation. The CTRW method allowed the authors of Ref. 14 to establish that Ͻ 2 yields ␦ = 1. The shape of P͑x , t͒ for = 1.5 exhibited a typical U-form, whose physical origin is expected on the basis that the initial delta of Dirac located at x = 0 splits into two components: one traveling in the positive and one in the negative direction with constant velocity ͑ballistic motion͒. The condition Ͼ 2 is characterized by a bell-shaped form, with the specific form of a Lévy distribution truncated by two ballistic peaks. 15 This interesting result suggests that = 2 may correspond to an abrupt transition from a well-shaped ͑for Ͼ 2͒ to a U distribution ͑for Ͻ 2͒. In this paper, we address the problem using the Liouville equation, and consequently the density rather than the trajectory approach, and we show that quite surprisingly the transition from the U-shaped to the bell-shaped distribution has a much earlier origin, at cr Ϸ 1.6, where at the center of the U-shaped distribution a little bump appears with an intensity that keeps growing for → 2 so as to turn the U-shaped distribution into a two-well-shaped distribution.
To prove this important property, we rest on an exact result derived from the Liouville equation as a prescription for the density time evolution. To double check the theoretical prediction and to address related issues as well, we use two different forms for ͑͒, with the same asymptotic time inverse power law structure. The former is
As shown in Ref. 16 , this waiting time distribution density is derived from an idealization of the Manneville map, 17 which was proposed to describe turbulent intermittence. Therefore, we shall refer to it throughout as Manneville intermittence ͑MI͒ ͑͒. The second form adopted in this paper is the waiting time distribution given by
͑12͒
where E ␣ ͑z͒ is the Mittag-Leffler ͑ML͒ function. 18 There is an increasing interest for this form of waiting time distribution density. [19] [20] [21] We shall refer throughout to this waiting time distribution density as ML ͑͒, and following the authors of Ref. 22 , we shall use the numerical algorithm of Ref. 23 . It is worth remarking that the two waiting time distribution densities are connected to each other when ␣ Ͻ 1. In this case, the correspondence between the two waiting time distribution densities is given by = ␣ +1.
The outline of the paper is as follows. We devote Sec. II to prepare the ground for the density approach to the process of ballistic diffusion. In Sec. III we show that the Liouville equation is equivalent to a density wavelike equation of motion, which turns out to be convenient to find an exact analytical expression for the pdf. To show the resulting master equation in action, we apply it first to the case where ͑t͒ is an exponential waiting time distribution density so as to recover the well-known condition of the telegrapher's equation ͑Sec. IV͒. In Sec. V we apply the master equation to the power law case so as to obtain the main result of this paper. To shed light into the physical meaning of the theoretical results, we devote Sec. VI to the comparison between theoretical and numerical results. For the readers to appreciate the physical importance of the results of this paper, we devote Sec. VII to an extended discussion of the possible applications.
II. PRELIMINARY THEORETICAL ARGUMENTS
The problem of writing a master equation for a generic random process in the density scheme is still an unsolved problem. In this paper, we shall consider a stochastic dichotomous process and give the solution for the corresponding density distribution. Although this is not yet the solution for the general problem, it may afford important directions, insofar as the dichotomous processes in proper limiting conditions generates known processes such as white shot noise and Gaussian white noise. 24 Before proceeding let us make some general remarks about what is expected to be the solution if we face the problem from the trajectories prospective. For this purpose, we consider the following quantity, called rate event function,
where ͑t͒ is the waiting time distribution of the time between two events. The function R͑t͒ describes the number of events for unit of time. To fix the ideas, we select a distribution in the form of Eq. ͑11͒ and through the Laplace transform, we analyze the asymptotic behavior of R͑t͒. This analysis shows that Ͼ 2 in long-time limit generates a constant rate R͑t͒ϳ1 / T av , where T av is the average sojourn time calculated using the waiting time distribution ͑t͒. For Ͻ 2, this rate vanishes for t → ϱ, as R͑t͒ϳt −2 . This is the reason why the condition Ͻ 2 is characterized by ergodicity breakdown. 9 These properties lead us to hypothesize that the ergodic condition Ͼ 2 generates an accumulation of particles at x = 0, which is the system's initial condition. This conjecture is proven to be correct by the dynamic analysis of Ref. 14. In contrast to this, moving to the nonergodic condition Ͻ 2, with R͑t͒ going to zero and the change in the motion direction becoming rarer and rarer with → 1, we are tempted to make a different conjecture: the region around x = 0 is virtually empty as a consequence of the fact that the walkers changing motion's direction are fewer and fewer with time increase. The analytical prediction made by the authors of Ref. 14 for = 1.5 supports this conjecture. We shall see that this property is lost by increasing before reaching the ergodic condition Ͼ 2.
To make the paper as self-contained as possible, we review briefly hereby the known results, usually based on the correlation function technique. The correlation function approach has been successfully used, in particular, for Poisson processes. It is known 25 that for processes with an nth correlation function fulfilling the condition ‫ץ‬ ‫ץ‬t ͗͑t͒͑t 1 ͒¯͑t n ͒͘ = − ␥͗͑t͒͑t 1 ͒¯͑t n ͒͘ it holds true the differentiation formula ‫ץ‬ ‫ץ‬t
where the average is performed on the realizations. The above formula allows us to find the distribution in the Poisson case. The derivation of a master equation from the Liouville approach rests on the continuity equation
where is a random vector, whose components generate the independent equations of motion
with x i being the corresponding spatial coordinates. As mentioned in Sec. I, in this paper we focus on the one-dimensional case that allows us to use simplified notations. Once the one-dimensional case is solved, the generalization to threedimensional case is straight. The assumption that is a dichotomous variable yields the property 2 = 1, and the continuity equation can be written as
Using the fact that ͑t͒ is a dichotomous process, we also have
The Van Kampen's lemma ͗͑x , t͒͘ = P͑x , t͒ ͑Ref. 26͒ allows us to make the statistical average on many density realizations. Making the average of Eqs. ͑16͒ and ͑17͒ and properly combining them, with the help of Eq. ͑13͒, it is straightforward to obtain the telegrapher's equation, [27] [28] [29] namely,
The important differentiation formula of Ref. 25 ͓Eq. ͑13͔͒ is limited to processes that have an exponential correlation function while we are mainly interested to processes with a power law distribution. The authors of the earlier work in Ref. 30 explored the condition 2 Ͻ Ͻ 3 using the correlation function approach, with the crucial approximation of replacing 2n-point correlation functions with a two-point correlation function so as to make the calculations compatible with a simple analytical treatment. This approach generates a negative contribution to the probability density at x = 0, a nonphysical property that we shall comment on in Sec. VII. The approach based on the correlation functions does not appear to be quite suitable for the treatment of the inverse power law case. For this reason, in this paper we shall adopt a different approach.
III. EQUATION FOR THE DENSITY
This section is of central importance for this paper. In fact, we shall see that the wavelike nature of the process that in the Poisson case is made evident by Eq. ͑18͒ distinctly appears also at the level of the density ͑t͒. This wavelike nature of the process prevents us from generating the diffusion process without involving any approximation.
To prove the wavelike nature of the process generating the time evolution of ͑t͒, let us combine Eqs. ͑16͒ and ͑17͒ so as to obtain
Because the process is dichotomous, its time derivative generates a sequence of delta functions.
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where t i = ͚ k=1 i k and the random times k , representing the sojourn time in one of the two states, are distributed according to the distribution ͑͒. To determine the solution, we set the following conditions:
where the symbols t i + and t i − mean that the time derivatives have to be evaluated immediately after and before the time t i , respectively, with t i being the time at which the random event takes place. The sign in front of the spatial derivative has to be determined according to the event number and to the spatial region ͑x Ͼ 0, x Ͻ 0͒. We also assume that the events are independent. Note that the initial condition ͑x ,0͒ = ␦͑x͒ has been chosen for the sake of simplicity. The general case ͑x ,0͒ = 0 ͑x͒ is a straightforward generalization of the delta initial condition.
To better clarify the main idea, let us examine the simplified case of only one event. In this case, Eqs. ͑20͒ and ͑21͒ become
respectively. Except for the time event t = 1 , this is a wave equation. The solution, taking in account the initial and jump conditions ͑22͒ and ͑23͒, is
To find the probability density associated with the density via the relation ͗͑x , t͒͘ = P͑x , t͒, we have to take the average of ͑x , t͒ with respect to 1 . Performing the average we have two contributions: two ballistic peaks and a central part. The ballistic peaks are generated by averaging I ͑x , t͒ and are described by
where ⌿͑t͒ is the survival probability defined as
͑27͒
The total probability density is
It is straightforward to prove that P͑x , t͒ is normalized for all t.
Let us now consider the case with n events. The first term, as in the case of only one event, generates two peaks, as shown by
͑29͒
Let us rewrite the remaining generic term in the following form:
͑31͒
The statistical average generates the time convoluted expression
where by definition
From Eq. ͑32͒, we deduce that the expression of the central part of the probability density can be written as symmetrized product of functions of the two independent variables
Taking the sum over the index n of Eq. ͑32͒ and performing the double Laplace transform, defined as
we find for the central part the following expression:
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so that the total probability distribution is P ͑s,u͒ = 1
Note that taking the limit s → ϱ and u → ϱ, we recover expression ͑28͒, that is,
We have to stress that the approach we are following is based on the assumption that the event occurring at each random time i changes the velocity sign. When the fluctuation ͑t͒ between two events is established by means of a tossing coin procedure, the time regions with the same sign are more extended and correspond to a waiting time distribution density denoted by the symbol ‫ء‬ ͑t͒.
The relation between
‫ء‬ ͑t͒ and ͑t͒, in the Laplace representation, is
If the distributions are inverse power law, then ͑t͒ and ‫ء‬ ͑t͒ have the same asymptotic behavior. For the exponential case, it is straightforward to prove that if ‫ء‬ ͑t͒ = ␥ exp͓−␥t͔, then ͑t͒ = ͑␥ / 2͒exp͓−͑␥ / 2͒t͔. Exploiting relation ͑36͒, we obtain for the total density distribution the following alternative expression:
Finally we write the corresponding equation in the x , t space using, for example, Eq. ͑35͒. It follows that
where we defined the kernel K͑v − vЈ , w − wЈ͒ through the Laplace transform, that is to say,
͑39͒

IV. THE TELEGRAPHER'S EQUATION
A dichotomous process with an exponential correlation function corresponds to an exponential waiting time distribution density. It is clear that Eq. ͑13͒ leads to an exponential correlation function. The solution of the corresponding equation for the density distribution, the so-called telegrapher's equation, namely, Eq. ͑18͒, is known and widely studied including its generalizations. 31, 32 The solution found for the density in Sec. III ͓Eq. ͑34͔͒ is general and it holds for any waiting time distribution. Indeed, using ͑t͒ = ͑␥ / 2͒exp͓−͑␥ / 2͒t͔ we obtain for the central part
Taking the inverse Laplace transform with respect to u and using the inversion formula
we invert Eq. ͑40͒ and obtain the following expression:
where I n ͑z͒ is the modified Bessel function of the first kind. Thus, the total pdf is
which is the solution of Eq. ͑18͒ with the initial condition P͑x ,0͒ = ␦͑x͒. Taking the limit for t → ϱ and ͉x͉ finite, we recover the Gaussian diffusion process
͑43͒
V. POWER LAW WAITING TIME DISTRIBUTION
We consider now the case of an inverse power law with power index Ͻ 2. The study of this condition is of growing interest in the field of out of equilibrium statistical mechanics, and especially for the linear response of renewal nonergodic systems to an external perturbation. [33] [34] [35] [36] A convenient waiting time distribution for our calculations is given by the negative derivative of ML function, 18, 37, 38 that is to say,
͑44͒
This function has an asymptotic tail that is a power law, namely, ͑t͒ϳt − for t → ϱ with = ␣ + 1. Its Laplace transform is
Due to the symmetry of Eq. ͑34͒, we evaluate one of the two terms, for example,
The other term is evaluated, after the inversion of the Laplace transform, exchanging v with w. Plugging the expression ͑45͒ into Eq. ͑46͒, we obtain 043303-9 Density approach to ballistic anomalous diffusion J. Math. Phys. 51, 043303 ͑2010͒ P C ͑1͒ ͑s,u͒ = 1 4
The inversion of the Laplace transform with respect to s is easily realized, giving
͑48͒
Looking for the asymptotic regime, namely, t → ϱ, and using the approximation ͑u͒Ϸ1−͑uT͒ ␣ , we may write Eq. ͑48͒ as follows:
Using the following result:
we obtain for the distribution P C ͑v , w͒
Passing to the variables t and x via Eq. ͑33͒, we can finally write
Note that P C ͑x , t͒ is normalized for all values of ␣ and t and it has a ballistic scaling. This is due to the fact that the number of events vanishes for t → ϱ. We stress that this expression was originally derived by Lamperti. 10 The normalization of P͑x , t͒ is preserved with an error vanishing as t
An interesting feature of the distribution ͑51͒ is that there exists a critical parameter such it appears a maximum in the central region. To find the value of the critical cr it is enough to set the condition that the stationary point, x = 0, is a maximum. This is realized by setting the condition The pdf yields either a maximum or minimum according to the sign of the second derivative. The vanishing of the second derivative corresponds to a transition from a minimum to a maximum, namely, a transition from one mode to two mode distributions. The critical value of ␣, ␣ cr , yielding cr = ␣ cr + 1, is established by turning Eq. ͑52͒ into an equality. The critical value ␣ cr , which has not to be confused with the trivial values of ␣ = 0 and ␣ = 1, is given by
The exact numerical value is ␣ cr = 0.594. Then, in terms of the power index, we have cr = ␣ cr + 1 Ӎ 1.6.
A comparison between the theoretical prevision of Eq. ͑51͒ and a numerical simulation is shown in Figs. 1 and 2 .
VI. NUMERICAL ANALYSIS
The numerical simulation is done by creating an ensemble of trajectories following the prescription of Eq. ͑10͒, where the random velocity fluctuates between two values: +1 and Ϫ1. We assume a vanishing initial mean for the velocity, namely, half of trajectories begin with the initial velocity of +1 and half of them with the initial velocity of Ϫ1. The initial value of velocity lasts for a time 1 . At the end of this time interval, the velocity changes sign and keeps the new sign for the whole time 2 . At the end of this second time interval, the velocity changes sign again and so on. The time durations i are drawn from a waiting time distribution ͑͒. With this procedure, it is possible to determine the position of each particle at time t, x͑t͒, thereby solving Eq. ͑10͒. With this procedure we evaluate how many particles are located in the small interval x , x + dx, thus numerically generating the pdf P͑x , t͒.
The waiting time distributions density here used are the ML distribution, The curve of circles is the numerical simulation using a ML distribution with = 1.4 and T ML = 1. The curve of squares is the numerical simulation using a MI distribution with the same and T MI given by Eq. ͑55͒. The continuous line is P c ͑x , t ‫ء‬ ͒ given by Eq. ͑51͒. All curves are represented at time t ‫ء‬ =10 4 .
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and the MI distribution, 
͑53͒
and
respectively. By comparing Eq. ͑53͒ to Eq. ͑54͒, we see that to get the same asymptotic behavior we must set
The numerical simulation, based on the trajectory scheme, i.e., on the adoption of the CTRW, is used to check the theoretical prediction in the crucial region 1 Ͻ Ͻ 2, where the theoretical approach of this paper predicts, as we have seen ͓Eq. ͑51͔͒ the emergence of a bump around x = 0 for Ͼ cr . The theory is based on the ML waiting time distribution density, and when we do the numerical calculation using the ML distribution density, we find a perfect agreement between theory and numerical experiment, as shown by both Figs. 1 and 2 . We note that the shape of the distribution showed in Figs. 1 and 2 is the same even at short time.
As far as the MI distribution is concerned, we see that for Ͻ cr , as shown in Fig. 1 , it generates a pdf indistinguishable from ML and thus from the theoretical prediction. In the region Ͼ cr , both waiting time distribution densities generate for the diffusion process an attainment of the time asymptotic scaling slower than that in the case Ͻ cr . The MI yields an even slower The curve of circles is the numerical simulation using a ML distribution with = 1.8 and T ML = 1. The curve of squares is the numerical simulation using a MI distribution with the same and T MI given by Eq. ͑55͒. The continuous line is P c ͑x , t ‫ء‬ ͒ given by Eq. ͑51͒. All curves are represented at time t ‫ء‬ =10 4 .
transition from the short-to the log-time scaling, thereby yielding at time t ‫ء‬ =10 4 , at which the pdf is evaluated, a much less accurate agreement with the theoretical prediction. This argument is confirmed, as we shall see hereby, by the results in Fig. 5 .
It is important to remark that the theory of this paper does not afford any indication on the time of transition from the short-to the long-time scaling. About this transition time, we limit ourselves to noticing that the ML waiting time distribution density is the superposition of two contributions: an exponential short-time contribution and a long-time inverse power law contribution. The ratio of the statistical weight of the second contribution to the statistical weight of the first contribution is ⌫͑2−͒. The diffusion process generated by the first contribution is characterized by the second moment of the variable x growing linearly in time,
while the second contribution, responsible for the ballistic scaling, generates the faster increase
For very close to 2, ⌫͑2−͒ is very large, and the contribution of Eq. ͑57͒ is negligible with respect to that of Eq. ͑56͒. At the crossover time
the contribution of Eq. ͑57͒ becomes comparable with the contribution of Eq. ͑56͒, and for larger and larger times, it becomes predominant, thereby determining the ballistic scaling of the diffusion process.
The numerical treatment of this section in addition to double-checking the theoretical predictions in the asymptotic time limit allows us to confirm our conjectures on the transition from the short-to the long-time regimes. In Fig. 3 we show that the pdf second moment in the short-time region has linear time increase, corresponding to ␦ = 0.5, which turns into a quadratic time increase at large times. We also see, as expected, that the normal diffusion regime lasts for larger and larger times.
This observation has the effect of shedding light on the action of the ML waiting distribution density of Eq. ͑44͒. We see that ␣ = 1, corresponding to = 2, makes it become an exponential function, and consequently a generator of ordinary diffusion with ␦ = 0.5. Is this a singularity embedded within a regime of anomalous diffusion? The numerical results of this section lead us to conclude that this is not a singularity. In fact, we can interpret the normal diffusion generated by the condition ␣ = 1 as a transient diffusion process with the ordinary scaling ␦ = 0.5 that, instead of moving to ␦ = 1, remains in the ordinary condition forever.
As to the MI waiting time distribution density as a generator of diffusion, compared to the ML prescription, the numerical treatment of this section affords the important information emerging from Figs. 4 and 5. In Fig. 4 we compare the MI to the ML prescription at = 1.4, namely, a value of the power index smaller than cr . We see that in this condition, characterized in the asymptotic time regime by a U-shaped pdf and by the scaling ␦ = 1, the MI prescription generates a transition to ␦ = 1 faster than the ML prescription.
With Ͼ cr , on the contrary, the ML generates a transition to the ballistic regime faster than the transition generated by the MI prescription, thereby indicating that with the MI prescription the system lives in the ordinary diffusion state for a time much larger that the ML system.
In the region very close to = 2, according to Eq. ͑55͒, T ML ӷ T MI . Thus, we expect that the ML function becomes indistinguishable from the stretched exponential, 18 which, in turn, is almost indistinguishable from an ordinary exponential. If we add to these properties the fact that the MI 
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prescription yields a further delay to the attainment of the ballistic scaling, we conclude that the MI system becomes virtually indistinguishable from an ordinary system, which generates normal diffusion, unless we make T MI extremely small ͑see Fig. 6͒ .
VII. CONCLUDING REMARKS
The main result of this paper is the discovery that the transition from the U-shaped to the ordinary bell-shaped distribution function with a maximum at x = 0 does not occur at =2, as suggested by the fact that = 2 is the boundary between the nonergodic ͑ Ͻ 2͒ and the ergodic ͑ Ͼ 2͒ condition. The analytical proof of the transition from the one-minimum, with minimum at x = 0, to the two-minima distribution density is exact in the case of the ML waiting time distribution density and takes place when = cr Ϸ 1.6. However, as confirmed by an approximated theoretical treatment, supported by numerical simulation, this property is shared by the MI ͑t͒. We see that the emergence of the Gaussian distribution density at = 2 is not a singularity, but it is, in a sense, the consequence of the birth of a Gaussian hill at = cr . This Gaussian hill would produce the scaling ␦ = 0.5. However, at a crossover time t = t cross , the scaling ␦ becomes ballistic. This crossover time tends to increase for → 2 as ⌫͑2−͒. Thus, the ML waiting time distribution density, although sharing the same asymptotic time inverse power law structure as the MI ͑͒, generate ordinary scaling for a very extended time.
The results of this paper allow us to establish a correct perspective for the different roles played by the MI and ML approaches to complexity. The increasing interest for the ML approach is due to the fact that it allows us to obtain exact rather than approximated theoretical predictions. However, this paper proves that the MI approach to complexity is much richer than the ML approach. We note 39 that to establish a connection between MI and ML approach, we have to set T −1 proportional to 1 / ⌫͑2−͒, thus making T become infinitely large for → 2. On the other hand, since the ML approach for → 2 turns the central bump into a big Gaussian distribution, this is equivalent to proving in a rigorous way that the increase in T, related in Ref. 40 to the effect of a decision making under effort, turns the anomalous into an ordinary diffusion process, thereby affording an unexpected rigorous demonstration of the effect justified in Ref. 40 with heuristic arguments. If the MI approach is used without the constraint of making it equivalent to the ML approach, with T being kept fixed, and changing from Ͻ 2 to Ͼ 2, we see a transition from the monoscaling regime of Ͻ 2 to the multiscaling condition 41 of Ͼ 2. This does not set a limit to the statistical wealth of the MI approach. In fact, if we increase from Ͻ 3 to Ͼ 3, a phase transition occurs from the regime of Lévy to Gauss diffusion. 
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As already mentioned earlier, we note that Eq. ͑51͒ is formally identical to the distribution density of Lamperti, 10 recovered more recently by other authors. 11, 12 The Lamperti distribution density is the generalization of a classical result due to Lévy about the persistence of luck or bad luck. 11 In fact, the variable y = x / t of Eq. ͑51͒ has to be interpreted as the fraction of time spent by the walker in either the state ͉1͘ or ͉2͘, described by the function F͑y͒, with y ranging from Ϫ1 to 1. In the Poisson case, the number of events, namely, jumps from one to the other state, is constant, thereby implying that the system spends half of its time in the state ͉1͘ and half in the state ͉2͘, thus generating an infinitely sharp distribution density located at the center of the interval ͓Ϫ1, 1͔. In other words, the distribution density P C ͑x / t͒ and the distribution F͑y͒ have a different meaning, and in the Poisson case generate two distinct distribution densities, which, although both centered at y = 0, have a different shape, the former being a Gaussian function with finite width and the latter a Dirac delta. On the basis of this unexpected equivalence between P C ͑x / t͒ and F͑y͒ for Ͻ 2, we can conclude that the emergence of the bump for Ͼ cr is closely related to the interesting issue of the ergodicity breakdown and that, although the system becomes completely ergodic only in the limiting case of → ϱ, the first signs of ergodic behavior appear at Ͼ cr and, consequently, much earlier than at = 2, which is usually considered as the boundary between the nonergodic and the ergodic regime. This important property, as earlier mentioned, may shed light into the psychophysics effects of Ref. 40 .
As a final remark, let us go back to the problem raised by the negative probability generated by the density approach in Ref. 30 . The authors of Ref. 30 suggested that this may be a consequence of the failure of the density treatment to comply with the trajectory method in the case of non-Poisson processes. On the other hand, the density treatment in Ref. 30 was based on the approximation of replacing 2n-point, with n Ͼ 1, with suitable two-point correlation functions. In this paper, no approximation is done, and a very satisfactory agreement between the density ͑theoretical͒ and the trajectory ͑numerical͒ treatment ensues. One may therefore conclude that there is no conflict between trajectory and density treatment, and that the negative probability in Ref. 30 is the consequence of an unsatisfactory approximation. Yet, we cannot reach this conclusion, on the basis of a deep difference between the cases 1 Յ Յ 2 and 2 Ͻ Ͻ 3. In fact, the numerical treatment of the latter condition, in full accordance with the velocity CTRW method, generates a biscaling diffusion process. 41 The authors of Ref. 41 , using theoretical arguments based on the adoption of trajectories, proved that the time asymptotic regime in that case is biscaling. The ballistic peak bear the scaling ␦ = 1 and the central part the Lévy scaling ␦ =1/ ͑ −1͒. In the case of the present paper the density refers to time asymptotic regime, which is proven to be monoscaling with ␦ = 1, in total agreement with the trajectory prediction, namely, with the numerical calculation. However, we cannot rule out the fact that the transient regime is multiscaling, especially in the time region explored numerically, where a value of ␦ intermediate between ␦ = 0.5 and ␦ = 1 was found. At the present time, we do not know if the density method can be adopted to get the same result. Therefore, we cannot rule out the possibility that a conflict between trajectories and density exists also in the case studied in this paper, leaving the issue raised by Bologna and Grigolini ͑see Ref. 30 and the earlier publications there quoted͒.
