Blurred images can appear to fade to uniform brightness and color when viewed with some types of visual transient stimuli. Simons et al. (2006) identified the conditions where such scene fading occurs and noted that their findings were inconsistent with mechanisms that have been used to explain other fading effects. We show that their empirical findings are consistent with a neural model of visual perception that hypothesizes filling-in of brightness and color that is constrained by signals from a boundary contour system. Certain types of transients can weaken the boundary responses and thereby induce scene fading. The simulations explain how even small transient changes can produce scene fading effects across large parts of an image.
Introduction
Simons et al. (2006) described four experiments that produced scene fading, where an entire image fades to uniform hue and luminance. The visual stimuli in their experiments were low-pass filtered photographs of various scenes, and with steady fixation the scene gradually fades in way similar to the well-known Troxler fading effects (Spillmann & Kurtenbach, 1992; Troxler, 1804) . The new experiments demonstrated that fading can be produced more completely and more quickly by adding or removing black dots to the scene or by changing the image contrast. They hypothesized that scene fading would be useful to explore the general mechanisms of filling-in processes. In this paper we explain how these mechanisms operate in a quantitative model that reproduces their main findings.
Scene fading is one member of a large class of effects where typically salient stimuli disappear from view. Other methods include motion induced blindness (Bonneh, Cooperman, & Sagi, 2001) , binocular rivalry (Blake & Logothetis, 2002) , generalized flash suppression (Wilke, Logothetis, & Leopold, 2003) , artificial scotoma (Ramanchandran & Gregory, 1991) , and retinal stabilization (Yarbus, 1967) . In all of these methods, the percept of interest is replaced by visual information from nearby parts of the scene.
Although many effects remain unexplained, researchers have hypothesized that some of these effects are due to adaptation of edge information, whose weakening allows hue and luminance perceptual information to spread across nearby regions of a visual scene (De Weerd, Desimone, & Ungerleider, 1998; Gerrits & Vendrik, 1970) . Although there have been experiments to explore these ideas and researchers have identified empirical correlations between data measurements, there has not been any explicit modeling to demonstrate that the proposed mechanisms actually match the data. Here we provide quantitative simulations of one such model and show that it does a good job of matching the experimental data of Simons et al. (2006) . The next section describes the basic properties of the model. Subsequent sections then consider each of the empirical findings. The appendix includes a full description of the model equations, parameters, and simulation details.
Model description
The model is an implementation of the FACADE model of visual perception proposed by Grossberg and colleagues (Grossberg, 1997; Grossberg & Mingolla, 1985a , 1985b . Fig. 1 shows a schematic of the major parts of the model that play an important role in scene fading. A boundary contour system (BCS) processes boundary or edge information, while a feature contour system (FCS) uses information from the BCS to allow diffusion of surface properties like color 1 and brightness, which form the final percept.
The BCS includes traditional orientation sensitive neurons that function like complex cells in that they are insensitive to the direction of contrast polarity. The BCS also hypothesizes that orthogonal orientation sensitive neurons at the same retinotopic position are part of a gated dipole circuit (Grossberg, 1972) . In a gated dipole circuit two pathways compete as signals pass from lower to higher levels. A signal passing through one pathway inhibits a signal passing through the competing pathway. The signals feeding in to the competition undergo habituation that is usually interpreted as being due to neurotransmitter depletion. The amount of habituation within a pathway is related to the strength of the signal passing through it, so at offset of stimulation a gated-dipole circuit produces a reduction in cross channel inhibition from the stimulated channel to the unstimulated channel. This reduction in inhibition leads to a rebound of activity in the unstimulated pathway. Since the signals in the BCS represent orthogonal orientations, the gated dipole produces activity for a neuron coding the orthogonal orientation of a removed oriented edge (MacKay, 1957) .
In the model, the oriented rebound activity plays an important role in the control of dynamic information. Francis, Grossberg, and Mingolla (1994) showed that excitatory feedback loops in the model, which are used to amplify boundaries forming coherent contours, also introduce persisting excitatory activity that can last long after an inducing stimulus has disappeared. The oriented after-responses generated by the gated dipole circuit break the feedback loop by introducing oriented neural activity that is contrary to the contours supported by the inducing stimulus. These orientation-sensitive after-responses thereby shut down the feedback loop and allow for alternative neural representations to be established when a new image appears. Francis, Grossberg, and Mingolla (1994) further showed that model simulations of the duration of neural activity matched psychophysical studies of visual persistence (e.g., Bowen, Pola, & Matin, 1974; Meyer & Ming, 1988) . The model includes the gated dipole for computational reasons, but neurophysiological data are consistent with its basic principles (Abbot et al., 1997) and for the existence of orientated after-responses in particular (Ringach, Hawken, & Shapley, 1997) .
Because the adaptation process in the gated dipole circuit is slow compared to the dynamics of neural activity, the after-responses can remain present in the visual system even after visual persistence of the inducing stimulus has ended. These after-responses can interact with the production of contours for new stimuli, especially if those new stimuli only produce weak contours themselves. For example, Francis and Rothmayer (2003) showed how boundary after-responses from a vertical grating could capture color after-responses from a previously presented horizontal grating (Vidyasagar et al., 1999) because the weak horizontal boundaries generated by the color after-responses of the horizontal grating were augmented by the orientation after-responses from the offset of the vertical grating. The spatial pattern of orientation and color after-responses are able to support a coherent percept because the horizontal orientation signals prevent color signals from spreading up and down but allow them to spread left and right. In this way, the filling-in stage produces a representation of alternating dark and light horizontal rows. The same basic ideas have been used to explain how a drawn contour can select, enhance, and influence afterimage percepts (Francis, 2010; Kim & Francis, 2011; Van Lier, Vergeer, & Anstis, 2009) . Fig. 2 demonstrates the model's behavior by exploring how it responds to one of the images used by Simons et al. (2006) . The first row shows the model's behavior to an image after a one second presentation of the blurry image on the far left. The middle column shows the responses of orientation-sensitive edge detecting neurons in the model (to make the oriented signals easier to view, the image is subsampled). For computational simplicity, the model includes only neurons with vertical and horizontally oriented receptive fields. Adding additional orientations would not change the basic model behavior, but it would greatly increase the time required to run the simulations. As described below, the simulations of the full set of conditions investigated by Simons et al. (2006) takes over one week even with the current simplifications. To double that time would make it very difficult to find appropriate model parameters. The small line that is present at most pixels indicates that a neuron at that position responds with the preferred orientation represented by the orientation of the line. The strength of the neural response is coded by the darkness of the drawn line. A blank pixel indicates no response from the neurons, which occurs in regions where the image is relatively homogeneous. Due to the gated dipole competition, a given pixel usually has only one strong oriented response. However, the competition is not perfect, so some pixels have above threshold responses for both vertically and horizontally tuned neurons.
Because the input image is blurry, there is edge information over much of the image plane. Grossberg and Mingolla (1987) referred to this diffuse spatial pattern of boundary responses as ''boundary webs'' and suggested that they were important for the representation of shadows and interpretations of depth. At the filling-in stage, these boundary webs trap color and brightness signals that would otherwise spread across the image plane. Details of this process are described below and equations are provided in the appendix. By trapping color and brightness, distinct sections of the input image remain separate at the filling-in stage, which corresponds to the observer's perceptual experience. The far right column of Fig. 2 shows the distribution of color and brightness information at the filling-in stage. The trapping process is not perfect because occasionally the oriented boundary signals are too weak to prevent signals from spreading. In general, however, the representation at the filling-in stage closely matches the color and brightness pattern of the input image. The second row of Fig. 2 shows the model's behavior after the input image has been presented for 15 s. Due to the habituation in the gated dipole circuits, the oriented boundary responses weaken over time. The reduction is evident in Fig. 2 by the pattern of the oriented lines for time = 15 compared to time = 1. For pixels where the oriented signals were already fairly weak, the oriented signals drop below a threshold and no longer trap color and brightness signals. Color signals feeding in to the filling-in stage where there are no oriented boundaries spread until blocked by an appropriately oriented boundary. Both the absence and the orientation of the boundary signals can contribute to the spreading of color and brightness information. Color and brightness information can spread horizontally between neighboring pixels unless there is a vertical boundary that blocks it. The absence of any boundary or the presence of only a horizontal boundary will not prevent color and brightness from spreading horizontally. Likewise, a horizontal boundary is needed to prevent color and brightness information from spreading vertically.
With a reduction in the number of boundaries, color signals more easily spread, as can be seen in Fig. 2 by comparing the filled-in pattern for time = 1 and time = 15. Several regions that were kept separate by boundary signals at time = 1 have merged together at time = 15 due to the disappearance of the boundaries. As regions merge together, the color signals tend to average, and we suggest that this averaging corresponds to the scene fading reported by Simons et al. (2006) . The effect in this particular case is small, which is consistent with the empirical findings for an image presented by itself. In the following section we describe situations investigated by Simons et al. where scene fading is more dramatic. Simons et al. (2006) explored a variety of different situations that influenced the extent of scene fading. In the following sections we show that the model behaves in a way very similar to the empirical findings. As described in the appendix, scene fading in the model was defined by calculating the ratio of variance in the signals across the filling-in stage at each time step relative to the variance at time = 1. This ratio was then subtracted from the value one to give a measure of scene fading. Thus, if all regions corresponding to the blurry image had a uniform set of color signals, then the variance would be zero and the reported scene fading value would be one. The model values reported in Fig. 3 are averaged across 58 images, which were the same images used by Simons et al. (2006) . All simulations used a single set of parameters, and running the entire set of simulations for all conditions and images took approximately a week with a program written in MatLab on a dedicated iMac computer.
Scene fading simulations

Flashing disks
Although an image by itself introduces only modest scene fading during a 15 s observation (Fig. 2) , Simons et al. (2006) discovered that flashing small dark randomly-positioned disks with an on and off time of 0.25 s produced dramatic and rapid scene fading. Their empirical data is shown in the left graph of Fig. 3 (top line). The percent fading (estimated by observers with a joystick) increased with observation time, and after a few seconds was larger than corresponding estimates for a condition without disks (bottom line). The right graph of Fig. 3 shows that the model simulation has a similar pattern of behavior.
A careful examination of Fig. 3 will reveal several discrepancies between the experimental data and the model simulations. Such differences are to be expected given the details of the model and the method of measuring the experimental data. For example, the experimental data are gathered from joystick movements by human observers, and it surely takes some time for observers to adjust the joystick to match their perceptual experience. Moreover, the position of the joystick is presumably related to the perceptual experience with some unknown spatio-temporal function. The model faces a similar measurement issue. The numbers plotted in Fig. 3 summarize a characteristic of the model, but such a summarization invariably imposes some properties on what is reported. Overall, the current intent of the model simulations is to match the general properties of the data (such as which condition produces more fading) rather than specific details (such as the precise slopes of the curves). As discussed below, there are a few general properties of the data that are not well matched by the model, and here the model makes a specific prediction that a different experimental measurement technique would reveal different experimental data. Thus, at the general level of explanation the model makes testable predictions. Fig. 4 shows how the different stages of the model respond to an image with small squares that flash in a new random arrangement for 0.25 s with a blank of 0.25 s between every new pattern. The model simulations use squares rather than disks because the model simulation includes only vertical and horizontal edge detectors. The oblique angles of the disks would not be properly represented by such filters. This model limitation is necessary to keep the computational load manageable. In informal observations, we found that the empirical findings of Simons et al. (2006) hold for squares (and diamonds) as well as disks. At time = 1 s, the small squares add additional edges at the opponent boundaries stage compared to what is produced in Fig. 2 . At the filling-in stage, the additional boundaries simply keep the black color signals separate from the color signals generated by the blurry image. As a result, the addition of black squares does not much alter the extent of scene fading.
However, due to their high contrast, the boundaries generated by the black squares are substantially stronger than the boundaries generated by the blurry image. The oriented cells at pixels with these stronger signals undergo habituation in the gated dipole circuit. When the black squares disappear and then reappear at new positions, some of the relatively weak orientation signals generated by the blurry image must now pass through habituated
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Filling-in Input image Time=8 Time=15 Time=1 Fig. 4 . A simulation that demonstrates the model's behavior in response to the flashing disks/squares condition over time. The strong edges from the squares produce habituation at the pixels where the edges are located. Subsequent boundary signals generated by the blurry image alone are much weaker, and they are unable to trap color and brightness signals.
gates that have been depressed. At these pixel locations, the oriented boundaries may become so weak that they drop below threshold and become unable to block the spreading of color signals at the filling-in stage.
The filling-in stage in Fig. 4 demonstrates that by time = 15 the reduction in boundary signal strength produces elaborate scene fading of the blurry image even though the black squares remain visible due to the strong boundaries that keep the black color separate from the rest of the image plane. It is clear that the flashing squares create more substantial scene fading than the no disks condition shown in Fig. 2 . As shown in Fig. 3 , the model calculation of fading does a good job matching the main properties of the empirical data.
Fading is induced by disk offset
In a second experiment, Simons et al. (2006) investigated whether the flashing disks induced fading by their presence, their appearance, or their disappearance. All three events are part of the original flashing disks study, so in a follow up study they created distinct displays to focus on the different events. In the constant disks condition a random set of black disks was superimposed on the blurry image and remained present throughout the observation period. In the added disks condition, no disks were presented until time = 10, and these disks then remained present for the remainder of the observation period. In the removed disks condition a fixed random set of black disks was superimposed on the blurry image until time = 10, and they were then removed so that the blurry image alone was presented for the remainder of the observation period. The plot on the left side of Fig. 5 shows the empirical measures of fading. Only the removed disks condition produced an increase in fading compared to the no disks condition. The constant disks condition showed less fading overall, as if the additional disks prohibited fading.
These empirical results fit well with the model's explanation of scene fading. Fig. 6 demonstrates the model's behavior for an image under the remove disks/squares condition at three different times. At time = 1 the model behaves much the same as at time = 1 in Fig. 4 for the flashing squares condition. There is little scene fading because most boundary signals are above threshold and the additional boundaries generated by the drawn squares simply trap the black color of the squares without interfering elsewhere. The situation is similar at time = 9, which is one time unit before the squares disappeared. The amount of scene fading is not much different from at time = 1.
At time = 10, the black squares disappear and scene fading is fairly dramatic. Unlike in Fig. 4 , where the habituation of the squares pushed some boundaries below threshold, the offset of the squares in Fig. 6 produced orientation after-responses. These after-responses can be seen by finding the boundaries that correspond to the outline of a black square at time = 9 and then noticing the boundaries at the same location at time = 10. The orientations are orthogonal because the offset of a, say, horizontal boundary produces an orthogonal after-response of a vertical boundary at the same pixel. The red arrows highlight one example of these after-responses. The existence and strength of these after-responses depends on the edge signals from the blurry image, so there is some variation across spatial positions, but at time = 10 there are some boundaries that do not correspond to the properties of the image. Although relatively rare, this misrepresentation of boundaries can promote scene fading across large regions. The horizontal after-responses indicated by the red arrow, for example, connect regions to the left and right that were previously kept separate. This connection contributes to the large homogenous patch of brown that is produced in the bottom half of the filling-in stage of the model.
The plot on the right side of Fig. 5 shows that the model calculations of scene fading capture the main properties of the data. Only the removed squares condition produces strong scene fading. The constant and added squares conditions do not produce enhanced scene fading because the additional contours from the squares simply trap the black color of the squares within their defined regions but do not connect other regions of the image to promote color and brightness spreading. The biggest discrepancy between the experimental data and the model simulation is for the added disks/squares condition, where the model indicates a strong decrease at the moment the squares are added but the experimental data indicates neither an increase nor a decrease relative to the no disks condition. In the model the decrease in fading is because the additional contours from the black squares sometimes separated two regions that would otherwise have blended together. (A similar effect is seen for the flashing squares condition in Fig. 3 .) Observer reports do not indicate this model predicted behavior, perhaps because the observer re-calibrates their estimates of scene fading with the appearance of the black disks. Indeed, there appears to be a slight dip in empirically reported fading for the added disks condition just after the black disks are added at time = 10. The dip may occur because of this type of recalibration. At the moment this hypothesis is speculative and deserves further experimental investigation. A second discrepancy between the model and experimental results is the jump in fading for the removed disks/squares condition. For the model, fading happens almost immediately at disk/square offset, but for the experimental data fading does not occur for a second or so. We suspect the delay in the experimental data is a reflection of the measurement method, as it will take a bit of time for an observer to decide to move the joystick to a new position.
Fading is insensitive to the contrast of the disk
In a third experiment Simons et al. (2006) investigated whether the removed disk condition was sensitive to the contrast of the disk. Fig. 7 shows experimental and model results when the disks/squares were white, light gray, dark gray, and black. For both the empirical data and the model simulations, the contrast played a minor role in the strength of scene fading. For both sets of data, the relative order of the strength of fading was black, dark gray, light gray, and white, but the differences between these conditions
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Filling-in Input image Time=9 Time=10 Time=1 Fig. 6 . Simulations that demonstrate the model's behavior in response to the removed disks/squares condition over time. The strong edges from the static squares produce habituation at a variety of pixels. At the offset of the squares at time = 10, the gated dipole circuit produces orientation after-responses, which sometimes promote spreading of previously disparate regions. The red arrows indicate an example where offset of a square generated a set of oriented after-responses that promote spreading of color and brightness information. were small compared to the overall magnitude of the increase in fading when the disks/squares disappeared at time = 10. Within the model, this result is due to the fact that the orientation-sensitive cells are insensitive to the polarity of contrast and respond well to a dark square on a background and a light square on a background. These cells are sensitive to the strength of contrast, but for the images and disk/square luminances used here, the squares all produce quite strong boundary signals. As a result, the differences due to contrast are small relative to the overall magnitude of scene fading.
Fading induced by global contrast
In their final experiment Simons et al. (2006) explored the influence of a global contrast decrement or increment by comparing reports of fading across four conditions. The high contrast condition was the no disks condition described previously. The low contrast condition replaced the original blurred image with a low contrast version of the same image. The increased contrast condition started a trial with the low contrast version of the image and at time = 10 replaced it with the original (high contrast) image. The 
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Time=9 Time=10 Time=1 Fig. 9 . Simulations that demonstrate the model's behavior in response to the decreased contrast condition over time. The behavior at time = 1 and time = 9 is similar to that in Fig. 2 with only moderate habituation of the boundaries. At time = 10 the image is replaced by a version with a slightly lower contrast. The oriented filters are sensitive to this contrast and the signals feeding into the gated dipole are weaker. Because the gated dipole had previously habituated to a stronger signal, the boundaries are fairly weak and this allows color and brightness information to spread. decreased contrast condition started a trial with the original blurred image and at time = 10 replaced it with the low contrast version of the image. The plot on the left side of Fig. 8 shows the empirical measures of fading. Only the decreased contrast condition produced an increase in fading compared to the (default) high contrast condition.
The empirical results fit well with the behavior of the model. Fig. 9 shows the model's behavior for an image under the decreased contrast condition. As in previous simulations, from time = 1 to time = 9, there was some weakening of opponent boundary signals, and this weakening allowed for modest fading at the filling-in stage. At time = 10, the original blurred image was replaced by a low contrast version of the same image (the difference is small). This lower contrast image leads to weaker responses at the opponent boundary stage of the model. The weaker responses were for two reasons. First, the low contrast image produced weaker responses among the oriented filters that respond to the retinal image. Second, the transmitter gates of the gated dipole in the model take some time to re-adapt to the new lower level of activity among orientation signals. The new weak orientation signals must pass through transmitter gates that had previously adapted to a stronger stimulus. Thus, the output of the opponent boundaries stage is quite a bit weaker than it would be after adaptation to a low contrast stimulus. The weaker oriented responses allow for more spreading at the filling-in stage, which is interpreted as scene fading. Fig. 10 demonstrates that the model behaves quite differently for the increased contrast condition. During the presentation of the low contrast image from time = 1 to time = 9, the boundaries are a bit weaker than for the high contrast image, and the low contrast boundaries produce a bit less habituation in the orientation gated dipole. At time = 10, the low contrast image is replaced by the high contrast image, which generates stronger orientation signals than the low contrast image. Because the previously presented low contrast image produced less habituation than normal, the high contrast image produced stronger boundary signals than would be generated by continuous presentation of the high contrast stimulus by itself. The additional boundary signals mean that colors at the filling-in stage tend to be trapped and scene fading was reduced.
The plot on the right side of Fig. 8 shows that the model measure of scene fading generally matches the properties of the empirical data. The biggest discrepancy is the increased contrast condition, where the model measurement of scene fading underestimates what was reported by the observers. Similar to the reports of scene fading for the added disks condition in Fig. 5 , we suspect that observers re-calibrate their judgments of fading with the appearance of the high contrast image.
Conclusions
Taken all together, the model simulations provide a coherent explanation for the empirical results reported in Simons et al. (2006) . The model proposes that scene fading occurs when boundary signals are either too weak, or of the wrong orientation, to separate different regions of a visual scene. If not separated, then a filling-in process merges the visual representations of color and brightness information, which produces scene fading.
Blurry images are likely necessary to produces scene fading because sharp edges always produce strong boundary signals and cannot weaken enough to promote scene fading. A blurry image
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Filling-in Input image Time=9 Time=10 Time=1 Fig. 10 . Simulations that demonstrate the model's behavior in response to the increased contrast condition over time. The behavior at time = 1 and time = 9 is similar to that in Fig. 9 except that the boundaries are weaker due to the low contrast image being shown. At time = 10 the image is replaced by a version with a slightly higher contrast. The oriented filters are sensitive to this increased contrast and the signals feeding into the gated dipole are stronger. Because the gated dipole had previously habituated to a weaker signal, the boundaries are strong and thus better trap the color and brightness information at the filling-in stage. As a result, there is little scene fading in this condition.
by itself can produce only modest scene fading during a 15 s observation period because the habituation mechanism that weakens boundary responses is quite slow. Adding high contrast flashing dots can produce more habituation, which reduces the responses of some boundaries and promotes scene fading.
The model further explains why the offset of boundaries produce scene fading but the onset of boundaries does not. The former produces habituation and produces an aftereffect that alters the subsequent boundaries of the scene, but the latter does not. A similar explanation holds for why decreases in global contrast produce scene fading but increases in global contrast do not.
We have focused on the scene fading effects reported by Simons et al. (2006) because the effects are striking and the empirical data is clear and convincing. More generally, we suspect that some of the same mechanisms may be involved in other phenomena where visual percepts disappear (e.g., Kanai & Kamitani, 2003; Lou, 1999) .
One of the strengths of the model simulations is that all of the mechanisms were already hypothesized to exist in order to explain other phenomena. As a result, the model simulations are not an exercise in parameter fitting with a model that can match any possible data set. Instead, the model relates the scene fading effects to computational principles of visual perception that have been successfully applied to many other phenomenon.
Consistent with earlier simulations of the model (Francis, 2010; Grossberg, 1997; Grossberg & Mingolla, 1987) , we have treated the filling-in process as being similar to diffusive spreading of color and brightness information that is blocked by the presence of oriented boundary signals. It is worth pointing out that although this idea has successfully explained a wide variety of phenomena in many different areas of visual perception, including brightness perception (Grossberg & Hong, 2006; Grossberg & Todorovic, 1988) , neon color spreading (Grossberg & Mingolla, 1985a; Grossberg & Yazdanbakhsh, 2005) , and shape from shading (Grossberg & Mingolla, 1987) , there are also some notable situations where the basic ideas of the model seem to not agree with empirical data. For example, Kim and Francis (2011) showed that contrary to model predictions, a contour does not always block the spread of afterimage colors in a variation of an afterimage studied by Van Lier, Vergeer, and Anstis (2009) . Similar mismatches between spreading and oriented boundaries were noted by Francis and Ericson (2004) , Francis and Schoonveld (2005) , and Van Horn and Francis (2007) . Although the basic ideas of the model appear to capture an important property of the visual system, there are significant issues that still need to be explained. We are hopeful that by expanding the explanatory reach of the model to include scene fading, new experimental data can be generated that will provide guidance on how to resolve these discrepancies and further improve the model.
Appendix A. Simulations
The simulations were similar to previous simulations of the model (Francis, 2010; Francis & Ericson, 2004; Francis & Rothmayer, 2003; Kim & Francis, 2011) .
A.1. Stimuli
The stimuli were 58 of the 64 images used by Simons et al. (2006) , who provided us with copies of the originals (the set provided to us contained 59 images, but one image file was a duplicate). Each image was provided in its high and low contrast version. To reduce computational load, each image was reduced from its original 1024 by 768 pixel size to 307 by 230 pixels. For conditions having squares presented with the image, 30 squares of 18 pixels each side were randomly placed on the image. The squares had gray values of 0, 17, 98, and 255 for the black, dark gray, light gray, and white contrast conditions, based on estimates of values used by Simons et al. (2006) .
One unit of simulated time corresponded to one second of real time. All stimulus durations were the same as in Simons et al. (2006) .
A.2. Model input
At each pixel (i, j) of the model, the RGB values from the image were converted into opponent-color channels with the following formula for a white-black channel: BY ij ¼ Bði; jÞ À ½Rði; jÞ þ Gði; jÞ=2 ð2Þð127Þ ð3Þ
A.3. Edge detection
Edge detection was carried out through a series of computational steps using the luminance-based WB channel. The first step involved center-surround interactions of Gaussian filters with shunting inhibition. Each Gaussian filter was defined as These filters were convolved over the WB image signals to produce excitatory, E ij and inhibitory I ij inputs for each pixel. On-center, off-surround responses were then computed as
where A = 50 and B = 150 help set the scale of the output and the relative contribution of the divisive shunting interactions. The center-surround signals fed into a band of oriented filters that were defined as the difference of offset-Gaussians:
where k = 1-4 refers to horizontal or vertical orientations with different contrast polarities. The m k and n k offset parameters were defined by the orientation as:
and
so that the differences in the Gaussians produce oriented patterns. The fixed 0.5 offsets in Eq. (6) insure that the middle of the filter is in between two pixels of the image. The spread of the Gaussians was set by parameter c = 1.75. To insure the filter was not biased by pixelation effects, the positive parts were normalized relative to the square root of the L 2 norm across the positive filter parts. Likewise, the negative parts were normalized relative to the square root of the L 2 norm across the negative filter parts. Finally, the entire filter was normalized across both positive and negative parts (which had already been normalized within their respective part).
The oriented filters were convolved with the z values (Eq. (5)) generated by the center-surround filters. The absolute value of the convolution values were summed across contrast polarity within orientation to produce boundary signals, v ijk (where k = 1, 2 to indicate horizontal or vertical orientations regardless of contrast polarity).
A.4. Orientation gated dipole
Each oriented boundary signal was subjected to a function, h(x) = min(x, R) that caps the upper value to R = 25 and then fed into a gated dipole circuit where it competed with the signal of the opposite orientation at the same pixel location. A tonic input, J = 5, also was part of each signal. The signal feeding into the gated dipole was thus
As this signal went from a lower level to a higher level in the gated dipole circuit, it passed through a habituating neurotransmitter gate, which multiplied the value of the signal. The temporal dynamics of the gate were described by a differential equation:
The term A À Bg ijk describes a process whereby the gate amount increases toward the value A/B. The last subtraction describes depletion of the gate by the presence of the signal being sent through the gate. Parameter C = 0.007 controls the overall rate of change of the equation. The other parameters were set as A = 20 and B = 1. At the start of each simulation the gates were set to a value corresponding to equilibrium responses to the tonic input only:
As the simulation progressed, a new value of g ijk was computed at each time step (Dt = 0.25 s) by solving the differential equation for constant input values:
The output of the gated dipole was computed as
where K indexes the orientation orthogonal to k, D = 0.5 scales cross-orientation inhibition, F = 9.5 is a threshold, and the function [x] + = max(x, 0) rectifies the value by setting negative terms equal to zero. The r ijk values were used to produce the boundary signal graphics in the simulation reports.
A.5. Filling-in
The filling-in process can be described as diffusion of color and brightness information, but the calculation of diffusion equations is very time consuming. To emulate a similar outcome, we used an algorithmic method to identify connected regions across the image plane. The assigned color and brightness at each pixel within a connected region was set to the average value across all pixels of the region.
A.5.1. Region connectors
The boundaries defined by Eq. (13) were used to determine whether neighboring pixels were part of a common region or were separated by an intervening boundary. The determination depended on the orientation of the boundaries between the pixels. Because the signals defined by the orientation filters in Eq. (6) are offset relative to the pixels of the image plane, the indexing of boundaries is somewhat complicated. The principle is that two pixels are part of a common region unless an intervening boundary is orthogonal to the relative orientation of the two pixels. Thus, neighboring pixels in a row would be part of the same region unless a vertical boundary was between them. The absence of a boundary or the presence of a horizontal boundary will not block the flow of color and brightness information.
A pixel (i, j) can potentially connect to any of its four nearest neighbors. They can be described as pixels (i + m, j + n) where (m, n) comes from the set:
ðm; nÞ 2 fðÀ1; 0Þ; ð1; 0Þ; ð0; À1Þ; ð0; 1Þg ð14Þ which corresponds to up, down, left, and right, respectively, of the original pixel. The relative orientation of each neighbor is h mn 2 fp=2; p=2; 0; 0g ð 15Þ
Each pair of neighboring pixels can potentially be blocked by two sets of boundaries from two different positions that are located on either side of the pair. The two sets are described below in the same order as the neighbors above.
ðb 1m ; b 1n Þ 2 fðÀ1; À1Þ; ð0; À1Þ; ðÀ1; À1Þ; ðÀ1; 0Þg ð16Þ and ðb 2m ; b 2n Þ 2 fðÀ1; 0Þ; ð0; 0Þ; ð0; À1Þ; ð0; 0Þg
The values refer to shifts relative to pixel (i, j) to get the appropriate boundary signal. Finally, the orientation of a boundary is identified as:
x k 2 f0; p=2g ð 18Þ for horizontal and vertical orientations, respectively. The blocking effect of a pattern of boundary signals between two pixels is then defined as:
where the r() terms refer to the boundary values in Eq. (13). The sin() function insures that a boundary signal with an orientation preference in the same direction as the alignment of the pixel pair will not block the spread of the information, while a boundary signal orthogonal to the alignment of the pixel pair will produce strong blocking. The blocking signals are then converted into connections between pairs with a hard threshold
A.5.2. Filling-in A region growing algorithm was used to identify which pixels belonged to different connected (connection value of 0) regions.
The color and brightness value assigned to a region was the average value across the WB, RG, and BY terms for all the pixels in a connected region. This value was assigned to each pixel in the region. For region R h consisting of connected pixels, the average values would be:
where kk is the number of pixels in R h . Likewise for the other opponent color pathways:
S RG ðhÞ ¼ 
The spatial pattern of these values was interpreted as the perceptual experience of the observer.
A.6. Linking hypotheses
If there were no boundary signals, all pixels would be part of one large region, and each pixel would have the same value within each opponent color pathway, although there could be differences across pathways. A measure of inhomogeneity of color and brightness, is the variance of values across pixels within an opponent color pathway. The sum of variance across the three opponent channels provides a total variance for a given image, which may vary across time as the distribution of boundaries changes.
The magnitude of variance depends on the properties of the image stimulus. To produce a standard measure across images, the variance at a given time was divided by the variance at time = 1. This relative variance was then subtracted from the value 1 to provide a measure of fading.
Whenever black squares were superimposed on the image, the values for pixels within 13 pixels of the center of the square (this always included the pixels of the square and a bit more) were not included in the variance calculations. This insured that the variance calculation was not directly modified by the presence of the black squares. Presumably observers performed a similar kind of compensation.
To produce the images of the model predicted color and brightness patterns at the filling-in stage, the color opponent signals were converted back to RGB values with the following intermediate equations. 
Gði
where max refers to the maximum absolute value across all pixels and opponent color channels. These equations produce values between ±1, so adding 1 and then multiplying by a neutral gray value of 127 to each value produces signals in the normal range of RGB values.
