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On multichannel film dosimetry with channel-independent perturbations
I. Me´ndez,1, a) P. Peterlin,1 R. Hudej,1 A. Strojnik,1 and B. Casar1
Department of Medical Physics, Institute of Oncology Ljubljana, Zalosˇka cesta 2, Ljubljana 1000,
Slovenia
Purpose: Different multichannel methods for film dosimetry have been proposed in the literature. Two of
them are the weighted mean method and the method put forth by Micke et al and Mayer et al. The purpose
of this work was to compare their results and to develop a generalized channel-independent perturbations
framework in which both methods enter as special cases.
Methods: Four models of channel-independent perturbations were compared: weighted mean, Micke-Mayer
method, uniform distribution and truncated normal distribution. A closed-form formula to calculate film
doses and the associated Type B uncertainty for all four models was deduced.
To evaluate the models, film dose distributions were compared with planned and measured dose distribu-
tions. At the same time, several elements of the dosimetry process were compared: film type EBT2 versus
EBT3, different waiting-time windows, reflection mode versus transmission mode scanning, and planned
versus measured dose distribution for film calibration and for γ-index analysis.
The methods and the models described in this study are publicly accessible through IRISEU. Alpha 1.1
(http://www.iriseu.com). IRISEU. is a cloud computing web application for calibration and dosimetry of
radiochromic films.
Results: The truncated normal distribution model provided the best agreement between film and reference
doses, both for calibration and γ-index verification, and proved itself superior to both the weighted mean
model, which neglects correlations between the channels, and the Micke-Mayer model, whose accuracy depends
on the properties of the sensitometric curves.
With respect to the selection of dosimetry protocol, no significant differences were found between trans-
mission and reflection mode scanning, between 75 ± 5 min and 20 ± 1 h waiting-time windows or between
employing EBT2 or EBT3 films. Significantly better results were obtained when a measured dose distribution
was used instead of a planned one as reference for the calibration, and when a planned dose distribution was
used instead of a measured one as evaluation for the γ-analysis.
Conclusions: The truncated normal distribution model of channel-independent perturbations was found
superior to the other three models under comparison and we propose its use for multichannel dosimetry.
I. INTRODUCTION
Radiochromic film dosimetry with flatbed scanners and
Gafchromic films (Ashland Inc., Wayne, NJ) has been
extensively studied in the literature1–7. High spatial
resolution, near water equivalence8,9 and weak energy
dependence10–14 make radiochromic films convenient for
measurements whenever sharp dose gradients, tissue het-
erogeneities or charged particle disequilibrium conditions
exist. This opens up a wide range of applications for ra-
diochromic films in the field of radiotherapy.
Recently, different multichannel dosimetry methods
have been proposed to take into account the informa-
tion conveyed by all three color channels delivered by
the scanner. Micke et al15 proposed the use of channel-
independent perturbations to compensate for variations
in the thickness of the active layer, artifacts, nonuniform
response of the scanner or other disturbances. They
found a substantial gain in dosimetric accuracy using
this method. Van Hoof et al16 found that this method
performs at least as well as the conventional single-
red-channel dosimetry. Mayer et al17 derived a closed-
form solution to obtain the dose employing channel-
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independent perturbations. They also compared differ-
ent single, dual and triple channel methods, and found
better agreement between planned and calculated dose
distributions using the average dose of all three channels
in comparison to using the channel-independent pertur-
bations method. In an earlier article18, our group sug-
gested calculating the film dose as the weighted mean
dose of all three channels. For each channel, the inverse
of the mean square error obtained during the film cal-
ibration was used as weight. With this method, triple-
channel dosimetry was found to be substantially superior
to single-red-channel dosimetry.
The purpose of this work is to compare both weighted
mean and Micke-Mayer methods, considering them as
special cases of a more general channel-independent per-
turbations method. Deficiencies and important prob-
lems associated with both methods will be explained. To
overcome these problems, an improved multichannel film
dosimetry method will be introduced. Its performance
against the other methods will be verified by compar-
ing film dose distributions with planned as well as with
measured dose distributions. In addition, other elements
of the dosimetry process will be compared: film types19,
scanning modes20, scanning waiting-time windows21 and
choices of reference dose distribution.
2II. METHODS AND MATERIALS
A. Channel-independent perturbations
Channel-independent perturbations are obtained by
applying a first order Taylor expansion to the dose due
to a small perturbation:


D(r) = DR(r) + D˙R(r)∆(r) + ǫR(r)
D(r) = DG(r) + D˙G(r)∆(r) + ǫG(r)
D(r) = DB(r) + D˙B(r)∆(r) + ǫB(r)
, (1)
Micke et al15 derived the dose from the optical den-
sity (OD) of the irradiated film. Mayer et al17 used pixel
values directly. In this study, better results were found
in preliminary tests using net optical density1 (NOD)
in comparison to using OD. Therefore, the channel-
independent perturbation consists of a change in NOD
and is represented by ∆(r). D(r) represents the dose
absorbed by the film at point r. Dk is the absolute
dose measured by the channel k, i.e., red (R), green
(G) or blue (B) channel, when no disturbance is present,
and it is calculated directly from the calibration model.
In this study, the calibration model includes the lateral
correction2–5,22–26 and the sensitometric curve. D˙k(r) is
the first derivative of the dose, with respect to the NOD,
at point r. Finally, ǫk(r) is an error term accounting for
the difference between the dose absorbed by the film and
the dose measured in the channel k after correction by
the perturbation.
Both for reflection27 and transmission mode scanning,
the NOD, denoted by z, was defined as
z := log10
vnonirr
virr
, (2)
where vnonirr and virr represent pixel values of nonirra-
diated and irradiated films, respectively, after applying
lateral corrections. Our previous results18 found better
fit when lateral corrections are absolute corrections inde-
pendent of dose, and sensitometric curves are polynomial
fits of order four. Hence, lateral corrections were calcu-
lated as
vk = ak1(x− xc) + ak2(x− xc)2 + vˆk, (3)
where vˆk represents uncorrected pixel values, the x axis
is parallel to the CCD array, xc is the x coordinate of the
center of the scanner, vk represents corrected pixel val-
ues, and ak are fitting parameters. Sensitometric curves
followed
Dk =
4∑
j=1
bkjz
j
k, (4)
and D˙k was
D˙k =
4∑
j=1
jbkjz
j−1
k , (5)
where bk are fitting parameters.
B. Solving the equation system
The values of ∆(r) and ǫk(r) for k = R,G,B in Eq.(1)
are unknown. As a result, the absorbed doseD(r) cannot
be obtained directly. However, one can examine different
probability density functions (pdf) for ∆(r) and ǫk(r)
and, if D(r) is known, analyze how well these models
reproduce the absorbed dose distribution.
1. Probability density function of the dose
Given the pdfs of ∆, symbolized by f(∆), and of each
ǫk, symbolized by gk(ǫk), the joint pdf of D, symbolized
by P (D), is:
P (D) =
∫
f(∆)
∏
k
gk(D −Dk − D˙k∆) d∆, (6)
taking into account that ∆ and ǫk are not independent
from each other:
ǫk = D −Dk − D˙k∆. (7)
Let us consider that the error terms are distributed
normally with zero mean and σ2k variance:
gk(ǫk) = N (0, σ2k) (8)
The joint pdf of D becomes:
P (D) =
∫
f(∆)
∏
k
1
σk
√
2π
e
−
1
2
(
D−Dk−D˙k∆
σk
)2
d∆. (9)
Three different models for f(∆) will be considered:
a) Normally distributed perturbation (i.e., f(∆) =
N (0, σ2∆)):
P (D) =
1
(2π)
n
2 σ∆
∏n
k=1 σk
1√
A
e
−
1
2
(
C−B
2
4A
)
, (10)
where n represents the number of color channels (i.e.,
n = 3) and
A =
1
σ2∆
+
∑
k
(
D˙k
σk
)2
(11)
3B = −2
∑
k
(D −Dk)D˙k
σ2k
(12)
C =
∑
k
(
D −Dk
σk
)2
. (13)
b) Truncated normal distribution with ∆ ∈ (−θ, θ):
P (D) ∝ e− 12
(
C−B
2
4A
)

erf

θ + B2A√
2
A

− erf

−θ + B2A√
2
A



 ,
(14)
excluding a normalizing term independent of D.
c) Uniform distribution with ∆ ∈ (−θ, θ): is a special
case of Eq.(14) where σ∆ goes to infinity, therefore A =∑
k
(
D˙k
σk
)2
.
2. Dose calculation
The most likely value of the absorbed dose D, sym-
bolized by d, is the one that maximizes P (D). The ex-
ponential term in P (D), P (D) ∝ e− 12
(
C−B
2
4A
)
, can be
expressed in terms of D as a gaussian function:
P (D) ∝ e− 12
(
D−µD
σD
)
2
, (15)
where
µD = d =
Aβ − γδ
Aα − γ2 (16)
and
σD =
√
A
Aα− γ2 , (17)
A is defined in Eq.(11) and
α =
∑
k
1
σ2k
(18)
β =
∑
k
Dk
σ2k
(19)
γ =
∑
k
D˙k
σ2k
(20)
δ =
∑
k
DkD˙k
σ2k
. (21)
Eq.(16) and Eq.(17) can be considered, respectively, as
the estimated absolute dose and its type B uncertainty28.
This result is exact for normally distributed perturba-
tions and an approximation for truncated normal and
uniform distributions.
C. Models of channel-independent perturbations under
comparison
Four models of channel-independent perturbations
were compared: weighted mean (WM), Micke-Mayer
(MM) method, uniform distribution (UD) and truncated
normal distribution (TN). They are summarized in Ta-
ble I.
The weighted mean method is a limit case of Eq.(1)
in which ∆(r) = 0. Thus, all three channels are inde-
pendent of each other, which implies that correlations
between channels are neglected.
The method employed by Micke et al15 and Mayer et
al17 is a special case of Eq.(1) where all σk are equal
and f(∆) is uniformly distributed. Under these premises,
Eq.(16) becomes:
d =
Aβ − γδ
Aα− γ2 =
(
∑n
k=1 D˙k)(
∑n
k=1DkD˙k)− (
∑n
k=1 D˙
2
k)(
∑n
k=1Dk)
(
∑n
k=1 D˙k)
2 − n(∑nk=1 D˙2k) ,
(22)
which coincides with the closed-form solution derived
by Mayer et al17. The uncertainty in the dose associated
to this model becomes:
σD =
√
A
Aα− γ2 = σk
√ ∑n
k=1 D˙
2
k
n
∑n
k=1 D˙
2
k − (
∑n
k=1 D˙k)
2
(23)
The uniform distribution model is a more general and
realistic model for the perturbation than the MM one. In
this case, f(∆) is uniformly distributed but the σk can
differ.
Finally, the truncated normal distribution model con-
siders that f(∆) follows a truncated normal distribution.
The WM model is a limit case and the UD and MM
models are particular cases of this model.
D. Measurement protocol
Ten 8 inch × 10 inch EBT2 films from lot A03171101A
and seventeen EBT3 films from lot A05151201 were em-
ployed. They were handled following recommendations
from the AAPM TG-55 report9.
4TABLE I: Models of channel-independent perturbations under comparison.
Model Abbreviation Assumptions
Weighted mean WM ∆(r) = 0
Micke-Mayer method MM f(∆) uniform distribution, σk are equal
Uniform distribution UD f(∆) uniform distribution
Truncated normal distribution TD f(∆) truncated normal distribution
Films were scanned with an Epson Expression
10000XL flatbed scanner (Seiko Epson Corporation,
Nagano, Japan) using Epson Scan v.3.0 software. Images
were acquired in 48-bit RGB mode (16 bit per channel),
the resolution was 72 dpi (0.35 mm/px) and the image
processing tools were turned off.
Before acquisitions, the scanner was warmed up for at
least 30 min. After the warm-up, and whenever long in-
terruptions occurred, five empty scans were taken to sta-
bilize the temperature of the scanner lamp. Films were
centered on the scanner with a black opaque cardboard
frame and scanned in portrait orientation. Five consecu-
tive scans were made for each film. To avoid the warm-up
effect of the lamp due to multiple scans3,5 the first scan
was discarded and the resulting image was the average of
the remaining four.
Films were scanned before irradiation both in reflection
and in transmission mode. After irradiation, two waiting-
time windows were studied: films were first scanned after
75± 5 min in transmission mode, and again after 20± 1
h both in reflection and transmission mode.
Irradiation was delivered with a 6 MV photon beam
from a Novalis Tx accelerator (Varian, Palo Alto, CA,
USA). Three different phantoms were used: CIRS Tho-
rax Phantom (Model 002LFC, Computerized Imaging
Reference Systems Inc. Norfolk, VA, USA), CIRS Pelvic
Phantom (Model 002PRA) and IBA MatriXX Evolu-
tion MULTICube (IBA Dosimetry GmbH, Germany).
Source-axis distance (SAD) setup was used for all three
phantoms. To avoid the films lying in the beam axis
plane29, the films were placed at an offset of 1.5 cm
from the beam axis in the CIRS Thorax Phantom and
of 1.3 cm in the CIRS Pelvic Phantom. The IBA Ma-
triXX Evolution MULTICube was used jointly with the
IBA MatriXX Evolution ionization chamber array, which
measured the dose distribution delivered. The film was
situated atop the detector.
The absolute dose distributions in the plane of the film
were calculated with Eclipse v.10.0 (Varian Medical Sys-
tems, Palo Alto, CA, USA) treatment planning system
(TPS) using the anisotropic analytical algorithm (AAA).
The planned dose distributions were exported to dose
matrices with a resolution of 0.49 mm/px. The dose val-
ues were scaled to correct for the daily output of the linac.
Whenever MatriXX Evolution was used, the dose distri-
bution was simultaneously measured. The dose values
were scaled with a constant factor to correct for the dis-
tance (which was 3.5 mm) between the film and the plane
at the effective depth of measurement. The MatriXX 2D
array has a resolution of 7.62 mm/px. Planned and mea-
sured dose distributions were bicubically interpolated to
the resolution of the scan and registered with the film.
Film scans, planned dose ditributions and measured
dose distributions were uploaded and processed with
IRISEU. Alpha 1.1 (http://www.iriseu.com). IRISEU.
is a cloud computing web application for calibration and
dosimetry of radiochromic films. It is developed by one
of the authors (IM) and incorporates the methods and
models described in this study. It was employed for the
calibration, dosimetry and gamma index evaluation. Ad-
ditional statistical analysis was performed with R statis-
tical software30.
E. Calibration
To fit the calibration parameters, the plan-based
method18 was chosen. Besides being faster than the cal-
ibration method with fragments, the plan-based method
provides a more representative sample of perturbations
(since it can use every pixel of the film). This method
requires one or more 2D dose distributions as refer-
ence doses for the calibration. In order to obtain them,
films were placed in the MatriXX Evolution phantom
and irradiated with a 60◦ Enhanced Dynamic Wedge
(EDW) field of dimensions 20×20 cm2. To reduce in-
tralot variations18, three separate films from each lot
were exposed. The range of doses relevant for this study
and for posterior clinical use was estimated between 50
cGy and 400 cGy. To encompass the whole range, two
different fields were used: the wedge dose spanned from
approximately 75 cGy to approximately 400 cGy (535
MU) for two of the films from each lot and from approx-
imately 50 cGy to approximately 300 cGy (401 MU) for
the remaining one.
Following this procedure, one set with EBT2 and an-
other with EBT3 films were irradiated. Posteriorly, the
films were scanned following the three protocols previ-
ously mentioned: reflection mode with 20±1 h time win-
dow, transmission mode with 20± 1 h time window and
transmission mode with 75 ± 5 min time window. Each
set of images (six sets in total) was employed to calibrate
each of the four models of channel-independent perturba-
tions. Each of the models was calibrated against planned
dose distributions (calculated with the TPS) and against
measured dose distributions (simultaneously measured
5with MatriXX during the irradiations). Altogether, a
total of 48 calibrations were computed.
Pixel values of the films exposed were translated into
doses, for each color channel independently, fitting the
calibration parameters. A genetic algorithm was used
to fit the parameters minimizing the root-mean-square
error (RMSE) of the differences between film doses for
each channel (Dk(r)) and reference doses (D(r)).
This optimization provides the parameters used in
Eq.(3) and Eq.(4). This is enough for film dosimetry
following WM or MM models. However, to obtain d(r)
using UD or TN models σk are necessary, and also σ∆ if
using the TN model. Knowing lateral correction, sensit-
ometric curve parameters and the standard deviation of
f(∆), which depends on σ∆ and θ and will be symbolized
by σ˜∆, σk can be estimated with
σ˜2k ≃ (E[D˙k] σ˜∆)2 + σ2k (24)
where σ˜k is the RMSE of the channel and E[D˙k] is the
expected value (i.e., mean) of D˙k.
The values of σ˜∆ for UD and TN models, and of σ∆
for the TN model, were obtained optimizing the RMSE
of the differences between film doses (d(r)) and reference
doses (D(r)).
F. Verification
To evaluate the four models of channel-independent
perturbations, film dose distributions were compared
with planned and with measured dose distributions.
Global gamma analysis was conducted. The tolerances
were 4 %, 3 mm with 20% of the maximum dose as
threshold. Fourteen different cases were tested (Table II).
The cases were chosen with the intention of compiling a
representative sample of dose distributions: several sim-
ple geometries, tissue heterogeneities, three-dimensional
conformal radiotherapy (3D-CRT) plans and intensity
modulated radiation therapy (IMRT) plans, including
volumetric modulated arc therapy (VMAT) plans, were
selected. EBT3 films were irradiated with all the cases
but only a subset (considered representative) of them was
used with EBT2 films, as shown in Table II. Appropriate
phantoms were employed dependent on the test case.
At the same time, several elements of the dosimetry
process were compared: film type EBT2 versus EBT3,
different waiting-time windows (i.e., 75 ± 5 min versus
20 ± 1 h), reflection versus transmission mode scanning
and planned versus measured reference dose distribution
for film calibration and for gamma index analysis.
As a result, seven EBT2 and fourteen EBT3 films
were irradiated with the cases shown in Table II. They
were scanned following the three scanning protocols un-
der study. Each image was translated into a dose dis-
tribution following each of the four models of channel-
independent perturbations. The film dose distributions
were compared with the planned dose distributions in
the plane of the film. Whenever the test was irradi-
ated in the MatriXX phantom, the film dose distributions
were also compared with the measured dose distribu-
tions. When film dose distributions were compared with
planned ones, the calibration parameters of the model
had been fitted using planned reference dose distribu-
tions, and analogously with measured dose distributions.
If both planned and measured reference dose distribu-
tions are accurate, they should provide similar sets of
calibration parameters. Following this, and for the TN
model only, film distributions obtained with calibration
parameters fitted using measured reference dose distribu-
tion were also compared with planned dose distributions,
and vice versa (i.e., film distributions obtained with cal-
ibration parameters fitted using planned reference dose
distribution were compared with dose distributions mea-
sured with MatriXX).
III. RESULTS AND DISCUSSION
Twenty-four different dosimetry protocols were ana-
lyzed in this study. To represent each protocol in a clear
and concise way, they will be named using four charac-
ters (Table III). The characters stand for: gamma anal-
ysis with either planned (P) or measured (M) evaluation
dose distributions, scanning in reflection mode with 20±1
h time window (R), in transmission mode with 20± 1 h
time window (T) or in transmission mode with 75±5 min
time window (t), film type either EBT2 (2) or EBT3 (3)
and calibration with either planned (p) or measured (m)
reference dose distributions.
A. Selection of model of channel-independent
perturbations
Table IV compares film doses (d(r)) with planned or
measured doses (D(r)), data are aggregated by model of
channel-independent perturbations and dosimetry proto-
col. It contains RMSEs from the calibrations as well as
gamma mean (γ) and percentage of points with γ<1 from
the verification gamma analysis.
Considering the size of the sample and calculating like-
lihood from RMSE, Akaike Information Criterion (AIC)
values are equivalent to calibration RMSEs. Since the
TN model provided as good or better calibration RMSEs
than the other models in all protocols, according to the
AIC the TN model should be selected for multichannel
dosimetry.
If the calibration data is well-suited to the problem of
model selection, lower calibration RMSEs result in better
agreement between film doses and planned or measured
doses and, consequently, lower values of γ and higher γ<1
in gamma analysis. In Fig. 1 it is shown that calibration
RMSEs and γ or γ<1 from Table IV are significantly cor-
related. A consequence of this is shown in Table V. It
6TABLE II: Description of the test cases, including film type and phantom used in the measurements.
Test Description Film type Phantom
A Square 15×15 cm2 EBT2,EBT3 MatriXX
B Chair test31 EBT2,EBT3 MatriXX
C Pyramid shaped in both axis32 EBT2,EBT3 MatriXX
D EDW 30◦ field EBT3 MatriXX
E EDW 45◦ collimator 90 field EBT3 MatriXX
F Y-shaped 3D CRT field EBT2,EBT3 MatriXX
G Predominantly convex shaped 3D CRT field EBT3 MatriXX
H RapidArc prostate 1 EBT3 CIRS Pelvic
I RapidArc prostate 2 EBT3 CIRS Pelvic
J RapidArc prostate 3 EBT2,EBT3 CIRS Pelvic
K Square 10×10 cm2, lung inhomogeneity EBT3 CIRS Thorax
L Lateral incidence, lung inhomogeneity EBT2,EBT3 CIRS Thorax
M Four field box, lung inhomogeneity EBT3 CIRS Thorax
N EDW and asymmetric fields, lung inhomogeneity EBT2,EBT3 CIRS Thorax
TABLE III: Elements of the dosimetry protocol under comparison.
Element of the protocol Alternative Abbreviation
Evaluation dose distribution for the gamma analysis Planned P
Measured M
Scanning mode and time window Reflection, 20± 1 h R
Transmission, 20± 1 h T
Transmission, 75± 5 min t
Film type EBT2 2
EBT3 3
Reference dose distribution for the calibration Planned p
Measured m
compares the models of channel-independent perturba-
tions employing paired difference test. Models are paired
for each dosimetry protocol. Differences are in γ val-
ues from Table IV. Mean differences between models are
shown with dosimetry protocols grouped into protocols
R and T. Protocols t were not used in this analysis in or-
der to have both transmission mode and reflection mode
scanning protocols equally weighted. The TN model pro-
vided significantly (p < 0.05) better results than the rest
of models bringing together protocols R and T. Observ-
ing R protocols alone, the MM model was found signif-
icantly worse than WM and TN. Observing T protocols
alone, the WM model was found significantly worse than
the rest of models. Including in the analysis the rest of
results, the TN model provided the best results both for
R and T protocols, the UD model provided better results
than the MM model, for R protocols the WM model pro-
vided better results than MM and UD models, however,
for T protocols the WMmodel provided the worst results.
The WM model neglects correlations between chan-
nels. Poor performance of the WM model with T pro-
tocols can signify that these correlations (e.g., due to
variations in the thickness of the active layer) are im-
portant and can not be neglected. Still, this outcome
does not mean that MM or UD models are preferable to
WM in transmission mode scanning, it depends on the
uncertainty σD (Eq.(17)), i.e., on the properties of the
dosimetry system under study. In fact, after analysing a
sample of points from different test cases, σD was found
to be the reason why MM and UD models provided worse
results than the WM model with R protocols. To il-
lustrate the importance of σD, the protocol PR2p was
calibrated with MM using only red and green color chan-
nels. In our dosimetry system the sensitometric curves
of both channels were very similar and this caused the
RMSE of the calibration to be 3300 cGy. From Eq.(23),
it follows that the accuracy of the MM model depends
on the properties of the sensitometric curves, and can re-
sult in unacceptable uncertainties. Another flaw of the
MM model is that all σk are considered equal. This hy-
pothesis is usually false. As an example, it was found
for protocol PR3p: σR = 3.5 cGy, σG = 2.8 cGy and
σB = 6.8 cGy. The UD model corrects this deficiency,
which could explain why it provided better results than
7TABLE IV: Comparison of film doses (d(r)) with planned or measured doses (D(r)). Data are aggregated by model
of channel-independent perturbations and dosimetry protocol. It contains RMSEs from the calibrations as well as
gamma mean (γ) and percentage of points with γ<1 from the verification gamma analysis. The models of
channel-independent perturbations include: weighted mean (WM), Micke-Mayer (MM) method, uniform
distribution (UD) and truncated normal distribution (TN).
WM MM UD TN
RMSE γ γ<1 RMSE γ γ<1 RMSE γ γ<1 RMSE γ γ<1
Protocol (cGy) (%) (cGy) (%) (cGy) (%) (cGy) (%)
PR2p 3.5 0.18 98.4 5.4 0.28 93.9 5.2 0.27 93.6 2.8 0.19 98.0
Pt2p 3.8 0.23 96.9 3.3 0.22 96.9 3.2 0.22 97.2 2.8 0.19 98.0
PT2p 5.1 0.32 93.2 3.7 0.22 98.1 3.5 0.22 97.5 3.1 0.21 97.1
PR3p 2.9 0.18 98.1 4.9 0.26 95.1 4.8 0.25 95.6 2.7 0.15 98.7
Pt3p 6.2 0.24 96.3 4.1 0.19 98.6 4.1 0.19 98.6 4.1 0.17 99.4
PT3p 3.3 0.21 97.1 3.6 0.17 99.1 3.3 0.14 99.2 2.6 0.14 99.4
MR2m 3.6 0.31 98.1 5.1 0.39 93.1 4.9 0.39 92.6 2.9 0.31 97.3
Mt2m 4.4 0.35 94.6 3.2 0.34 95.3 3.1 0.33 96.1 2.9 0.32 96.7
MT2m 5.4 0.36 91.5 3.5 0.31 97.3 3.2 0.35 96.8 3.2 0.33 97.5
MR3m 3.1 0.28 97.7 5.0 0.44 88.0 4.8 0.29 98.1 2.9 0.29 98.1
Mt3m 6.2 0.34 94.2 4.2 0.30 96.9 4.2 0.28 97.8 4.2 0.28 97.8
MT3m 4.1 0.38 92.1 5.1 0.28 97.1 4.8 0.28 97.2 3.8 0.32 95.8
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FIG. 1: Correlation between calibration RMSEs and (a) γ or (b) γ<1, from Table IV. White dots correspond to
planned dose distributions and black dots to measured dose distributions. Spearman’s rank correlation coefficients
and p-values of the correlations are shown.
the MM model. However, the accuracy of the UD model
still depends on the properties of the sensitometric curves
and of σk. With respect to the TN model, even though
it is also submitted to Eq.(17), it can be considered as a
metamodel that minimizes σD and can derive (as a limit)
into the WM model, or into an intermediate case be-
tween models WM and UD. As a conclusion, we believe
the superior performance of the TN model of channel-
independent perturbations makes it the best choice for
multichannel dosimetry.
Once the TN model was selected, gamma analysis was
conducted for Pm and Mp protocols. Values of γ and γ<1
8TABLE V: Comparison of models employing paired difference tests. Models are paired for each dosimetry protocol.
Differences are in γ values from Table IV. Mean differences between models are shown. Negative values indicate that
the first model obtained better results than the second one, and the opposite for positive values. Between
parentheses, p-values of the t-tests are shown. The null hypothesis is that the mean difference between paired
observations is zero. Protocols are grouped into protocols R and T.
Protocol group WM - MM WM - UD WM - TN MM - UD MM - TN UD - TN
R + T -0.03 (0.40) 0.01 (0.61) 0.03 (<0.05) 0.02 (0.26) 0.06 (<0.05) 0.04 (<0.05)
R -0.11 (<0.05) -0.03 (0.51) 0.00 (0.81) 0.04 (0.32) 0.11 (<0.05) 0.07 (0.06)
T 0.05 (<0.05) 0.06 (<0.05) 0.05 (<0.05) 0.00 (0.73) 0.01 (0.32) 0.01 (0.43)
for this protocols are shown in Table VI. RMSEs from
the calibrations are not included since they are already
present in Table IV (i.e., the RMSE from the calibration
is independent of the evaluation dose distribution used
for gamma analysis).
B. Selection of dosimetry protocol
Comparisons of elements of the dosimetry process were
made employing paired difference tests for the TN model.
For each point of each test case the difference in γ val-
ues between two protocols was calculated. Between both
protocols, only one element of the dosimetry process was
modified. Since some test cases were not present in some
protocols (e.g., Test H in protocols M), the numbers of
test cases differ between the comparisons. Results of the
comparisons are shown in Table VII.
Table VIIa and Table VIIb compare transmission mode
scanning with 75± 5 min time window (t) versus trans-
mission mode scanning with 20 ± 1 h time window (T),
and reflection mode scanning with 20 ± 1 h time win-
dow (R) versus transmission mode scanning with 20± 1
h time window, respectively. Protocols t provided bet-
ter results than T, and T better than R. However, the
differences are not significant. In Table VIIc, there is
almost no difference between employing film type EBT2
(2) or EBT3 (3). Table VIId shows significant (p < 0.05)
differences between calibration with planned (p) or mea-
sured (m) reference dose distributions. This result could
be explained assuming that, for the EDW plan used in
the calibration, the dose distribution measured with Ma-
triXX has less uncertainty than the dose planned with
Eclipse 10. Table VIIe shows significantly (p < 0.05) bet-
ter results for the gamma analysis with planned (P) than
with measured (M) dose distributions. This is a conse-
quence of the resolution of the evaluation dose distribu-
tion which is much worse for MatriXX. The resolution of
the array affects negatively the value of the γ-index in
spite of using bicubic interpolation. Swapping reference
and evaluation dose distributions was discarded since it
would induce noise artifacts33.
Taking into account these comparisons, we selected the
following dosimetry protocol: calibration with measured
reference dose distributions, using film type EBT3, scan-
ning in transmission mode with 75 ± 5 min time win-
dow and comparing the results with gamma analysis us-
ing planned evaluation dose distributions (i.e., protocol
Pt3m). Following this protocol allowed us to improve our
previous γ-index tolerances from 4 % 3 mm to 3 % 3 mm
or even 2.5 % 2.5 mm, results are presented in Table VIII.
C. Summary and recommendations
With respect to the model of channel-independent per-
turbations:
1. We recommend using the truncated normal dis-
tribution model because it can be considered as
a metamodel which minimizes the uncertainty
in the dose inherent in the method of channel-
independent perturbations. The weighted mean
model neglects correlations between the channels,
which can be important, and the accuracy of the
Micke-Mayer model depends on the properties of
the sensitometric curves, which can result in un-
acceptable uncertainties for particular dosimetry
systems. Since the other models are either limit
cases or particular cases of the TN model, the lat-
ter should provide at least as good results as them.
2. For film calibration using the TN model, it is rec-
ommended to calibrate each color channel first. Af-
ter that, two parameters: σ˜∆ and of σ∆, are ob-
tained optimizing the RMSE of the differences be-
tween film doses (d(r)) and reference doses (D(r)),
according to Eq.(16) and Eq.(24).
3. Film doses can be calculated following a closed-
form formula (Eq.(16)). In addition, the type B
uncertainty in the dose implicit in the method can
be calculated (Eq.(17)).
With respect to the dosimetry protocol, and excluding
the comparisons between the particular TPS and array
dosimeter used in this study:
1. No significant differences were found between trans-
mission and reflection mode scanning.
9TABLE VI: Comparison of film doses (d(r)) with planned or measured doses (D(r)). Data are aggregated by model
of channel-independent perturbations and dosimetry protocol. It completes Table IV for the truncated normal
distribution (TN) model.
TN
γ γ<1
PR2m 0.15 99.4
Pt2m 0.17 99.2
PT2m 0.20 98.5
PR3m 0.15 98.8
Pt3m 0.19 98.3
PT3m 0.18 98.4
MR2p 0.47 88.6
Mt2p 0.35 95.5
MT2p 0.43 91.2
MR3p 0.41 89.6
Mt3p 0.39 91.1
MT3p 0.33 95.2
TABLE VII: Comparing dosimetry protocols. When protocols with trasmission-mode scanning were grouped
together they are symbolized with: (t+T). Differences are in γ values. Mean differences between protocols as well as
the mean of the means and its standard deviation are shown. Negative values indicate that the first model obtained
better results than the second one, and the opposite for positive values. Between parentheses, the p-value of the
t-test is included. The null hypothesis is that the mean difference between paired observations is zero.
(a) Protocols t versus T.
P2p P3p M2m M3m P2m P3m M2p M3p Mean (p-value)
-0.034 0.013 -0.002 -0.046 0.032 -0.007 -0.132 0.023 -0.02 ± 0.06 (p = 0.33)
(b) Protocols R versus T.
P2p P3p M2m M3m P2m P3m M2p M3p Mean (p-value)
0.005 0.046 0.020 0.021 -0.003 -0.019 0.071 0.168 0.04 ± 0.06 (p = 0.11)
(c) Protocols 2 versus 3.
PRp P(t+T)p MRm M(t+T)m PRm P(t+T)m MRp M(t+T)p Mean (p-value)
0.038 0.061 -0.066 -0.003 0.008 0.024 -0.064 -0.001 -0.001 ± 0.050 (p = 0.97)
(d) Protocols p versus m.
PR2 P(t+T)2 PR3 P(t+T)3 MR2 M(t+T)2 MR3 M(t+T)3 Mean (p-value)
0.084 0.027 0.049 0.002 0.232 0.102 0.179 0.085 0.10 ± 0.08 (p < 0.05)
(e) Protocols P versus M.
R2p (t+T)2p R3p (t+T)3p R2m (t+T)2m R3m (t+T)3m Mean (p-value)
-0.370 -0.251 -0.370 -0.239 -0.193 -0.149 -0.226 -0.151 -0.24 ± 0.09 (p < 0.05)
2. Short waiting-time windows can be employed with-
out losing accuracy, as pointed out by Lewis et al34.
3. No significant differences were found between using
EBT2 or EBT3 films.
IV. CONCLUSIONS
Four models of channel-independent perturbations for
multichannel film dosimetry were examined. Two of
10
TABLE VIII: Gamma analisys of the test cases with dosimetry model TN, protocol Pt3m and different tolerances:
4 % 3 mm (with 20% of the dose maximum (Dmax) as threshold), 3 % 3 mm (threshold 10% of Dmax) and 2.5 % 2.5
mm (threshold 10% of Dmax).
γ (4 %, 3 mm) γ (3 %, 3 mm) γ (2.5 %, 2.5 mm)
Test γ γ<1 (%) γ γ<1 (%) γ γ<1 (%)
A 0.15 99.6 0.17 99.5 0.22 97.9
B 0.23 97.7 0.26 96.0 0.34 93.6
C 0.13 100 0.22 99.4 0.30 97.1
D 0.19 96.7 0.13 99.9 0.18 99.3
E 0.15 97.7 0.22 96.8 0.31 95.8
F 0.14 100 0.14 99.8 0.18 99.3
G 0.14 99.9 0.18 99.2 0.23 97.9
H 0.18 98.6 0.22 97.7 0.31 94.8
I 0.10 99.8 0.17 98.8 0.23 97.0
J 0.15 99.5 0.20 98.3 0.27 96.1
K 0.15 99.7 0.24 98.4 0.30 95.9
L 0.17 99.7 0.24 98.0 0.33 93.5
M 0.21 98.4 0.32 94.0 0.42 88.6
N 0.39 93.5 0.52 83.5 0.66 71.9
them based on the literature: a model which employs
channel-independent perturbations as proposed by Micke
et al15 and further developed by Mayer et al17, and an-
other one which uses the weighted mean of all three chan-
nels to obtain the dose18. In addition to these, two novel
models were proposed, a more realistic extension to the
Micke-Mayer model which uses uniform distributed per-
turbations but allows the error terms to differ from one
channel to another, and a truncated normal distribution,
which comprises the other models as particular or limit
cases.
A closed-form formula for dose calculation was derived
for all four models, and it coincides with the published
one17 in the case of the Micke-Mayer model. In addition,
Type B uncertainties in film dose due to the channel-
independent perturbations method were obtained.
In order to assess the performance of the models, a
set of tests was devised in which the dose distributions
obtained from films were compared to either planned,
or measured dose distributions. In these tests, the trun-
cated normal distribution model provided the best agree-
ment between film and reference doses, both for calibra-
tion and γ-index verification, and proved itself superior
to both the weighted mean model, which neglects corre-
lations between the channels, and the Micke-Mayer and
the uniform distribution models, whose accuracy depends
on the properties of the sensitometric curves. As a con-
clusion, we feel confident to recommend the truncated
normal distribution model of channel-independent per-
turbations for multichannel dosimetry.
Along with the models, other factors which could in-
fluence the dosimetry process were also evaluated. No
significant differences were found between transmission
mode scanning and reflection mode scanning, between
75±5 min versus 20±1 h waiting-time window or between
employing EBT2 or EBT3 films. However, significantly
better results were obtained when a measured dose dis-
tribution was used instead of a planned one as reference
for the calibration, and when a planned dose distribution
was used instead of a measured one as evaluation for the
γ-analysis.
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