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Abstract 
In  this  work  we  study  and  analyze  the  be-
havior  of  different  representational  spaces  
for  molecular activity prediction. Representa-
tional spaces based on fingerprint similarity, 
structural similarity using maximum common  
subgraphs  (MCS)  and  all  maximum  common 
subgraphs  (AMCS)  approaches  are  compared  
against representational spaces based on struc-
tural fragments and non-isomorphic fragments 
(NIF), built using different molecular descrip-
tors. Support vector machine is used to study 
the influence of molecular representation in the 
dataset classification and PLS regression is pro-
posed to construct a QSAR model for the mole-
cular activity prediction. 
Keywords: Molecular activity prediction, 
QSAR models, SVM, PLS regression. 
1 INTRODUCCTION 
In the pharmaceutical industry one of the most important 
steps for the molecular activity prediction, and in the 
construction of quantitative structure-property relation-
ships (QSPR) and quantitative structure-activity relation-
ship (QSAR) models is the data set representation. An 
adequate modeling of the structural and physicochemical 
features of chemical compounds is crucial for the predic-
tion of biological molecular activity and to understand the 
molecular mechanism of a particular biological activity 
from the derived statistical models [1]. Different spaces 
have been used to represent the molecule data set, based 
on molecular descriptors [2] or considering structural 
information of the molecules, such as methods based on 
structural and fingerprint similarity [3], as well as struc-
tural fragments [4] extracted during the fragmentation 
process of the entire data set. 
In  the  last  decade,  several  graph  representations  have 
been  introduced  to  depict  theoretical  biological  data.  
Thus, complex networks based on graph theory are used 
to represent  the  structure  and  dynamics  of  different  
large biological  systems  such  as  protein--protein  inte-
raction networks.  Complex  networks  are  made  up  of  
nodes  and edges  usually  representing  the  similarity  
and  dissimilarity relationships between the nodes and 
placed in the space with or  without  geometrical  con-
straints.  For  instance,  in  these networks, aminoacids 
could play the role of nodes and edges express  spatial  
contact  between  two  aminoacids  or nucleotides  could  
play  the  role  of  nodes  and  the  edges  are sequence  
neighbors  or  represent  hydrogen  bond  thus denoting  
the  secondary  structure  of  RNAs.  Such  complex net-
works are used to compute various descriptors to describe 
the structure of drugs, proteins, or large bio-systems [5]. 
Other approaches are based on the similarity between the 
molecule dataset.  Similarity  measurements  [6]  are also  
obtained  from  graph  representation  of  the  molecules 
through an algorithm to calculate the “resemblance” be-
tween two given molecular graphs. These algorithms, 
named matching or isomorphism algorithms, extract the 
commonality between the molecular graphs representing 
the molecules. Subsequently, counts of these commonali-
ties are used for the calculation of various similarity 
measures. 
The  calculation  of  the  common  subgraphs between  
two given molecular graphs  has  a  high  computational 
cost, and different  solutions  have  been  proposed  to  
extract  different measures  of  subgraph  isomorphism,  
and  the  maximum common  subgraph  (MCS)  is  the  
most  used.  The  MCS between  two  given  molecular  
graphs  is  the  maximum (largest  number  of  nodes  and  
edges)  connected  subgraph common to the two matched 
graphs. Another usual measure of  isomorphism  is  the  
maximum  common  edges  subgraph (MCES)  or  the  
maximum  overlapping  set  (MOS)  which  is the  maxi-
mum  (not  necessarily  connected) subgraphs or cliques 
(more than one) common to the two matched graphs [7]. 
The array representations of molecule structure are named 
fingerprints [8] and they have a more efficient algorithm 
behavior [9]. Fingerprints are binary arrays that are gen-
erally built from the information stored in the molecular 
graph. Different fingerprint models have been proposed 
based on the extraction of structural elements of the mo-
lecular graphs and the application of different hashing 
algorithms to determine the bits set to 1 in the fingerprint. 
Although in the process of the building of the fingerprint 
the entire information stored in the molecular graph can-
not be translated, fingerprint representations have shown 
huge efficiency in diverse fields of computational chemi-
stry. 
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In this work we have used a SVM algorithm with feature 
selection method (RFE) [10] for the analysis of the beha-
vior of the different representational spaces in the predic-
tion of molecular biologic activity. Feature selection me-
thods have been introduced for improving the classifica-
tion performance of statistical learning methods and for 
selecting meaningful features when discriminating two 
data sets. The theory and applications of support vector 
machine in chemistry have been extensively reviewed 
[11].  SVM is used as the statistical learning method to 
study the influence of molecular representations in the 
activity classification, and PLS regression is used to con-
struct a QSAR model for the molecular activity predic-
tion. 
The paper is organized as follows: in section 2, we de-
scribe the theoretical basis of the isomorphism algorithms, 
and similarity concepts, we present the techniques used 
for the generation of the different representational spaces 
based on structural information of the molecule dataset. In 
section 3 we analyze the experimental results and the 
behavior of different representational spaces in molecular 
classification and to construct an activity prediction mod-
el using PLS regression. Finally, the main conclusions are 
summarized. 
2 THEORETICAL FOUNDATIONS 
2.1. DESCRIPTOR-BASE REPRESENTATION 
Molecule data sets can be represented as an array of vari-
ables or descriptors [2] representing some structural prop-
erty of the chemical compound in order to extract a struc-
tural similarity measurement. Thousand of molecular 
descriptors have been proposed in the literature, most of 
them related to some structural or topological property 
corresponding to the molecular graph representing the 
molecule. For the calculation of descriptor-based similar-
ity, molecules are represented as equation (1) and the two 
arrays are compared using mathematical or statistical 
procedures. However different hints are necessary to be 
considered: 
( )AnAAAA ddddM ,,,, 321 L=  
(1) ( )BnBBBB ddddM ,,,, 321 L=  
The number and order of the descriptors has to be the 
same in the arrays MA and MB. The magnitude of the de-
scriptors has to be normalized. 
It is mandatory to eliminate the relationships between 
descriptors in order to diminish the number of variables, 
being necessary to perform a previous statistical analysis. 
2.2. FINGERPRINT REPRESENTATION 
In this case the compounds are represented as vectors of 0 
and 1, indicating the presence or absence in the molecule 
of a particular substructure (see Figure 1).  
 
Figure 1. Molecular Fingerprint extraction 
In fingerprint generation process the following parameters 
have been adjusted [12]: 
 Fingerprint length, establishing the length of the 
binary array representing the fingerprint. This 
parameter takes values between 64 and 1024 
bits, a value of 512 being the lowest value rec-
ommended for a better characterization of the 
molecular structure. 
 Bits to be set for patterns, after detecting a pat-
tern, some bits of the bit string are set to 1. The 
number of bits used to code patterns is constant. 
 Path length, determining the high value of the 
size of molecular fragments extracted from the 
molecules in the generation process of the fin-
gerprint. 
By increasing the Fingerprint Length, the capacity for 
storing information about the molecules is greater. In 
addition, it decreases fingerprint darkness (a dark finger-
print has a high number of 1), and therefore also the prob-
ability of bit collisions also, which is beneficial. An ex-
cessive increase in Fingerprint Length may raise the ne-
cessary disk space, the size of the structure cache and the 
processing time.  
By increasing the number of bits to be set for patterns, the 
coded information derived from a pattern increases. The 
fingerprint darkness rises, and as long as the bit collision 
number is not too high, the stored information increases, 
which is beneficial for the efficiency of the screening. 
2.3. MOLECULAR FRAGMENTATION  
This approach  have  been proposed in order to  consider  
the  fragments  information of the  molecules'  dataset  in  
the  construction  of  prediction models. In this process, 
fragments made of different paths of molecule structures 
are extracted by applying different heuristics (e.g.  mini-
mum  and  maximum  path  size, considering  hybridiza-
tion  or  not,  maintaining  the  cycle structure  or  not,  
etc.).  In  this  way,  the  dataset  can  be represented again 
by a Z=M x F matrix, with M the dataset cardinality,  and  
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F  the  number  of  the  different  generated fragments.  
Now, again using any molecular descriptor we can fill this 
matrix, storing in each matrix element (i, j) the descriptor 
value of the fragment j, for the molecule i.  
2.4. MOLECULAR GRAPH ISOMORPHISM 
Graph isomorphism has been widely used in computa-
tional chemistry.  These models consider that structurally 
similar molecules should show similar properties and 
biological activities.  
Thus, the molecular structure is represented through a 
graph called molecular graph.  A molecular graph G is a 
connected and non-directed graph, where the nodes 
represent the atoms and the edges represent the bonds in 
the molecule. Determining whether two graphs GA   and 
GB   are the same (graph isomorphism) is a difficult com-
putational task. Also difficult is the subgraph isomor-
phism problem, in which one determines which subgraph 
of GA is a subgraph of GB or vice versa.  
  The detection of  subgraph  isomorphism,  and  especial-
ly the detection of the maximum common substructure 
(MCS), has  been  applied  to  a  great  variety  of  fields,  
such  as similarity-based problems, design and synthesis 
of products, clustering, QSPR/QSAR, etc. 
A  graph  G  is  called  a  maximum  common  subgraph 
(MCS) of two graphs GA  and GB , if there is no other 
common subgraph  of  GA   and  GB   that  has  more  
nodes  than  G  (node induced subgraph). According to 
this definition, MCS is not necessarily  unique  for  two  
given  graphs  and  it  is  always  a connected graph 
representing the maximum clique between GA  and  GB .  
Another  definition  of  subgraph  isomorphism considers 
maximum  overlapping  set,  MOS)  which  contains  the 
maximum  number  of  common  edges  between  two  
given molecular graphs GA  and GB. 
For the last years, several algorithms have been proposed 
for the calculation of the MCS trying to reduce its compu-
tational cost.  However, while all approaches calculate the 
MCS and MCES, our proposal allows to  calculate the 
AMCS (All Maximum Common Subgraph) [7] .  Because 
of MCS can be not unique  for  two  given graphs, this 
algorithm has several steps: obtaining the MCS from  the  
higher  to  the  lower  size,  generating  a  set  of con-
nected  MCS  subgraphs  related  each  order  in  a iso-
morphic AMCS and a non-connected common subgraph. 
Thus,  the  AMCS  is  a  set  of  maximum  and  common 
subgraphs  to  GA   and  GB   where:  a)  all  the  graphs of  
the AMCS  set  are  connected  graphs,  b)  the  elements  
of  the AMCS set are MCSk subset that maximize the next 
MCSk+1, more details about AMCS can be found in [7]. 
2.5. CHEMICAL SIMILARITY 
Similarity is a fuzzy concept that attempts to measure the 
“resemblance” between two real or abstract objects. For 
more than fifty years researchers have applied this con-
cept to different problems in chemistry.  Database cluster-
ing and screening and the development of predictive 
models of physicochemical properties and biological 
activities of substances are clear examples of the applica-
tion of similarity measures. 
The  different  approaches  to  define  chemistry  similari-
ty are  based  on:  a)  the  review  of  structural  commo-
nalities  or differences  directly  from  the  structural in-
formation  of  the chemical  compounds,  usually  based 
on  the  topological representation of the structure, and b) 
the parameterization of the chemical structure by means 
of several specific property values and with the assistance 
of some mathematical analysis (statistical,  geometrical, 
etc.)  or  artificial  intelligence methods  (pattern recogn-
tion,  neural  network, etc.) in order to  establish  a  nu-
merical  model.  For  the  former,  molecules are  
represented  by  molecular  graphs  that  define  the iso-
morphism  relationships;  then,  a  similarity  is  calcu-
lated based  on  the  number  of  common  nodes  and 
edges  of  the common subgraph (MCS, MOS) regarding 
the total number of these elements in the matched graphs. 
Several similarity indices have been proposed in the che-
mistry literature, such as  the Tanimoto, Ochiai,  Soren-
en,  and Kulczynski indices [6].  For  the  second, mole-
cules  are  represented  by  an array of properties or va-
riables, called “descriptors”, so that a molecule  can  be  
considered  a  point  in  a  multidimensional “descriptor 
space”, then two molecules, represented by their corres-
ponding  descriptors  arrays  are  compared  through  a 
distance measure (e.g. Euclidean, Mahalanobis) between 
both  descriptors  spaces.  Variables or descriptors can be 
extracted from the whole molecule or frequently using the 
fingerprint representation of the molecules. 
2.6. HIERARCHICAL  REPRESENTATION 
This representation was based on the MCS  calculation  of  
all  the  pair  wise  molecules  of  the dataset in  order  to  
generate  a  hierarchical representation and to classify the 
dataset according with the different kernel substructures. 
The MCS built, shown in Figure 2,  has  the  following  
characteristics:  a)  the  root  node contains  the  MCS 
common  to  all  the  dataset, b) each  node also  contains  
a  MCS  substructure  common  to  all  the  child nodes, 
and c) finally, the leave nodes contain the molecules of 
the dataset.   
The information contained in the nodes and edges of the 
MCST  is  used  for  building  a  weighted  maximum 
common subgraph  tree  (WMCST),  based  on  molecular 
descriptors [13]. The calculation of the molecular descrip-
tor of nodes and edges allows the building of a weighted 
representation of the MCST.  As the edges of the MCST 
store the NIF fragment from the parent and child nodes, 
the descriptor value of the NIF fragments can be used as a 
distance measure, that is, the cost of getting to the child 
node from the parent node. Thus, the WMCST can be 
represented by a Y=N x I matrix, being N  the  number  of  
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WMCST  nodes  and  I  the  number  of different  NIF  
substructures.   
 
Figure2. Hierarchical representation. 
The  diagonal  elements  of  this matrix  store  the  weight  
of  the  nodes,  and  the  rest  of  the elements store the 
weight of NIF fragment for each edge of the tree. Note 
that, while in the Z matrix all i elements for a same j ele-
ment store the same value, in the Y matrix, the descriptor 
value for a  NIF(j)  can  be  different  for  two  different  
WMCST  nodes (i). 
3 RESULTS AND DISCUSSION 
In  this  work  we  have  selected  a  dataset corresponding  
with  1,4-benzoquinone derivatives [14]. This family of 
substances has been studied due to its antifungal activity 
in humans.  In recent  years,  the  study  of  antifungal  
agents  has  attracted considerable interest due to an in-
crease of mycotic infections and  frequent  accounts  of  
tolerance  to  the  known  treatment. Recent studies have 
found that the presence of 1,4-benzoquinone derivatives 
in the structure of antifungal agent UHDBT 1 (5-n-
undecyl-6-hydroxy-4,7-dioxobenzothiazole), one of the 
most effective antifungal agents known, improves consi-
derably  its  activity. The experimental results for the 
representations, only based on the calculation of descrip-
tors were not good, therefore have not been included in 
the tables of this section. 
3.1. CLASSIFICATION USING SUPPORT 
VECTOR MACHINE ALGORITHM 
In this process two SVM kernels have been tested: linear 
and Gaussian. Because SVM is very sensitive to the learn-
ing parameters; we have performed a 10-fold cross-
validation for obtaining their values.  Each  time  an  
SVM was applied, we tried a linear kernel with C in {0.1, 
1, 10}, and a Gaussian kernel with C in {0.1, 1, 10} and 
gamma in {0.0001, 0.001, 0.01,  0.1,  1,  10},  testing  all  
the  21  possible  combinations. The best set of parameters 
obtained by the cross-validation process was then applied 
to learn the classifier. 
In the study of the classification of the dataset using the 
different representational spaces, we have considered the 
following statistics for the analysis of the results:  
Accuracy (A) = a + c / N      (2)   
Sensitivity (S) = a / (a + d)     (3)  
Specificity (s) = a / (c + b)      (4)   
APV=a / (a + b)       (5) 
IPV = c / (c + d)       (6)  
where: N is the number of samples, a: is the number of 
active samples  classified  correctly,  b  is  the  number  of  
active samples  classified  incorrectly,  c is  the  number  
of  inactive samples  classified  correctly,  d  is  the  num-
ber  of  inactive samples  classified  incorrectly,  APV  is  
the  predictive  value for  active  samples,  IPV  is  the 
predictive  value  for  inactive samples. 
As observed in Table 1 the best results for the tested me-
thods based on the use of classical similarity matrixes are 
obtained when the AMCS-based similarity is used. Tani-
moto similarity index has been used for all the methods 
tested. Fingerprint-based similarity shows the worst re-
sults, although better than that from the literature [14]. In 
this case, compound 33 is classified as false inactive and 
four compounds (57, 65, 67, 71) as false active. 
Compound 33 has the fluorine substituent in the para- 
position in the R2 (aniline) substituent. However, similar 
compounds like 32 or 34 are inactive compounds, the 
algorithm has a fault in the prediction. Regarding the 
errors in the classification on inactive compounds, we 
have noticed that compound 71 is the only compound that 
includes a double naphthalene substituent. 
Compounds 65 and 67 are similar to compound 66, how-
ever they belong to a different class because of, again, the 
position of the fluorine substituent. The error in classify-
ing the compound 57 maybe due to the low value of the 
pMIC 50 because it has not any substituent at the benzyl 
ring. 
When  MCS-based  similarity  matrix  is  used,  com-
pound 33  is  again  classified  as  false  inactive,  but  in 
this  case  the compounds  28  and  61  are  classified  as  
false  active.  
 
Table 1. Results of SVM classification for different representation spaces (Not external-Validation Used) 
Model 
Active (54) Inactive (20) 
A S s APV IPV 
C I C I 
Fingerprint 53 (33) 16 (57,65,67,71) 0.93 0.93 0.94 0.98 0.80 
MCS 53 (33) 18 (28,61) 0.96 0.96 0.95 0.98 0.90 
AMCS 54 None 20 None 1.00 1.0 1.0 1.00 1.00 
Fragment (Z matrix) 54 None 20 None 1.00 1.0 1.0 1.00 1.00 
NIF (Y matrix) 54 None 20 None 1.00 1.0 1.0 1.00 1.00 
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Compound 28 presents a low activty regarding with other 
similar compounds as 27, generating an erroneous classi-
fication. Regarding compound 61, a similar behavior to 
the aformentioned for the fingerprint matrix occurs. The 
ortho- position of the chlorine substituent provides a low 
activity, however, if the position is para- or meta- as in 
compound 62 the compounds are active. 
Thus, we have observed that when fingerprint or MCS-
based matrixes are used, some classification errors are 
found due to the existence of quite similar compounds 
that present a high difference of the experimental proper-
ty. However, as it is observed in Table 1, when the 
AMCS-based similarity matrix is used, the algorithm is 
able to classify properly the entire dataset.  The AMCS 
method provides more information than the MCS, gene-
rating finer similarity measures. 
When  fragments-based  method  is  used,  a  complete  
classification  of  the  dataset  is  obtained  (see  Table  2). 
The results are independent of the molecular descriptor 
used for building  the  Z  matrix,  because  the  presence  
or  absence  of specific  fragments  determines  the  class  
in  which  the molecule would be classified. 
3.2. ACTIVITY VALUE PREDICTION USING 
PARTIAL LEAST-SQUARE REGRESSION. 
Partial least-square  regression  (PLSR) [15] is one of the 
traditional statistical  methods  used for the development 
of QSAR models, so PLSR can be used with representa-
tional spaces (such as similarity matrices) in which the 
number of objects  (molecules)  and  variables  is  the  
same.  Moreover PLSR  analysis  reduces  the  data  re-
presentational  space, considering  the  variance  of  both  
predictors  and  properties.  
Hence, the analysis of the PLS factors obtained allow us 
to perform the analysis of the multivariate system consi-
dering the trends and influences of the original variables 
on properties. 
For the development of QSAR model we used the leave-
one-out(LOO)  cross-validation  technique,  evaluating  as 
the result,  the  determination  coefficient  Q2 (cross-
validated R2) and  the standard error (SECV). Values of 
Q2 greater  than 0.50 and values of  SECV  lower  than  
the  standard  deviation  of  the  dataset predicted  proper-
ty  would  be  the  accepted  threshold  for proposing a 
model with a statistical meaning. 
In  order  to  analyze  the  behavior  of  the  different re-
presentational  spaces  studied,  the  dataset  was  divided 
in two groups. The training group was composed by 55 
molecules,  representing  75 %  of  the  entire  dataset  and  
the remaining  19  molecules, representing 25 % of the 
entire dataset were selected for the validation stage of the 
prediction model. Table 2 shows the results obtained. 
As seen in Table 2, the similarity-based representational 
spaces (fingerprints, MCS and AMCS) have Q2 values 
higher than 0.70.  It  is  accepted  within  the  QSAR 
community  that:  a)  Q2 >  0.90  indicates  an  excellent 
precision,  b)  if  Q2 values  are  between  0.70  and  0.90,  
that would  mean  that  the  model  has  a  good  precision,  
c)  Q2 <  0.70  indicates  that  the  equation  can  only  be  
used  for screening  purposes,  which  enable  distinction  
between  low, medium, and high values for the measured 
parameter, and d) if Q2 < 0.50, the model only discrimi-
nates between high and low property values. 
Best values of slope, bias and Q2 were observed for fin-
gerprint-based models in the training stage. However, the 
fingerprint-based model founds an outlier (molecule 24) 
and it needs more factors than MCS or AMCS-based 
models.  
Also,  for  all  models,  the  SECV  is  lower  than  the  
standard deviation of the dataset. However, the prediction 
capacity of the model is best for an AMCS based repre-
sentational space. This model does not generate outliers 
and R2, slope, bias and SEP values are close to the ideal. 
 
Table 2. PLS QSAR prediction model results  
Representation Training Test 
Slope Bias Q2 SecV Outliers Factors Slope Bias R2 Sep 
Similarity Based 
Fingerprint 0.97 0.08 0.82 0.15 24 10 0.89 0.48 0.76 0.22 
MCS 0.92 0.35 0.72 0.20 None 10 0.85 0.60 0.82 0.20 
AMCS 0.92 0.33 0.71 0.20 None 6 0.98 0.06 0.82 0.18 
Fragments Based 
Hyper Wiener 0.99 0.06 0.52 0.23 24,25,26 10 1.07 -0.35 0.87 0.16 
Kier and Hall 0.86 0.59 0.69 0.18 22, 24,25,26 10 0.84 0.69 0.81 0.20 
Randic (X1) 0.86 0.60 0.69 0.18 22, 24,25,26 10 0.84 0.70 0.81 0.20 
Schultz 0.95 0.22 0.63 0.20 24,25,26 10 0.97 0.15 0.83 0.18 
Szeged 0.94 0.27 0.66 0.19 22, 24,25,26 10 1.03 -0.09 0.84 0.18 
Wiener 0.95 0.24 0.62 0.20 24,25,26 10 0.99 0.03 0.83 0.18 
NIF Based 
Hyper Wiener 0.94 0.26 0.85 0.13 23, 24, 26, 44, 54 9 0.96 0.17 0.87 0.15 
Kier and Hall 0.95 0.20 0.68 0.18 22, 23, 24, 25, 26 3 0.98 0.01 0.78 0.21 
Randic (X1) 0.92 0.32 0.78 0.16 24, 26, 44 10 0.93 0.27 0.86 0.16 
Schultz 1.13 -0.63 0.72 0.17 22, 23, 24, 25, 26 10 1.43 -2.06 0.72 0.26 
Szeged 1.14 -0.68 0.76 0.16 22, 23, 24, 25, 26, 44 10 1.42 -2.01 0.72 0.27 
Wiener 0.95 0.20 0.84 0.14 23, 24, 26, 44, 53 10 0.97 0.10 0.88 0.15 
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Results  using  fragments-based  models  as  the represen-
tational space of the dataset are also shown in Table 2,  
for  those  molecular  descriptors  that  show  the  best 
predictions.  If we compare  them  versus  similarity-
based models, we observe lower statistics for the frag-
ments-based models  in  the  training  stage: Q2 values  
are  lower  (between 0.52 and 0.66) and the number of 
outliers, factors and SECV are  higher.  Fragments-based 
models  require  10  factors  for building  the  equation  
and  3-4  molecules are  eliminated for the model. Again, 
molecule 24 is determined as an outlier as well as mole-
cules 22, 25 and 26. These molecules are those presenting 
a simple substituent in the para-position in the R2 radical 
(aniline). 
Based on the results from Table 2, we conclude that NIF-
based models improve considerably the results obtained 
in the previous analysis. The training models are better for 
all descriptors considered. Although the number of factors 
is similar for some descriptors, for the Kier and Hall de-
scriptor only three factors are needed. Also,  Q2 values  
are  always higher  than  0.7,  and  for  the  Wiener-based  
descriptors  this statistical  is  higher  than  0.8.  The num-
ber of outliers is slightly higher (3-5). Again, molecules 
22, 24, 25 and 26 are defined as outliers, and also mole-
cules 23, 44, 53 and 54 for some descriptors. 
4 CONCLUSIONS 
Molecular graph is a widely used mathematical mechan-
ism for the representation of structural information of 
chemical compounds. By applying graph theory it is poss-
ible to extract structural information from molecules 
represented by means of a molecular graph. Thus, mole-
cular descriptors can be obtained from molecular graphs, 
and then their values can be used in classification and 
prediction of molecular properties and biological activi-
ties of chemical compounds.  
  Moreover,  molecular  graphs  can  be  used  to  obtain 
similarity  measures  between  molecules,  representing  
the resemblance  between  their  structural  characteristics,  
for  a later  use  of  these  similarity  measures  in  QSAR  
and classification activities.  
  Thus, structural based approaches using molecular de-
scriptors and structural similarity have been widely used 
in computational chemistry during the last fifty years.  In 
this paper we present and compare models previously 
proposed by the authors with other classical models of 
molecular representation. Descriptor, similarity and frag-
ments based approaches have been studied and compared, 
and we presented the advantages and inconveniences of 
each of them. 
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