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Abstract
We consider the asymptotic expansion for large  of Laplace-type integrals of the form∫ ∞
0
∫ ∞
0
g(x; y)e−f(x;y) dx dy
for a wide class of amplitude functions g(x; y) and ‘polynomial’ (noninteger powers are permitted) phases f(x; y) pos-
sessing an isolated, though possibly degenerate, critical point at the origin. The resulting algebraic expansions valid in a
certain sector of the complex  plane are based on recent results obtained in Kaminski and Paris (Philos. Trans. Roy. Soc.
London A 356 (1998) 583–623; 625–667) when g(x; y) ≡ 1. The limitation of the validity of the algebraic expansion to
this sector as certain coe<cients in the phase function are allowed to take on complex values is due to the appearance
of exponential contributions. This is examined in detail in the special case when the phase function corresponds to a
single internal point in the associated Newton diagram. Numerical examples illustrating the accuracy of the expansions
are discussed. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper is a sequel to the papers [8,9] on the asymptotic expansion of multidimensional
Laplace-type integrals where the phase function possesses an isolated, though possibly degener-
ate, critical point at the origin. We shall be concerned here with two-dimensional integrals of the
form
I() =
∫ ∞
0
∫ ∞
0
g(x; y)e−f(x;y) dx dy; (1.1)
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Fig. 1. Examples of Newton diagrams (drawn with heavier lines) in the cases of (a) one vertex P1 and (b) two vertices
P1, P2. The back face is the line joining the vertices (; 0) and (0; ).
as the (complex) parameter  → ∞, although in Section 5 we indicate how the procedure can be
extended to higher-dimensional integrals. The phase function f(x; y) is a ‘polynomial’ (we allow
noninteger powers) given by
f(x; y) = x +
p∑
j=1
cjxmjynj + y; (1.2)
where ,  and mj, nj (16j6p) are positive powers, the cj denote arbitrary complex constants (with
positive real part) and the amplitude function g(x; y) is supposed to be a slowly varying function
such that (1.1) converges. A useful means of interpreting important aspects of the expansion of I()
is the Newton diagram associated with the phase function f(x; y) (see [8]). In the plane with axes
labelled m and n, this is given by the polygonal boundary of the convex hull formed by the points
(mj; nj) (16j6p) and the points (; 0), (0; ). The points (mj; nj) are called internal points, while
the subset of these internal points that constitute this boundary are termed the vertices of the Newton
diagram. The line joining the vertices (; 0) and (0; ) on the coordinate axes is called the back face
of the Newton diagram (see Fig. 1).
Earlier investigations of integrals of type (1.1) for general phase in [1,11,15] relied principally on
the resolution of the singularity of the phase function at the origin but were only able to supply the
order of the leading term for large . More recent work of [5,6] with the amplitude function g(x; y) ≡
1, employing a rescaling of the polynomial phase (1.2) for each face of the Newton diagram, yielded
an asymptotic approximation in which the coe<cients were expressed as complicated integrals of
exponential functions resulting from their rescaling operations. In [8] the analysis was also carried
out with g(x; y) ≡ 1 by conversion of the integral (1.1) into a p-dimensional Mellin–Barnes integral.
Appropriate deformation of contours in these latter integrals, followed by evaluation of the residues
at the poles encountered, then generated the full asymptotic expansion of I(). The degeneracy of
the critical point at the origin played no role in this procedure. A discussion of the application
of asymptotic approximations of multidimensional Laplace integrals applied to probability theory
is given in [3]. We also mention that an elaborate treatment of the hyperasymptotic expansion of
multidimensional Laplace-type integrals with doubly inJnite paths of integration has been recently
considered in [7].
G.V. Liakhovetski, R.B. Paris / Journal of Computational and Applied Mathematics 132 (2001) 409–429 411
A signiJcant result of [8] was the relationship that exists between the geometry of the Newton
diagram of the phase f(x; y) to the asymptotic structure of I(). In the cases considered, it was
established, in particular, that the expansion of I() in the more straightforward case of a con-
vex Newton diagram consists of a compound expansion comprising one algebraic asymptotic series
(which could involve terms in log ) per face of the Newton diagram. In addition, the order of the
dominant leading term in these compound expansions is found to correspond to the remoteness of
the Newton diagram (cf. [15,8]).
In this paper we employ the new expansions developed in [8] to obtain the asymptotic expansion
of I() (under certain restrictions on the parameters of the phase function) when the amplitude
function g(x; y) is assumed to possess a Maclaurin series about the critical point at the origin. In the
case cj ¿ 0 it is found that the expansion of I() is algebraic in character as  →∞ in Re()¿ 0.
Subject to certain additional restrictions on the parameters, we are also able to deal with Fourier
integrals of form (1.1) when cj ¿ 0. When the coe<cients cj are complex, the angular width of this
algebraic sector as arg cj are allowed to vary is limited by the appearance of saddle points in the
domain of integration, each associated with an exponential expansion. In Section 3, we relax the
restriction of positive coe<cients and consider the case of one internal point in the Newton diagram
(i.e., when p = 1) where the coe<cient c1 is allowed to take on complex values. We illustrate in
this case how the expansion of I() changes for certain values of arg c1 due to the appearance of
a saddle point in the domain of integration and derive a new representation for the corresponding
exponential expansion.
2. Algebraic expansion of I ()
We consider the expansion of the integral I() in (1.1) with the phase function f(x; y) deJned by
(1.2). It will be supposed in this section that the coe<cients cj (16j6p) are positive (or complex
with positive real parts) and that the amplitude function g(x; y) is such that I() is absolutely
convergent for Re()¿ 0. The assumption on the coe<cients cj results in the only critical point of
f(x; y) being situated at the origin, with no saddle points in the domain of integration. This critical
point can be seen to be degenerate since, when , ¿ 2 and mj; nj ¿ 1 (16j6p), the Hessian
matrix A of f(x; y) satisJes detA=0 and the standard saddle-point approximation (cf. [4, p. 211])
for I() is therefore not available.
A slight extension of the result given in [16, p. 459] (to deal with complex-valued functions
f(x; y) and g(x; y)) shows that the algebraic expansion of I() for large  originates from the
neighborhood of the critical point at the origin. We suppose that near the origin g(x; y) has the
Maclaurin expansion 1
g(x; y) =
∞∑
r=0
∞∑
k=0
g(0)rk x
ryk ;
1 It is straightforward to deal with the situation when the leading term in the expansion of g(x; y) involves x!1y!2 ,
where !1, !2 are constants satisfying Re(!1)¿− 1 and Re(!2)¿− 1 (cf. Example 4:2).
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where g(0)rk involve the derivatives of g(x; y) evaluated at (0; 0). Substitution of this expansion in
(1.1) leads to the result
I()∼
∞∑
r=0
∞∑
k=0
g(0)rk
∫ ∞
0
∫ ∞
0
xryke−f(x;y) dx dy
=
∞∑
r=0
∞∑
k=0
g(0)rk Jr; k(; c); (2.1)
where the ‘auxiliary’ integrals J;(; c) are given by
J;(; c) =
∫ ∞
0
∫ ∞
0
xye−f(x;y) dx dy (2.2)
with the vector c = (c1; c2; : : : ; cp) and it is supposed that Re()¿− 1, Re()¿− 1.
By a simple change of variables to remove the monomial xy in the integrand of (2.2) we Jnd
J;(; c) =
1
(1 + )(1 + )
∫ ∞
0
∫ ∞
0
exp[− f(x1=(1+); y1=(1+))] dx dy:
This form has reduced the auxiliary integral to one with a unit amplitude function, albeit with
diLerent powers appearing in the phase. As shown in [8], this last integral can then be expressed as
a p-dimensional Mellin–Barnes integral in the form
J;(; c) =
−1=
′−1=′

(
1
2i
∫ ∞i
−∞i
)p p∏
j=1
(sj)
(
1−m′ : s
′
)

(
1− n′ : s
′
)
× c−s11 c−s22 : : : c−spp − : s ds1 ds2 : : : dsp; (2.3)
where, for convenience in presentation, we have set
′ =

1 + 
; ′ =

1 + 
; m′j =
mj
1 + 
; n′j =
nj
1 + 
(16j6p) (2.4)
and deJned the vectors m′=(m′1; m
′
2; : : : ; m
′
p), n
′=(n′1; n
′
2; : : : ; n
′
p), s=(s1; s2; : : : ; sp) and  = (1; 2;
: : : ; p), with
j = 1− mj −
nj

(16j6p): (2.5)
We shall assume for each j that 0¡j ¡ 1. This condition corresponds to the internal points (mj; nj)
lying in front of the back face of the Newton diagram: that is, on the same side of the line joining
the vertices (; 0) and (0; ) as the origin (see Fig. 1). The ‘dot’ appearing between two vector
quantities is the usual Euclidean dot product. The integration contours in (2.3) are indented to the
right away from the origin to avoid the pole of the integrand present there. In [8, Section 3], it is
established that the integral with respect to the variable sj (16j6p) is absolutely convergent in the
sector |arg(cjj)|¡ 12(1 + mj= + nj=), so that integral (2.3) converges in the intersection of the
sectors in the  plane given by
|arg + −1j arg cj|¡ 12(1 + mj= + nj=)=j (16j6p): (2.6)
In the case cj ¿ 0, for example, this yields the sector of validity of (2.3) as
|arg |¡ min
16j6p
{ 12(1 + mj= + nj=)=j}: (2.7)
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Since the factor following 12 on the right-hand side of (2.7) is greater than unity, it follows that
representation (2.3) in this case supplies the analytic continuation of J;(; c) into a sector lying in
the left-half  plane. In particular, we observe that this sector includes the imaginary  axis when
cj ¿ 0.
The expansion of J;(; c) can then be expressed in the form
J;(; c) ∼ H;(; c) (2.8)
as  →∞, where the algebraic expansion H;(; c) is obtained by suitable deformation of contours
in the Mellin–Barnes integral (2.3) and evaluation of appropriate residues of the integrand; for details
(see [8] and below). From (2.1) and (2.8) we then obtain the result
I() ∼ H (; c) (2.9)
as  →∞, where H (; c) denotes the formal algebraic asymptotic expansion given by
H (; c) =
∞∑
r=0
∞∑
k=0
g(0)rk Hr;k(; c): (2.10)
Expansion (2.9) is valid in the intersection of sectors (2.6) and Re()¿ 0; that is, in the half-plane
Re()¿ 0 when cj ¿ 0, since sector (2.7) includes the imaginary axis.
2.1. Examples of H;(; c) when p= 1; 2
We now give a brief summary of the algebraic expansion H;(; c) in the simplest cases when
p = 1; 2. The case p = 1 corresponds to a single vertex situated in front of the back face of the
Newton diagram (see Fig. 1(a)). Integral (2.3) in this case is a standard one-dimensional Mellin–
Barnes integral for which the asymptotic evaluation is routine. It is found that as  →∞
J;(; c1) ∼ H;(; c1) in |arg(c11)|¡ 12(1 + m1= + n1=): (2.11)
When the poles on the right of the contour in (2.3) are all simple, the algebraic expansion in the
one-internal-point case possesses the form
H;(; c1) = −1=
′−1=′
{
1
m1
∞∑
k=0
S (1)1 (k) +
1
n1
∞∑
k=0
S (1)2 (k)
}
; (2.12)
where
S (1)1 (k) =
(−)k
k!

(
1 + ′k
m′1
)

(
m′1 − n′1(1 + ′k)
m′1′
)
(c11)−(1+
′k)=m′1 ;
S (1)2 (k) =
(−)k
k!

(
1 + ′k
n′1
)

(
n′1 − m′1(1 + ′k)
′n′1
)
(c11)−(1+
′k)=n′1 :
In the event that some, or all, of these poles are double, the above expansions will contain terms in
log  (see Section 4 for an example of this case).
The next level of complexity corresponds to p = 2 with two internal points 2 in the Newton
diagram, say P1 = (m1; n1) and P2 = (m2; n2); see Fig. 1(b). In this situation four possible forms of
2 We impose some structure on the points P1 and P2 by assuming throughout that ¿m1 ¿m2 and n1 ¡n2 ¡, so
that the quantity "= m1n2 − m2n1 ¿ 0.
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the Newton diagram can arise: (a) both points P1 and P2 are vertices so that the Newton diagram
comprises three noncollinear line segments; (b) both internal points are vertices but with two of the
three line segments collinear; (c) one point only forms a vertex, with the other internal point behind
any of the line segment faces; or Jnally (d) both points P1 and P2 lie on or behind the back face so
that the Newton diagram then consists of just the back face. The expansion of (2.3) corresponding
to each situation above is discussed in detail in [8, Section 5].
Here, we state the result only in case (a) when both P1 and P2 are vertices on the Newton
diagram. The expansion of J;(; c1; c2) then consists of three asymptotic double series in the form
(cf. [8, Eq. (5:22)])
H;(; c1; c2) = −1=
′−1=′
{
1
m2
∞∑
k=0
∞∑
‘=0
S (2)1 (k; ‘) +
1
"
∞∑
k=0
∞∑
‘=0
S (2)2 (k; ‘)
+
1
n1
∞∑
k=0
∞∑
‘=0
S (2)3 (k; ‘)
}
(2.13)
valid for  →∞ in the sector
|arg |¡min
j=1;2
1
2{(1 + mj= + nj=)=j};
when both c1 and c2 are assumed positive. The asymptotic series S (2)r (k; ‘) (in the case of simple
poles) are deJned by
S (2)r (k; ‘) =
(−)k+‘
k! ‘
Ar(k; ‘)−pr(k; ‘); (r = 1; 2; 3);
where
A1(k; ‘) =
(
1 + ′k + m′1‘
m′2
)

(
m′2 − n′2(1 + ′k)− "′‘
m′2′
)
c‘1c
−(1+′k+m′1‘)=m′2
2 ;
A2(k; ‘) =
(
n′2(1 + 
′k)− m′2(1 + ′‘)
"′
)

(
m′1(1 + 
′‘)− n′1(1 + ′k)
"′
)
× c−(n′2(1+′k)−m′2(1+′‘))="′1 c−(m
′
1(1+
′‘)−n′1(1+′k))="′
2 ;
A3(k; ‘) =
(
1 + ′k + n′2‘
n′1
)

(
n′1 − m′1(1 + ′k)− "′‘
′n′1
)
c−(1+
′k+n′2‘)=n
′
1
1 c
‘
2
and
p1(k; ‘) =
2
m′2
(1 + ′k) +
{′(m′1 − m′2)− "′}
m′2′
‘;
p2(k; ‘) =
{′(n′2 − n′1)− "′}
′"′
(1 + ′k) +
{′(m′1 − m′2)− "′}
′"′
(1 + ′‘);
p3(k; ‘) =
1
m′1
(1 + ′k) +
{′(n′2 − n′1)− "′}
′n′1
‘
with the (positive) quantity " = m1n2 − m2n1. A prime attached to this quantity refers to its value
when mj and nj are replaced by m′j and n
′
j, where it is recalled that the parameters with a prime
depend on  and  according to (2.4).
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The Jrst series in (2.13) associates in a natural way with the face of the Newton diagram joining
the vertices (0; ) and P2, the second with the face joining P1 and P2, and the third with the
face joining (; 0) with P1. The requirement of convexity of the Newton diagram translates, in
part, into the conditions ′(n′2 − n′1) − "′¿ 0 and ′(m′1 − m′2) − "′¿ 0 (see [8, Eq. (5:3)]). As a
consequence, the powers pj(k; ‘) of  in the asymptotic series in (2.13) are seen to be positive for
all nonnegative integers k and ‘. We emphasize that (2.13) is only applicable provided all the poles
of the integrand in (2.3) when p=2 encountered in the course of contour displacement are simple:
when the parameters are such that double poles arise the residues have to be computed accordingly.
An example of such a situation when =  = 0 is given in [8, Section 7].
In cases (b)–(d) above, where one of the internal points is either collinear or is not a vertex of
the Newton diagram, expansion (2.13) undergoes a series of modiJcations which result in the fusion
of two of the asymptotic series to produce a compound expansion consisting of just two series.
When p¿3, the expansion procedure becomes more involved. In the case of three vertices in the
Newton diagram, for example, the expansion of H;(; c) consists of four series (one for each face
of the Newton diagram), each of which corresponds to a treble asymptotic sum. We do not present
any of these results here; the interested reader can Jnd the details given in [8, Sections 5 and 6].
2.2. The Fourier integral case
We can also deal with Fourier integrals of type (1.1) when arg  = 12 and cj ¿ 0. We write the
integral in this case as
I(e(1=2)i) =
∫ ∞
0
∫ ∞
0
g(x; y)e−if(x;y) dx dy; (2.14)
where now  → +∞. A possible set of su<cient conditions of convergence when g(x; y) ≡ 1
follows from [6] by straightforward modiJcation of their proof to include the case when  
= . To
derive such conditions we rotate the contours of integration in the complex x, y planes through the
acute angles −=2 and −=2, respectively. The conditions are then given by
cj ¿ 0; 0¡j ¡ 1 (16j6p) and ; ¿ 2:
Convergence conditions for arbitrary g(x; y) should be derived accordingly.
After rotation of the contours of integration we Jnd the Laplace integral in the form
I(e(1=2)i) = e−(1=2)i(1=+1=)
∫ ∞
0
∫ ∞
0
gˆ(x; y)e−fˆ(x;y) dx dy;
where gˆ(x; y) = g(xe−i=2; ye−i=2) and
fˆ(x; y) = x +
p∑
j=1
cje(1=2)ijxmjynj + y:
We note that since 0¡j ¡ 1 and cj ¿ 0, the phases of the complex coe<cients in fˆ(x; y) lie in
the right-half plane. Accordingly (cf. (2.6)), this integral can be again expanded using the above
method in terms of the algebraic expansions
H;(; c1e(1=2)i1 ; : : : ; cpe(1=2)ip) = e(1=2)i(1=
′+1=′)H;(e(1=2)i; c1; : : : ; cp):
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This last identity follows from (2.12) and (2.13) in the cases p= 1; 2, and from the Mellin–Barnes
integral in (2.3) in general. We then obtain the expansion for the Fourier integral (2.14) in the form
I(e(1=2)i) ∼ H (e(1=2)i; c);  → +∞: (2.15)
A similar treatment applies when arg =− 12.
3. The exponential expansion when p = 1
The method employed in Section 2 provides the asymptotic expansion of I() when the phase
function f(x; y) in (1.2) has a single critical point at the origin and no saddle points lie in the domain
of integration (e.g., when all cj ¿ 0). The resulting expansions as  → ∞ in this case are purely
algebraic in sector (2.7). The angular width of this sector, as arg cj and arg  are allowed to vary,
is limited by the appearance of contributory saddle points which yield exponential contributions to
the expansion of I(). We illustrate this in the simplest case with p=1, where the Newton diagram
consists of a single vertex, by taking the phase function f(x; y) = x + cxmyn + y. Throughout this
section, we shall omit the subscript on the positive exponents m, n and the complex coe<cient c.
The asymptotic behavior of I() is again described in terms of the asymptotic structure of the
auxiliary integral J;(; c) in (2.2), which we now proceed to consider in more detail. The parameter
 associated with the above phase function is given by
 = 1− m

− n

;
which, since the point (m; n) is assumed to be a vertex of the Newton diagram, must satisfy
0¡¡ 1. The integral J;(; c) then converges for all arg c when Re()¿ 0. The parameter 
will be seen to play a crucial role in the asymptotic theory of J;(; c), since its value (when
0¡¡ 1) determines the sectors in the  plane in which the behavior for large  is either exponen-
tial or algebraic in character. If we displace the (single) contour in the Mellin–Barnes representation
in (2.3) when p = 1, valid in the sector |arg(c)|¡ 12(2 − ), to the left over the poles of (s)
at s= 0;−1;−2; : : : we generate the series expansion
J;(; c) =
−1=
′−1=′

∞∑
k=0

(
1 + + mk

)

(
1 +  + nk

)
(−c)k
k!
; (3.1)
where the prime denotes the parameters deJned in (2.4). This series expansion can be obtained
alternatively by straightforward expansion of the factor exp[cxmyn] in (1.1) followed by termwise
integration. Provided 0¡¡ 1, the above series is absolutely convergent for all Jnite values of
c, and so provides the analytic continuation of J;(; c) to all values of arg(c) in the range
−¡ arg(c)6.
Series (3.1) is a particular case of a generalised hypergeometric function and its asymptotic theory
has been discussed in [2]; for a detailed account, see also [13, Section 2:3]. From this theory we
obtain the asymptotic expansion of J;(; c) for  →∞ given by
J;(; c) ∼
{
H;(; c) in |arg(c)|¡ 12(2− );
E;(; c) + H;(; c) in |arg(−c)|6 12;
(3.2)
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where H;(; c) is the algebraic expansion in (2.12) (in the case of simple poles). The exponential
expansion E;(; c) is given by
E;(; c) =
−1=−1=

D(; )AX #eX
∞∑
j=0
c(;)j X
−j; X = (−hc)1=; (3.3)
where we have deJned the quantities
A= 2−1=2−#(m=)1=−1=2(n=)1=−1=2; #= 1

+
1

− 1; h= (m=)m=(n=)n=;
and
D(; ) = (−hc)=+=(m=)=(n=)= = x0y0 ;
with
x0 = (m=)1=(−hc)1=; y0 = (n=)1=(−hc)1= (3.4)
being the coordinates of the saddle point of the phase function f(x; y) (given by @f=@x=@f=@y=0)
situated in the positive quadrant when c¡ 0. We observe that when c is not negative the saddle
point moves into the complex x; y planes. The coe<cients c(;)j are the coe<cients in the inverse
factorial expansion for large k of the quotient of gamma functions appearing in the sum in (3.1),
where c(;)0 = 1. A discussion of these coe<cients is given in Appendix A. It is seen from (3.2)
that the expansion of J;(; c) (together with its analytic continuation in Re()60) is algebraic as
 → ∞ in the sector |arg(c)|¡ 12(2 − ), while its behavior is controlled by an exponentially
large growth in the complementary sector |arg(−c)|¡ 12. On the rays arg(−c) = ± 12, the
exponential contribution is oscillatory and is of comparable magnitude to the algebraic contribution.
We now turn to consideration of the expansion of I(). In the intersection of the sectors |arg(c)|
¡ 12(2−) and Re()¿ 0, the algebraic expansion of I() is, from (2.9), given by I() ∼ H (; c),
where H (; c) is described by (2.10) (with p = 1) and, in the case of simple poles, by (2.12).
Outside this sector the expansion of I() is exponential in character. To determine this expansion
in the intersection of the sectors |arg(−c)|6 12 and Re()¿ 0, we expand g(x; y) as a Taylor
series about a neighborhood of the saddle point (x0; y0) in (3.4) as
g(x; y) =
∞∑
r=0
∞∑
k=0
g(s)rk (x − x0)r(y − y0)k ;
where g(s)rk involve the derivatives of g(x; y) evaluated at (x0; y0), to Jnd formally
I() ∼
∞∑
r=0
∞∑
k=0
g(s)rk
∫ ∞
0
∫ ∞
0
(x − x0)r(y − y0)ke−f(x;y) dx dy: (3.5)
Upon use of the binomial theorem, the integrals appearing in this last sum can be expressed in
terms of J;(; c) to Jnd∫ ∞
0
∫ ∞
0
(x − x0)r(y − y0)ke−f(x;y) dx dy =
r∑
p=0
k∑
q=0
(−x0)r−p(−y0)k−q
(
r
p
)(
k
q
)
Jp;q(; c):
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From (3.2) and (3.3) the exponential expansion of this last sum when  →∞ in |arg(−c)|6 12
is given by
r∑
p=0
k∑
q=0
(−x0)r−p(−y0)k−q
(
r
p
)(
k
q
)
Ep;q(; c)
=
−1=−1=

(−)r+kxr0yk0 AX #eX
∞∑
j=0
C(r; k)j X
−j; (3.6)
where we have deJned the coe<cients C(r; k)j by
C(r; k)j =
r∑
p=0
k∑
q=0
(−)p+q
(
r
p
)(
k
q
)
c(p;q)j (3.7)
with C(00)0 = 1. In Appendix B it is established that the coe<cients in (3.7) satisfy the property
C(r; k)j = 0 for 06j¡N − 1 (N =  12 (r + k));
where x denotes the least integer not less than x.
Substitution of (3.6) into (3.5) then leads to the result
I() ∼ E(; c)
as  → ∞ in Re()¿ 0 and |arg(−c)|¡ 12, where E(; c) denotes the formal exponential
expansion given by
E(; c) =
−1=−1=

AX #eX
∞∑
r=0
∞∑
k=0
(−)r+kg(s)rk xr0yk0
∞∑
j=N
C(r; k)j X
−j
=
−1=−1=

AX #eX
∞∑
j=0
BjX−j (3.8)
with the coe<cients Bj deJned by
Bj =
2j∑
r=0
2j−r∑
k=0
(−)r+kg(s)rk xr0yk0C(r; k)j : (3.9)
When arg(−c)=± 12, the expansion in (3.8) is oscillatory and we need to include the algebraic
expansion H (; c). Thus, as  →∞ in Re()¿ 0, we Jnally obtain the expansion (in the PoincarQe
sense)
I() ∼
{
H (; c) in |arg(c)|¡ 12(2− );
E(; c) + H (; c) in |arg(−c)|6 12;
(3.10)
where E(; c) and H (; c) are given in (3.8) and (2.10). The main interest in this section is with
integrals I() in which either (a) ¿ 0 and the coe<cient c is complex or (b)  is complex and c
is real. In case (a), the above result shows that as  → +∞ the expansion of I() is algebraic in
the sector |arg c|¡ 12(2− ) and exponential in the adjacent sector |arg(−c)|¡ 12. This reveals
how the expansion of I() changes as one crosses the boundaries of the algebraic sector. In case
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(b), the expansion of I() as  → ∞ in Re()¿ 0 is controlled by H (; c) when c¿ 0 and by
E(; c) when c¡ 0. Examples of these diLerent cases are given in Section 4.
Finally, we turn to consideration of the case when arg  = ± 12. As mentioned in Section 2, the
convergence of the Fourier integral (with c real) would need additional restrictions to be imposed
on the exponents in f(x; y) and the growth of the amplitude function g(x; y). We write the integral
in the form
I(e±(1=2)i) =
∫ ∞
0
∫ ∞
0
g(x; y)e∓if(x;y) dx dy;
where now  → +∞. Appropriate rotation of the contours as described in Section 2 then leads to
the equivalent Laplace integral
I(e±(1=2)i) = e∓(1=2)i(1=+1=)
∫ ∞
0
∫ ∞
0
gˆ(x; y)e−fˆ(x;y) dx dy; (3.11)
where gˆ(x; y) = g(xe∓i=2; ye∓i=2) and
fˆ(x; y) = x + ce±(1=2)ixmyn + y:
The procedure described above can now be applied to the right-hand side of (3.11) to show that the
exponential and algebraic expansions are given by E(e±(1=2)i; c) and H (e±(1=2)i; c). It then follows
from (3.10) that the expansion of the above Fourier integrals as  → +∞ is described by
I(e±(1=2)i) ∼
{
H (e±(1=2)i; c) (c¿ 0);
E(e±(1=2)i; c) + H (e±(1=2)i; c) (c¡ 0):
(3.12)
4. Numerical examples
In this section we present numerical examples to illustrate the accuracy of the various expansions
of I() obtained in Sections 2 and 3. We shall consider cases with p = 1; 2, corresponding to one
and two vertices in the Newton diagram of the phase function, with diLerent amplitude functions
g(x; y) and show how to deal with situations where double poles are present.
Example 4.1. In our Jrst example we consider a case with only one internal point in the Newton
diagram. We take the amplitude function g(x; y) = (1 + x2 + y2)−1=2 and the parameters 3  =  =
3; m= 32 ; n= 1 with c = 1, so that
I() =
∫ ∞
0
∫ ∞
0
e−(x
3+x3=2y+y3) dx dy√
1 + x2 + y2
:
Then the only critical point of the phase function in the domain of integration lies at the origin and
 = 16 , which guarantees the applicability of our method.
Expanding g(x; y) about the origin we obtain from (2.9) and (2.10)
I() ∼
∞∑
r=0
∞∑
k=0
(−)r+k
r! k!
( 12)r+k H2r;2k(; 1); (4.1)
3 In the case p= 1 we can omit the subscript 1 on the parameters without any ambiguity.
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as  → ∞ in Re()¿ 0. In the leading term with r = k = 0, the poles in the integrand of the
Mellin–Barnes integral for J0;0(; 1) in (2.3) are all simple and we have, following (2.12),
H0;0(; 1) = −2=3

29
∞∑
j=0
S (1)1 (j) +
1
3
∞∑
j=0
S (1)2 (j)

 ;
where
S (1)1 (j) =
(−) j
j!

( 2
3 + 2 j
)

( 1
9 − 23 j
)
−(1+3j)=9;
S (1)2 (j) =
(−) j
j!
(1 + 3j)
(− 16 − 32j) −(1+3j)=6:
The Newton diagram of the phase function of each auxiliary integral J2r;2k(; 1) associated with the
algebraic expansions in (4.1) progressively shrinks as r and k increase and, for a given choice of
; ; m and n, it is most probable that double poles will be encountered in the expansion process
for some values of r and k.
To indicate how to proceed in the case of double poles we use the integral representation in (2.3)
for general parameters (we omit the multiplicative factor involving )
1
2i
∫ c+∞i
c−∞i
(s)
(
1 + 2r − ms

)

(
1 + 2k − ns

)
(c)−s ds:
In general, the integrand possesses two sequences of simple poles on the right of the path of
integration located at
s(1)(j1) = (1 + 2r + j1)=m; s(2)(j2) = (1 + 2k + j2)=n
for nonnegative integer values of j1 and j2. Double poles will arise when, for some j1; j2, we have
s(1)(j1) = s(2)(j2) = s∗, say. The residue in this case is then given by the coe<cient of 0−1 in the
expansion of
(s∗ + 0)(−j1 − m0=)(−j2 − n0=)(c)−s∗−0
and equals

mn
(−) j1+j2
j1! j2!
(c)−s
∗
(s∗)
{
 (s∗)− m

 (j1 + 1)− n  (j2 + 1)−  log(c
1=)
}
;
where we have put s− s∗ = 0 and  denotes the logarithmic derivative of the gamma function. The
remaining expansions H2r;2k(; 1) in (4.1) are then evaluated accordingly. This procedure yields a
treble sum, which can be arranged into a single sum in descending powers of  to which the usual
optimal truncation procedure can be applied. The results of the asymptotic evaluation in (4.1) are
compared with numerical evaluation of I() using standard quadrature in Table 1.
The second part of Table 1 corresponds to the values of the parameters  =  = 3; m = n = 1
and c = 1. This is a ‘symmetric’ case, which means that in the H0;0(; 1) term the vertex of the
associated Newton diagram lies on the diagonal and all the relevant poles of the integrand in the
Mellin–Barnes integral description of this term are consequently double. Evaluation of the residues
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Table 1
Comparison of the asymptotic values of I() for diLerent  with one internal point and g(x; y) = (1 + x2 + y2)−1=2
 I() Asymptotic
 = = 3; m= 32 ; n= 1; c = 1
1× 103 0:5101283402× 10−2 0:5082059184× 10−2
2× 103 0:3101498834× 10−2 0:3100763632× 10−2
5× 103 0:1601102464× 10−2 0:1601100241× 10−2
1× 104 0:9686697853× 10−3 0:9686689638× 10−3
5× 104 0:2994606786× 10−3 0:2994606782× 10−3
 = = 3; m= n= 1; c = 1
5× 101 0:3073746273× 10−1 0:3013015640× 10−1
1× 102 0:1752617746× 10−1 0:1749414428× 10−1
2× 102 0:9867771684× 10−2 0:9867445405× 10−2
5× 102 0:4542103813× 10−2 0:4542103764× 10−2
1× 103 0:2498860759× 10−2 0:2498860757× 10−2
in this case leads to the expansion
H0;0(; 1) = 
− 23
∞∑
j=0
(3j)!
(j!)2
−(1+3j)=3
{ 1
3 log −  (3j + 1) + 23 (j + 1)
}
:
For other values of r and k the residues are evaluated according to the nature of the pole encountered.
In the computational program this was determined automatically and a corresponding formula for
the residue selected.
Example 4.2. Next, we discuss a two-internal-point case with the trigonometric amplitude functions
g(x; y) = cos xy; sin xy and (xy)−1=2cos xy. The last example introduces a mild singularity at the
origin, although this can be removed by a simple rescaling of the integration variables. We set
 = 5; = 4; m1 = 52 ; n1 = 1; m2 = 1; n2 = 2 with c1 = c2 = 1 to Jnd
I() =
∫ ∞
0
∫ ∞
0
g(x; y)e−(x
5+x5=2y+xy2+y4) dx dy;
then we have 1 = 14 ; 2 =
3
10 which corresponds to the situation represented in Fig. 1(b).
We proceed as in the previous example, expanding g(x; y) into its Maclaurin series, to Jnd in the
case g(x; y) = cos xy, for example,
I() ∼
∞∑
k=0
(−)k
(2k)!
H2k;2k(; 1; 1):
In the case of simple poles the expansion H2k;2k(; 1; 1) is described by (2.13). When k is such that
the integrand of the associated auxiliary integral J2k;2k(; 1; 1) in (2.3), given by (again we omit the
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Table 2
Comparison of the asymptotic values of I() for diLerent  and amplitude function g(x; y) with two internal points when
 = 5; = 4; m1 = 5=2; n1 = 1; m2 = 1; n2 = 1 and c1 = c2 = 1
 I() Asymptotic
g(x; y) = cos xy
1× 104 0:4427530315× 10−2 0:4468112307× 10−2
5× 104 0:1733525684× 10−2 0:1733196759× 10−2
1× 105 0:1153151082× 10−2 0:1153177254× 10−2
5× 105 0:4441628020× 10−3 0:4441628889× 10−3
1× 106 0:2936705375× 10−3 0:2936705452× 10−3
g(x; y) = sin xy
1× 104 0:3834165159× 10−5 0:3552347877× 10−5
5× 104 0:5566754529× 10−6 0:5483624490× 10−6
1× 105 0:2408756847× 10−6 0:2407808865× 10−6
5× 105 0:3402410812× 10−7 0:3402410443× 10−7
1× 106 0:1458221095× 10−7 0:1458221086× 10−7
g(x; y) = (xy)−1=2cos xy
1× 103 0:5583813464 0.5655518982
1× 104 0:2978164492 0.2975035517
5× 104 0:1902128071 0.1902112533
1× 105 0:1564994006 0.1564994345
1× 106 0:0812387141 0.0812387141
multiplicative factor involving )(
1
2i
∫ c+∞i
c−∞i
)2
F(s1; s2)−s1=4−3s2=10 ds1 ds2;
with
F(s1; s2) = (s1)(s2)( 15 +
2
5k − 12s1 − 15s2)( 14 + 12k − 14s1 − 12s2)
has double poles in the right-hand s1 and s2 half-planes, the residues are evaluated accordingly (for
details, see [8, Section 7]. The numerical results for this case, together with the other two amplitude
functions, are presented in Table 2.
Example 4.3. The Jnal example we consider illustrates the expansions in (3.10) and (3.12) in the
one-internal-point case p= 1. We take  = 3; = 6; m= 1 and n= 2 so that
I() =
∫ ∞
0
∫ ∞
0
g(x; y)e−(x
3+cxy2+y6) dx dy;
where g(x; y) will be chosen to possess either an algebraic or an exponential decay. The algebraic
expansion of I() is given by (2.9), (2.10) and (2.12) (in the case of simple poles), and from (3.8)
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Table 3
Comparison of the asymptotic values of I() for diLerent  when  = 3; = 6; m= 1; n= 2; c =±1 and (a) g(x; y) =
1={1 + (xy)2} and (b) g(x; y) = exp(−x − y)
 I() Asymptotic I() Asymptotic
(a) c = 1 c =−1
50 0.0792504668 0.0789292429 0.5267937044 0.5195441085
100 0.0525522686 0.0525302771 1.4851793297 1.4847904803
200 0.0346364472 0.0346373856 26.887814470 26.891569888
400 0.0227031729 0.0227031732 21243.582046 21243.506330
500 0.0197953434 0.0197953434 685172.67871 685172.58970
(b) c = 1 c =−1
50 0.0585360527 0.0585081509 0.2689613070 0.2703083822
100 0.0408594115 0.0408607959 0.6930788274 0.6948749464
200 0.0281165102 0.0281164595 11.668551007 11.661170879
400 0.0191062195 0.0191062196 9007.3897071 9008.0706930
500 0.0168312259 0.0168312259 289499.61013 289499.65343
the exponential expansion takes the form
E(; c) =


c−3=2eX
∞∑
j=0
BjX−j; X =
(
1
3c
1=3
)3
:
The coe<cients Bj are speciJed by (3.9), where, from (3.4), the coordinates (x0; y0) of the saddle
point of the phase function are given by x0 = −c=3; y0 = (−c=3)1=2. The determination of the Bj
requires the evaluation of the coe<cients c(;)j in the inverse factorial expansion of the quotient of
gamma functions in (3.1) associated with the above integral for diLerent integer values of  and 
as discussed in Appendix A; see Table 6 for these coe<cients in the case ==0. As an example,
the Jrst few coe<cients Bj in the case c =−1, when g(x; y) = {1 + (xy)2}−1, are found to be
B0 =
27
28
; B1 =
657
1568
; B2 =
352383
614656
; B3 =
139752757
103262208
; B4 =
1653499815379
364309069824
;
B5 =
517831571314745
26230253027328
; B6 =
29305122700435168675
277620998041239552
; : : : :
In the computations below we used up to 15 terms in the exponential expansion.
The results of these computations are presented in Table 3 for positive values of  when c=±1,
with the amplitude function given by (a) g(x; y) = 1={1 + (xy)2} and (b) g(x; y) = exp (−x − y).
From (3.10), the asymptotic expansion of I() for  → +∞ is seen to consist of an algebraic
expansion when c=1 and a mixed algebraic and exponential expansion when c=−1. A similar set
of results is shown in Table 4 for the case arg = 12 and c=±1, so that I() now corresponds to
a Fourier integral. The numerical values of this integral were obtained by numerical quadrature after
rotation of the contours to produce a Laplace integral. The result in (3.12) shows that the asymptotic
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Table 4
Comparison of the asymptotic values of I() in the Fourier case when  = 3,  = 6, m = 1, n = 2, c = ±1 and (a)
g(x; y) = 1={1 + (xy)2} and (b) g(x; y) = exp(−x − y)
 I() Asymptotic
(a) c = 1
50i 0:04852777 + 0:06437939i 0:04803811 + 0:06418651i
100i 0:03151450 + 0:04308234i 0:03149930 + 0:04312613i
200i 0:02036661 + 0:02862229i 0:02036637 + 0:02862219i
400i 0:01310790 + 0:01888910i 0:01310790 + 0:01888910i
500i 0:01136565 + 0:01650198i 0:01136565 + 0:01650198i
c =−1
50i 0:17175492 + 0:02987944i 0:17839766 + 0:02655190i
100i 0:05930510 + 0:04286460i 0:05927123 + 0:04238149i
200i 0:05834106 + 0:00416663i 0:05835644 + 0:00417060i
400i 0:03423542 + 0:01248214i 0:03423606 + 0:01248237i
500i 0:02215114 + 0:00135109i 0:02215143 + 0:00135106i
(b) c = 1
50i 0:04246607 + 0:04378521i 0:04205030 + 0:04387772i
100i 0:02844717 + 0:03141593i 0:02846064 + 0:03144109i
200i 0:01882902 + 0:02210165i 0:01882895 + 0:02210141i
400i 0:01234252 + 0:01528679i 0:01234252 + 0:01528679i
500i 0:01075489 + 0:01353262i 0:01075489 + 0:01353262i
c =−1
50i 0:10735463 + 0:01044349i 0:10653216 + 0:00796272i
100i 0:05140352 + 0:01982733i 0:05139150 + 0:01953234i
200i 0:04225788 + 0:00391757i 0:04225820 + 0:00392490i
400i 0:02651975 + 0:00734761i 0:02651972 + 0:00734763i
500i 0:01994603 + 0:00264913i 0:01994605 + 0:00264922i
structure of I() in this case also involves an algebraic expansion when c=1, and a mixed algebraic
and exponential expansion when c = −1. Finally, in Table 5 we show the results of computations
with complex c and positive  for the same parameter values. In this case I() is described by an
algebraic expansion as  → +∞ in the sector |arg c|¡ 56, and by a mixed algebraic and exponential
expansion in the sector |arg(−c)|6 16 (see (3.10)).
5. Discussion
In Section 2 we gave the asymptotic expansion of the two-dimensional integral I() when the
phase function f(x; y) consists of p internal points in the associated Newton diagram. The resulting
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Table 5
Comparison of the asymptotic values of I() for complex values of c when =3, =6, m=1, n=2 and g(x; y)=exp(−x−y)
 = 50; c = 2ei3
3= I() Asymptotic
0 0.04886952 0.04886952
1
4
0:04889090− 0:01161230i 0:04889091− 0:01161231i
1
2
0:04838896− 0:02553028i 0:04838897− 0:02553029i
3
4
0:04371902− 0:04421143i 0:04371866− 0:04421085i
5
6
0:04374153− 0:05538777i 0:04374844− 0:05536776i
1 14594.6711 14594.6833
expansion in (2.9) was found to be algebraic in character as  → ∞ in Re()¿ 0. An analogous
approach can be applied in principle to the asymptotic approximation of n-dimensional Laplace-type
integrals In() as  →∞, when the phase function is given by
f(x1; : : : ; xn) =
n∑
k=1
xkk +
p∑
j=1
cj
n∏
k=1
xmkjk ; (k; mkj ¿ 0)
and cj ¿ 0 (16j6p). If the amplitude function g(x1; : : : ; xn) is expanded in its Maclaurin series we
have
In() ∼
∞∑
k1 ;:::; kn=0
g(0)k1 ;:::; knJk1 ;:::; kn(; c);
where Jk1 ;:::; kn(; c) is the n-dimensional analog of the auxiliary integral in (2.2). Each of these
auxiliary integrals can then be transformed to a p-dimensional Mellin–Barnes integral of the form
Jk1 ;:::; kn(; c) =
−
∑n
k=1
1=′k∏n
k=1 k
(
1
2i
∫ ∞i
−∞i
)p p∏
j=1
(sj)
n∏
k=1

(
1−m′k : s
′k
)
× c−s11 c−s22 : : : c−spp − : s ds1 ds2 : : : dsp
(cf. (2.3)). The algebraic expansions that result from these Mellin–Barnes integrals are then expressed
in terms of appropriate sums of residues of the integrand, the residues being selected either on the
right- or left-hand sides of the integration path of each of the p integrals according to the geometry of
the Newton diagram of the phase function f(x1; : : : ; xn). Obviously, the complexity and the amount
of work involved rapidly increase with the dimension of the integral In() and with the number
p of cross-terms of the phase function. Treble integrals with g ≡ 1 have been studied in detail in
[9] and an example of the asymptotic evaluation of a three-dimensional integral with an algebraic g
is given in [12].
In the case of one internal point in the Newton diagram it is possible to include in the treatment
of I() the exponential expansion that controls the asymptotic behavior outside the algebraic sector.
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For two-dimensional integrals, the expression in (3.8) provides a particularly compact representation
of this exponential expansion when the phase function consists of only one internal point. Although
the Jrst two coe<cients in the expansion of (1.1) for general f(x; y) and g(x; y) at a (real) saddle
point are given in extenso in [4, p. 211] and agree with those computed from (3.9) for our particular
choice of phase function, form (3.9) allows the computation of these coe<cients to arbitrary order
when f(x; y) is given by (1.2) with p = 1. In addition, we note that the exponential expansion in
(3.10) has been obtained for complex c where the associated saddle point of f(x; y) moves into
the complex x, y planes. We remark, however, that the exponential expansion can be obtained in
this manner only when p= 1. This follows from the fact that when p¿2, the analog of the series
expansion in (3.1) for the auxiliary integral J;(; c1; : : : ; cp) involves a p-dimensional sum and
the asymptotic theory of such p-dimensional generalised hypergeometric functions has not yet been
elaborated.
Higher-dimensional integrals with one internal point can also be dealt with in the same manner
by employing the asymptotics of the n-dimensional analog of the auxiliary integral in (2.2) when
p = 1 given in [12], but the computational eLort involved in the calculation of the coe<cients
Bj in the exponential expansion rapidly increases with the dimension of the integral. The same
procedure, of course, can also be brought to bear on one-dimensional integrals with the phase function
f(x) = x + cxm and amplitude function g(x), where ¿m¿ 0 so that the parameter  = 1− m=
satisJes 0¡¡ 1. The analysis of this integral is carried out in terms of the one-dimensional analog
of (2.2), J(; c) (which corresponds to FaxQen’s integral) and is described in [10, Section 2:3].
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Appendix A. The coe%cients c(	;)j
In this appendix we describe an algorithm for the calculation of the coe<cients c(;)j which arise
in the exponential expansion in (3.8) as the coe<cients in the inverse factorial expansion of the
quotient of gamma functions in (3.1). From [2,13, Section 2:3, 10; Section 2:2], this takes the form
1
s!

(
1 + + ms

)

(
1 +  + ns

)
∼ A(h)s
∞∑
j=0
c(;)j
(s+ 1− #+ j) (A.1)
for |s| → ∞ in |arg s|¡ , where the quantities A,  and # are deJned in Sections 2 and 3.
If we employ the scaled gamma function ∗(z) deJned by
∗(z) = (25)−1=2z1=2−zez(z);
we can express the above quotient as
(s+ 1− #)
(1 + s)

(
1 + + ms

)

(
1 +  + ns

)
= A(h)s6(s)R(s);
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where, with 8= (s)−1 and ′ = 1 + , ′ = 1 + ,
6(s) =
∗(s+ 1− #)
∗(1 + s)
∗
(
′ + ms

)
∗
(
′ + ns

)
;
R(s) =
(1 + (1− #)8)s−#+1=2
e(1 + 8)s+1=2
(
1 +
′8
m
)(′+ms)=−1=2 (
1 +
′8
n
)(′+ns)=−1=2
:
Then the inverse factorial expansion in (A.1) can be written in the form
6(s)R(s) ∼
∞∑
j=0
c(;)j
(s+ 1− #)j ; (A.2)
where (a)j = (a+ j)=(a).
The procedure now consists of expanding 4 both sides of (A.2) in inverse powers of s and
making use of the well-known expansion [14] for the scaled gamma function
∗(z) ∼
∞∑
k=0
(−)k9kz−k ; (|z| → ∞; |arg z|¡ );
where 9k are the Stirling coe<cients. The Jrst few coe<cients are given by 90 = 1, 91 = −1=12,
92 = 1=288, 93 = 139=51840; : : : : After some straightforward algebra this yields the expansions
6(s) = 1− 91
s
{
1−  + 
(

m
+

n
)}
+O[(s)−2];
R(s) = 1 +
1
2s
{:(; ) + #(#− 1)}+O[(s)−2];
where :(; )= (′− )′=(m)+ (′− )′=(n). Upon equating coe<cients of (s)−1 in (A.2) we
then obtain
c(;)1 =
1
2:(; ) +
1
2#(#− 1)− 91
{
1−  + 
(

m
+

n
)}
:
The higher coe<cients can be obtained by continuation of this process with the help of Mathe-
matica. For example, in the case = 3, = 6, m= 1, n= 2 we Jnd the Jrst few coe<cients given
by
c(;)0 = 1; c
(;)
1 = (15− 14+ 42 − 8 + 2 + 2)=36;
c(;)2 = (1485− 1872+ 9642 − 2083 + 164 − 1092 + 716 − 1922
+163 + 2742 − 962 + 1222 − 283 + 43 + 4)=2592;
c(;)3 = (378675− 551646+ 3569762 − 1178003 + 206404 − 18245 + 646
−325980 + 289638 − 1195442 + 247443 − 24964 + 965
4 It is helpful in this expansion process to write terms such as (1 + 8)s+1=2 appearing in R(s) in the form exp[( 12 +
(8)−1)log(1 + 8)].
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Table 6
The coe<cients c(;)j for 16j610 (with c
(;)
0 = 1) when  = 3, = 6, m= 1, n= 2 and  =  = 0
j c(0;0)j j c
(0;0)
j
1
5
12
2
55
96
3
4675
3456
4
752675
165888
5
4365515
221184
6
1680723275
15925248
7
127975072225
191102976
8
30074141972875
6115295232
9
27096801917560375
660451885056
10
6075102989917036075
15850845241344
+1062992 − 620522 + 1663222 − 204032 + 964 − 170003
+64203 − 103223 + 5633 + 14254 − 3184 + 2424
−605 + 65 + 6)=279936; : : : : (A.3)
In the particular case =  = 0 we obtain the set of coe<cients presented in Table 6.
Appendix B. A property of the coe%cients C (r;k)j
We establish an important property of the coe<cients C(r; k)j , which appear in the coe<cients Bj in
the exponential expansion (3.8). From (3.7) these coe<cients are deJned for nonnegative integers
a, b by
C(a;b)j =
a∑
p=0
b∑
q=0
(−)p+q
(
a
p
)(
b
q
)
c(p;q)j ;
where the coe<cients c(p;q)j are those deJned in (A.1) and C
(00)
0 = 1. From calculations with Math-
ematica it transpires that the coe<cients c(p;q)j can be expressed as a polynomial in p, q with the
following triangular structure [cf. (A.3)]
c(p;q)j =
∑∑
r+k62j
brk prqk ;
where brk are constants (whose precise values we do not need here) that depend on the parameters
, , m and n, and the summation is taken over nonnegative integers r, k satisfying r + k62j.
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Then, we have
C(a;b)j =
∑∑
r+k62j
brk
a∑
p=0
b∑
q=0
(−)p+q
(
a
p
)(
b
q
)
prqk
=
∑∑
r+k62j
brk ;r(a);k(b);
where we have deJned
;s(‘) =
‘∑
r=0
(−)r
(
‘
r
)
rs; (s; ‘ = 0; 1; 2; : : :):
It is readily established that ;s(‘) = 0 when s¡‘. It then follows that the coe<cients C
(a;b)
j vanish
when 2j¡a+ b; that is,
C(a;b)j = 0 for 06j6N − 1 (N =  12 (a+ b)): (B.1)
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