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STRUCTURE THEORY FOR A CLASS OF GRADE 3
HOMOGENEOUS IDEALS DEFINING TYPE 2 COMPRESSED
RINGS
KELLER VANDEBOGERT
Abstract. Let R = k[x, y, z] be a standard graded 3-variable polynomial ring,
where k denotes any field. We study grade 3 homogeneous ideals I ⊆ R defining
compressed rings with socle k(−s)⊕ k(−2s+ 1), where s > 3 is some integer.
We prove that all such ideals are obtained by a trimming process introduced
by Christensen, Veliche, and Weyman in [8]. We also construct a general
resolution for all such ideals which is minimal in sufficiently generic cases.
Using this resolution, we give bounds on the minimal number of generators
µ(I) of I depending only on s; moreover, we show these bounds are sharp by
constructing ideals attaining the upper and lower bounds for all s > 3. Finally,
we study the Tor-algebra structure of R/I. It is shown that these rings have Tor
algebra class G(r) for s 6 r 6 2s− 1. Furthermore, we produce ideals I for all
s > 3 and all r with s 6 r 6 2s−1 such that Soc(R/I) = k(−s)⊕k(−2s+1) and
R/I has Tor-algebra class G(r), partially answering a question of realizability
posed by Avramov in [1].
1. Introduction
Let (R,m, k) be a regular local ring with maximal idealm. A result of Buchsbaum
and Eisenbud (see [4]) established that any quotient R/I of R with projective
dimension 3 admits the structure of an associative commutative differental graded
(DG) algebra. Later, a complete classification of the multiplicative structure of the
Tor algebra TorR• (R/I, k) for such quotients was established by Weyman in [14] and
Avramov, Kustin, and Miller in [3].
One parametrized family arising from the aforementioned classification of Tor
algebras is the class G(r), where r is a parameter arising from the rank of the
induced map
δ : TorR2 (R/I, k)→ Homk(Tor
R
1 (R/I, k),Tor
R
3 (R/I, k)).
If I ⊂ R is such that R/I is Gorenstein, then it is shown by Avramov and Golod in
[2] that the Koszul homology algebra of R/I is a Poincare´ duality algebra. Indeed,
an equivalent characterization of the Tor algebra class G(r) is that that there exists
a subalgebra of the Tor algebra minimally exhibiting Poincare´ duality, in the sense
that there does not exist any nontrivial multiplication outside of this subalgebra (see
Definition 8.1 for a precise statement). It can be shown that if R/I is Gorenstein
(and not a complete intersection) of codimension 3, then R/I has Tor algebra class
G(µ(I)), where µ(I) denotes the minimal number of generators of I. Avramov
conjectured in [1] that quotients of Tor algebra class G are necessarily Gorenstein
rings.
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The technique of “trimming” a Gorenstein ideal is used by Christensen, Veliche,
and Weyman (see [8]) to produce codimension 3 non-Gorenstein rings with Tor
algebra class G. If (R,m) is a regular local ring and I = (φ1, . . . , φn) ⊆ R is an m-
primary ideal with R/I of codimension 3, then an example of this trimming process
is the formation of the ideal (φ1, . . . , φn−1) +mφn.
The classification of perfect codimension 3 ideals has seen significant progress
recently, starting with the paper [15] (extending the work started in [14]), which
links this structure theory to the representation theory of Kac-Moody Lie alge-
bras. Resolutions of a given format (sequence of Betti numbers) have an associated
graph, and it is conjectured in [9] that an ideal is in the linkage class of a complete
intersection if and only if this associated graph is a Dynkin diagram.
In [1, Question 3.8], Avramov poses a question of realizability; that is, which Tor
algebra classes of codimension 3 local rings can actually occur? Using techniques
of linkage, this question is explored in [10], refining the classification provided in [3]
and showing that every grade 3 perfect ideal in a regular local ring is in the linkage
class of either a complete intersection or an ideal defining a Golod ring.
In this paper, we examine grade 3 homogeneous ideals I ⊂ R := k[x, y, z] (with
all variables having degree 1, and k being a field of arbitrary characteristic) defining
an Artinian compressed ring with socle Soc(R/I) = k(−s)⊕k(−2s+1). The values
s and 2s−1 are interesting because they provide a boundary case for socle degrees;
more precisely, it is not possible to have a type 2 ring with socle k(−s1)⊕ k(−s2),
where s2 > 2s1. In particular, we prove that all such ideals arise as trimmings of
Gorenstein ideals. In Theorem 5.4, we produce a general resolution for trimmed
Gorenstein ideals that is minimal in some generic cases (see Proposition 3.4 for the
relevant parameter space and the corresponding open subset). Even in the cases
where this resolution is not minimal, there is valuable information to be gained
from the relatively simple differentials involved.
We give sharp bounds for the graded Betti numbers for ideals resolved by The-
orem 5.4. Furthermore, we produce a family of ideals attaining all possible in-
termediate Betti numbers. This family is also used to show that for any integers
r and s with s > 3 and s 6 r 6 2s − 1, there exists a grade 3 ideal I defining
an Artinian compressed ring with Soc(R/I) = k(−s) ⊕ k(−2s+ 1) of Tor algebra
class G(r) (see Corollary 8.8), which partially answers the question of realizability
mentioned above. More generally, any such I with s > 3 must have Tor algebra
class G(µ(I) − 3).
The paper is organized as follows: Sections 2 and 3 consist of preliminary material
and notation. Section 4 proves the previously mentioned fact that any grade 3 ideal
I ⊂ k[x, y, z] defining an Artinian compressed ring with Soc(R/I) = k(s)⊕k(−2s+
1) is obtained as the trimming of some grade 3 Gorenstein ideal. Section 5 builds
a resolution of all such ideals, deducing some consequences of the structure of the
differentials along the way.
In Section 6 we explore the initial consequences of the resolution built in Section
5. In the standard graded case, we find a remarkably simple criterion to deduce
whether the trimmed generating set of a Gorenstein ideal is a minimal generat-
ing set (see Proposition 6.6). In particular, questions about minimal generators
are translated into counting degrees of the entries of the presenting matrix of a
Gorenstein ideal.
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Section 7 deduces the maximal number of minimal generators of a grade 3 ideal I
defining an Artinian compressed ring with Soc(R/I) = k(s)⊕k(−2s+1). Moreover,
we produce an ideal achieving this upper bound for every s > 2, showing that the
bound is sharp.
Section 8 delves into some more nontrivial consequences of the tools developed
beforehand. In [8], all possible Tor algebra structures of trimmed Gorenstein ideals
are enumerated. As a consequence, all possible Tor algebra structures for the ideals
of interest may be deduced. Combining this with the bounds on the minimal number
of generators, we show that all such ideals are class G(r) for some s 6 r 6 2s− 1.
Furthermore, using information from the resolution of Section 5, we show that every
such r value between s and 2s− 1 may be achieved by choosing an ideal from the
family introduced in Section 7.
Finally, Section 9 drops the top socle degree by 1 and gives a rudimentary analysis
of grade 3 ideals I ⊂ k[x, y, z] defining compressed rings with Soc(R/I) = k(−s)⊕
k(−2s + 2). Such ideals are also trimmed Gorenstein ideals, hence resolved by
Theorem 5.4. The possible Tor algebra structures are much more limited in this
case, and we end with a question about the existence of ideals with a prescribed
number of minimal generators that are also Tor algebra class G(r), for a specified
r.
2. Compressed Rings and Inverse Systems
Definition 2.1. Let A be a local Artinian k-algebra, where k is a field and m
denotes the maximal ideal. The top socle degree is the maximum s with ms 6= 0
and the socle polynomial of A is the formal polynomial
∑s
i=0 ciz
i, where
ci = dimk
Soc(A) ∩mi
Soc(A) ∩mi+1
.
An Artinian k-algebra is standard graded if it is generated as an algebra in degree
1.
Definition 2.2. A standard graded Artinian k-algebra A with embedding dimen-
sion e, top socle degree s, and socle polynomial
∑s
i=0 ciz
i is compressed if
dimkm
i/mi+1 = min
{(e− 1 + i
i
)
,
s∑
ℓ=0
cℓ
(
e − 1 + ℓ− i
ℓ− i
)}
for i = 0, . . . , s.
Setup 2.3. Let n > 1 be an integer and k denote a field of arbitrary characteristic.
Let V be a vector space of dimension n over k. Give the symmetric algebra S(V ) =:
R and divided power algebra D(V ∗) the standard grading (that is, S1(V ) = V ,
D1(V
∗) = V ∗). The notation Si := Si(V ) denotes the degree i component of the
symmetric algebra on V . Similarly, the notation Di := Di(V
∗) denotes the degree
i component of the divided power algebra on V ∗.
Given a homogeneous I ⊆ S(V ) defining an Artinian ring, there is an associated
inverse system 0 :D(V ∗) I. Similarly, for any finitely generated graded submodule
N ⊆ D(V ∗) there is a corresponding homogeneous ideal 0 :S(V ) N defining an
Artinian ring.
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If I is a homogeneous ideal with associated inverse system minimally generated
by elements φ1, . . . , φk with deg φi = si, then there are induced vector space homo-
morphisms
Φi : Si →
k⊕
j=1
Dsj−i
sending f 7→ (f · φ1, . . . , f · φk).
Observation 2.4. Let I ⊆ S(V ) be a homogeneous ideal with associated inverse
system minimally generated by elements φ1, . . . , φk with degφi = si. If the induced
maps Φi of Setup 2.3 have maximal rank for all i, then the ring R/I is compressed,
as in Definition 2.2.
Proof. By definition, Ii = KerΦi; by the rank-nullity theorem,
dimk(R/I)i = dimk imΦi
= min
{
dimk Si, dimk
ℓ⊕
j=1
Dsj−i
}
where the latter equality follows by the assumption that Φi has maximal rank. 
Definition 2.5. Let I ⊆ S(V ) be a homogeneous ideal with associated inverse
system minimally generated by elements φ1, . . . , φk with degφi = si. Let m
denote the first integer for which Φm is a surjection. Then m is called the tipping
point of I; this is well defined since the rank of the domain and codomain of each
Φi is increasing/decreasing in i, respectively (and the codomain is eventually 0).
Proposition 2.6 ([12], Lemma 1.13). Let φ be a homogeneous element of D(V ∗)
of degree s. Then the tipping point of the ideal 0 :S(V ) φ is ⌈s/2⌉. In addition, the
induced maps Φi satisfy the following properties for every integer i.
(a) Homk(Φi, k) = Φs−i
(b) Φi is surjective if and only if Φs−i is injective.
Definition 2.7. Adopt Setup 2.3 with R = S(V ) and let ψ : V → R. The Koszul
complex K• on ψ is the complex obtained by setting
Ki :=
i∧
V ⊗R(−i)
with differential
δi :
i∧
V ⊗R(−i)→
i−1∧
V ⊗R(−i+ 1)
defined as multiplication by ψ ∈ V ∗ (where
∧•
V is given the standard module
structure over
∧•
V ∗).
The following can be found as Proposition 2.5 of [5]:
Proposition 2.8. Let I be a homogeneous ideal in R := S(V ) of initial degree t,
and set A = R/I. Then
TorRi (A, k)i+t−1
∼= Ker(π) ∩Ker(δi−1), i = 2, . . . , n
where δi−1 is the Koszul differential
∧i−1 V ⊗ Rt → ∧i−2 V ⊗ Rt+1 and π is the
quotient map
∧i−1
V ⊗Rt →
∧i−1
V ⊗At.
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Remark 2.9. Adopt notation and hypotheses of Setup 2.3. Let ψ : V → R be
such that imψ = R+. Observe that Ker(π) ∩ Ker(δi−1) as in Proposition 2.8 is
precisely Ker(π) ∩ im(δi) by exactness of the Koszul complex. The latter set may
be described as the kernel of the composition of k-vector space homomorphisms
∧i V ⊗ St(V ) δi // ∧i−1 V ⊗ St+1(V )
1⊗Φt+1
//
∧i−1 V ⊗Dc−t−1(V ∗).
Denote the above composition of k-vector space homomorphisms by
Θi(φ) :
i∧
V ⊗ St(V )→
i−1∧
V ⊗Dc−t−1(V
∗).
Proposition 2.10. Adopt Setup 2.3. Let A = R/I where I = (0 :R φ), φ ∈
Dc(V
∗), and let t denote the initial degree of I, n = pdRR/I. Then,
dimk Tor
R
i (A, k)i+t−1 =
(
t− 1 + i− 1
i− 1
)(
t− 1 + n
n− i
)
− rankΘi(φ)
for all i = 2, . . . , n.
Proof. First observe that the minimal homogeneous free resolution of
im(δi :
i+1∧
V ⊗Rt−1 →
i∧
V ⊗Rt)
is obtained by truncating the Koszul complex:
0→
i+t∧
V ⊗R0 → · · · →
i+1∧
V ⊗Rt−1 → im(δi)→ 0
whence
dim im(δi) =
t∑
j=1
(−1)j+1 dim
( i+j∧
V ⊗Rt−j
)
=
t∑
j=1
(−1)j+1
(
n+ 1
i+ j
)
·
(
n+ t− j
t− j
)
.
By Lemma 1.2 of [7], this sum is equal to
(
i+t−1
i
)
·
(
n+t
i+t
)
. Similarly, by construction
dimKer(Θi(φ)) = dim
(
Ker(π) ∩ im(δi)
)
. By exactness of the Koszul complex,
im(δi) = Ker(δi−1); combining this with Proposition 2.8:
dimTorRi (A, k)i+t−1 = dimKer(Θi(φ)).
By the rank-nullity theorem,
dimTorRi (A, k)i+t−1 = dim im(δi)− rankk Θi(φ)

Corollary 2.11. Adopt notation and hypotheses as in Setup 2.3. Then there is
a nonempty open set U in the Grassmannian parametrizing all 1-dimensional sub-
spaces of Dc(V
∗) such that the Betti numbers of the k-algebra A = R/(0 :S(V ) φ)
are the same for all [φ] in U (where [φ] denotes the class of the subspace spanned
by φ ∈ Dc(V
∗)).
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Proof. Take the open subset U to be the set of all 1-dimensional subspaces [φ] of
Dc(V
∗) such that Θi(φ) has maximal rank for each i = 2, . . . , n.
We may identify the Grassmannian Gr(1, Dc(V
∗)) with the projective space
P
(c+22 )−1, so it suffices to show that the complement of U is the zero set of homo-
geneous polynomials in the variables p1, . . . , p(c+22 )
, where [φ] = [p1 : · · · : p(c+22 )
].
Let ǫβ denote any standard basis element of
∧i
V , so β = (β1, . . . , βi) with
β1 < · · · < βi. Let m ∈ St(V ) be any degree t monomial. We compute
Θi(φ)(m) =
i∑
j=1
(−1)i+1ǫβ\βj ⊗ (ψ(ǫβj )m) · φ,
implying that the matrix representation of Θi(φ) has entries of the form ±pℓ, for ℓ =
1, . . . ,
(
c+2
2
)
, where the basis chosen for
∧i−1
V ⊗Dc−t−1(V
∗) consists of the tensor
products of the standard basis for
∧i−1 V and the monomial basis for Dc−t−1(V ∗).
The complement of U is the union of the zero sets of the determinant of the above
matrix representation for each i = 2, . . . , n, which is a homogeneous polynomial in
the pℓ. As a finite union of closed sets, this set is closed. Thus U is an open set,
and by Proposition 2.10, any [φ] ∈ U gives rise to an ideal (0 :R φ) whose Betti
numbers are independent of the choice of φ. 
3. Generic Betti Numbers for Grade 3 Gorenstein Ideals
Definition 3.1. A standard graded Artinian algebra is level if its socle is concen-
trated entirely in a single degree.
Proposition 3.2 ([5], Proposition 3.6). Let R/I be a standard graded compressed
level Artinian algebra of embedding dimension r, socle degree c, socle dimension m,
and assume I has initial degree t. Then
dimk Tor
R
i (R/I, k)t+i−1 − dimk Tor
R
i−1(R/I, k)t+i−1 =(
t− 1 + i− 1
i− 1
)
·
(
t− 1 + r
r − i
)
−m
(
c− t+ r − i
r − i
)
·
(
c− t+ r
i− 1
)
for i = 1, . . . , r − 1.
Proposition 3.3. Let R = k[x, y, z] be standard graded and I a homogeneous grade
3 Gorenstein ideal with R/I compressed and Soc(R/I) = k(−2s+1) for some integer
s. Then R/I has Betti table of the form
0 1 2 3
0 1 0 0 0
s− 1 0 s+ 1 b 0
s 0 b s+ 1 0
2s− 1 0 0 0 1
where b is some integer. Moreover, b 6 s.
Proof. Employ Proposition 3.2, where r = 3, c = 2s − 1, m = 1, and t = s
(= ⌈(2s− 1)/2⌉; see Proposition 2.6). Using the notation
Ti := Tor
R
i (R/I, k),
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we obtain
dim(T1)s = s+ 1
dim(T2)s+1 − dim(T1)s+1 = 0
dim(T2)s+2 = s+ 1.
Thus define b := dimk(T2)s+1. The final claim that b 6 s follows from the fact that
the Betti table has the following decomposition into standard pure Betti diagrams:
b
2(s+ 1)2 − 2
·
0 1 2 3
0 s+ 2 0 0 0
s− 1 0 2(s+ 1)2 2(s+ 1)2 − 2 0
s 0 0 0 0
2s− 1 0 0 0 s
+
(s+ 1)2 − 1− (s+ 1)b
(s+ 1)2 − 1
·
0 1 2 3
0 1 0 0 0
s− 1 0 s+ 1 0 0
s 0 0 s+ 1 0
2s− 1 0 0 0 1
+
b
2(s+ 1)2 − 2
·
0 1 2 3
0 s 0 0 0
s− 1 0 0 0 0
s 0 2(s+ 1)2 − 2 2(s+ 1)2 0
2s− 1 0 0 0 s+ 2
If b > s+ 1, then the middle coefficient of the above decomposition becomes nega-
tive, which is a contradiction to results of Boij-So¨derberg theory (see, for instance,
[6, Theorem 2]). 
In the following, recall that the notation [φ] ∈ Gr(1, Dc(V
∗)) means the class of
the subspace spanned by the element φ ∈ Dc(V
∗).
Proposition 3.4. Let R = S(V ) be standard graded, where V is a 3-dimensional
vector space over a field k. If s is even, then there is a nonempty open set U in the
Grassmannian parametrizing all 1-dimensional subspaces of D2s−1(V
∗) such that
for all [φ] ∈ U , I := (0 :S(V ) φ) has Betti table
0 1 2 3
0 1 0 0 0
s− 1 0 s+ 1 0 0
s 0 0 s+ 1 0
2s− 1 0 0 0 1
If s is odd, then there is a nonempty open set U in the Grassmannian parametrizing
all 1-dimensional subspaces of D2s−1(V
∗) such that for all [φ] ∈ U , I := (0 :S(V ) φ)
has Betti table
0 1 2 3
0 1 0 0 0
s− 1 0 s+ 1 1 0
s 0 1 s+ 1 0
2s− 1 0 0 0 1
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Proof. The goal is to find minimal values for b, where b is as in Proposition 3.3,
since b is minimized precisely when the rank of Θi(φ) is maximized by Proposition
2.10. To this end, we exhibit an explicit I for each s attaining the Betti table as in
the statement and argue that no smaller values of b can be obtained. The matrices
used below are those from Proposition 6.2 of [4] with minor alterations; in our case,
some of the entries are squared.
Choosing a basis for V , we may view S(V ) as the standard graded polynomial
ring k[x, y, z]. Assume first that s is even. Consider the (s+1)× (s+1) alternating
matrix 

0 x2 0 · · · 0 z2
−x2 0 y2 · · · z2 0
0 −y2 0 · · · 0
...
...
−z2 0 · · · 0


To see the pattern more clearly, the first two matrices are
Hev1 =

 0 x
2 z2
−x2 0 y2
−z2 −y2 0

 , Hev2 =


0 x2 0 0 z2
−x2 0 y2 z2 0
0 −y2 0 x2 0
0 −z2 −x2 0 y2
−z2 0 0 −y2 0


The ideal generated by the (s) × (s) Pfaffians has grade 3 according to section 6
of [4] (a much more explicit generating set is exhibited in Proposition 7.6 of [11]),
and hence has minimal free resolution
0→ R(−2s+ 1)→ R(−s− 2)s+1 → R(−s)s+1 → R.
The above gives an ideal for which b = 0, and this is clearly the smallest possible.
Similarly, if s is odd, consider the following (s+ 2)× (s+ 2) matrix:


0 x2 0 · · · 0 z
−x2 0 y2 · · · z2 0
0 −y2 0 · · · 0
...
...
−z 0 · · · 0


The first two matrices in this case are
Hodd1 =

 0 x
2 z
−x2 0 y
−z −y 0

 , Hodd2 =


0 x2 0 0 z
−x2 0 y2 z2 0
0 −y2 0 x2 0
0 −z2 −x2 0 y
−z 0 0 −y 0


Again, the ideal generated by the submaximal Pfaffians is grade 3 Gorenstein with
b = 1. Moreover, no smaller value of b can be achieved since otherwise the ideal
would have an even number of minimal generators, which is impossible by work of
Watanabe in [13] or Corollary 2.2 of [4]. 
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4. Some Structure in the Grade 3 Setting
Setup 4.1. Let k be a field and let R = k[x, y, z] be a standard graded polynomial
ring over a field k. Let I ⊂ R be a grade 3 homogeneous ideal defining a compressed
ring with Soc(R/I) = k(−s)⊕ k(−2s+ 1), where s > 3.
Write I = I1 ∩ I2 for I1, I2 homogeneous grade 3 Gorenstein ideals defining
rings with socle degrees s and 2s− 1, respectively. The notation R+ will denote the
irrelevant ideal (R>0).
Proposition 4.2. Adopt Setup 4.1. Then the ideal I2 defines a compressed ring.
Proof. In view of Observation 2.4 and Proposition 2.6, it suffices to show that the
map Φi associated to I2 is surjective for all i > ⌈s − 1/2⌉ = s. Assume that the
inverse system associated to I is minimally generated by φ1 and φ2 of degree s and
2s− 1, respectively. Then I2 = 0 :S(V ) φ2.
By hypothesis, the map f 7→ (fφ1, fφ2) is surjective for all i > s. Composing
with the projection onto the second factor, f 7→ fφ2 is also surjective for all i >
s. 
Proposition 4.3. Adopt Setup 4.1. There exists a minimal generating set
(φ1, . . . , φs+1, ψ1, . . . , ψb)
for I2 such that
I = (φ1, . . . , φs, ψ1, . . . , ψb) +R+φs+1
where deg(φi) = s, deg(ψj) = s+1, and the integer b is obtained as in Proposition
3.3.
Proof. By the definition of a compressed ring,
dim Is = dimRs −min{dimk Rs, dimkR0 + dimk Rs−1}
= (s+ 2)(s+ 1)/2− 1− s(s+ 1)/2
= s
Choose a basis {φ1, . . . , φs} for (I1 ∩ I2)s. By Proposition 4.2, I2 defines a com-
pressed ring, whence dimk(I2)s = s+1. Extend {φ1, . . . , φs} to a basis {φ1, . . . , φs+1}
of (I2)s.
Observe that (I1 ∩ I2)s+1 = (I2)s+1 by a dimension count. By Proposition 3.3,
there exist b linearly independent s+ 1-forms ψ1, . . . ψb such that
(I2)s+1 = (R+I2)s+1 + Spank{ψ1, . . . , ψb}.
Since I defines a compressed ring, the degrees of its minimal generators are con-
centrated in 2 consecutive degrees. This means that
I = (φ1, . . . , φs, ψ1, . . . , ψb) +R+φs+1.

Corollary 4.4. Adopt Setup 4.1. Assume furthermore that the Betti table of I2 is
given by Proposition 3.4. If s is even, then there exists a minimal generating set
φ1, . . . , φs+1 for I2 such that
I = (φ1, . . . , φs) +R+φs+1
and this is a minimal generating set for I. 
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5. A Resolution for Certain Types of Ideals
In view of Proposition 4.3, our goal is to produce a resolution of ideals of the
form (φ1, . . . , φs, ψ1, . . . , ψb) + R+φs+1. We build the resolution in a more general
setting, then specialize to the relevant case.
Setup 5.1. Let R be a ring, n be a positive integer, and U and V be free R-modules
of rank 3 and 2n+ 1, respectively. Suppose that v0 ∈ V generates a free summand
of rank 1. Let w0 be an element of V
∗ with w0(v0) = 1 and let V
′ be the kernel of
w0. Observe that
(5.1) V = Rv0 ⊕ V
′.
Let
(5.2) φ = φ′ + (v0 ∧ v
′
0)
be an element of
∧2
V , with φ′ ∈
∧2
V ′ and v′0 ∈ V
′, and let x : U → R be an
R-module homomorphism. Assume
(a) the ideal im(x : U → R) has grade three,
(b) the ideal im
(
φ(n) :
∧2n
V ∗ → R
)
is a grade three Gorenstein ideal,
(c) the ideal im(v′0 : V
∗ → R) is contained in the ideal im(x : U → R), and
(d) the element v0 ∧ φ
(n) of
∧2n+1
V is regular.
Let I be the ideal
im
(
(V ′ ∧φ(n)) :
∧2n+1
V ∗ → R
)
+im(x : U → R) · im
(
v0∧φ
(n) :
∧2n+1
V ∗ → R
)
of R.
LetK represent the ideal im
(
φ(n) :
∧2n
V ∗ → R
)
of Setup 5.1.(b). This ideal has
2n+1 generators: one for each element in a basis for
∧2n
V ∗. We have partitioned
this generating set into two subsets and we consider the corresponding two subideals
K0 and K
′ of K. The ideal
K0 = im
(
v0 ∧ φ
(n) :
∧2n+1 V ∗ → R)
is principal and its generator is the Pfaffian (of the alternating matrix which cor-
responds to φ) that involves all of the basis vectors of V ′. The ideal
K ′ = im
(
(V ′ ∧ φ(n)) :
∧2n+1
V ∗ → R
)
has 2n generators and each of these generators is a Pfaffian (of the alternating
matrix which corresponds to φ) that involves v0 together with 2n− 1 basis vectors
from V ′. Of course, I = K ′ + (im x) ·K0
5.2. Define proj : V → V ′ to be the projection induced by the decomposition (5.1);
in other words, proj(v) = v − w0(v) · v0, for v ∈ V .
Observation 5.3. Adopt the terminology and hypotheses of 5.1. The following
statements hold:
(1) w0(φ) = v
′
0 ∈ V
′,
(2) φ(n) = φ′
(n)
+ φ′
(n−1)
∧ v0 ∧ v
′
0,
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(3) there exists an R-module homomorphism q : V → U for which the diagram
V ∗
∃q
}}③
③
③
③
v′0

U
x
// imx // 0
commutes.
(4) there exists an R-module homorphism B :
∧2n+1
V ∗ →
∧2
U for which the
diagram
∧2n+1
V ∗
φ(n)( )
//
B

V ∗
q
∧2
U
x
// U
commutes, and
(5) K ′ :R K0 ⊆ im(x : U → R).
Proof. Assertions (1), (2), and (3) are evident.
To prove (4), observe that hypothesis 5.1.(a) ensures that
(5.1) 0→
∧3
U
x
−→
∧2
U
x
−→ U
x
−→ R
is an acyclic complex of free R-modules. One computes:
(x ◦ q)(φ(n)(w2n+1)) = v
′
0((φ
(n)(w2n+1)) = (v
′
0 ∧ φ
(n))(w2n+1)
=(v′0 ∧ [φ
′(n) + φ′
(n−1)
∧ v0 ∧ v
′
0])(w2n+1) = (v
′
0 ∧ φ
′(n))(w2n+1) = 0,
for each w2n+1 ∈
∧2n+1
V ∗. The first equality is (3), the second equality is the
fact that
∧• V ∗ is a ∧• V -module, the third equality is (2), and last equality holds
because v′0∧φ
′(n) is in
∧2n+1
V ′ = 0.) The assertion now follows from the acyclicity
of (5.1).
(5) The Buchsbaum-Eisenbud theorem [4, Cor. 2.6, Thm. 3.1] guarantees that
(5.2)
0 //
∧2n+1 V ∗ φ(n)( ) // V ∗ ( )(φ) // V ( )∧φ(n) // ∧2n+1 V
is a resolution of R/K. If r ∈ R and rK0 ⊆ K
′, then there exists v′ ∈ V ′ with
v′ ∧ φ(n) + rv0 ∧ φ
(n) = 0.
The exactness of (5.2) guarantees that there exists an element w ∈ V ∗ with
w(φ) = v′ + rv0.
Apply (5.2) to see that
w(φ′) + w(v0) · v
′
0 − w(v
′
0) · v0 = v
′ + rv0.
It follows that [r + w(v′0)] · v0 ∈ V
′; hence r = v′0(−w) ∈ im v
′
0. The hypothesis
5.1.(c) ensures that im v′0 ⊆ im(x). 
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Theorem 5.4. Adopt the terminology and hypotheses of 5.1, 5.2, and 5.3. Then
the maps and modules
(5.1) 0→
∧2n+1 V ∗
⊕∧3
U
d3−−−−→
V ∗
⊕∧2 U
d2−−−−→
V ′
⊕
U
d1−−−−→
∧2n+1
V
form a resolution of R/I by free R-modules, where
d3
(
w2n+1
u3
)
=
(
φ(n)(w2n+1)
B(w2n+1) + x(u3)
)
,
d2
(
w1
u2
)
=
(
proj(w1(φ))
−q(w1) + x(u2)
)
,
and
d1
(
v′
u1
)
= (v′ + x(u1) · v0) ∧ φ
(n),
for w2n+1 ∈
∧2n+1
V ∗, u3 ∈
∧3
U , w1 ∈ V
∗, u2 ∈
∧2
U , v′ ∈ V ′, and u1 ∈ U .
Proof. The homomorphisms (5.1) form the mapping cone of
(5.2)
0 //
∧2n+1
V ∗
φ(n)( )
//
B

V ∗
proj
(
( )(φ)
)
//
q

V ′
∧φ(n)

0 //
∧3
U
x
//
∧2
U
x
// U
x( )·v0∧φ
(n)
//
∧2n+1
V.
The rows are complexes by (5.2) and (5.1). The left most square commutes by
5.3.(4). To see that the right most square commutes, let w ∈ V ∗. The clock-wise
path sends w to
[w(φ) − w0(w(φ)) · v0] ∧ φ
(n) = w(φ) ∧ φ(n) + [w0(φ)](w) · v0 ∧ φ
(n) by 5.2
= w(φ(n+1)) + v′0(w) · v0 ∧ φ
(n) by 5.3.(1)
= v′0(w) · v0 ∧ φ
(n).
The counter-clock-wise path sends w to
(x ◦ q)(w) · v0 ∧ φ
(n) = v′0(w) · v0 ∧ φ
(n)
by 5.3.(3).
Apply the long exact sequence of homology associated to a mapping cone to see
that the complex (5.1) is acyclic. It suffices to show that
(1) the top row of (5.2) is a resolution of K ′/(K ′ ∩K0),
(2) the bottom row of (5.2) is a resolution of R/(imx) ·K0, and
(3) the induced map on zero-th homology
K ′
K ′ ∩K0
→
R
(im x) ·K0
is an injection. This induced map is the following composition of natural
maps
K′
K′∩K0
 
// R
K′∩K0
// // R
(imx)·K0
.
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(Recall from 5.3.(5) that (K ′ ∩K0) ⊆ (imx) ·K0.)
Proof of (1). The augmented top row of (5.2) is the bottom row of the following
short exact sequence of complexes:
0 // Rv0
( )∧φ(n)
//
 _

K0 _

// 0
0 //
∧2n+1
V ∗ //
=

V ∗ //
=

V
( )∧φ(n)
//


K //


0
0 //
∧2n+1
V ∗ // V ∗ // V ′
( )∧φ(n)
// K
′
K′∩K0
// 0.
The middle complex is exact because of 5.2; the top complex is exact because of
5.1.(d).
Assertion (2) is a consequence of (5.1) and 5.1.((d)). Assertion (3) is immediate
because K ′ ∩ (imx) ·K0 ⊆ K
′ ∩K0. 
Remark 5.5. Adopt the notation and hypotheses of Setup 4.1. Observe that in
Setup 5.1, the map x : U → R is the first Koszul differential for the ideal R+, so
that im(x : U → R) = R+. Similarly, choose φ such that
im(φ(n) :
2n∧
V ∗ → R) = I2.
The hypothesis 5.1.(c) is simply the statement that I2 is homogeneous and gen-
erated in positive degree. Similarly, since we are working over a polynomial ring
(which is a domain), hypothesis 5.1.(d) is trivially satisfied.
By Proposition 4.3, there exists a minimal generating set
(φ1, . . . , φs+1, ψ1, . . . , ψb)
for I2 such that
I = (φ1, . . . , φs, ψ1, . . . , ψb) +R+φs+1.
Choose v0 to be the direct summand corresponding to the minimal generator φs+1
of I2; then, in the notation of Setup 5.1,
I = (φ1, . . . , φs, ψ1, . . . , ψb) +R+φs+1,
whence Theorem 5.4 provides a resolution of the ideal I as in Setup 4.1.
Corollary 5.6. In the notation and hypotheses of Theorem 5.4, assume that (R,m, k)
is a local ring or R is a standard graded polynomial ring over a field k. Then
µ(I) = µ(K) + 2− rankk(q ⊗ k)
Proof. Observe that d1 ⊗ k = 0 by construction. Let F denote the complex of
Theorem 5.4. Then,
H1(F ⊗ k) =
(V ′ ⊕ U)⊗ k
im(d2 ⊗ k)
.
The only nonzero entries of d2 ⊗ k come from q⊗ k, since the other differentials in
the mapping cone are built from minimal resolutions. Thus
rankk(d2 ⊗ k) = rankk(q ⊗ k)
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and
dimkH1(F ⊗ k) = dimk(V
′ ⊕ U)⊗ k − rankk(q ⊗ k)
= µ(K) + 2− rankk(q ⊗ k).
To conclude, recall that dimkH1(F ⊗ k) = dimk Tor
R
1 (R/I, k) = µ(I). 
Corollary 5.7. Adopt Setup 4.1, where s is even. Assume I2 has Betti table given
by Proposition 3.4. Under the identifications of Remark 5.5, I has homogeneous
minimal free resolution of the form
0→
R(−2s− 2)
⊕
R(−s− 3)
→ R(−s− 2)s+4 →
R(−s)s
⊕
R(−s− 1)3
→ R.
In particular, the Betti table for R/I as an R-module is:
0 1 2 3
0 1 0 0 0
s− 1 0 s 0 0
s 0 3 s+ 4 1
2s− 1 0 0 0 1
Proof. This is an immediate consequence of Corollary 4.4 combined with the reso-
lution of Theorem 5.4. 
6. Applications and Examples
In this section we examine classes of examples arising from variants of matrices
defined in Section 3 of [8].
Definition 6.1. Let Uevm denote them×mmatrix with entries from the polynomial
ring R = k[x, y, z] defined by:
Uevi,m−i = x
2, Uevi,m−i+1 = z
2, Uevi,m−i+2 = y
2.
Similarly, define Uoddm via:
Uoddi,m−i = x
2, Uoddi,m−i+1 = z
2, Uoddi,m−i+2 = y
2, for i < m
and Uoddm,1 = z, U
odd
m,2 = y. All other entries are defined to be 0. Define d
ev
m :=
det(Uevm ) and d
odd
m := U
odd
m .
Observation 6.2. For all i = 1, . . . ,m,
Uevm =
(
Ox2 U
ev
i
Uevm−i+1
y2O
)
Uoddm =
(
Ox2 U
ev
i
Uoddm−i+1
y2O
)
where Ox2 denotes the appropriately sized matrix with x
2 as the bottom rightmost
corner entry and zeroes elsewhere. Similarly, y
2
O denotes the appropriately sized
matrix with y2 in the top leftmost corner and zeroes elsewhere.
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Definition 6.3. Define V evm to be the (2m+1)× (2m+1) skew symmetric matrix
V evm :=

 O Ox2 U
ev
m
−(Ox2)
T 0 y
2
O
−Uevm −(
y2O)T O


and V oddm to be the (2m+ 1)× (2m+ 1) skew symmetric matrix
V oddm :=

 O Ox2 (U
odd
m )
T
−(Ox2)
T 0 y
2
O
−Uoddm −(
y2O)T O


To see the pattern a little more clearly, the first first couple of matrices are:
V ev1 =

 0 x
2 z2
−x2 0 y2
−z2 −y2 0

 , V ev2 =


0 0 0 x2 z2
0 0 x2 z2 y2
0 −x2 0 y2 0
−x2 −z2 −y2 0 0
−z2 −y2 0 0 0


V odd1 =

 0 x
2 z
−x2 0 y
−z −y 0

 , V odd2 =


0 0 0 x2 z
0 0 x2 z2 y
0 −x2 0 y2 0
−x2 −z2 −y2 0 0
−z −y 0 0 0


Proposition 6.4. The ideal of submaximal pfaffians Pf(V evm ) is minimally gener-
ated by the elements
x2m−2idevi , y
2m−2idevi for 0 6 i 6 m− 1, and d
ev
m
Similarly, the ideal of submaximal pfaffians Pf(V oddm ) is minimally generated by the
elements
x2m−2idoddi for 0 6 i 6 m− 1 y
2m−1, y2m−2idoddi for 0 6 i 6 m− 2
and doddm
Proof. The proof is essentially identical to that of Proposition 3.3 in [8]. 
Example 6.5. Consider the ideal Pf(V oddm ) and trim the generator x
2m−2dodd1 =
x2m−2z. Let φ ∈
∧2
V denote the element corresponding to the matrix V oddm . If we
consider x2m−2z as the 2mth generator, decompose V =
⊕2m+1
i=1 Rei as V
′⊕Re2m,
where the basis ei corresponds to the ith signed submaximal pfaffian of V
odd
m . Let
φ ∈
∧2
V denote the element corresponding to the matrix V oddm ; notice
φ = φ′ − e2m ∧ (x
2e1 + z
2e2 + y
2e3)
for some φ′ ∈
∧2 V ′. Take v′0 := −x2e1− z2e2− y2e3 and let U = Rex⊕Rey⊕Rez
with map X : ex 7→ x, ey 7→ y, and ez 7→ z. If q : V
∗ → U is the map sending
e∗1 7→ −xex, e
∗
2 7→ −zez, e
∗
3 7→ −yey, and all other basis element to 0, then the
following diagram commutes:
V ∗
q
||②②
②
②
②
②
②
②
②
v′0

U
X
// imX
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Similarly, if B :
∧2m+1
V ∗ →
∧2
U is defined by sending ω 7→ xy2m−2ex ∧ ey +
y2m−3z2ey ∧ ez (where ω is a generator for
∧2m+1 V ∗), then the following diagram
commutes: ∧2m+1 V ∗ φ(n)(−)//
B

V ∗
q
∧2 U X // U
Employing the construction of Theorem 5.4, we deduce that the mapping cone is
acyclic; moreover, the entries of all maps involved have entries in R+, so this is a
minimal free resolution of the ideal
J = (Pf(V oddm )\Pf2m(V
odd
m )) +R+Pf2m(V
odd
m ).
This implies that J is minimally generated by 2m+3 elements (and by Lemma 8.6
defines a ring of Tor algebra class G(2m)).
Proposition 6.6. Let R = k[x, y, z] with the standard grading, where k is any
field. Let I ⊂ R2+ be a homogeneous R+-primary grade 3 Gorenstein ideal with
generators obtained from the ideal of submaximal pfaffians Pf(M) for some skew
symmetric matrix M . If the ith row of M has entries in R>1, then
(Pfj(M) | j 6= i) +R+Pfi(M)
is minimally generated by µ(I) + 2 elements and defines a ring of type 2.
Proof. Let M be obtained from the element φ ∈
∧2
V , where V is a free module
of rank µ(I). Let ei be the basis element of V corresponding to Pfi(M); write
V = V ′ ⊕ Rei. It must be verified that q ⊗ k = 0 and B ⊗ k = 0. The statement
that the ith row of M has entries in R>1 means that if
φ = φ′ + ei ∧ v
′
0,
then 0 6= v′0 ∈ R>1V . Counting degrees on the induced map q : V
∗ → U of
Observation 5.3.2, we deduce q(V ∗) ⊂ R+U , so that q ⊗ k = 0. In particular, by
Proposition 5.6,
(Pfj(M) | j 6= i) +R+Pfi(M)
is minimally generated by µ(I)− 1 + 3 = µ(I) + 2 elements.
By the assumption that I ⊆ R2+, a degree count shows that B ⊗ k = 0. More
precisely, if t is the initial degree of I, then the matrix representation of B with
respect to the standard bases has entries in Rt−1+ . We conclude that the resolution
provided by Theorem 5.4 is minimal. 
7. A Class of Ideals with Extremal Graded Betti Numbers
Adopt Setup 4.1. The ideal I2 has Betti table arising from Proposition 3.3 for
some integer b < s + 1 by Proposition 4.2. We may fit I into the short exact
sequence
0→ I2/I → R/I → R/I2 → 0
whence upon counting ranks on the graded strands of the long exact sequence of Tor,
we deduce that dimk Tor
R
1 (R/I, k)s+1 6 b+3. Since b 6 s, dimk Tor
R
1 (R/I, k)s+1 6
s+ 3. Furthermore:
Proposition 7.1. Let I be as in Setup 4.1. Then dimk Tor
R
1 (R/I, k)s+1 6 s+ 2.
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Proof. By counting ranks on the long exact sequence of Tor induced by the short
exact sequence
0→ I2/I → R/I → R/I2 → 0,
we must have dimk Tor
R
1 (R/I2, k)s+1 = s, which is the maximum possible. By
Proposition 4.3, I may be written
I = (φ1, . . . , φs, ψ1, . . . , ψs) + R+φs+1
where φ1, . . . , φs+1, ψ1, . . . , ψs is a minimal generating set for I2. Assume for sake
of contradiction that dimk Tor
R
1 (R/I, k)s+1 = s + 3; this means that the above
generating set for I is minimal. Thus the resolution of Theorem 5.4 is a minimal
free resolution for R/I.
Let us examine the map q : V ∗ → U . By counting degrees, one finds that
q(V ∗) 6⊂ R+U or that q is identically the 0 map. Either case is a contradiction, so
that rankk(q ⊗ k) > 1. 
We now exhibit a class of ideals defining compressed rings with top socle degree
2s − 1 and dimk Tor
R
1 (R/I, k)s+1 = s + 2, showing that the inequality of 7.1 is
sharp. To do this, we first need some notation.
Definition 7.2. Let U jm (for j 6 m) denote the m ×m matrix with entries from
the polynomial ring R = k[x, y, z] defined by:
(U jm)i,m−i = x
2, (U jm)i,m−i+1 = z
2, (U jm)i,m−i+2 = y
2 for i 6 m− j
(U jm)i,m−i = x, (U
j
m)i,m−i+1 = z, (U
j
m)i,m−i+2 = y for i > m− j
and all other entries are defined to be 0. Define djm := det(U
j
m).
To see the pattern, we have:
U12 =
(
x2 z2
z y
)
, U13 =

 0 x
2 z2
x2 z2 y2
z y 0

 , U23 =

0 x
2 z2
x z y
z y 0


Definition 7.3. Define V jm (for j < m) to be the (2m+1)×(2m+1) skew symmetric
matrix
V jm :=

 O Ox2 (U
j
m)
T
−(Ox2)
T 0 y
2
O
−U jm −(
y2O)T O


and if j = m, then Vmm is the skew symmetric matrix
V jm :=

 O Ox2 (U
m
m )
T
−(Ox2)
T 0 yO
−Umm −(
yO)T O


Observe that the ideal of pfaffians Pf(V jm) is a grade 3 Gorenstein ideal with
graded Betti table
0 1 2 3
0 1 0 0 0
2m− j − 1 0 2m+ 1− j j 0
2m− j 0 j 2m+ 1− j 0
4m− 2j − 1 0 0 0 1
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In particular, for any integer s, Pf(V ss ) has Betti table
0 1 2 3
0 1 0 0 0
s− 1 0 s+ 1 s 0
s 0 s s+ 1 0
2s− 1 0 0 0 1
7.4. Given an n × n alternating matrix M , the notation Pf(M) will denote the
ideal of submaximal pfaffians of the matrix M . Similarly,
(Pf(M)\Pfi(M))
is shorthand for the ideal
(Pfj(M) | 1 6 j 6 n, j 6= i),
where Pfj(M) denotes the pfaffian of the matrix obtained by deleting the jth row
and column of M .
Proposition 7.5. Let s > 1 be an integer and R = k[x, y, z], where k is any field.
The ideal
I := (Pf(V ss )\Pfs+1(V
s
s )) +R+Pfs+1(V
s
s )
is minimally generated by 2s + 2 elements and defines a compressed ring with
Soc(R/I) ∼= k(−s)⊕ k(−2s+ 1) and Betti table
0 1 2 3
0 1 0 0 0
s− 1 0 s s− 1 0
s 0 s+ 2 s+ 4 1
2s− 1 0 0 0 1
Proof. We again use the resolution provided by Theorem 5.4. Let V =
⊕2s+1
i=1 Rei,
where ei corresponds to the ith pfaffian of V
s
s . Write V = V
′ ⊕ Res+1 and let
φ ∈
∧2
V denote the element corresponding to V ss . By definition of the matrix V
s
s ,
we see
φ = φ′ + es+1 ∧ (−x
2es + yes+2).
Set v′0 := −x
2es + yes+2 and let U = Rex ⊕ Rey ⊕ Rez with map X : ex 7→ x,
ey 7→ y, and ez 7→ z. Let q : V
∗ → U be the map sending e∗s 7→ −xex, e
∗
s+2 7→ ey,
and all other basis vectors to 0. Then the following diagram commutes:
V ∗
q
||②②
②
②
②
②
②
②
②
v′0

U
X
// imX
In particular, rankk(q ⊗ k) = 1. We do not have to compute the map B :∧2s+1
V ∗ →
∧2
U , since a degree count tells us that B ⊗ k = 0. Thus the res-
olution of Theorem 5.4 is not minimal, but we deduce that we only need to take
the quotient by a subcomplex of the form
0→ R(−s− 1)→ R(−s− 1)→ 0
to obtain a minimal resolution. This immediately yields the Betti table of the
statement; the other claims are immediate consequences of the Betti table. 
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8. Tor Algebra Structures
In this section we examine some consequences for the Tor-algebra structures of
the ideals resolved by Theorem 5.4. We start by defining what it means to have
Tor algebra class G(r). Although there are other Tor algebra families, we will only
concern ourselves with the class G; the other families with their definitions may be
found in [3, Theorem 2.1].
Definition 8.1. Let (R,m, k) be a regular local ring with I ⊂ m2 and ideal such
that pdR(R/I) = 3. Let T• := Tor
R
• (R/I, k). Then R/I has Tor algebra class G(r)
if, for m = µ(I) and t = type(R/I), there exist bases for T1, T2, and T3
e1, . . . , em, f1, . . . , fm+t−1, g1, . . . , gt,
respectively, such that the only nonzero products are given by
eifi = g1 = fiei, 1 6 i 6 r.
Such a Tor algebra structure has
T1 · T1 = 0, rankk(T1 · T2) = 1, rankk(T2 → Homk(T1, T3)) = r,
where r > 2.
Theorem 8.2 ([8], Theorem 2.4, Homogeneous version). Let R = k[x, y, z] with
the standard grading and let I ⊆ R2+ be an R+-primary homogeneous Gorenstein
ideal minimally generated by elements φ1, . . . , φ2m+1. Then the ideal
J = (φ1, . . . , φ2m) +R+φ2m+1
is a homogeneous R+-primary ideal and defines a ring of type 2. Moreover,
(a) If m = 1, then µ(J) = 5 and R/J is class B.
(b) If m = 2, then one of the following holds:
• µ(J) = 4 and R/J is class H(3, 2)
• µ(J) = 5 and R/J is class B
• µ(J) ∈ {6, 7} and R/J is class G(r) with µ(J)− 2 > r > µ(J)− 3
(c) If m > 3, then R/J is class G(r) with µ(J) − 2 > r > µ(J)− 3.
Proposition 8.3. Adopt Setup 4.1. Assume furthermore that the Betti table of I2
is given by those of Proposition 3.4. If s is even, then R/I defines a ring of Tor
algebra class G(s).
Proof. By Theorem 8.2 combined with Proposition 4.4, I is class G(r) for some
r > s. It suffices to show that the induced map on the Tor algebra
δ : T2 → Hom(T1, T3)
has rank 6 s, where Ti := Tor
R
i (R/I,R). Examining the Betti table of Corollary
5.7, we see that
(T1)s+1 · (T2) ⊆ (T2)>2s+3 = 0,
whence the only nontrivial products can occur between (T1)s and T2, implying
rankk δ 6 s. 
Proposition 8.4. Adopt notation and hypotheses of Proposition 7.5. Then I de-
fines a ring of Tor algebra class G(2s− 1).
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Proof. If s = 2, a direct computation in Macaulay2 verifies that I is class G(3), so
assume that s > 3. By Theorem 8.2, I is class G(r) for some r > 2s− 1. It remains
to show
δ : T2 → Hom(T1, T3)
has rank 6 2s− 1, where Ti := Tor
R
i (R/I,R). First, observe that
(T1)s · (T2)s+1 ⊆ (T2)2s+1
and (T3)2s+1 = 0 since s > 3. Similarly,
(T1)s+1 · (T2)s+2 ⊆ (T3)2s+3 = 0
whence the only nontrivial products are between (T1)s, (T2)s+2 and (T1)s+1, (T2)s+1,
implying
rankk δ 6 s+ (s− 1) = 2s− 1.

Corollary 8.5. Adopt Setup 4.1 with s > 3. Then I has Tor algebra class G(r)
for some s 6 r 6 2s− 1.
Proof. Observe that µ(I) > s+ 3. Moreover, µ(I) 6 2s+ 2 by Proposition 7.1. If
µ(I) = 2s+ 2, then I has Betti table identical to that of the ideal in Proposition
7.5, so that by the proof of Proposition 8.4, I has Tor algebra class G(2s− 1). 
Lemma 8.6. Adopt Setup 4.1 with s > 3. Then I defines a compressed ring of
Tor algebra class G(µ(I) − 3).
Proof. Consider the degree s+1 strand of the long exact sequence of Tor associated
to the short exact sequence
0→
I2
I
→
R
I
→
R
I2
→ 0.
We obtain:
0→ TorR2 (R/I, k)s+1 → Tor2(R/I2, k)s+1
→ Tor1(I2/I, k)s+1 → Tor
R
1 (R/I, k)s+1
→ TorR1 (R/I2, k)s+1 → 0.
Counting ranks,
dimk Tor
R
2 (R/I, k)s+1 = b− 3 + µ(I)− s− b
= µ(I)− s− 3.
A similar, but easier, rank count on the degree s+ 2 strand yields
dimk Tor
R
2 (R/I, k)s+2 = s+ 4,
implying R/I has Betti table
0 1 2 3
0 1 0 0 0
s− 1 0 s µ(I)− s− 3 0
s 0 µ(I)− s s+ 4 1
2s− 1 0 0 0 1
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By Theorem 8.2 combined with Proposition 4.3, the ideal I defines a ring of Tor
algebra class G(r) for r > µ(I)− 3. We examine the induced map
δ : T2 → Hom(T1, T3),
where Ti := Tor
R
i (R/I,R). Notice that the only nontrivial products can occur
between (T1)s, (T2)s+2 and (T1)s+1, (T2)s+1, implying that
rankk δ 6 s+ (µ(I) − s− 3) = µ(I)− 3

A natural question arising from Corollary 8.5 is whether or not every possible r
value may be obtained for a given s > 3, where I is obtained from Setup 4.1. The
next proposition will allow us to answer in the affirmative:
Proposition 8.7. Let s > 3 be an integer and R = k[x, y, z], where k is any field.
(1) For 1 6 i < s/2, the ideal
I := (Pf(V s−2is−i )\Pfs−i+1(V
s−2i
s−i )) +R+Pfs−i+1(V
s−2i
s−i )
has Tor algebra class G(2s− 2i).
(2) For 1 6 i < s/2, the ideal
I := (Pf(V s−2is−i )\Pfi+1(V
s−2i
s−i )) +R+Pfi+1(V
s−2i
s−i )
has Tor algebra class G(2s− 2i− 1).
Proof. In view of Corollary 5.6 and Lemma 8.6, it suffices to compute the rank of
the map q : V ∗ → U as in Theorem 5.4 to find the minimal number of generators;
consequently,
dimk Tor
R
1 (R/I, k)s+1 = µ(I)− s
= µ(Pf(V s−2is−i )) + 2− rankk(q ⊗ k)− s
= s+ 3− 2i− rankk(q ⊗ k)
The above equality follows from a rank count on the long exact sequence of Tor
associated to the short exact sequence
0→
Pf(V s−2is−i )
I
→
R
I
→
R
Pf(V s−2is−i )
→ 0
combined with the fact that dimk Tor
R
1 (R/Pf(V
s−2i
s−i ), k)s = s+ 1.
We compute the map q explicitly in each case. Let φ ∈
∧2 V represent the
matrix V s−2is−i ; in the first case, after writing V = V
′ ⊕ Res−i+1, we see (recalling
that i > 0)
φ = φ′ + es−i+1 ∧ (−x
2es−i + y
2es−i+2).
Let U = Rex ⊕ Rey ⊕ Rez with map X : ex 7→ x, ey 7→ y, and ez 7→ z. Take
q : V ∗ → U to be the map sending e∗s−i 7→ −xex, e
∗
s−i+2 7→ yey, and all other
basis vectors map to 0. Clearly q ⊗ k = 0, whence the resolution of Theorem 5.4 is
minimal. In particular, µ(I) = 2s+ 3− 2i.
For the second case, retain much of the notation as above. Decompose V =
V ′ ⊕Rei+1 and write
φ = φ′ + ei+1 ∧ (x
2e2s−i + z
2e2s−i+1 + ye2s−i+2).
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Take q : V ∗ → U to be the map sending e∗2s−i 7→ xex, e
∗
2s−i+1 7→ zez, e
∗
2s−i+2 7→ ey,
and all other basis vectors to 0. In this case rankk(q ⊗ k) = 1, whence µ(I) =
2s+ 2− 2i. 
Corollary 8.8. Let R = k[x, y, z] with the standard grading, where k is any field.
Given any s > 3 and any r with s 6 r 6 2s − 1, there exists an ideal I with
Soc(R/I) = k(−s) ⊕ k(−2s+ 1) and defining an Artinian compressed ring of Tor
algebra class G(r).
Proof. Assume first that r is even and s 6 r < 2s − 1. In the case r = s, use
Proposition 5.7 on the ideal (Pf(V evs )\Pf1(V
ev
s )) + R+Pf1(V
ev
s ). If r > s, employ
Proposition 8.7 on the ideal
(Pf(V r−sr/2 )\Pfr/2+1(V
r−s
r/2 )) +R+Pfr/2+1(V
r−s
r/2 )
Assume now that r is odd, with s 6 r 6 2s− 1. If r = 2s− 1, use the ideal from
Proposition 8.4. If r < 2s− 1, apply Proposition 8.7 to the ideal
(Pf(V r+1−s(r+1)/2)\Pfs−(r+1)/2+1(V
r+1−s
(r+1)/2)) +R+Pfs−(r+1)/2+1(V
r+1−s
(r+1)/2)

9. Socle Minimally Generated in Degrees s, 2s− 2
In this section we further exploit properties of the resolution of Theorem 5.4.
Setup 9.1. Let k be a field and V a k-vector space of dimension 3; view S(V ) as
graded by the standard grading. Let I ⊂ R := S(V ) be a grade 3 homogeneous ideal
defining a compressed ring with Soc(R/I) = k(−s)⊕ k(−2s+ 2), where s > 3.
Write I = I1 ∩ I2 for I1, I2 homogeneous grade 3 Gorenstein ideals defining
rings with socle degrees s and 2s− 2, respectively. The notation R+ will denote the
irrelevant ideal (R>0).
It turns out that the ideals of Setup 9.1 are also resolved by Theorem 5.4.
Proposition 9.2. Adopt Setup 9.1. Then the ideal I2 defines a compressed ring.
Proof. This is identical to the proof of Proposition 4.2. 
Lemma 9.3. Adopt Setup 9.1. Then R/I2 has Betti table
0 1 2 3
0 1 0 0 0
s− 1 0 2s+ 1 2s+ 1 0
s 0 0 0 0
2s− 2 0 0 0 1
Proof. We employ Proposition 3.2, where r = 3, c = 2s − 2, m = 1, and t = s
(= ⌈(2s− 2)/2⌉; see Proposition 2.6). Using the notation
Ti := Tor
R
i (R/I2, k),
we obtain
dim(T1)s = 2s+ 1
dim(T2)s+1 − dim(T1)s+1 = 2s+ 1
dim(T2)s+2 = 0
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Observe that we must have dimk(T1)s+1 = 0, since otherwise the resolution of R/I2
would not be self-dual, contradicting the fact that I2 is Gorenstein. This yields the
result. 
Proposition 9.4. Adopt Setup 9.1. There exists a minimal generating set (φ1, . . . , φ2s+1)
for I2 such that
I = (φ1, . . . , φ2s) +R+φ2s+1
Proof. By the definition of a compressed ring,
dim Is = dimRs −min{dimk Rs, dimkR0 + dimk Rs−2}
= (s+ 2)(s+ 1)/2− 1− s(s− 1)/2
= 2s
Choose a basis {φ1, . . . , φ2s} for (I1 ∩ I2)s. By Proposition 9.2, I2 defines a com-
pressed ring, whence dimk(I2)s = 2s+ 1 by Lemma 9.3. Extend {φ1, . . . , φ2s} to a
basis {φ1, . . . , φ2s+1} of (I2)s.
Observe that (I1 ∩ I2)s+1 = (I2)s+1 by a dimension count. Since I defines
a compressed ring, the degrees of its minimal generators are concentrated in 2
consecutive degrees. This means that
I = (φ1, . . . , φ2s) +R+φ2s+1.

Proposition 9.5. Adopt Setup 9.1. Then µ(I) = 2s or 2s+ 1.
Proof. In view of Corollary 5.6 and Proposition 9.4, it suffices to compute the rank
of the map q ⊗ k as in Theorem 5.4. A priori, rankk(q ⊗ k) 6 3; assume first that
rankk(q ⊗ k) = 0.
Assume I2 arises from the pfaffians of some skew symmetric matrix M . Observe
thatM has linear entries by Lemma 9.3. Counting degrees, one notices that q must
have degree 0 entries. Therefore q = 0 identically if q ⊗ k = 0, implying that M
must have an entire row of zeroes. This is impossible, so rankk(q ⊗ k) > 1.
Assume instead that rankk(q ⊗ k) = 1. Without loss of generality, we may
assume that q : V ∗ → Rex ⊕ Rey ⊕ Rez is the map sending e
∗
2s+1 7→ ex and all
other basis vectors to 0. This means thatM has a row consisting of a single nonzero
linear entry, x. But the resolution of I2 implies that there is a relation of the form
x · φ = 0, contradicting the fact that R is a domain. Thus rankk(q ⊗ k) > 2. 
Corollary 9.6. Adopt Setup 9.1. Then I defines a compressed ring of Tor algebra
class G(r) for some 2s− 3 6 r 6 2s− 1.
Proof. By Theorem 8.2 combined with Proposition 9.5, I has Tor algebra class G(r)
for r > 2s−3 or 2s−2. Observe that dimk Tor1(R/I, k)s+1 = 0 or 1 if µ(I) = 2s or
2s+ 1, respectively. Counting ranks on the homogeneous strands of the long exact
sequence of Tor associated to the short exact sequence
0→ I2/I → R/I → R/I2 → 0
we deduce that dimk Tor
R
2 (R/I, k)s+1 = 2s − 2 or 2s − 1 if µ(I) = 2s or 2s + 1,
respectively. In a similar manner to Proposition 8.7, we examine the induced map
δ : T2 → Hom(T1, T3),
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where Ti := Tor
R
i (R/I,R). Observe that
(T1)(T2)s+2 ⊂ (T3)>2s+2 = 0
and
(T1)s+1(T2)s+1 ⊂ (T2)2s+2 = 0
whence the only nontrivial products can occur between (T1)s and (T2)s+1. This
means
rankk δ 6 2s− 2 or 2s− 1.

Question 9.7. Let R = k[x, y, z]. Does there exist a homogeneous ideal defining a
compressed ring with Soc(R/I) = k(−s)⊕ k(−2s+ 2) such that either
(a) µ(I) = 2s and R/I has Tor algebra class G(2s− 2), or
(b) µ(I) = 2s+ 1 and R/I has Tor algebra class G(2s− 1)?
As Corollary 9.6 suggests, the numerology alone does not forbid ideals of the
above form to exist.
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