Introduction* The use of positive-definiteness as a tool in abstract harmonic analysis has a long history, the most striking early instance being the Gelfand-Raikov proof via positive-definite functions of the completeness of the set of irreducible unitary representations of a locally compact group [5] . More recently, it was observed by R. J. Blattner [1] that the systematic use of positive-definite measures gives very simple proofs of the basic properties of induced representations, and the cone of positive-definite measures on a group was subsequently studied by Effros and Hahn [4] .
The purpose of this paper is two-fold. First, we give an example to show that positive-definite measures do not suffice for the study of intertwining operators and irreducibility of induced representations, despite the claim to the contrary in [4] . Specifically, we exhibit a positive-definite measure μ on G -SL(2,1?) such that μ lies on an extremal ray in the cone of positive-definite measures on G, but the associated unitary representation L μ is reducible, contradicting Lemma 4.16 of [4] .
Our second aim is to show that when G is any Lie group, then the correspondence between intertwining operators and positive functionals on G asserted by Effros and Hahn does hold, provided one deals throughout with positive-definite distributions instead of just measures. The essential point is the validity of the Schwartz Kernel Theorem for the space C?(G), together with a result of Bruhat [3] about distributions on GxG, invariant under the diagonal action of G. Using this correspondence, we obtain cyclic vectors for representations defined by positive-definite distributions, using a modification of the construction in [7] (The proof of cyclicity given in [7] is invalid, since it assumes the existence of a measure on G corresponding to 83 84 ROE GOODMAN an arbitrary intertwining operator. Cf. [6] for a proof of cyclicity using von Neumann algebra techniques.) 1* Notation and statement of theorems* Let G be a Lie group, and denote by 3f(G) the space C~(G) with the usual inductive limit topology [10] . if {/J and {g n } are δ-sequence in 3?{y) and Sf(B) respectively, then X g% -* 1 as n -> oo and / w (g) g n is a δ-sequence on G (by the integration formula (2.1)). Hence, we deduce from (2.2) that Fix g e &r(B) such that X g = 1. Then for any / e we have / = ε(/® #), and hence
If / e &r(y) and g e &r(B), write / (x) g for the function f(v)g(b). Via the map v,b-+vb we may consider / (g) g as an element of 2$(G).

Aε(φ)(l) = a{φ) for all φ e &(G).
(2.4)
Since α is a Radon measure, the right side of (2.4) satisfies (2.3), which proves the lemma. (In fact, v is the measure /-»a(f (x) g).)
Completion of proof of Theorem 1. Now take for p the character p(b) = sgn (s), when 6 = I Q _Λ. Then it is known [8] that the induced representation L μ in this case splits into two parts, and when Sίf μ is realized as L 2 (V), then any nontrivial intertwining operator is a scalar multiple of the classical Hubert transform
We identify V with /2 via the map x~+( ΛΛ The Hubert transform does not satisfy estimate (2. Here φ-*φ is the canonical map from <&(G) into £ίf μ as in §1, and Jφ = φ (complex conjugate). By the Schwarz inequality and the boundedness of A we see that
Clearly, ψ -"WJψWμ is also a continuous seminorm on £&{G). Although HJΊHI I need not be bounded in terms of \\ψ\\ μ9 nevertheless, the local order of this seminorm is the same as the local order of || ||^. (If Kd G is a compact set and p is a continuous seminorm on £&(&), we say that p has order ^ r on K if there is a finite set of differential operators
The main analytic fact we need is the following version of the "kernel theorem" for continuous bilinear forms: LEMMA 
Suppose B is a bilinear form on £&(G), and p l9 p 2 are continuous seminorms on j3f(G) such that
(3.3) \B(φ 9 ψ)\^p 1 (φ)p2(Ψ) T hen there is a distribution T on G x G such that B(φ, ψ) = T(φ (X) ψ) .
Furthermore, if K λ and K 2 are compact subsets of G, and if p 5 has order S τ s on K ό (j -1, 2), then T has order
Proof. Since multiplication by a C°° function is an operator of order zero, we may use a partition of unity and local coordinates to reduce the problem to a local one in The series (3.5) is absolutely convergent, and by (3.4) we have the estimate
where Ci = CΣ mtn (1 + | wD^-^l + \n\y d~ι < oo. Since the right side of (3.6) is a seminorm of order r 1 + r 2 + 2d + 2 on M, this proves the lemma.
Completion of proof of Theorem 2. Suppose now that the operator A in formula (3.1) commutes with the representation L μ . Then the distribution Ton G x G such that B A {φ,ψ) = T(φ®ψ), which was constructed in Lemma 2, satisfies for all zeG,
where δj(x, y) = /(z"^, z" 1 ?/). The structure of distributions satisfying (3.7) was determined by Bruhat [3, Prop. 3.3] . Let t denote the distribution on G determined by left Haar measure, and let Φ: G x G -> G x G be the map Φ(x, y) = (a?, αjy). Then (3.7) forces Γ to have the form
where a is a distribution on G. Symbolically, In particular, if φ 9 ψe&(G), then
Hence, α serves to represent the intertwining operator A, and is obviously positive-definite if A ^ 0. Since Φ is a diffeomorphism, the order of ί®α on a compact set Ma G x G is the same as the order of T on φ-^ikί). By Lemma 2 and inequality (3.2), the local order 90 ROE GOODMAN of t (x) a (and, hence, the local order of a) can, therefore, be bounded in terms of the local order of μ and the dimension of G, as claimed.
Proof of Corollary. Using Theorem 2, we are able to rehabilitate the attempted proof of cyclicity in [7] . Given a <5-sequence {ψ n } on G, let K c G be a compact set such that K = K~ι and Supp (ψ n ) £iί for all n. Since \\ψ\\ μ is a continuous seminorm on £2?(G), there are right-invariant differential operators D l9 , D r on G such that i for all ψ supported on the set K z . Now set w n = ψ**ψ n , and let {λj be any sequence such that X n > 0 and Thus taking φ = ψ k and letting k -+ co, we see that (Here we have used estimate (3.8), the right-in variance of D j} and the inequality ||/*#|U ^ ll/llcoll^lU,.) Thus we may apply the dominated convergence theorem to conclude from (3.9) and (3.10) that Σ K(Aψ n , f n ) μ = 0. But λ Λ > 0 and A ^ 0, so in fact (Aψ n , f n ) μ = 0 for all n. (So far we have simply followed the line of proof of [7] , replacing uniform convergence of the series Σ K^^ by the stronger condition (3.9), in return for allowing μ which are distributions rather than measures.) Finally let a be the positive-definite distribution on G representing A, which exists by Theorem 2. Then (x(ψ**ψn) -0 f°r all n. By the Schwarz inequality, this implies that a(φ*ψ n ) = 0 for all φe^(G) and all n. Letting n-* 00, we conclude that a = 0.
