Abstract. The article is devoted to comparison of the Milstein expansion of multiple stochastic integrals with the method of expansion of multiple stochastic integrals, based on generalized multiple Fourier series. We consider some practical material connected with expansions of multiple Stratonovich stochastic integrals from the Taylor-Stratonovich expansion, based on multiple trigonometric Fourier series. The comparison of effectiveness of the Fourier-Legendre series as well as the trigonomertic Fourier series for expansion of multiple Stratonovich stochastic integrals is considered.
Introduction
Let (Ω, F, P) be a complete probubility space, let {F t , t ∈ [0, T ]} be a nondecreasing right-continous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is F t -measurable for any t ∈ [0, T ]. We assume that the components f Here x t is some n-dimensional stochastic process satisfying Eq. (1) . The nonrandom functions a : ℜ n × [0, T ] → ℜ n , B : ℜ n × [0, T ] → ℜ n×m guarantee the existence and uniqueness up to stochastic equivalence of a solution of Eq. (1) [1] . The second integral on the right-hand side of (1) is interpreted as an Ito integral. Let x 0 be an n-dimensional random variable, which is F 0 -measurable and M{|x 0 | 2 } < ∞; M denotes a mathematical expectation. We assume that x 0 and f t − f 0 are independent when t > 0.
It is well known that one of the effective approaches to numerical integration of Ito SDEs is an approach based on Taylor-Ito and Taylor-Stratonovich expansions [2] - [6] . The most important feature of such expansions is a presence in them of so called multiple Ito and Stratonovich stochastic integrals, which play the key role for solving the problem of numerical integration of Ito SDEs and has the following form: Note that ψ l (τ ) ≡ 1 (l = 1, . . . , k); i 1 , . . . , i k = 0, 1, . . . , m in [2] - [6] and ψ l (τ ) ≡ (t − τ ) q l (l = 1, . . . , k; q 1 , . . . , q k = 0, 1, 2, . . .); i 1 , . . . , i k = 1, . . . , m in [7] , [8] .
Milstein Expansion and Method of Generatized Multiple Fourier Series
Milstein G.N. proposed in [2] (1988) the approach to expansion of multiple stochastic integrals based on expansion of Brownian bridge process into the trigonometric Fourier series with random coefficients (version of the so-called Karunen-Loeve expansion [1] 
for Wiener process).
Let's analyze the Brownian bridge process [2] :
where f t -is a standard m-dimensional Wiener process with independent components f (i)
Let's also analyze the componentwise expansion of the process (4) into the trigonometric Fourier series converging in the mean-square sense [2] :
where
It is easy to demonstrate [2] , that random variables a i,r , b i,r are Gaussian ones and they satisfy the following relations:
According to (5) we have
where the series converges in the mean-square sense.
Note that trigonometric functions are the eigenfunctions of the covariance of the Brownian bridge process, that is why the basis functions are the trigonometric functions.
In [2] (see also [3] - [6] ) Milstein G.N. proposed to expand (3) in repeated series of products of standard Gaussian random variables by representing the Wiener process as a series (6) . To obtain the Milstein expansion of (3), the truncated expansions (6) of components of Wiener process f s must be iteratively substituted in the single integrals, and the integrals must be calculated, starting from the innermost integral. This is a complicated procedure that obviously doesn't lead to a general expansion of (3) valid for an arbitrary multiplicity k. For this reason, only expansions of simplest single, double, and triple integrals (3) were obtained (see [2] - [6] ).
At that, in [2] , [6] the case of ψ 1 (s), ψ 2 (s) ≡ 1 and i 1 , i 2 = 0, 1, . . . , m is considered. In [3] - [5] the attempt to consider the case of ψ 1 (s), ψ 2 (s), ψ 3 (s) ≡ 1 and i 1 , i 2 , i 3 = 0, 1, . . . , m is realized.
Note that generally speaking the approximations of triple integrals from [3] - [5] may not converge in the mean-square sence to appropriate triple integrals due to iterative limit transitions in the Milstein approach [2] (we mean here a triple integration with respect to components of the Wiener process). This feature of the Milstein expansion will be considered in details further.
Let's consider the another approach to expansion of multiple stochastic integrals [9] - [29] , which we will call as the method of generalized multiple Fourier series.
Suppose that every ψ l (τ ) (l = 1, . . . , k) is a continuous on [t, T ] non-random function. Define the following function on a hypercube [t, T ] k :
and . . .
Theorem 1 (see [9] - [20] ). Suppose that every ψ l (τ ) (l = 1, . . . , k) is a continuous on [t, T ] function and {φ j (x)} ∞ j=0 is a complete orthonormal system of continuous functions in
; g, r = 1, . . . , k}; l.i.m. is a limit in the mean-square sense; i 1 , . . . , i k = 0, 1, . . . , m; every
is a standard Gaussian random variable for various i or j (if i = 0); C j k ...j1 is the Fourier coefficient (9); ∆w
is a partition of the interval [t, T ], which satisfies the condition (10) .
In order to evaluate significance of the theorem 1 for practice we will demonstrate its transformed particular cases for k = 1, . . . , 4 [9] - [20] :
where 1 A is the indicator of the set A.
The following theorem adapt the theorem 1 for the integrals (3) of 2-4 multiplicities.
Theorem 2 (see [14] - [28] ). Suppose that {φ j (x)} ∞ j=0 is a complete orthonormal system of Legendre polynomials or trigonometric functions in
where ψ l (s) ≡ 1 (l = 1, . . . , 4) in (17), (19) ; another denotations see in the theorem 1.
is an approximation of (2), which is the prelimit expression in (11). Let's denote
In [18] , [19] , [23] it was shown that
. . .
The value E p k can be calculated exactly. Theorem 3 (see [19] , [23] ). Suppose that the conditions of the theorem 1 are satisfied. Then
means the sum according to all possible derangements (j 1 , . . . , j k ), at the same time if j r changed places with j q in the derangement (j 1 , . . . , j k ), then i r changes places with i q in the derangement (i 1 , . . . , i k ); another denotations see in the theorem 1.
Note that
Then from the theorem 3 for pairwise different i 1 , . . . , i k and for i 1 = . . . = i k we obtain:
is a sum according to all possible derangements (j 1 , . . . , j k ).
Consider some examples of application of the theorem 3 (i 1 , . . . , i k = 1, . . . , m):
Some Features and Problems of the Milstein Expansion
Let's denote
Let's consider Milstein expansions for 4 simplest stochastic integrals:
where i 1 , i 2 = 1, . . . , m; every
is a standard Gaussian random variable for various i or j, and
, where r = 1, 2, . . .
(2)T,t has Gaussian distribution and expansions (28), (30) are too complex for such simple stochastic integrals as I
propose the following mean-square approximations on the base of the expansions (28), (29):
where ζ 
where ξ
q , α q has the form (34) and
q ; r = 1, . . . , q; i = 1, . . . , m -are independent standard Gaussian random variables; i = 1, . . . , m.
Nevetheless the expansions (32), (3) are too complex for approximation of two Gaussian random variables I (i1)
(1)T,t , I
(i1) (2)T,t . Using the theorems 1, 2 and complete orthonormal system of Legendre polynomials in the space L 2 ([tT ]) it is shown [9] - [19] , [24] , that
where every
is a standard Gaussian random variable for various i or j, where
where P j (x) -is a Legendre polynomial. Not difficult to see, that at least the expansions (37), (38) essentially more simpler than the expansions (32), (3).
As we mentioned before, the technical peculiarities of the Milstein expansion may result in repeated series (iterative operation of limit transition) in contradiction to multiple series (one operation of limit transition) taken from the theorems 1, 2.
In the case of the simplest stochastic integral of 2nd multiplicity I
(00)T,t , this problem was avoided as we saw earlier. However, the situation is not the same for the simplest stochastic integrals of 3rd multiplicity I * (i1i2i3) (000)T,t . Let's denote:
Let's consider the expansion of multiple Stratonovich stochastic integral of 3rd multiplicity obtained in [3] - [5] by the Milstein approach:
r (a i2,r b i3,r − b i2,r a i3,r ) ,
From the form of expansion (41) and expansion of integral J * (0i2i3)
(011)∆,0 we may conclude, that they include repeated (double) series.
Hereafter in the course of approximation of examined stochastic integral in [3] - [5] it is proposed to put upper limits of summation by equal q, that is according to arguments given before is incorrectly.
For example, the value D i1i2i3 is approximated in [3] - [5] by the double sums of the form:
We may avoid this problem (iterative limit transitions) using the method, based on the theorems 1 and 2.
If we prove, that the members of expansion (41) coincide with the members of its analogue, obtained using the theorem 2 (the same fact is proven in [9] - [19] for the simplest stochastic integrals I (i1) ( 
1)T,t , I
(i2i1) (00)T,t of first and second multiplicity), then we may replace the repeated (double) series in (41) by the multiple ones, as in the theorems 1 and 2, as was made formally in [3] - [5] . However, it requires separate argumentation.
Approximation of Specific Multiple Stochastic Integrals of Multiplicities 1-3,
Using the Theorems 1, 2 and Trigonometric System of Functions
In [9] - [19] the author independently from the papers [2] - [6] (excepting the method of introducing of additional random variables ξ
q ) obtained, using the theorems 1 and 2, the following expansions for the multiple Stratonovich stochastic integrals (26) from the so-called unified TaylorStratonovich expansion [8] :
where φ j (s) has the form (31); ζ
q ; r = 1, . . . , q; i = 1, . . . , m -are independent standard Gaussian random variables; i 1 , i 2 , i 3 = 1, . . . , m.
Note, that from (46), (47) it follows:
The formulas (49) are the particular cases of the more general relation, which we applied for proof of the theorem 2 for the case k = 2 (see [14] - [19] ).
Let's analyze the mean-square errors of approximations (44)-(47). From relations (44)-(47) when i 1 = i 2 , i 2 = i 3 , i 1 = i 3 by direct calculation we obtain: 
It is easy to demonstrate, that relations (51), (52) and (53) may be represented using the theorem 3 in the following form:
Comparing (54)- (56) and (51)- (53), note, that
Let's consider approximations of stochastic integrals I * (i1i1) (10)T,t , I * (i1i1) (01)T,t and the conditions of selecting the number q using the trigonometric system of functions: 7.5990 · 10 −6 q 1 10 100 1000 10000
.
Then we will obtain
Considering (57) we will rewrite the relation (59) in the following form
In tables 1 -3 we check numerically formulas (54) -(56), (60) for various values q. In tables 1 -3 the number ε means the right parts of mentioned formulas.
Formulas (57), (58) appear to be interesting. Let's confirm numerically their rightness (tables 4, 5; the number ε q is an absolute deviation of multiple partial sums with the upper limit of summation q for series (57), (58) from the right parts of formulas (57), (58); convergence of multiple series is regarded here when p 1 = p 2 = q → ∞, which is acceptable according to the theorem 1). 
It is easy to see, that approximations J * (i2i1)q .
