Abstract-Optical buffers based on Fiber Delay Lines (FDL) have been proposed for contention resolution in optical packet/burst switching systems. In this article, we propose a retrial queuing model for FDL optical buffers in asynchronous optical switching nodes. In the considered system, the reservation model employed is of post-reservation type and optical packets are allowed to re-circulate over the FDLs in a probabilistic manner. We combine the MMPP-based overflow traffic models of the classical circuit switching literature and fixed-point iterations to devise an algorithmic procedure to accurately estimate blocking probabilities as a function of various buffer parameters in the system when packet arrivals are Poisson and packet lengths are exponentially distributed. The proposed algorithm is both accurate and fast, allowing one to use the procedure to dimension optical buffers in next-generation optical packet switching systems.
I. INTRODUCTION
T WO packet switching-based paradigms have emerged for flexible use of bandwidth in optical networks, namely Optical Packet Switching (OPS) [1] and Optical Burst Switching (OBS) [2] . In this article, we analytically study the performance of an OPS/OBS node, hereafter called OPR (Optical Packet Router), that uses FDLs (Fiber Delay Line) for optical buffering irrespective of whether the router supports the OPS or OBS paradigm. OPS/OBS can either be synchronous (time-slotted) in which packets have either fixed sizes or variable sizes that are integer multiples of a time unit (called a slot) or asynchronous (unslotted) with arbitrarily variable packet lengths. Most of current literature on OPS is based on synchronous switching [3] whereas asynchronous OBS is the most dominant mode of OBS operation [2] . However, exceptions exist in the literature; see [4] , [5] . The current article focuses on asynchronous OPRs only and the use of FDL buffers in overcoming the performance limitations of asynchronous switching systems.
In optical packet switching-based (OPS or OBS) networks, contention arises when two or more incoming optical packets contend for the same output port/wavelength pair. If the wavelength of an incoming packet is occupied at the destination port, then its wavelength can be converted to one which is idle [6] . If all wavelength channels at a given port are occupied, then incoming packets can use optical buffering to resolve contention [7] . If the capabilities of the OPR (in terms of wavelength converters and buffers) come short of resolving the contention, deflection routing can be used to send one or more of the contending packets to a different output port [2] . In this article, we study the combined use of wavelength converters and optical buffers for contention resolution. In electronic buffering, packets are stored in RAMs (Random Access Memory) and wait for their turns for transmission until they reach the head of their corresponding queues. Since optical RAMS are not feasible today, the most popular optical buffering technique is the use of FDLs in which a contending packet is sent over a coil of fiber that provides the packet with a fixed delay in order to resolve contention. Such a mechanism is referred to as FDL buffering. The alternative mechanism of SLDLs (Slow Light Delay Lines) [8] that promise variable and controllable delays are outside the scope of this article.
There are different architectures proposed for using FDL buffers; we refer the reader for an extensive discussion of such architectures in [9] , [10] , [11] . Buffer architectures are generally classified as feed-forward (FF) or feedback (FB) [12] . In feed-forward buffering, optical packets are delayed at the output ports so as to leave the node after traversal through the FDL. On the other hand, in feedback buffering, optical packets are delayed while being fed back to the node after the propagation delay of the FDL. FDL buffers can also be classified based on their lengths; the Fixed-length FDL (F-FDL) architecture uses FDLs of the same length and therefore all FDLs realize the same delay making it necessary for the packets to re-circulate if longer delays are required. On the other hand, Increasing-length FDL (I-FDL) architecture comprises FDLs of increasing length which are generally taken to be integer multiples of a basic granularity unit, i.e., , 2 , . . . , , where denotes the buffer size [3] , [13] . In this regard, F-FDLs present a better fit for the FB architecture whereas FF architecture is more likely to use IFDLs. Another classification is made by [12] based on the type of reservation; if the output port is reserved prior to entering the buffer, this architecture is called Pre-Reservation (PreRes). If the output reservation is attempted at the end of each FDL re-circulation of the packet, the architecture is called PostReservation (PostRes). In PostRes, all blocked packets will use buffers if available whereas in PreRes, a blocked packet will only be admitted into the buffer only when an output port can be reserved at the epoch of exit from the buffer. One other classification can also be made based on whether buffers are shared or dedicated for each output port.
0090-6778/11$25.00 c ⃝ 2011 IEEE Our goal is to introduce a new generic queuing model for FDL buffers based on [14] as opposed to modeling one of the specific architectures already proposed in the literature. By doing so, we not only aim to gain insight on the operational principles of optical buffers but also our proposed models can be used as building blocks for analytical modeling of more general and realistic architectures. For this purpose, we focus on a single output port of an OPR with available wavelength channels and FDLs of the same length . We assume exponentially distributed packet lengths with mean set to unity, i.e., the time unit is taken to be mean packet length, and Poisson packet arrivals with rate at the designated output port. The system load is denoted by = / . The assumptions of Poisson call arrivals and exponentially distributed call-holding times have been successfully used for circuit-switched networks handling call-oriented traffic. In our generic model, an optical packet which finds all wavelength channels occupied is said to be blocked. A blocked packet will always use a buffer (if available) to retry entry into the output port. Such behavior is consistent with the PostRes model which is simpler to implement than the PreRes scheme since the decision of buffer admission only depends on whether any one of the FDLs is available at the epoch of arrival and not on the availability information at the epoch of exit from the FDLs. A packet is said to be a retrial packet once it traverses one of the FDLs. A retrial packet will use one of the free wavelength channels if available at the epoch of exit from the FDL. Otherwise, it will attempt to re-circulate through one of the FDLs with probability ≤ 1 and otherwise with probability 1 − , it will be discarded, i.e., lost. Such a probabilistic re-circulation policy not only limits the average number of re-circulations in the system but is also amenable to analytical modeling. Although a deterministic policy of allowing at most a given number of re-circulations is more common in the literature [15] , we leave analytical modeling of such systems for future research. In this setting, the problem at hand provides a model for feedback FDL buffers with (i) F-FDLs, (ii) PostRes reservation model (iii) dedicated output buffers. The reason behind the interest in this particular system is its relative simplicity since the switch controller only needs to keep track of binary variables that are indicative of the occupancies of wavelength channels as well as the occupancies of the FDLs at their entrance points. Note that in this model, two or more packets can use the same FDL at the same time using spatial multiplexing.
Our goal in this paper is to introduce a simple queuing model for FDL optical buffers that accurately capture the behavior of this system for which related work already exists in the literature. Let us first start with the particular case of = 0 which is studied more in the context of feed-forward I-FDL buffers using the PreRes reservation model which amounts to the balking property of FDLs, i.e., a packet will not be admitted into the FDL buffer if the maximum delay provided by all available FDLs is not sufficient to reserve an output port. Most of the research in this area focuses on the singlewavelength case, i.e., = 1; the reference [13] presents an approximate method using an iterative procedure which is simple to implement for Poisson arrivals and exponential packet lengths. Again, for the same scenario, the work in [16] provides closed-form expressions for loss probabilities and expected delays. Similarly, the authors derive closedform expressions in [17] that allow one to optimize the fiber lengths of an optical buffer for variable length packets. For the same I-FDL type feed-forward buffer, [18] relaxes the traffic models for interarrivals and service times while still being able to provide an accurate approximative method which turns out to be exact in some certain sub-cases. Recently, [19] proposed an exact analytical procedure for the singlewavelength case for I-FDL feed-forward buffers using the paradigm of feedback fluid queues even with more general arrival processes such as Markovian Arrival Process (MAP) and phase-type distributed packet lengths. The reference [15] introduces a queuing model for a single-wavelength feedback optical buffer when there is a limit on the number of FDL circulations. Results associated with = 0 but for the multiwavelength case, i.e., > 1, are rather rare. One of the earlier works in this area is [14] that uses an M/M/K/K+B queuing model with servers and additional waiting places whose main assumption is that a stored burst can immediately start to use a channel whenever it becomes available. However, FDL delays are deterministic and a packet cannot leave the FDL buffer arbitrarily. Therefore, the proposed method only provides a lower bound for the loss probability. With this observation in place, [20] provides upper and lower bounds for the loss probability for a related system of interest using IFDLs via the Erlang loss formula (no buffers) and the method of [14] , respectively. On the other hand, [21] proposes an approximate Markovian model to capture the balking property but in a system with variable delays which is more of a property of SLDLs. The closest work to ours in the literature is [12] which provides a simulation-based study of I-FDL feed-forward PreRes buffers in comparison with a system employing F-FDL feedback PostRes buffers. Our goal in this article is to introduce a queuing model for the latter which is computationally efficient even for systems with large number of wavelengths and FDLs.
Retrial queuing systems have extensively been studied in the literature; see [22] , [23] , [24] for an exhaustive survey of the literature on retrial queues. An M/M/K retrial queue comprises a -server queuing system in which the primary customers arrive according to a Poisson flow and service times are exponentially distributed. A primary customer finding a server free will occupy the server and leave the system after the service time. On the other hand, a primary customer finding all servers busy upon arrival will join a so-called orbit so as to repeat his demand after an exponential time with parameter . Typically, orbit capacities are infinite and such a system is well described by a bi-variate process {( ( ), ( )), ≥ 0}, where ( ) is the number of busy servers at time and ( ) is the number of customers in the orbit at time [22] . Classical Markov chain solution techniques do not apply since the orbit capacity is infinite and most existing literature on M/M/K retrial queues addresses accurate and approximate calculation of the steady-state probabilities of this bi-variate process. Variations of this basic model are available such as a retrial finding the system full will re-enter orbit with probability and leave the system forever with probability 1 − independent of the number of trials the customer has already made [24] . Although most well-known methods rely on the solution of large Markov chains, there are also relatively simple and easy-to-implement methods for approximating system behavior such as RTA (Retrials see Time Averages) or FRA (Fredericks and Reisner Approximation) [24] , [25] . There are several differences between the classical retrial queue and the FDL buffer:
• The orbit time is exponential in retrial queues whereas it is deterministic in PostRes FDL buffers, • The orbit capacity is typically infinite in retrial queues whereas we have a finite number of FDLs in FDL buffers, • Even in case the orbit capacity can be taken to be finite, say , in a retrial queue, the value limits the number of customers in the orbit. However, the value limits the number of FDLs and not the number of packets traveling through the FDLs. Although there are differences between the two models, we introduce a queuing model inspired by retrial queues in the current article. The main idea is to characterize the retrying traffic with an MMPP (Markov Modulated Poisson Process) and feeding back this process to the system using an iterative procedure. While doing so, we benefit from MMPP-based overflow models of the classical circuit-switching literature [26] , [27] . With the model at hand, we address the provisioning problem of selecting the FDL delay as well as the buffer size and re-circulation parameter that meets delay, loss, and re-circulation requirements.
The remainder of this article is organized as follows. Section 2 presents the queuing model we propose for multiwavelength feedback FDL buffers. In Section 3, we provide numerical examples for validating the accuracy of this approach as well as the use of these models for engineering and dimensioning purposes. Finally, we conclude.
II. ANALYTICAL MODEL
Recall that we focus on a single output port of an OPR with available wavelength channels and FDLs of the same length and we use the PostRes reservation model. Fig. 1 illustrates the operation for an FDL buffer with = 2 channels and = 2 FDLs with each FDL being of length = 4 time units and no re-circulations, i.e., = 0. For illustrative purposes, all packets have the same size which is three time units. Consider the situation depicted in Fig. 1 (a) at = 0 − . On channel 1, packet 1 is under transmission upon a repeated attempt whereas on channel 2, packet 2 is under transmission upon its first attempt, therefore this packet is not using any FDL resources. The FDL 1 has the tail of packet 1 at its head but another packet 4 has just started to traverse through FDL 1 since it arrived one time unit ago but found both channels occupied. On FDL 2, packet 3 has just completed its journey on FDL 2 and is about to look for an opportunity to join one of the two wavelength channels. Since = 0 and recirculations are not allowed for this example and both channels are busy at = 0 + , this packet 3 will be dropped by the system leading to packet loss. Note that such a packet drop is specific to the PostRes reservation model since the output channel would not be reserved immediately when the packet is accepted into the buffer in the PostRes model. Due to this packet drop, the system state is illustrated at = 0 + in the right figure of Fig. 1(a) . We let the system evolve until = 1 − when two packets (numbered 5 and 6) arrive. The system state just before the arrivals is given in Fig. 1(b) . Compared to Fig. 1(a) , packet 2 has just left channel 2, the transmission of packet 1 over channel 1 and that of packet 4 over FDL 1 are in progress at = 1 − . Since at = 1 − , channel 2 is idle, one of the arriving packets, say packet 5, would be accepted into channel 2, and the other arrival 6 would be directed to the idle FDL 2. The system state just after the arrivals is illustrated in the right figure of Fig. 1(b) . We now let the system evolve until = 2 − when three packets (numbered 7, 8, and 9) arrive. At = 2 − , packet 7 is assigned to channel 1, packet 8 is directed to FDL 1, but packet 9 finds both servers and FDLs busy and is dropped. The system state before and after these three arrivals is illustrated in Fig. 1(c) . For this particular example, we used fixed packet sizes and instantaneous packet arrivals as in slotted systems only for illustrative purposes but the analytical model will be developed for asynchronous systems.
Based on the operational principles outlined in Fig. 1, it is not possible to exactly represent the system as a Markov process as in retrial queues. Therefore, it is clear that approximations are required for analyzing this system. Our approach is based on the stochastic characterization of the traffic coming out of the FDL buffer based on MMPP (Markov Modulated Poisson Process)-based models that have successfully been used in modeling overflow traffic in circuit-switched networks. An MMPP is characterized with a matrix pair ( , ) where is the infinitesimal generator matrix of a modulating finitestate continuous-time Markov chain and = { } is a diagonal matrix of rates where denotes the Poisson rate of arrivals when the state of the modulating chain is visited [28] . For more details on the properties of MMPPs, we refer the reader to [29] . Of particular interest to this paper is a twostate MMPP which has two states 1 and 2 with arrival rates 1 and 2 in these two states, respectively. The transition rate from state 1 to state 2 (state 2 to state 1) is denoted by 1 ( 2 ). The two-state MMPP is then said to be characterized by the ordered quadruple ( 1 , 2 , 1 , 2 ) . In this paper, we assume that the traffic coming out of the FDL buffer is modeled with a two-state MMPP called comprising two states, namely the HIGH and LOW states, which is characterized by the quadruple ( , , , ). In the HIGH state, packet arrivals are Poisson with rate and in the LOW state with rate such that ≥ . The two-state MMPP is helpful in representing the burstiness of this particular traffic stream while maintaining simplicity. We do not know the parameters of MMPP yet but we will obtain these parameters as an outcome of an iterative process. However, this MMPP process is not independent from the channel occupancy process that keeps track of the number of busy channels at the designated port. This stems from the observation that a retrying optical packet will see a system quite correlated with the one the same packet had attempted to join but failed time units back. For the purpose of characterizing this inter-dependence, let , ( , ) for 0 ≤ ≤ denote the joint probability that the two-state MMPP is in state HIGH (LOW) and there are 0 ≤ ≤ occupied channels at the designated port at an arbitrary epoch. Similarly, let , ( , ) denote the probability that the two-state MMPP is in state HIGH (LOW) and there are 0 ≤ ≤ occupied channels at the designated port at the epoch of an arbitrary retrial. Again, we do not know the probabilities , , , , , , and , at this point but we will obtain these probabilities through the same iterative procedure. Moreover, we define
Let us now define the bi-variate process ( ) = {( ( ), ( )); ≥ 0}, where 0 ≤ ( ) ≤ denotes the number of busy channels at the designated port and ( ) ∈ { , } denotes the state of the two-state MMPP (whether it is in the HIGH or LOW state) at time . observations, we conclude that
Similarly, if we define ( ) , 0 ≤ ≤ , to be the rate of repeated arrivals when ( ) = and ( ) = , we obtain
Assuming that retrials at a given state of ( ) are of Poisson nature, we have a continuous-time Markov chain of size 2( + 1) whose transition diagram is given in Fig. 2 which approximates the behavior of the occupancy process of the port, called hereafter the port process. By definition, the probabilities we defined , and , for 0 ≤ ≤ are the steady-state probabilities of the port process described by its state-transition diagram in Fig. 2 . Let denote the infinitesimal generator of this Markov chain with the states enumerated as
Packets are blocked and directed to the FDL buffer only in the two states ( , ) and ( , ). In particular, the rate of traffic directed to the FDL buffer is + ( ) at state ( , ) and + ( ) at state ( , ). Assuming an MMPP model, the traffic comprising packets directed to the FDL buffer can be modeled with an MMPP with 2( + 1) states with infinitesimal generator and rate matrix
Although a large-scale MMPP model with 2( + 1) states is now at hand, we propose to further use the model reduction algorithm of [26] to reduce this MMPP characterized with the pair ( , ) to a two-state MMPP denoted by . The algorithm proposed in [26] for model reduction matches the first three marginal moments and the area under the autocovariance function of the original process to those of the two-state approximating MMPP . This particular algorithm is given in Appendix A for the sake of completeness. The MMPP is assumed to be characterized with the quadruple ( 1 , 2 , 1 , 1 ) .
We have now obtained a stochastic characterization of the traffic appearing at the input of the FDL buffers. However, some of the packets directed to the FDL buffer will not be admitted due to the lack of an idle FDL. In order to find a characterization for the actual traffic carried through the FDL buffer, we define another bi-variate process ( ) = {( ( ), ( )); ≥ 0}, where 0 ≤ ( ) ≤ denotes the number of busy FDLs in the FDL buffer and ( ) ∈ {1, 2} denotes the state of the two-state MMPP at time . We then have a continuous-time Markov chain of size 2( + 1) whose transition diagram is given in Fig. 3 which hereafter is referred to as the buffer process. Let denote the infinitesimal generator of this buffer process with the states enumerated as {(0, 0), (1, 1), . . . , ( , 1), (0, 2) , . . . , ( , 2)}. Packets are not admitted into the buffer only in the two states ( , 1) and ( , 2). In particular, the rate of traffic using the FDL buffer is 1 at state ( , 1) and 2 at state ( , 2) for all such that 0 ≤ < . Assuming an MMPP model, the traffic comprising packets using the FDL buffer can be modeled with an MMPP with 2( + 1) states with infinitesimal generator and rate matrix
We again use the procedure of [26] for reducing this MMPP to a two-state MMPP say which is characterized by the quadruple (ˆ,ˆ, , ) such thatˆ≥ˆ. Moreover, let denote the steady-state vector of :
Let us now revisit the port process whose transition diagram was given in Fig. 2 . Blocking arises when an arriving packet finds the system in one of the two states ( , ) and ( , ). A blocked packet should have visited the state ( , ) with probability and state ( , ) with probability :
(6) Assume that the initial distribution of the Markov chain in Fig. 2 is given by the row vector
Then, it is clear that the vector defined by
gives the conditional probabilities , and , such that
We now have to link the two-state MMPP to the MMPP . Let us consider the two extreme cases as the FDL delay → ∞ and → 0. As → ∞, the traffic coming out of the FDL buffer should be independent of the port process. Note that → as → ∞ where
and therefore ( ) → and ( ) → . Consequently, as → ∞, and should be chosen so that =ˆand Fig. 2 with generator and solve for its steady-state probability vector which in turn gives the probabilities , and , for 0 ≤ ≤ . 3. Find the vector from (8) and define the rate matrix as in (3). 4. Use the procedure in Appendix A to obtain the two-state MMPP model characterized by the quadruple ( 1 , 2 , 1 , 1 ) from the 2( +1)− dimensional MMPP characterized with the pair ( , ). 5. Given the parameters 1 , 2 , 1 , and 1 , construct the Markov chain depicted in Fig. 3 with generator and solve for its steady-state probability vector . 6. First define the rate matrix Λ as in (4) and use the procedure in Appendix A to obtain the two-state MMPP model given from the 2( + 1)− dimensional MMPP characterized with the pair ( , Λ). 7. Employ (11) =ˆ. Consequently, the Markov chain in Fig. 2 reduces to the modeling of a -server system fed with Poisson traffic with rate and independent MMPP traffic coming out of the FDL buffer. The situation is different as → 0 since the traffic retrying to join the port is completely dependent on the port process and the burstiness of this stream should not play any additional role. Therefore, as → 0, we propose to replace the MMPP with a pure Poisson process with the same average rate, i.e., = =ˆ++ . We now have a way of characterizing the traffic coming out of the FDL buffer in the two extreme scenarios. For arbitrary values of , we propose the following adjustment:
where = || − || 2 /|| 0 − || 2 , where || || 2 is the 2-norm of the vector , i.e., square root of the sum of the squares of the entries of the vector . It is also well-known that approaches zero exponentially fast as → ∞ . This method ensures that the average rate of the MMPP matches the average rate of MMPP for all choices of whereas the two MMPPs are exactly the same as → ∞ as desired but the approximate MMPP is replaced with a Poisson process with the same average rate as → 0. The method described above leads us to a fixed-point iterative procedure which is provided in Table I .
The most important performance measure of interest is the loss probability which is the probability that a packet is dropped by the system. Upon convergence of the algorithm given in Table I, we write as follows:
On the other hand, the mean waiting time in the system is given by [ ] where denotes the waiting time of a successfully transmitted packet. It is not difficult to show that
, where is the probability that a fresh arrival uses the FDL buffer, i.e., packet retries at least once, is the probability that a retrial attempt is successful, and is the probability that a retrial attempt leads to another retrial, i.e., retrying packet finds all channels occupied, therefore gets directed to the FDL buffer, and finds one idle FDL. We write these probabilities below:
Another performance measure we are interested in is the probability of strictly more than circulations for a successful packet which is denoted by
. We can write this probability as ( ) = (1− )(1− ) . Finally, the computational complexity of the proposed method per iteration is ( 3 ) where = max( , ) which is quite reasonable when compared to traditional multi-dimensional retrial queues.
III. NUMERICAL RESULTS
We validate the accuracy of the proposed approach by comparing them against simulations. The iteration tolerance parameter is set to = 0.000001 throughout all the numerical examples. As a first example, we fix = 16, = 0.6 and = 0 (i.e., only one FDL circulation is allowed). We then plot the loss probability as a function of the FDL delay in Fig. 4 obtained through simulations and the approach proposed in this article. For comparison purposes, we also test three other methods:
• Method A: This method is the same as the proposed algorithm except that the adjustment proposed in (11) is not made and we therefore set =ˆand =î rrespective of the FDL delay .
• Method B: Instead of modeling the traffic directed to the FDL buffer as a two-state MMPP, we use a Poisson process with the same average rate and therefore ignore the burstiness of this traffic stream.
• Method C: This method is the M/M/K/K+B traditional queuing model also described in [14] in the context of FDL buffers. The results are depicted in Fig. 4 . We have several observations:
• For this example, the loss probability appears to saturate beyond = 2 and there appears to be minimal need to further increase FDL lengths since the loss probability would not reduce much. This observation is consistent with the observation of [12] on required FDL delays based on simulation only. • MMPP-based models accurately estimate the loss probability in the asymptotic regime of → ∞ as opposed to Poisson process-based models, i.e., Method B, that come short of capturing the burstiness of the traffic stream associated with retrials.
• Method C provides very loose lower bounds on the loss probability especially for larger and it is evident that the traditional M/M/K/K+B based queuing models can not effectively be used for dimensioning FDL buffers.
• The adjustment of MMPP parameters proposed in (11) is especially useful for relatively small FDL delays and improves accuracy with respect to Method A that does not employ this adjustment procedure. In the next example, we fix = 16 and = 2, and we plot the loss probability and expected delay [ ] for two different values of in Fig. 5a and Fig. 5b , respectively, for = 0.7 and = 0.9, as a function of the re-circulation parameter . It is clear that the proposed analysis method accurately captures the behavior of the system as a function of the re-circulation parameter as well as the other parameters such as and although we note the existence of a slight discrepancy between the results of simulations and analysis. The major factors for this discrepancy are the reduced order MMPP modeling of the actual traffic directed to the FDL buffer for computational feasibility and the inter-dependence between the port and buffer processes that is ignored.
In the current example, we compare two policies of recirculation control; Policy Fixed allowing a fixed number of circulations ( circulations at most) as in [15] and Policy Prob using probabilistic re-circulation as proposed and studied in the current article. Policy Fixed is commonly proposed in the literature since a limit is placed on the number of FDL circulations in order not to require signal regeneration. In order to compare against Policy Fixed with allowable circulations, we choose the re-circulation parameter ( ) for Policy Prob by analysis (using binary search) such that ( ) is small enough. In this example, we set ( ) = 0.001. In case this identity can not be satisfied, we set ( ) = 1. In this way, we place a statistical limit on the maximum number of FDL circulations with Policy Prob. We report our findings in Table II for the case = 16, = 2, = 0.8, and for various values of the buffer size . Note that only simulation results are reported for Policy Fixed whereas we have both analysis and simulation results for Policy Prob. We have the following observations:
• Table II clearly demonstrates that the analysis method is able to capture the performance measure ( ); note the last column obtained via simulations with ( ) values very close to 0.001 as desired when < 1.
• For ( ) < 0.9, the analysis method gives quite accurate results when compared to simulations for all three performance measures we studied. However, accuracy appears to be reduced when ( ) is closer to unity.
• Although policies Fixed and Prob present comparable ( ), the way we select ( ) leads to slightly larger loss probability but slightly lower delay [ ] for Policy Prob when compared to Policy Fixed for a given for ( ) < 1. This situation appears to be slightly reversed when ( ) = 1. When ( ) < 1, in order to reduce the loss probability for Policy Prob, one needs to further increase ( ) which however also increases ( Erlang-B Fig. 6 . The throughput of the system as a function of for the case = 32 and for three different values of and until all QoS requirements are just met. The low computational complexity of the analysis method allows us to obtain the quantity ( , , , ) for a wide range of problem parameters in acceptable time. For this example, we fix = 32, = 0.001, = 3, (3) = 0.001, and = 0.02. Note that the expected delay requirement is relatively strict for this example. We then plot the throughput of the system as a function of for = 0, 0.5, 0.9 and for = 0.5, 1, 2 in Fig. 6 . If no buffers are used, we obtain the throughput of the system as 0.5689 using the Erlang-B formula which is also plotted in Fig. 6 as a lower bound. Our goal in this example is to quantify the gain in throughput by using FDL buffers but still meeting the QoS requirements of the system. If there are no delay or re-circulation constraints, one can increase and together to arbitrarily increase the throughput but at the expense of very high expected delays. In this example, delay and re-circulation constraints are also taken into account. For small , the throughput increases monotonically with respect to and since the delay and re-circulation constraints are not violated for all parameters we tried. However, for larger values of , the throughput increases until a certain value of and then starts to decrease for fixed . A similar argument can be made for larger values of for which throughput is reduced beyond a certain value of for large . This observation leads us to the conclusion that provisioning optical buffers requires analysis and optimization on provisioning parameters such as , , and . In our final example, we fix = 32 and = 0.9 and searched for the optimum value of , say , in the interval 0.2 ≤ ≤ 4 that yields the maximum throughput denoted by as a function of the delay requirement . For this example, we set = 0.001, = 3, and (3) = 0.001. The results are given for three different choices of in Table III . The results show that increasing the buffer size beyond is not very helpful. The maximum throughput strictly depends on the delay requirement whereas the optimum delay increases with increasing delay requirement as expected but decreases with buffer size .
IV. CONCLUSION
We propose a retrial-queuing model along with fixed-point iterations to evaluate the performance of multi-wavelength feedback FDL optical buffers. Simulation results show that the proposed model allows one to accurately estimate the loss probabilities, expected delays, and re-circulation probabilities in this system. Provisioning procedures based on the analytical model we develop are also presented to validate the effectiveness of the proposed approach. We leave the queuing modeling of shared FDL feedback buffers and the alternative scenario of employing a fixed limit on the number of FDL circulations for future research.
APPENDIX A TWO-STATE MMPP APPROXIMATION
One of the crucial components of the proposed method in this article is a two-state MMPP approximation characterized with the pair ( , Λ) to an original MMPP characterized with the pair ( , ) with > 2 states. Let [27] gives an expression for :
The following choices for the parameters of the approximating MMPP are known to match the first three non-central moments as well as the time constant [26] :
