One of the major surprises that have emerged in the field of neuroscience is that some of the seemingly most complex and much debated aspects of brain function, such as consciousness, may require less explanation than anticipated-or at the very least that much of our thinking about what they are and how they are to be explained is likely ill conceived (cf. Churchland, 1988; Edelman, 1989) . In contrast, there are aspects of cognitive brain function that have received relatively little formal attention but are of great importance for general theories of brain function. The first aspect concerns the question of how cognitive activity is initiated by the brain and this question reduces to self-activation. In current simulation models of certain cognitive functions, such as speech recognition or pattern recognition, there is no formal recognition of how processing is initiated and terminated. In simulations, processing is triggered by certain stimulus conditions or, much more commonly, by a ''go'' command that is provided by an external agent.
However, brains are self-contained systems that cannot always rely on external triggers for activation (although they certainly can and do respond to external triggers), and they must be not only capable of providing activation for some activities rather than others but they must also have the capacity to sustain activation. The problem of how to do this is, by implication, also of crucial importance to the construction of artificial intelligences, because they, too, must be self-contained. In speculating on possible answers, I rely on the principle of transformation, first systematically discussed in Piaget's (1971) thoughtful book Biology and Knowledge. The central idea is that ''new'' things do not ever truly arise de novo but by the transformation of preexisting processes. As a result, the initial founding step on which transformations are based, is of great importance to the understanding of subsequent
