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Abstract. Event cameras are bio-inspired sensors that respond to per-
pixel brightness changes in the form of asynchronous and sparse “events”.
Recently, pattern recognition algorithms, such as learning-based meth-
ods, have made significant progress with event cameras by converting
events into synchronous dense, image-like representations and applying
traditional machine learning methods developed for standard cameras.
However, these approaches discard the spatial and temporal sparsity in-
herent in event data at the cost of higher computational complexity
and latency. In this work, we present a general framework for convert-
ing models trained on synchronous image-like event representations into
asynchronous models with identical output, thus directly leveraging the
intrinsic asynchronous and sparse nature of the event data. We show both
theoretically and experimentally that this drastically reduces the com-
putational complexity and latency of high-capacity, synchronous neural
networks without sacrificing accuracy. In addition, our framework has
several desirable characteristics: (i) it exploits spatio-temporal sparsity
of events explicitly, (ii) it is agnostic to the event representation, network
architecture, and task, and (iii) it does not require any train-time change,
since it is compatible with the standard neural networks’ training pro-
cess. We thoroughly validate the proposed framework on two computer
vision tasks: object detection and object recognition. In these tasks, we
reduce the computational complexity up to 20 times with respect to
high-latency neural networks. At the same time, we outperform state-of-
the-art asynchronous approaches up to 24% in prediction accuracy.
Keywords: Deep Learning: Applications, Methodology, and Theory,
Low-level Vision
Multimedia Material
The code of this project is available at https://github.com/uzh-rpg/rpg_
asynet. Additional qualitative results can be viewed in this video: https://
youtu.be/g_I5k_QFQJA
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1 Introduction
Event cameras are asynchronous sensors that operate radically differently from
traditional cameras. Instead of capturing dense brightness images at a fixed rate,
event cameras measure brightness changes (called events) for each pixel indepen-
dently. Therefore, they sample light based on the scene dynamics, rather than
on a clock with no relation to the viewed scene. By only measuring brightness
changes, event cameras generate an asynchronous signal both sparse in space
and time, usually encoding moving image edges 1 [1]. Consequently, they auto-
matically discard redundant visual information and greatly reduce bandwidth.
In addition, event cameras possess appealing properties, such as a very high dy-
namic range, high temporal resolution (in the order of microseconds), and low
power consumption.
Due to the sparse and asynchronous nature of events, traditional computer
vision algorithms cannot be applied, prompting the development of novel ap-
proaches. What remains a core challenge in developing these approaches is how
to efficiently extract information from a stream of events. An ideal algorithm
should maximize this information while exploiting the signal’s spatio-temporal
sparsity to allow for processing with minimal latency.
Existing works for processing event data have traded-off latency for pre-
diction accuracy. One class of approaches leverage filtering-based techniques to
process events in sequence and thus provide predictions with high temporal res-
olution and low latency [2,3,4,5]. However, these techniques require significant
engineering: event features and measurement update functions need to be hand-
crafted. For this reason, they have difficulties in generalizing to many different
tasks, especially high level ones as object recognition and detection. Similarly,
other works aim at reducing latency by making inference through a dynamical
system, e.g. a spiking neural network (SNN)2. Despite having low latency, both
filtering methods and SNNs achieve limited accuracy in high levels tasks, mainly
due to their sensitivity to tuning and their difficult training procedure, respec-
tively. Recently, progress has been made by processing events in batches that
are converted into intermediate input representations. Such representations have
several advantages. Indeed, they have a regular, synchronous tensor-like struc-
ture that makes them compatible with conventional machine learning techniques
for image-based data (e.g. CNN). This has accelerated the development of new
algorithms [3,10,11,12,13]. In addition, it has been shown that many of these rep-
resentations have statistics that overlap with those of natural images, enabling
transfer learning with networks pretrained on image data [11,12,14,15]. This last
class of approaches achieves remarkable results on several vision benchmarks
but at the cost of discarding the asynchronous and sparse nature of event data.
1 https://youtu.be/LauQ6LWTkxM?t=4
2 Here we use the term SNN as in the neuromorphic literature [6], where it describes
continuous-time neural networks. Other networks which are sometimes called SNNs
are low precision networks, such as binary networks [7]. However, these are not well
suited for asynchronous inputs [6,8,9].
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By doing so they perform redundant computation at the cost of large inference
times, thus losing the inherent low latency property of the event signal.
Contributions We introduce a general event-based processing framework that
combines the advantages of low latency methods and high accuracy batch-wise
approaches. Specifically, we allow a neural network to exploit the asynchronous
and sparse nature of the input stream and associated representation, thus dras-
tically reducing computation.We mathematically show that the resulting asyn-
chronous network generates identical results to its synchronous variant, while
performing strictly less computation. This gives our framework several desir-
able characteristics: (i) it is agnostic to the event representation, neural network
architecture, and task; (ii) it does not require any change in the optimization
or training process; (iii) it explicitly models the spatial and temporal sparsity
in the events. In addition, we demonstrate both theoretically and experimen-
tally that our approach fully exploits the spatio-temporal sparsity of the data.
In order to do so, we relate our framework’s computational complexity to the
intrinsic dimensionality of the event signal, i.e. the events’ stream fractal dimen-
sion [16]. To show the generality of our framework, we perform experiments on
two challenging computer vision tasks: object recognition and object detection.
In these tasks, we match the performance of high capacity neural networks but
with up 20 times less computation. However, our framework is not limited to
these problems and can be applied without any change to a wide range of tasks.
2 Related Work
The recent success of data-driven models in frame-based computer vision [17,18,19]
has motivated the event-based vision community to adopt similar pattern recog-
nition models. Indeed, traditional techniques based on handcrafted filtering meth-
ods [2,3,4,5] have been gradually replaced with data-driven approaches using
deep neural networks [10,11,12,13,15]. However, due to their sparse and asyn-
chronous nature, traditional deep models cannot be readily applied to event
data, and this has sparked the development of several approaches to event-
based learning. In one class of approaches, novel network architecture models
directly tailored to the sparse and asynchronous nature of event-based data have
been proposed [2,6,8,9,20,21,22]. These include spiking neural networks (SNNs)
[2,6,8,9,20] which perform inference through a dynamical system by processing
events as asynchronous spike trains. However, due to their novel design and
sensitivity to tuning, SNNs are difficult to train and currently achieve limited
accuracy on high level tasks. To circumvent this challenge, a second class of
approaches has aimed at converting groups of events into image-like representa-
tions, which can be either hand-crafted [3,10,11,13] or learned with the task [12].
This makes the sparse and asynchronous event data compatible with conven-
tional machine learning techniques for image data, e.g. CNNs, which can be
trained efficiently using back-propagation techniques. Due to the higher signal-
to-noise ratio of such representations with respect to raw event data, and the
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high capacity of deep neural networks, these methods achieve state-of-the-art
results on several low and high level vision tasks [11,12,13,23,24]. However, the
high performance of these approaches comes at the cost of discarding the sparse
and asynchronous property of event data and redunant computation, leading to
higher latency and bandwidth. Recently, a solution was proposed that avoids this
redundant computation by exploiting sparsity in input data [25]. Graham et al.
proposed a technique to process spatially-sparse data efficiently, and used them
to develop spatially-sparse convolutional networks. Such an approach brings sig-
nificant computational advantages to sparse data, in particular when imple-
mented on specific neural network accelerators [26]. Sekikawa et al. [27] showed
similar computation gains when generalizing sparse operations to 3D convolu-
tional networks. However, while these methods can address the spatial sparsity
in event data, they operate on synchronous data and can therefore not exploit
the temporal sparsity of events. This means that they must perform separate
predictions for each new event, thereby processing the full representation at each
time step. For this reason previous work has focused on finding efficient process-
ing schemes for operations in neural networks to leverage the temporal sparsity
of event data. Scheerlinck et al. [28] designed a method to tailor the application
of a single convolutional kernel, an essential building block of CNNs, to asyn-
chronous event data. Other work has focused on converting trained models into
asynchronous networks by formulating efficient, recursive update rules for newly
incoming events [29,30] or converting traditional neural networks into SNNs [31].
However, some of these conversion techniques are limited in the types of rep-
resentations that can be processed [30,31] or lead to decreases in performance
[31]. Other techniques rely on models that do not learn hierarchical features [29]
limiting their performance on more complex tasks.
3 Method
In this section we show how to exploit the spatio-temporal sparsity of event data
in classical convolutional architectures. In Sec. 3.1 we introduce the working prin-
ciple of an event camera. Then, in Sec. 3.2 we show how sparse convolutional
techniques, such as Submanifold Sparse Convolutional (SSC) Networks [25], can
leverage this spatial sparsity. We then propose a novel technique for convert-
ing standard synchronous networks, into asynchronous networks which process
events asynchronously and with low computation.
3.1 Event Data
Event cameras have independent pixels that respond to changes in the logarith-
mic brightness signal L(uk, tk)
.
= log I(uk, tk). An event is triggered at pixel
uk = (xk, yk)
T and at time tk as soon as the brightness increment since the last
event at the pixel reaches a threshold ±C (with C > 0):
L(uk, tk)− L(uk, tk −∆tk) ≥ pkC (1)
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(a) events (b) active sites (c) sparse activations (d) dense activations
Fig. 1: Illustration of Submanifold Sparse Convolutions (SSC) [25]. A sparse event rep-
resentation (a) is the input the network. SSCs work by only computing the convolution
operation at active sites (b), i.e. sites that are non-zero, leading to sparse activation
maps in the subsequent layers (c). Regular convolutions on the other hand generate
blurry activation maps and therefore reduce sparsity (d).
where pk ∈ {−1, 1} is the sign of the brightness change and ∆tk is the time
since the last event at u. Eq. (1) is the event generation model for an ideal
sensor [4,32]. During a time interval ∆τ an event camera produces a sequence
of events, E(tN ) = {ek}Nk=1 = {(xk, yk, tk, pk)}Nk=1 with microsecond resolution.
Inspired by previous approaches [11,12,13,33] we generate image-like represen-
tations HtN (u, c) (c denotes the channel) from these sequences, that can be pro-
cessed by standard CNNs. These representations retain the spatial sparsity of the
events, since event cameras respond primarily to image edges, but discard their
temporal sparsity. Therefore, previous works only processed them synchronously,
reprocessing them from scratch every time a new event is received. This leads
of course to redundant computation at the cost of latency. In our framework,
we seek to recover the temporal sparsity of the event stream by focusing on the
change in HtN (u, c) when a new event arrives:
HtN+1(u, c) = HtN (u, c) +
∑
i
∆i(c)δ(u− u′i). (2)
This recursion can be formulated for arbitrary event representations, making our
method compatible with general input representations. However, to maximize
efficiency, in this work we focus on a specific class of representations which we
term sparse recursive representations (SRR). SRRs have the property that they
can be sparsely updated with each new event, leading to increments ∆i(c) at
only few positions u′i in HtN (u, c). There are a number of representations which
satisfy this criterion. In fact for the event histogram [11], event queue [33], and
time image [34] only single pixels need to be updated for each new event.
3.2 Exploiting the Sparsity of the Event Signal
Event-cameras respond primarily to edges in the scene, which means that event
representations are extremely sparse. Submanifold Sparse Convolutions (SSC)
[25], illustrated in Fig. 1, leverage spatial sparsity in the data to drastically
reduce computation. Hence, they are not equivalent to regular convolutions.
Compared to regular convolutions, SSCs only compute the convolution at sites
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sparse conv.
(a) active site updated (b) new active sites (c) new inactive site
Fig. 2: Propagation of the rulebook Rk,n a 1D example. The input is composed of
active (gray) and inactive (white) sites. (a) If the value of an active site changes (ma-
genta), the update rules are incrementally added to the rulebook (lines) according to
Eq. (5). (b) At newly active sites (blue) the sparse convolution is directly computed
using Eq. (3) and repeated at each layer (here 1 to 3). (c) Similarly, new inactive sites
(orange) are set to zero at each layer. Thus, new active sites (blue) and new inactive
sites (orange) do not contribute to the rulebook propagation. Best viewed in color.
u with a non-zero feature vector, and ignore inputs in the receptive field of the
convolution which are 0. These sites with non-zero feature vector are termed
active sites At (Fig. 1 (b)). Fig. 1 illustrates the result of applying an SSC
to sparse event data (a). The resulting activation map (c) has the same active
sites as its input and therefore, by induction, all SSC layers with the same
spatial resolution share the same active sites and level of sparsity. The sparse
convolution operation can be written as
y˜tn+1(u, c) = bn(c) +
∑
c′
∑
k∈Kn
∑
(i,u)∈Rt,k
Wn(k, c
′, c)ytn(i, c
′), for u ∈ At (3)
ytn+1(u, c) = σ(y˜
t
n+1(u, c)). (4)
Here ytn(u, c) is the activation of layer n at time t and is non-zero only for pixels
u, bn denotes the bias term, Wn and k ∈ Kn the parameters and indices of the
convolution kernel, and σ a non-linearity. For the first layer yt0(u, c) = HtN (u, c).
We also make use of the rulebook Rt,k [25], a data structure which stores a list
of correspondences (i, j) of input and output sites. In particular, a rule (i, j) is in
Rt,k if both i, j ∈ At and i− j = k, meaning that the output j is in the receptive
field of the input i (Fig. 2 (a) lines). The activation at site i is multiplied with
the weight at index k and added to the activation at output site j. In (3), this
summation is performed over rules which have the same output site j = u. When
pooling operations such as max pooling or a strided convolution are encountered,
the feature maps’ spatial resolution changes and thus the rulebook needs to be
recomputed. In this work we only consider max pooling. For sparse input it is
the same as regular max pooling but over sites that are active. Importantly, after
pooling, output sites become active when they have at least one active site in
their receptive field. This operation increases the number of active sites.
Asynchronous processing While SSC networks leverage the spatial sparsity
of the events, they still process event representations synchronously, performing
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(a) image (b) events (c) active sites (d) zoom (e) dense (f) sparse
Fig. 3: The difference between asynchronous sparse and dense updates of events (b) is
illustrated with an example image (a). The active sites, i.e. input sites that are non-
zero, are visualized as black pixels (c). (d)-(f) show an asynchronous update (red pixel)
processed with traditional convolutions (e) and our proposed asynchronous sparse con-
volutions (f). The receptive field of traditional convolution (e) grows quadratically with
network depth leading to redundant computation. By contrast, our method (f) only
updates active sites, which reduces the computational complexity. In both cases the
growth frontier is indicated in magenta.
redundant computations. Indeed, for each new event, all layer activations need to
be recomputed. Since events are triggered at individual pixels, activations should
also be affected locally. We propose to take advantage of this fact by retaining
the previous activations {ytn(u, c)}Nn=0 of the network and formulating novel,
efficient update rules ytn(u, c) → yt+1n (u, c) for each new event. By employing
SRRs each new event leads to sparse updates ∆i(c) at locations u
′
i in the input
layer (Eq. (2)). We propagate these changes to deeper layers by incrementally
building a rulebook Rk,n and receptive field Fn for each layer, visualized in Fig. 2.
The rulebook (lines) are lists of correspondences (i, j) where i at the input is used
to update the value at j in the output. The receptive field (colored sited) keeps
track of the sites that have been updated by the change at the input. For sites
that become newly active or inactive (Fig. 2 (b) and (c)) the active sites At are
updated accordingly. At initialization (input layer) the rulebook is empty and
the receptive field only comprises the updated pixel locations, caused by new
events, i.e. Rk,0 = ∅ and F0 = {u′i}i. Then, at each new layer Rk,n and Fn are
expanded:
Fn = {i− k|i ∈ Fn−1 and k ∈ Kn−1 if i− k ∈ At} (5)
Rk,n = {(i, i− k)|i ∈ Fn−1 if i− k ∈ At}. (6)
Rules that have a newly active or inactive site as output (Fig. 2 (b) and (c),
blue or orange sites) are ignored.3 We use Eq. (5) to formulate the update rules
to layer activations from time t to t+1. At the input we set yt0(u, c) = HtN (u, c)
3 In the supplement we present an efficient recursive method for computing Rk,n and
Fn by reusing the rules and receptive field from the previous layers.
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and then the update due to a single event can written as:
∆n(u, c) =
∑
k∈Kn−1
∑
(i,u)∈Rk,n
∑
c′
Wn−1(k, c′, c)(ytn−1(i, c
′)− yt−1n−1(i, c′)) (7)
y˜tn(u, c
′) = y˜tn(u, c
′) +∆n(u, c) (8)
ytn(u, c
′) = σ(y˜tn(u, c
′)). (9)
Note, that these equations only consider sites which have not become active (due
to a new event) or inactive. For newly active sites, we compute ytn(u, c) according
to Eq. (3). Finally, sites that are deactivated are set to 0, i.e. ytn(u, c) = 0. In both
cases we update the active sites At before the update has been propagated. By
iterating over Eqs. (7) and (5), all subsequent layers can be updated recursively.
Fig. 3 illustrates the update rules above, applied to a single event update (red
position) after six layers of both standard convolutions (e) and our approach (f).
Note that (e) is a special case of (f) with all pixels being active sites. By using
our local update rules we see that computation is confined to a small patch of
the image (c). Moreover, it is visible that standard convolutions (e) process noisy
or empty regions (green and magenta positions), while our approach (f) focuses
computation on sites with events, leading to higher efficiency. Interestingly, we
also observe that for traditional convolutions the size of the receptive field grows
quadratically in depth while for our approach it grows more slowly, according on
the fractal dimension of the underlying event data. This point will be explored
further in Sec. 3.2.
Equivalence of Asynchronous and Synchronous Operation By alternat-
ing between Eqs. (5) and (7) asynchronous event-by-event updates can be prop-
agated from the input layer to arbitrary network’s depth. In the supplement we
prove that processing N events by this method is equivalent to processing all
events at once and present pseudocode for our method. It follows that a syn-
chronous network, trained efficiently using back-propagation, can be deployed as
an asynchronous network. Therefore, our framework does not require any change
to the optimization and learning procedure. Indeed, any network architecture,
after being trained, can be transformed in its asynchronous version, where it
can leverage the high temporal resolution of the events at limited computational
complexity. In the next section we explore this reduction in complexity in more
detail.
Computational Complexity In this section we analyze the computational
complexity of our approach in terms of floating point operations (FLOPs), and
compare it against conventional convolution operations. In general, the number
of FLOPs necessary to perform L consecutive convolutions (disregarding non-
linearities for the sake of simplicity) is:
Cdense =
L∑
l=1
N(2k2cl−1 − 1)cl Csparse =
L∑
l=1
N lr(2cl + 1)cl−1 (10)
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Fig. 4: To bound the complexity of our method, we use the empirical sparsity s and
fractal dimension γ of event data (b). The fractal dimension characterizes the rate at
which the number of update sites grows from one layer to the next. While for standard
convolutions this number grows quadratically (as (1 + (k − 1)n)2, k being the kernel
size) with layer depth, with our method it grows more slowly, with an exponent γ < 2.
These formulae are explained in more detail in the supplement. For the sparse
case, N lr counts the number of rules, i.e. input output pairs between layer l − 1
and l, which corresponds exactly with the size of the rulebook in Eq. (3).
Our method minimizes the number of rules it uses at each layer by only using
a subset of the rules used by SSCs and incrementally expanding it from layer to
layer (Fig. 2). To characterize the computation from our approach we consider
an update at a single pixel. At each layer the computation is proportional to the
size of the rulebook in Eq. (5) for which we can find an upper bound. Let nl be
the number of active pixels within a patch of size 1 + (k− 1)l which is an upper
bound for the number of updated sites in layer l. If we assume that each pixel
can have at most k2 rules, the number of rules at layer l is at most nlk
2.
For a dense update, this number grows quadratically with the patch size
p = 1+(k−1)l, however, for sparse updates, this number grows more slowly. To
formalize this notion we define a measure µ(B(u, r))) which counts the number
of active sites within a patch of radius r = p2 . This measure can be used to define
the fractal dimension of event data at pixel u according to [35]:
γ(u) = lim
r→0
log(µ(B(u, r)))
log 2r
(11)
The fractal dimension describes an intrinsic property of the event event data, re-
lated to its dimensionality and has not been characterized for event data prior to
this work. It measures the growth-rate of the number of active sites as the patch
size is varied. In particular, it implies that this number grows approximately as
nl ≈ (1 + (k − 1)l)γ . To estimate the fractal dimension we consider the slope of
µ(B(u, r))) over r = 1+(k−1)l2 in the log-log domain which we visualize in Fig. 4.
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Crucially, a slope γ < 2 indicates that the growth is slower than quadratic. This
highlights the fact that event data exists in a submanifold of the image plane
(γ = 2) which has a lower dimension than two. With this new insight we can
find an upper bound for the computation using Eq. (10):
Casync. sparse ≤
L∑
l=1
cl−1 (2cl + 1)nlk2 ≈
L∑
l=1
cl−1 (2cl + 1) (1 + (k− 1)l)γk2 (12)
Where we have substituted the rulebook size at each layer. At each layer, our
method performs at most k2cl−1(2cl + 1) (1 + (k − 1)l)γ FLOPs. If we compare
this with the per layer computation used by a dense network (Eq. (10)) we see
that our method performs significantly less computation:
Clsparse. anync
Cldense
≤ k
2(2cl + 1)cl−1
(2k2cl−1 − 1)cl
(1 + (k − 1)l)γ
N
≈ (1 + (k − 1)l)
γ
N
<< 1 (13)
Where we assume that 2cl >> 1 and k
2cl−1 >> 1 which is the case in typical
neural networks4. Moreover, as the fractal dimension decreases our method be-
comes exponentially more efficient. Through our novel asynchronous processing
framework, the fractal dimension of event data can be exploited efficiently. It
does so with sparse convolution, that can specifically process low-dimensional
input data embedded in the image plane, such as points and lines.
4 Experiments
We validate our framework on two computer vision applications: object recog-
nition (Sec. 4.1) and object detection (Sec. 4.2). On these tasks, we show that
our framework achieves state-of-the-art results with a fraction of the computa-
tion of top-performing models. In addition, we demonstrate that our approach
can be applied to different event-based representations. We select the event his-
togram [11] and the event queue [33] since they can be updated sparsely and
asynchronously for each incoming event (see Sec. 3.2).
4.1 Object Recognition
We evaluate our method on two standard event camera datasets for object recog-
nition: Neuromorphic-Caltech101 (N-Caltech101) [36], and N-Cars [10]. The N-
Caltech101 dataset poses the task of event-based classification of 300 ms se-
quences of events. In total, N-Caltech101 contains 8,246 event samples, which
are labelled into 101 classes. N-Cars [10] is a benchmark for car recognition.
It contains 24,029 event sequences of 100 ms which contain a car or a random
scene patch. To evaluate the computational efficiency and task performance we
consider two metrics: prediction accuracy and number of floating point opera-
tions (FLOPs). While the first indicates the prediction quality, the second one
4 In fact, for typical channel sizes cl ≥ 16 we incur a < 3% approximation error
Event-based Asynchronous Sparse Convolutional Networks 11
(a) (b) (c)
Fig. 5: Our approach requires less cumulative FLOPs w.r.t. the dense method (Stan-
dard Conv.) to produce similarly accurate predictions (a). Although dense processing
requires fewer events to generate predictions of equal accuracy (b), it needs significantly
more computation per event, thus having higher cumulative FLOPs (c).
measures the computational complexity of processing an input. The number of
FLOPs is commonly used as a complexity metric [17,25,31], since it is inde-
pendent of both the hardware and the implementation. Details of the FLOP
computation are reported in the supplement. Analogously to previous work on
sparse data processing [25], we use a VGG13 [37] architecture with 5 convo-
lutional blocks and one final fully connected layer. Each block contains two
convolution layers, followed by batch-norm [38], and a max pooling layer. We
train the networks with the cross-entropy loss and the ADAM optimizer [39].
The initial learning rate of 10−4 is divided by 10 after 500 epochs.
Results In our first experiment, we compare our sparse and asynchronous pro-
cessing scheme to the dense and synchronous one. For comparability, both meth-
ods share the same VGG13 architecture and the same input representation,
which was generated with 25, 000 events. This number was empirically found
to yield a good trade-off between accuracy and computational efficiency (see
supplement). We measure the approaches’ computational complexity in terms of
required FLOPs per single event update. Classification results shown in Tab. 1
demonstrate that our processing scheme has similar accuracy to the dense one
but requires up to 19.5 times less computations per event. The low-latency of
N-Caltech101 N-Cars
Representation Accuracy ↑ MFLOP/ev ↓ Accuracy ↑ MFLOP/ev ↓
Standard Conv.
Event Histogram
0.761 1621 0.945 321
Ours 0.745 202 0.944 21.5
Standard Conv.
Event Queue
0.755 2014 0.936 419
Ours 0.741 202 0.936 21.5
Table 1: Our approach matches the performance of the traditional dense and syn-
chronous processing scheme at one order of magnitude less computations.
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the event signal allows us to make fast predictions. For this reason we compare
the maximal prediction accuracy that can be achieved given a fixed computa-
tion budget for our method and a standard CNN. This experiment imitates the
scenario where an object suddenly appears in the field of view, e.g. a pedestrian
crossing the street. To do this we use samples from N-Caltech101 [36] and re-
port the multi-class prediction accuracy (Fig. 5 (b)) and total number of FLOPs
used (Fig. 5 (c)) as a function of number of events observed for our method and
a standard CNN with the same architecture. For each new event we compute
the FLOPs needed to generate a new prediction and its accuracy, taking into
account all previously seen events. It can be seen that both standard CNN and
our method have a higher prediction accuracy as the number of events increases
(Fig. 5 (b)). However, compared to standard networks our method performs far
less computation (Fig. 5 (c)). This is because for standard networks all acti-
vations need to be recomputed for each new event, while our method retains
the state and therefore only needs to perform sparse updates. As a result, our
method achieves up to 14.8% better accuracy at the same FLOP budget (Fig. 5
(a)), thus improving the prediction latency. Moreover, to show the flexibility of
our approach to different update rates, we initialize a representation with 25, 000
events and update it either for each new event or for a batch of 100 new events.
For comparability, all methods share the same VGG13 architecture and input
representation. The results of this experiment are reported in Tab. 2. For both
single and batch event update, exploiting the asynchronous and sparse nature
of the signal offers significant computational benefits. Our approach (Async.
Sparse Conv.) performs on average 8.9 times less computation than standard
convolution for one event update, and of 2.60 times for 100 events update. We
additionally evaluate the computation per layer of each of previous models in
the case of one event update. Fig. 6, which presents the results of this evaluation,
shows that sparse and asynchronous processing saves the majority of computa-
tions in the initial layers of the network. Indeed, the input representations of
the event stream are spatially very sparse (see Fig. 4(b)), and are only locally
updated for each new event.
Comparison with State-of-the-Art Methods We finally compare our ap-
proach with state-of-the-art methods for event-based object recognition. We
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N-Caltech101 N-Cars
Methods Async. Accuracy ↑ MFLOP/ev ↓ Accuracy ↑ MFLOP/ev ↓
H-First [2] 4 0.054 - 0.561 -
HOTS [21] 4 0.210 54.0 0.624 14.0
HATS [10] 4 0.642 4.3 0.902 0.03
DART [40] 4 0.664 - - -
YOLE [30] 4 0.702 3659 0.927 328.16
EST [12] 7 0.817 4150 0.925 1050
SSC [25] 7 0.761 1621 0.945 321
Ours 4 0.745 202 0.944 21.5
Table 3: Comparison with asynchronous and dense methods for object recognition.
consider models that, like ours, perform efficient per-event updates due to a
light-weight computational model (HATS [10], HOTS [21], DART [40]), a spik-
ing neural network (H-First [2]), or asynchronous processing (YOLE [30]). The
results for this evaluation are presented in Tab. 3. Our method outperforms the
state-of-the-art (YOLE) by 4.3% in accuracy on N-Caltech101 and 1.7% on N-
Cars at only 6% (on average over datasets) of its computational cost. Finally,
we compare against the synchronous state-of-the-art method [12]. Our method
achieves a slightly higher accuracy on N-Cars using only 21.5 MFLOPs (47 times
reduction). Similarly, our method using the asynchronous processing requires 20
times fewer FLOPs on N-Caltech101 but at the cost of lower accuracy. In ad-
dition to the performance evaluation, we timed our experiments conducted on
N-Caltech101 by measuring the processing time for a single event on a i7-6900K
CPU. In our framework implemented in C++ and Python, our method requires
80.4 ms, while the standard dense CNN needs 202 ms. Therefore, our approach
becomes roughly 2.75 times faster by leveraging the sparsity. However, in the
highly-optimized framework PyTorch [41], a dense inference takes only 23.4 ms.
Given its lower number of FLOPs, we expect that our method will experience a
significant run-time reduction with further optimizations and specific hardware.
4.2 Object Detection
Object detection is the task of regressing a bounding box and class probabil-
ities for each object in the image. We evaluate our method on two standard
benchmarks for event-based object detection: N-Caltech101 [36] and Gen1 Au-
tomotive [42]. While the former contains the N-Caltech101 samples each with
a single bounding box, the latter contains 228,123 bounding boxes for cars and
27,658 for pedestrians collected in an automotive scenario. For this task we com-
bine the first convolutional blocks of the object recognition task with the YOLO
output layer [43]. The resulting feature maps are processed by the YOLO output
layer to generate bounding-boxes and class predictions. As is standard, we report
the performance using the mean average precision (mAP) metric [44] using the
implementation of [45]. As for the recognition task, we measure computational
complexity with FLOPs.
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N-Caltech101 Gen1 Automotive
Representation mAP ↑ MFLOP ↓ mAP ↑ MFLOP ↓
YOLE [30] Leaky Surface 0.398 3682 - -
Standard Conv.
Event Queue
0.619 1977 0.149 2614
Ours 0.615 200 0.119 205
Standard Conv.
Event Histogram
0.623 1584 0.145 2098
Ours 0.643 200 0.129 205
Table 4: Accuracies for object detection.
Results and Comparison with State-of-the-Art Tab. 4 shows quantitative
results on object detection while Fig. 1 in the supplement illustrates qualitative
results. Our approach achieves comparable or superior performance with respect
to standard networks at a fraction of the computational cost. Specifically, for
the histogram representation our method outperforms dense methods by 2.0%
on N-Caltech101. On the Gen1 Automotive dataset, we experience a slight per-
formance drop of 1.8%. The slight performance improvement in N-Caltech101 is
probably thanks to the sparse convolution, which give less weight to noisy events.
In terms of computation, our method reduces the number of FLOPs per event
by a factor of 10.6 with respect to the dense approach, averaged over all datasets
and representations. Tab. 4 also compares our approach to the state-of-the-art
method for event-based detection, YOLE [30]. Compared to this baseline, we
achieve 24.5% higher accuracy at 5% of the computational costs.
5 Discussion
In the quest of high prediction accuracy, event-based vision algorithms have re-
lied heavily on processing events in synchronous batches using deep neural net-
works. However, this trend has disregarded the sparse and asynchronous nature
of event-data. Our work brings the genuine spatio-temporal sparsity of events
back into high-performance CNNs, by significantly decreasing their computa-
tional complexity (up to 20 times). By doing this, we achieve up to 15% better
accuracy than state-of-the-art synchronous models at the same computational
(FLOP) budget. In addition, we outperform existing asynchronous approaches
by up to 24.5% in accuracy. Our work highlights the importance for researchers
to take into account the intrinsic properties of event data in the pursuit of
low-latency and high-accuracy event vision algorithms. Such considerations will
open the door to unlock the advantages of event cameras on all tasks that rely
on low-latency visual information processing.
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7 Supplementary Material
In the supplementary material, references which point to the main manuscript
will be referenced with a leading ”M-”. In Sec. 7.1 we describe an efficient recur-
sive method for computing the rulebook Rk,n in Eq. (M-7) and present the asyn-
chronous propagation of changes through events in algorithmic form in Tab. 1.
In Sec. 7.2 we present a proof of the equivalence of network outputs using asyn-
chronous and synchronous networks. In Sec. 7.3 we present additional details
about the input representations and FLOP calculations used in the experiments
in Sec. M-4. In Sec. 7.4 we present a sensitivity analysis where we vary the num-
ber of events used for training and justify our choice of 25’000 events for all
experiments. Finally, in Sec. 7.5 we show additional qualitative object detection
results.
7.1 Efficient Rulebook Update
At each layer the rulebook Rk,n and receptive field Fn are
Fn = {i− k|i ∈ Fn−1 and k ∈ Kn−1 if i− k ∈ At}
Rk,n = {(i, i− k)|i ∈ Fn−1 if i− k ∈ At}.
At the input these are initialized as Rk,0 = ∅ and F0 = {u′i}. The propagation
of these two data structures is illustrated in Fig. M-2. We observe that at each
layer the rulebook and receptive field can be computed by reusing the data from
the previous layer. We can do this by decomposing the receptive field into a
frontier set fn (Fig. M-2 (a) magenta sites)and visited state set Fn (Fig. M-2
(a) green sites). At each layer Fn = fn ∪ Fn. To efficiently update both Fn and
Rk,n at each layer we only consider the rules that are added due to inputs in
the frontier set (Fig. M-2 (a), magenta lines). These can be appended to the
existing rulebook. In addition, the receptive field Fn can be updated similarly,
by adding new update sites reached from the frontier set. This greatly reduces
the sites that need to be considered in the computation of Rk,n and Fn in Eqs.
(M-6) and (M-7).
7.2 Equivalence of Synchronous and Asynchronous Updates
We start with Eq. (M-4), which we repeat here:
y˜tn+1(u, c) =

bn(c) +
∑
c′
∑
k∈Kn
∑
(i,u)∈Rt,k
Wn(k, c
′, c)ytn(i, c
′), for u ∈ At
0 else
ytn+1 = σ(y˜
t
n+1)
Here the input layer is yt0(u, c) = HtN (u, c). In a next step we assume changes
to the input layer as in Eq. (M-3). These changes occur at sites ui ∈ F0 with
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magnitude ∆i(c) = y
t+1
0 (ui, c) − yt0(ui, c). The sites ui can be categorized into
three groups: sites that are and remain active, sites that become inactive (feature
becomes 0) and sites that become active. We will now consider how yt+1n (u, c)
evolves:
y˜t+11 (u, c) = b0(c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rt+1,k
Wn(k, c
′, c)yt+10 (i, c
′) (14)
= b0(c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rt+1,k
W0(k, c
′, c)
(
yt0(i, c
′) +∆(i, c′)
)
(15)
(16)
Here we define the increment ∆0(u, c). This increment is only non-zero for sites
at which the input yt0(i, c) changed, so for (i,u) ∈ Rt+1,k such that i ∈ F0. At
time t+ 1 the rulebook Rt+1,k is modified for every site uj that becomes newly
active:
Rt+1,k = Rt,k ∪
⋃
j
{(uj + k,uj)|uj + k ∈ At+1} ∪ {(uj ,uj − k)|uj − k ∈ At}
and every site ul that becomes inactive
Rt+1,k = Rt,k\
⋃
l
{(ul + k,ul)|ul + k ∈ At} ∪ {(ul,ul − k)|ul − k ∈ At+1}
For both newly active and newly inactive site we may ignore the first term in
the union since these correspond to rules that influence the output sites uj and
ul. In Fig. M-2 (b) and (c) these rules would correspond to lines leading from
input sites (top layer) to the newly active (blue) or newly inactive (white) sites.
However, the outputs at these sites can be computed using Eq. (M-4) for newly
active sites and simply set to 0 for newly inactive sites, and so we ignore them
in updating the next layer. What remains are the contributions of the second
term in the union which correspond to the magenta lines in the top layer of Fig.
M-2 (b) and (c), which we define as rk,act and rk,inact respectively.
If we restrict the output sites u to be sites that remain active, we may expand
Eq. (14) as:
y˜t+11 (u, c) =b0(c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rt+1,k
W0(k, c
′, c)
(
yt0(i, c
′) +∆(i, c′)
)
=b0(c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rt,k
W0(k, c
′, c)
(
yt0(i, c
′) +∆(i, c′)
)
−
∑
c′
∑
k∈K0
∑
(i,u)∈rk,inact
W0(k, c
′, c)
(
yt0(i, c
′) +∆(i, c′)
)︸ ︷︷ ︸
=0 for i=ul
+
∑
c′
∑
k∈K0
∑
(i,u)∈rk,act
W0(k, c
′, c)( yt0(i, c
′)︸ ︷︷ ︸
=0 for i=uj
+∆(i, c′))
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Where we have used the fact that at newly inactive sites yt0(i, c
′) +∆(i, c′) = 0
and at newly active sites yt0(i, c
′) = 0. This can be simplified as:
y˜t+11 (u, c) =b0(c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rt,k
W0(k, c
′, c)
(
yt0(i, c
′) +∆(i, c′)
)
+
∑
c′
∑
k∈K0
∑
(i,u)∈rk,act
W0(k, c
′, c)∆(i, c′)
= b0(c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rt,k
W0(k, c
′, c)yt0(i, c
′)
︸ ︷︷ ︸
yt1(u,c)
+
∑
c′
∑
k∈K0
∑
(i,u)∈Rt,k
W0(k, c
′, c)∆0(i, c′)
+
∑
c′
∑
k∈K0
∑
(i,u)∈rk,act
W0(k, c
′, c)∆0(i, c′)
=yt1(u, c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rt,k∪rk,act
W0(k, c
′, c)∆0(i, c′)
It remains to find the rules (i,u) in Rt,k ∪ rk,act which have a non-zero contri-
bution to the sum, i.e. for which ∆0(i, c
′) is non-zero. The increment is exactly
non-zero for i ∈ F0, corresponding to the input site affected by the new event.
Note that this site could either (i) remain active (input for rule in Rt,k), (ii)
become inactive (input for rule in Rt,k) or (iii) become active (input for rule
in rk,act)). Therefore, the rules that have a non-zero contribution are the ones
drawn as magenta lines in the top row of Fig. M-2 (a), (b) and (c) respectively,
where we ignore rules with newly active or inactive sites output sites. These
rules also correspond exactly to Rk,1 defined in Eq. M-7. The resulting update
equation becomes:
y˜t+11 (u, c) =y
t
1(u, c) +
∑
c′
∑
k∈K0
∑
(i,u)∈Rk,1
W0(k, c
′, c)∆0(i, c′)
This is exactly Eq. (M-9). By applying the non-linearity we arrive at Eq. (M-10).
Now let us consider how the update propagates to the next layer. For this
we need to find F1, i.e. the input sites of layer 1 that change. These are exactly
the updated output sites of layer 0. Every i ∈ F0 affects the output site u for
which (i,u) ∈ Rk,1. To be part of this rulebook u = i − k and so we see that
i− k ∈ F1 for all k ∈ K0, which is exactly mirrored by Eq. (M-7).
To propagate updates through layer 1 we thus repeat the steps up until now,
but only consider changes at sites F1 instead of F0. By iterating this procedure,
all layers of the network can be updated. This concludes the proof.
7.3 Representations and FLOP computation
Representations As the proposed asynchronous framework does not require
any specific input representation, we evaluate two event embeddings, which are
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sparse in time and space. The two event representations tested for both tasks
are the event histogram [11] and the event queue [33]. The former creates a two-
channel image by binning events with positive polarity to the first channel and
events with negative polarity to the second channel. This histogram is created for
a sliding window containing a constant number of events. Therefore, if an event
enters or leaves the sliding window, an update site is created and propagated
through the network. The second representation called event queue [33] is applied
in a sliding window fashion as well. The event queue stores the timestamps
and polarities of the incoming events in a queue at the corresponding image
locations. The queues have a fixed length of 15 entries and are initialised with
zeros. If a queue is full, the oldest event is discarded. The four dimensional tensor
containing the timestamps and polarities of up to 15 events is reshaped to a three
dimensional tensor by concatenating the timestamps and polarities along the 15
entries. The resulting three dimensional tensor has two spatial dimensions and
a channel dimension with 30 entries.
FLOP computation Tab. 5 shows the number of FLOPs to perform different
operation in the network for standard networks and our method. The FLOPs
Dense Layer Sparse Layer
Convolution HoutWoutcout(2k
2cin − 1) Nrcin(2cout + 1)
Max Pooling HoutWoutcoutk
2 Nacoutk
2
Fully Connected 2cincout 2cincout
ReLU HoutWoutcin Nacin
Table 5: FLOPs computation at each layer. Here Nr are the number of rules at that
layer and Na are the number of active sites.
needed for a standard convolution is HoutWoutcout(2k
2cin − 1) excluding bias.
This is the result of performing k2cin multiplications and k
2cin− 1 additions for
each pixel and each output channel resulting in the term found in the table. For
our asynchronous sparse formulation we compute the number of operations by
following Eqs. (M-8) and (M-9). Computing the differences in Eq. (M-8) results
in Nrcin operations, where Nr are the number of rules at that layer. The convo-
lution itself uses Nrcin multiplications and Nr(cin− 1) additions for each output
channel, resulting in a total of coutNr(2cin−1) operations. Finally, from Eq. (M-
9) additional Nrcout operations need to be expended to add these increments to
the previous state. In total, this results in Nrcin(2cout + 1) operations.
7.4 Sensitivity on the Number of Events
Tab. 6 shows the computational complexity in MFLOPS and test accuracy on
N-Caltech101[36] for both sparse and dense VGG13. The table shows that the
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test accuracy is maximized at 25’000 events for the sparse network and reaches a
plateau for the dense network. At this number of events amount of computation
in the sparse network is 46% lower than for the dense network. For this reason
we selected 25’000 events for all our further experiments in the main manuscript.
64 256 5000 25000 50000
Accuracy MFLOP Accuracy MFLOP Accuracy MFLOP Accuracy MFLOP Accuracy MFLOP
Dense VGG13 0.257 1621.2 0.456 1621.2 0.745 1621.2 0.761 1621.2 0.766 1621.2
Sparse VGG13 0.247 224.2 0.435 381.0 0.734 697.5 0.745 884.2 0.730 959.2
Table 6: Computational complexity and test accuracy on N-Caltech101[36] for sparse
and dense VGG13 and a varying number of events.
7.5 Qualitative Results on Object Detection
Here we show qualitative results of our method applied to the task of event-based
object detection (Sec. M-4.2 and Tab. 4 in the main manuscript). Failure cases of
our approach include very similar classes, such as ”rooster” and ”pigeon” in the
third column. In the Gen1 Automotive dataset it can be seen that our approach
works well for cars that are close and have a high relative motion. However,
some cars are missed, especially if they have small relative speed and thereby
only trigger few events (Fig. 7, bottom right).
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Fig. 7: Qualitative results of object detection (best viewed in color). Our predictions
are shown in magenta, and labels in cyan. The first two columns present success cases,
while the last column a failure case. On the first dataset, our method is mainly fooled
by similar classes, such as ”pigeon” and ”rooster”. In the second dataset, our approach
detects cars generally well, but fails to detect the ones moving at similar speed due to
the low event rate (bottom right).
Algorithm 1 Asynchronous Sparse Convolution at layer n
Update Active Sites
if the first layer (n = 1) then
- Update the active set At with all new active and new inactive sites
- Initialize the rulebook Rk,0 = ∅ and receptive field F0 = {ui}i.
end if
Update rulebook and receptive field
- compute Rk,n using Eq. (M-7) with Fn−1
- compute Fn using Eq. (M-6) with Fn−1.
Layer update
for all u in Fn do
if u remains an active site then
- compute increment ∆n using Eq. (M-8) with y
t
n−1 and y
t−1
n−1
- compute activation y˜tn using Eq. (M-9) with ∆n and y˜
t−1
n
end if
if u is newly active then
- compute activation y˜tn using Eq. (M-4) with y
t
n−1
end if
if u is newly inactive then
- set activation y˜tn to 0
end if
- compute ytn by applying a non-linearity as in Eq. (M-10)
end for
