An Automatic Modulation Classification (AMC) system for Software Defined Radio (SDR) is presented in this study. Initially, the generated signals are modulated using different modulation techniques. Then, noise is added to the generated signals by using Additive White Gaussian Noise (AWGN). The noise added signal is used for further process to extract features and classification. The system uses Discrete Wavelet Transform (DWT) to analyze the signal that produces lower and higher frequency sub-bands. The Independent Component Analysis (ICA) is employed on lower frequency subband for dimensionality reduction. Finally, the classification is made by Pulse Coupled Neural Network (PCNN). The system uses three different digital modulation schemes; Phase Shift Keying (PSK), Quadrature Amplitude Modulation (QAM), and Differential PSK (DPSK). The results show the DWT, ICA and PCNN based AMC system provides promising results under various noise densities.
I. INTRODUCTION
The classification of digital signals using compressed cyclo-stationary features is described in [1] . The input signals are extracted by using time averaged cyclic periodogram. Then, DWT is used for decomposition. Neural network classifier is used for classification. Cognitive radio based automatic blind modulation recognition is described in [2] . The input signals are extracted by higher order cumulants, temporal time domain features. Decision tree algorithm is used for the classification of modulated signals.
Linearly modulated signals are described in a cognitive radio network in [3] . The clustering based baseband symbols are used to recognize the signals. The kmeans clustering and fuzzy c-means clustering method are used for validation. Automatic classification of modulated signals in cognitive radios by using the combination of blind equalization is described in [4] . The predictor-based recursive blind equalizer is used for feature extraction. The cyclo-stationary method is used for feature detection. The classification is made by probability of classification method.
DWT based modulated signal classification is described in [5] . The input signals are decomposed by DWT. The higher frequency components are used for classification. The supervised Support Vector Machine (SVM) classifier is used for classification. Signal classification based on generalized discriminant analysis with kernels is described in [6] . From the generated input signals, features are extracted by spectral and statistical methods. SVM classifier is used to classify modulated signals.
A modulation classification scheme in cognitive radios is described in [7] . The amplitude and phase features are extracted by pseudo wigner-ville time frequency distribution. Then, classification is made by decision tree classifier. Neural network based cognitive radio environment is described in [8] . At first, features are extracted from the input generated signals using cyclo-stationary approach, matched filter approach and energy detection approach. The classification is made by artificial neural network.
Blind signal classification is presented in [9] under a cognitive radio networks. Features are extracted by energy time break down kernels. The classification is made by modulation type classifiers. An approach AMC based on temporal waveform features is described in [10] . Initially, the input generated signals are extracted by using temporal features. The classification is made by hierarchical classifier based on multivariate classification. The classification of digital and analog signals using SVM is described in [11] . At first, spectral features are extracted and normalization is employed to normalize the features. The classification is made by SVM classifier.
In this study, an AMC system for SDR using DWT, ICA and PCNN is presented. The organization of paper is as follows: The methods and materials for AMC system such as DWT, ICA and PCNN are discussed in section 2. The obtained results and discussion of AMC system are described in section 3. Finally, the conclusion of AMC system is given in section 4.
II. METHODS AND MATERIALS
The work flow of the AMC system is shown in Fig. 1 which uses three different modulation techniques; QAM, PSK and DPSK to modulate the input signal. Then, AWGN is added to the generated signal as transmission channel before decomposing the modulated signal by DWT. ICA is used for dimensionality reduction of the lower frequency components produced by DWT. The classification of signals is made by PCNN. where V represents the power of the channel. In this study, AWGN noise is added to teh modulated signals of QAM, PSK and DPSK with 0 dB, 1 dB, 5 dB and 10 dB noise densities.
The discretely sampled wavelet transform is known as DWT in functional and numerical analysis. It has a main advantage with a temporal resolution in Fourier transform and both the time and frequency information are captured by DWT. It decomposes the signal into different sub-bands. The DWT is defined by,
where N is an even integer to decompose the set of wavelets from the signals. DWT is also used in video hiding technique [12] and watermarking [13] . In this study, the DWT is applied for the decomposition of modulated signal passed through AWGN channel. It produces the lower and higher frequency sub-bands. The lower frequency components are used for dimensionality reduction.
B. ICA based dimensionality reduction
ICA separates the multivariate signals into additive subcomponents. It is made by the non-Gaussian signals which are subcomponents and they are independent to each other. ICA is specially used in the blind source separation. It has a large database of samples with multivariate data model. It has some data variables with the linear mixtures of unknown latent variables in the unknown system. The latent variables are mutually independent with non-Gaussian signals known as observed data with independent components.
The independent components are also known as factors or sources. ICA is also used in face recognition [14] and image compression [15] . In this study, the ICA is applied only for lower frequency sub-bands which are obtained by DWT. It reduces the dimension for redundant features. Then the reduced features are stored in database for classification. Figure 2 shows the feature extraction stage for AMC system.
C. PCNN classification
PCNN performs two-dimensional neural network. It consists of large number of neurons. Each neuron in the PCNN communicates with each data in the input signal and receives information for an external stimulus. Each neuron is connected with their neighboring neurons for receiving the local stimulus from the neurons. In the conventional signal or image processing, it has a large number of merits which includes; variations in input patterns for bridging minor intensity and geometric variations, noise robustness and so on. The architecture of PCCN is shown in Fig. 3 . PCNN is also used in multi-object segmentation [16] and region growing [17] . In this study PCNN is used for the classification of the given signals into three digital modulation schemes; QAM, PSK and DPSK. The extracted features are already stored in the feature database in the feature extraction stage. PCNN performs the classification of signals automatically. Figure 4 shows the classification stage of AMC system.
Fig. 4 Classification stage of AMC

III. RESULTS AND DISCUSSION
The performance of AMC system is analyzed by using randomly generated 600 signals (300 for training and 300 for testing). All the signals are modulated by three different modulation schemes; QAM, PSK and DPSK. These modulated signals are transmitted through AWGN channel with different noise densities such as 0dB, 1dB, 5dB and 10dB. By using the lower frequency components of DWT and ICA the features are extracted with low dimension. Then, the classification is made by PCNN classifier. Table 1 to Table 4 shows the confusion matrix obtained by AMC system. From the tables, it is clearly observed that when increasing the noise levels, the performance of the system is reduced. The worst performance occurs at 0dB with only 50% accuracy as the modulated signals contain noises only. When the modulated signals affected by 10dB noise, the classification accuracy of the system is 97.3%. Also, it is noted that among the three modulation schemes, QAM signals are more classified than others irrespective of noise densities added the modulated signal.
IV. CONCLUSION
The AMC system presented in this paper uses DWT, ICA and PCNN techniques for the classification of modulation schemes in the modulated signals. The AWGN channel is used as a transmission channel. DWT is used for the decomposition of signals at 1 st level. The feature dimension of lower frequency component of DWT is reduced by ICA. The reduced features are stored in the database to train the PCNN classifier. The different noise intensities; 0dB, 1dB, 5dB and 10dB are used to contaminate signal and they are used to validate the PCNN classifier. The system produces the better classification accuracy of 97.3 % at 10dB noise intensity by PCNN and also the performance of the system degrades when noise is added more than 10 dB.
