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Este trabalho descreve umametodologia para resolver o problema de alocac¸a˜o
o´tima de equipamentos FACTS (Flexible AC Transmission Systems) em sis-
temas de poteˆncia considerando otimizac¸a˜o multiobjetivo. Dois crite´rios sa˜o
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O aumento constante da demanda por energia ele´trica, resultante de
ı´ndices de crescimento de paı´ses em desenvolvimento como o Brasil, acom-
panhado pelo crescente nu´mero de restric¸o˜es para construc¸a˜o de novos em-
preendimentos, obriga a operac¸a˜o dos sistemas de poteˆncia muito pro´ximo
de seus limites. No entanto, e´ extremamente recomenda´vel que, mesmo ope-
rando pro´ximo de seu limite, o sistema de poteˆncia proporcione energia com
qualidade e confiabilidade. Esse requisito adicional, antes da reestruturac¸a˜o
do setor muitas vezes relaxado, resulta em uma alterac¸a˜o dos conceitos tradi-
cionais do setor ele´trico. Com isso, nas u´ltimas de´cadas, e´ evidente o cresci-
mento em pesquisas destinadas a` elaborac¸a˜o de modelos de planejamento da
transmissa˜o (FLORES, 2006).
Ao se analisar a relac¸a˜o entre crescimento econoˆmico e investimentos
no setor eletro-energe´tico percebe-se que sa˜o diretamente proporcionais, uma
vez que o aumento constante da demanda reflete no aumento da capacidade
instalada das unidade geradores. O Banco Central, por meio de seu relato´rio
de mercado em parceria com instituic¸o˜es financeiras (BRASIL, 2010), projeta
um crescimento econoˆmico para o ano de 2010 acima dos 5%. Grande parte
deste crescimento e´ alavancado pela produc¸a˜o industrial cuja expectativa de
crescimento, tambe´m de acordo com o documento, e´ na faixa de 8%. Base-
ados nesses dados, a EPE (Empresa de Pesquisa Energe´tica) estima para o
ano de 2010 um consumo total de eletricidade de 455,2 mil gigawatts-hora
(GWh), o que equivale a um crescimento de 9,4% a em relac¸a˜o ao ano de
2009 (EPE, 2010). Estima-se que entre 2010 e 2018 o consumo total de eletri-
cidade no Brasil cresc¸a a uma taxa me´dia de 5,2% a.a., chegando a 681,7 mil
GWh em 2018.
Idealmente, deve-se ampliar a capacidade instalada das unidades ge-
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radoras de acordo com o crescimento da carga, pois assim tanto o risco de
falta de suprimento quanto o custo efetivo do investimento e´, na teoria, mini-
mizado. No entanto, a crescente preocupac¸a˜o com o meio ambiente, a falta
de recursos ou mesmo questo˜es polı´ticas, podem postergar a construc¸a˜o de
novas unidades geradoras ou de novas linhas de transmissa˜o. Tais problemas
teˆm tornado a operac¸a˜o e o planejamento dos sistemas ele´tricos uma tarefa
cada vez mais complexa. Portanto, utilizar de forma mais eficiente possı´vel
as instalac¸o˜es ja´ disponı´veis e´ de fundamental importaˆncia e deve ser objetivo
de qualquer planejamento da expansa˜o.
No Brasil, a maior parte das unidades geradores esta˜o distantes dos
grandes centros de carga e faz-se necessa´rio um sistema de transmissa˜o ro-
busto e confia´vel para transportar a energia para os grandes centros urbanos.
Assim, ha´ a constante necessidade de adequac¸a˜o de toda a malha de trans-
missa˜o frente os constantes aumentos de demanda. Tal adequac¸a˜o e´ uma das
responsabilidades dos engenheiros que fazem o planejamento da expansa˜o do
sistema.
O planejamento da expansa˜o de sistemas de poteˆncia tem o objetivo de
encontrar o plano o´timo de inserc¸a˜o de novos geradores e circuitos de trans-
missa˜o e distribuic¸a˜o, de forma a atender simultaneamente a previsa˜o de au-
mento da demanda e o fornecimento contı´nuo de energia. Em uma etapa ini-
cial, o planejamento da transmissa˜o considera apenas a demanda de poteˆncia
ativa e nessa etapa e´ usada a representac¸a˜o CC da rede ele´trica. Estando defi-
nido o plano o´timo de expansa˜o considerando os requisitos de poteˆncia ativa,
utiliza-se a modelagem CA da rede ele´trica para o planejamento de reativos.
Tal problema tem importaˆncia considera´vel, pois seja na operac¸a˜o em regime
permanente seja na ocorreˆncia de contingeˆncias, o fornecimento de poteˆncia
reativa tem papel fundamental para obter um perfil de tensa˜o preestabelecido
e atender restric¸o˜es de seguranc¸a, operac¸a˜o e qualidade do servic¸o prestado.
Entre os diversos equipamentos utilizados no sistema de poteˆncia, al-
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guns tem a capacidade de fornecer reativos para o sistema, sendo fundamen-
tais no suporte de tensa˜o. As fontes de poteˆncia reativa mais ba´sicas sa˜o os
capacitores e reatores. Eles sa˜o inseridos no sistema com o intuito de contro-
lar as tenso˜es em pontos especı´ficos. Podem ou na˜o ser manobra´veis e sua
operac¸a˜o se restringe ao regime permanente. Ale´m dos capacitores e reatores,
existem os compensadores sı´ncronos que atuam tanto no regime permanente
quanto no perı´odo transito´rio. Sa˜o ma´quinas girantes que somente consomem
poteˆncia ativa de suas perdas internas e sa˜o fundamentais para o suporte de
tensa˜o na ocorreˆncia de contingeˆncias, embora tenham a possibilidade de atu-
arem tambe´m no regime permanente. Ha´ tambe´m os transformadores com tap
varia´vel que sa˜o frequentemente utilizados no controle de tensa˜o no sistema.
Por na˜o apresentarem custo de utilizac¸a˜o sa˜o a primeira opc¸a˜o para controle
de tensa˜o no sistema. Ale´m desses, os geradores em operac¸a˜o tambe´m sa˜o
fontes de poteˆncia reativa para o sistema. Em diversas situac¸o˜es, ha´ unidades
operando como compensadores, estando em atividade somente para fornecer
suporte de reativos.
Atualmente, a polı´tica de uso dos recursos para controle de tensa˜o e´
definida nos crite´rios preconizados no Procedimentos de Rede do Operador
Nacional do Sistema (ONS). De acordo com (ONS, 2003), considerando a
ordem de prioridade, os recursos para controle de tensa˜o sa˜o utilizados da
seguinte forma:
1. Comutac¸a˜o de taps varia´veis dos transformadores;
2. Chaveamento de capacitores e reatores;
3. Redespacho de gerac¸a˜o;
4. Despacho de geradores como compensadores.
O despacho de geradores como compensadores de reativos e´, atual-
mente, considerada um servic¸o ancilar e, portanto, e´ evitada pelo Operador,
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que busca a modicidade tarifa´ria (LIMA et al., 2009). Em alguns casos, o des-
ligamento de linhas de transmissa˜o, principalmente na ocorreˆncia de nı´veis
de carga reduzidos, e´ uma opc¸a˜o para reduzir a tensa˜o de alguns pontos es-
pecı´ficos do sistema.
O desenvolvimento da eletroˆnica de poteˆncia nas u´ltimas de´cadas pos-
sibilitou a criac¸a˜o de novos equipamentos para o sistema, aumentando os
recursos usados no controle de tensa˜o. Esses equipamentos, conhecidos com
o nome gene´rico de equipamentos FACTS (Flexible AC Transmission Sys-
tems), foram criados com o objetivo de tornar os sistema de poteˆncia mais
flexı´veis do ponto de vista de controle.
Equipamentos FACTS ale´m de contribuı´rem para o problema do su-
porte de reativos, anteriormente discutido, introduzem alguns controles an-
tes indisponı´veis. FACTS podem, por exemplo, controlar o fluxos paralelos
quando os chamados ”corredores”de transmissa˜o sa˜o utilizados (ALMEIDA;
SILVA, 2006). Sa˜o situac¸o˜es nas quais tem-se dois circuitos operando em pa-
ralelo pore´m com capacidades operativas diferentes. Em alguns casos, equi-
pamentos FACTS podem ser instalados para redirecionar tais fluxos e aliviar
sobrecargas. Ainda no sentido de controle de fluxo, equipamentos FACTS
introduzem a possibilidade de controlar o fluxo em uma linha de transmissa˜o
e, portanto, opera´-la pro´ximo de sua capacidade operativa em regime perma-
nente.
Outra grande virtude dos equipamentos FACTS e´ sua atuac¸a˜o para a
manutenc¸a˜o da estabilidade dinaˆmica dos sistemas de poteˆncia. Esses equi-
pamentos podem ser introduzidos em um sistema para melhorar seu compor-
tamento transito´rio e amortecer oscilac¸o˜es eletromecaˆnicas na ocorreˆncia de
contingeˆncias.
Equipamentos FACTS podem ser considerados entre as opc¸o˜es para a
expansa˜o de um sistema. Tal como ocorre no planejamento de reativos, os es-
tudos necessa´rios para se determinar os locais de inserc¸a˜o dos equipamentos
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FACTS devem ser realizados utilizando-se o modelo CA da rede ele´trica. A
ana´lise dinaˆmica e´ tambe´m necessa´ria.
1.2 Equipamentos FACTS
O desenvolvimento e utilizac¸a˜o da tecnologia FACTS so´ foi possı´vel
com os avanc¸os da eletroˆnica de poteˆncia e da tecnologia de chaveamentos.
Os equipamentos comec¸aram a ser projetados a partir do final da de´cada de
60. O termo FACTS so´ passou a existir a partir de 1988, quando Hingorani
publicou o artigo com o tı´tulo Power Eletronics in Electric Utilies: Role of
Power Eletronics in Future Power Systems (HINGORANI, 1988). A` medida que
sa˜o desenvolvidos dispositivos eletroˆnicos aplica´veis a poteˆncias elevadas e
com altas frequeˆncias de chaveamento, novos equipamentos FACTS teˆm sido
propostos. O uso desses equipamentos no sistema ele´trico de poteˆncia tem
aumentado continuamente nos u´ltimos 20 anos (ALMEIDA; SILVA, 2006).
Grande parte dos equipamentos FACTS esta´ baseada na utilizac¸a˜o de
transistores e tiristores convencionais de poteˆncia (ALMEIDA; SILVA, 2006).
Um desses dispositivos e´ o IGBT (Insulated Gate Bipolar Transistor), que e´
capaz de suportar altas tenso˜es e correntes e possui uma relativamente pe-
quena queda de tensa˜o na conduc¸a˜o. Esse dispositivo e´ utilizado em equi-
pamentos com tensa˜o nominal de 3 a 5 kV. Um outro tipo de transistor e´ o
MOSFET (MOS Field Effect Transistor) que e´ indicado para uso em baixas
tenso˜es, mas possui alta capacidade de conduc¸a˜o e bloqueio.
Dependendo da atuac¸a˜o do equipamento, pode-se estabelecer treˆs ca-
tegorias diferentes (ALMEIDA; SILVA, 2006)
 Controladores Se´rie
 Controladores em Derivac¸a˜o (Shunt)
 Controladores Se´rie-Shunt
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Ale´m disso, de acordo com tecnologia empregada, os equipamentos
FACTS podem ser divididos em dois grupos:
1. Equipamentos FACTS de primeira gerac¸a˜o, baseados em reatores cha-
veados a tiristores;
2. Equipamentos FACTS de segunda gerac¸a˜o, baseados nos conversores
CC-CA (VSC - Voltage Source Converter), que produzem tenso˜es
trifa´sicas na frequeˆncia fundamental com amplitude e aˆngulo con-
trola´veis.
Os equipamentos FACTS de primeira gerac¸a˜o sa˜o muito utilizados em
sistemas de poteˆncia. Entre os principais FACTS de primeira gerac¸a˜o esta˜o o
Compensador Esta´tico de Reativos (Static Var Compensator - SVC) que fun-
ciona como um condensador sı´ncrono, pore´m sem possuir partes mo´veis, e
o Capacitor Se´rie Controlado a Tiristor (Thyristor Controlled Series Capaci-
tor - TCSC), capaz de simular artificialmente uma reataˆncia em se´rie com a
reataˆncia da linha e assim controlar o fluxo de poteˆncia ativa.
Entre os equipamentos FACTS de segunda gerac¸a˜o, atualmente
destacam-se o Compensador Sı´ncrono Esta´tico (Static Synchronous Com-
pensator - STATCOM), cuja atuac¸a˜o e´ muito semelhante ao SVC, pore´m
com uma se´rie de vantagens; o Compensador Se´rie Sı´ncrono Esta´tico (Static
Synchronous Series Compensator - SSSC), que introduz uma tensa˜o em se´rie
com a linha de transmissa˜o e o UPFC (Unified Power Flow Controller) que
combina as qualidades do SVC e do TCSC.
Podem ser listados como principais benefı´cios da instalac¸a˜o de equi-
pamentos FACTS (ALMEIDA; SILVA, 2006):
 O controle de fluxo de poteˆncia nas linhas de transmissa˜o, ate´ enta˜o
inexistente;
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 A possibilidade de operar as linhas de transmissa˜o pro´ximas de suas
capacidades ma´ximas;
 Um bom controle do fluxo entre a´reas, o que reduz significativamente
a reserva operante do sistema;
 Ra´pido suporte de reativos, podendo contribuir para a reduc¸a˜o de
oscilac¸o˜es eletromecaˆnicas no sistema.
1.2.1 Exemplos de Equipamentos FACTS Instalados
Equipamentos FACTS de primeira gerac¸a˜o tem sido utilizados em di-
versos paı´ses. Estimativas indicam que o nu´mero de FACTS do tipo SVC
chegue a 800 (ALMEIDA; SILVA, 2006). A Tabela 1 apresenta as principais
caracterı´sticas dos 7 equipamentos FACTS do tipo TCSC em operac¸a˜o.
Tabela 1: Equipamentos FACTS de primeira gerac¸a˜o: TCSC
Nu´mero Paı´s Local Tensa˜o Objetivos





Subestac¸a˜o Aumento da margem de
Pingguo estabilidade transito´ria
3 China 220
Aumento da poteˆncia transmitida
Amortecimento de
oscilac¸o˜es eletromecaˆnicas
Subestac¸a˜o Aumento da margem de
Chengxian estabilidade transito´ria
Aumento da poteˆncia transmitida
4 EUA Subestac¸a˜o 500 Aumento da poteˆncia transmitidaKayenta
5 EUA Subestac¸a˜o 500 Controle de FluxoSlatt e maior carregamento
6 India Subestac¸a˜o 500 Amortecimento deRaipur oscilac¸o˜es eletromecaˆnicas
7 Sue´cia Subestac¸a˜o 500 Amortecimento deStode ressonaˆncia subsı´ncrona
Considerando os equipamentos FACTS de segunda gerac¸a˜o, as
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aplicac¸o˜es mais relevantes do STATCOM sa˜o apresentadas na Tabela 2.
No caso dos UPFC, apenas dois esta˜o atualmente em operac¸a˜o, sendo um
na Core´ia do Sul e outro nos Estados Unidos. Suas caracterı´sticas sa˜o
apresentadas na Tabela 3.
Considerando a utilizac¸a˜o do equipamento TCSC, tem-se no Brasil a
aplicac¸a˜o na interconexa˜o dos sistemas Norte e Sudeste, frequentemente refe-
renciado como tronco Norte-Sul, onde quatro equipamentos TCSC permitem
a transmissa˜o de grandes blocos de poteˆncia. Instalado em 1999, o equipa-
mento opera na linha Serra da Mesa - Imperatriz com o intuito de amortecer
oscilac¸o˜es eletromecaˆnicas (MARTINS, 1999; GAMA, 1999). Podendo com-
pensar ate´ 15% da reataˆncia da linha, o equipamento possui 107 Mvar de
capacidade nominal e opera em tensa˜o de 500 kV.
Tabela 2: Equipamentos FACTS de segunda gerac¸a˜o: STATCOM
Nu´mero Paı´s Local Tensa˜o Objetivos
1 Dinamarca Parque eo´lico 60 Compensac¸a˜o reativa dinaˆmicaRejsby Hede para gerac¸a˜o eo´lica
2 USA Subestac¸a˜o 161 Compensac¸a˜o reativaSullivan Dinaˆmica
3 USA Subestac¸a˜o 115 Compensac¸a˜o reativaEssex Dinaˆmica
4 USA Subestac¸a˜o 138 Compensac¸a˜o reativaTalega Dinaˆmica
5 USA Subestac¸a˜o 138 Compensac¸a˜o reativaHolly Dinaˆmica
6 USA Subestac¸a˜o 115 Compensac¸a˜o reativaGlenbrook Dinaˆmica
7 Inglaterra Subestac¸a˜o 400 Compensac¸a˜o reativaEast Clayton Dinaˆmica
No Brasil em 2004 um equipamento do tipo SVC foi instalado na
subestac¸a˜o Bom Jesus da Lapa II, na Bahia. A subestac¸a˜o faz parte do
sistema Interligac¸a˜o SE-NE (Sudeste - Nordeste), que compreende ainda as
subestac¸o˜es Serra da Mesa, Rio das E´guas, Ibicoara e Sapeac¸u.
Outro exemplo de aplicac¸a˜o da tecnologia, e´ a instalac¸a˜o na
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Tabela 3: Equipamentos FACTS de segunda gerac¸a˜o: UPFC
Nu´mero Paı´s Local Tensa˜o Objetivos
1 Coreia do Sul Parque eo´lico 60 Suporte de tensa˜oHangjin e Evitar sobrecargas
2 USA Subestac¸a˜o 161 Suporte de tensa˜o eInez Controle de fluxo
subestac¸a˜o Sa˜o Luı´s II de um SVC cuja capacidade nominal e´ de 150Mvar
(-100 a 150Mvar), operando em 230kV. A entrada em operac¸a˜o do com-
pensador esta´tico contribui para o controle de tensa˜o da a´rea Maranha˜o em
regime normal de operac¸a˜o e tambe´m para atender a demanda de poteˆncia
reativa do sistema quando de contingeˆncias de linhas de transmissa˜o. le´m
disso, destacam-se os SVCs instalados nas subestac¸o˜es Fortaleza, Milagres,
Funil e Campina Grande, entre outros.
1.2.2 Custos de Investimento de Equipamentos dos FACTS
Os equipamentos FACTS sa˜o feitos por encomenda e seus custos va-
riam muito com o tipo de instalac¸a˜o. Os custos apresentados na Figura 1
foram retirados da refereˆncia (GERBEX; CHERKAOUI; GERMOND, 2001). Eles
representam o custo em US$=kVar para os diferentes tipos de equipamentos
FACTS. Na esquerda pode-se verificar a diferenc¸a em custo do SVC e do
STATCOM a na direita sa˜o comparados os custos da compensac¸a˜o se´rie fixa
(FSC), do TCSC e do UPFC.
1.2.3 Localizac¸a˜o dos Equipamentos dos FACTS
O desempenho de um equipamento FACTS depende de sua
localizac¸a˜o no sistema. Se, por exemplo, um equipamento do tipo SVC
e´ inserido no sistema, sua a localizac¸a˜o deve ser tal que controle a tensa˜o
no barramento mais crı´tico e tambe´m melhore as tenso˜es em barramentos
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Figura 1: Custos para os diferentes tipos de FACTS
no sistema para fazer o controle de fluxo entre diferentes a´reas de um sistema,
sua localizac¸a˜o pode afetar consideravelmente o intercaˆmbio obtido.
Pore´m, o problema de localizar um equipamento FACTS no sistema
de poteˆncia na˜o e´ de fa´cil soluc¸a˜o por ser combinato´rio. Sua resoluc¸a˜o exige
normalmente elevado tempo computacional. Diferentes me´todos tem sido
empregados na soluc¸a˜o desse problema, tal como sera´ visto na revisa˜o bibli-
ogra´fica a seguir.
1.3 Revisa˜o Biblioga´fica
Nesta sec¸a˜o sera´ realizado um apanhado das publicac¸o˜es que mais in-
fluenciaram o desenvolvimento do presente trabalho. Primeiramente, sera˜o
apresentados os artigos referentes a modelagem dos equipamentos FACTS,
entre eles os trabalhos de Hingorani. Na sequeˆncia, sera´ abordado a aplicac¸a˜o
de tais equipamentos nos sistemas de poteˆncia. Sera˜o apresentados artigos
que mostram o potencial de utilizac¸a˜o dos equipamentos FACTS nos sistemas
de poteˆncia. Por fim, sera˜o discutidos artigos que apresentem metodologias
para a alocac¸a˜o o´tima de FACTS nos sistemas, entre eles me´todos heurı´sticos.
Com isso, pretende-se introduzir o estado da arte no que diz respeito a equi-
pamentos FACTS.
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N. Hingorani e´ considerado o precursor da tecnologia FACTS.
Em (HINGORANI, 1988) o autor apresenta os benefı´cios dos controladores
baseados a tiristores em sistemas de poteˆncia reais. Ele faz uma ana´lise
completa dos diversos equipamentos FACTS, entre eles o SVC, TCSC,
STATCOM e TCPST (Tyristor Controlled Phase Angle Regulator). O traba-
lho apresenta as principais caracterı´sticas de cada equipamento, bem como
suas principais indicaco˜es de uso. Ale´m disso, faz uma ana´lise detalhada
de como obter certos tipos de ganho em um sistema de poteˆncia utilizando
os diferentes equipamentos FACTS. Mostra tambe´m que os equipamentos
FACTS sa˜o mais eficientes que as soluc¸o˜es tradicionais como transformado-
res defasadores, capacitores e reatores chaveados mecanicamente, pois estes
sa˜o lentos e possuem problemas de ressonaˆncia. Atualmente, e´ refereˆncia
consolidada em qualquer trabalho acadeˆmico na a´rea de FACTS.
A partir do trabalho de Hingorani, va´rios estudos foram feitos sobre
o impacto dos equipamentos FACTS nos sistemas. Um dos primeiros (TA-
RANTO; PINTO; PEREIRA, 1992) analisa o impacto de compensadores se´rie
utilizando-se a modelagem CC da rede ele´trica. Posteriormente, Galiana e
colaboradores (GALIANA et al., 1996), publicaram um estudo que avalia o im-
pacto desses equipamentos na operac¸a˜o com base no conceito de ”Regio˜es de
Seguranc¸a”. Os estudos foram feitos utilizando-se um programa computaci-
onal de fluxo de poteˆncia o´timo e foram analisados os equipamentos FACTS
do tipo TCPST, TCSC e UPFC. Em 2004, Nassif e colaboradores (NASSIF;
COSTA; SILVA, 2004) investigaram os efeitos de dois dispositivos FACTS, o
SVC (Static VAR Compensator) e o STATCOM (Static Synchronous Com-
pensator), na estabilidade angular frente a pequenas perturbaco˜es de sistemas
ele´tricos de poteˆncia a partir da ana´lise dos autovalores do modelo linearizado
do sistema.
O conceito de Regio˜es de Seguranc¸a se mostrou importante na ana´lise
do potencial dos equipamentos FACTS. Utilizando tal conceito Machado
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e colaboradores (MACHADO, 2003), estudaram a aplicaca˜o dos dispositivos
FACTS no sistema de transmissa˜o de 525kV da ELETROSUL, com o ob-
jetivo de maximizar a transfereˆncia de poteˆncia ativa da Regia˜o Sul para a
Regia˜o Sudeste do Brasil. Soluc¸o˜es contendo equipamentos FACTS foram
comparadas com compensac¸o˜es se´rie fixas e com reforc¸os e/ou ampliac¸o˜es de
circuitos. Recentemente, o mesmo conceito foi empregado no estudo do po-
tencial dos equipamentos FACTS para aumentar a capacidade de trasmissa˜o
do Sistema Interligado Nacional (ALMEIDA et al., 2009).
Em meados do ano 2000, Mutale e colaboradores publicaram um
trabalho interessante sobre o qua˜o importante e´ o uso dos equipamentos
FACTS (MUTALE; STRBAC, 2000). O objetivo do trabalho e´ verificar a compe-
titividade dos equipamentos FACTS versus incrementos no sistema de trans-
missa˜o. Embora somente os equipamentos que controlam fluxo de poteˆncia
ativa tenham sido modelados, ele relaciona o uso de tal tecnologia versus
o reforc¸os nas linhas de transmissa˜o ja´ existentes. Atrave´s de uma ana´lise
dos custos envolvidos no processo, o trabalho indica a melhor opc¸a˜o para a
ampliac¸a˜o da capacidade de um sistema de poteˆncia. Baseado nos resultados
apresentados, a ampliac¸a˜o do sistema, quando bem projetada, apresenta resul-
tados economicamente mais atrativos do que o uso de equipamentos FACTS.
No entanto, o trabalho na˜o verifica o impacto dos equipamentos FACTS no
perfil de tensa˜o, pois um fluxo de carga DC e´ utilizado para obtenc¸a˜o do ponto
de operac¸a˜o. Ale´m disso, na˜o e´ verificado o impacto de tais equipamentos no
comportamento dinaˆmico do sistema.
A` medida que novos equipamentos FACTS sa˜o propostos, pesquisa-
dores veˆm trabalhando na suas representac¸o˜es nos modelos matema´ticos uti-
lizados na ana´lise da operac¸a˜o. Em 2001, Zhang e Handschin modelaram o
GUPFC (Generalized Unified Power Flow Controller) no fluxo de poteˆncia
o´timo (ZHANG X. P. HANDSCHIN, 2001). Os resultados apresentados compro-
varam o excelente desempenho do equipamento. Em 2003, Xiao-Ping Zhang
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introduziu a modelagem do SSSC no problema do fluxo de carga (ZHANG,
2003). Os limites fı´sicos do equipamento sa˜o considerados. Em 2006 Zhang
e colaboradores propuzeram uma modelagem detalhada do STATCOM para
problema de fluxo de carga com o intuito de estudar os efeitos do equipa-
mento quando aplicado ao problema de instabilidade de tensa˜o (ZHANG et al.,
2006). Por fim, em 2008, representac¸o˜es detalhadas do STATCOM, SSSC e
UPFC foram inseridas no problema do fluxo de poteˆncia o´timo (DUPIN; AL-
MEIDA, 2008)
Va´rios pesquisadores analisaram o problema de alocac¸a˜o o´tima de
equipamentos FACTS na rede ele´trica. Diferentes me´todos foram propos-
tos para resolver este problema combinato´rio, muitos deles baseados no uso
de meta heurı´sticas. A seguir sa˜o descritos alguns trabalhos.
Em (PATERNI et al., 1999) e´ proposto a alocac¸a˜o de transformadores
defasadores utilizando algoritmos gene´ticos em conjunto com um modelo li-
near de FPO. A func¸a˜o objetivo do problema e´ uma combinac¸a˜o do custo de
gerac¸a˜o, do custo de investimento dos FACTS. A metodologia foi aplicada
ao sistema franceˆs e os resultados indicam a minimizac¸a˜o do custo anual de
operac¸a˜o frente a utilizac¸a˜o de equipamentos FACTS, uma vez que com a
inserc¸a˜o dos equipamentos, gerac¸o˜es economicamente mais atraentes pude-
ram ser despachadas.
Em 2001, Gerbex e colaboradores formulam um problema para a
maximizac¸a˜o do carregamento em sistema de poteˆncia atrave´s de um al-
goritmo gene´tico (GERBEX; CHERKAOUI; GERMOND, 2001). A margem de
carregamento e´ utilizada como uma medida de desempenho do sistema. Para
a obtenc¸a˜o do ponto de operac¸a˜o, e´ utilizado um fluxo de carga conven-
cional em coordenadas polares. Quatro tipos diferentes de equipamentos
FACTS sa˜o modelados: o TCSC (Thyristor Controlled Series Capaci-
tor), TCPST (Thyristor-Controlled Phase Shifting Transformer), TCVR
(Thyristor-Controlled Voltage Regulator) e SVC (Static Var Compensator).
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As simulac¸o˜es sa˜o realizadas utilizando o sistemas teste IEEE 118 barras e
a func¸a˜o aptida˜o (fitness) e´ concebida de forma a penalizar as configurac¸o˜es
dos FACTS para linhas sobrecarregadas e sobretensa˜o ou subtensa˜o nas bar-
ras. Atrave´s dos resultados comprova-se que a utilizac¸a˜o de diferentes tipos
de equipamentos FACTS simultaneamente aumenta consideravelmente o
ganho na margem de carregamento. Pore´m, e´ identificado um limite ma´ximo,
a partir do qual a inserc¸a˜o dos equipamentos passa a na˜o ter influeˆncia.
O trabalho de Lima e colaboradores resolve o problema de alocac¸a˜o
do equipamento FACTS tipo TCPST atrave´s de programac¸a˜o linear inteiro-
mista (LIMA et al., 2003). A grande diferenc¸a para as outras abordagens, ale´m
do fato de usar programac¸a˜o inteiro mista, e´ o fato de a metodologia ter como
resultado o nu´mero de equipamentos que maximiza a margem de carrega-
mento do sistema. Pore´m, na modelagem e´ considerado um fluxo de poteˆncia
DC e, portanto, a influeˆncia do equipamento FACTS no perfil de tenso˜es, por
exemplo, na˜o pode ser avaliada. Contudo, a metodologia e´ aplicada a um
sistema real de 904 barras e os resultados apresentados mostram que o tempo
computacional e´ a grande vantagem do me´todo. Comparac¸o˜es sa˜o realizadas
com metodologias similares e o resultados sa˜o mais expressivos.
Em um artigo publicado em 2004, Cai e colaboradores utilizam
tambe´m algoritmos gene´ticos para a alocac¸a˜o o´tima dos mesmos tipos
de equipamentos FACTS, pore´m considerando o UPFC (Unified Power
Flow Controller) e o TCPST (Thyristor Controlled Phase Shifting Trans-
former) (CAI; ERLICH; STAMTSIS, 2004). Entretanto, ele difere de (GERBEX;
CHERKAOUI; GERMOND, 2001), pois, embora na˜o seja um problema de
otimizac¸a˜o multiobjetivo, ainda sim apresenta os custos envolvidos no pro-
cesso. Para obtenc¸a˜o dos resultados e´ utilizado um sistema teste de 10 barras.
As simulac¸o˜es validam a capacidade da metodologia em minimizar os custos
do sistema, que incluem, ale´m dos custos envolvidos com os equipamentos
FACTS, as ofertas dos produtores independentes. Como caracterı´sticas
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do Algoritmo Gene´tico, utiliza o mecanismo da roleta para a selec¸a˜o dos
indivı´duos e mu´ltiplos pontos de cruzamentos. Ale´m disso, faz uma ana´lise
dos congestionamentos no sistema, bem como avalia a influeˆncia no nu´mero
de equipamentos FACTS no ma´ximo carregamento do sistema.
No ano de 2006, Radu e Besanger desenvolvem um algoritmo
gene´tico multiobjetivo para alocac¸a˜o de equipamentos FACTS (RADU;
BESANGER, 2006). Todo o processo evoluciona´rio e´ desenvolvido para a
obtenc¸a˜o da fronteira de Pareto, a qual define as relac¸o˜es entre as func¸o˜es
custo dos equipamentos e uma func¸a˜o objetivo que maximiza a seguranc¸a
do sistema, ou seja, minimiza o desvio da tensa˜o em relac¸a˜o a 1 pu, bem
como minimiza a sobrecarga nas linhas de transmissa˜o e transformadores.
Nesse estudo, sa˜o utilizados os equipamentos SVC e TCSC. O processo de
otimizac¸a˜o e´ focado em estabelecer o local de instalac¸a˜o dos equipamentos
FACTS, seu tipo e sua capacidade. Os resultados sa˜o obtidos utilizando o
sistema IEEE 14 barras e comprovam a possibilidade de aplicar a metodolo-
gia para garantir a seguranc¸a do sistema. Entretanto, a aplicac¸a˜o do me´todo
em sistema reais na˜o e´ abordada.
Em 2007, Roberto Domingues e outros desenvolvem uma alocac¸a˜o
o´tima de compensadores esta´ticos de reativos (SVC) utilizando programac¸a˜o
na˜o linear com varia´veis bina´rias para a alocac¸a˜o dos dispositivos (MINGUEZ
et al., 2007). Uma vez que o problema e´ de programac¸a˜o inteiro mista, a
te´cnica de decomposic¸a˜o de Benders e´ utilizada. A metodologia e´ aplicada ao
sistema teste do IEEE contendo 300 barras, ao sistema Ingleˆs de 40 barras e ao
sistema Italiano contendo 1228 barras. Diversas contingeˆncias sa˜o analisadas
e os resultados se mostram melhores do que os obtidos usando ana´lise de
sensibilidade.
Em 2008, H. R. Baghaee e outros desenvolvem um Algoritmo
Gene´tico para aplicac¸a˜o em sistemas de poteˆncia (BAGHAEE et al., 2008).
Pore´m, esse artigo foca, atrave´s da localizac¸a˜o o´tima dos equipamentos
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FACTS, em minimizar as perdas do sistema de poteˆncia. Sa˜o modelados
os equipamentos FACTS do tipo SVC, TCSC e UPFC. Os resultados sa˜o
obtidos considerando o sistema teste IEEE 30 barras.
Em 2009 Neida Volpi e outros determinam, atrave´s de um algoritmo
gene´tico multiobjetivo, a localizac¸a˜o o´tima de equipamentos FACTS para me-
lhorar a qualidade do sistema de transmissa˜o de uma rede ele´trica (VOLPI;
ALMEIDA, 2009). A metodologia e´ aplicada a um sistema real contendo 291
barras.
Por fim, devem ser citados dois trabalhos interessantes para aque-
les que iniciam os estudos sobre equipamentos FACTS. Um tutorial escrito
por Watanabe e colaboradores fornece informac¸o˜es ba´sicas sobre o funciona-
mento de equipamentos FACTS e analisa o impacto desses equipamenttos na
operac¸a˜o de sistemas de poteˆncia (WATANABE et al., 1998)
Anos mais tarde, em 2003, Abdel e colaboradores fazem um apanhado
geral dos dispositivos FACTS (ABDEL-MOAMENM.A. PRAVEEN KUMAR, 2005).
A ideia e´ servir de base para futuras pesquisas, pois apresentam modelos de-
talhados de uma gama muito grande atuais FACTS, inclusive os de segunda
gerac¸a˜o, baseados em conversores CC-CA (VSC). Atrave´s de uma pesquisa
das publicac¸o˜es envolvendo equipamentos FACTS no fluxo de poteˆncia oti-
mizado (FPO), e´ feito um resumo contendo as informac¸o˜es mais importantes.
Diversas aplicac¸o˜es pra´ticas dos dispositivos sa˜o detalhadas e suas principais
caracterı´sticas sa˜o apresentadase discutidas. Ao todo, mais de 150 (cento
e cinquenta) refereˆncias sa˜o analisadas e tal artigo e´ ponto de partida para
qualquer aplicac¸a˜o dos dispositivos FACTS no problema de fluxo de poteˆncia
o´timo.
1.4 Motivac¸a˜o e Objetivos do Trabalho
Como ja´ discutido anteriormente, a alocac¸a˜o o´tima dos equipamentos
FACTS e´ um problema de difı´cil soluc¸a˜o, raza˜o pela qual diversos me´todos
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heurı´sticos teˆm sido aplicados ao problema. Entre os me´todos empregados,
aqueles que usam conceitos de otimizac¸a˜o multiobjetivo sa˜o interessantes,
pois fornecem um conjunto de possı´veis soluc¸o˜es o´timas para o problema.
Os trabalhos nesta linha de pesquisa, ja´ citados anteriormente, utilizam o al-
goritmo de fluxo de carga para obter soluc¸o˜es factı´veis para o problema. Este
fato pode comprometer as soluc¸o˜es obtidas, pois limites fı´sicos e operacionais
do sistema na˜o sa˜o considerados.
A obtenc¸a˜o de soluc¸o˜es que respeitam as restric¸o˜es do sistema ele´trico
e´ uma preocupac¸a˜o das metodologias de alocac¸a˜o o´tima de equipamentos
FACTS baseadas em algoritmos de fluxo de poteˆncia o´timo (CHUNG; LI,
2000; LIMA et al., 2003). No entanto, esses trabalhos na˜o usam conceitos de
otimizac¸a˜o multiobjetivo. Este trabalho foi desenvolvido com o intuito de
resolver as limitac¸o˜es citadas anteriormente.
O presente trabalho e´ uma combinac¸a˜o dos trabalhos supracitados.
Propo˜e-se aqui o uso de um algoritmo gene´tico multiobjetivo, em conjunto
com um algoritmo de fluxo de poteˆncia o´timo (ALMEIDA; SALGADO, 2000),
para alocar equipamentos FACTS na rede ele´trica. Para tanto, leva-se em
considerac¸a˜o, simultanemente, o desempenho do equipamento (crite´rio
te´cnico) e seu custo (crite´rio econoˆmico). Dois crite´rios te´cnicos foram anali-
sados independentemente: minimizac¸a˜o dos desvios quadra´ticos das tenso˜es
em relac¸a˜o ao perfil plano e maximizac¸a˜o da transfereˆncia de poteˆncia entre
a´reas. A considerac¸a˜o simultaˆnea dos crite´rios te´cnico e econoˆmico faz com
que a atenc¸a˜o se volte para a obtenc¸a˜o da fronteira de eficieˆncia do problema
(fronteira de Pareto). O trabalho e´ uma extensa˜o dos estudos realizados em
(RADU; BESANGER, 2006; VOLPI; ALMEIDA, 2009), atrave´s da inclusa˜o do
FPO com modelos mais detalhados para o SVC e o TCSC e da introduc¸a˜o
de mecanismos para a preservac¸a˜o da diversidade populacional gerada pelo
AGMO.
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1.5 Organizac¸a˜o do Documento
O restante do documento esta´ divido em 4 capı´tulos e esta´ estruturado
da seguinte maneira:
No Capı´tulo 2 e´ apresentada a formulac¸a˜o do problema de alocac¸a˜o
o´tima de equipamentos FACTS. Primeiramente, e´ introduzida a modelagem
do SVC e do TCSC, bem como suas respectivas modelagem dentro do pro-
blema de FPO.
No Capı´tulo 3 sa˜o abordados os aspectos teo´ricos de problemas de
otimizac¸a˜o multiobjetivo com varia´veis inteiras.
No Capı´tulo 4 e´ descrita a implementac¸a˜o do algoritmo gene´tico mul-
tiobjetivo (AGMO), utilizado para resolver o problema de alocac¸a˜o o´tima de
equipamentos FACTS.
No Capı´tulo 5 sa˜o apresentados os resultados das simulac¸o˜es
nume´ricas para diferentes casos, incluindo uma ana´lise do sistema equi-
valente da Regia˜o Sul do Brasil.
Por fim, no Capı´tulo 6 sa˜o tiradas as principais concluso˜es do estudo e,
com intuito de dar continuidade a` linha de pesquisa, sa˜o propostos trabalhos
futuros.
2 FORMULAC¸A˜O DO PROBLEMA
2.1 Considerac¸o˜es Iniciais
Este capı´tulo descreve a formulac¸a˜o matema´tica do problema a ser re-
solvido para se obter a alocac¸a˜o o´tima de equipamentos FACTS em sistemas
ele´tricos de poteˆncia. O problema e´ multiobjetivo, na˜o linear e inteiro-misto.
Sua formulac¸a˜o pode ser considerada uma extensa˜o do problema de fluxo
de poteˆncia o´timo (FPO). Primeiramente, a modelagem dos equipamentos
FACTS e´ discutida. Neste trabalho sa˜o considerados os equipamentos: SVC
(Static Var Compensator - Compensador Esta´tico de Reativos) e o TCSC (Ti-
ristor Controlled Series Capacitor - Compensador Se´rie Controlado a Tiris-
tor). Na sequeˆncia, e´ discutido o problema de FPO. A seguir, e´ descrita a
modelagem dos equipamentos FACTS considerados no problema de FPO.
Sa˜o enta˜o discutidos os crite´rios utilizados para determinar a alocac¸a˜o o´tima
de equipamentos FACTS na rede ele´trica e, por fim, o problema de alocac¸a˜o
o´tima desses equipamentos e´ descrito.
2.2 Modelagem do SVC e TCSC para Operac¸a˜o em Regime Perma-
nente
2.2.1 Compensador Esta´tico de Reativos - Static Var Compensator(SVC)
O SVC e´ constituı´do utilizando-se um TCR (Thyristor Controlled Re-
actor - Reator Controlado a Tiristor) e um TSC (Thyristor Switched Capacitor
- Capacitor Chaveado a Tiristor). A grande diferenc¸a entre o TCR, Figura 2
(a), e o TSC, Figura 2 (b), e´ o fato de que o TSC na˜o apresenta um controle
contı´nuo.
De acordo com o aˆngulo de disparo dos tiristores t1 e t2 obte´m-se uma
susceptaˆncia varia´vel (bk) cujo valor varia de 0 ate´ 1=XL. Na sua forma mais
simples, o SVC e´ constituı´do de um banco de capacitores conectado em pa-
ralelo com um TCR. Para ampliar a faixa de atuac¸a˜o, e´ a esse conjunto um
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Figura 2: Esquema do Reator Controlado a Tiristor e do Capacitor Chaveado
a Tiristor
equipamento TSC, conforme pode ser verificado na Figura 3
A func¸a˜o mais importante do SVC e´ no controle de tensa˜o atrave´s da
absorc¸a˜o ou fornecimento de poteˆncia reativa. O SVC leva vantagem sobre os
capacitores chavea´veis, pois seu controle e´ ra´pido suficiente para, por exem-
plo, acompanhar a evoluc¸a˜o da tensa˜o durante um transito´rio.
Embora o SVC na˜o controle diretamente o fluxo de poteˆncia numa
linha, ao se inserir um equipamento SVC no meio de uma linha de trans-
missa˜o, demonstra-se que a amplitude de fluxo de poteˆncia ativa transmitida
pode ser duplicada. Para demostrar tal fenoˆmeno, considere o sistema apre-
sentado no Figura 5(WATANABE et al., 1998). Nesta Figura, a a tensa˜o na barra
m e´ determinada de modo a controlar o fluxo de poteˆncia atrave´s da linha. Na
ana´lise apresentada, as tenso˜es Vk e Vl sa˜o consideradas como tendo a mesma
amplitude pore´m defasadas de um aˆngulo dkl .
Sem considerar a inclusa˜o de um equipamento SVC, o fluxo que flui


























Figura 4: Sistema com SVC
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onde V e´ a amplitude das tenso˜es Vk e Vl , e xlkl e´ a reataˆncia da linha. Com
a inclusa˜o do equipamento SVC no ponto me´dio da linha, a poteˆncia ativa











Na Figura 5, e´ mostrada a curva (Pxd ) para os casos com e sem
compensac¸a˜o, observa-se que, devido a` injec¸a˜o de poteˆncia reativa, o com-
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Figura 5: Sistema com SVC
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2.2.2 Compensador Se´rie Controlado a Tiristor - Thyristor Controlled Se-
ries Capacitor (TCSC)
O TCSC e´ constituı´do de uma reataˆncia se´rie xL associada em se´rie
com tiristores. Esse conjunto e´ associado em paralelo com um capacitor de
reataˆncia xc, como pode ser verificado na Figura 6. O equipamento e´ inserido
em se´rie e sua principal func¸a˜o ajustar a reataˆncia se´rie da linha de forma a








V δ∠ l lV δ∠
Figura 6: Representac¸a˜o do TCSC
De acordo com o aˆngulo a de disparo dos tiristores, cuja atuac¸a˜o con-
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Quando XL = XC, o TCSC tem reataˆncia infinita, e portanto essa e´ uma
regia˜o em que o equipamento na˜o pode operar (zona proibida). Tal regia˜o cor-
responde a passagem da regia˜o de reataˆncia indutiva para a regia˜o de reataˆncia
capacitiva, ou vice-versa.
Com a inserc¸a˜o do equipamento TCSC em se´rie, o fluxo de poteˆncia
ativa pela linha de transmissa˜o e´ dado por
Pkl =
V 2
xlkl (1  s) sen(d ) (2.5)
onde,  1< s< 1 e´ a taxa de compensac¸a˜o se´rie. Esta equac¸a˜o mostra que a
poteˆncia ativa transmitida pode ser aumentada consideravelmente variando-se
a taxa de compensac¸a˜o se´rie entre os limites 0< s< 1.
A Figura 7 apresenta uma ana´lise gra´fica da equac¸a˜o (2.5) (curva P
d ) para diferentes valores de compensac¸a˜o. Pode-se perceber que de acordo
com o grau de compensac¸a˜o da linha, determinado por k, a poteˆncia ativa
transmitida cresce rapidamente.
A discussa˜o anterior mostra o impacto de um SVC ou de um TCSC
num sistema de duas barras e uma linha. Quando inseridos em sistemas mai-
ores, esses equipamentos atuam de forma similar e permitem o controle de
tenso˜es e fluxos de poteˆncias em regio˜es crı´ticas para a operac¸a˜o. A correta
localizac¸a˜o desses equipamentos na rede ele´trica e´ vital para que sejam efica-
zes na soluc¸a˜o dos problemas operativos.
Este trabalho apresenta um algoritmo para alocar de forma o´tima os
equipamentos do tipo SVC e TCSC num sistema de transmissa˜o. A alocac¸a˜o
e´ feita de forma que as equac¸o˜es de balanc¸o de poteˆncia e os limites fı´sicos
e operacionais do sistema sejam satisfeitos na presenc¸a desses equipamentos.
Para tanto, este trabalho modela o problema de alocac¸a˜o dos equipanentos
FACTS como uma generalizac¸a˜o do problema de fluxo de poteˆncia o´timo.
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Figura 7: Poteˆncia Ativa com TCSC
2.3 Fluxo de Poteˆncia O´timo (FPO)
Em sistema ele´tricos de poteˆncia determinar um ponto de operac¸a˜o
seguro e que respeite as restric¸o˜es fı´sicas e operacionais da rede ele´trica,
cada vez mais presentes nos sistemas atuais, nem sempre e´ uma tarefa fa´cil.
O atendimento de restric¸o˜es especificas, como limites mı´nimo e ma´ximo de
magnitudes de tenso˜es em barras de carga bem como fluxo de poteˆncia ativa
nos circuitos por exemplo, nem sempre e´ simples de ser alcanc¸ada. No en-
tanto, ha´ aproximadamente quatro de´cadas J. Carpentier (CARPENTIER, 1962)
formulou, pela primeira vez, o problema de operac¸a˜o o´tima de um sistema a
partir de uma visa˜o geral do mesmo, ou seja, considerando o sistema como
um todo. Foi formulado, assim, o problema de fluxo de poteˆncia o´timo. A
definic¸a˜o de FPO, de acordo com (CARPENTIER; BORNARD, 1991), e´:
”Uma ferramenta matema´tica gene´rica utilizada para determinar um
ponto de operac¸a˜o o´timo de um sistema de poteˆncia sob restric¸o˜es que
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proporcionam factibilidade de operac¸a˜o e, opcionalmente, nı´veis pre´-
especificados de seguranc¸a.”
Pode-se definir matematicamente o problema de FPO como um pro-
blema de otimizac¸a˜o:
min(max) F (2.6)
s:a : Pgk  Pdk  Pk (V;d ;a;f) = 0 (2.7)
Qgk  Qdk  Qk (V;d ;a;f) = 0 (2.8)
Pmingk  Pgk  Pmaxgk (2.9)
Qmingk  Qgk  Qmaxgk (2.10)
Vmink Vi Vmaxk (2.11)
aminkl  akl  amaxkl (2.12)
fminkl  fkl  fmaxkl (2.13)
k; l = 1; :::;nb
onde:
 nb e´ o nu´mero de barras do sistema e F e´ a func¸a˜o objetivo do pro-
blema;
 Pk e Qk sa˜o as injec¸o˜es de poteˆncia ativa e reativa ;
 Pgk e Pdk sa˜o a poteˆncia ativa gerada e demanda ativa na barra k;
 Qgk e Qdk sa˜o a poteˆncia reativa gerada e demanda reativa na barra k;
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 Vk e´ a magnitude de tensa˜o na barra k; Vmink eVmaxk sa˜o seus respectivos
limites mı´nimo e ma´ximo
 akl e´ o tap do transformador varia´vel entre as barras k e l; aminkl e amaxkl
sa˜o seus respectivos limites mı´nimo e ma´ximo;
 fkl e´ o aˆngulo de defasagem do transformador defasador entre as barras
k e l; fminkl e f
max
kl sa˜o seus respectivos limites mı´nimo e ma´ximo;
Os componentes do problema (2.5) - (2.13) sa˜o explicados a seguir:
 A equac¸a˜o (2.6) representa a func¸a˜o objetivo do problema;
 A equac¸a˜o (2.7) representa o balanc¸o de poteˆncia ativa em todas as
barras do sistema ele´trico;
 A equac¸a˜o (2.8) representa o balanc¸o de poteˆncia reativa em todas as
barras do sistema ele´trico;
 As equac¸o˜es (2.9) e (2.10) representam, respectivamente, os limites de
poteˆncia ativa e reativa;
 As equac¸o˜es (2.11), (2.12) e (2,13), representam, respecivamente os
limites na magnitude de tensa˜o nas barras, os limites do tap dos trans-
formadores com tap varia´vel e os limites de defasagem dos transforma-
dores defasadores.
2.3.1 Varia´veis de Otimizac¸a˜o
No problema FPO pode-se definir dois tipos de varia´veis. As de con-
trole ou varia´veis independentes influenciam diretamente na otimalidade do
problema. As varia´veis de controle devem ser escolhidas de acordo com o
tipo de problema a ser estudado. Os controles mais utilizados sa˜o: gerac¸a˜o de
poteˆncia ativa e reativa, tensa˜o em barras de gerac¸a˜o, aˆngulo de defasamento
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de transformadores defasadores, tap de transformadores de tensa˜o e injec¸a˜o
de reativos de equipamentos em derivac¸a˜o.
O segundo tipo sa˜o as varia´veis dependentes, ou seja, varia´veis cujo
valor depende das varia´veis de controle. Destacam-se, os aˆngulos das tenso˜es
e os fluxo de poteˆncia ativa e reativa nos circuitos.
2.3.2 Func¸o˜es Objetivo
A equac¸a˜o (2.6) pode representar diversos ı´ndices de desempenho de
um sistema de poteˆncia, entre eles: o mı´nimo custo de gerac¸a˜o das unida-
des em operac¸a˜o, as mı´nimas perdas na transmissa˜o, o desvio quadra´tico das
tenso˜es em relac¸a˜o a valores pre´-estabelecidos, o ma´ximo carregamento do
sistema ou a ma´xima transfereˆncia de poteˆncia entre diferentes regio˜es do
sistema.
2.3.3 Restric¸o˜es de Igualdade
As restric¸o˜es de igualdade do FPO correspondem a`s equac¸o˜es de
balanc¸os de poteˆncia ativa e reativa em todas as barras do sistema. Entretanto,
de acordo com o tipo de aplicac¸a˜o, novas restric¸o˜es ou equac¸o˜es podem ser
acrescentadas ao modelo, como as relativas a` modelagem dos equipamentos
FACTS ou restric¸o˜es de seguranc¸a.
2.3.4 Restric¸o˜es de Desigualdade
As restric¸o˜es de desigualdade no FPO englobam restric¸o˜es de
canalizac¸a˜o nas varia´veis e restric¸o˜es funcionais, representando poteˆncia
reativa gerada e fluxo de poteˆncia ativa nos circuitos. Essas restric¸o˜es
refletem limites de operac¸a˜o dos equipamentos ou alguma polı´tica ope-
rativa especı´fica. As restric¸o˜es de canalizac¸a˜o impo˜em limites mı´nimos
e ma´ximos na magnitude de tensa˜o, nas poteˆncias ativa geradas, nos tap
dos transformadores de tensa˜o varia´veis e nos aˆngulos dos transformadores
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defasadores. Podem tambe´m impor limites a novos equipamentos inseridos
na rede ele´trica, tal como sera´ discutido a seguir.
A utilizac¸a˜o de uma ferramenta computacional de fluxo de poteˆncia
o´timo proporciona a obtenc¸a˜o de um ponto de operac¸a˜o que respeita os limites
fı´sicos e operacionais, modelados por restric¸o˜es de igualdade e desigualdade,
e otimiza um ı´ndice de desempenho operativo. Sendo assim, programas de
fluxo de poteˆncia o´timo podem ser empregados no planejamento da operac¸a˜o
ou da expansa˜o do sistema. O presente trabalho utiliza um programa de FPO
dentro de uma ferramenta computacional de planejamento da expansa˜o que
determina a posic¸a˜o o´tima e o tipo de equipamentos FACTS a serem inseridos
no sistema. Duas opc¸o˜es de equipamentos sa˜o consideradas: SVC e TCSC.
2.4 Modelagem dos Equipamentos FACTS no FPO
Equipamentos FACTS podem ser modelados no problema de FPO
atrave´s da inclusa˜o de novas varia´veis de otimizac¸a˜o e novas restric¸o˜es, de
acordo com tipo do equipamento.
2.4.1 Equipamento SVC
O SVC pode ser modelado como sendo uma susceptaˆncia shunt
varia´vel conectada a uma barra do sistema. Para que as caracterı´sticas de
operac¸a˜o do equipamento sejam respeitadas, ha´ a inclusa˜o de uma nova
varia´vel na modelagem e duas novas restric¸o˜es. A Figura 8 mostra a
representac¸a˜o do equipamento acoplado a` barra k.
Assim, na barra em que o SVC e´ inserido, deve-se considerar uma
susceptaˆncia shunt varia´vel entre limites mı´nimo e ma´ximo:
bmink  bk  bmaxk (2.14)
onde bk e´ uma nova varia´vel do problema. A a poteˆncia reativa, injetada pelo





Figura 8: Representac¸a˜o do SVC no FPO
equipamento e´ calculada como sendo func¸a˜o de bk e Vk
Qsvck = bkV 2k (2.15)
e, portanto, a equac¸a˜o de balanc¸o de poteˆncia reativa na barra onde o equi-
pamento e´ inserido e´ alterada, pois deve-se considerar a injec¸a˜o de poteˆncia
reativa do SVC. Tal equac¸a˜o se torna:
Qgk Qdk+Q(V;d ;a;f)+bkV 2k = 0 (2.16)
Deve-se observar que, como geralmente equipamentos FACTS na˜o sa˜o inse-
ridos em barras de gerac¸a˜o, Qgk = 0.
Ale´m da inserc¸a˜o da nova varia´vel no problema, e´ necessa´rio a in-
clusa˜o de uma nova restric¸a˜o ao problema. Tal restric¸a˜o expressa a poteˆncia
reativa fornecida pelo equipamento para controlar k em um valor especifi-
cado, V espk .
V espk =Vk+bQsvck (2.17)
sendo b definido como





sendo Qsvcmaxk e Qsvc
min
k as poteˆncias ma´xima e mı´nima do equipamento,
respectivamente.




Portanto, a inserc¸a˜o do equipamento SVC ale´m de introduzir uma
nova varia´vel no problema FPO (bk), modifica-o da seguinte forma:
 Altera a equac¸a˜o de balanc¸o de poteˆncia reativa na barra onde o equi-
pamento e´ inserido;
 Insere os limites relativos a bk;
 Insere uma nova restric¸a˜o de igualdade: a equac¸a˜o de controle (2.17).
2.4.2 Equipamento TCSC
Para modelar o TCSC no problema FPO e´ necessa´ria a inclusa˜o de
uma nova varia´vel de otimizac¸a˜o com seus respectivos limites. Essa varia´vel
identifica a reataˆncia se´rie total da linha na qual o equipamento e´ inserido e
as restric¸o˜es sa˜o os limites mı´nimo e ma´ximo da compensac¸a˜o que o TCSC
proporciona.
Da Figura 9 tem-se que a reataˆncia total da linha:
xkl = x0kl + xTCSC (2.20)
sendo x0kl a reataˆncia se´rie original da linha que conecta as barras k e l. A
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Figura 9: Representac¸a˜o do TCSC no FPO
reataˆncia do equipamento TCSC XTCSC e´ varia´vel em duas regio˜es distin-
tas (HINGORANI, 1988). Na primeira:
0 xTCSC  xlimL (2.21)
onde xlimL representa a ma´xima reataˆncia indutiva do equipamento. Na se-
gunda regia˜o,
xlimC  xTCSC  0 (2.22)
onde xlimC representa a ma´xima reataˆncia capacitiva do TCSC.
Levando-se em conta esses limites, xkl tem seu valor ma´ximo
xmaxkl = x
0




kl + xClim (2.24)
Assim, se a zona proibida de operac¸a˜o do equipamento for desconsi-
derada, tem-se:
xminkl  xkl  xmaxkl (2.25)
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A inserc¸a˜o de um TCSC na rede ele´trica modifica a matriz de ad-
mitaˆncia de barra do sistema e as injec¸o˜es de poteˆncia ativa e reativa nas bar-
ras terminais do circuito onde e´ colocado o equipamento. Para a modelagem
desse equipamento no problema FPO as seguintes alterac¸o˜es sa˜o feitas:
 Inserc¸a˜o de uma nova varia´vel, xk;l e de seus limites (2.25) no pro-
blema;
 Modificac¸a˜o da matriz admitaˆncia de barra do sistema;
A inserc¸a˜o das equac¸o˜es (2.14),(2.16) e (2.19) no problema FPO pos-
sibilita que, ao se resolver o problema, seja feito um ajuste na reataˆncia bk do
SVC de forma a otimizar um crite´rio pre´-estabelecido. A inserc¸a˜o da equac¸a˜o
(2.25) no problema e a representac¸a˜o de xkl na matriz admitaˆncia de barra do
sistema, possibilita um ajuste o´timo da reataˆncia do TCSC para otimizar o
crite´rio adotado. No entanto, deve-se observar que os locais de inserc¸a˜o de
SVC ou TCSC devem ser bem escolhidos, de forma que esses equipamentos
passam a contribuir para a melhoria da operac¸a˜o do sistema. A escolha dos
locais o´timos para esses equipamentos e´ discutida a seguir.
2.5 Formulac¸a˜o do Problema de Alocac¸a˜o O´tima de FACTS do Tipo
SVC e TCSC
Os estudos necessa´rios para se determinar os tipos, capacidades e
localizac¸o˜es o´timas de equipamentos FACTS na rede podem ser classifica-
dos como estudos de expansa˜o do sistema. O problema a ser resolvido possui
uma formulac¸a˜o matema´tica complexa, exigindo que o modelo na˜o linear da
rede ele´trica seja considerado e que estudos sobre o desempenho dinaˆmico
do sistema sejam realizados. Mesmo que o desempenho dinaˆmico do sis-
tema na˜o seja considerado, como acontece no presente trabalho, as equac¸o˜es
alge´bricas na˜o lineares da rede ele´trica elevam consideravelmente a comple-
xidade do problema de otimizac¸a˜o a ser resolvido.
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Dois crite´rios sa˜o cruciais na definic¸a˜o de reforc¸os do sistema: o
econoˆmico e o te´cnico. A busca de uma soluc¸a˜o que minimize o primeiro
crite´rio levara´ a uma soluc¸a˜o mais via´vel. A escolha da soluc¸a˜o com maior
potencial de resolver os problemas detectados na operac¸a˜o, ou ainda, com
maior potencial te´cnico, levara´, em u´ltima ana´lise, ao uso eficiente do equi-
pamento por um perı´odo maior. Entretanto, esses dois crite´rios sa˜o, muitas
vezes, antagoˆnicos. Ale´m disso, devido a`s suas naturezas diversas, os dois
crite´rios na˜o podem ser combinados. Portanto, e´ necessa´rio que o problema
seja abordado na forma multiobjetivo e que a otimizac¸a˜o vise a obtenc¸a˜o da
fronteira de eficieˆncia ou Pareto-o´tima (DEB; KALYANMOY, 2001).
Dois crite´rios te´cnicos, representados por diferentes func¸o˜es objetivo,
Ft , sa˜o analisados no presente trabalho. A primeira func¸a˜o objetivo, deno-
minada MDT, representa a o desvio quadra´tico das magnitudes de tensa˜o em
relac¸a˜o a um valor de refereˆncia. Alocam-se os equipamentos FACTS que










onde V re fk e Vk representam o valor de refereˆncia e o valor calculado da mag-
nitude de tensa˜o da barra k, respectivamente, e n e´ o nu´mero de barras do
sistema.
A segunda func¸a˜o te´cnica analisada representa o somato´rio dos fluxos
nas linhas que interligam diferentes a´reas do sistema (MFL). A inserc¸a˜o dos




ondeW representa o conjunto de linhas de interligac¸a˜o e f li representa o fluxo
de poteˆncia ativa na linha i.
O crite´rio econoˆmico, expresso por Fe, representa os custos dos
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equipamentos SVC (Csh) e TCSC (Cs). Tais custos sa˜o obtidos atrave´s
de aproximac¸o˜es quadra´ticas das curvas apresentadas em (CAI; ERLICH;





onde Qsvck e Qtcsck sa˜o as poteˆncias reativas em MVAr injetadas pelo SVC
e TCSC, respectivamente.
Assim, a func¸a˜o econoˆmica (Fe) e´ definida como sendo:
Fe =Csh+Cs (US$=kVAr) (2.30)
As soluc¸o˜es com equipamentos FACTS devem satisfazer todas as
restric¸o˜es de balanc¸o de poteˆncia ativa e reativa da rede, os limites fı´sicos
e operacionais do sistema, inclusive os limites dos pro´prios equipamentos
FACTS, e tambe´m as equac¸o˜es que regem a operac¸a˜o desses equipamentos
em regime permanente. Ale´m do crite´rio te´cnico, tais soluc¸o˜es sa˜o analisadas
do ponto de vista econoˆmico. Tendo em mente essas considerac¸o˜es, o pro-
blema de alocac¸a˜o o´tima de equipamentos FACTS do tipo SVC e TCSC pode
ser matematicamente expresso como uma extensa˜o do problema de fluxo de
poteˆncia o´timo:
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min [Ft (u) ;Fe (u)] (2.31)
s:a : Pgk  Pdk  Pk (t;y;u) = 0 (2.32)




Pmingk  Pgk  Pmaxgk (2.35)
Qmingk  Qgk  Qmaxgk (2.36)
Vmink Vk Vmaxk (2.37)
bmink  bk  bmaxk (2.38)
aminkl  akl  amaxkl (2.39)
fminkl  fkl  fmaxkl (2.40)
xminkl  xkl  xmaxkl (2.41)
y 2 1;2; :::;nl (2.42)
onde:
 Ft representa uma das func¸o˜es te´cnicas analisadas e Fe a func¸a˜o
econoˆmica;
 t representa as varia´veis do sistema, excluindo as varia´veis de controle
dos equipamentos FACTS, ou seja, um vetor contendo [dk;Vk;akl ;fkl ];
 O vetor u representa as varia´veis de controle dos equipamentos FACTS;
 O vetor y representa posic¸a˜o dos equipamentos FACTS no sistema;
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O problema (2.31)-(2.42) possui dois tipos de varia´veis. Os vetores
t e u sa˜o compostos por varia´veis reais; o vetor y e´ composto por varia´veis
inteiras que representam os ı´ndices das posic¸o˜es dos equipamentos FACTS
na rede.
Como as restric¸o˜es sa˜o na˜o-lineares (na˜o convexas), F e´ vetorial, e y2
N, o problema e´ na˜o-linear, multiobjetivo e inteiro-misto. Deve-se observar
que o problema e´ formulado como sendo de minimizac¸a˜o. Desta forma, caso
se queira adotar como crite´rio te´cnico a ma´xima transfereˆncia de poteˆncia
entre regio˜es obtida com a inserc¸a˜o dos equipamentos FACTS, deve-se fazer
Ft = MFL.
2.6 Concluso˜es
Este capı´tulo descreveu o problema de alocac¸a˜o de equipamentos
FACTS em sistemas ele´tricos de poteˆncia. Primeiramente foi feita uma
breve descric¸a˜o dos equipamentos FACTS existentes e foi apresentada a
modelagem dos equipamentos de primeira gerac¸a˜o usados neste trabalho.
O problema de fluxo de poteˆncia o´timo (FPO) foi enta˜o introduzido e as
representac¸o˜es dos equipamentos SVC e TCSC no problema FPO foram
abordadas. Por fim, a modelagem completa do problema de alocac¸a˜o o´itma
dos equiapmentos FACTS nos sistemas de transmissa˜o foi apresentada.
Como o problema a ser resolvido e´ multiobjetivo e possui varia´veis
inteiras, no pro´ximo capı´tulo sa˜o discutidas algumas caracterı´sticas de pro-
blemas como este. Sa˜o tambe´m descritas algumas te´cnicas de soluc¸a˜o de tais
problemas.
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3 OTIMIZAC¸A˜O MULTIOBJETIVO INTEIRO MISTA
3.1 Considerac¸o˜es Iniciais
Em problemas de otimizac¸a˜o multiobjetivo, independentemente de
existirem apenas varia´veis reais ou varia´veis inteiras e reais, busca-se oti-
mizar simultaneamente um conjunto de crite´rios satisfazendo um conjunto de
restric¸o˜es, resultantes do tipo de modelagem do problema. Neste capı´tulo, em
primeiro lugar, sa˜o apresentados alguns conceitos associados a` otimizac¸a˜o
multiobjetivo; em seguida e´ introduzido o conceito da fronteira de Pareto
e sa˜o descritos me´todos para se obter soluc¸o˜es pertencentes a essa fron-
teira. Posteriormente, sa˜o descritas algumas caracterı´sticas de problemas com
varia´veis inteiras e apresentadas algumas te´cnicas usadas na sua resoluc¸a˜o.
3.2 Abordagem Multiobjetivo
3.2.1 Introduc¸a˜o
Quando um problema de otimizac¸a˜o e´ abordado na forma multiobje-
tivo, um conjunto de objetivos esta˜o sendo avaliados dentro da regia˜o definida
pelas restric¸o˜es do problema. A abordagem e´ empregada quando os objeti-
vos a serem otimizados sa˜o conflitantes e na˜o podem ser combinados. Por-
tanto, na˜o existe uma u´nica soluc¸a˜o para o problema, mas sim um conjunto de
soluc¸o˜es, no qual nenhuma soluc¸a˜o e´ melhor que outra em todos os objetivos
analisados.
Matematicamente, pode-se definir um problema de otimizac¸a˜o multi-
objetivo da seguinte maneira (ARROYO, 2002):
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min z= f(x) = [ f1 (x) ; f2 (x) ; :::; fk (x)] (3.1)
s:a : g(x) = [g1 (x) ;g2 (x) ; :::;gp (x)] b (3.2)
x 2 X (3.3)
z 2 Z (3.4)
onde x e´ o vetor formado pelas varia´veis de decisa˜o do problema, z e´ o
vetor contendo os objetivos, X denota o espac¸o de deciso˜es, e Z e´ a ima-
gem de X denominada espac¸o objetivo. As restric¸o˜es g(x)  b; b 2 Âp
e o espac¸o X determinam o conjunto das soluc¸o˜es factı´veis, ou seja, X =
fx 2 X : g(x) bg. A imagem de X denominado espac¸o objetivo factı´vel,
e´ determinada por Z = f(X) = ff(x) : x 2 Xg
3.2.2 Dominaˆncia de Pareto
Em processos de otimizac¸a˜o de um u´nico objetivo o espac¸o de busca e´
considerado completamente ordenado, ou seja, dados quaisquer x, y 2 X
e´ sempre verdade que: ou f(x) f(y) ou f(x) f(y). Entretanto, con-
forme (ARROYO, 2002) em otimizac¸a˜o multiobjetivo o espac¸o de busca e´ de-
terminado parcialmente ordenado e dados dois vetores de decisa˜o, existe treˆs
possibilidades para seus correspondentes vetores objetivos:
f(x) f(y) ; f(y) f(x) ou (f(x) f(y) e f(y) f(x)) (3.5)
Por exemplo:
 Se f(x) = [7;3] e f(y) = [9;4] enta˜o f(x)< f(y).
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 Se f(x) = [7;3] e f(y) = [9;2] enta˜o f(x) f(y) e f(y) f(x)
Podem ser estabelecidas definic¸o˜es matema´ticas para a dominaˆncia de
Pareto. Estas sa˜o apresentadas a seguir:
Definic¸a˜o 1. (Dominaˆncia de Pareto no Espac¸o Objetivo Factı´vel
em Z)
















 z1 e z2 sa˜o indiferentes (ou possuem o mesmo grau de dominaˆncia) se
z1 na˜o domina z2 nem z2 domina z1
Definic¸a˜o 2. (Dominaˆncia de Pareto no Conjunto de Soluc¸o˜es
Factı´veis X)
Para quaisquer duas soluc¸o˜es x, y 2 X diz-se que:
 x domina y se a imagem de x domina a imagem de y, isto e´, f (x) 
f (y) e f (x) 6= f (y)
 x e´ indiferente com y se a afirmac¸a˜o f (x) f (y) na˜o e´ verdadeira para
todos as componente do vetor de objetivos
Definic¸a˜o 3. (Otimalidade de Pareto)
 Diz-se que x8X e´ uma soluc¸a˜o eficiente (Pareto O´tima) se na˜o exis-
tir qualquer outra soluc¸a˜o x8X tal que x domine x; z = f(x) e´ cha-
mado ponto eficiente ou ponto Pareto o´timo.
 O conjunto de todas as soluc¸o˜es eficientes e´ denominado conjunto efi-
ciente ou conjunto Pareto o´timo.
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 A imagem em Z do conjunto Pareto o´timo e´ denominada fronteira de
eficieˆncia.
Na Figura 10 (a) e´ apresentado um espac¸o objetivo de um problema
de otimizac¸a˜o com dois objetivos. Pode-se exemplificar o conceito de do-
minaˆncia de Pareto simplesmente analisando o ponto central da figura (C). A
Fronteira de Pareto deste exemplo e´ indicada na Figura 10(b), sendo composta
pelos pontos M, A, B, D e F.
Figura 10: Dominaˆncia de Pareto no espac¸o objetivo
As soluc¸o˜es pertencentes ao retaˆngulo inferior esquerdo (pontos A e
B) dominam o indivı´duo C, pois possuem objetivos menores que C. Por outro
lado, as soluc¸o˜es pertencentes ao retaˆngulo superior direito (pontos G, H e
I) sa˜o dominados por C, pois tais pontos possuem objetivos maiores que C.
Pore´m, as soluc¸o˜es pertencentes aos retaˆngulos superior esquerdo e inferior
direito na˜o dominam e nem sa˜o dominados por C e por isso sa˜o considerados
indiferentes a C.
Atrave´s da ana´lise dos indivı´duos presentes na populac¸a˜o pode-se defi-
nir, conforme apresentado na Figura 10 (b), a fronteira de Pareto do problema.
Ela e´ composta por todos os indivı´duos nao-dominados. Contudo, a fronteira
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de Pareto pode ser constituı´da de outras formas, como mostra a Figura 11.
No extremo superior esquerdo da Figura e´ apresentada a fronteira de Pareto
(parte so´lida da curva) para a minimizac¸a˜o de ambos objetivos f1 e f2. Note
que a ana´lise e´ semelhante a apresentada anteriormente na Figura 10. Se por
ventura o objetivo f1 e´ minimizado e o objetivo f2 e´ maximizado a fronteira
de Pareto e´ completamente alterada, como pode-se verificar no extremo su-
perior direito da figura. Note que, neste caso, a fronteira de Pareto e´ dividida
em duas partes, devido ao espac¸o objetivo na˜o ser convexo. Ale´m disso, mais
duas possibilidades sa˜o apresentadas. Uma, apresentada no extremo inferior
esquerdo, a func¸a˜o objetivo f1 e´ maximizada enquanto que a func¸a˜o objetivo
f2 e´ minimizada. Por fim, no extremos inferior direito e´ apresentada uma
situac¸a˜o ambos objetivos f1 e f2 sa˜o maximizados.
Figura 11: Diferentes fronteiras de Pareto
Me´todos de otimizac¸a˜o multiobjetivo buscam obter pontos na fronteira
de Pareto. Uma vez que usualmente essa fronteira e´ formada por va´rios pon-
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tos, os me´todos muitas vezes buscam obter na˜o somente uma, pore´m va´rias
soluc¸o˜es para o problema multiobjetivo.
3.3 Exemplo de Abordagem Multiobjetivo
A tı´tulo de exemplo, faz-se uma ana´lise das soluc¸o˜es dominantes de
um problema de fluxo de poteˆncia o´timo multiobjetivo. Conforme apre-
sentado na Figura 12, o problema e´ definido para um sistema de 2 barras
considerando-se cargas ativa e reativa gene´ricas na barra 2. Busca-se simul-
taneamente minimizar o desvio quadra´tico das tenso˜es em relac¸a˜o a um valor
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Figura 12: Exemplo - Problema Multiobjetivo
Matematicamente, pode-se representar o problema como:
Min f1 = (V1 1)2+(V2 1)2 (3.6)
f2 = perdas (3.7)
s:a : pgi  pdi  pi (V;d ) = 0 (3.8)
qgi qdi qi (V;d ) = 0; i= 1;2 (3.9)
Usando os dados de linha indicados na Figura 12 tem-se que:
3.3 Exemplo de Abordagem Multiobjetivo 45
p1(V;d ) = 0;49V 21 +V1V2 ( 0;49cosd  4;95send ) (3.10)
p2(V;d ) = 0;49V 22 +V1V2 ( 0;49cosd +4;95send ) (3.11)
q1(V;d ) = 4;95V 21 +V1V2 (0;49send  4;95cosd ) (3.12)
q2(V;d ) = 4;95V 22 +V1V2 ( 0;49send  4;95cosd ) (3.13)
As perdas na linha de transmissa˜o, sa˜o calculadas somando-se as
injec¸o˜es de poteˆncia ativa, ou seja:
perdas= p1(V;d )+ p2(V;d ) = 0;49(V 21 +V 22 ) 0;98V1V2 cosd (3.14)
Tomando a barra 1 como barra de folga, pode-se representar o pro-
blema apenas em termos das equac¸o˜es de balanc¸o de poteˆncia da barra 2.
Portanto, o FPO multiobjetivo pode ser representado como:
Min f1 = (V1 1)2+(V2 1)2 (3.15)
f2 = 0:49(V 21 +V
2
2 ) 0;98V1V2 cosd (3.16)
s:a :   pd 0;49V 22  V1V2 ( 0;49cosd +4;95send ) = 0 (3.17)
 qd 4;95V 22  V1V2( 0;49sind  4;95cosd ) = 0 (3.18)
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Para obter o conjunto via´vel do problema descrito por (3.15) - (3.18),
faz-se necessa´rio resolver as equac¸o˜es (3.17) e (3.18). Multiplicando (3.17)
por 4;95 e (3.18) por  0;49, e somando as novas equac¸o˜es obte´m-se:
 24;74V1V2send = 4;95pd 0;49qd (3.19)
Multiplicando agora (3.17) por 0,49, (3.18) por 4,95 e somando as
novas equac¸o˜es, obte´m-se:
24;74V1V2cosd = 24;74V 22 +0;49pd+4;95qd (3.20)
Elevando (3:19) e (3:20) ao quadrado e somando os resultados obte´m-








Ale´m disso, sabe-se que, de (3.20):







Substituindo (3.22) na expressa˜o das perdas (3.14), obte´m-se:
perdas= 0;49V 21  0;49V 22  19;410 3pd 196;0710 3qd (3.23)
Assim, o problema de fluxo de poteˆncia o´timo multiobjetivo pode ser
expresso em func¸a˜o das varia´veis V1 e V2 e das cargas ativa e reativa:
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Min f1 = (V1 1)2+(V2 1)2 (3.24)
f2 = 0;49
 
V 21  V 22
 19;410 3pd 196;0710 3qd (3.25)







Considerando os valores de pd = 3pu e qd = 0;5pu, a Figura 13 apre-
senta a regia˜o via´vel do problema (curva em azul) e as curvas de nı´vel das
duas func¸o˜es objetivo.
As curvas de nı´vel em vermelho correspondem a` func¸a˜o de desvio
quadra´tico de tensa˜o, f1. O mı´nimo irrestrito dessa func¸a˜o ocorre em V1 =
V2 = 1;0pu e a func¸a˜o decresce no sentido indicado pela seta F1 na Figura.
As curvas de nı´vel em preto correspondem a` func¸a˜o de perdas de transmissa˜o,
f2. Conforme pode ser verificado pela expressa˜o (2.26) e por essas curvas de
nı´vel, f2 e´ um parabolo´ide hiperbo´lico e na˜o possui um mı´nimo irrestrito. As
setas F2 na Figura indicam o sentido de decre´scimo de f2.
Ao se analisar a Figura 13, nota-se que ao se deslocar pela regia˜o
via´vel do problema (curva em azul) o valor das func¸o˜es objetivo sa˜o alterados.
No entanto, na˜o ha´, na regia˜o via´vel do problema, a otimizac¸a˜o simultaˆnea do
desvio quadra´tico de tensa˜o e das perdas na linha de transmissa˜o. A medida
que se otimiza f1, ha´ a degradac¸a˜o do objetivo f2, o que caracteriza o pro-
blema como sendo de dois objetivos conflitantes. Tal informac¸a˜o fica ainda
mais clara ao se analisar a Figura 14 na qual sa˜o mostrados os gra´ficos das
duas func¸o˜es objetivo do problema. Percebe-se claramente o conflito dos dois
objetivos na medida que e´ impossı´vel minimizar ambos simultaneamente.
Para se obter o mı´nimo desvio quadra´tico de tensa˜o, tanto V1 quanto
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Figura 13: Regia˜o via´vel do exemplo multiobjetivo
Figura 14: Objetivos f1 e f2 do exemplo
V2 devem possuir valores de 1pu. Pore´m, a Figura 13 mostra que para se
minimizar a perda na linha, deve-se caminhar na direc¸a˜o da seta F2, ou seja,
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aumentar o valor da tensa˜o V1.
Ao se mapear as soluc¸o˜es presentes na regia˜o via´vel apresentada na
Figura 13, obte´m-se o gra´fico f1 f2. Esse gra´fico representa o valor dos
objetivos de cada soluc¸a˜o apresentada no espac¸oV1V2. Com isso, e´ possı´vel
obter a fronteira de Pareto do problema (3:24)  (3:26) que e´ apresentada na
Figura 15
Figura 15: Espac¸o objetivo - exemplo de 2 barras
Analisando a Figura 15, ratifica-se a ideia apresentada anteriormente
de que os objetivos sa˜o conflitantes entre si. Novamente, fica comprovado
que para se obter mı´nima perda no sistema, deve-se operar com o ma´ximo
desvio de tenso˜es. Da Figura 15 percebe-se que a mı´nima perda na linha de
transmissa˜o - em torno de 0;11pu - e´ obtida com o o valor ma´ximo da soma
dos desvios quadra´ticos de tensa˜o - em torno de 0;6pu.
Com o exemplo apresentado, foi possı´vel apresentar os conceitos en-
volvidos em otimizac¸a˜o multiobjetivo, entre eles a fronteira de Pareto.
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3.4 Me´todos de otimizac¸a˜o Multiobjetivo
A dominaˆncia de Pareto foi apresentada anteriormente atrave´s da
ana´lise de um problema contendo dois objetivos conflitantes. No entanto,
em aplicac¸o˜es reais pode-se ter o vetor de objetivos composto por diversos
objetivos, o que pode, em alguns casos, aumentar o nu´mero de soluc¸o˜es para
o problema. Tendo em vista esses fatores, a otimizac¸a˜o multiobjetivo tem
como meta:
1. A procura por soluc¸o˜es que estejam o mais pro´ximo possı´vel da fron-
teira de Pareto;
2. A obtenc¸a˜o de soluc¸o˜es com maior diversidade possı´vel.
O primeiro aspecto e´ ana´logo ao que se tem em otimizac¸a˜o mono-
objetivo, pois esta˜o na fronteira de Pareto todas as soluc¸o˜es que apresen-
tam as melhores caracterı´sticas do problema. Em otimizac¸a˜o multiobjetivo, a
fronteira de Pareto pode ser comparada com o o´timo global de um problema
monobjetivo.
Por outro lado, o segundo aspecto e´ muito especı´fico de otimizac¸a˜o
multiobjetivo. Ale´m de buscar as soluc¸o˜es presentes na fronteira de Pareto, e´
extremamente importante diversificar ao ma´ximo o conjunto de soluc¸o˜es. A
diversidade das soluc¸o˜es pode ser analisada de duas formas: (i) verificando
a distaˆncia entre duas diferentes soluc¸o˜es no espac¸o de decisa˜o ou (ii) verifi-
cando a distaˆncia entre duas diferentes soluc¸o˜es no espac¸o objetivo.
A busca de soluc¸o˜es e a tomada de decisa˜o sa˜o dois aspectos distintos
e de fundamental importaˆncia para a caracterizac¸a˜o dos diferentes me´todos de
soluc¸a˜o de problemas multiobjetivos. O primeiro aspecto diz respeito a como
a busca sera´ direcionada, uma vez que o objetivo e´ a obtenc¸a˜o da fronteira de
eficieˆncia. A tomada de decisa˜o envolve um crite´rio para que o decisor fac¸a
uma ponderac¸a˜o entre os objetivos. Com base no ponto de vista do decisor, os
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me´todos para a soluc¸a˜o de problemas multiobjetivos podem ser classificados
em treˆs categorias, descritas a seguir.
3.4.1 Me´todos a-priori
Sa˜o me´todos que se caracterizam pela atuac¸a˜o do decisor antes do
processo de otimizac¸a˜o. Usam informac¸o˜es a respeito da importaˆncia dos
objetivos e, geralmente, encontram somente uma soluc¸a˜o para o problema.
Duas maneiras bastante empregadas para o decisor participar do processo e
essas sa˜o descritas a seguir.
3.4.1.1 Me´todo da Soma Ponderada
Considerado o me´todo multiobjetivo mais simples e mais difundido, o
me´todo da soma ponderada combina os objetivos do problema em um u´nico
objetivo, sendo necessa´ria a determinac¸a˜o de pesos para cada objetivo anali-
sado. Quando um problema com mu´ltiplos objetivos e´ analisado, a ideia mais
simples e´ considerar todos os objetivos simultaneamente, ou seja, atribuir pe-
sos iguais a todos os objetivos.
A definic¸a˜o dos pesos, no entanto, da´-se proporcionalmente a` im-
portaˆncia do objetivo ao problema. Pode-se, por exemplo, considerar o sis-
tema fictı´cio de 2 barras apresentado anteriormente, no qual dois objetivos fo-
ram considerados: (i) minimizar o desvio de magnitudes de tensa˜o em relac¸a˜o
a 1 pu e (ii) minimizar as perdas de poteˆncia ativa na linha de transmissa˜o. Ao
se utilizar o me´todo da soma ponderada, e´ necessa´ria a ponderac¸a˜o a-priori
dos objetivos, ou ainda, a definic¸a˜o dos pesos a serem utilizados no processo
de otimizac¸a˜o.
O certo e´ que a responsabilidade de atribuir pesos aos objetivos e´ do
decisor e, em muitos casos, tem como base sua experieˆncia no processo em
questa˜o. Apo´s a atribuic¸a˜o dos pesos dos objetivos, pode-se matematicamente
definir o problema de otimizac¸a˜o como sendo:
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wm fm (x) ; (3.27)
(3.28)
s:a : g(x) 0 (3.29)
x 2 X (3.30)





wm = 1 (3.31)
Assim, da´-se inı´cio a um processo mono-objetivo e te´cnicas cla´ssicas
de otimizac¸a˜o podem ser aplicadas. A maior vantagem deste me´todo e´ a
simplicidade, pois o conceito e´ intuitivo e de fa´cil implementac¸a˜o. Os resul-
tados obtidos utilizando esse tipo de abordagem sa˜o amplamente dependentes
dos valores de wm que, ale´m de servirem como ponderac¸o˜es no processo de
otimizac¸a˜o, servem tambe´m como constantes para normalizar diferentes ob-
jetivos. Quando o espac¸o de busca e´ convexo, o me´todo da soma ponderada
encontra soluc¸o˜es por toda a fronteira de Pareto. Entretanto, quando o espac¸o
de busca e´ na˜o convexo o me´todo deve ser aplicado com, no mı´nimo, cautela.
Para exemplificar essa deficieˆncia do me´todo, suponha um problema com dois
objetivos, f1 e f2. Considerando os pesos w1 e w2 , com w2 = 1 w1, pelo
me´todo dos pesos, minimiza-se a seguinte func¸a˜o (ARROYO, 2002):
y= w1 f1 (x)+(1 w1) f2 (x) ; x 2 X (3.32)
Tal equac¸a˜o pode ser escrita como:
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A equac¸a˜o (3.33) e´ uma reta cuja inclinac¸a˜o e´  w1=(1 w1) e inter-























Figura 16: Interpretac¸a˜o gra´fica do me´todo da soma ponderada
Para cada peso w1 tem-se uma nova func¸a˜o linear em f1 e f2 (uma
reta na Figura 16) que, ao ser minimizada se desloca verticalmente atrave´s
do conjunto de soluc¸o˜es no espac¸o objetivo ate´ que se encontre o ponto de
mı´nimo (por exemplo, o ponto B da Figura 1). Ao variarmos w1, definimos
um conjunto de retas, denominadas retas suporte, que aproximam linearmente
a fronteira de Pareto. Se o problema multiobjetivo e´ convexo, a fronteira
de Pareto tambe´m e´ convexa e teoricamente todos os pontos dessa fronteira
podera˜o ser obtidos variando-se w1. No entanto, no caso de problemas na˜o
convexos, tem-se fronteiras de Pareto na˜o convexas, ou seja, possuem formato
semelhante a` mostrada na Figura 16. Como pode ser visto na Figura, nem
todos os pontos da fronteira podem ser atingidos ao se minimizar a func¸a˜o y
54 3 OTIMIZAC¸A˜O MULTIOBJETIVO INTEIRO MISTA
para diferentes pesos (na Figura, os pontos C e D na˜o seriam obtidos). Esta e´
uma limitac¸a˜o importante do me´todo dos pesos.
A grande dificuldade do me´todo da soma ponderada e´ o fato de ser
necessa´rio um conhecimento pre´vio do problema para a obtenc¸a˜o apropriada
dos pesos dos objetivos. Essa na˜o e´ uma tarefa simples. Ale´m disso, con-
forme apresentado anteriormente, quando o espac¸o objetivo e´ na˜o convexo e
multimodal o me´todo apresenta falhas na obtenc¸a˜o da fronteira de eficieˆncia.
3.4.1.2 Me´todo e-restrito
Nesse tipo de abordagem, diferentemente do me´todo da soma ponde-
rada, os objetivos do problema sa˜o ordenados conforme a prioridade. Enta˜o,
um processo de otimizac¸a˜o e´ aplicado ao primeiro objetivo, desconsiderando
os demais. Sendo o valor o´timo do primeiro objetivo obtido, o segundo obje-
tivo e´ analisado, pore´m acrescentando-se uma nova restric¸a˜o de desigualdade
ao problema que forc¸a o primeiro objetivo a ser no ma´ximo igual ao seu valor
o´timo encontrado na primeira etapa. A seguir, o processo e´ repetido para o
terceiro objetivo considerando-se duas novas restric¸o˜es ao problema, que li-
mitam os valores das func¸o˜es ja´ otimizadas nesta nova etapa de otimizac¸a˜o.
Formalmente, em cada etapa resolve-se o seguinte problema de otimizac¸a˜o::
min fp (x) (3.34)
(3.35)
s:a : g(x) b; i= 1;2; :::;k e i 6= p (3.36)
s:a : x 2 X (3.37)
onde ei sa˜o os limitantes superiores dos objetivos fi.
A grande dificuldade associada ao me´todo e´ a definic¸a˜o dos limitantes
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superiores ei. Pode-se notar, analisando o problema que, se o limitante su-
perior na˜o for selecionado adequadamente, o espac¸o obtido pelas restric¸o˜es
pode ser vazio, ou seja, o problema na˜o possui soluc¸a˜o.
3.4.2 Me´todos a-posteriori
Nestes me´todos, o procedimento de decisa˜o e´ feito logo apo´s a
realizac¸a˜o da busca de soluc¸o˜es. Caracterizam-se pela participac¸a˜o do deci-
sor, sendo apresentado como soluc¸a˜o do problema, a fronteira de eficieˆncia
(Pareto). Tais me´todos consideram a igualdade de importaˆncia dos objetivos,
sendo o decisor o responsa´vel por escolher uma soluc¸a˜o que mais se adapte
ao problema em questa˜o.
Este tipo de ana´lise foi utilizada para solucionar o exemplo anterior-
mente apresentado. Como pode ser verificado na Figura 15, existem va´rias
soluc¸o˜es para o problema multiobjetivo. Apo´s o processo de otimizac¸a˜o, ha´
uma segunda etapa, contendo a escolha da soluc¸a˜o que mais interessa ao de-
cisor.
3.4.3 Me´todos Iterativos
A principal caracterı´stica dessas metodologias e´ a intervenc¸a˜o do deci-
sor ao longo do processo iterativo. Ele pode, por exemplo, alterar paraˆmetros
da simulac¸a˜o e consequentemente intervir no processo de otimizac¸a˜o para
guiar a busca a regio˜es nas quais existam soluc¸o˜es de interesse.
3.4.4 Aplicac¸o˜es - Problema de Fluxo de Poteˆncia O´timo Multiobjetivo
O problema de fluxo de poteˆncia o´timo multiobjetivo com varia´veis
reais foi analisado por diferentes pesquisadores. Um dos primeiros estudos
foi feito por Yokoyama e colaboradores (YOKOYAMA et al., 1988). Nele, o
problema FPO e´ formulado considerando treˆs diferentes objetivos: custo de
gerac¸a˜o, impacto ao meio ambiente e sobrecarga nos circuitos, e o me´todo de
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soluc¸a˜o empregado e´ baseado no me´todo e-restrito. Um me´todo multiobje-
tivo e´ empregado por Schiochet (SCHIOCHET, 2006). Neste u´ltimo trabalho,
um problema de fluxo de poteˆncia o´timo multiobjetivo e´ formulado usando
como crite´rios de desempenho representando associac¸o˜es dos paraˆmetros da
carga e dos limites, com a func¸a˜o objetivo do problema original. Em (RO-
SEHART; CANIZARES; QUINTANA, 2003) e´ proposto uma metodologia multiob-
jetivo para otimizar o despacho de poteˆncia ativa e reativa dos geradores e
maximizar crite´rios de seguranc¸a baseados nos nı´veis de tensa˜o dos barra-
mentos. Em (YOKOYAMA et al., 1988) e´ proposta uma abordagem multiob-
jetivo para o planejamento de sistemas de poteˆncia utilizando a abordagem
e-restrito descrita anteriormente. Em (LI; VENKATASUBRAMANIAN, 2004) e´
proposto um me´todo para a maximizac¸a˜o da transfereˆncia de poteˆncia entre
diferentes a´reas do sistema de poteˆncia da Califo´rnia, considerando a ana´lise
multiobjetivo do problema.
Em 1999, Momoh e Zhu analisaram a soluc¸a˜o do problema de
FPO multiobjetivo na˜o-linear atrave´s do me´todo de pontos interiores (MO-
MOH; ZHU, 1999). O problema considera treˆs diferentes func¸o˜es objetivos:
minimizac¸a˜o do custo da gerac¸a˜o de poteˆncia ativa, planejamento de reativos
e minimizac¸a˜o das perdas no sistema.
Me´todos heurı´sticos foram tambe´m empregados na resoluc¸a˜o do pro-
blema FPO multiobjetivo com varia´veis reais. Em (AMORIM et al., 2009) pri-
meiramente o problema FPO e´ decomposto em diversos subproblemas distin-
tos, criando no sistema diferentes a´reas independentes. As restric¸o˜es inicial-
mente impostas ao problema original sa˜o transformadas em func¸o˜es objetivo.
O crite´rio otimizado e´ obter o despacho o´timo de poteˆncia ativa e reativa para
cada a´rea do sistema, de forma que na˜o haja interfereˆncia nas a´reas vizinhas.
Uma vez que o problema original e´ decomposto em uma se´rie de subproble-
mas, um algoritmo evoluciona´rio multiobjetivo e´ proposto. Em (MAROUANI et
al., 2009) e´ proposto uma metodologia baseada em algoritmos evoluciona´rios
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para o problema de despacho de poteˆncia reativa, considerando a presenc¸a
do equipamento FACTS do tipo UPFC no sistema. O processo e´ multiobje-
tivo, pois simultaneamente e´ minimizado dois crite´rios, as perdas nas linhas
de transmissa˜o e o desvio das tenso˜es em relac¸a˜o a um valor estabelecido.
3.4.5 Adequac¸a˜o dos Algoritmos de Resoluc¸a˜o
Os problemas multiobjetivo podem ser classificados como lineares ou
na˜o lineares, sendo que nesta u´ltima classificac¸a˜o se encontram os proble-
mas convexos ou na˜o convexos. Podem ser definidos tambe´m em termos
de varia´veis reais, varia´veis inteiras ou ambos os tipos de varia´veis. Obvia-
mente os algoritmos de soluc¸a˜o empregados internamente pelos me´todos de
otimizac¸a˜o multiobjetivo descritos anteriormente devem ser apropriados para
os problemas resultantes. Assim, devem ser usados me´todos de otimizac¸a˜o
linear, na˜o linear (na˜o convexa se for o caso), otimizac¸a˜o inteira ou inteira-
mista. Conforme discutido no Capı´tulo 2, o problema que se quer resolver e´
multiobjetivo, na˜o convexo e inteiro-misto. O uso de metaheurı´sticas para a
resoluc¸a˜o deste tipo de problema tem se mostrado promissor.
3.5 Problemas de Otimizac¸a˜o Combinato´ria
Conforme (MURTY, 1976) otimizac¸a˜o combinato´ria e´ um estudo ma-
tema´tico que visa encontrar uma selec¸a˜o o´tima de varia´veis discretas que oti-
mize uma func¸a˜o objetivo. O problema do Caixeiro Viajante e´ um dos mais
tradicionais e difundidos problemas de otimizac¸a˜o combinato´ria (MURTY,
1976). Na a´rea de estudos sobre sistemas ele´tricos de poteˆncia podem ser
encontrados va´rios problemas de planejamento da expansa˜o e operac¸a˜o que
sa˜o combinato´rios. Por exemplo:
 Planejamento da expansa˜o da rede de transmissa˜o ou distribuic¸a˜o; Pla-
nejamento de Reativos - escolha de locais para inserc¸a˜o de fontes de
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reativos;
 Determinac¸a˜o das Unidades de Gerac¸a˜o em operac¸a˜o (Problema do
Unit Commitment e Problema de Coordenac¸a˜o Hidrote´rmica);
 Problema de escalonamento de manutenc¸a˜o de equipamentos e
 Determinac¸a˜o da operac¸a˜o o´tima de equipamentos com variac¸a˜o
discreta (bancos de capacitores/reatores, taps de transformadores de
tensa˜o).
3.5.1 Caracterı´sticas Principais, Me´todos de Soluc¸a˜o e Aplicac¸o˜es
Grande parte dos problemas de otimizac¸a˜o combinato´ria pertencem
a` classe de problemas na˜o-polinomiais completos (NP-Completos), ou seja,
para esses problemas na˜o existem algoritmos polinomiais conhecidos que en-
contrem as soluc¸o˜es o´timas em tempo computacional aceita´vel. Atualmente,
problemas combinato´rios com restric¸o˜es e func¸a˜o objetivo lineares podem ser
resolvidos de maneira eficiente por me´todos analı´ticos. Entretanto, proble-
mas na˜o lineares sa˜o ainda um desafio. Os me´todos empregados na resoluc¸a˜o




Entre os me´todos analı´ticos podem ser citados: o Algoritmo de
Branch&Bound e suas variac¸o˜es; o Me´todo de Benders, o Me´todo dos Planos
de Corte e o Me´todo dos Feixes, entre outros. Esses me´todos possuem
uma formulac¸a˜o matema´tica bem estruturada e se baseiam em proprieda-
des matema´ticas dos problemas aos quais sa˜o aplicados (convexidade, por
exemplo).
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Existem inu´meros problemas de aplicac¸o˜es pra´ticas cujas soluc¸o˜es
ainda na˜o sa˜o conhecidas ou sa˜o extremamente difı´ceis de obter. Esses
problemas sa˜o frequentemente temas de estudos com me´todos heurı´sticos.
Heurı´sticas foram desenvolvidas para determinar, sena˜o a soluc¸a˜o o´tima,
soluc¸o˜es de qualidade suficiente para serem utilizadas, explorando de forma
inteligente o espac¸o de busca. Elas sa˜o desenvolvidas especificamente para o
problema que se deseja resolver.
Por outro lado, Metaheuristicas sa˜o algoritmos aproximados que ten-
tam combinar me´todos heurı´sticos com te´cnicas avanc¸adas de explorac¸a˜o do
espac¸o de busca. Segundo (BLUM; ROLI, 2003), metaheurı´sticas sa˜o:
”Estrate´gias com o objetivo de guiar o processo de busca, realizando
uma explorac¸a˜o eficiente do espac¸o de soluc¸o˜es, e incorporando mecanismos
para evitar que o algoritmo fique preso em alguma regia˜o especı´fica desse
espac¸o.”
Metaheurı´sticas sa˜o estrate´gicas gene´ricas que podem ser aplicadas a





 Coloˆnia de Formigas
 Nuvem de Partı´culas
 Computac¸a˜o Evoluciona´ria
Heurı´sticas e metaheurı´sticas sa˜o importantes quando na˜o existe um
me´todo exato de soluc¸a˜o ou quando o modelo aplicado ao problema requer
uma complexidade computacional muito grande. A grande vantagem e´ a
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simplicidade na abordagem e a flexibilidade, que permite que sejam adap-
tadas ao problema em questa˜o. No entanto, sa˜o fortemente dependentes dos
paraˆmetros iniciais e, em alguns casos, a qualidade da soluc¸a˜o obtida e´ des-
conhecida.
Ha´, na literatura, va´rios trabalhos que descrevem o desempenho de
metaheurı´sticas na resoluc¸a˜o de problemas encontrados na a´rea de sistemas
ele´tricos de poteˆncia. Algumas aplicac¸o˜es recentes sa˜o relacionadas a seguir.
Va´rias metaheurı´sticas foram utilizadas na resoluc¸a˜o dos problemas
de planejamento da expansa˜o da transmissa˜o e distribuic¸a˜o. No planeja-
mento do sistema de transmissa˜o podem ser citados os trabalhos desenvol-
vidos pelos pesquisadores da UNICAMP e UNESP/Ilha Solteira (ROMERO;
GALLEGO; MONTICELLI, 1996; ROCHA, 2004). A metaheurı´stica Nuvem de
Partı´culas foi utilizada para resolver uma formulac¸a˜o desse problema conside-
rando estocasticidade (LIU et al., 2006). Em (GANDOMKAR; VAKILIAN; EHSAN,
2005) e´ explorado o uso de recozimento simulado combinado com Algorit-
mos Gene´ticos para fornecer uma alocac¸a˜o o´tima da gerac¸a˜o distribuı´da no
sistema de distribuic¸a˜o.
Va´rias outras aplicac¸o˜es de metaheurı´sticas a problemas relacionados
com o sistema de distribuic¸a˜o podem ser encontradas. Em (MORI; GOTO, 2000)
o problema de alocac¸a˜o o´tima de capacitores no sistema de distribuic¸a˜o e´
analisado utilizando a heurı´stica Busca Tabu. Em (RAMEZANI et al., 2005) e´
proposto um modelo baseado em redes neurais artificiais capaz de realizar a
previsa˜o de demanda de poteˆncia ativa e reativa. Em (LAZZARETTI et al., 2009)
e´ apresentado um me´todo para classificac¸a˜o automa´tica de falhas e eventos
relacionados com a qualidade de servic¸o em redes de distribuic¸a˜o. Faz-se um
pre´-processamento de oscilografias e, em seguida, uma classificac¸a˜o das fa-
lhas utilizando Redes Neurais. Tambe´m utilizando Redes Neurais, destacam-
se os trabalhos do pesquisadores da UFSC e UFPR no diagno´stico de faltas
em sistemas de transmissa˜o (CARDOSO G.; ROLIM; ZURN, 2004).
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Podem ser encontradas tambe´m aplicac¸o˜es na a´rea de controle em sis-
temas de poteˆncia, determinac¸a˜o de paraˆmetros o´timos de estabilizadores em
sistema de poteˆncia (PSS) (ABIDO, 2002; DOTTA; SILVA; DECKER, 2009).
Ale´m dos trabalhos citados, a partir da de´cada de 1990, va´rias
aplicac¸o˜es de metaheurı´sticas foram feitas em problemas encontrados na
a´rea de sistemas de poteˆncia e em diversas outras a´reas de pesquisa. Entre
as metaheurı´sticas, te´cnicas de Computac¸a˜o Evoluciona´ria sa˜o algumas das
mais utilizadas e uma dessas te´cnicas, o Algoritmo Gene´tico, e´ empregada
neste trabalho.
Algoritmos Gene´ticos foram utilizados como te´cnica otimizac¸a˜o para
soluc¸a˜o do problema de alocac¸a˜o de medidores e remotas para estimac¸a˜o de
estados ??.
3.6 Computac¸a˜o Evoluciona´ria
A palavra Computac¸a˜o Evoluciona´ria e´ frequentemente utilizada para
caracterizar uma classe de algoritmos baseados no mecanismo de evoluc¸a˜o.
Sua esseˆncia esta´ centrada na teoria Darwinista e, portanto, esta´ baseada
nos mecanismos de selec¸a˜o natural das espe´cies (HOLLAND, 1992). Nesse
contexto, ha´ na literatura va´rias te´cnicas, entre elas: os Algoritmos Gene-
ticos (AGs), Programac¸a˜o Evolutiva, Estrate´gia Evolutiva e Programac¸a˜o
Gene´tica. Embora com algumas diferenc¸as pontuais, todas essas te´cnicas
esta˜o centradas no mecanismo de evoluc¸a˜o e, portanto, envolvem selec¸a˜o,
mutac¸a˜o e cruzamento.
Algoritmos Evoluciona´rios diferem completamente das te´cnicas tra-
dicionais de otimizac¸a˜o, pois na˜o fazem uso de derivadas. Assim, resolvem
problemas descontı´nuos sem apresentar dificuldade de convergeˆncia. Entre-
tanto, por serem baseados em um processo probabilı´stico, os Algoritmos Evo-
luciona´rios sa˜o fortemente dependente de seus paraˆmetros. A escolha, por
exemplo, do tamanho da populac¸a˜o incial, bem como o nu´mero de gerac¸o˜es
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para a convergeˆncia, pode alterar completamente o resultado final. A con-
vergeˆncia para um o´timo local esta´ entre os principais problemas atrelados
com as condic¸o˜es iniciais. Portanto, uma boa estruturac¸a˜o do problema, ali-
ado a` adequada definic¸a˜o dos paraˆmetros internos do algoritmo e´ de funda-
mental importaˆncia.
Entre os algoritmos evoluciona´rios, destacam-se os Algoritmos
Gene´ticos (AGs). Desenvolvido por John Holland na universidade de Michi-
gan em meados de 1975, os (AGs) sa˜o te´cnicas que tentam emular o processo
de adaptac¸a˜o artificialmente (GOLDBERG, 1989). A partir dos trabalhos de
Holland os AGs se estabeleceram como uma te´cnica eficaz e confia´vel na
soluc¸o˜es de problemas de otimizac¸a˜o.
Algoritmos Gene´ticos podem ser definidos como (GREFENSTETTE,
1986):
”Um procedimento iterativo que mante´m uma populac¸a˜o de estrutu-
ras, chamadas de indivı´duos ou soluc¸o˜es, que representam possı´veis
soluc¸o˜es de um problema. A cada incremento (chamada gerac¸a˜o), os
indivı´duos na populac¸a˜o atual sa˜o avaliados de acordo com sua ap-
tida˜o para a soluc¸a˜o do problema. Tendo como base essa avaliac¸a˜o,
uma nova populac¸a˜o de soluc¸o˜es candidatas e´ formada, utilizando-se
os operadores gene´ticos especı´ficos, tais como cruzamento e mutac¸a˜o.”
Os AGs teˆm sido aplicados atualmente numa grande variedade de pro-
blemas. Entre os principais fatores que teˆm contribuı´do para a popularidade
dos AG na efica´cia na soluc¸a˜o de problemas destacam-se:
 Simplicidade de operac¸a˜o;
 Facilidade de implementac¸a˜o;
 Efica´cia na busca da regia˜o onde, provavelmente, encontra-se o
ma´ximo ou mı´nimo global, dependendo do problema;
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 Aplica´vel em situac¸o˜es onde na˜o se conhece o modelo matema´tico ou
este e´ impreciso.
3.6.1 Fundamentos Biolo´gicos
Amplamente debatida em cursos de Biologia, adaptac¸a˜o significa
qualquer processo pelo qual uma determinada estrutura e´ constantemente
alterada para se obter um melhor desempenho. O objetivo principal e´ atribuir
a` essa estrutura algumas caracterı´sticas importantes de modo que o processo
de evoluc¸a˜o se torne evidente.
Os organismos vivos sa˜o constituı´dos de ce´lulas, todas contendo um
mesmo conjunto de cromossomos. Cromossomos sa˜o considerados cadeias
de DNA e servem como modelo para todo o organismo. Cada cromossomo
e´ um determinado nu´mero de genes, pequenos blocos de DNA, cuja func¸a˜o
e´ codificar determinadas caracterı´sticas do DNA. O conjunto completo de
material gene´tico (todos os cromossomos) e´ chamado genoma. Um conjunto
particular de genes de um genoma e´ chamado geno´tipo, sendo a base para
o feno´tipo do organismo, que sa˜o suas caracterı´sticas fı´sicas e mentais, tais
como: cor dos olhos, inteligeˆncia, etc.
3.6.2 Descric¸a˜o dos AGs
Os AGs na˜o trabalham sobre o domı´nio do problema, mas sim sobre
representac¸o˜es codificadas de seus elementos. Tal fator impo˜e ao seu uso uma
restric¸a˜o: para resolver um problema e´ necessa´rio que o conjunto de soluc¸o˜es
via´veis para este possa ser de alguma forma codificado em uma populac¸a˜o
de indivı´duos. Cada indivı´do da populac¸a˜o e´ tratado como um cromossomo,
ou seja, uma cadeia de nu´meros que representa uma soluc¸a˜o factivel para o
problema.
O processo iterativo de um Algoritmo Gene´tico e´ apresentado na Fi-
gura 17. A formac¸a˜o da populac¸a˜o inicial e´ o primeiro passo do processo,
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sendo, portanto, considerada de fundamental importaˆncia para a obtenc¸a˜o de
resultados satisfato´rios. Uma populac¸a˜o de tamanho adequado e bem diversi-
ficada aumenta as chances de eficieˆncia do processo. Tal populac¸a˜o consiste
na obtenc¸a˜o, na maioria dos casos aleatoriamente, de nind cromossomos, cada
um representando uma soluc¸a˜o factı´vel do problema. E´ sobre essa populac¸a˜o
que sera˜o aplicadas as pro´ximas etapas do processo.
Figura 17: Mecanismo do AG
Apo´s a codificac¸a˜o do problema e a obtenc¸a˜o da populac¸a˜o inicial,
faz-se necessa´rio a definic¸a˜o da func¸a˜o aptida˜o utilizada, pois essa func¸a˜o
sera´ a u´nica informac¸a˜o utilizada no processo iterativo, sendo crucial para
a aplicac¸a˜o dos princı´pios de selec¸a˜o, reproduc¸a˜o e mutac¸a˜o. Seu papel e´
fazer uma avaliac¸a˜o da qualidade das soluc¸o˜es, introduzindo algo como uma
func¸a˜o objetivo em otimizac¸a˜o cla´ssica. E´ baseado na func¸a˜o aptida˜o que os
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indivı´duos sera˜o selecionados para se reproduzirem.
A aplicac¸a˜o dos operadores gene´ticos e´ a u´ltima etapa do processo
iterativo. Os indivı´duos sa˜o selecionados, segundo um crite´rio previamente
definido, e sobre eles sa˜o aplicados o operadores cruzamento e mutac¸a˜o. Com
isso, sa˜o introduzidos novas soluc¸o˜es ao problema e, portanto, novamente os
indivı´duos sa˜o selecionados.
O processo iterativo e´ repetido durante nger gerac¸o˜es e por fim uma
soluc¸a˜o que maximize ou minimize a func¸a˜o objetivo e´ obtida. Com o obje-
tivo de detalhar as principais etapas dos AGs, a seguir sa˜o descritos os prin-
cipais operadores gene´ticos utilizados, entre eles a selec¸a˜o, o cruzamento e a
mutac¸a˜o.
3.6.3 Selec¸a˜o
O principal objetivo da selec¸a˜o e´ escolher os indivı´duos que tenham
as melhores caracterı´sticas para participarem do processo de reproduc¸a˜o. As-
sim, os gens dos indivı´duos considerados bons sa˜o passados para a pro´xima
gerac¸a˜o. Basicamente, cada indivı´duo tem uma chance para reproduzir pro-
porcional a` sua aptida˜o, ou seja, um indivı´duo que possua uma maior aptida˜o
tera´ maiores chances de ser selecionado para reproduzir do que outro que
tenha menor, pore´m todos possuem chance de cruzamento, mesmo que seja
pequena. Existem diversos me´todos para selec¸a˜o, entre eles:
 Selec¸a˜o por ranking: os indivı´duos da populac¸a˜o sa˜o ordenados de
acordo com seu valor de aptida˜o e enta˜o sua probabilidade de escolha
e´ atribuı´da conforme a posic¸a˜o que ocupam.
 Selec¸a˜o pelo me´todo da roleta (roulette wheel selection): Primeira-
mente ordenam-se os indivı´duos de acordo com suas aptido˜es, do mais
apto ao menos apto. Em seguida calcula-se o somato´rio das aptido˜es
( ftot) e seleciona-se um nu´mero aleato´rio, h , com distribuic¸a˜o uni-
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forme no intervalo [0; ftot ]. Por fim, percorre-se a lista ordenada de
indivı´duos somando-se as correspondentes aptido˜es e comparando essa
soma com h . A posic¸a˜o da lista ordenada em que tal soma e´ maior ou
igual a h indica o indivı´duo selecionado.
 Selec¸a˜o por torneio (tournament selection):Grupos de soluc¸o˜es ou so-
mente um par de soluc¸o˜es sa˜o escolhidos aleatoriamente e competem
entre si. A soluc¸a˜o com melhor func¸a˜o aptida˜o e´ selecionada.
3.6.4 Cruzamento
A fase do cruzamento em um AG e´ sempre posterior a selec¸a˜o dos
indivı´duos. Ocorre a troca de gens entre pares de cromossomos seleciona-
dos para originar os novos indivı´duos, os quais podera˜o formar a gerac¸a˜o se-
guinte. Assim, a ideia principal do cruzamento e´ propagar as caracterı´sticas
positivas dos indivı´duos mais aptos da populac¸a˜o por meio da troca de gens
entre os mesmos, originando novos indivı´duos. Existem treˆs maneiras de se
realizar os cruzamentos:
 Ponto U´nico: Neste me´todo, e´ escolhido um ponto de corte e a partir
desse ponto o material gene´tico dos pais e´ trocado. Tal operac¸a˜o da´
origem a dois novos cromossomos, que podem ou na˜o serem factı´veis,
formados pela combinac¸a˜o das caracterı´sticas gene´ticas dos pais.
 Ponto Duplo: Neste me´todo sa˜o escolhidos dois pontos de cruzamento
e a partir desses os materiais gene´ticos dos pais sa˜o trocados de forma
intercalada. Por haver maior troca de material gene´tico entre os cro-
mossomos, o cruzamento de ponto duplo e´ mais utilizado.
 Pontos Aleato´rios:




O operador mutac¸a˜o tem por objetivo realizar, de maneira aleato´ria,
modificac¸o˜es em determinados gens de uma populac¸a˜o. Tal operac¸a˜o e´ im-
portante, pois possibilita obter propriedades gene´ticas que se perderam ao
longo das gerac¸o˜es ou sa˜o encontradas em baixa porcentagem. Pode-se, por
exemplo, durante o processo de cruzamento perder alguma caracterı´stica do
problema (gen). Desta forma, a aplicac¸a˜o operador de mutac¸a˜o mostra-se in-
dispensa´vel, uma vez que permite a manutenc¸a˜o da diversidade gene´tica da
populac¸a˜o.
Vale ressaltar que a taxa de mutac¸a˜o deve acometer uma pequena par-
cela da populac¸a˜o, pois caso o percentual seja elevado, os indivı´duos gerados
pouco se assemelhara˜o aos seus pais. Por outro lado, caso forem usadas ta-
xas de mutac¸a˜o excessivamente pequenas, a diversidade da populac¸a˜o estara´
comprometida.
3.6.6 Atualizac¸a˜o
Na forma mais simples de atualizac¸a˜o, a populac¸a˜o e´ completamente
substituı´da, ou seja, os cromossomos resultantes do processo de cruzamento
(filhos) substituem os originais. Ale´m disso o tamanho da populac¸a˜o e´ man-
tido fixo ao longo das gerac¸o˜es. Existem, pore´m, outras abordagens: o
nu´mero de indivı´duos gerados pode ser menor, o tamanho da populac¸a˜o pode
sofrer variac¸o˜es e o crite´rio de inserc¸a˜o pode ser variado. Por exemplo, os
filhos somente substituem os pais se por acaso o valor da func¸a˜o aptida˜o dos
filhos forem menores que a dos pais.
3.7 Concluso˜es
Neste capı´tulo foram apresentado os conceitos envolvidos com
otimizac¸a˜o multiobjetivo inteiro-mista. Primeiramente, foi apresentado o
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conceito da fronteira de Pareto e um exemplo aplicado a sistemas de poteˆncia
foi detalhado, no qual foi possı´vel exemplificar a obtenc¸a˜o da fronteira
de eficieˆncia para dois objetivos conflitantes. Em seguida, foram aborda-
das diversas caracterı´sticas de problemas com varia´veis inteiras e foram
apresentadas as te´cnicas usadas na sua resoluc¸a˜o.
Na sequeˆncia sera´ detalhado o Algoritmo Gene´tico Multiobjetivo
(AGMO) desenvolvido para a alocac¸a˜o de equipamentos FACTS no sistema
de poteˆncia.
4 DESCRIC¸A˜O DO ALGORITMO GENE´TICO MULTIOBJETIVO
(AGMO)
4.1 Considerac¸o˜es Iniciais
Neste capı´tulo sera´ detalhada a metodologia desenvolvida para
alocac¸a˜o o´tima de equipamentos FACTS em sistemas de poteˆncia. Sera´
apresentado o Algoritmo Gene´tico Multiobjetivo (AGMO) desenvolvido.
A codificac¸a˜o do problema e´ detalhada e os operadores gene´ticos selec¸a˜o,
cruzamento e mutac¸a˜o sa˜o apresentados. Tambe´m e´ apresentado os detalhes
da obtenc¸a˜o da populac¸a˜o inicial do problema, bem como o crite´rio de
convergeˆncia da metodologia desenvolvida. A questa˜o da preservac¸a˜o da
diversidade de soluc¸o˜es na fronteira de Pareto e´ discutida e e´ apresentada a
te´cnica de fitness sharing, utilizada para melhorar a diversidade das soluc¸o˜es
obtidas. Por fim, e´ mostrado o algoritmo para soluc¸a˜o do problema.
4.2 O Problema a ser Resolvido
Conforme apresentado e discutido no Capı´tulo 2, a alocac¸a˜o o´tima
de FACTS em sistemas de poteˆncia caracteriza-se como sendo um problema
de otimizac¸a˜o combinato´ria e, portanto, me´todos analı´ticos tradicionais apre-
sentam certas dificuldades na obtenc¸a˜o de soluc¸o˜es. Ale´m disso, algumas das
restric¸o˜es de igualdade e desigualdade impostas pela modelagem do problema
sa˜o na˜o-lineares, ampliando a dificuldade de soluc¸a˜o.
Uma vez que o processo de otmizac¸a˜o visa a obtenc¸a˜o de soluc¸o˜es
que otimizem simultaneamente dois objetivos distintos, o problema e´ carac-
terizado como multiobjetivo, o que requer a considerac¸a˜o da fronteira de
Pareto como soluc¸a˜o do problema bem como a introduc¸a˜o de mecanismos
para a preservac¸a˜o da diversidade populacional. Neste trabalho optou-se pela
utilizac¸a˜o da metaheurı´stica Alogritmos Gene´ticos Multiobjetivo (AGMO)
para obtenc¸a˜o da soluc¸a˜o da alocac¸a˜o o´tima dos equipamentos SVC e TCSC.
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A diferenc¸a crucial entre um Algoritmo Gene´tico Multiobjetivo e um
Algoritmo Gene´tico Monobjetivo esta´ na forma como e´ atribuı´do o nı´vel de
aptida˜o a`s soluc¸o˜es. Devido a` indiferenc¸a existente entre as soluc¸o˜es do-
minadas de um problema multiobjetivo, e´ necessa´rio definir estrate´gias para
calcular o fitness das soluc¸o˜es. No entanto, o procedimento do AGMO e´ ba-
sicamente o mesmo do AG e pode ser dividido em quatro etapas principais:
1. Criar e avaliar a populac¸a˜o inicial: primeira etapa que consiste em de-
finir soluc¸o˜es iniciais para o problema;
2. Selecionar e reproduzir os indivı´duos: atrave´s das operac¸o˜es gene´ticas,
os indivı´duos se reproduzem;
3. Avaliar a aptida˜o da populac¸a˜o: considerando a reproduc¸a˜o dos in-
divı´duos, a nova populac¸a˜o deve ser avaliada;
4. Substituir, quando vantajoso, indivı´duos e, caso o nu´mero de gerac¸o˜es
(nger) na˜o seja atingido, voltar para o passo 2. Do contra´rio, encerrar
o processo.
Seja nas abordagens multiobjetivo ou monobjetivo, os AGs na˜o traba-
lham sobre o domı´nio do problema (soluc¸o˜es), mas sim sobre representac¸o˜es
codificadas de seus elementos. Portanto, a codificac¸a˜o do problema e´ extre-
mamente importante. Suas caracterı´sticas sa˜o apresentadas a seguir.
4.2.1 Codificac¸a˜o
A codificac¸a˜o do problema em ana´lise e´ considerado um ponto crı´tico
do processo. Uma codificac¸a˜o confia´vel garante, em certos casos, a ex-
celeˆncia na soluc¸a˜o do problema. A codificac¸a˜o do problema passa, obri-
gatoriamente, pela codificac¸a˜o do cromossomo, pois e´ este que vai introduzir
as opc¸o˜es de local de instalac¸a˜o do FACTS, tipo do equipamento e capaci-
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dade operacional. A Figura 18 apresenta a estrutura ba´sica dos treˆs primeiros











Figura 18: Estrutura simplificada do Cromossomo
As treˆs subdiviso˜es do cromossomo da Figura 18 possuem n f acts
gens, sendo n f acts o nu´mero de equipamentos instalados. A primeira sub-
divisa˜o faz refereˆncia a` localizac¸a˜o do equipamento no sistema de poteˆncia,
atrave´s da identificac¸a˜o da linha no qual o equipamento FACTS e´ instalado.
Quando o AG informa a linha contendo o equipamento SVC, ha´ um sorteio
entre as duas barras terminais para definir em qual o equipamento sera´ insta-
lado.
A segunda subdivisa˜o do cromossomo informa o tipo de equipamento
(SVC ou TCSC) que a soluc¸a˜o esta´ considerando. Por definic¸a˜o, se o tipo do
FACTS for igual a 1 a soluc¸a˜o conte´m o equipamento FACTS do tipo SVC e
se o tipo for igual a 2 a soluc¸a˜o conte´m um FACTS do tipo TCSC. Ressalta-
se a possibilidade de uma soluc¸a˜o conter FACTS do mesmo tipo, pore´m com
capacidades diferentes. Por exemplo, pode-se obter uma soluc¸a˜o contendo
dois equipamentos FACTS do tipo SVC, pore´m em barras diferentes. No
entanto, quando a soluc¸a˜o representa a inserc¸a˜o de equipamentos do mesmo
tipo no mesmo local, esta e´ automaticamente descartada e outra soluc¸a˜o e´
obtida.
Por fim, a u´ltima subdivisa˜o do cromossomo representa a varia´vel ri
associada a cada equipamento. Usada para definir a capacidade do equipa-
mento, ri e´ uma varia´vel aleato´ria com distribuic¸a˜o uniforme entre 0 e 1. A
capacidade do SVC e´ definida limitando-se sua susceptaˆncia:
bmini = riT bmaxi = riT (4.1)
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onde T representa a poteˆncia reativa ma´xima do SVC considerado. A capaci-




  ri x0i  xlmaxi = 12  ri x0i  (4.2)
A estrutura completa do cromossomo e´ mostrada na Figura 19. Nele
esta˜o tambe´m os valores de Ft e Fe, o rank e o valor da aptida˜o compartilhada
(fitness sharing) da soluc¸a˜o. Os gens rank e fitness sharing sa˜o referentes ao


















Figura 19: Estrutura completa do cromossomo
Nota-se que a codificac¸a˜o utilizada nesse trabalho e´ baseada em
nu´mero reais, diferente de grande parte das aplicac¸o˜es dos AGs que usam
nu´meros bina´rios para codificar o problema. Isso se deve ao fato de que a
informac¸a˜o necessa´ria para a identificac¸a˜o do local de inserc¸a˜o do FACTS
no sistema pode ser diretamente inserida no cromossomo sem nenhuma
codificac¸a˜o adicional.
Ressalta-se ainda que no presente trabalho o nu´mero de equipamentos
FACTS (n f acts) e´ considerado um dado de entrada do algoritmo, na˜o sendo,
portanto, uma varia´vel de controle ao longo do processo de otimizac¸a˜o. Em
outras palavras, significa que na˜o ha´ a possibilidade de otimizar o nu´mero de
equipamentos FACTS aplicados ao sistema.
4.2.2 Populac¸a˜o Inicial
A gerac¸a˜o da populac¸a˜o inicial e´ o primeiro passo dentro de um AG. A
populac¸a˜o e´ composta por um conjunto de nind cromossomos, sendo cada um
uma soluc¸a˜o factı´vel do problema. E´ sobre essa populac¸a˜o que sera˜o aplica-
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das as pro´ximas etapas do processo. Dependendo do problema, tal tarefa na˜o
e´ das mais complicadas, pois basta gerar, na maioria dos casos aleatoriamente,
n soluc¸o˜es factiveis para o problema e agrupa´-las. Esse procedimento ajuda
a garantir maior diversidade. Pore´m, em alguns casos especı´ficos, devido a`s
caracterı´sticas do conjunto de soluc¸o˜es factı´veis do problema, a gerac¸a˜o da
populac¸a˜o inicial pode ser resultado da aplicac¸a˜o de outras metodologias.
O nu´mero de elementos da populac¸a˜o inicial depende de cada pro-
blema. Quanto maior o nu´mero de indivı´duos na populac¸a˜o (nind) maior
e´ a probabilidade de convergeˆncia. Pore´m, o tempo computacional dispen-
dido para a soluc¸a˜o do problema aumenta. Por outro lado, no caso de uma
populac¸a˜o inicial pequena, pode ocorrer a perda da diversidade, ou seja, so-
mente uma parcela do espac¸o de busca e´ avaliada. Com isso, a probabilidade
de se alcanc¸ar o´timos locais como soluc¸a˜o do problema aumenta. A esco-
lha do tamanho da populac¸a˜o inicial esta´ amplamente relacionada com o sis-
tema em ana´lise, na˜o havendo, portanto, definic¸o˜es pre´vias que garantam a
obtenc¸a˜o de resultados o´timos.
No presente trabalho a populac¸a˜o inicial e´ obtida seguindo os seguin-
tes passos:
 Determinac¸a˜o do Local, Tipo e Capacidade do FACTS: Primeira-
mente, os locais de inserc¸a˜o do equipamento FACTS sa˜o definidos e o
cromossomo e´ enta˜o definido;
 Determinac¸a˜o da Factibilidade da soluc¸a˜o: Atrave´s da execuc¸a˜o
do FPO, e´ possı´vel garantir que todas as restric¸o˜es impostas ao pro-
blema sa˜o satisfeitas e, com isso, tem-se a garantia de que a opc¸a˜o de
instalac¸a˜o do equipamento e´ de fato uma soluc¸a˜o para o problema;
 Ca´lculo das func¸o˜es te´cnica e econoˆmica: Uma vez que se tem a
garantia de factibilidade da soluc¸a˜o, as func¸o˜es te´cnicas e econoˆmica
sa˜o enta˜o determinadas;
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Repete-se esse procedimento para nind diferentes soluc¸o˜es e a
populac¸a˜o inicial do problema e´ obtida. Tal populac¸a˜o e´ base do problema,
pois sa˜o os indivı´duos presentes na populac¸a˜o inicial que dara˜o inicio ao
processo iterativo.
Na obtenc¸a˜o da populac¸a˜o inicial, pode acontecer que a indicac¸a˜o ini-
cial de local de inserc¸a˜o dos equipamentos FACTS leve a` infactibilidade, seja
por problema de na˜o convergeˆncia do FPO - no caso de alguma restric¸a˜o
especı´fica na˜o poder ser atendida - seja por problema na representac¸a˜o dos
indivı´duos - no caso da soluc¸a˜o representar a inserc¸a˜o de mais de um equi-
pamento FACTS no mesmo local. Em ambos os casos, a soluc¸a˜o gerada e´
descartada e uma nova soluc¸a˜o e´ obtida seguindo as etapas descritas anterior-
mente.
4.2.3 Crite´rio de Convergeˆncia
Existem va´rias maneiras de analisar a convergeˆncia de um algoritmo
gene´tico. A mais tradicional considera um nu´mero ma´ximo de gerac¸o˜es
(nger) como paraˆmetro informado pelo usua´rio. Assim, sa˜o realizadas nger
gerac¸o˜es e, no caso de um algoritmo gene´tico monobjetivo, o melhor in-
divı´duo e´ selecionado. No caso de um algoritmo gene´tico multobjetivo, apo´s
(nger) gerac¸o˜es sa˜o obtidos como soluc¸a˜o para o problema os indivı´duos
presentes na fronteira de eficieˆncia do problema, uma vez que esses sa˜o todos
o´timos do ponto de vista de Pareto.
Algumas abordagens se baseiam no comportamento da func¸a˜o ap-
tida˜o: quando esta func¸a˜o na˜o se altera apo´s um dado nu´mero de iterac¸o˜es,
o processo de otimizac¸a˜o e´ considerado convergido e, portanto, o processo
deve ser encerrado.
Neste trabalho, entretanto, o crite´rio de convergeˆncia adotado e´ o
nu´mero ma´ximo de gerac¸o˜es (nger), sendo este fixo ao longo do processo
iterativo. Ressalta-se que, como sera´ apresentado no capı´tulo de resultados,
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pode-se variar o nu´mero de gerac¸o˜es do problema para avaliar a convergeˆncia
do AG e analisar as soluc¸o˜es apresentadas.
4.2.4 Func¸a˜o Aptida˜o Multiobjetivo
Em um AG convencional, a selec¸a˜o das soluc¸o˜es pais, que se reprodu-
zira˜o, e´ feita de acordo com a func¸a˜o aptida˜o das soluc¸o˜es na populac¸a˜o atual.
Em otimizac¸a˜o monobjetivo a func¸a˜o aptida˜o e a func¸a˜o objetivo do problema
geralmente coincidem, ou em alguns casos, a primeira e´ uma variac¸a˜o ou
modificac¸a˜o da segunda. Entretanto, em otimizac¸a˜o multiobjetivo, os objeti-
vos sa˜o considerados separadamente, sendo necessa´rio definir crite´rios ade-
quados para calcular o fitness de cada indivı´duo.
Em (GOLDBERG, 1989) e´ sugerido o uso do conceito de dominaˆncia
de Pareto para calcular o fitness das soluc¸o˜es. O livro apresenta um pro-
cedimento iterativo denominado ranking (ordenac¸a˜o). Neste, inicialmente,
atribui-se a`s soluc¸o˜es dominantes da populac¸a˜o um valor rank = 1. Descon-
siderando temporariamente essas soluc¸o˜es, determinam-se as novas soluc¸o˜es
dominantes da populac¸a˜o restante para atribuir-lhes rank = 2. Esse procedi-
mento continua ate´ que toda a populac¸a˜o seja classificada. O rank de uma
soluc¸a˜o determina a qualidade da soluc¸a˜o obtida, baseando-se na fronteira de
Pareto do problema. Note-se que as melhores soluc¸o˜es possuira˜o menor rank
e que a func¸a˜o aptida˜o de uma soluc¸a˜o particular depende da relac¸a˜o de do-
minaˆncia entre essa as outras soluc¸o˜es. Esta ideia de utilizac¸a˜o do conceito
de dominaˆncia de Pareto para o ca´lculo de aptida˜o tem sido muito utilizada
em va´rias implementac¸o˜es de algoritmos gene´ticos multiobjetivo (ARROYO,
2002). Matematicamente, o rank do indivı´duo i na gerac¸a˜o t e´ calculado
como sendo:
r(t)i = 1+ p
(t)
i (4.3)
onde p(t)i representa o nu´mero de indivı´duos da gerac¸a˜o t que dominam o
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indivı´duo i e rti determina o rank do indivı´duo i na gerac¸a˜o t. Assim, todos
os indivı´duos na˜o-dominados na gerac¸a˜o t possuem rank = 1. A Figura 20
apresenta um exemplo do processo de atribuic¸a˜o de r(t)i para os indivı´duos.
Nela, pode-se observar uma populac¸a˜o fictı´cia formada por 8 indivı´duos, ou
seja, 8 diferentes soluc¸o˜es para um determinado problema. Percebe-se que
os indivı´duos destacados com o nu´mero 1, identificam os que pertencem a
fronteira de eficieˆncia do problema, uma vez que na˜o ha´ outros indivı´duos
na populac¸a˜o que os dominem. Se por ventura fosse necessa´rio informar,
baseado na figura, uma soluc¸a˜o para o problema, seriam esses indivı´duos














Figura 20: Rank dos indivı´duos
Tendo como base o rank dos indivı´duos, e´ estabelecido um valor de
aptida˜o para cada soluc¸a˜o do problema (DEB; KALYANMOY, 2001). A func¸a˜o
aptida˜o e´ dada por:
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onde f ti e´ a nova func¸a˜o aptida˜o do indivı´duo, ri e´ o rank do indivı´duo i, m(ri)
e´ o nu´mero de soluc¸o˜es com rank ri, m(k) e´ o nu´mero de soluc¸o˜es com rank
k e N e´ o nu´mero de indivı´duos.
4.2.5 Preservac¸a˜o da Diversidade
Em um AG monobjetivo, a populac¸a˜o tende a convergir para uma
u´nica soluc¸a˜o (o´timo global do problema). Este comportamento pode
ser aceita´vel quando a ideia e´ encontrar uma u´nica soluc¸a˜o o´tima ou
uma aproximac¸a˜o a esta. No entanto, em otimizac¸a˜o multiobjetivo, se a
preservac¸a˜o da diversidade da populac¸a˜o na˜o e´ considerada, o conjunto de
soluc¸o˜es o´timas pode convergir a regio˜es limitadas do conjunto Pareto-o´timo.
Isso significa que ha´, no conjunto Pareto-o´timo, um nu´mero muito maior
de soluc¸o˜es que, teoricamente, seriam soluc¸o˜es factı´veis para o problema.
Portanto, manter a diversidade da populac¸a˜o e´ crucial para encontrar um
conjunto de soluc¸o˜es na˜o dominadas cuja localizac¸a˜o na fronteira de Pareto
esteja bem distribuı´da.
Estrate´gias de diversificac¸a˜o buscam obter soluc¸o˜es bem distribuı´das
ao longo da fronteira de eficieˆncia. A ideia central dessas estrate´gias e´ di-
vidir a populac¸a˜o em diferentes sub-populac¸o˜es (nichos) de acordo com a
proximidade das soluc¸o˜es. Em 1987, Goldberg e Richardson (GOLDBERG; RI-
CHARDSON, 1987) introduziram o conceito de diversidade em um algoritmo
gene´tico. A ideia e´ penalizar as soluc¸o˜es que possuem func¸o˜es aptida˜o muito
semelhantes. Com isso, o grupo de soluc¸o˜es semelhantes passa a possuir pro-
babilidade menor de selec¸a˜o nas gerac¸o˜es seguintes e com isso diversifica a
populac¸a˜o.
Na literatura, foram desenvolvidas algumas te´cnicas para manter a di-
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versidade da populac¸a˜o, entre elas a te´cnica de fitness sharing, detalhada a
seguir.
4.2.5.1 Fitness Sharing
Na te´cnica de fitness sharing a proximidade de duas soluc¸o˜es i e j e´










onde F(max)k e F
(min)
k sa˜o os valores ma´ximo e mı´nimo da k-e´sima func¸a˜o
objetivo, respectivamente, Fk;i e Fk; j sa˜o os valores da func¸a˜o objetivo k para
os indivı´duos i e j, respectivamente, e M e´ o nu´mero de objetivos.
A te´cnica fitness sharing degrada as func¸o˜es de aptida˜o de soluc¸o˜es


















se di; j  sshare
0; caso contra´rio
(4.8)
sendo sshare e a paraˆmetros do problema.
Analisando (4.8) observa-se que, se na˜o houver nenhuma soluc¸a˜o a
uma distaˆncia menor do que sshare do indivı´duo i, mi = 1 e fi na˜o e´ modifi-
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cada. Por outro lado, quanto maior o nu´mero de indivı´duos pro´ximos a i (com
distaˆncias menores do que sshare), maior e´ mi, ou ainda, mais degradada e´ fi.
Portanto, o fitness sharing atua atrave´s da reduc¸a˜o da func¸a˜o aptida˜o de cada
indivı´duo da sub-populac¸a˜o por um fator proporcional a` quantidade de in-
divı´duos similares, ou ainda, de acordo com o nu´mero de indivı´duos no nicho
definido pelo raio sshare. Consequ¨entemente, ha´ a reduc¸a˜o da probabilidade
de tais indivı´duos serem selecionados para a operac¸a˜o de cruzamento nas
gerac¸o˜es posteriores e a diversificac¸a˜o da populac¸a˜o e´ obtida. Graficamente,












Figura 21: Fitness sharing dos indivı´duos
Note que na sub-populac¸a˜o de pontos f (S), o fitness inicial das
soluc¸o˜es representadas pelos pontos z1 e z2 e´ reduzido, pois para o raio dsh
aplicado, a distaˆncia entre os indivı´duos z1 e z2 e´ menor que a distaˆncia do
raio ssh adotado.
Esta te´cnica de diversificac¸a˜o foi usada em va´rias implementac¸o˜es de
algoritmos gene´ticos da literatura (ARROYO, 2002). O valor do paraˆmetro fsh
influencia diretamente a convergeˆncia do AG, e por este motivo em (GOLD-
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BERG, 1989) e (FONSECA; FLEMING, 1993) sugeremme´todos para calcular este
paraˆmetro. Pore´m, frequentemente ssh = 0;5 e´ considerado um valor padra˜o.
A definic¸a˜o do operador fitness sharing completa as informac¸o˜es pre-
sentes na codificac¸a˜o do problema, apresentado na Figura 19. E´ com base
nas informac¸o˜es contidas no cromossomo do problema que os operadores
gene´ticos sera˜o aplicados. Os operadores gene´ticos selec¸a˜o, cruzamento e
mutac¸a˜o sa˜o detalhados na sequeˆncia.
4.2.6 Operadores Gene´ticos
4.2.6.1 Selec¸a˜o
Cada nova populac¸a˜o e´ obtida da seguinte maneira: 50% dos mais
aptos sa˜o repassados diretamente para a nova populac¸a˜o e o restante e´ ob-
tido usando o processo de cruzamento, mantendo o nu´mero de indivı´duos na
populac¸a˜o constante. Para definir os indivı´duos que participara˜o do processo
de cruzamento, emprega-se a te´cnica de Selec¸a˜o por Roleta (DEB; KALYAN-
MOY, 2001). Primeiramente ordenam-se os indivı´duos de acordo com suas
aptido˜es, do mais apto ao menos apto. Em seguida calcula-se o somato´rio das
aptido˜es ( ftot) e seleciona-se um nu´mero aleato´rio, h com distribuic¸a˜o uni-
forme no intervalo [0; ftot ]. Por fim, percorre-se a lista ordenada de indivı´duos
somando-se as correspondentes aptido˜es e comparando essa soma com h . A
posic¸a˜o da lista ordenada em que tal soma e´ maior ou igual a h corresponde
a` posic¸a˜o do indivı´duo selecionado.
4.2.6.2 Cruzamento e Mutac¸a˜o
A ideia principal do cruzamento e´ propagar as caracterı´sticas positivas
dos indivı´duos mais aptos da populac¸a˜o por meio da troca de gens entre os
mesmos, originando novos indivı´duos. Neste trabalho sa˜o escolhidos dois
pontos de cruzamento e, a partir desses, os materiais gene´ticos dos pais sa˜o
trocados de forma intercalada, como pode ser observado na Figura 22, na
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qual e´ apresentado o exemplo de alocac¸a˜o de quatro equipamentos FACTS.
Os pontos de cruzamento escolhidos de maneira aleato´ria, sendo diferentes a
cada operac¸a˜o de cruzamento.
Conve´m ressaltar que apo´s a determinac¸a˜o dos cromossomos filhos, a
factibilidade desses e´ analisada atrave´s da execuc¸a˜o de um FPO. Se por ven-
tura venha-se a constatar que o indivı´duo gerado pelo operador cruzamento







































Figura 22: Cruzamento de ponto duplo
O maneira de realizar o cruzamento apresentado na Figura 22 e´ va´lido
quando sa˜o considerados dois ou mais equipamento FACTS. No entanto,
quando e´ considerado apenas um u´nico equipamento, a forma de efetuar o
cruzamento e´ alterada, conforme pode ser verificado na Figura 23. No pro-
cesso de cruzamento, o ponto de cruzamento dos cromossomos pais, indica-
dos por P1 e P2, sa˜o mantidos constantes e a troca de material gene´tico ocorre
como apresentado na figura. O cromossomo filho (F1) e´ formado pelo local
oriundo de P1 e tipo e taxa de utilizac¸a˜o oriundos de (P2) e o cromossomo
filho (F2) e´ e´ formado pelo local oriundo de P2 e tipo e taxa de utilizac¸a˜o
oriundos de (P1).
O operador mutac¸a˜o e´ utilizado para introduzir uma diversificac¸a˜o adi-
cional na populac¸a˜o com o intuito de evitar a convergeˆncia para o´timos locais.
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12 1 0,76
6 2 0,21






Figura 23: Cruzamento quando considerado apenas um equipamento FACTS
Cada indivı´duo da populac¸a˜o tem a probabilidade pmut de sofrer mutac¸a˜o ao
longo das gerac¸o˜es. A mutac¸a˜o e´ realizada simultaneamente nas treˆs primei-
ras subdiviso˜es do cromossomo (Figura 18) e consiste na gerac¸a˜o aleato´ria
de novos locais de instalac¸a˜o, tipos e capacidades dos equipamentos. As-
sim como no operador cruzamento, novamente conve´m ressaltar que apo´s
a determinac¸a˜o do cromossomo mutado, a factibilidade desse e´ analisada
atrave´s da execuc¸a˜o de um FPO. Se por ventura venha-se a constar que o
indivı´duo gerado pelo operador mutac¸a˜o na˜o e´ factı´vel, esse indivı´duo e´ au-
tomaticamente descartado e o cromossomo original e´ mantido.
Ale´m das te´cnicas apresentadas para a diversificac¸a˜o da populac¸a˜o, o
operador gene´tico mutac¸a˜o naturalmente ajuda na diversidade da populac¸a˜o.
Uma vez que altera arbitrariamente gens aleato´rios da populac¸a˜o, o opera-
dor mutac¸a˜o introduz meios para que novos elementos estejam presentes na
populac¸a˜o, aumentando sua diversidade. Desta forma, assegura-se a probabi-
lidade de explorar grande parte do espac¸o de busca e minimiza-se a probabi-
lidade da soluc¸a˜o obtida ser um o´timo local.
4.2.7 Elitismo da Populac¸a˜o
Apo´s a definic¸a˜o dos paraˆmetros do AG e da populac¸a˜o inicial do pro-
blema, o operador selec¸a˜o e´ aplicado e os cromossomos pais sa˜o escolhidos.
Ressalta-se que, neste trabalho, o nu´mero de pais considerado foi constante
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e igual a 50% da populac¸a˜o. Com base nesses cromossomos pais, a etapa de
cruzamento e´ efetuada, dando origem a novos filhos. A nova populac¸a˜o e´ for-
mada por dois conjuntos de soluc¸o˜es. O primeiro conjunto, de tamanho igual
a` 50% da populac¸a˜o, e´ constituı´do pelos melhores indivı´duos da populac¸a˜o
anterior. O segundo conjunto e´ criado por selec¸a˜o, que e´ feita verificando-se
todos os indivı´dduos da populac¸a˜o anterior e seus filhos. A Figura 24 mostra
esse processo.








Figura 24: Elitismo do AG
4.2.8 Algoritmo de Soluc¸a˜o
O procedimento para a obtenc¸a˜o da fronteira de eficieˆncia do problema
tem inicio com a leitura dos paraˆmetros da simulac¸a˜o, tais como nu´mero
ma´ximo de gerac¸o˜es, nu´mero de indivı´duos considerados, probabilidade de
cruzamento, probabilidade de mutac¸a˜o, entre outros. Ale´m disso, faz-se ne-
cessa´rio a definic¸a˜o do sistema utilizado, as capacidades ma´ximas dos equipa-
mentos FACTS considerados e a func¸a˜o objetivo considerada (minimizac¸a˜o
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do desvio de tenso˜es ou ma´xima transfereˆncia de poteˆncia).
Uma vez que os paraˆmetros iniciais necessa´rios tenham sido obtidos,
o primeiro passo e´ a definic¸a˜o de forma aleato´ria da populac¸a˜o inicial para
dar inı´cio ao processo iterativo. O procedimento consiste em obter nind in-
divı´duos, sendo cada um uma soluc¸a˜o factı´vel do problema. E´ sobre essa
populac¸a˜o que sera˜o aplicadas as pro´ximas etapas do processo. Os indivı´duos
sa˜o avaliados, atrave´s da execuc¸a˜o de um FPO que determina a factibilidade
das soluc¸o˜es, e a te´cnica de fitness sharing e´ aplicada. Em seguida os ope-
radores selec¸a˜o, cruzamento e mutac¸a˜o sa˜o aplicados, sendo novamente ne-
cessa´rio a execuc¸a˜o de um FPO para garantir que os novos indivı´duos sejam
factı´veis. Uma vez que se tem novos indivı´duos na populac¸a˜o, faz-se ne-
cessa´ria, atrave´s da execuc¸a˜o do FPO, uma nova avaliac¸a˜o dos indivı´duos
para o ca´lculo da func¸a˜o aptida˜o atualizada. O procedimento e´ realizado ate´
que o nu´mero ma´ximo de gerac¸o˜es seja atingido.
Um algoritmo para a soluc¸a˜o do problema e´ apresentado na Figura 25
na qual e´ possı´vel perceber, mesmo que de uma maneira simplificada, todas
as principais etapas, incluindo as relacionadas ao FPO.
Conve´m ressaltar o que ja´ foi discutido anteriormente. Se por ventura,
dentro dos processos de obtenc¸a˜o da populac¸a˜o inicial e aplicac¸a˜o dos ope-
radores cruzamento e mutac¸a˜o, uma soluc¸a˜o do problema se apresentar na˜o
factı´vel, essa soluc¸a˜o e´ automaticamente descartada.
Ao se aprofundar um pouco mais nos detalhes da metodologia desen-
volvida, entende-se o procedimento apresentado na Figura 25 como sendo
cinco diferentes etapas, todas apresentadas a seguir. Note que, de uma forma
simplificada, estas etapas constituem uma lista de tarefas (pseudoco´digo) a` se-
rem executadas para a soluc¸a˜o do problema, tendo por finalidade a obtenc¸a˜o
da alocac¸a˜o o´tima de equipamentos FACTS.
Etapa 0: Leitura dos paraˆmetros da simulac¸a˜o, entre eles:
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Início
Leitura de Parâmetros
Obtenção da População Inicial
Avaliação da função técnica 
através da execução FPO
Avaliação da função econômica 
Cálculo do fitness e aplicação da 
técnica fitness sharing 
N máximo de 
gerações ?
Obtenção de uma nova população, 
através da aplicação dos operadores 




Figura 25: Algoritmo para soluc¸a˜o do problema
– Dados do sistema a ser simulado e capacidades ma´ximas dos
equipamentos FACTS considerados;
– Paraˆmetros do AG
Etapa 1: formac¸a˜o da populac¸a˜o inicial. Considerada a base para as
demais etapas do algoritmo. A populac¸a˜o e´ formada por (nind) in-
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divı´duos;
– Cada indivı´duo representa um local de inserc¸a˜o dos equipamentos
FACTS;
– Atrave´s da execuc¸a˜o de um FPO com base nos locais de inserc¸a˜o
dos equipamentos FACTS seus tipos e suas capacidades, sa˜o cal-
culadas as func¸o˜es te´cnicas e econoˆmicas dos indivı´duos;
– O ca´lculo do rank dos indivı´duos permite que a fronteira de Pareto
seja definida, dando origem a func¸a˜o aptida˜o dos indivı´duos;
– A te´cnica de fitness sharing e´ aplicada para diversificar a
populac¸a˜o.
Etapa 2: e´ aplicado o operador selec¸a˜o considerando todos os in-
divı´duos da populac¸a˜o. De acordo com a a probabilidade de selec¸a˜o
de cada indivı´duo, relacionada com sua respectiva func¸a˜o aptida˜o, es-
ses sa˜o selecionados para a etapa de cruzamento. Sa˜o os indivı´duos
que repassara˜o suas caracterı´sticas para as gerac¸o˜es futuras, pois foram
selecionados para a aplicac¸a˜o do operador cruzamento.
– Ocorre a troca de material gene´tico entre os cromossomos pais da
populac¸a˜o, dando origem a novos cromossomos filhos. Nota-se
que a troca de informac¸o˜es entre os cromossomos gera novos lo-
cais de instalac¸a˜o de equipamentos FACTS, bem como diferente
tipos e capacidades.
Etapa 3: o operador gene´tico cruzamento, apresentado na sec¸a˜o
4.2.6.2, e´ aplicado. Ha´ a introduc¸a˜o de novos indivı´duos na populac¸a˜o.
Com isso ha´ na populac¸a˜o os indivı´duos originais acrescidos dos
indivı´duos filhos gerados na operac¸a˜o cruzamento. Ale´m disso,
ha´ a aplicac¸a˜o do operador mutac¸a˜o, auxiliando a preservac¸a˜o da
diversidade da populac¸a˜o.
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– Novamente, atrave´s da execuc¸a˜o de um FPO com base nos locais
de inserc¸a˜o dos equipamentos FACTS, sa˜o calculadas as func¸o˜es
te´cnicas e econoˆmicas dos indivı´duos;
– Atrave´s do ca´lculo do rank dos indivı´duos, a fronteira de Pareto e´
novamente definida, dando origem a nova func¸a˜o aptida˜o de cada
indivı´duo da populac¸a˜o;
– A te´cnica de fitness sharing e´ aplicada para diversificar a
populac¸a˜o.
Etapa 4: separac¸a˜o da populac¸a˜o em dois blocos distintos. O primeiro
e´ a selec¸a˜o dos 50% melhores indivı´duos da populac¸a˜o. Com base na
func¸a˜o aptida˜o, estes sera˜o repassados automaticamente para a pro´xima
gerac¸a˜o, na˜o sendo aplicado nenhum me´todo probabilı´stico de selec¸a˜o.
Ao segundo bloco, sa˜o aplicados os mecanismos de selec¸a˜o baseados
no me´todo da roleta, apresentado no Capı´tulo 4, formando os 50% res-
tantes da populac¸a˜o.
– Faz-se necessa´ria o calculo, atrave´s da execuc¸a˜o de um FPO,
das novas func¸o˜es te´cnicas e econoˆmicas e consequentemente do
novo rank da populac¸a˜o;
– Atrave´s do ca´lculo do rank dos indivı´duos, a fronteira de Pareto e´
novamente definida, dando origem a nova func¸a˜o aptida˜o de cada
indivı´duo da populac¸a˜o;
– A te´cnica de fitness sharing e´ aplicada para diversificar a
populac¸a˜o.
Etapa 5: a unia˜o dos dois blocos da terceira etapa constitui a nova
populac¸a˜o. Nota-se que 50% sa˜o oriundos de elitismo e 50% sa˜o base-
ados em um me´todo de selec¸a˜o probabilı´stico.
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– O procedimento e´ repetido ate´ que o nu´mero ma´ximo de gerac¸o˜es
seja atingido;
– Enquanto o nu´mero ma´ximo de gerac¸o˜es na˜o e´ atingido, volta-se
a etapa 2.
O processo e´ finalizado apo´s o nu´mero ma´ximo de gerac¸o˜es ser atin-
gido e e´ apresentado como soluc¸a˜o do problema o local de instalac¸a˜o dos
FACTS, seus tipos e suas capacidades.
4.3 Concluso˜es
Neste capı´tulo foi descrito a metodologia desenvolvida para alocac¸a˜o
o´tima de FACTS em sistemas de poteˆncia. Primeiramente, foram apresen-
tadas as principais caracterı´sticas do problema que se deseja resolver. Em
seguida, a codificac¸a˜o do problema foi apresentada atrave´s do detalhamento
do cromossomo utilizado para representac¸a˜o das soluc¸o˜es. Ale´m disso, foi
abordada a forma como a populac¸a˜o inicial e´ obtida, bem como o crite´rio
de convergeˆncia da metaheurı´stica desenvolvida. A questa˜o da preservac¸a˜o
da diversidade da populac¸a˜o foi enta˜o abordada, atrave´s da te´cnica de fitness
sharing. Por fim, um algoritmo para soluc¸a˜o do problema foi apresentado,
detalhando as principais etapas do processo iterativo.
No pro´ximo capı´tulo sera˜o apresentados os resultados computacionais
obtidos com aplicac¸a˜o da metaheurı´stica AGMO.
5 RESULTADOS NUME´RICOS
5.1 Introduc¸a˜o
Neste capı´tulo sa˜o apresentados os resultados nume´ricos obtidos com
a aplicac¸a˜o da metodologia AGMO desenvolvida. Treˆs sistemas testes sa˜o
utilizados: (i) sistema teste do IEEE de 30 barras e (ii) um sistema equivalente
da regia˜o Sul do Brasil de 182 barras denominado Sul-182 e (iii) um sistema
equivalente Ingleˆs. Sa˜o analisados seis diferentes casos, 2 (dois) utilizando
o sistema teste IEEE - 30 barras, um utilizando o sistema equivalente Ingleˆs
de 40 barras (ENG-40) e treˆs utilizando o sistema real equivalente da regia˜o
Sul (Sul-182). De acordo com as func¸o˜es te´cnicas apresentadas no Capı´tulo
2, sa˜o realizadas diferentes ana´lises, considerando a func¸a˜o te´cnica do desvio
quadra´tico das tenso˜es em relac¸a˜o a 1pu e a maximizac¸a˜o da transfereˆncia de
poteˆncia entre duas a´reas distintas. Por fim, os resultados sa˜o analisados e sa˜o
obtidas concluso˜es a respeito das ana´lises.
5.2 Considerac¸o˜es Iniciais
Algumas informac¸o˜es sobre os treˆs sistemas considerados sa˜o apre-
sentadas na Tabela 4, na qual e´ possı´vel verificar o nu´mero de barras do sis-
tema, nu´mero de geradores, a carga ativa total e a carga reativa total. Os
detalhes do sistema Sul (SUL-182) sa˜o apresentados no Apeˆndice B ao final
desse trabalho e maiores detalhes sobre o sistema equivalente Ingleˆs de 40
barras (ENG-40) podem ser encontrados em (MINGUEZ et al., 2007)
Tabela 4: Resumo dos sistemas simulados
Sistema Barras Geradores ptotd (MW) q
tot
d (MVar)
IEEE-30 32 5 283 126
SUL-182 182 23 3463;90 652;03
ENG-40 40 8 41 7
A metodologia foi implementada no software de programac¸a˜o Matlab
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e as simulac¸o˜es foram obtidas em um PC INTEL Pentium 4 2.0 GHz com Sis-
tema Operacional Windows Vista Home Basic com 2 Gb de memo´ria RAM.
Para os sistemas testados, sa˜o apresentados as soluc¸o˜es presentes na fronteira
de Pareto, bem como a influeˆncia dessas soluc¸o˜es na operac¸a˜o do sistema.
5.2.1 Paraˆmetros do AGMO
Entre os mais importantes paraˆmetros do AGMO desenvolvido esta˜o:
o tamanho da populac¸a˜o (nind), o nu´mero de gerac¸o˜es a partir da qual
considera-se a obtenc¸a˜o da fronteira de Pareto (nger), a probabilidade de
cruzamento (cross-over) e a probabilidade de mutac¸a˜o. Na literatura os
valores encontrados esta˜o na faixa de 60 a 100% para a probabilidade de
cruzamento e entre 0,1 e 5% para a probabilidade de mutac¸a˜o. Neste trabalho
sa˜o mantidos fixos a probabilidade de cruzamento (100%) e a probabilidade
de mutac¸a˜o (5%). O nu´mero de indivı´duos da populac¸a˜o (nind) e o nu´mero
de gerac¸o˜es (nger) dependem da complexidade do problema e sa˜o determina-
dos experimentalmente. No entanto, observa-se que o nu´mero de indivı´duos
e o nu´mero de gerac¸o˜es possuem relac¸a˜o direta com o tamanho do espac¸o de
busca e, portanto, influenciam de maneira concreta o resultado do problema.
Ale´m dos paraˆmetros anteriormente descritos, o AGMO possui o paraˆmetro
ssh apresentado no Capı´tulo 3. Na literatura, um valor frequentemente
utilizado e´ ssh = 0;5, vide por exemplo (DEB; KALYANMOY, 2001), e portanto
este valor e´ tomado como base neste trabalho.
Neste trabalho foram utilizados diferentes paraˆmetros, de acordo com
o sistema simulado. No pro´ximo item, e´ feito um resumo dos casos simulados
e os paraˆmetros utilizados sa˜o informados.
5.3 Resumo dos Casos Simulados
 CASO I: Caso utilizando o sistema teste IEEE 30 barras usado para
verificar se o algoritmo fornece resultados coerentes em termos de
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comportamento do sistema em regime permanente. A func¸a˜o te´ccnica
empregada e´ a soma dos desvios quadra´ticos das tenso˜es. E´ feito um
acre´scimo de 30% na carga de uma barra do sistema e posteriormente e´
verificado se tal barra aparece entre as soluc¸o˜es na˜o dominadas obtidas
pelo algoritmo.
Para a obtenc¸a˜o dos resultados, os seguintes paraˆmetros do AG foram
empregados:
– Nu´mero de Gerac¸o˜es: 100
– Nu´mero de Indivı´duos: 60
 CASO II: Caso que utiliza tambe´m o sistema IEEE 30 barras, pore´m
analisa a alocac¸a˜o de equipamentos FACTS no sistema utilizando a
func¸a˜o te´cnica maximizac¸a˜o da transfereˆncia de poteˆncia. Duas di-
ferentes a´reas sa˜o determinadas e o objetivo e´ maximizar o fluxo de
poteˆncia de uma a´rea para a outra. Para a obtenc¸a˜o das simulac¸o˜es, os
seguintes paraˆmetros do AG foram empregados:
– Nu´mero de Gerac¸o˜es: 100
– Nu´mero de Indivı´duos: 60
 CASO III: Caso que utiliza o sistema o ENG 40. Como func¸a˜o te´cnica,
utiliza-se a soma dos desvios quadra´ticos das tenso˜es em relac¸a˜o a
1.0pu. Para a obtenc¸a˜o das simulac¸o˜es, os seguintes paraˆmetros do
AG foram empregados:
– Nu´mero de Gerac¸o˜es: 100
– Nu´mero de Indivı´duos: 60
 CASO IV: Estudo realizado com o sistema Sul-182. Como func¸a˜o
te´cnica, utiliza-se a soma dos desvios quadra´ticos das tenso˜es em
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relac¸a˜o a 1.0pu. Para a obtenc¸a˜o das resultados, os seguintes
paraˆmetros do AG foram empregados:
– Nu´mero de Gerac¸o˜es: 200
– Nu´mero de Indivı´duos: 400
 CASO V: Caso semelhante ao Caso II, pore´m considerando a con-
tingeˆncia da linha 525 kV Salto Santiago-Ita´ - contingeˆncia mais se-
vera da regia˜o Sul. Assim como no caso anterior, utiliza-se a func¸a˜o de
minimizac¸a˜o do desvio quadra´tico de tensa˜o em relac¸a˜o a um 1 pu. Os
seguintes paraˆmetros do AG foram empregados:
– Nu´mero de Gerac¸o˜es: 200
– Nu´mero de Indivı´duos: 400
 CASO VI: Caso simulado tambe´m com o sistema Sul-182 pore´m uti-
lizando a ma´xima transfereˆncia de poteˆncia para o Rio Grande do Sul
como crite´rio te´cnico. Para tanto, os fluxos nas LTs 525kV Ita´ - Gra-
vataı´, Campos Novos - Gravataı´ e Ita´ - Santo Aˆngelo sa˜o maximizados.
Para a obtenc¸a˜o dos resultados, os seguintes paraˆmetros do AG foram
empregados:
– Nu´mero de Gerac¸o˜es: 400
– Nu´mero de Indivı´duos: 200
5.4 Casos Analisados
5.4.1 CASO I
Para comprovar a funcionalidade do AGMO implementado, e´ pro-
posto uma primeira ana´lise utilizando o sistema IEEE-30 barras com a de-
manda na barra 10 acrescida em 30%. A ideia e´ comprovar que, devido ao
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aumento de carga, fica complicado atender a carga com tensa˜o mı´nima de
0,95 pu.
Originalmente, a demanda de poteˆncia ativa na barra e´ de 5;8 MW
e, apo´s o incremento de 30%, essa passa a ser de 7;54 MW. A demanda
reativa original e´ de 2;0 Mvar e apo´s o incremento passa a ser 2;6 Mvar.
E´ possı´vel analisar a robustez da metodologia desenvolvida, pois o sistema
apresenta uma careˆncia de reativos no entorno desse barramento, sendo esse
um prova´vel local de inserc¸a˜o do SVC.
O resultado apresentado na Tabela 5 foi obtido em uma simulac¸a˜o
considerando a inclusa˜o de 1 (um) equipamento FACTS do tipo SVC no
sistema IEEE-30, considerando a func¸a˜o te´cnica de minimizac¸a˜o do desvio
quadra´tico das magnitudes de tensa˜o em relac¸a˜o a 1 pu. A AGMO obteve 9
soluc¸o˜es na˜o dominadas neste caso. Na Tabela, a primeira coluna representa
o nu´mero da soluc¸a˜o na˜o dominada, a segunda coluna apresenta o nu´mero
da barra na qual sera´ inserido o equipamento, ou seja, barra que ira´ conter
um FACTS do tipo SVC, e a terceira e quarta colunas apresentam, respecti-
vamente, o valor da func¸a˜o te´cnica e econoˆmica em cada soluc¸a˜o obtida.
Tabela 5: Resultados para o Sistema IEEE-30
Soluc¸a˜o Barra Ft Fe(US$/kVAr) Capacidade
1 22 0.1705 133.98 33.30
2 20 0.1080 134.02 35.80
3 25 0.1495 133.58 33.19
4 10 0.0713 135.47 50.61
5 21 0.0656 135.49 50.72
6 20 0.1112 133.98 32.71
7 10 0.0406 138.94 64.99
8 10 0.0163 139.15 91.41
9 10 0.0133 139.38 93.01
Constata-se que grande parte das alocac¸o˜es foram na vizinhanc¸a da
barra com carga incrementada, tais como as barras 21 e 22 que se conectam
diretamente a` barra 10 (dez). A Tabela 5 mostra tambe´m que soluc¸o˜es que
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indicam a inserc¸a˜o do SVC na barra 10 possuem os menores valores de func¸a˜o
te´cnica. Por outro lado, e´ apresentado, como soluc¸a˜o que minimiza a func¸a˜o
econoˆmica associada ao problema, a inserc¸a˜o do SVC na barra 25. Pode-se
verificar, atrave´s da Tabela 5, a sensibilidade da magnitude de tensa˜o quando
considerada a inserc¸a˜o de um SVC a barra 10 (soluc¸a˜o 9). Tal soluc¸a˜o e´ a
que apresenta melhor crite´rio te´cnico, ou seja, soluc¸a˜o que apresenta menor
desvio quadra´tico de tensa˜o.
Tabela 6: Soluc¸o˜es na˜o-dominadas para o Sistema IEEE-30
Soluc¸a˜o Barra Vorig Votm Variac¸a˜o (%)
6
10 0.9994 1.0203 2.04
21 0.9876 1.0065 1.87
22 0.9885 1.0067 1.80
Percebe-se que ale´m de contribuir para a elevac¸a˜o da tensa˜o no ponto
de inserc¸a˜o (barra 10), o SVC melhora as tenso˜es nos barramentos vizinhos
(barras 21 e 22), o que acaba contribuindo para a otimizac¸a˜o do crite´rio
te´cnico. A Figura 26 apresenta uma comparac¸a˜o do perfil de tensa˜o do sis-
tema com e sem o SVC na barra 10. Percebe-se que, como era de se esperar,
a inserc¸a˜o do SVC proporciona um perfil de tensa˜o melhor distribuı´do. Em
especial, nota-se que, ale´m de contribuir para a elevac¸a˜o da tensa˜o na barra
10, o equipamento eleva as tenso˜es das barras vizinhas (21 e 22), deixando-as
mais pro´ximas de 1.0pu.
5.4.2 CASO II
Para avaliar a metodologia considerando o crite´rio te´cnico de
maximizac¸a˜o da transfereˆncia de poteˆncia, novamente e´ utilizado o sis-
tema IEEE 30 barras, representado na Figura 27. As seguintes alterac¸o˜es
foram realizadas no sistema teste: a constituic¸a˜o de duas a´reas distintas
denominadas Areas 1 e 2 e a considerac¸a˜o de 5 geradores, conectados a`s
barras 1, 2, 5, 11 e 13. A func¸a˜o te´cnica e´ composta pela somas dos fluxos
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Figura 26: Comparac¸a˜o do perfil de tenso˜es para o sistema IEEE-30
de poteˆncia nas linhas 2-5, 2-6, 4-6, 16-17 e 18-19 e 23-24, , maximizando a
transfereˆncia de poteˆncia da A´rea 1 para a A´rea 2.
O resultado do AGMO, considerando a inserc¸a˜o de 2 equipamentos
FACTS dos tipos SVC e TCSC, e´ apresentado na Tabela 7. Na segunda coluna
e´ apresentado o local de instalac¸a˜o do equipamento (ı´ndice da barra, no caso
de SVC ou a linha, no caso de TCSC).
Neste caso, o AGMO obteve 11 soluc¸o˜es na˜o dominadas, sendo 6 pre-
vendo somente a instalac¸a˜o de SVCs. Pode-se verificar que a inclusa˜o de dois
equipamento FACTS do tipo SVC nas barras 10 e 16 (soluc¸a˜o 1) e´ a soluc¸a˜o
que apresenta melhor crite´rio te´cnico, uma vez que a transfereˆncia de poteˆncia
alcanc¸a os 1;63pu. Devido ao fato do sistema apresentar baixa capacidade de
suporte de reativos no entorno das barras 10 e 16, a inclusa˜o dos equipamen-
tos SVCs eleva as tenso˜es nessas regio˜es e possibilita uma maior transfereˆncia
de poteˆncia nos circuitos da interligac¸a˜o. Com a inserc¸a˜o dos SVCs, a trans-
fereˆncia de poteˆncia passa a ser limitada somente pela poteˆncia ativa gerada
pelos geradores da A´rea 2, os quais, apo´s o processo de otimizac¸a˜o, esta˜o

































Figura 27: Sistema IEEE 30 Barras
todos em seus respectivos limites mı´nimo de gerac¸a˜o, na˜o havendo, portanto,
condic¸o˜es para elevac¸a˜o da transfereˆncia.
Pode-se verificar que a inclusa˜o de dois equipamento FACTS do tipo
TCSC nas linhas 9-10 e 5-7 (soluc¸a˜o 11), e´ a soluc¸a˜o de apresenta melhor
crite´rio econoˆmico. No entanto, tal soluc¸a˜o representa uma transfereˆncia de
poteˆncia de 1;21 pu, bem abaixo da apresentada pela soluc¸a˜o 1.
Na Figura 28 e´ apresentada a fronteira de eficieˆncia do problema. E´
possı´vel verificar que a fronteira de eficieˆncia na˜o e´ convexa. Nota-se que
o emprego da te´cnica de fitness sharing leva a` obtenc¸a˜o de um representa-
tivo nu´mero de soluc¸o˜es na˜o dominadas, que se distribuem de forma bastante
uniforme na fronteira de eficieˆncia.
Na Figura 29 e´ apresentada uma comparac¸a˜o da transfereˆncia de
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Tabela 7: Soluc¸o˜es na˜o-dominadas para o Sistema IEEE-30
Soluc¸a˜o Local Tipo Ft (pu) Fe (US$/kVAr)
1 10 SVC 1:639 286:8316 SVC
2 17 SVC 1:621 283:3016 SVC
3 19 SVC 1:554 275:1812 SVC
4 12 SVC 1:553 275:1819 SVC
5 15 SVC 1:486 273:3918 SVC
6 10 SVC 1:373 273:1312 16 TCSC
7 12 SVC 1:371 268:815 SVC
8 10 SVC 1:289 267:422 6 TCSC
9 9 SVC 1:249 267:8110 21 TCSC
10 10 SVC 1:243 267:789 11 TCSC
11 9 10 TCSC 1:219 267:305 7 TCSC
poteˆncia considerando o caso Base (sem adic¸a˜o de FACTS), e das soluc¸o˜es
1 e 11. O valor da transfereˆncia de poteˆncia sem a inserc¸a˜o de nenhum
equipamento FACTS, quando considerada a maximizac¸a˜o do carregamento
nos circuitos da interligac¸a˜o, e´ 1;19pu. Utilizando TCSCs na linhas 9-10 e
5-7 (soluc¸a˜o 11), o valor da transfereˆncia de poteˆncia e´ 1;22pu, ou seja, um
acre´scimo de 2;52% em relac¸a˜o ao Caso Base. Pore´m, com a inserc¸a˜o de um
FACTS do tipo SVC na barra 10 e um SVC na barra 16 (soluc¸a˜o 1), o valor
da transfereˆncia de poteˆncia e´ 1;64pu, ou seja um acre´scimo de 37;82% em
relac¸a˜o ao Caso Base. O restante das soluc¸o˜es apresentadas na Tabela 7 sa˜o
alternativas para a inclusa˜o de equipamentos, as quais ponderam os crite´rios
te´cnico e econoˆmico, e esta˜o contidas dentro do intervalo de transfereˆncia
[1;22 1;64]pu e o intervalo de custo [267;30 286;83] US$/kVAr.
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Figura 28: Fronteira de Eficieˆncia - Caso II



















Figura 29: Comparac¸a˜o da transfereˆncia de poteˆncia - Caso II
5.4.3 CASO III
Neste caso, o sistema ENG-40 (MINGUEZ et al., 2007) foi usado para
analisar o desempenho do AGMO quando o crite´rio te´cnico e´ a minimizac¸a˜o
do desvio quadra´tico em relac¸a˜o a 1pu. O resultado da aplicac¸a˜o da metodo-
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logia proposta considerando a alocac¸a˜o de 4 equipamentos FACTS e´ apresen-
tado na Tabela 8. Sa˜o apresentadas as 14 soluc¸o˜es na˜o dominadas resultantes
do processo de otimizac¸a˜o.
Tabela 8: Resultados para o Sistema ENG-40
Soluc¸a˜o Barras Ft Fe (US$/kVAr)
1 29, 32, 33, 37 0.48 403.88
2 31, 4, 29, 33 0.61 403.69
3 33, 32, 11, 29 0.65 403.13
4 33, 1, 29, 23 0.67 402.59
5 30, 31, 11, 29 1.03 401.27
6 31, 4, 11, 29 1.07 401.10
7 33, 1, 8, 30 1.07 398.86
8 33, 1, 4, 16 1.36 398.74
9 33, 1, 23, 7 1.44 397.67
10 31, 4, 8, 30 1.57 395.84
11 5, 9, 8, 30 1.66 395.50
12 5, 9, 4, 16 1.96 395.16
13 5, 9, 16, 4 1.96 395.16
14 5, 9, 23, 7 2.05 393.35
Verifica-se que a soluc¸a˜o que minimiza a func¸a˜o te´cnica e´ a inclusa˜o
de um FACTS nas barras 29, 32, 33 e 37 (soluc¸a˜o 1). Em (MINGUEZ et al.,
2007) todas essas barras foram escolhidas, usando o me´todo de Benders,
para a alocac¸a˜o o´tima de SVCs. As simulac¸o˜es indicaram que o sistema,
na composic¸a˜o original, apresenta uma regia˜o com problema de suporte de
reativos composta pelas barras 29, 30, 31, 33, 34, 35, 36 e 37.
Por outro lado, a inclusa˜o dos equipamentos nas barras 5, 7, 9 e 23
(soluc¸a˜o 14) e´ a soluc¸a˜o que minimiza o crite´rio econoˆmico e, portanto, apre-
senta a func¸a˜o te´cnica mais elevada entre as 14 soluc¸o˜es apresentadas. As
demais soluc¸o˜es representam alternativas para a alocac¸a˜o do equipamento,
todas pertencentes a fronteira de eficieˆncia do problema que e´ mostrada na
Figura 30. Observa-se que essa fronteira na˜o e´ convexa.
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Figura 30: Fronteira de Eficieˆncia - Caso III
5.4.4 CASO IV
Nos estudos realizados com o sistema Sul-182 considerou-se a rede
completa, ou seja, que todos equipamentos nela presentes esta˜o em perfeita
operac¸a˜o. Os dados do sistema, incluindo os geradores e seus respectivos
limites operacionais, sa˜o informados no Apeˆndice B.
As soluc¸o˜es na˜o dominadas obtidas pelo AGMO proposto conside-
rando a inserc¸a˜o de 1 equipamento FACTS sa˜o apresentadas na Tabela 9.
A primeira coluna identifica o nu´mero da soluc¸a˜o, a segunda o local de
instalac¸a˜o do equipamento FACTS, a terceira e quarta representam, respecti-
vamente, as func¸o˜es te´cnica e econoˆmica associadas, e a quinta representa a
capacidade do equipamento.
Nota-se que todas as soluc¸o˜es indicam a inserc¸a˜o do equipamento
FACTS tipo SVC. Isso ocorre devido ao fato de que o sistema considerado ser
um sistema real, diversas barras com tenso˜es de valores reduzidos. Percebe-se
que a barra de CURITIBA-525kV e´ a que aparece com maior frequeˆncia nas
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Tabela 9: Soluc¸o˜es na˜o-dominadas para o Caso IV
Soluc¸a˜o Local Tipo Ft (pu) Fe (US$/kVAr) Capacidade (Mvar)
1 CURITIBA-525 SVC 0.3889 139.3828 90.5889
2 BLUMENAU-525 SVC 0.3893 139.3800 87.1593
3 CURITIBA-525 SVC 0.3894 139.3800 97.1488
4 CURITIBA-525 SVC 0.3903 139.3800 73.2167
5 CURITIBA-525 SVC 0.3908 138.0549 73.8342
6 CURITIBA-525 SVC 0.3917 134.3693 41.9988
7 CURITIBA-525 SVC 0.3941 134.0956 37.8667
8 BLUMENAU-525 SVC 0.3948 133.9877 33.1345
8 soluc¸o˜es apresentadas. Constata-se tambe´m que a soluc¸a˜o que a apresenta
melhor crite´rio te´cnico e´ a soluc¸a˜o 1 - inserc¸a˜o do SVC na barra CURITIBA-
525 com capacidade de aproximadamente 90 Mvar. A Tabela 10 mostra as
tenso˜es em barras representativas do sistema na condic¸a˜o original e com a
inserc¸a˜o do SVC em Curitiba-525. A primeira coluna apresenta a barra do
sistema, a segunda apresenta a tensa˜o original da barra sem a presenc¸a do
SVC (Vorig), a terceira apresenta a tensa˜o da barra com SVC (Vsvc) e a quarta
apresenta a variac¸a˜o da tensa˜o com a inserc¸a˜o do SVC na barra de Curitiba.
Tabela 10: Tenso˜es nas Barras da regia˜o de Curitiba com e sem a presenc¸a do
SVC
Barra Vorig Vsvc Variac¸a˜o (%)
CURITIBA-525 0.9538 1.0038 5.36
CURITIBA-230 1.0105 1.0087 0.69
BLUMENAU-525 0.9523 0.9852 1.85
BLUMENAU-230 1.0095 1.0171 2.45
AREIA -525 1.0011 1.0070 1.28
Nota-se que a inserc¸a˜o de um SVC na barra de Curitiba 525kV ale´m
de elevar a tensa˜o na pro´pria barra, tambe´m eleva as tenso˜es nos barramentos
vizinhos, como pode ser observado nas tenso˜es de Blumenau 525 kV e Areia
525 kV. Entretanto, a atuac¸a˜o mais contundente e´ no local de inserc¸a˜o do
SVC, ou seja, na tensa˜o de Curitiba 525 kV.
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Por outro lado, a inserc¸a˜o de um SVC na barra de BLUMENAU-525
(soluc¸a˜o 8) e´ a que apresenta menor crite´rio econoˆmico - custo de aproxima-
damente 133 US$/kVAr. A Tabela 11 mostra as tenso˜es nas mesmas barras
da Tabela 10 considerando a inserc¸a˜o do SVC em Blumenau-525. Observa-
se que o equipamento eleva a tensa˜o da barra de Blumenau-525, pore´m na˜o
soluciona o problema de tensa˜o reduzida em Curitiba-525.
Tabela 11: Tenso˜es nas Barras da regia˜o de Curitiba com e sem a presenc¸a do
SVC
Barra Vorig Vsvc Variac¸a˜o (%)
CURITIBA-525 0.9538 0.9613 0.78
CURITIBA-230 1.0105 1.0091 0.13
BLUMENAU-525 0.9523 0.9835 3.17
BLUMENAU-230 1.0095 1.0159 0.63
AREIA -525 1.0011 1.0008 0.03
A Figura 31 apresenta a fronteira de Pareto obtida pelo algoritmo.
Observa-se, mais uma vez, que a fronteira na˜o e´ convexa. Nota-se tambe´m
que o desempenho da te´cnica de fitness sharing foi pior do que o observado
para o sistema IEEE-30, ja´ que as soluc¸o˜es na˜o dominadas na˜o esta˜o unifor-
memente distribuı´das na fronteira.
5.4.5 CASO V
O resultados obtidos para esse caso tambe´m utilizam o sistema
Sul-182, pore´m neste caso o estudo sobre alocac¸a˜o o´tima de equipamentos
FACTS foi realizado considerando a contingeˆncia da LT Santo Santiago - Ita´.
Tal contingeˆncia foi analisada por ser a contingeˆncia mais severa do sistema.
As soluc¸o˜es obtidas pela metodologia proposta considerando a inserc¸a˜o de 1
equipamento FACTS sa˜o apresentadas na Tabela 12. A primeira coluna iden-
tifica o nu´mero da soluc¸a˜o, a segunda o local de instalac¸a˜o do equipamento
FACTS, a terceira e quarta representam respectivamente as func¸o˜es te´cnica e
econoˆmica associadas e a quinta representa a capacidade do equipamento.
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Figura 31: Fronteira de Eficieˆncia - Caso IV
Tabela 12: Soluc¸o˜es na˜o-dominadas para o Caso V
Soluc¸a˜o Local Tipo Ft (pu) Fe (US$/kVAr) Capacidade (Mvar)
1 GRAVATAI-525 SVC 0.3879 134.9531 49.1364
2 CURITIBA-525 SVC 0.4468 133.9997 31.6055
3 CURITIBA-525 SVC 0.5124 134.1367 38.6890
4 PICARRAS-138 SVC 0.9315 133.9930 32.1293
5 TROMBUDO-138 SVC 0.9561 133.9807 33.6451
Percebe-se que, para o caso com contingeˆncia, a barra de Curitiba
525kV na˜o e´ mais a soluc¸a˜o que otimiza o crite´rio te´cnico. Neste caso, a
barra de Gravataı´, tambe´m em 525 kV, apresenta o melhor crite´rio te´cnico.
Observa-se que ha´ uma diferenc¸a considera´vel entre capacidade do equipa-
mento alocado em Gravataı´-525 e os equipamentos alocados nas demais bar-
ras. A ana´lise das tenso˜es com e sem a presenc¸a do SVC na regia˜o de Gravataı´
e´ apresentada na Tabela 13. A primeira coluna apresenta a barra do sistema,
a segunda apresenta a tensa˜o original da barra sem a presenc¸a do SVC (Vorig),
a terceira apresenta a tensa˜o da barra com SVC (Vsvc) e a quarta apresenta a
variac¸a˜o da tensa˜o com a inserc¸a˜o do SVC na barra de Curitiba.
Nota-se que a inserc¸a˜o de um SVC na barra de Gravataı´ 525kV eleva
104 5 RESULTADOS NUME´RICOS
Tabela 13: Tenso˜es nas Barras da regia˜o de Gravataı´ com e sem a presenc¸a
do SVC
Barra Vorig Vsvc Variac¸a˜o (%)
GRAVATAI-525 0,9500 0,9990 5.36
GRAVATAI-230 0,9845 1,0184 0.69
CNOVOS -525 0.9867 0.9882 1.85
ITA -525 0,9907 1.0043 2.45
principalmente a tensa˜o no barramento de Gravataı´ 525 kV. Percebe-se que
tal tensa˜o sem a presenc¸a do SVC esta´ no limite mı´nimo e apo´s a inserc¸a˜o do
SVC esta e´ elevada a valores muito pro´ximos de 1pu. Ale´m disso, as tenso˜es
nos barramentos vizinhos tambe´m sofrem pequenas alterac¸o˜es, como pode
ser observado nas tenso˜es de Campos Novos 525 kV e Ita´ 525 kV.
Por outro lado, a soluc¸a˜o que indica a inserc¸a˜o de um SVC em
Trombudo-138 e´ a que possui menor custo. A Tabela 14 indica as tenso˜es na
regia˜o com e sem o SVC. Observa-se que, diferente da soluc¸a˜o que maximiza
o crite´rio te´cnico, a alocac¸a˜o do SVC na SE 138 kV Trombudo, embora
solucione o problema da pro´pria barra, na˜o traz benefı´cios para as tenso˜es
das barras de Gravataı´, Campos Novos e Ita´.
Tabela 14: Tenso˜es nas Barras da regia˜o de Gravataı´ com e sem a presenc¸a
do SVC na barra de Trombudo-138 kV
Barra Vorig Vsvc Variac¸a˜o (%)
TROMBUDO-138 0,9903 1,0480 5.50
GRAVATAI-525 0,9500 0,9500 0
GRAVATAI-230 0,9845 0,9873 0,28
CNOVOS -525 0.9867 0,9878 0,11
ITA -525 0,9907 0,9915 0,08
A Figura Figura 32 apresenta a fronteira de Pareto obtida neste Caso.
Observa-se que tenham sido obtidos pontos os extremos dessa fronteira, na˜o
ha´ uma boa distribuic¸a˜o das soluc¸o˜es na˜o dominadas. Este fato indica a neces-
sidade de se implementar melhorias na te´cnica de diversificac¸a˜o empregada.
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Figura 32: Fronteira de Eficieˆncia - Caso V
5.4.6 CASO VI
Este estudo avalia o recebimento de poteˆncia pelo Rio Grande do Sul
e considera rede completa. Para maximizar o recebimento de poteˆncia pelo
estado, sa˜o maximizados os fluxos de poteˆncia nas LTs 525 kV Ita´-Gravataı´,
Ita´-Santo Aˆngelo e Campos Novos Gravataı´. Embora haja outras conexo˜es
com o estado, pode-se considerar as treˆs linhas de 525 kV como as mais
importantes conexo˜es.
Inicialmente obteve-se a ma´xima transfereˆncia de poteˆncia sem a
inserc¸a˜o de nenhum equipamento FACT. Para o caso base, a Tabela 15
apresenta os fluxos de poteˆncia ativa obtidos nas linhas de 525 kV que fazem
fronteira com o Rio Grande do Sul:
Tabela 15: Soluc¸o˜es na˜o-dominadas para o Sistema Sul-182
Linha Tensa˜o (kV) Fluxo(pu)
Ita´-Gravataı´ 525 kV 6.4987
Ita´-Santo Aˆngelo 525 kV 6.0864
Campos Novos - Gravataı´ 525 kV 1.6331
Total 14.2182
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O resultado do AGMO, considerando a inserc¸a˜o de 1 equipamento
FACTS e´ apresentado na Tabela 16. Na primeira coluna e´ apresentado o
nu´mero da soluc¸a˜o, na segunda e´ apresentado o local de instalac¸a˜o do equi-
pamento, na terceira seu tipo e na quarta e quinta, respectivamente, as func¸o˜es
te´cnica e econoˆmica.
Tabela 16: Soluc¸o˜es na˜o-dominadas para o Sistema Sul-182 considerando
rede completa e o crite´rio de maximizac¸a˜o da transfereˆncia de poteˆncia
Soluc¸a˜o Local Tipo Ft (pu) Fe (US$/kVAr)
1 LT 525 kV Campos Novos - Gravataı´ TCSC 15.1515 133.7500
2 LT 525 kV Campos Novos - Gravataı´ TCSC 15.0602 132.9105
3 LT 230 kV Curitiba - Joinville TCSC 14.8810 129.6096
Neste caso, o AGMO obteve 3 soluc¸o˜es na˜o dominadas, sendo todas
as soluc¸o˜es prevendo somente a instalac¸a˜o de TCSC. Pode-se verificar que a
inserc¸a˜o de um FACTS do tipo TCSC na LT 525 kV Campos Novos - Gravataı´
(soluc¸a˜o 1) e´ a soluc¸a˜o que apresenta melhor crite´rio te´cnico, uma vez que a
transfereˆncia de poteˆncia alcanc¸a os 15;1515pu. Por outro lado, inserc¸a˜o de
um FACTS do tipo TCSC na LT 230 kV Curitiba - Joinville (soluc¸a˜o 3) e´ a
soluc¸a˜o que otimiza o crite´rio econoˆmico. Entretanto, todas as treˆs soluc¸o˜es
apresentadas na tabela sa˜o o´timas do ponto de vista de Pareto.
Na Figura 33 e´ apresentada uma comparac¸a˜o da transfereˆncia de
poteˆncia considerando o caso Base (sem adic¸a˜o de FACTS), e das soluc¸o˜es
1 e 3. O valor da transfereˆncia de poteˆncia sem a inserc¸a˜o de nenhum
equipamento FACTS, quando considerada a maximizac¸a˜o do carregamento
nos circuitos da interligac¸a˜o, e´ 14;2182pu. Utilizando TCSC na linhas LT
230 kV Curitiba - Joinville (soluc¸a˜o 3), o valor da transfereˆncia de poteˆncia
e´ 14;8810pu, ou seja, um acre´scimo de 4;45% em relac¸a˜o ao Caso Base.
Pore´m, com a inserc¸a˜o de um TCSC na LT 525 kV Campos Novos - Gravataı´
(soluc¸a˜o 1), o valor da transfereˆncia de poteˆncia e´ 15;1515pu, ou seja um
acre´scimo de 6;16% em relac¸a˜o ao Caso Base.
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Figura 33: comparac¸a˜o da transfereˆncia de poteˆncia - Caso VI
5.5 Frequeˆncia da Soluc¸o˜es
Nesta sec¸a˜o e´ realizado um estudo para analisar a frequeˆncia que as
soluc¸o˜es na˜o-dominadas se repetem, considerando um determinado nu´mero
de vezes de execuc¸a˜o da metodologia. Para tanto, e´ considerado a ana´lise
apresentada no CASO IV. No estudo, o AGMO foi executado 10 vezes. As
soluc¸o˜es obtidas sa˜o analisadas e e´ verificada frequeˆncia com que as soluc¸o˜es
eficientes sa˜o obtidas. A Tabela 17 apresenta as soluc¸o˜es na˜o-dominadas
obtidas no conjunto de simulac¸o˜es e tambe´m o percentual de vezes que cada
soluc¸a˜o foi indicada como soluc¸a˜o na˜o-dominada do problema.
Tabela 17: Frequeˆncia das soluc¸o˜es na˜o-dominadas










Observa-se que durante a execuc¸a˜o das repetidas simulac¸o˜es, 9
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soluc¸o˜es estiveram presentes na fronteira de eficieˆncia do problema. A
alocac¸a˜o de SVC na SE 525 kV Curitiba apresenta a maior frequeˆncia entre
as barras analisadas, estando presente na fronteira de eficieˆncia do problema
em 80% das simulac¸o˜es. Tal constatac¸a˜o e´ ratificada pela ana´lise das tenso˜es
apresentadas na Tabela 10. Na Tabela e´ possı´vel perceber que a SE 525 kV
apresenta, originalmente, tensa˜o de 0;9538pu. Com o inserc¸a˜o do SVC, a
tensa˜o na SE 525 kV Curitiba e´ elevada para 1;0038, constatando que este
e´ um local adequado para inserc¸a˜o do equipamento. A alocac¸a˜o na SE 525
kV Blumenau representa a segunda maior frequeˆncia de alocac¸a˜o, estando
presente na fronteira de eficieˆncia do problema em 40% das simulac¸o˜es.
Embora com frequeˆncia mais reduzida, ao longo das simulac¸o˜es foram
alocados SVCs nas SE 525 kV Campos Novos em 20% das simulac¸o˜es; na
SE 525 kV Ita´ em 10% das simulac¸o˜es e na SE 525 kV Salto Santiago em
10% das simulac¸o˜es. Ale´m disso, foram alocados tambe´m SVCs nas SE
230 kV Curitiba em 20 % das simulac¸o˜es e na SE 138 kV Biguac¸u 10%
das simulac¸o˜es.
5.6 Escolha dos Paraˆmetros do AGMO
Nas sec¸o˜es anteriores, foram apresentados seis casos de aplicac¸a˜o da
metodologia proposta, com paraˆmetros definidos apo´s diversas simulac¸o˜es.
Nesta sec¸a˜o, realiza-se uma avaliac¸a˜o das func¸o˜es te´cnica e econoˆmica
considerando uma variac¸a˜o nos paraˆmetros nu´mero de gerac¸o˜es (nger) e
nu´mero de indivı´duos (nind). Para tanto, considera-se a ana´lise do CASO IV
(simulac¸a˜o do sistems SUL-182).
A Figura 34 apresenta o comportamento da func¸a˜o te´cnica quando o
paraˆmetro nu´mero de indivı´duos e´ incrementado. Nessa ana´lise, o nu´mero de
gerac¸o˜es e´ mantido fixo, 200 gerac¸o˜es e o nu´mero de indivı´duos e´ incremen-
tado de 80 ate´ 400.
Analisando a Figura 34 verifica-se que dentro do intervalo de variac¸a˜o
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Figura 34: Comportamento da func¸a˜o te´cnica frente variac¸a˜o de (nind)
do nu´mero de indivı´duos na populac¸a˜o (nind) sa˜o observados variac¸o˜es da
func¸a˜o te´cnica do problema. Para nind = 60 o valor da func¸a˜o te´cnica e´
aproximadamente 0,46 e a medida que o nu´mero de gerac¸o˜es e´ incrementado
o valor da func¸a˜o te´cnica vai diminuindo. A partir de nger = 240 o valor da
func¸a˜o te´cnica passa a na˜o sofrer grandes variac¸o˜es, indicando que o aumento
do nu´mero de indivı´duos na˜o leva a significativas melhoras na func¸a˜o te´cnica.
Com isso, chega-se a conclusa˜o de que, considerando o sistema SUL-182, de
300 a` 400 indivı´duos na populac¸a˜o pode ser considerado um bom valor para
o paraˆmetro (nind).
Uma ana´lise semalhante e´ apresentada na Figura 35, pore´m conside-
rando o paraˆmetro (nger). Verifica-se que, assim como na ana´lise anterior,
dentro do intervalo de variac¸a˜o do nu´mero de gerac¸o˜es (nger) sa˜o observa-
dos variac¸o˜es da func¸a˜o te´cnica do problema. Inicialmente, para nger = 40
o valor da func¸a˜o te´cnica e´ aproximadamente 0,39 e a medida que o nu´mero
de gerac¸o˜es e´ incrementado o valor da func¸a˜o te´cnica vai diminuindo. Entre-
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tanto, diferentemente do paraˆmetro (nind) o nu´mero de gerac¸o˜es na˜o possui
grande influeˆncia na func¸a˜o te´cnica, uma vez que essa apresenta uma pequena
variac¸a˜o, conforme pode ser verificado na Figura. Com isso, chega-se a con-
clusa˜o de que, considerando o sistema SUL-182, de 100 a` 200 gerac¸o˜es pode
ser considerado um bom valor para o paraˆmetro (nger).
Figura 35: Comportamento da func¸a˜o te´cnica frente variac¸a˜o de (nger)
5.7 Concluso˜es
Neste capı´tulo foi analisado o desempenho da metodologia desenvol-
vida para alocac¸a˜o o´tima de FACTS (AGMO).
Primeiramente, foi realizada uma simulac¸a˜o utilizando o sistema
IEEE-30 para comprovar a eficieˆncia da metodologia na alocac¸a˜o de SVC em
um ponto com demanda incrementada. Foi possı´vel comprovar que, diante
de uma regia˜o com problema de suporte de reativos, o AGMO foi capaz de
identificar tal regia˜o e alocar um equipamento SVC na mesma.
Na sequeˆncia, tambe´m utilizando o sistema IEEE-30 foi realizada uma
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ana´lise com duas diferentes a´reas do sistema, maximizando a transfereˆncia de
poteˆncia. Ficou comprovada a pontencialidade da metodologia desenvolvida
neste tipo de ana´lise, tendo em vista os incrementos obtidos no aumento da
transfereˆncia de poteˆncia.
Por fim, foram feitas treˆs diferentes simulac¸o˜es, todas utilizando o
sistema equivalente da regia˜o Sul. Os resultados obtidos mostram a poten-
cialidade da ferramenta, inclusive com aplicac¸o˜es em um sistema real. Den-
tre os aspectos observados nos seis casos simulados, destaca-se que fron-
teira de Pareto na˜o e´ convexa e que, em alguns casos, dependo do tipo de
ana´lise realizada, a fronteira de Pareto foi composta por poucas soluc¸o˜es na˜o-
dominadas e essas na˜o esta˜o devidamente distribuı´das ao longo da fronteira.
Tal constatac¸a˜o evidencia a necessidade de melhoras na te´cnica de fitness sha-
ring ou ate´ mesmo a utilizac¸a˜o de outra te´cnica de diversificac¸a˜o de soluc¸o˜es.
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6 CONCLUSO˜ES E SUGESTO˜ES PARA FUTUROS TRABALHOS
Esta dissertac¸a˜o teve como foco principal o estudo e desenvolvimento
de uma metodologia para alocac¸a˜o de FACTS do tipo SVC e TCSC em siste-
mas de poteˆncia, utilizando Algoritmos Gene´ticos Multiobjetivo (AGMO) e
Fluxo de Poteˆncia O´timo (FPO). Como ja´ discutido anteriormente, a alocac¸a˜o
o´tima dos equipamentos FACTS e´ um problema de difı´cil soluc¸a˜o, raza˜o pela
qual diversos me´todos heurı´sticos teˆm sido empregados. Este trabalho es-
tende os estudos anteriores utilizando AGMO em conjunto com algoritmos
de fluxo de poteˆncia o´timo.
Foram abordadas as principais metodologias desenvolvidas, tanto para
modelagem quanto para a aplicac¸a˜o de FACTS em sistemas de poteˆncia. Al-
guns dos principais trabalhos publicados na a´rea de otimizac¸a˜o multiobje-
tivo foram analisados e suas principais caracterı´sticas foram discutidas. Uma
breve descric¸a˜o dos equipamentos FACTS existentes e a modelagem dos equi-
pamentos de primeira gerac¸a˜o foram apresentadas. O problema de fluxo de
poteˆncia o´timo foi introduzido e as representac¸o˜es dos equipamentos SVC e
TCSC no problema FPO foram abordadas.
Como o problema a ser resolvido e´ multiobjetivo e possui varia´veis
inteiras, foram apresentados os conceitos envolvidos com otimizac¸a˜o multi-
objetivo inteiro-mista. Primeiramente, foi apresentado o conceito da fronteira
de Pareto e um exemplo aplicado a sistemas de poteˆncia foi detalhado, no qual
foi possı´vel exemplificar a obtenc¸a˜o da fronteira de eficieˆncia para dois ob-
jetivos conflitantes. Em seguida, foram abordadas diversas caracterı´sticas de
problemas com varia´veis inteiras e foram apresentadas as te´cnicas usadas na
sua resoluc¸a˜o.
Por fim, a metodologia proposta foi testada em diferentes sistemas, sob
diferentes condic¸o˜es operativas, e os resultados comprovaram o potencial da
aplicac¸a˜o de algoritmos gene´ticos multiobjetivo na alocac¸a˜o de equipamentos
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FACTS em sistemas de poteˆncia.
6.1 Concluso˜es
Do trabalho realizado podem ser tiradas concluso˜es de cara´ter geral e
mais estritamente relacionadas aos resultados obtidos. Primeiramente, deve-
se dizer que o uso conjunto de AGMO e um algoritmo de fluxo de poteˆncia
o´timo se mostrou importante para a resoluc¸a˜o do problema de alocac¸a˜o o´tima
de equipamentos FACTS. A metodologia se mostrou via´vel e, como sera´ dis-
cutido a seguir, pode ser estendida a estudos mais abangentes sobre esse pro-
blema. Em segundo lugar, podem ser tiradas va´rias concluso˜es relacionadas
a` qualidade dos resultados obtidos:
 A metodologia desenvolvida foi primeiramente aplicada a` um sistema
teste do IEEE de 30 barras com a demanda em uma barra incremen-
tada em 30%. Com isso foi possı´vel comprovar a robustez da te´cnica
desenvolvida, uma vez que a alocac¸a˜o do FACTS do tipo SVC se deu
de fato na regia˜o com careˆncia de reativos. Constatou-se que grande
parte das alocac¸o˜es foram na vizinhanc¸a da barra 21 e 22, barras que se
conectam diretamente a` barra 10.
 A avaliac¸a˜o da aplicac¸a˜o da metodologia considerando o crite´rio
te´cnico de maximizac¸a˜o da transfereˆncia de poteˆncia foi apresentada
considerando o sistema IEEE 30 barras como algumas modificac¸o˜es.
Para esse caso o AGMO obteve 11 soluc¸o˜es na˜o dominadas, sendo 6
prevendo somente a instalac¸a˜o de SVCs. Ganhos foram obtidos na
maximizac¸a˜o da transfereˆncia de poteˆncia, uma vez que chegou-se a
um aumento de aproximadamente 37% na transfereˆncia de poteˆncia
considerando a alocac¸a˜o de FACTS do tipo SVC nas barras 10 e 16.
 A ana´lise considerando o sistema ENG-40 permitiu que uma
comparac¸a˜o com uma metodologia baseada na decomposic¸a˜o de
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Benders fosse realizada. A ana´lise apresentada no Caso III, indica
14 soluc¸o˜es na˜o-dominadas, sendo a inserc¸a˜o de SVCs nas barras 29,
32, 33, e 37 a soluc¸a˜o que otimiza o crite´rio te´cnico. Tal soluc¸a˜o e´
exatamente a mesma soluc¸a˜o apresentada pela te´cnica de Benders,
ratificando a escolha das soluc¸o˜es do AGMO.
 A aplicac¸a˜o do AGMO ao sistema equivalente da regia˜o Sul, conside-
rando a condic¸a˜o normal de operac¸a˜o, foi apresentada no Caso IV e
indicou, entre outras soluc¸o˜es, a inserc¸a˜o de um FACTS do tipo SVC
na SE 525 kV Curitiba. Ale´m dessa soluc¸a˜o tambe´m foram indicadas a
possibilidades de inserc¸a˜o de equipamentos na SE 525 kV Blumenau.
Para a operac¸a˜o no caso da contingeˆncia da LT 525 kV Salto Santiago -
Ita´, considerada a contingeˆncia mais severa da regia˜o Sul, foi indicada
a inserc¸a˜o de FACTS do tipo SVC na SE 525 kV Gravataı´, elevando as
tenso˜es na pro´pria SE e tambe´m em subestac¸o˜es vizinhas.
 Na ana´lise das repetidas soluc¸o˜es do Caso IV, foi possı´vel verifi-
car a frequeˆncia que as soluc¸o˜es estiveram presentes na fronteira
de eficieˆncia. Isso indicou que, mesmo considerando diferentes
populac¸o˜es iniciais, o AGMO desenvolvido foi capaz de ratificar as
escolhas de instalac¸a˜o de equipamentos FACTS, uma vez que as SE
525 kV Curitiba e Blumenau foram os locais de maior incideˆncia de
alocac¸a˜o de FACTS em grande parte das simulac¸o˜es.
 Na ana´lise da variac¸a˜o dos paraˆmetros nu´mero de indivı´duos na (nind)
e nu´mero de gerac¸o˜es (nger) foi possı´vel, atrave´s da ana´lise gra´fica do
comportamento da func¸a˜o te´cnica associada ao problema, determinar
os paraˆmetros adequados, considerando o sistema SUL-182.
 No estudo de avaliac¸a˜o do recebimento de poteˆncia pelo Rio Grande
do Sul foram maximizados os fluxos de poteˆncia nas LTs 525 kV Ita´-
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Gravataı´, Ita´-Santo Aˆngelo e Campos Novos Gravataı´. O AGMO ob-
teve 3 indicac¸o˜es de inserc¸a˜o de equipamentos FACTS do tipo TCSC
e verificou-se que a inserc¸a˜o de um FACTS do tipo TCSC na LT 525
kV Campos Novos - Gravataı´ otimiza o crite´rio te´cnico, uma vez que
a transfereˆncia atinge valores de 15;15pu, aproximadamente 6% supe-
rior aos 14;21pu originais. Ale´m disso, inserc¸a˜o de um FACTS do tipo
TCSC na LT 230 kV Curitiba - Joinville foi a soluc¸a˜o que otimizou
o crite´rio econoˆmico, apresentando uma elevac¸a˜o na transfereˆncia de
poteˆncia de aproximadamente 4%.
Por fim, pode-se dizer que somente uma formulac¸a˜o bastante es-
pecı´fica do problema de alocac¸a˜o o´tima de equipamentos FACTS foi
analisada neste trabalho. Sendo assim, sa˜o feitas a seguir algumas sugesto˜es
para trabalhos futuros.
6.2 Sugesto˜es para Trabalhos Futuros
Dentre as possibilidades de ampliac¸o˜es dos estudos realizados, podem
ser listadas as seguintes considerac¸o˜es:
 Inclusa˜o de indicadores sobre o comportamento dinaˆmico do sistema
dentro da func¸a˜o te´cnica. Tal inclusa˜o podera´ ser feita sobre a forma
de penalidades, ou seja, caso a soluc¸a˜o na˜o respeite um dado indicador
dinaˆmico, sua qualidade te´cnica seria reduzida;
 Expandir a metodologia desenvolvida para a incorporac¸a˜o de novos
equipamentos FACTS, tais como STATCOM, SSSC e UPFC. A re-
fereˆncia (DUPIN; ALMEIDA, 2008) pode servir de embasamento teo´rico
para as futuras ana´lises, uma vez que apresenta a modelagem dos
FACTS de segunda gerac¸a˜o, baseados em conversores CC-CA, no pro-
blema do fluxo de poteˆncia o´timo;
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 Aprimoramento da func¸a˜o te´cnica de maximizac¸a˜o da transfereˆncia de
poteˆncia entre duas a´reas;
 Novos estudos visando o aprimoramento da te´cnica de diversificac¸a˜o de
soluc¸o˜es, uma vez que, dependo do cena´rio utilizado, foram apresen-
tados resultados com baixo nu´mero de soluc¸o˜es e se verificou-se que
essas na˜o estiveram bem distribuı´das ao longo da fronteira de Pareto;
 Novos estudos considerando diferentes cena´rios, patamares de carga e
principalmente estudos e testes de a fim de reduzir o tempo de proces-
samento do algoritmo e comprovar a aplicabilidade do AGMO desen-
volvido em sistema reais.
118 6 CONCLUSO˜ES E SUGESTO˜ES PARA FUTUROS TRABALHOS
APEˆNDICE A – SOLUC¸A˜O PELO ME´TODO DE PONTOS
INTERIORES
Em 1986 Adler e colaboradores apresentaram o me´todo de pontos
interiores (ADLER et al., 1986). O ponto chave do me´todo e´ a transformac¸a˜o
das restric¸o˜es de desigualdade em restric¸o˜es de igualdade, atrave´s da
incorporac¸a˜o de varia´veis de folga e da associac¸a˜o de uma func¸a˜o barreira
logarı´tmica a` func¸a˜o objetivo. Assim, forma-se a func¸a˜o lagrangeana ex-
pandida somente com restric¸o˜es de igualdade e aplica-se as condic¸o˜es de
Karush-Kuhn-Tucker (BAZARAA; SHERALI; SHETTY, 2006).
Com a incorporac¸a˜o das varia´veis de folga e a introduc¸a˜o da func¸a˜o
barreira logarı´timica, o problema de fluxo de poteˆncia o´timo pode ser escrito,









s:a : g(x) = 0
h(x)  sL = hmin (A.1)
h(x)+ sU = hmax
sU ;sU  0
S 0; p  0
A func¸a˜o Lagrangeana associada a este problema e´:
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 pTU (h(x)+ sU  hmax)
(A.2)
As condic¸o˜es necessa´rias de primeira ordem sa˜o:
ÑxL= 0! Ñx f (x;u)  (J (x;u))T l   (Ñxh(x))T (pL+pU ) = 0 (A.3)
ÑlL= 0! g(x;u) = 0 (A.4)
ÑpLL= 0! h(x)  sL hmin = 0 (A.5)
ÑpLL= 0! h(x)+ sU  hmax = 0 (A.6)
ÑsLL= 0! me  sLpL = 0 (A.7)
ÑsUL= 0! me+ sUpU = 0 (A.8)
onde J(x) e´ a matriz Jacobiana de g(x) e SL e SU sa˜o matrizes diagonais
compostas pelos elementos dos vetores sl e su, respectivamente. O sistema de
equac¸o˜es na˜o lineares pode ser resolvido pelo me´todo de Newton (SUN et al.,
1984), sendo composto pelas seguintes equac¸o˜es:
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Ñxh(x)Dx+DsU = (h(x)+ sU  hmax) (A.12)
 SLDpL PDsL = (me  sLpL) (A.13)
SUDpU  PDsU = (me  sUpU ) (A.14)
onde:
H1 (x;l ;pL;pU ) = Ñ2x f (x) l TÑ2xg(x)  (pL+pU )T Ñ2xh(x) (A.15)
PL ePU sa˜o matrizes diagonais compostas pelos vetores pL e pU , res-
pectivamente. As derivadas de primeira e segunda ordem resultantes da mo-
delagem do problema, sa˜o encontradas em (ALMEIDA, 1994). Re-escrevendo
matricialmente o conjunto de equac¸o˜es lineares, tem-se:























H1 (x;l ;pL;pU )  J (x)T  Ñxh(x)T  Ñxh(x)T 0 0
 J (x) 0 0 0 0 0
 Ñxh(x) 0 0 0  U 0
 Ñxh(x) 0 0 0 0 U
0 0  SL 0  PL 0
0 0 0 SU 0  PU
377777777775
(A.17)
ondeU e´ a matriz identidade.
Tendo obtido a soluc¸a˜o do sistema linear (A.16,) e´ necessa´rio calcu-
lar comprimento do passo para que as restric¸o˜es de na˜o negatividade das
varia´veis de folga e multiplicadores de Lagrange pL e pU sejam satisfeitas.
Para tanto, de acordo com (GRANVILLE, 1994) para calculo do passo pode-se





















Assim, as novas aproximac¸o˜es para as varia´veis sa˜o obtidas como
sendo:
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x= x+sgPDx (A.20)
sL = sL+sgPDsL (A.21)
sU = sU +sgPDsU (A.22)
l = l +sgDDl (A.23)
pL = pL+sgDDpL (A.24)
pU = pU +sgDDpU (A.25)
onde s e´ uma constante tendo por finalidade a garantia de interioridade da
nova soluc¸a˜o. Conforme a literatura, o valor 0;9995 tem sido constantemente
utilizado, resultando em boas aproximac¸o˜es.
Por fim, faz-se necessa´rio a atualizac¸a˜o do paraˆmetro barreira (m).






onde b e´ um paraˆmetro informado pelo usua´rio e n e´ o nu´mero de varia´veis
de decisa˜o.
Para a soluc¸a˜o do problema apresentado em (A.1) via o me´todo de
pontos interiores, o seguinte algoritmo e´ utilizado:
1. Inicializac¸a˜o das varia´veis e multiplicadores de Lagrange;
2. Ca´lculo do valor do grandiente da func¸a˜o Lagrangeana;
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3. Teste das condic¸o˜es de convergeˆncia. Se sa˜o satisfeitas a soluc¸a˜o o´tima
e´ encontrada. Do contra´rio, ir para o passo 4;
4. Ca´lculo da matriz H;
5. Resoluc¸a˜o o sistema linear (A.17) e obter os incrementos de todas as
varia´veis do problema;
6. Determinac¸a˜o os comprimentos de passo gP e gD;
7. Atualizac¸a˜o as varia´veis, usando as expresso˜es (A.24) - (A.25);
8. Ca´lculo do novo paraˆmetro de barreira m , usando (A.26). Retornar ao
passo 2.
APEˆNDICE B – DADOS DO SISTEMA SUL-182
Neste apeˆndice sa˜o apresentados os dados do sistema equivalente da
regia˜o Sul do Brasil. Primeiramente, sa˜o apresentados os dados de barra e na
sequeˆncia sa˜o apresentados os dados dos cirtuitos.
Tabela 18: Dados de barra do Sistema Sul-182
Num Nome Tensa˜o pg qg qming q
max
g pd qd
1 CAMBORIU–24 946 0.0 0.0 -999. 999. 6.10 3.00
2 CAMBORIU13.8 940 0.0 0.0 -999. 999. 9.00 3.00
3 PICAR.2-13.8 930 0.0 0.0 -999. 999. 1.90 5.20
4 PICAR.1-13.8 930 0.0 0.0 -999. 999. 3.50 0.90
5 IT.SAL.T3-24 965 0.0 0.0 -999. 999. 6.80 1.70
6 ISS-TT1,2-24 976 0.0 0.0 -999. 999. 17.30 3.80
7 ITAJAI2-13.8 986 0.0 0.0 -999. 999. 3.20 9.00
8 ITAJAI-2–24 988 0.0 0.0 -999. 999. 5.90 0.50
9 BRUSQUET1-24 997 0.0 0.0 -999. 999. 8.60 3.90
10 BQE-TT2,3-24 979 0.0 0.0 -999. 999. 28.40 2.80
11 PICARRAS13.8 986 0.0 0.0 -999. 999. 0.00 11.30
12 GASPAR—-24 979 0.0 0.0 -999. 999. 9.00 4.20
13 IBIRAMAT2-24 970 0.0 0.0 -999. 999. 1.50 0.70
14 IBIRAMAT1-24 979 0.0 0.0 -999. 999. 5.20 2.40
15 TIMBO—–24 1004 0.0 0.0 -999. 999. 18.50 7.60
16 US.CEDROS-24 957 7.3 4.5 -995. 995. 0.10 0.10
17 US.PALMEI.24 932 0.0 0.0 -999. 999. 0.00 0.00
18 US.PALME.-G2 1000 8.6 -2.6 -7. 10. 0.00 0.00
19 US.PALME.-G1 1000 8.6 -2.6 -907. 910. 0.00 0.00
20 US.SALTO-8.5 1000 3.4 4.5 4. 4. 0.00 0.00
21 US.SALTO–24 988 0.0 0.0 -999. 999. 0.00 0.00
22 BL.SALTO–24 988 0.0 0.0 -999. 999. 27.90 10.10
23 BL.GAR.T8-24 997 0.0 0.0 -999. 999. 2.90 2.10
24 BLU.GARCIA24 988 0.0 0.0 -999. 999. 23.50 8.60
25 BLUME.2-13.8 962 0.0 0.0 -999. 999. 1.80 1.40
26 BLUM.2-T2-24 988 0.0 0.0 -999. 999. 5.30 1.50
27 BLUM.2-T1-24 988 0.0 0.0 -999. 999. 6.30 1.90
28 TROMBUDO–24 988 0.0 0. -999. 999. 5.00 2.80
29 RIO.DO.SUL24 992 0.0 0. -999. 999. 5.60 2.50
30 RIO.SUL-2-24 983 0.0 0.0 -999. 999. 10.00 2.60
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31 0 TEKA——69 948 0.0 0.0 -999. 999. 4.50 2.50
32 0 INDAIAL-A-69 920 0.0 0.0 -999. 999. 0.00 0.00
33 0 TIMBO—–69 913 0.0 0.0 -999. 999. 0.00 0.00
34 0 C.VOLTA.GR69 929 0.0 0.0 -999. 999. 0.80 0.30
35 0 US.PALMEI.69 950 0.0 0.0 -999. 999. 0.00 0.00
36 0 INDAIAL-B-69 951 0.0 0.0 -999. 999. 0.00 0.00
37 0 FIOV/KARS.69 949 0.0 0.0 -999. 999. 8.00 4.00
38 0 ALTONA—-69 1006 0.0 0.0 -999. 999. 4.00 2.00
39 0 CREMER—-69 1006 0.0 0.0 -999. 999. 6.30 2.90
40 0 ARTEX—–69 1012 0.0 0.0 -999. 999. 7.00 3.80
41 0 BL.GARCIA-69 1014 0.0 0.0 -999. 999. 0.00 0.00
42 0 BL.SALTO–69 958 0.0 0.0 -999. 999. 0.00 0.00
43 0 BLUMENAU2-69 969 0.0 0.0 -999. 999. 0.00 0.00
44 0 IBIRAMA—69 959 0.0 0.0 -999. 999. 0.00 0.00
45 0 RIO.DO.SUL69 993 0.0 0.0 -999. 999. 0.00 0.00
46 0 RIO.SUL-2-69 993 0.0 0.0 -999. 999. 0.00 0.00
47 1 ILHOTA2—13 959 0.0 -5.0 -5. 5. 0.50 0.20
48 1 ILHOTA1—13 960 0.0 -5.0 -5. 5. 0.50 0.20
49 0 C.C.C.P.–69 978 0.0 0.0 -999. 999. 3.40 1.20
50 0 CAMBORIU–69 948 0.0 0.0 -999. 999. 0.00 0.00
51 0 PICARRAS–69 954 0.0 0.0 -999. 999. 0.00 0.00
52 0 BRUSQUE—69 1000 0.0 0.0 -999. 999. 0.00 0.00
53 0 ITAJ.SALS.69 978 0.0 0.0 -999. 999. 0.00 0.00
54 0 ILHOTA—-69 1000 0.0 0.0 -999. 999. 0.00 0.00
55 0 ILHOTA—B00 1012 0.0 0.0 -999. 999. 0.00 0.00
56 0 ILHOTA—A00 1012 0.0 0.0 -999. 999. 0.00 0.00
57 0 TIJUCAST3-24 988 0.0 0.0 -999. 999. 10.00 6.00
58 0 TIJUCAST2-24 988 0.0 0.0 -999. 999. 3.50 1.00
59 0 INE-TT2-13.8 986 0.0 0.0 -999. 999. 3.90 2.80
60 0 INE-TT1-13.8 986 0.0 0.0 -999. 999. 4.00 2.60
61 0 TRIN.T2-13.8 986 0.0 0.0 -999. 999. 8.00 5.00
62 0 TRIN.T1-13.8 986 0.0 0.0 -999. 999. 8.80 5.50
63 0 ICO-TT2-13.8 986 0.0 0.0 -999. 999. 5.50 3.00
64 0 ICO-TT1-13.8 986 0.0 0.0 -999. 999. 8.00 3.50
65 0 COQU.T3-13.8 978 0.0 0.0 -999. 999. 6.00 3.00
66 0 COQU.T2-13.8 985 0.0 0.0 -999. 999. 4.50 2.50
67 0 COQU.T1-13.8 984 0.0 0.0 -999. 999. 4.50 2.50
68 0 US.GARC.13.8 970 0.0 0.0 -999. 999. 0.40 0.20
69 1 US.GARC.6.9B 971 4.4 2.0 -2. 2. 0.00 0.00
70 1 US.GARC.6.9A 971 4.4 2.0 -2. 2. 0.00 0.00
71 0 ROCA.T6-13.8 1000 0.0 0.0 -999. 999. 2.00 1.00
72 0 ROCA.T5-13.8 986 0.0 0.0 -999. 999. 11.00 7.00
73 0 ROCA.T4-13.8 986 0.0 0.0 -999. 999. 10.00 8.00
74 0 COQUEIROS-69 933 0.0 0.0 -999. 999. 0.00 0.00
75 0 US.GARCIA-69 974 0.0 0.0 -999. 999. 0.00 0.00
76 0 FLORIANO–69 949 0.0 0.0 -999. 999. 0.00 0.00
77 0 PALHOCA-13.8 986 0.0 0.0 -999. 999. 8.60 6.00
78 1 JLACERDA–G2 1000 0.0 0.0 -999. 999. 1.25 0.60
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79 1 JLACERDA–G1 1000 25.0 -12.0 -999. 938. 1.25 0.60
80 0 TUBA.FICT.69 1006 0.0 0.0 -999. 999. 10.00 5.47
81 0 TUBARAO—69 1000 0.0 0.0 -999. 999. 22.52 14.55
82 0 JLACERDA–69 1014 0.0 0.0 -999. 999. 0.00 0.00
83 1 JLACERDA–G4 1000 0.0 0.0 -999. 999. 1.65 0.80
84 1 JLACERDA–G3 976 33.0 -4.7 -999. 955. 1.65 0.80
85 1 JLACERDB–G6 950 0.0 0.0 -999. 999. 4.00 2.00
86 1 JLACERDB–G5 950 80.0 9.1 -999. 125. 4.00 2.00
87 0 CRICIUMA2-69 1022 0.0 0.0 -999. 999. 9.00 4.61
88 0 CRICIUMA–69 1000 0.0 0.0 -999. 999. 63.38 23.86
89 0 SIDER.CEL.69 1027 0.0 0.0 -999. 999. 24.36 9.58
90 0 SIDEROP.–69 1029 0.0 0.0 -999. 999. 0.00 0.00
91 0 CHARQUEA–69 1000 0.0 0.0 -999. 999. 34.00 15.00
92 0 PFUNDO—T13 1014 0.0 0.0 -999. 999. 0.50 0.20
93 0 PFUNDO—138 1000 0.0 0.0 -999. 999. 14.00 4.00
94 0 PFUNDO—T00 1014 0.0 0.0 -999. 999. 0.00 0.00
95 1 PFUNDO2—13 950 70.0 -15.3 -999. 999. 0.00 0.00
96 1 PFUNDO1—13 950 70.0 -15.3 -999. 999. 0.00 0.00
97 0 JVILLE.1–69 985 0.0 0.0 -999. 999. 37.34 5.94
98 0 JOINVILL–69 986 0.0 0.0 -999. 999. 0.00 0.00
99 0 XANXERE—13 967 0.0 0.0 -999. 999. 0.00 0.00
100 0 XANXERE—00 999 0.0 0.0 -999. 999. 0.00 0.00
101 0 XANXERE–138 1000 0.0 0.0 -999. 999. 174.2 -3.06
102 1 SOSORIOG6-13 1000 0.0 -31.2 -168. 168. 3.30 0.00
103 1 SOSORIOG5-13 1000 0.0 -31.2 -168. 168. 3.30 0.00
104 1 SOSORIOG4-13 1000 125. 0-15. -168. 168. 0.30 0.00
105 1 SOSORIOG3-13 1000 125. 0-15. -168. 168. 0.30 0.00
106 1 SOSORIOG2-13 1000 125. 0-15. -168. 168. 0.30 0.00
107 1 SOSORIOG1-13 1000 125. 0-15. -168. 168. 0.30 0.00
108 0 CANOINHAS138 998 0.0 0.0 -999. 999. 64.20 -14.8
109 1 SSANTIAG4-19 950 0.0 -79.4 -150. 150. 4.90 0.00
110 1 SSANTIAG3-19 950 300. 0-57. -150. 150. 0.60 0.00
111 1 SSANTIAG2-19 950 300. 0-57. -150. 150. 0.60 0.00
112 1 SSANTIAG1-19 950 300. 0-58. -150. 150. 0.60 0.00
113 0 SSANTIAG-B00 980 0.0 0.0 -999. 999. 0.00 0.00
114 0 SSANTIAG-A00 980 0.0 0.0 -999. 999. 0.00 0.00
115 0 LONDRI-E-230 984 0.0 0.0 -999. 999. 260.4 -21.7
116 1 SSEGREDG3-13 1000 98.5 4.5 -108. 108. 1.47 0.00
117 1 SSEGREDG2-13 1000 98.5 4.5 -108. 108. 1.47 0.00
118 1 SSEGREDG1-13 1000 98.5 4.5 -108. 108. 1.47 0.00
119 0 BRUSQUE–138 958 0.0 0.0 -999. 999. 0.00 0.00
120 0 TROMBUDO-138 974 0.0 0.0 -999. 999. 0.00 0.00
121 0 ITAJAI-2-138 984 0.0 0.0 -999. 999. 0.00 0.00
122 0 BIGUACU–138 1008 0.0 0.0 -999. 999. 0.00 0.00
123 0 TIJUCAS–138 989 0.0 0.0 -999. 999. 0.00 0.00
124 0 ILH.NORTE138 997 0.0 0.0 -999. 999. 0.00 0.00
125 0 TRINDADE-138 1000 0.0 0.0 -999. 999. 0.00 0.00
126 0 IL.CENTRO138 1002 0.0 0.0 -999. 999. 0.00 0.00
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127 0 E.BIGUACU138 1008 0.0 0.0 -999. 999. 0.00 0.00
128 0 TIJUCAS–138 991 0.0 0.0 -999. 999. 0.00 0.00
129 0 S.JOAQUIM138 984 0.0 0.0 -999. 999. 11.54 2.12
130 0 VIDAL-R.J138 968 0.0 0.0 -999. 999. 9.66 5.47
131 0 COQUEIR1-138 1002 0.0 0.0 -999. 999. 0.00 0.00
132 0 COQUEIR2-138 1002 0.0 0.0 -999. 999. 0.00 0.00
133 0 FLORIANO-138 1004 0.0 0.0 -999. 999. 0.00 0.00
134 0 PALH.CEL.138 1010 0.0 0.0 -999. 999. 0.00 0.00
135 0 IMBITUBA-138 1000 0.0 0.0 -999. 999. 10.21 -5.33
136 0 JLACERDA-138 1000 0.0 0.0 -999. 999. 0.00 0.00
137 0 PALHOCA–138 1014 0.0 0.0 -999. 999. 0.00 0.00
138 0 PICARRAS-138 1000 0.0 0.0 -999. 999. 0.00 0.00
139 0 SAO.BENTO138 996 0.0 0.0 -999. 999. -11.9 -15.1
140 0 JVILLE.4-138 991 0.0 0.0 -999. 999. 106.5 66.96
141 0 E.WEG—-138 990 0.0 0.0 -999. 999. 18.40 6.12
142 0 JOINVILL-138 1000 0.0 0.0 -999. 999. 24.43 5.70
143 0 ILHOTA—138 985 0.0 0.0 -999. 999. 0.00 0.00
144 0 GASPAR—138 985 0.0 0.0 -999. 999. 0.00 0.00
145 0 BL.GARCIA138 976 0.0 0.0 -999. 999. 0.00 0.00
146 0 BLUMEN.2-138 998 0.0 0.0 -999. 999. 0.00 0.00
147 0 RIO.SUL2-138 975 0.0 0.0 -999. 999. 0.00 0.00
148 0 BLUMENAU-138 997 0.0 0.0 -999. 999. 0.00 0.00
149 0 JLACERDA-230 990 0.0 0.0 -999. 999. 1.30 0.00
150 0 SIDEROP–230 982 0.0 0.0 -999. 999. 0.00 0.00
151 0 CHARQUEA-230 998 0.0 0.0 -999. 999. -29.4 27.05
152 0 NPRATA-CE230 1016 0.0 0.0 -999. 999. 18.00 9.00
153 0 FARROUPI-230 1008 0.0 0.0 -999. 999. -2.96 -50.8
154 0 PFUNDO—230 1014 0.0 0.0 -999. 999. 98.00 -26.0
155 0 XANXERE–230 997 0.0 0.0 -999. 999. 0.00 0.00
156 0 PBRANCOE-230 992 0.0 0.0 -999. 999. -4.00 18.00
157 0 CMOURAO–230 977 0.0 0.0 -999. 999. 71.34 7.95
158 0 CANOINHA-230 1002 0.0 0.0 -999. 999. 0.00 0.00
159 0 SOSORIO–230 997 0.0 0.0 -999. 999. 137.4 -51.4
160 0 AREIA—-230 991 0.0 0.0 -999. 999. 116.7 -9.26
161 0 SMATEUSE-230 1002 0.0 0.0 -999. 999. 18.00 8.00
162 0 CURITIBA-230 1002 0.0 0.0 -999. 999. 330.4 130.5
163 0 PALHOCA–230 966 0.0 0.0 -999. 999. 0.00 0.00
164 0 JOINVILL-230 977 0.0 0.0 -999. 999. 0.00 0.00
165 0 JLACERDB-230 990 0.0 0.0 -999. 999. 0.00 0.00
166 0 BLUMENAU-230 1002 0.0 0.0 -999. 999. 0.00 0.00
167 0 LONDRINA-500 980 0.0 0.0 -999. 999. 0.00 0.00
168 2 IVAIPORA-525 950 999. 0.0 -999. 999. 3.10 0.00
169 0 AREIA—-525 985 0.0 0.0 -999. 999. -250. 73.3
170 0 SSEGREDO-525 983 0.0 0.0 -999. 999. 0.00 0.00
171 0 SSANTIAG-525 981 0.0 0.0 -999. 999. 4.70 0.00
172 0 GRAVATAI-525 968 0.0 0.0 -999. 999. 745.0 57.0
173 0 CNOVOS—525 995 0.0 0.0 -999. 999. 2.50 0.00
174 0 ITA——525 992 0.0 0.0 -999. 999. 0.00 0.00
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175 CURITIBA-525 958 0.0 0.0 -999. 999. 4.40 0.00
176 BLUMENAU-525 947 0.0 0.0 -999. 999. 1.60 0.00
177 S.ANGELO-525 1000 0.0 0.0 -999. 999. 384.6 30.0
178 GARABI—525 1000 100 0.0 -100. -100. 0.00 0.00
179 GRAVATAI-230 1000 0.0 0.0 -999. 999. 350.0 122.
180 APUCARANA230 993 0.0 0.0 -999. 999. 65.0 25.0
181 FIGUEIRA-230 940 0.0 0.0 -999. 999. 66.0 -4.0
182 PGROSSAN-230 983 0.0 0.0 -999. 999. 70.0 2.00
Tabela 19: Dados de linha do Sistema Sul-182
Origem Destino Resisteˆncia (%) Reataˆncia (%) Capacitaˆncia (Mvar)
16 17 12.78 18.810 10
21 20 0.00 300.00 0
21 20 0.00 300.00 0
21 20 0.00 300.00 0
22 21 0.00 1.000 0
44 31 27.92 39.600 620
44 32 31.39 44.530 699
33 15 0.00 41.850 0
33 15 0.00 100.10 0
33 15 0.00 106.10 0
32 33 3.92 9.290 170
35 17 0.00 104.27 0
35 18 0.00 300.00 0
35 19 0.00 300.00 0
33 35 10.37 26.340 420
34 35 10.51 15.470 220
36 31 4.26 6.040 90
37 35 4.75 7.650 90
42 38 1.30 4.660 1250
38 39 0.55 1.040 20
41 23 0.00 110.67 0
41 24 0.00 61.920 0
41 24 0.00 66.880 0
41 24 0.00 53.530 0
41 39 2.89 5.450 100
40 41 1.54 3.940 59
42 22 0.00 65.680 0
42 22 0.00 84.360 0
36 42 10.82 15.580 239
37 42 4.75 7.650 90
43 25 0.00 106.27 0
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Origem Destino Resisteˆncia (%) Reataˆncia (%) Capacitaˆncia (Mvar)
45 46 1.26 2.750 40
47 55 0.574 16.630 0
48 56 0.587 14.941 0
50 1 0.00 113.33 0
50 1 0.00 112.53 0
50 2 0.00 104.80 0
50 2 0.00 106.40 0
50 2 0.00 61.360 0
51 3 0.00 104.00 0
51 4 0.00 66.800 0
52 9 0.00 65.360 0
53 5 0.00 65.680 0
53 6 0.00 64.960 0
53 6 0.00 65.520 0
49 53 0.15 0.120 0
50 53 12.52 18.430 270
53 51 24.65 20.790 260
54 55 0.276 -1.910 0
54 56 0.268 -1.583 0
52 54 28.81 23.810 310
53 54 4.27 10.310 180
53 54 4.27 10.310 180
74 65 0.00 78.700 0
74 66 0.00 37.750 0
74 67 0.00 38.500 0
75 68 0.00 201.20 0
75 69 0.00 143.00 0
75 70 0.00 142.50 0
76 71 0.00 109.07 0
74 76 1.96 7.020 119
75 76 21.87 41.970 750
80 82 3.73 5.460 80
81 82 1.93 4.620 80
87 90 3.04 8.360 160
88 90 4.14 11.320 220
88 90 4.14 11.320 220
89 90 1.39 2.040 29
89 90 1.39 2.040 29
92 94 0.665 11.107 0
93 94 0.491 -0.560 0
97 98 0.040 0.100 0
97 98 0.040 0.100 0
99 100 0.599 22.470 0
101 100 0.370 -0.970 0
109 113 0.034 4.323 0
110 113 0.034 4.340 0
111 114 0.034 4.365 0
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Origem Destino Resisteˆncia (%) Reataˆncia (%) Capacitaˆncia (Mvar)
112 114 0.034 4.359 0
119 10 0.000 59.150 0
119 10 0.000 59.410 0
120 28 0.000 59.150 0
121 7 0.000 59.710 0
121 8 0.000 40.850 0
123 57 0.000 42.000 0
123 58 0.000 43.050 0
124 59 0.000 58.840 0
124 60 0.000 59.540 0
125 61 0.000 42.050 0
125 62 0.000 41.900 0
124 125 3.510 5.460 1120
126 63 0.000 47.960 0
126 64 0.000 47.720 0
127 121 4.592 18.131 4592
122 127 0.132 0.476 120
143 128 2.690 11.810 2740
123 128 0.030 0.080 20
131 125 0.470 1.710 8630
132 126 0.075 0.300 2960
133 72 0.000 42.600 0
133 73 0.000 52.240 0
133 76 1.448 29.424 0
133 76 1.446 29.607 0
133 76 1.480 30.229 0
133 127 0.896 3.229 818
133 128 2.460 10.480 2500
134 77 0.000 60.160 0
136 78 0.000 34.822 0
136 79 0.000 34.822 0
136 82 1.170 33.121 0
136 82 0.939 16.967 0
129 136 9.790 24.200 6540
130 136 18.990 42.670 1119
136 135 2.780 11.290 3060
131 137 1.300 4.660 1250
132 137 1.300 4.660 1250
133 137 0.580 2.370 650
133 137 0.580 2.370 650
134 137 0.450 1.210 290
137 135 4.500 18.280 4969
136 137 6.600 26.830 7280
138 11 0.000 59.510 0
142 98 0.991 31.547 0
142 98 1.025 32.105 0
142 98 0.616 18.754 0
132 Apeˆndice B – Dados do Sistema Sul-182
Origem Destino Resisteˆncia (%) Reataˆncia (%) Capacitaˆncia (Mvar)
143 142 4.610 18.720 5090
142 138 4.520 17.910 4880
139 142 6.040 14.920 4030
139 142 6.040 14.920 4030
140 142 0.510 1.280 340
140 142 0.510 1.280 340
141 142 2.690 6.910 1720
143 55 0.317 18.250 0
143 56 0.323 18.170 0
143 144 0.810 2.610 680
143 138 1.762 6.134 1694
143 121 1.570 5.660 1440
144 12 0.000 60.460 0
145 41 0.000 31.360 0
145 41 0.000 31.200 0
145 41 0.000 30.240 0
145 119 2.750 7.390 1680
146 43 0.000 10.800 0
146 43 0.000 9.940 0
146 26 0.000 42.500 0
146 27 0.000 41.050 0
147 30 0.000 42.200 0
147 46 0.000 31.160 0
147 46 0.000 32.800 0
147 120 1.630 5.780 1520
148 143 4.060 10.490 2580
148 144 2.900 8.010 2140
145 148 2.000 6.350 1780
145 148 2.000 6.350 1780
146 148 0.080 0.280 80
146 148 0.080 0.280 80
147 148 3.270 11.455 9080
149 83 0.000 28.700 0
149 84 0.000 28.700 0
136 149 0.824 11.826 0
136 149 0.841 11.826 0
150 90 0.286 12.008 0
150 90 0.286 12.008 0
150 90 0.962 50.337 0
150 90 0.923 50.304 0
165 150 0.897 4.637 7980
165 150 0.940 4.842 8349
151 91 0.290 11.995 0
151 91 0.290 11.995 0
153 150 3.854 19.936 34320
151 153 3.370 12.500 22840
153 152 1.217 6.180 10980
154 94 0.195 4.600 0
154 95 0.203 9.262 0
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Origem Destino Resisteˆncia (%) Reataˆncia (%) Capacitaˆncia (Mvar)
154 96 0.196 9.193 0
152 154 3.739 18.990 33750
153 154 4.601 23.768 40940
155 100 0.143 14.510 0
101 155 0.811 12.541 0
101 155 0.514 12.384 0
101 155 0.509 12.115 0
154 155 1.503 7.776 13390
154 155 1.505 7.776 13400
156 155 1.510 7.732 13570
108 158 0.798 12.320 0
108 158 0.573 12.360 0
159 102 0.000 6.957 0
159 103 0.000 6.957 0
159 104 0.000 6.957 0
159 105 0.000 6.957 0
159 106 0.000 6.957 0
159 107 0.000 6.957 0
159 155 3.074 15.885 27380
159 156 1.629 8.344 14640
157 159 3.429 17.781 30550
157 159 3.434 17.771 30610
160 161 2.460 12.652 21710
160 159 3.041 15.718 27089
160 159 3.045 15.738 27120
158 161 0.908 4.708 8080
162 161 2.210 11.475 19690
162 164 1.895 9.704 17030
162 164 1.892 9.776 16840
137 163 1.107 13.104 0
137 163 1.442 11.810 0
149 163 2.280 11.828 20309
142 164 0.825 12.661 0
142 164 0.767 12.721 0
142 164 0.765 12.637 0
142 164 0.957 12.589 0
165 85 0.000 17.800 0
165 86 0.000 17.800 0
149 165 0.014 0.074 130
148 166 0.564 6.035 0
148 166 0.348 6.283 0
148 166 0.809 12.625 0
148 166 0.809 12.529 0
166 163 2.532 13.132 22550
166 164 1.280 6.567 11520
166 164 1.267 6.571 11210
166 165 3.741 19.359 32280
115 167 0.039 1.207 0
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Origem Destino Resisteˆncia (%) Reataˆncia (%) Capacitaˆncia (Mvar)
43 42 4.50 10.850 190
43 42 4.50 10.850 190
44 13 0.00 109.07 0
44 14 0.00 67.360 0
45 29 0.00 113.60 0
45 29 0.00 103.47 0
44 46 15.38 22.150 340
173 172 0.245 3.092 377740
169 173 0.162 2.048 250170
174 171 0.172 2.170 265160
172 174 0.315 3.977 485720
173 174 0.097 1.223 150460
162 175 0.031 1.166 0
162 175 0.032 1.163 0
169 175 0.216 2.733 333860
169 175 0.236 2.975 363370
166 176 0.031 1.152 0
176 175 0.127 1.603 195900
176 173 0.260 2.920 360400
177 174 0.200 2.760 285330
178 174 0.320 4.250 481240
178 177 0.120 1.630 168900
179 153 1.580 8.240 13800
179 153 1.580 8.240 13800
179 172 0 1.250 0
179 172 0 1.250 0
180 157 2.170 11.23 19330
180 115 0.340 4.070 13160
180 181 2.180 11.35 19050
182 181 2.590 13.48 22610
182 160 3.440 17.81 30650
168 171 0.154 1.940 236970
168 167 0.110 1.394 170340
169 168 0.159 2.012 245770
160 169 0.031 1.207 0
170 116 0.000 4.200 0
170 117 0.000 4.200 0
170 118 0.000 4.200 0
169 170 0.050 0.650 80490
171 170 0.050 0.700 85750
171 113 0.016 1.101 0
171 114 0.016 1.097 0
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