Abstract Since the beginning of 3D computer vision problems, the use of techniques to reduce the data to make it treatable preserving the important aspects of the scene has been necessary. Currently, with the new low-cost RGB-D sensors, which provide a stream of color and 3D data of approximately 30 frames per second, this is getting more relevance. Many applications make use of these sensors and need a preprocessing to downsample the data in order to either reduce the processing time or improve the data (e.g., reducing noise or enhancing the important features). In this paper, we present a comparison of different downsampling techniques which are based on different principles. Concretely, five different downsampling methods are included: a bilinear-based method, a normal-based, a colorbased, a combination of the normal and color-based samplings, and a growing neural gas (GNG)-based approach. For the comparison, two different models have been used acquired with the Blensor software. Moreover, to evaluate the effect of the downsampling in a real application, a 3D non-rigid registration is performed with the data sampled.
Introduction and background
The use of 3D data is getting more and more importance in computer vision. However, the 3D data applications commonly need a preprocessing stage to reduce the amount of data or to improve their quality. The new low-cost RGB-D sensors such as Microsoft Kinect provide depth and color information, which has made them popular in scientific and industrial environments. Nevertheless, the quality of data is not adequate for some applications. Then, it is necessary to study methods to improve the input information for the posterior processing. A common technique in many applications to improve the data and reduce its dimensionality is the use of a downsampling previous step [6, 16, 19] .
The aim of selecting a subset of points from the input could be considered from different points of view. From the point of view of reducing the amount of data, although specific architectures could be designed to improve the execution time [13] , downsampling may also be seen as an improvement of the computational time, or reduction of noise. Other point of view is the maximization in the perception of the important parts (Region-of-Interest) by asymmetrically sampling the dataset. The latter could be done by sampling the points using specific features in order to have higher density of points (i.e., more samples) in the important regions for the problem. For example, normalbased sampling will reduce the number of points, keeping more data in rough and irregular parts. Nevertheless, if we are interested in reducing the amount of data to increase the processing time, a homogeneous sampling can be used.
In terms of application scope, downsampling techniques could be applied in robotics, computer vision, image processing, etc. For example, in robotics in order to construct a map of the environment in which a robot could navigate, it could be necessary to reduce the points while preserving some features of the environment as planes from walls or ceilings. Other example in computer vision for object reconstruction or recognition, downsampling the 3D data extracted from a RGB-D camera could reduce drastically the amount of noise presented in this kind of cameras. Figure 1a , c shows the selected points for a homogeneous sampling of the original image shown in Fig. 1 middle-bottom and a curve of color space for that face. This face that has been uniformly sampled does not show any specific Region-of-Interest. Descriptive parts such as eyebrows and lips have less quantity of points with respect to the whole face (in orange). However, Fig. 1b, d shows the selected points for a sampling process which maximizes the number of points in descriptive regions using color information.
In 3D problems, there exist different approaches for downsample of the data. Mainly, we can divide them into two categories, reducing the depth map and hence reducing the final 3D points, or acting directly on the 3D point cloud. In the first group, Gangwal and Berretty [4] used a downsampling technique in the process to provide highquality depth maps. The downsampling is applied then in the depth map not in the 3D point cloud. Concretely, they use 2D box filter with a factor, typically 4 or 8. In the paper [20] , authors use a majority filter in order to sample the depth map. In [10] authors evaluated two different downsampling methods for the depth map: The original (referring to a uniform sampling) and a SVC (Scalable Video Coding [22] ), concluding that SVC has a high computational complexity and based the rest of their experiments in the original method. Langmann et al. [8] studied different bilateral filtering downsampling approaches for depth images, concluding the proper rescaling results of them with the limitation of the computational time.
Regarding the second category, i.e., performing the downsample in the 3D point cloud, there exist various techniques. This category may also be divided into pointbased sampling and mesh-based sampling. Based on mesh, there exist different reviews such as [2, 9] . Recently, Castelló et al. [1] presented a reduction polygonal meshes approach using view-based techniques to estimate regions where traditional methods will discard a higher number of polygons, improving the reconstruction results for visual significant surfaces. In the paper [11] , authors presented an efficient estimation which uses a decimation approach merging the vertices of edges which fit a condition in the process of estimating the triangles. The main disadvantage of using mesh-based sampling is that a noisy and not reliable initial point set may lead to a non-complete and incoherent mesh, which will cause difficulty in applying any posterior method. In the methods for 3D point-based sampling, the most common ones are the voxelization and octree-based methods [5, 12, 21] . However, other methods exist such as the work of Nehab and Shilane [15] where the authors proposed a stratified point sampling which compares the uniform sampling. To evaluate the effects, they use a set of tests with different 3D descriptors and demonstrate the better shape descriptors provided by the point set sampled with their method. In the case of Katz and Tal [7] , the authors proposed the use of the normal angle difference with the line-of-sight and the concavity information of the point cloud to sample irregularly the point producing a shading effect, simulating the 3D human perception using shadows. Another approach was presented in [23] introducing an adaptive simplification of point cloud using neighborhood information. Concretely, they use k-means clustering of point distribution and orientation information to scatter the data, adding boundary information and a postprocessing to avoid unbalanced samplings and preserve boundary integrity. Han et al. [5] proposed a simplification of point cloud preserving edge points by using a collection of orthogonal planes passing through each point and evaluating the number of projections to each side of the planes. If the number of projections on one plane is unbalanced regarding the sides, this point (the one which defined the plane) belongs to the edge of the model. Moreover, to reduce the points, they used the orientation variation using projections (using the normal information) of each point to neighbors.
Orts-Escolano et al. presented in [18] a point cloud sampling based on artificial neural networks. Concretely, they proposed the use of growing neural gas to obtain a simplification of the point cloud where each neuron of the final GNG represents one point. Moreover, they proposed a modification including the color information of each neuron using the original point cloud colors.
There exist different approaches to perform a downsampling of data. Concretely, this paper is focused on 3D computer vision data. Then, it is necessary to have a review that evaluates the advantages and disadvantages of the different approaches. Moreover, this review will help in future decision of which approach best fit a problem. Therefore, a comparison of different methods for 3D data downsampling is presented in this paper. In the comparison, five different techniques are going to be evaluated which include the different main categories of approaches in the state of the art. The chosen methods act directly on the raw data provided by the sensor, not in a mesh, and, hence, data have not been previously altered. The data could be a point cloud or a depth image which can be later transformed into a point cloud. Moreover, although there exist different techniques, many applications require a high rate of data processing, then the downsampling phase might be the fastest possible. These aspects motivated to choose methods which are simple in terms of computation process and include the main two categories: the depth map reduction, i.e., acting on the 2D matrix of depth information, and the 3D point set sampling.
The remaining of the paper is structured as follows: The methods are explained in Sect. 2. The comparison includes visual inspection in the resulting point set and the effects in a non-rigid registration problem corresponding to a possible application. The experimentation is shown in Sect. 3 and finally the conclusions in Sect. 4.
Methods
In this section, we introduce the different downsampling techniques that are going to be compared. To evaluate the different methods, the experimentation (Sect. 3) will show a possible application of the resulting data in non-rigid registration purposes. Non-rigid or deformable registration is a hot topic in 3D computer vision and, hence, its use in this comparison will provide useful conclusions for many applications. Concretely, a variant of coherent point drift [14] including color in the correspondence evaluation step will be used and briefly explained in Sect. 2.2. Therefore, a sampling method which stores the color information is necessary.
Five methods are going to be compared, including the different categories of point-based downsampling explained in the introductory section. In order to make more comprehensible the functioning of the methods, graphical examples are presented. The initial set of data is represented in Fig. 2 , where the texture or color is represented with a different shape (i.e., three colors appear including circle, pentagon and square). The orientation is represented by normal vectors.
• Bilinear interpolation A depth map reduction which interpolates the data using the linear interpolation principle, in two variables (i.e., both dimensions as depth map is a matrix of distances). Since the data are commonly provided in 2D matrices where the value of each x-y position is the depth information (Z axis), an interpolation of the 2D matrix could be performed resulting in a smoother and smaller set of points. Figure 3 presents a generic bilinear interpolation example where a face depth map is represented in colors depending on the distance information. A region is augmented in a matrix on the top-right to show a detail of the original depth values. In the bottom-right another matrix shows the sampling of the above one using bilinear interpolation, where the remaining values are the interpolated from the original. This method does not need color in the kernel; however, the color could be interpolated as well as stored to be used in the subsequent parts (in the nonrigid registration in the case of this paper). This method is graphically explained in Fig. 4 with the dataset in Fig. 2 , where the resulting data orientation and locations are interpolated.
• Normal-based This method uses the curvature of the scene to estimate the parts with higher density of points. Most sampling methods use this basis to reduce the data, mainly in applications where the mesh is going to be estimated, and then, the number of triangles is reduced preserving the shape. This method uses the normals of the dataset. The process is to compare each normal with a specific vector, defined for this case as the point of view of the camera. From this comparison, we have a unidimensional variable, degrees, from 0 to 180 . Since it is not possible to perceive back parts of the model from a single point of view, the maximum angle between normals and view point will be AE90. After, the space of angles is divided into isometric segments (e.g., each 10 or 20 ). With this division, smooth areas with small variation in the orientation will lie in the same segment, and those with large variation will occupy different segments. Finally, the segments are uniformly sampled to a predefined number of points. Therefore, as all segments are sampled by the same size, those with large number of points will keep relatively less data than those with less data, which means that smooth parts will end with less points than rough ones. This method is graphically explained in Fig. 5 . In the top-left of the figure, the different segments are represented by the letters corresponding to the angle parts in the circle on the bottom-left. In this case, it is clear that segments e and d are the ones with larger number of data. The circle has indicated the number of data in each part whose orientation lies in this angle, e.g., e À 11, f À 2. With this information, we can imagine a histogram like the one represented on the right of the circle. Then, the data are uniformly sampled The data orientation is segmented in ranges of angles shown in the bottom-left circle, then a predefined number of data is defined (3 for this case), and eventually the result is shown on the top-right in bold over the original set in gray with three points or less. Hence, segments e and d will be downsampled to 3 and the rest, due to they do not have enough data, will remain the original. The final result on the top-right shows in bold the remaining data, and in gray the original omitted data, where it clearly illustrates how the area with more variation of curvature (i.e., the center) has more density of data than the smother extremes.
• Color-based This method is based on the same principle than the Normal-based, previously explained. The color space is divided into isometric segments for each color channel. For a generic case, where the color has three channels (e.g., RGB, HSV), each of these channels is segmented and the sampling is performed separately. Then, for each segment, the ratio of downsampling of the channel which returns more data is chosen. With this, we avoid situations where one channel is less significant and could produce undesirable results. Once the ratio is chosen, the segments are sampled with this ratio for the three channels. An example of this is presented in the introductory section, Fig. 1 . Following the example presented in the two previous methods, Fig. 6 shows the result of the Color-based approach. The left part shows a histogram of the amount of data per color (represented by different shapes). Once we have this information, a predefined number of points' selection is set to 5 for this example. Then, each color is uniformly sampled to this value, resulting in a set of homogeneous number of data per color shown in bold, over the omitted original data in gray.
• Normal-color-based (NC-based) The combination of both normal-and color-based methods returns a set of points which preserve higher density in regions of the shape with significant curvature and also those with distinctive color.
• Growing neural gas The last downsampling method of the comparison is based on artificial neural networks, concretely, in the growing neural gas (GNG). The idea behind this sampling is that GNG obtains a set of neurons which defines the input space. These neurons will represent points of the point cloud. Thus, if the number of neurons is lower than the actual number of points, the result is a downsample of the threedimensional space. The GNG-based sampling technique is explained in detail in the Sect. 2.1. Moreover, a variant which estimates the color of the neurons has been proposed and used in [17] . This method is graphically explained in Fig. 7 . The figure shows on the left side an original set of data, concretely, a set of points that describes a surface. The data are then sampled by neurons (ellipses) in the right image and the connections between neurons.
Sampling GNG-based
A brief explanation of the GNG neural network is presented. Despite the use in this work is focused on 3D point sampling, we are going to present the general steps included in the process of learning. The growing neural gas (GNG) [3] is an artificial neural network which is characterized by a growth process that takes place from minimal network size, and new neurons are inserted successively using a particular type of vector quantization. In order to evaluate the location of a new neuron, a local error is estimated in the adaptation process, and inserting the new neuron in the region of the highest error. The connection between neurons is carried out using the competitive Hebbian learning (CHL) algorithm. The process finishes when a condition is fulfilled, e.g., optimal topology is achieved or number of neurons is reached.
The network is specified as:
• A set N of nodes (neurons). Each neuron c 2 N has its associated reference vector w c 2 R d . The reference vectors can be regarded as positions in the input space of their corresponding neurons.
• A set of edges (connections) between pairs of neurons.
These connections are not weighted, and its purpose is to define the topological structure. An edge aging scheme is used to remove connections that are invalid due to the motion of the neuron during the adaptation process.
The GNG learning algorithm is as follows:
1. Start with two neurons a and b at random positions w a and w b in R d . 2. Generate at random an input pattern n according to the data distribution PðnÞ of each input pattern. 4 . Increase the age of all the edges emanating from s 1 . 5. Add the squared distance between the input signal and the winner neuron to a counter error of s 1 such as:
6. Move the winner neuron s 1 and its topological neighbors (neurons connected to s 1 ) toward n by a learning step w and n , respectively, of the total distance:
For all direct neighbors n of s 1 . 7. If s 1 and s 2 are connected by an edge, set the age of this edge to 0. If it does not exist, create it. 8. Remove the edges larger than a max . If this results in isolated neurons (without emanating edges), remove them as well. 9. Every certain number k of input patterns generated, insert a new neuron as follows:
• Determine the neuron q with the maximum accumulated error.
• Insert a new neuron r between q and its further neighbor f:
• Insert new edges connecting the neuron r with neurons q and f, removing the old edge between q and f.
10. Decrease the error variables of neurons q and f multiplying them with a consistent a. Initialize the error variable of r with the new value of the error variable of q and f. 11. Decrease all error variables by multiplying them with a constant c.
If the stopping criterion is not yet achieved (in our
case the stopping criterion is the number of neurons), go to step 2.
The GNG-based sampling method also includes other benefits, such as the capability to filter noise in the 3D point cloud preserving the topology of the input space in the output representation [17, 18] .
A further improvement has been done by including the color information of the original point cloud in the neurons for the representation after the sampling process. After the process of learning, each neuron takes the color from the nearest neighbors, which results in an interpolated value of the surrounding points.
Non-rigid registration using color
In order to evaluate the effects of the sampling methods, a non-rigid registration application is going to be used, a topic which is currently under an intense study and will allow to extract useful conclusions. For the sake of completeness, a brief description of the registration method is presented in this section.
In order to evaluate the effects of the sampling with nonrigid registration of 3D point clouds, a variant of CPD [14] which takes into account the color information is used, hereafter referred as Color-CPD. Original CPD uses point set space position to register both point clouds. Using Gaussian mixture models with expectation-maximization, the algorithm iteratively aligns them.
Given two point sets where Y MxD ¼ ðy1; . . .; y M Þ is the moving set which will be aligned with the static point set X NxD ¼ ðx1; . . .; x N Þ; where D is the dimensionality. Each point in Y is the mean of a Gaussian mixture model (GMM), all with equal isotropic covariance r 2 . The objective is to find the parameters of the GMM, mainly the mean as it will define the position of points, making Y fit X. This process will be carried out by maximizing the likelihood, or equivalently minimizing the negative log-likelihood. In order to do this, expectation-maximization is used, using Bayes' theorem to find the current, or old, parameters by means of the posterior probability.
CPD uses for the posterior probability (P) the space position of the points. In this, the Color-CPD, we introduced the intensity information, combining it with the space position to calculate this probability. To do this, we use another GMM for the color instead of including the color in X and Y, making them 6D (3D ? RGB). The union of both probabilities (PL and PC, location and color, respectively) are performed and weighted to let the algorithm adapt different situations. The final posterior probability is:
wl and wc, wl þ wc ¼ 1 are the weights to balance the effect of each probability. o L and o C are other Gaussian probabilities to take into account outliers in 3D position and color intensity.
PL mjx n ¼ exp Lastly, it is very important to highlight that the method uses Coherent Motion Theory to regularize the movement of the points, avoiding nonsense displacements.
Experimental results
In this section, it is presented the evaluation of the different downsampling methods. On the one hand, evaluating the resulting point sets to observe the effects of each technique (Sect. 3.1). On the other hand, an evaluation with the previously explained non-rigid registration method will take place to analyze the resulting sampled point sets in a real application (Sect. 3.2).
The dataset includes two different objects: a flower and a face. The synthetic models have been acquired using the Blensor tool, a Blender plugin which simulates a Microsoft Kinect RGB-D sensor. The models have been deformed with Blender to have three shapes, origin, small deformation and large deformation. The comparative of sampling methods includes the five different sampling techniques explained before (Sect. 2). Figures 8 and 9 show the face and flower models used for the experiments. The images are from left to right: the target, a first deformation, and a second larger deformation. The face deformations could be seen as elastic deformations, because the face shape remains the same global size, but certain parts suffer some displacements. Concretely, the first deformation is an eyebrow rise and a mouth change. The second moves both eyebrows and the mouth, changes the nose and the chin. For the flower, it could be seen as growth deformations due to the size of the object changes. The first deformation enlarges a little the leaves, and the second is a larger deformation.
Evaluation of downsampling methods
Using the two models (i.e., face and flower), the five different techniques of data sampling have been evaluated, using three sampling rates (250, 500 and 1000 points). Different results are expected depending on the feature to be considered of the sampling method.
Figures 10 and 11 present the result of the different downsampling techniques for 1000 points. In the figures, it Fig. 8 The face model used in the experimentation. Two viewpoints (each per row) of the faces used. From left to right, the original face shape as target for the deformations in second and third columns is shown the target model (first row), first deformation (middle row), and the larger second deformation (bottom row). From left to right, the sampling techniques presented are: bilinear, normal-based, color-based, NC-based, and GNG. The same experimentation has been carried out for the other two sampling rates; however, only this one is presented as an example of the results provided by the different techniques.
From the data presented in Figs. 10 and 11, bilinear and GNG downsampling techniques provide the expected spatial data distribution, as both are conceived for sampling the data homogeneously along the space, as it is possible to visually appreciate for both models in the figures. This procedure is interesting when the purpose of the method that uses these data needs to have information about the whole space, such as rendering or surface reconstruction. Moreover, GNG has demonstrated noise reduction capabilities in [18] . The normal-based sampling returns higher density in those parts with higher shape variation. The face clearly shows higher density in the nose sides and eyes cavity. For the flower, parts with orientation different from the rest have higher density of data. This reveals that the reference vector to extract the angle is a critical aspect which must be taken into account. In the second deformation of the flower, the top part has higher density because it looks frontally and only a yellow part of the rest looks to the same orientation. Similar situation occurs with the right part. The color-based sampling for the face returns more data in eyebrows, eyes and nose. For the flower, the color-based sampling data have a higher density in the center region as it is the most different one, similar to the stem. The combination NC-based provides a hybrid solution of both previous methods.
As general comparative, color-based, normal-based and NC-based provide very detailed data in those parts with a specific characteristics. However, the main drawback is that in cases where the whole shape wants to be used, they do not provide proper data. This is the opposite in bilinearand GNG-based methods which return homogeneous data spread on the surface of the subject.
Non-rigid registration evaluation
In order to evaluate the effect of the output data from the downsampling method, a non-rigid registration experimentation is presented in this section. As the color is a key feature in many 3D applications, this evaluation is going to be carried out using a non-rigid registration with only 3D information (coherent point drift [14] ) and a variant including the color in the registration process.
A comparative evaluation of Color-CPD and CPD is here presented for registering synthetic realistic subjects. Fig. 9 The flower model used in the experimentation. Two viewpoints (each per row) of the flower used. From left to right, the original flower shape as target for the deformations in second and third columns
The color information, used by Color-CPD, allows the registration method to achieve good results in accuracy when the surface is not very detailed, so the drift of points is not constrained by the irregularities of the shape.
Using the data sampled in the Sect. 3.1, the non-rigid registration methods are qualitatively evaluated by visual inspection. Similarly to the previous section, here the 1000 points sampling ratio is depicted as an example, in spite of the 250 and 500 which have been also performed to corroborate the results. Figure 13 shows the face shape for Color-CPD and the original CPD with 1000 points, respectively. Moreover, Fig. 15 shows the flower shape for Color-CPD and the original CPD with the same point sampling. Concretely, figures show the registration for the second deformation of each shape as it is the larger one.
For each figure, the first row presents the Color-CPD method and the second the original CPD. From left to right, the sampling techniques are: bilinear, normal-based, colorbased, NC-based, and GNG.
To later analyze the registration, we pay special attention to a specific Region-of-Interest (ROI) for each model (i.e., those parts that are the aim of the study), shown in Fig. 12 . In the face, the ROI will correspond to the mouth and eyebrows due to they are the parts which are mainly displaced. The ROI in the flower will correspond to the central part, pink and yellow, as they do not deform in color accordingly to the rest of the leaves (i.e., the deformation produces an enlargement of the tip of leaves, but the center remains the same). This simulates the growth of a flower, where not all parts grow in the same way. We can conclude different aspects from the results of the experimentation. The most important one is that the sampled data provided to the registration method have a direct effect in the final alignment. This occurs notoriously in the face because the ROI (eyebrows and mouth) performs the main movement of the deformation. Color-CPD aligns the points properly (i.e., they align the point in the expected way by color and location) while CPD misaligns as the registered points align to points with different colors.
However, using color-based and NC-based, both Color-CPD and CPD properly align as the distribution of points has higher density in the ROI (higher density of points in ROI). Then, if mainly points in the ROI are used, being this part the one that moves, original CPD is indirectly constraint by the color, so both algorithms will perform similar results. Regarding the rest of sampling methods, Color-CPD achieves better alignment of the points in color and location space (Fig. 13) . Figure 14 shows the ROI of the face for bilinear and color-based to clearly visualize that the registration quality improves with the data provided by the second method.
The flower shape presents a similarly behavior to the face in the registration results. When the data comes from either color-based or NC-based, both Color-CPD and CPD achieve similar results. Moreover, when the data have been sampled using GNG or bilinear, the proposed Color-CPD achieves higher registration accuracy than the original CPD. As the deformation in this shape is not isometric, being the tips of some leaves the parts that get larger compared to other. Color-CPD moves the points differently in the tip of the leaves than the ROI, achieving accurate results. However, as CPD moves coherently, the points shrink all together (the registration is from the larger to the original position) producing that ROI ends in a wrong color alignment (Fig. 15) . Figure 16 shows a detail of the registration to evaluate visually the accuracy of both methods with data sampled with bilinear and color-based. It is easy to appreciate that both Color-CPD and original CPD achieve proper results with the sampling that provides higher density in the ROI.
The evaluation presented has been done for three different sampling ratios. The one shown before corresponds to the sampling which provides 1000 data; however, the same behavior has been observed for the other two ratios. Actually, in the Sect. 3.3, Table 1 shows the registration for the different cases. For all cases, the use of a downsampling method which internally uses a specific feature helps in posterior processes, being the color in the case of the registration performed.
Quantitative results
In order to provide a quantitative analysis of the effects of downsampling in the registration process, this section presents a summary of the registration for the whole set of the performed experiments. It includes the two deformations of the plant and the face, with the three levels of sampling and the five evaluated methods. In order to provide reliable results, the error has been obtained using just the points belonging to the ROI [eyes and mouth in the face shown in Fig. 12 (right) and center of the plant in Fig. 12 (left)]. The results are presented in Table 1 where the first column represents the downsampling method, the second the sampling points, and next all error per registration method, shape and deformation. In order to provide a robust measure, the error takes into account the color information. The quality of the registration is related to the real correspondence. Correspondences just in location space are not representative by themselves. However, they become useful information if we observe the correspondence in the color space, i.e., the closest point in the location space is not a good correspondence if the colors are different. In the same way, this measure avoids the problem that happens when one point may be registered in between various points as not the same distribution of data in the location and color is obtained after the sampling, e.g., in the flower one deformation is enlarging, then for the same number of points sampled, one leaf will have more spread points than the smaller.
Therefore, first, we find the set of closest points P j (Eq. 5) as the points p i in X for a point y j within a defined distance r in the location space (k Á k L represents the Euclidean distance):
The distance r (Eq. 6) is calculated as two times the average of the minimum distances D (Eq. 7) between each point in Y to the dataset X:
being n X the elements in X. After, the error j (Eq. 8) is the difference in the color space between the point y j and the one of the closest p i which minimizes the distance in color:
Finally, the error (Eq. 9) is the mean of all j , being n Y the elements in Y.
Taking into account the l D as the mean value of the error per deformation, we can conclude that Color-CPD works better in general terms than the original version. In average, the error for the Color-CPD is 6.07, while the original CPD achieves 8.30 for the different experiments. However, since the aim of this paper is to evaluate the downsampling methods, we are going to focus on the average error for the different downsampling methods according to the Color-CPD (l C ) and the original CPD (l O ). In both cases, the color-based downsampling method achieves the lowest error, being the original CPD where it is more notorious as the method does not use it in the registration process.
Conclusion
A comparison of five different downsampling methods for 3D data has been presented. For downsample 3D data, there exist different approaches, including 2D depth map sampling, point-based, and mesh-based. The mesh is obtained triangulating the surface from the points; hence, we have focused this paper on the two first categories as they use the data provided directly from the sensor. The comparison has been made using a bilinear method for depth map reduction, a normal-based technique which uses the orientation information to estimate the sampling ration. Moreover, a color-based has been evaluated which provides a sampling where homogeneous color regions are highly reduced and maintains higher density of point in descriptive parts. A combination of normal and color-based techniques has been also included in the comparison. Finally, a growing neural gas sampling method has been used. The experimentation used two models, a face and a flower. For the visual inspection, the GNG and the bilinear provide homogeneous sampling which allows to have information of the whole model. However, normal, color and the combination provide different densities of points depending on the information used in the kernel of method. This could help in the posterior processing of the data, since it has been demonstrated in a second experiment where a non-rigid registration has been done. The registration experiments were focused on aligning the models with different deformations, where the alignment quality is evaluated with both color and point location results. For this case, the color-based sampling models achieve the best registration. For future works, we are evaluating more methods based on different features, and also, we will include mesh-based methods in the comparison.
