Recently, a new Ostrowski type inequality on time scales for k points was proved in [G.
Introduction
To unify the theory of continuous and discrete calculus, the German mathematician Stefan Hilger [8] came up with the theory of time scales. A time scale T is an arbitrary nonempty closed subset of R. For the sake of brevity, we will only recall definitions and properties (in the theory of time scales) that will be needed in the sequel. We recommend the books [2, 3] for a thorough study of this subject. Definition 1. The forward jump operator σ : T → T is defined by σ(t) := inf{s ∈ T : s > t} for t ∈ T.
Definition 2. The function f : T → R, is called differentiable at t ∈ T k , with delta derivative f ∆ (t) ∈ R, if for any given > 0 there exist a neighborhood U of t such that f (σ(t)) − f (s) − f ∆ (t)(σ(t) − s) ≤ |σ(t) − s|, ∀s ∈ U.
We call f ∆ (t) the delta derivative of f at t. Moreover, we say that f is delta differentiable (or in short: differentiable) on T k provided f ∆ (t) exists for all t ∈ T k . The function f ∆ : T k → R is then called the delta derivative of f on T k .
, and if T = Z, then f ∆ (t) = f (t + 1) − f (t).
Definition 3. The function f : T → R is said to be rd−continuous if it is continuous at all right-dense points t ∈ T and its left-sided limits exist at all left dense points t ∈ T. The set of all rd-continuous function f : T → R is denoted by C rd (T,R). Also, the set of functions f : T → R that are differentiable and whose derivative is rd-continuous is denoted by C 1 rd (T,R).
Definition 4.
Let f ∈ C rd (T,R). Then : T → R is called an antiderivative of f on T if it is differentiable on T and satisfies ∆ (t) = f (t) for any t ∈ T k . In this case, we have
for any t ∈ T.
Theorem 6. If a, b, c ∈ T with a < c < b, α ∈ R and f, ∈ C rd (T,R), then
(ii)
Definition 7. Let h k : T 2 → R, k ∈ N be functions that are recursively defined as
In 2008, Bohner and Matthews [1] extended the well known Ostrowski inequality [6] to time scales by proving the following theorem.
where h 2 (·, ·) is given in Definition 7 and M = sup a<t<b f (t) < ∞.This inequality is sharp in the sense that the right-hand side of (1) cannot be replaced by a smaller one.
Following thereafter, Liu and Ngô [11] generalized Theorem 8 as follows:
This inequality is sharp in the sense that the right hand side of (2) cannot be replaced by a smaller one.
In 2012, Feng and Meng [7] extended, among other things, Theorem 9 to the 2-dimensional case. For more on this and related results in this direction, see the papers [9, 10, [12] [13] [14] 16] and the references therein. Recently, by introducing a parameter λ ∈ [0, 1], Xu and Fang [17] further generalized Theorem 9 by proving the following result.
Theorem 10. Suppose that T is a time scale and
It is our purpose in this paper to establish three new Ostrowski type result for multiple points on time scales, for functions of two independent variables, via a parameter. Our first result will extend Theorem 10 to the 2-dimensional case (see Remark 15) . As a special case (for λ = 0) of our results, we will obtain the main theorems of Feng and Meng in [7] (see Remarks 15, 17 and 20) ; and for λ ∈ (0, 1], we obtain completely new results in this direction.
This paper is arranged in the following fashion: in Section 2, our results are composed and justified. Section 3 houses application of Theorem 16 in the continuous, discrete and quantum calculus.
Main Results
The following lemma is given in [15, 17] but with some typos. We present here the correct version.
Lemma 11. Suppose that T is a time scale and
where
In what follows, we let T 1 and T 2 denote two arbitrary time scales, and for an interval
Finally, we assume through out the rest of this paper that T 1 and T 2 have a uniform forward jump operator σ. For more on the two-variable time scale calculus, we invite the interested reader to the papers [4, 5] .
Lemma 12 (2D Generalized Montgomery Identity with a parameter). Let
Then we have the identity
Similarly, for each t ∈ T 2 , we have
Using (5) and (6), we obtain
This gives the desired result.
Remark 13. By taking k = 2 in Lemma 12 and letting
We are now in position to formulate and prove our first result. belong to T 2 . Then we have the inequality
where M = sup
Proof. By applying Lemma 12, and item (v) of Theorem 6 we get
Now, we observe that
The inequality in (7) is obtained by substituting (9) and (10) into (8). This completes the proof. 
Then we have the inequality
Proof. By a simple computation, one gets
Using (12) and (13), we have that 
We also have that,
On the other hand, we observe that sup K(s, t, I k , J k ) − inf K(s, t, I k , J k ) ≤ (b − a)(d − c).
The desired inequality is obtained by combining (4), (14) , (20), (21) and (22).
Remark 20. Theorem 19 amounts to [7, Theorem 2.9] for the case λ = 0.
