Regional-scale phenology modeling based on meteorological records and remote sensing observations by Yang, Xi et al.
Regional-scale phenology modeling based on meteorological
records and remote sensing observations
Xi Yang,1,2 John F. Mustard,1 Jianwu Tang,2 and Hong Xu3
Received 3 February 2012; revised 26 July 2012; accepted 1 August 2012; published 14 September 2012.
[1] Changes of vegetation phenology in response to climate change in the temperate
forests have been well documented recently and have important implications on the
regional and global carbon and water cycles. Predicting the impact of changing phenology
on terrestrial ecosystems requires an accurate phenology model. Although species-level
phenology models have been tested using a small number of vegetation species, they are
rarely examined at the regional level. In this study, we used remotely sensed phenology and
meteorological data to parameterize the species-level phenology models. We used a
remotely sensed vegetation index (Two-band Enhanced Vegetation Index, EVI2) derived
from the Moderate Resolution Spectroradiometer (MODIS) 8-day reflectance product from
2000 to 2010 of New England, United States to calculate remotely sensed vegetation
phenology (start/end of season, or SOS/EOS). The SOS/EOS and the daily mean air
temperature data from weather stations were used to parameterize three budburst models
and one senescence model. We compared the relative strengths of the models to predict
vegetation phenology and selected the best model to reconstruct the “landscape
phenology” in New England from year 1960 to 2010. Of the three budburst models tested,
the spring warming model showed the best performance with an averaged Root Mean
Square Deviation (RMSD) of 4.59 days. The Akaike Information Criterion supported the
spring warming model in all the weather stations. For senescence modeling, the Delpierre
model was better than a null model (the averaged phenology of each weather station,
averaged model efficiency = 0.33) and has a RMSD of 8.05 days. A retrospective analysis
using the spring warming model suggests a statistically significant advance of SOS in
New England from 1960 to 2010 averaged as 0.143 days per year (p = 0.015). EOS
calculated using the Delpierre model and growing season length showed no statistically
significant advance or delay between 1960 and 2010 in this region. These results suggest
the applicability of species-level phenology models at the regional level (and potentially
terrestrial biosphere models) and the feasibility of using these models in reconstructing
and predicting vegetation phenology.
Citation: Yang, X., J. F. Mustard, J. Tang, and H. Xu (2012), Regional-scale phenology modeling based on meteorological
records and remote sensing observations, J. Geophys. Res., 117, G03029, doi:10.1029/2012JG001977.
1. Introduction
[2] Long term phenological observations from the northern
hemisphere provided evidence that climate change is driving
shifts in vegetation phenology [Fitter and Fitter, 2002;
Schwartz et al., 2006]. Vegetation start-of-season (SOS) and
end-of-season (EOS) are two key phenological phases (i.e.,
phenophases) to determine the plant growing season length
(GSL), which is an important parameter in terrestrial carbon
cycle in the temperate deciduous forest [Churkina et al., 2005;
Dragoni et al., 2011; Piao et al., 2007; Picard et al., 2005;
Richardson et al., 2010]. Changes in phenology also feedback
on the climate system through the nutrient cycle, the water
cycle, the surface energy budget and the production of bio-
genic volatile organic compounds (BVOCs) [Peñuelas et al.,
2009; Schwartz, 1996]. At the community level, shifts in the
phenology of related species (e.g., flowering plants and polli-
nators) might cause mismatches in reproductive timing and
failure to produce offspring [Bradshaw and Holzapfel, 2006].
Better modeling of vegetation phenology is thus critical to
predict how the ecosystem will respond to the future climate.
[3] Both SOS and EOS are controlled by various envi-
ronmental factors. It is widely accepted that leaf budburst in
temperate forests is mainly driven by temperature [Cannell
and Smith, 1983; Hänninen, 1990; Peñuelas and Fillela,
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2001]. However, the time interval in which air temperature is
effective is still widely debated: spring (here refers to Jan–
Jun) only (e.g., [Chuine et al., 1998; Richardson et al., 2006])
or winter and spring (e.g., [Chuine et al., 1999; Kramer,
1994; Vitasse et al., 2011]). Other factors such as photope-
riod [Partanen et al., 1998], precipitation and nitrogen
deposition [Cleland et al., 2007] are considered to have less
effects on the budburst at the ecosystem level: a meta-
analysis, which summarizes the environmental cues on
spring phenology, suggested that of 325 species surveyed,
278 species are cued by temperature while only 2 species are
cued by photoperiod (35 species by precipitation, which is
one of the main drivers in tropical forests [Reich, 1995]) [Pau
et al., 2011]. On the contrary, there is still no consensus on
the driving factors of fall senescence (defined as the leaf
coloring), possibly due to the lack of understanding of the
senescence process and limited availability of senescence
data [Delpierre et al., 2009]. The possible factors that might
control fall senescence include summer temperature [Estrella
and Menzel, 2006] and photoperiod [Keskitalo et al., 2005].
[4] Based on these analyses, phenology models have been
developed from species to global levels. At the species level,
phenology models for both budburst and senescence were
developed based on controlled experiments and have been
tested using phenological observations of dominant tree
species in Europe [Chuine et al., 1998; Häkkinen et al.,
1998; Hänninen, 1990] and North America [Chuine et al.,
2000; Richardson et al., 2006]. It should be noted that the
budburst models could not only simulate budburst, but also
other stages in the spring canopy development. Budburst
models assume a linear relationship between the rate of
growth (e.g., the rate of increase in mean leaf area) and
temperature above a given threshold (“growing degree days”
(GDD)). When a certain temperature accumulation threshold
(“critical forcing temperature” (F*)) is reached, budburst
occurs. Some models such as the spring warming model
[Hunter and Lechowicz, 1992] assume that only spring and
summer temperature (Jan–Jun) has an impact on the budburst
while the other models such as sequential [Sarvas, 1974] and
parallel models [Kramer, 1994; Landsberg, 1974] require a
cold winter – the number of days with daily temperature
below a certain threshold (e.g., 2C) reaches the chilling
requirement (e.g., 15 days) – to initiate the spring tempera-
ture accumulation process while the spring warming model
implicitly assumes that this winter “chilling requirement” is
always fulfilled. There are complex models such as Promoter-
Inhibitor Model (PIM) [Schaber and Badeck, 2003] and
UniChill model [Chuine, 2000], which require at least seven
years of data to avoid model over-fitting. Senescence is
defined as the process of leaf coloring (red or yellow).
Estrella and Menzel [2006] used more than 50 years of
in-situ observations of autumn senescence of four common
tree species in Germany to test the relationship between
commonly used criteria (e.g., summer temperature, solar
radiation) and leaf senescence, and found that the criteria
were not sufficient to explain the variation in leaf senescence.
In contrast, Delpierre et al. [2009] found that a combination
of temperature and photoperiod was sufficient to predict the
senescence date of Sessille Oak (Quercus petraea (Matt.)
Liebl.) and European beech (Fagus Sylvatica). Vitasse et al.
[2011] extended this method to four dominant species in
European temperate forests and found that the senescence
model has good predictability for three species: Quecus pet-
raea, Acer pseudoplatanus and Fagus sylvatica.
[5] At the regional and global level, phenology models are
mainly used as submodels in the terrestrial biosphere mod-
els; Most of these phenology models are empirical, using
either prescribed date, or a single temperature threshold or
GDD without parameter optimizations using phenological
observations (for details of the models see Richardson et al.
[2012]). Thus, due to their inaccurate characterization of
vegetation dynamics, these phenology models applied to the
regional or global scale might underestimate or overestimate
the effects on the biosphere [Randerson et al., 2009].
Comparison of phenology models in 14 terrestrial biosphere
models suggests that none of the models succeeded in cap-
turing the phenology in terms of leaf area index (LAI) or
carbon fluxes, and most of the models predicted an earlier
SOS and later EOS, resulting in overestimation of gross
ecosystem photosynthesis by 20% [Richardson et al.,
2012]. Comparing to these empirical models, species-level
models such as the spring warming or parallel models are
better supported by phenological observations [Migliavacca
et al., 2012]. The species-level models are rarely tested at the
regional level [Fisher et al., 2007; Picard et al., 2005].
Remote sensing provides a way to monitor several key
phenological phases including leaf expansion and leaf col-
oring at the landscape scale (e.g. [Fisher and Mustard, 2007;
Fisher et al., 2006; Morisette et al., 2009; Zhang et al.,
2003]). Fisher et al. [2007] used 5 years of remotely
sensed phenology and climate data to parameterize the
spring warming model in New England, USA. The work
was limited by the short time span of the remote sensing data
and thus the model was not well-fit at each individual
weather station (5 years vs. 3–5 parameters per model). Now
we have 11 years (as of 2010) of remotely sensed data from
MODIS that allows for a more robust model fitting with data
at individual stations. We assume that each weather station
records the climate data for a unique mixture of vegetation,
thus phenology model parameters are spatially different, but
for the same station, the model parameters are temporally
invariant. In the present study, we choose New England in
northeastern United States as our study area to address the
following questions: (1) Can species-level budburst and
senescence models predict the remotely sensed phenology
better than a null model (i.e., the eleven-year-averaged
remotely sensed phenology of a given location)? Which
budburst model is the best? (2) Is there a trend in phenology
in New England in the past 50 years?
2. Methods
2.1. Study Area
[6] The study area (40N–44N, 69W–76W) encom-
passes southern New England extending west to east from
central New York to Martha’s Vineyard, Massachusetts and
north to Vermont and Maine (Figure 1). It is considered as
the “tension zone” between two distinct hardwood forest
communities: in the north are mainly beech, birches, and
maples; in the south are mainly oaks, chestnuts and hicko-
ries. The major tree species are white pine (Pinus strobus),
yellow birch (Betula alleghaniensis), red maple (Acer
rubrum), red oak (Quercus rubra), and white oak (Quercus
alba) [Cogbill et al., 2002].
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2.2. Remotely Sensed Phenology and Spatial Weighting
[7] We used the remotely sensed data to estimate the
vegetation phenology of the study area. The 8-day 500 m
MODIS surface reflectance products (code: MOD09A1) of
the study area were acquired from the NASA LPDAAC
(https://lpdaac.usgs.gov/). The two-band Enhanced Vegeta-
tion Index (EVI2) [Jiang et al., 2008] was calculated for
each pixel from 2000 to 2010 as follows (equation (1), rNIR
is the near-infrared band reflectance, rRED is the red band
reflectance):
EVI2 ¼ 2:5 rNIR  rRED
rNIR þ 2:4rRED þ 1
; ð1Þ
Unlike EVI, EVI2 uses only the near-infrared and red
bands from MODIS, making it possible to extend the use of
EVI2 to sensors like AVHRR. When atmospheric effects
are minimal, the difference between EVI and EVI2 is
insignificant when tested over various land cover/use types
and different times of the season, and EVI and EVI2 do not
become saturated even when LAI exceeds 5 [Jiang et al.,
2008]. Band quality files and state flags with the data were
used to screen the cloudy days, water surface and other
erroneous pixels. Then the EVI2 time series were processed
using the Savitzky-Golay Filter, which has been used to
smooth vegetation index time series with erroneous spikes
due to clouds [Chen et al., 2004]. The smoothed time series
were fitted using a double-logistic function (equation (2))
[Fisher and Mustard, 2007; Fisher et al., 2006]:
v tð Þ ¼ vmin þ vamp 11þ em1n1t 
1
1þ em2n2t
 
; ð2Þ
where v(t) is the EVI2 at time t, vmin and vamp are the mini-
mum and amplitude values of a single year and the para-
meters m1, n1, m2, and n2 control the shape of the curve
(Figure 2). The curve-fitting procedure used was MPFIT, a
robust non-linear least-square fitting method [Markwardt,
2008, downloadable from http://purl.com/net/mpfit]. Spe-
cifically, t = m1/n1 is the SOS and t = m2/n2 is the EOS. The
Figure 1. Distribution of weather stations in the study area and with the following properties as the back-
ground: (a) the elevation; (b) start of season (SOS); (c) end of season (EOS); and (d) growing season
length (GSL). SOS, EOS and GSL were calculated using the MODIS Two band Enhanced Vegetation
Index (EVI2) time series in year 2002 as an example. For calculation methods, see Figure 2. The green
and black dots indicate locations of the weather stations.
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calculated SOS and EOS are the days that the vegetation
index increases/decreases to the halfway point between the
maximum and minimum value. This method is considered to
be less sensitive to the understory species green-up [Fisher
et al., 2006], which is often earlier than that of the over-
story dominant species [Richardson and O’Keefe, 2009].
[8] We assessed the uncertainty of remotely sensed phe-
nology modeling in two ways: ground validation (see
section 2.3) and uncertainty evaluation of parameters related
to SOS and EOS. We used the 1-sigma value of m1, n1
(sm1,sn1) and 1-sigma value of m2, n2 (sm2,sn2) to assess the
uncertainty in SOS and EOS, respectively. Since m1 and n1
(m2 and n2) are highly correlated (rm1n1 andrm2n2, correlation
between m1, n1; and m2, n2. data not shown), the propagation
of the uncertainty to SOS and EOS should be described as
sSOS and sEOS[Taylor, 1997]:
sSOS ¼ SOS 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sm1
m1
 2
þ sn1
n1
 2
 2 sm1sn1
m1n1
rm1n1
s
ð3Þ
sEOS ¼ EOS 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sm2
m2
 2
þ sn2
n2
 2
 2 sm2sn2
m2n2
rm2n2
s
; ð4Þ
where SOS and EOS are the estimated values of a year from
equation (2); (m1,m2,n1,n2) are the estimated best values of
the parameters.
Figure 2. Examples of curve-fitting using the double-logistic function. The solid curves are the fitted
double-logistic function, with the 95% confidence interval on both sides of the curves (dash lines). The
black dots are the EVI2 time series. Two vertical lines in panel (a) show the dates that were calculated
as SOS and EOS. The whiskers below the fitted curves are uncertainties in SOS and EOS. The unit of
the uncertainty is day.
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[9] The weather stations record the temperature of their
surrounding area. However, the satellite pixels around the
weather stations should not be considered equally valid due
to different land use/cover and elevation [Fisher et al.,
2007]. Thus, we gave weights to the 7  7 grids surround-
ing the weather station. The weights are based on the vege-
tation cover of each pixel, the distance with the central pixel
(i.e., the location of weather station), and the elevation dif-
ference between the pixel and the central pixel, and the water
mask. The averaged SOS and EOS were then calculated as
the weighted average of the 49 pixels in the grid.
[10] A pure deciduous forest in New England has an
annual maximum EVI2 value (vmax) close to 0.8, and an
annual minimum EVI2 value (vmin) close to 0.0. Thus the
Cartesian distance in the vmax  vmin space indicates the
‘deciduousness’ of a pixel: the smaller the value is (thus
higher WDC), the closer the pixel is to be considered as a
deciduous forest [Fisher et al., 2006]. If vmax is greater than
0.8, then vmax was set to be equal to 0.8. The deciduousness
(WDC) of a pixel is (non-deciduous pixels are thus very low
in WDC and readily dismissed):
WDC ¼ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
vminð Þ2 þ vmax  0:8ð Þ2
q
: ð5Þ
The horizontal distance weight (WHD) decreases from 1 to 0
with a lapse rate of 1/7. Calculated as the Cartesian distance
between the central pixel (i = 3 and j = 3, where i and j are
the horizontal and vertical coordinates),
WHD ¼ 1 1:0=7ð Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
i 3ð Þ2 þ j 3ð Þ2
q
: ð6Þ
The vertical distance weight (WVD) was calculated as the
difference of elevation between the central point and any
point on the grid with a lapse rate of 0.02 units m1:
WVD ¼ 1 0:02 altitude i; j½   altitude 3; 3½ 
 : ð7Þ
The water mask weight (Wwater) equals to 0 when the pixel is
recognized as water by MODIS state flag, otherwise Wwater
equals to 1. The total weight (W) of each pixel on the grid is:
W ¼ WDC WHD WVD Wwater: ð8Þ
2.3. Ground Validation
[11] We used the phenology records in Harvard Forest
(42.53N–42.54N, 72.18W–72.19W) to validate
remotely sensed SOS and EOS. Harvard Forest is a mixed
forest dominated by red maple (Acer rubrum) and red oak
(Quercus rubra). Spring canopy developments of 33 species
were recorded since 1990 at an interval of 3–7 days (after
2002, the total number of species in spring was reduced to
nine); fall canopy developments were observed since 1991
(except 1992) and the number of species is 14 since 2002
[O’Keefe, 2000]. Eleven years of observations of A. rubrum
(5 individuals were observed) and Q. rubra (4 individuals
were observed) were used to compare with remotely sensed
SOS and EOS. Each time, phenological metrics were
recorded as the percentage comparing to the total leaves on
that tree (three spring metrics and two fall metrics, 0% to
100%): BBRK (percentage of broken buds), L75 (percent-
age of leaves at 75% of their total size), L95 (percentage of
leaves at 95% of their total size), LCOLOR (percentage of
leaves that have changed color, notice that the leaves are
those remaining on the tree) and LFALL (percentages of
leaves that have fallen). All of the metrics for each individ-
ual were fitted using a sigmoid curve [Fisher et al., 2007,
equation (9)]:
PM tð Þ ¼ PMmin þ PMamp 11þ em1n1t
 
; ð9Þ
where PM(t) is the phenological metrics at time t, PMmin and
PMamp is the minimum and amplitude values of the above
metrics of a single year. The parameters m1, n1 control the
shape of the curve. Similar to section 2.3, we calculated the
date (t = m1/n1) when the metrics reach halfway between
minimum and maximum to compare with the remotely
sensed phenological metrics of the Harvard Forest pixel
from 2000 to 2010. The date of those metrics should be
interpreted as “the date when 50% of the leaves on the tree
reach that stage (for example, budburst or reaches 75% of
the full leaf size).”
2.4. Climate Data
[12] Daily temperature and photoperiod are used as cli-
mate drivers of the phenology models. Daily maximum and
minimum temperature from 1999 to 2010 were acquired
from NOAA National Climate Data Center (www.ncdc.
noaa.gov/oa/ncdc.html). These data were processed in the
following steps: first, the daily mean temperature was cal-
culated as the average of the daily maximum and minimum
temperature [Fisher et al., 2007]; second, stations with more
than 15% of the data flagged as missing (“99999” in the
original dataset) were discarded. The remaining missing data
were replaced by the interpolation of nearby stations using
the Linear Lapse Rate Adjustment (LLRA) [Dodson and
Marks, 1997]; third, we compiled the data from September
to the next June as the dataset input for spring phenology
models; data from June to December were compiled for fall
phenology model. Stations with 5 or more years of data were
included in the dataset. Stations located in the airports and
croplands were manually excluded based on the examination
of Google Earth images from 2000 to 2010. The total
number of included weather stations is 137. In addition, we
calculated the daily photoperiod for each station as a func-
tion of the latitude of the station and the day of year
[Monteith and Unsworth, 2008].
2.5. Parameterization of Climatic Phenology Models
[13] The models we selected in this paper must be simple
in terms of the number of parameters, since we only have
11 years of satellite data. Models such as the promotor-
inhibitor model (PIM) [Schaber and Badeck, 2003] with
more than 5 parameters were not considered. For budburst,
both 1-phase (which only consider the spring temperature)
and 2-phase models (which consider both the fall and next
spring temperature) were considered in this study (Table 1).
For the 1-phase model, we selected the spring warming
model (SW), which accumulates growing degree days
(GDDs) after a given DOY (which could vary spatially). For
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the 2-phase model, the sequential model (SEQ) calculates
the GDD after the chilling requirement is fulfilled by having
a certain number of low temperature days (chilling days
(CD)) [Chuine et al., 1998; Kramer, 1994; Landsberg, 1974;
Sarvas, 1974]. The parallel model (PAR) calculates the
GDD concurrently with CD accumulation, and budburst
happens when both heating and chilling requirements are
fulfilled [Chuine et al., 1998; Landsberg, 1974].
[14] For senescence models, we tested the Delpierre model
(DM) that assumes both temperature and photoperiod con-
trol the senescence process [Delpierre et al., 2009; Vitasse
et al., 2009]. The accumulation of cold degree days
(CDDs) is initiated when daily temperature and photoperiod
are both below their threshold. We made a change to the DM
model such that both the parameter for temperature (x) and
photoperiod (y) could accept any value between 0 and 2
(Table 2) instead of only 0, 1 and 2 as in Delpierre et al.
[2009].
[15] The remotely sensed phenology (SOS and EOS) and
the daily environmental data (temperature and photoperiod)
were used to calculate the phenology model parameters (for
parameters see Table 1). For each weather station, at least
5 years of data were used in the model calibration. Since we
assumed that the phenology model parameters at each sta-
tion is temporally invariant but spatially different from sta-
tions at other locations due to biotic factors (genotypes,
species composition), models were fit individually at each
weather station.
[16] Since all the models have at least three parameters, it
is not computationally realistic to fully explore the parameter
space [Picard et al., 2005]. We utilized a simple genetic
algorithm to optimize the cost function (equation (10)).
Model parameters were constrained to a range of values
based on previous modeling works (e.g., [Chuine et al.,
1998, 1999; Kramer, 1994]) (Table 2). All the codes were
written in Interactive Data Language (for genetic algorithm
source code, refer to www.ncnr.nist.gov/staff/dimeo/idl_
programs.html).
RMSD ¼ 1
N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
tobservationpheno yearið Þ  tmodelpheno yearið Þ
 2r
; ð10Þ
where N is the number of years of each station, tpheno
observation(yeari)
is the estimated date of a phenophase (i.e., SOS and EOS) at
a given year i, tpheno
model(yeari)is the modeled date of a pheno-
phase at a given year i.
2.6. Model Evaluation
[17] Model accuracy and efficiency were analyzed using
the RMSD (equation (10)), Nash-Sutcliffe model efficiency
coefficient (ME) [Nash and Sutcliffe, 1970] (equation (11)),
and Akaike Information Criterion (AIC) [Akaike, 1974].
RMSD describes the difference between the modeled phe-
nophase date and the observed phenophase date. ME com-
pares the phenology models with the null model (i.e., only
Table 1. Summary of Model Equations and Notations Used in this Study, and the Temporal Range of Temperature and Photoperiod
Records Required by the Models
Model Parametersa
Spring
Temperatureb
Autumn
Temperatureb
Autumn
Photoperiodb Equation
Spring warming Theat, t0, F* √ SW: Sf ¼ ∑tbt0Rf xtð Þ where Rf = max(0, xt  Theat)
when Sf ≥ F* budburst occurs
Sequential Ctotal, Theat, Tchill, F* √ √ SEQ: Sc ¼ ∑tht0Rc xtð Þ where Rc = binary(max(0, Tchill  xt))
when Sc ≥ Ctotal heat accumulation starts then Sf ¼ ∑tbth Rf xtð Þ
where Rf = max(0, xt  Theat) when Sf ≥ F* budburst occurs
Parallel Ctotal, Theat, Tchill, F* √ √ PAR: Sc ¼ ∑tbt0Rc xtð Þ where Rc = binary(max(0, Tchill  xt))
Km = min(Sc/Ctotal, 1) and Sf ¼ ∑tbt0Km  Rf xtð Þ
where Rf = max(0, xt  Theat) when Sf ≥ F*
budburst occurs
Delpierre Pstart, Tchill, x, y, Ycrit. √ √ DM: If P(d) ≤ Pstart and xt ≤ Tchill, then Ssen ¼ ∑tst1Rsen xtð Þ
where Rsen(xt) = [Tchill  xt]x  [P(t)/Pstart]y when Ssen ≥ Ycrit
senescence occursc
aSf is the accumulated heat forcing units (unit: C); Rf is the rate of heat forcing (unit: C/day); Sc the accumulated chilling units (unit: C); Rf is the rate of
chilling (unit: C/day); xt is the temperature at time t; Theat, base temperature (unit: C) required by heat accumulation process; Tchill is base temperature
(unit: C) required by chilling accumulation process; t0 is the starting date (day of year, unit: day) of accumulation; tb is the date of budburst (day of
year, unit: day); th is the date when the heating accumulation is completed (day of year, unit: day); ts is the date of senescence (day of year, unit: day);
F* is the critical threshold of heating process (budburst) (unit: C); Ctotal is critical threshold of chilling process (end of chilling, quiescence) (unit:
day); Ssen is the accumulated forcing units for senescence (unit: Chour hour1), Rsen is the rate of forcing (unit: Chour hour1/day); Ycrit is the
critical threshold of senescence process (senescence) (unit: Chour hour1); Pstart is the photoperiod threshold for senescence process (unit: hour); P(t)
is the photoperiod for day t; x, y are parameters for the DM model. Functions: max() returns the larger value of the two in the parenthesis, min() returns
the smaller value in the parenthesis, while binary() return 0 if the value in the parenthesis is 0, otherwise returns 1.
bSpring is from 1 January to 30 June. Autumn is from 1 August to 31 December.
cP(t)/Pstart can also be written as 1  P(t)/Pstart [Delpierre et al., 2009].
Table 2. Ranges for the Parameters in Each Modela
Model Parameter 1 Parameter 2 Parameter 3 Parameter 4 Parameter 5
Spring warming Theat:[0,10] t0: [1,100] F*: [100,1000]
Sequential Theat: [0,10] Ctotal: [0,150] F*: [100,1000] Tchill: [10,10]
Parallel Theat: [0,10] Ctotal: [0,150] F*: [100,1000] Tchill: [10,10]
Delpierre Tchill: [5,30] x: [0,2] y: [0,2] Ycrit: [1000,15000] Pstart: [10,16]
aRefer to Table 1 for the parameter acronyms.
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calculating the interannual variation). ME was calculated
with the following equation:
ME ¼ 1
X
tobservationpheno yearið Þ  tmodelpheno yearið Þ
 2
X
tobservationpheno yearið Þ  tobservationpheno yearið Þ
 2 ; ð11Þ
where tobservationpheno yearið Þ is the averaged date of budburst or
senescence. A positive ME means the models are better than
a null model.
[18] While the best model should have the as low an
RMSE as possible, it is equally important that the data are fit
with the fewest model parameters (“Occam’s razor”)
[Burnham and Anderson, 2002]. AIC takes into account the
goodness-of-fit as well as the complexity of the model.
When the number of parameters (p) is large comparing to the
sample size (n) (generally when n/p < 40), the small sample
AIC should be used (AICc) [e.g., Migliavacca et al., 2012]:
AICc ¼ n logs2 þ 2pþ 2p pþ 1ð Þn p 1 ; ð12Þ
where n is the number of observations, s is the RMSD, p is
the number of parameters. The model with the lowest AICc
is considered to be the best model among the candidates.
The difference of AICc scores between the best model and
the other models,DAICc, is a measure of relative strength of
the models compared to the best model. If DAICc < 2, then
the model is considered to be close to the best model, while
ifDAICc > 6, then the model is 20 times less likely to be the
best model [Migliavacca et al., 2012].
2.7. Retrospective Analysis
[19] Based on these metrics, the best budburst model and
senescence model for the study area was identified and we
chose the stations with ME higher than 0.4 for a retrospec-
tive analysis. Climate data from year 1960 to 2010 were the
input to the calibrated models to derive the SOS, EOS and
subtract EOS with SOS to get GSL in each year. The SOS,
EOS and GSL were then averaged across the region and
linear regressions of these phenophases against year were
calculated.
3. Results
3.1. Remotely Sensed Phenology
and Uncertainty Analysis
[20] Figure 1 shows the spatial distribution of SOS, EOS
and GSL in 2002, which is similar to the other analysis for
this region [Fisher and Mustard, 2007; Zhang et al., 2003].
Spatial variations in SOS and EOS show a coastal-continental
gradient with altitude as a controlling factor. The late SOS in
the upper Cape Cod, Martha’s Vineyard and Long Island are
mainly due to the concentration of scrub oak (Quecus ilicifoli)
in these areas (data not shown) [Foster et al., 2002]. Scrub oak
also showed an earlier EOS in the same areas (Figure 1c),
together resulting in a shorter GSL.
[21] We assessed the quality of remotely sensed phenol-
ogy by (1) evaluating the uncertainty of curve-fitting; (2)
comparing with ground observations in Harvard Forest.
Figure 2 shows two examples of curve-fitting and the
uncertainties in the estimates of SOS and EOS at the MODIS
pixel covering the Harvard Forest (42.535N, 72.185W).
Figure 2a is year 2010 with a low scatter and Figure 2b is
year 2007 with a higher scatter. The uncertainty in SOS is
smaller than that of EOS. Figure 3 shows the spatial distri-
bution of the averaged (2000–2011) uncertainties of SOS
and EOS, and both shared a similar spatial pattern: the
uncertainties are generally lower along the south shore, in
Adirondack Mountains and in Vermont and West Massa-
chusetts. The uncertainties are higher over croplands on the
southwest corner. The averaged uncertainty of SOS (2000–
2010) of the whole study area in 2.571 days with standard
deviation of 0.808 days; The averaged uncertainty of EOS
(2000–2010) of the whole study area is 4.458 days with
standard deviation of 1.598 days. Figure 4 shows the com-
parison between remotely sensed phenology and Harvard
Forest ground observations. Those metrics should be inter-
preted as when 50% of the leaves on the tree reach the state,
for example, 50% of the leaves on the tree reach their 75%
Figure 3. The cross-year averaged (2000–2010) uncertainties of SOS and EOS in the study area.
(a) SOS; (b) EOS. The black solid lines are the state boundaries.
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size comparing to the full size (L75). L75 (r2 = 0.6428) is
best in tracking the remotely sensed SOS comparing to L95
(r2 = 0.4424) and BBRK (r2 = 0.2134). Due to the large
variations of fall phenological metrics, the correlation
between remotely sensed EOS and LFALL/LCOLOR is not
statistically significant.
3.2. Model Performance
[22] Among the three budburst models we tested, the
spring warming model showed the best performance in
terms of RMSD, AICc and ME. The budburst models
showed an average RMSD less than 5 days (Table 3). The
averaged RMSD and R2 values of the three models are close
Figure 4. Comparison between remotely sensed phenology and Harvard Forest ground observations.
(a) SOS and the date when spring phenological metrics (BBRK, L75 and L95) reaches 50% (see text for expla-
nation); (b) Linear regressions between SOS and spring phenological metrics: L95 = 0.7431 SOS + 55.0645
(r2 = 0.4424); L75 = 0.9010 SOS + 24.5235 (r2 = 0.6428); BBRK = 0.5539 SOS + 50.0835 (r2 = 0.2314).
The dashed lines are 95% confidence intervals; (c) EOS and fall phenological metrics (LCOLOR and
LFALL); and (d) linear regressions between EOS and fall phenological metrics (not significant). The whis-
kers in (a) and (c) for SOS and EOS are the uncertainties as calculated in Figure 2. The whiskers of the
spring and fall phenological metrics are the standard deviation calculated from the 9 individuals (5 Red
Maple and 4 Red Oak). The dashed lines are 95% confidence intervals.
Table 3. Summary of the Root Mean Square Deviation (RMSD), Model Efficiency (ME) and the Small Sample-Corrected Akaike Infor-
mation Criterion (AICc) of the Models
a
Category Model RMSD ME Median AICc Best Model DAICc < 2 DAICc < 6
Spring models Spring warming 4.59 (2.14, 7.78) 0.49 (0.02, 0.84) 0.00 128 128 128
Sequential 4.91 (2.24, 8.14) 0.39 (0.28, 0.84) 8.45 0 0 28
Parallel 4.60 (1.73, 7.95) 0.47 (0.07, 0.88) 7.62 0 2 31
Fall model Delpierre 8.05 (3.54, 13.65) 0.33 (0.06, 0.64) N/A N/A N/A N/A
aIn columns 3 and 4 the figures in parentheses are the 5 and 95 percentiles of the value from all the weather stations. For 128 stations with more than
5 years’ meteorological data, columns 6, 7 and 8 show the numbers of stations for which the model is considered best in comparison to the other two;
the number of station where the difference between the AICc of the model and the best model is less than 2 (DAICc < 2) and less than 6 (DAICc < 6).
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(Figure 5, Figure 6). However, the AICc scores of all the
stations (Table 3, a total of 128 stations, 9 stations with only
5 years’ data were excluded because it will cause a zero
denominator) support the spring warming model, only for
two stations can the PAR model be considered to be
approximately equal to spring warming model (DAICc < 2),
and more than 3/4 (100/128 and 97/128 for SEQ and PAR,
respectively) of the stations are less than 20 times to be the
true model. Model predictability varies across the region
(Figures 7a–7c). Stations with highest RMSD were mainly
distributed in the coastal area and the low elevation stations
near the metropolitan Boston. The senescence model (i.e.,
DM) showed a higher overall and averaged RMSD than the
budburst models though similarly showed high RMSD sta-
tions were mainly in the coastal area. Stations with the
lowest RMSD were distributed in the inland high elevation
areas. The averaged ME for the four tested models were
listed in Table 3. The spring warming model was most
efficient comparing to a null model which only represents
the averaged start/end of season at each weather station.
Both the sequential and parallel models were on average
better than a null model but in some specific weather stations
the ME is below zero. In a similar way to RMSD, the SW
and PAR models have better performance than the SEQ
model. DM had a better performance than the null model
both in average and for each weather station.
[23] The model parameter distributions are shown in
Figure 8. Most of the stations have a base heating tempera-
ture (Theat) requirement of 3–5C (Figures 8a, 8d, 8h). Theat
for the spring warming model is generally skewed towards
zero while those for SEQ and PAR are uniform. Spring
warming models mostly start the heat accumulation (accu-
mulation of GDD) at DOY 80–100 (about 20 March to
10 April) (Figure 8b). The base chilling temperature (Tchill)
requirement for the SEQ and PAR models have a peak at
3C, which is more conservative than Theat. The critical
forcing temperature for the three budburst models are mostly
in the range of 200–400C (Figures 8c, 8f, 8j). Two 2-phase
models have a base chilling temperature requirement of 0–
2C (Figures 8g, 8k). For the senescence model, the
threshold photoperiod is mostly between 11 and 13 hours,
which for the study area occurs between September and mid-
October (Figure 8l).
3.3. Retrospect Analysis Using 50 Years
of Climate Data
[24] We found a statistically significant advancement of
SOS in New England since 1960 (Table 4 and Figure 9) of
an average of 0.143 days per year (p = 0.015). The
advancement rate varies from station to station from
2.4 days/decade to 0.5 days per decade (Figure 10a). The
stations with earlier SOS contribute to the lower envelop
while those with later SOS contributes to the upper envelop
in Figure 9a. On the contrary, EOS did not show a statisti-
cally significant delay or advance in the study area
(p = 0.3660). This is basically a consequence of some stations
showing an advance (53%) while the others showing a
delay (47%) (Figure 10b). Combined together the trend in
GSL is not statistically significant (although the slope is
positive: 0.0638, p = 0.4148). Similar to EOS, the rate of
change for GSL varies with location, with the majority of the
stations (70%) showing a lengthening of GSL (Figure 10c).
4. Discussion
4.1. Uncertainty of the Remote Sensing Observations
[25] The uncertainty analysis suggested that the remotely
sensed phenology algorithms could possibly capture both
the spring and the fall canopy change. The curve-fitting
process starts with the screening of cloud-contaminated data
points. In addition to the cloud tags in the MODIS reflec-
tance products, we utilized the Savitzky-Golay filter, and the
Figure 5. Box plot of the RMSD distribution of three budburst models (the SW, SEQ, and PAR models)
and Delpierre model. The solid lines in the middle of the box are the median values. The dashed lines are
mean values. The black dots are 5% and 95% percentile of the RMSDs of each model. The whiskers are
the standard deviation of the RMSD from all the stations.
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double-logistic function to smooth the EVI2 time series.
This algorithm effectively constrained the shape of the curve
even when there were spikes in the winter (Figure 2b). Most
of the EVI2 data points are within the 95% confidence
interval of the fitted curve, especially for the points in the
spring and fall.
[26] The remotely sensed SOS tracked the interannual
variations of the ground-based phenological metrics
(Figure 4a). The remotely sensed SOS is more correlated to
the leaf expansion than budburst, probably because that the
increase of leaf area is a stronger factor for the vegetation
signal measured by the satellite sensor [Carlson and Ripley,
1997]. The relationships between fall phenological metrics
and remotely sensed EOS are weaker. The uncertainties in
the comparison are due to (1) the different scales of the
observations (ground observation track vs. satellite pixels)
and (2) the diverse phenological strategies of different spe-
cies within the remotely sensed pixel [Steltzer and Post,
2009]. For (1), Digital camera-based phenological observa-
tions could potentially bridge the gap between satellite and
ground observations [Hufkens et al., 2012]. For (2), we
found that the variations of spring phenological metrics are
smaller than those of fall phenological metrics (ground
observations): no statistically significant difference was
Figure 6. Scatter plots of the predicted phenophases (SOS/EOS) using models at each weather station
and the remotely sensed SOS/EOS. Each plot shows the R2 and p-value of the linear regression. The solid
line is the 1:1 line; (a) spring warming model; (b) sequential model; (c) parallel model; and (d) Delpierre
model.
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observed between species and individuals in the spring (data
not shown); however, the differences between red oak and
red maple in terms of LCOLOR and LFALL were statisti-
cally significant (p = 0.0000). Red maple changed leaf color
2 weeks earlier than the red oaks (interannual average:
DOY 274 vs. 290, t-test: p = 0.0000), and red oaks often
retain their senescencing leaves much longer (O’Keefe,
personal communication). This could increase the growing
season length and delay the EOS calculated from remote
sensing data, compared to the early senescencing species.
However, the observed EOS is within the standard deviation
of LCOLOR (Figure 4c).
4.2. Models Hypothesis and Comparison
[27] When applying species-level models to the regional
level, one important question is whether the model para-
meters vary across the study area. Each species has its own
phenology model parameters when tested against ground
observations [Chuine, 2000; Delpierre, et al., 2009;
Migliavacca et al., 2012; Richardson and O’Keefe, 2009].
Fisher et al. [2007] tested several hypotheses by applying
the phenology model at the regional level. They refuted the
hypotheses that forests in different locations share some
common parameters (Theat and t0) while allowing other
parameter (F*) to vary. The only remaining possible
hypothesis is that the model parameters are station-specific
and stratified by forest type. Modeling work based on
ground observations supported this hypothesis: Richardson
et al. [2006] found an overestimation of spring phenology
in Harvard Forest when they used well-fitted spring phe-
nology models at the more northerly Hubbard Brook Forest.
Our study further supported the hypothesis by fitting the
model at each individual station, and thus improved on the
previous study of Fisher et al. [2007] for its short time span
of good quality remote sensing data. Since the climate sta-
tions differ in the species type and composition, we observed
that the phenology model parameters vary from station to
station. This method could be extended to the areas without
meteorological stations using only remotely sensed data
(e.g., MODIS) and gridded climate data [Picard et al.,
2005]. The phenology models we used are the models for
a mixture of vegetation species, which may have different
phenology strategies and thus model parameters. Although
limited by the species mixture, we found that the parameters
were within the range of the other studies and theories based
on the controlled experiments [Chuine, 2000; Kramer,
1994]. An average base temperature for SOS in this region
is 2.74 C, and a start date of 79, which is within the range
Figure 7. The RMSD of the four models at each individual weather station: (a) spring warming model;
(b) sequential model; (c) parallel model; and (d) Delpierre model.
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of others’ work [Chuine et al., 2000; Hänninen, 1990].
Future work needs to address the effect of species compo-
sition on both the remotely sensed phenology (especially
SOS and EOS) and phenology models at regional and global
scales. Data fusion using Landsat TM (resolution: 30m) and
MODIS (resolution: 500m) [Fisher and Mustard, 2007; Zhu
et al., 2010] could be used to track the vegetation dynamics
at the scale comparable to the ground-level Forest Inventory
Analysis forest plots, which provide species-composition
information that can be used to understand the spatial vari-
ation of phenology model parameters.
[28] Model evaluation based on performance measured
with RMSD, AICc and ME suggested that among the
selected budburst models, the SW model was the best. We
suggested that model evaluation should not only be based on
the goodness-of-fit, but also the model complexity (i.e., the
number of parameters). When only consider RMSD, the
three budburst models are close. The RMSD of the SEQ
model is statistically significantly higher than those of the
SW and the PAR models ( p = 0.0000) while the SW and the
PAR are not statistically significantly different (p = 0.9069).
However, when AICc and ME are considered in the evalu-
ation, we found that the SW is the best choice. AICc values
from all stations support the SW model (Table 3). Only
fewer than 1% of the stations support that the PAR model is
close to the best model – the SW. Comparing to the SW,
both the SEQ and the PAR models have more parameters,
which in AICc will be penalized for their more complex
model structure. In addition, the averaged ME is higher for
the SW model than that for the PAR model. In some weather
stations, the ME of the PAR model is lower than 0 (Table 3,
meaning less effective than a null model), suggesting that the
PAR model only works for limited areas. This might be due
to the structure of the budburst models: the SW model
implicitly assumes that chilling requirements in the winter
are always fulfilled, while the SEQ and the PAR models
need to fulfill a certain form of chilling requirement other-
wise the budburst might be delayed. Previous work based on
satellite and climate data found that in North America, from
40N northward the chilling requirements are always ful-
filled [Zhang et al., 2007]. Thus, additional parameters in the
model structure (i.e., parameters for the chilling part) are not
necessary. In addition, a comparison of the SW, SEQ, and
PAR models using ground observation data in Harvard
Forest also suggests that under current climate (for period
1990–2006), the SW model is still the best choice for 1/3 of
the species, and the PAR model is the second choice
[Richardson and O’Keefe, 2009]. However, the SEQ and the
PAR models might become better in the future as the winter
temperature in Northeast US is projected to increase about
2.9C by 2100 comparing to 1961–1990 even under lower
emission scenarios [Hayhoe et al., 2007], which might cause
an unmet of winter chilling requirement. For the senescence
model, the DM model showed an RMSD of 1 week, which
is higher than that of budburst models, suggesting that
Table 4. Slope of the Linear Regression Using the Average SOS,
EOS and GSL of All Stations With ME > 0.4 From 1960 to 2010
and the p-Value of the Slope of the Average Datesa
Phenophases Slope p-Value
SOS 0.143 (0.243, 0.052) 0.0152
EOS 0.078 (0.488, 0.142) 0.3660
GSL 0.065 (0.341, 0.353) 0.4148
aIn column 2 the figures in parentheses are the 5th and 95th percentiles of
the value.
Figure 9. Retrospective analysis using the weather station
data from 1960 to 2010 and the calibrated spring warming
model (for SOS) and Delpierre model (for EOS). The solid
color lines are the averaged phenophases from all the weather
stations while the solid black lines are the linear regression
(see Table 4). The dashed lines are the 5% and 95% percen-
tile of the phenophases from all the selected stations.
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additional factors might contribute to the variance [Vitasse
et al., 2011].
4.3. Environmental Factors in the Phenology Models
[29] We only used temperature as the driver in our bud-
burst models, since it is considered to be the dominant driver
in spring phenology. However, the SW model implicitly
includes the photoperiod requirement by allowing the start
date of heat accumulation (t0) to change [Migliavacca et al.,
2012]; the start date in this region are mainly between 20
March and 10 April (Figure 8b), during which the day length
is about 12–13 hours in Harvard Forest. In the spring,
although some early succession species such as beech are
opportunists that will respond to year-to-year variation of
temperature, late succession species such as oak are adapted
to the local change and are more responsive to the invariant
environmental factors like photoperiod [Lechowicz, 1984;
Polgar and Primack, 2011]. Recently, a budburst model
explicitly includes both temperature and photoperiod as the
drivers, and showed a lower RMSD than the traditional the
SW models when tested against ground-observed apple
blossom data [Blümel and Chmielewski, 2012]. Photoperiod
could be considered as a potential parameter in budburst
model in the future, although it needs to be examined if the
decrease in RMSD is the result of the inclusion of photo-
period mechanism or the additional parameters (In which
case, AICc should be used).
[30] For senescence, temperature, on average, is suggested
to be more important than photoperiod in controlling the
senescence process [Vitasse et al., 2011]. We found a similar
result that the temperature parameter x is significantly higher
than the photoperiod parameter y (t-test, p = 0.0000)
(Figure 11). However, we found that the relative importance
of temperature and photoperiod varies across the region, and
shows no clear relationship with the latitude or elevation
(Figure 12). This is possibly due to the species composition:
Delpierre et al. [2009] found that the senescence of Quecus
is not modulated by photoperiod (parameter y = 0) while the
senescence of Fagus is controlled by both temperature and
photoperiod (parameter x = 2, y = 2).
[31] The spatial distributions of RMSD of the four models
showed a coastal high-inland low trend. The high RMSD in
the coastal region might be caused by the satellite sensor
drift, ocean proximity and soil type [Fisher et al., 2007;
Motzkin et al., 2002]. For budburst models, RMSDs are
highest near urban areas such as Boston. This might be
partly due to the urban/vegetation mixture leading to noise in
the seasonal trajectory of vegetation signal [Fisher and
Mustard, 2007]. In addition, anthropogenic effect such as
N deposition and water availability change (not parameter-
ized in the models) [Sherry et al., 2007] might result in the
diverse response of plant phenology [Cleland et al., 2006],
leading to less accurate models.
4.4. Phenological Trends in New England
From 1960 to 2010
[32] The trends of the SOS, EOS, and GSL are divergent
in direction, amplitude and the significance. The averaged
advance rate of SOS in New England of 1.4 days per decade
(from 1960 to 2010, with a 5% and 95% percentile of 0.5
days per decade and 2.4 days per decade) found in the ret-
rospective analysis is close to the findings of other analysis
from the U.S: field observations and retrospective analysis
using the Hubbard Brook Experimental Forest (within the
New England) data suggest the rate is 1.8 days per decade
from 1957 to 2004 [Richardson et al., 2006]. Results from
a terrestrial biosphere model (ORCHIDEE) found that a
1.6 days per decade (1980–2002) increase in northern
hemisphere start of season [Piao et al., 2007]. The lilac
Figure 10. Histograms of the trends of phenophases from
1960 to 2010 in retrospective analysis. (a) start of season;
(b) end of season; and (c) growing season length.
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records extending from 1956 to 2003 were incorporated in a
temperature-driven spring index, which suggests an
advancement of 1.2 days/per decade [Schwartz et al., 2006].
Remote sensing data from NOAA/AVHRR suggested that a
7.7 days advancement in the U.S. temperate and boreal
forest in 18 years (1981–1999), i.e., 4.27 days per decade
[Zhou et al., 2001]. Notice that this analysis was using a
coarser resolution satellite data (8km) and the result is an
average across the entire latitudinal strip. Using the same
dataset (NOAA/AVHRR) but a longer time span (1982–
2008), Zhu, W., et al. [2012] found that delayed EOS rather
than advanced SOS dominated the vegetation phenological
shift in North America (35N–70N). These discrepancies
could be a result of the temporal scale (in our paper the
retrospective analysis used dataset from 1960 to 2010) and
spatial scale (New England (40N–44N) vs. the entire
North America). Even between 1982 and 2008, phenological
shifts for SOS and EOS might not be invariant: the ampli-
tudes of SOS advance and EOS delay were larger in 1982–
1999 than those in 2000–2008 [Jeong et al., 2011]. Our
results suggest that by combining remote sensing and
meteorological data, instead of a single site, we could
potentially reconstruct the phenology of deciduous forests in
the past several decades.
[33] Due to the lack of long-term ground observation data
of senescence in North America, we were not able to com-
pare with the other results in the same area. However, in the
similar latitude in Europe, Menzel et al. [2006] found a
diverse fall season response to temperature variations, and
only 3% of the species investigated were significantly
delayed in autumn, including Fagus (+0.6 days/decade) and
Quercus (+1.0 days/decade) during 1951–1999 [Delpierre
et al., 2009]. To improve the ability of phenology model,
the characterization of vegetation senescence is an important
next step [Richardson et al., 2012]. Overall, the agreement
with different scales of phenology data suggests the feasi-
bility of the models being applied to the regional scale.
5. Conclusion
[34] Changes in the vegetation phenology may be an
indicator of climate change. Species-level phenology models
are considered to be more efficient than the phenology
models used in the terrestrial biosphere models when tested
against ground observation data [Migliavacca et al., 2012].
Yet, species-level phenology models are rarely examined
in a regional context, where remote sensing provides phe-
nological observations covering large areas. Our results
suggest among the three budburst model, the simplest model
—the spring warming model—is the best: the model evalu-
ation using AICc, RMSD and ME support the SW model
instead of the SEQ and PAR models (and a null model).
Similarly, the DM model was better than the fall null model
at predicting the occurrence of senescence. The DM model
parameters also suggested that temperature is the main driver
of senescence, and photoperiod is of the second importance.
We also found a statistically significant advancement of the
SOS in New England (averaged advancement is 0.143 days
per year) using the spring warming model and the magnitude
of advancement varies from station to station. However, no
significant advance or delay was observed for the EOS and
the GSL in this region over the period of 1960 to 2010. Our
findings suggest that species-level phenology models can be
parameterized using satellite and meteorological data to
construct vegetation phenology at regional scale, which can
be extended to areas without meteorological stations where
only remote sensing data (e.g., MODIS) and gridded climate
data are available. This offers a method to improve the
phenology models and support their incorporation into the
terrestrial biosphere models. In addition, these results
Figure 11. Box plot of the distribution of values of parameters x and y in DM. These parameters are the
indicators of relative importance of temperature (x) and photoperiod (y). The solid lines in the middle of
the box represent the median value. The dashed lines indicate the mean value. The two whiskers are the
standard deviation. The black dots are 5% and 95% percentile. The p value for the t-test (p = 0.000000)
suggested temperature has significantly different effects on the senescence stage than photoperiod.
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suggest the possibility that the species-level models at the
regional level can be used to track plants’ response to past
climate and predict the response to the future climate. Future
research needs to address the effect of species composition on
remotely sensed phenology. Digital-camera-based phenol-
ogy observations could play an important role [Richardson,
2008; Richardson et al., 2009; see also Hufkens et al.,
2012] in understanding how the diverse phenological strat-
egies of different species could affect the remotely sensed
phenology. Forest Inventory Analysis (FIA) dataset [Zhu,
K., et al., 2012] might help to give the detailed informa-
tion of species composition of part of the area. Recent
efforts to use spectroscopic method and LIDAR in tropical
forest for vegetation classification could help to establish a
regional-scale species distribution map [Asner and Martin,
2008, 2009]. In addition, efforts to understand the driving
factors of senescence would help to improve the senescence
modeling.
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