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1 Introduction 
Acquisition of reliable three-dimensional(3-D) im- 
ages of a real scene plays an essential role in real- 
world intelligent systems such as intelligent robots 
and highly-safe vehicles. Stereo vision is a well- 
known method to  acquire three-dimensional informa- 
tion. One important problem on stereo vision is to  
establish reliable correspondence between images. An- 
other problem is that the correspondence search is 
time-consuming even if state-of-art general-purpose 
processors are used to accelarate the corresponding 
search. From this point of view, this paper presents a 
reliable stereo-matching algorithm and a new parallel 
VLSI processor architecture for stereo matching. 
One commonly-used method to establish correspon- 
dence between images is the SAD(sum of absolute 
differences) method. Given i i  pixel L in one im- 
age(reference image), an SAD is computed between 
a rectangular window centered at L and a candi- 
date window of each possible location in another im- 
age (candidate window). In usual cases, the window 
size are empirically pre-determined, and the candidate 
pixel with the smallest SAD is determined to  be the 
corresponding pixel of L. The major problem on the 
SAD-based matching is that a window size for SAD 
computation must be large enough to avoid ambigu- 
ity but small enough to avoid the effects of projec- 
tive distortions[l]. To solve this problem, several al- 
gorithms have been reported until now[2]-[3]. How- 
ever, these algorithms are not always the best ap- 
proaches in reliablitty and parallellism Qince regular- 
ity and parallelism are not sufficient to implement a 
super-performance VLSI processor. 
From this point of view, we propose a VLSI- 
oriented stereo matching algoriiihm with variable win- 
dow sizes. The method is mainly based on an idea 
that an SAD graph has a unique and clear minimum 
at the reliable matching pixel. First, a window size 
is iteratively enlarged to select as small a window for 
each pixel as possible that can avoid ambiguity based 
on uniqueness of a minimum of an SAD graph. This 
process is called a global search. Next, the estimate of 
the corresponding pixel obtained by the global search 
is iteratively refined by shrinking the window size. To 
avoid ambiguity with a small window size, the corre- 
spondence estimate obtained by the global search is 
efficiently used. 
The proposed algorithm has regular data flow based 
on iterations of SAD computation so that it is suitable 
for parallel processing. In designing its VLSI proces- 
sor, the major consideration is to achieve high uti- 
lization of processing elements(PEs) for SAD compu- 
tation. In SAD computation, a degree of parallelism 
between pixels in a window changes depending on its 
window size. Pixel-parallel SAD computation results 
in low utilization since many I’Es may not be utilized 
for a small window size. 
To solve this problem, an SAD is computed in 
a pixel-serial manner where a single absolute differ- 
ence(AD) is computed in each control step. The regu- 
lar data flow of the pixel-serial computation makes 
it possible to  fully utilize a PE for SAD computa- 
tion. Moreover, in a correspondence search, a degree 
of window-level parallelism is predetermined by an im- 
age width. Therefore, candidate windows of the equal 
number are assigned to each PE in advance so that 
PES are fully utilized. 
The processing time of the stereo matching VLSI 
processor designed in a 0.5pm CMOS rule is evalu- 
ated to be 60ms for a pair of input images of a size 
512 x 512. The performance is more than ten thousand 
times higher than that of the general-purpose micro- 
processor(Pentium I1 400MH4. The highest perfo- 
mance as well as highest reliablity of stero matching 
will be achieved among the processors reported until 
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now. 
2 Stereo Matching Algorithm 
2.1 Basic Stereo Matching Algorithm 
Once correspondence between images is estab- 
lished, a 3-D point in the real scene can be found by 
triangulation. To establish the correspondence, a sim- 
ilarity measure must be computed which reflects how 
well a pixel L in the left image matches each pixel on 
the epipolar line in the right image as shown in Fig. 
1. One commonly used similarity measure is a sum of 
absolute differences(SAD). Let us consider a reference 
window of a size W x W centered at L(= (UL,  VL))  
in the right image and a candidate window centercd 
at ( U R , , ~ ’ ~ ~ )  on the epipolar line in the left image as 
shown in Fig. 1. Then, an SAD in a window size W 
is given by 
Fw = 
w-1 w-1 2 2 IIL(UL+Z,VL+j ) - IR(UR$ . i ,VR$ . j ) I  _ _ -  
(1) j=-E!=Li- w--l 
where IL and In are intensity values in the left and 
right images, respectively. If a candidate window ex- 
actly matches the reference window, then the SAD be- 
comes 0. Given a reference pixel L in the left image, 
an SAD is computed for each candidate pixel on the 
epipolar line in the right image, and an SAD curve 
is obtained as shown in Fig. 2. A pixel where the 
SAD curve has its minimum is called a “matching” 
pixel. In a straightforward method, a window size is 
empirically predetermined. The matching pixel in the 
window size is determined as the corresponding pixel. 
The window size is an important parameter in 
SAD-based stereo matching. If the window size is too 
small, there exist several possibilities for the choice of 
the corresponding pixel. Therefore, the window size 
must be large enough to avoid the ambiguity. On the 
other hand, if the window size is too large and the 
window includes pixels whose depths in the scene are 
different from each other, the matching pixel may not 
be the corresponding pixel due to different projective 
distortions in the left and the right images. 
2.2 Reliable Stereo Matching with Vari- 
able Window Sizes 
To solve this problem, we propose stereo matching 
algorithm that atlaptively select a window size for each 
pixel. The algorithm consists of. two following steps. 
U 
Left image t Right image 
Figure 1: Search for a corresponding point. 
VL VR 
2.2.1 Global Search Based on a Uniqueness 
Measure of SAD graphs 
As shown in Fig. 2(a), an SAD graph usually has 
multiple local minima. Let Q,”’ be a matching pixel 
in a window size W .  Let Q.4” be a pixel where the 
SAD graph has the second smallest value of all the 
local minima. Then, a reliability measure Rw of the 
matching pixel is given by 
(Fw(Q1W) - F w ( Q Y ) )  
W2 Rw = 
The similarity measure is based on an idea that the 
matching pixel Q,” is reliable if the SAD graph has a 
unique and clear minimum at Q Y .  
Based on the similarity measure, the window size is 
iteratively enlarged to select as small a window as pos- 
sible that will still produce the reliable matching pixel. 
In the global search, following steps are repeated until 
the corresponding pixel are determined, or the window 
size becomes larger than the maximum window size. 
Step 1. Compute the matching pixel QT and the re- 
liability measure Rw from an SAD graph in a 
window size W(Fig. 2(a)), where W is initially 
set to the minimum window size. 
Step 2. Check whether the matching pixel Q,”’ is re- 
liable or not. From an SAD graph in a window 
size W + 2 ,  the matching pixel QY” and the re- 
liability measure Rw+a are computed(Fig. 2(b)). 
Only if following two conditions are satisfied, then 
the matching pixel Q,” is reliable and determined 
as the corresponding pixel. 
0 The pixel Q,” is the matching pixel in both 
window sizes W and W + 2. 
0 The reliability measure increases with the 
window size. 
Otherwise, W is set to W + 2. 
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(a ) Window size W 
I 
QY U R  QY 
(13 ) Window size W+2 
Figure 2: SAD graphs for window sizes W and W + 2. 
2.2.2 Local Search 
Since the window size is enlarged in the global search, 
the result of the global search would include errors 
due to differences between projective distortions in 
the left and the right images. To overcome this prob- 
lem, the result of the global search is iteratively re- 
fined by shrinking the window size. The major is- 
sue of the local search is to shrink the window size 
without ambiguity. For the purpose, we introduce the 
smoothness constraint. For example, let us consider 
the local search for the corresponding pixel of a pixel 
P in the left image as shown in Fig. 3. Let be W be 
the window size determined by the global search. Let 
Dz,J (1 5 i , j  5 W )  be the disparities for the pixels 
in the reference window. The smoothness constraint 
is based on the idea that the world is mostly made up 
of objects with smooth surfaces. If the 3-D pixel pro- 
jected onto P is on a smooth surface in the real scene, 
the probability for the correct disparity of P is in- 
cluded in Dz,J ( l  < i , j  < W )  becomes large. Based on 
this observation, correspondence search with the win- 
dow size W/2 is done for only candidate pixels with the 
disparity Dz,J(l 5 i , j  5 W ) ,  and the candidate pixel 
with the minimum SAD is seleci,ed as a corresponding 
pixel in the window size. Although there exists several 
candidate pixels with the same SADs, ambiguity can 
be resolved by this limitation 3f the candidate win- 
dows. The above steps to shrink the window size are 
repeated until the window size reaches the minimum 
window size. 
2.2.3 Evaluation 
Figure 4 (a) and (b) show 3-D plots of a front- 
parallel rectangular plane(Fig. 1) obtained by the 
fixed-window-size method and the variable-window- 
size method, respectively. Figure 4 (c) shows a com- 
parison result of the depth error. The result shows 
Left imaae Riaht imaqe 
v I 
Q 2  
Disparities in a 
reference window 
Figure 3: Local search. 
that the variable-window-size method selects reliable 
corresponding points. 
Another advantage of our method is that it does not 
require any empirically-determined parameter. There- 
fore, it is suitable not only for static environment but 
also for mobile applications in dynamically changing 
environment. 
3 Pixel-Serial and Window- Parallel 
Architecture 
3.1 Overview 
Figure 5 shows a block diagram of the stereo vision 
VLSI processor. It mainly consists of two Laplacian- 
of-Gaussian(L0G) filter units, two image memories, 
buffers for a reference window and candidate win- 
dows, and a SAD unit. To increase reliability of 
the stereo matching, Laplacian-Of-Gaussian(L0G)- 
filtered images are used as input images for SAD com- 
putation instead of original images. LOG filtering is 
relatively time-consuming so that it is implemented by 
using field-programmable gate arrays(FPGAs). FP- 
GAS are useful to implement special-purpose processor 
cost-effectively since their functions can be changed 
by programming. A gray rectangle denotes the units 
integrated on the full-custom VLSI chip. A capac- 
ity of each image memory is too large to integrate 
them and the stereo matching unit on a single chip. 
In a typical case, each image memory has 256K-byte 
capacity for a 256-level gray-scale image with a size 
of 512 x 512. Therefore, images are stored in exter- 
nal memories. The external memories cause a data- 
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(a) Fixed window size (9x9) (b) Variable window size 
rnr I 
(c) Depth error evaluation 
Figure 4: Evaluation for the front-parallel rectangular 
plane. 
transfer bottleneck due to  its large access time. To 
solvc t,his problem, frequently used pixels are stored 
in on-chip buffers with smaller access time. 
A corresponding search is performed as follows. 
Firstly, a reference window and candidate windows 
on ari epipolar line are retrieved from image memo- 
ries, and they are stored in buffers. Secondly, a cor- 
responding pixel is searched in the SAD unit. Finally, 
the resulting two-dimensional(2-D) coordinates of a 
corresponding pixel is send to  a host processor that 
computes 3-D coordinates from the 2-D coordinates 
based on triangulation. The 3-D coordinate computa- 
tion is exccuted by the host processor since its compu- 
tational amount is small. The above mentioned steps 
are repeated for all the reference windows. Moreover, 
all the steps are overlapped in execution by pipelining 
to obtain the highest performance. 
3.2 Stereo Matching Unit Based on 
a Pixel-Serial and Window-Parallel 
Scheduling 
In the search for the corresponding pixel, there exist 
pixel-level parallelism and window-level parallelism as 
follows: 
Window-level parallelism. SADs can be com- 
puted in parallel for all the candidate windows on the 
From a left camera From a right camera 
LOG-filter unit LOG-filter unit 
2-D coordinates of 
a correspoinding pixel 
(To a host processor) 
Figure 5: Overview of, a stereo vision VLSI processor. 
epipolar line as shown in Fig. 6. 
Pixel-level parallelism. Absolute differences 
(ADS) in Eq. (1) can be computed in parallel for all 
the pixels in a candidate window. 
To achieve the highest-performance under a 
hardware-resource constraint, these parallelism should 
be carefully combined or selected. 
For window-size-fixed stereo matching, pixel-level 
parallelism can be fully exploited. Figure 7 shows 
a pixel-parallel and window-serial (PPWS) schedul- 
ing that is usually used[4]. However, pixel-level par- 
allelism is not suitable for the window-size-variable 
stereo matching due to  low utilization of hardware. 
Figure 8 shows its simple example. Assumed that 
there exists hardware for pixel-parallel SAD compu- 
tation for 2 x 2 window as shown in Fig. 8(a). When 
a window size is 1 x 2, only two AD circuits and 
one adder are utilized. In a typical case, the max- 
imum window size and the minimum window size 
are 25 and 3, respectively. Hardware for computing 
625(25 x 25) ADS are required to  exploit the pixel-level 
parallelism fully. However, only hardware for comput- 
ing 9(= 3 x 3) ADS are utilized when computing an 
SAD for a 3 x 3 candidate window. 
To solve this problem, the pixel-serial and window- 
parallel (PSWP) scheduling is proposed, where an 
SAD for a candidate window is computed in a pixel- 
serial manner, and SADs for different candidate win- 
dows are computed in parallel as shown in Fig. 9. 
Figure 10 shows a block diagram of a processing el- 
1171 
Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on February 8, 2010 at 20:13 from IEEE Xplore.  Restrictions apply. 
M V D  ,) 
4 
RW: Reference window CW: Candidate window 
MVD: Minimum value detection 
Figure 6: Data-flow graph of correspondence match- 
ing. 
SAD for CWI 
RI Pixel value of a reference window 
CI Pixel values of a candidate window 
W Window size 
Figure 7: Data-flow graph of the PPWS SAD compu- 
tation. 
ement(PE) that computes an SAD in the pixel-serial 
manner. An AD circuit and an a,dder in the PE can be 
100% utilized since an AD and an addition are com- 
puted in each step in the pixel-Herial scheduling inde- 
pendently of the window size W .  Figure 11 shows an 
overall architecture of a stereo matching unit based 
on the PSWP scheduling. It consists of Ad PES to 
computes SADs for M candidate windows in parallel. 
Pixels in the right image are stored in a memory mod- 
ule M L .  For parallel access, pixels in the right im- 
age are equally distributed ammg memory modules 
MRi( i  = 1, . . .  ,n).  Since the number of candidate 
windows on the epipolar line is fixed in advance, SAD 
computation for candidate windows of the same num- 
ber can be assigned to each P E  in advance so that 
all the PES are 100% utilized. The minimum-value- 
determination unit computes the reliability measure 
R from the computed SADs and determines a corre- 
sponding pixel. 
R i C i  R2C2 R3C3 R4C4 R i C i  R2C2 
SAD 
(a) Window Size 2x2 (b) Window Size 1 x2 
Figure 8: Problem on the PPWS scheduling. 
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3.3 Evaluation 
Figure 12 shows a floor plan and a chip layout of 
the stereo vision VLSI processor designed in a 0.5pm 
CMOS process. It consists of an SAD unit, a candi- 
date buffer, a reference buffer. a minimum value de- 
tection unit and a control unit. The candidate buffer 
has 512 x 26-byte capacity since 256-level LOG-filtered 
images are used as left and right images, and the max- 
imum window size W,,, is set to 25. Features of 
the VLSI processor are summarized in Table 1. The 
time required to  produce a depth map estimated to 
be 60msec for input images of a size 512 x 512. The 
performance of the VLSI processor is more than ten 
thousand times faster than the general-purpose pro- 
cessor(Pentium I1 400MHz). The performance can be 
increased in proportion to the number of the VLSI pro- 
cessors since correspondence search for different refer- 
ence windows can be performed in parallel. 
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1 Minimum-value-selection unit 1 - 
Coordinates of the corresponding pixel 
Figure 11: Block diagram of the stereo matching based 
on the PSWP scheduling. 
Control unit 
l-hl 
Candidate buffer (25 6 1 2  Bytes) 
SAD unit (512 PES) 
Minimum Value Detection 1 ‘ Reference buffer125 2 5 ~ y t e s i  
(a) Floor plan 
3.0” -
18.0” 
(b) Chip layout 
Figure 12: Layout of the stereo ma.tching unit. 
4 Conclusion 
The variable-window-size method determines the 
reliable matclling pixel using only SAD graphs. There- 
fore, to  increase reliability of stereo matching, it can 
be easily cornbined with the multi-baseline stereo that 
uses a sum of SADs as a similarity measure[5]. 
The wiudow-parallel and pixel-serial architecture 
allows a simple interconnection network between PES 
and memory modules. This nature is suitable not 
only for the full-custom VLSI processor but also the 
FPGA-based processor where the performance is seri- 
ously dccrcased by the interconnection delay. Figure 
13 shows a prototype of the FPGA version using Xil- 
inx Virtexl000 FPGAs and an Aptix MP3C system. 
Its performance becomes two thousand times higher 
than the general-purpose microprocessor. 
Table 1: Features of the VLSI processor 
Technology 
Area 
Input image 
Maximum window size 
Performance 
Number of transistors 
Clock frequency 
Supply voltage 
0.5-pm CMOS double- 
metal process 
18.0 x 16.8mm2 
512 x 512 pixels(256- 
level gray scale) 
25 
60 msecldepth map 
1 300 000 
200MHz 
5V 
70cm 
4 
Figure 13: FPGA version of the stereo vision VLSI 
processor. 
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