Performance analysis of echolocation systems requires knowledge of the probability density function (pdf) or cumulative distribution function (cdf) of a matched filter output. A method is presented to estimate these and other probability functions from data by estimating the failure rate function, a function employed in reliability theory. The method can also be used to derive approximations to closed-form probability functions. The method is demonstrated using experimental sonar and radar clutter data and a closed-form radar clutter model.
I. INTRODUCTION
The principal objective in echolocation system design is the reliable detection of a target in clutter. To accomplish this, a system will usually process a recorded echo (return) by first calculating the integral correlation between the return and an energy-normalized ideal version of the transmit signal subjected to a hypothesized range-delay and Doppler shift. This is followed by an envelope detector. The output of this matched filter detector is then compared with a threshold. The probability of the matched filter output exceeding the threshold, and thus declaring a target present, depends upon the statistical nature of the returns.
The statistical properties of a return, and consequently the matched filter output, depend upon the reflective properties of the target and environment, the propagation and the spatial resolution of the echolocation system. Generally, in systems where the spatial illumination cells are large, a return always contains a large number of reflections from the target and environment. Thus, under the assumption that the Central Limit Theorem holds, the matched filter envelope follows a Rayleigh probability density function (pdf) [1] . As the illumination cell becomes small, the envelope often deviates from a Rayleigh pdf because fewer scatterers contribute to a return and the Central Limit Theorem no longer applies.
In radar systems where the return is due to the environment (clutter) and is found to be non-Rayleigh, the matched filter envelope has been modeled by the Weibull, lognormal and K-type pdfs [1] [2] [3] . Yet, these pdfs do not model all clutter data, nor do they model the case of a return containing a target as well as clutter. Therefore, it may be necessary to estimate pdfs and related probability functions from data acquired through simulation or measurement. In this work, the probability functions are estimated by fitting a curve to the "failure rate function" derived from a histogram. Although its application in detection theory is new, the failure rate function is widely used in reliability theory to describe the probable lifetime of a device [4] .
The remainder of this work is arranged as follows. In Section II the failure rate function is defined and is shown to be linear only if the probability model is Rayleigh. In Section III the least squares problem for estimating the failure rate function is defined, but recast into an equivalent form that provides a numerically stable solution. In Section IV three examples are presented. In the first and second examples pdfs and survival functions are estimated from experimental data. The third example demonstrates that the least squares method of curve fitting can also be used to derive approximations of closed-form pdfs and related probability functions.
II. FAILURE RATE FUNCTION
Let r¸0 denote the matched filter output amplitude. The cumulative distribution function (cdf) for r can be written as
where f(r) is the pdf and '(r) is the referred to as "the hazard function of the distribution F," or simply "the hazard function." The survival function is defined as
It is the survival function that gives the probability of detection (P d ) or probability of false alarm (P fa ) when r is equal to the detection threshold. It follows that the pdf of r is given by
where ' 0 (r) is referred to as the "failure rate function." From (1) and (3) and the condition that F(0) = 0, it follows that
The failure rate function is employed in reliability studies where it is a function of time and is proportional to the probability that a device will fail in the differential time interval [t, t + dt) given that it has survived to time t [4] . Thus, it is also known as the "force of mortality" and calibrated in inverse units of time. In the work reported here, it is proportional to the probability that the matched filter output amplitude is between r and r + dr given that it is at least of amplitude r. (Thus, it may be calibrated in units of 1/Volts.) It is unclear if this interpretation is of any fundamental significance to scattering or detection theory. Nevertheless, the failure rate function was used in this work because it intrinsically reveals the non-Rayleigh nature of a probability model.
The failure rate functions can be found for the closed-form clutter models mentioned above. The Weibull cdf and pdf are given by
where r¸0 and c > 0. It follows that the Weibull failure rate function is
The K-type cdf and pdf are given by
where K º is the the modified Bessel function of the second kind. It follows that the K-type failure rate function is
The Rayleigh cdf and pdf are special cases of (6) and (7) with c = 2; therefore, the Rayleigh failure rate function is
which is linear. Clearly the models for non-Gaussian clutter (the Weibull for c 6 = 2 and the K-type) have nonlinear failure rate functions. Suppose a histogram of the envelope of a matched filter response to a target or clutter has been derived from simulation or experiment and is defined by the observed relative frequencies
where n k is the number of times the value of r falls in the kth bin defined by the interval [r k¡1 , r k ). (The width of each bin does not have to be constant.) The sampled cdf and pdf are defined as
for k = 1,:::, K
where r k = (r k¡1 + r k )=2 and F s (r 0 ) = 0. Thus, the sampled hazard function is defined as
and a sampled failure rate function is defined as
(17) An estimated failure rate function, ' 0 e (r), can be derived as a least squares curve fit between the sampled failure rate function at r 1 , :::, r K¡1 and the linearly independent basis set f1, exp(¡®(r ¡ r 0 )), :::, exp(¡(N ¡ 1)®(r ¡ r 0 ))g, where ® > 0 and r 0 is the amplitude value for which no data exists when r < r 0 . Thus,
for r¸r 0 and ' 0 e (r) = 0 for r < r 0 . This basis set was chosen because the exponential functions will yield a smooth estimate of the failure rate function and converge to a constant value for large values of r. They also can be integrated in closed form so that the estimated hazard function, ' e (r), can be easily found. Thus,
for r¸r 0 and ' e (r) = 0 for r < r 0 . With these functions the estimated survival function and pdf are defined to be
III. CURVE FITTING AND CONSTRAINED OPTIMIZATION
Fitting a failure rate function to data amounts to minimizing the square error J(a 0 , :::, a N¡1 )
Differentiating J(a 0 , :::, a N¡1 ) with respect to each a n and setting the result equal to zero would yield a matrix equation whose solution would minimize the square error and thus be regarded as an optimal choice for the coefficients. However, this approach was not used since in practice the matrix was often found to have a high condition number and thus not invertible. This occurred because the basis set of exponentials is not orthogonal. Accordingly, an indirect approach was used that presented a numerically stable matrix equation.
The alternate approach begins by transforming the abscissa of the sampled failure rate function via the transformation
This transformation maps r 2 [r 0 , 1) to x 2 [¡1, 1), so the coordinate points (r 1 , '
). In this new coordinate system the data was fit to the Legendre polynomials, a set of functions that is orthogonal in the interval (¡1, 1) and defined by
for n = 1,2,:::,
where b¢c denotes the next lowest integer operator. The problem is now to minimize the square error between the sampled failure rate function in (17) and the estimated failure rate function given by
Note that ® is a free parameter that can be used to control the quality of the curve fit. In the examples it was chosen so that ®r K > 3, which caused the points of the sampled failure rate function for large values of r to be mapped close to x = 1. This avoided large unrealistic swings from occurring in the polynomial fit beyond the last point of the transformed sampled failure rate function. Furthermore, it was found to be beneficial to impose the following constraints in the revised optimization problem:
These constraints can be adjusted to ensure that the estimated failure rate function (and the associated estimated pdf) is positive for all r. Note that the mapping in (23) implies that
where
and P 0 0 (¡1) = 0. The modified the definition of the square error in (22) using Lagrange multipliers is
DifferentiatingJ(b 0 , :::, b N¡1 ) with respect to each b n , setting the result equal to zero and invoking a matrix inversion yields the following matrix equation:
The Lagrange multipliers,¸0 and¸1, must be found before (33) can be calculated. They can be found by solving the matrix equation
Thus, to find b 0 , b 1 , :::, b N¡1 , the inverse of A is first found, followed by solving (40) and then (33). Finally, the a 0 , a 1 , :::, a N¡1 that minimize the square error in (22) can be found using the following formula derived by combining (23) through (26):
IV. NUMERICAL EXAMPLES A. Sonar Sea Surface Clutter Data
Detection in sonar systems is often quite difficult since the ocean can be a hostile acoustical environment. Clutter (reverberation) exists at the ocean surface due to the rough air-water interface and bubble clouds produced by breaking waves, in the volume due to fish schools, and at the bottom due to sea mounts and the inhomogeneous composition of the seafloor. Noise is also present due to distant ships, biologics and breaking waves. The matched filter response to returns from these interfaces and sources is often non-Gaussian [6] [7] [8] [9] .
The data presented here were acquired during a Critical Sea Test, Phase II sea surface scattering measurement conducted in the Tufts Abyssal Plain near Alaska in March 1992 [10] . The acoustic source was a 15 element, vertical line array with a spacing of 1 m and the receiver was a 52 element, horizontal line array with a spacing of 0.75 m. Both arrays were towed by the same ship, with the source array center at a depth of 135 m and the receiver array located 900 m behind the ship at a depth of 200 m. Beamforming was performed on both arrays so that patches of sea surface approximately 1000 m 2 in size were illuminated at grazing angles between 3 and 9 deg. The experiment was conducted when the wind speed was approximately 10 m/s and breaking waves were present (sea state 4). Through beamforming, data were taken over all wind directions. Although some noise was present, and probably had some effect on the low-amplitude statistics of the data, the environment was dominated by the clutter.
A histogram of the matched filter amplitude was derived by processing returns from a 0.6 s linear FM sweep from 850 to 1090 Hz. It was composed of 81 amplitude bins, each with a width of 0.5 dB in power (r 2 ). The amplitude ranges for the bins were normalized so that the second moment of the amplitude (expected power) calculated from the sampled pdf derived from the histogram was unity. The observed relative frequencies were derived from 6641 data samples, but due to the sampling period being approximately half that of the signal resolution, and an approximate 50% overlap in the beamforming, the effective number of points was 1759.
The sampled failure rate function was calculated from the histogram and transformed using (23) which required choosing the values of r 0 and ®. The lower bound of the first histogram bin was 0.06879, so this was chosen as the value of r 0 . The choice of ® = 0:8 compressed the last ten points of the sampled failure rate function towards 1, thus causing the fitted polynomial to converge to a near constant value through these points. Fig. 1 shows the values of the transformed sampled failure rate function and the sixth-order polynomial fit (N ¡ 1 = 6) derived from the solution to the least squares problem in (32) with B 0 = 0 and B 1 = 0. The resulting coefficients for the transformed sampled failure rate function polynomial fit, the estimated failure rate function and estimated hazard function in (18) , (19) and (26) are given in Table I .
The sampled and estimated failure rate functions are shown in Fig. 2 . Clearly the failure rate functions are nonlinear, implying that the scattering process was non-Gaussian. Note that the estimated failure rate function near the last ten points (large r) is rather smooth, a feature due to the choice of ®. Higher-order fits (N ¡ 1 > 6) were also calculated, but this caused "overfitting" of the sampled failure rate function for 1 < r < 3. (For this application, the polynomial fit need only follow the general trend of the sampled failure rate function. Visually, a polynomial that overfits data is oscillatory and attempts to fit every data point.) Lower-order fits (N ¡ 1 < 6) provided a poor approximation to the sampled failure rate function for r < 1. The estimated pdf and survival function are shown in Figs. 3 and 4 . The peak of the pdf is similar to a Rayleigh density function, whereas the tail decays exponentially. It is thought that the shape of the tail is dictated by a small number of bubble clouds present near the surface scattering patch. It is likely that each sample of the matched filter output reflects the presence of at most two bubble clouds, since the beamforming and pulse compression of the matched filter resolved the surface to an area of approximately 1000 m 2 . Furthermore, when the matched filter response to the clutter was small, measurement noise dominated its value. This is the source of the mismatch between the sampled and estimated pdfs for small values of r.
A chi-square goodness-of-fit test was applied to the histogram to test if the hypothesis could have originated from a random process that followed the estimated pdf. The test statistic is defined (without merging bins) as`2
where M e is the effective number of data samples and e k is the probability of r falling in the kth bin, which is given by
f e (r) dr:
The original 81 bins of the histogram were used, except that the first 20 (lower tail) and last 18 (upper tail) were grouped to form single bins. This was done so that all of the bins contained at least five points, thereby ensuring that the statistical test would be valid. Consequently, 45 bins were used in the test [11] . Because the estimated failure rate function contains eleven parameters derived from the histogram (b 0 , :::, b 6 , ®, r 0 , B 0 and B 1 ), the number of degrees of freedom for the chi-square statistic was 45 ¡ 11 ¡ 1 = 33. The chi-square threshold for a 5% confidence level for 33 degrees of freedom is Â 
B. Radar Sea Surface Clutter Data
It is well known that the matched filter amplitude response to low-grazing angle radar returns from the sea surface is generally non-Rayleigh. It has been suggested that the large tails of data histograms are due to occasional large reflections from wave facets present on the rough sea surface [12, 13] .
The data presented here were acquired during an Advanced Radar Periscope Detection and Discrimination Program test conducted in Kauai, Hawaii in November 1994 [13] . A horizontally polarized X-band radar (9.5-10.0 GHz) located 23 m above the mean sea level, pointed upwind, was used to illuminate patches of sea surface located 6.5 km downrange at a grazing angle of 0.2 deg. The patch was 156 m in range extent and 272 m in cross-range extent, but due to the pulse compression of the receiver matched filter, the patch was profiled in range to a resolution of 0.3 m. The sea was rough (sea state 4 or higher), with an average wind speed of 9.3 m/s and an average wave height of 3 m.
Originally, a histogram of the matched filter amplitude composed of 999 amplitude bins, each with a width of 0.1 dB in power (r 2 ), was derived from 1,000,000 samples. Due to the characteristics of the system electronics, large values of the matched filter output were compressed (clipped), thus causing the histogram to exhibit a small peak in its tail. This produced a rapid unrealistic rise in the sampled failure rate function for large r. Furthermore, the sampled failure rate function calculated from the histogram was "noisy" for small r because the bins were narrow. The optimization method attempted to fit the rise in the tail of the estimated failure rate function, but produced oscillatory low-order fits (e.g., N ¡ 1 = 5) for moderate values of amplitude where the data were best represented. Higher order fits (e.g., N ¡ 1 = 15) were derived in an attempt to reduce the oscillations, but this caused overfitting of the noisy values of the estimated failure rate function. To avoid these problems, bins on the leading and trailing sides of the tails that contained no samples were eliminated, and the remaining bins were grouped to produce a "reduced histogram" composed of 52 amplitude bins, each with a width of 1.2 dB in power. Although the reduced histogram allowed for better low-order fits, it still caused a slight rise in the last seven points of the estimated failure rate function. Therefore, these points were eliminated.
Again, the sampled failure rate function was calculated from the histogram and transformed using (23). The lower bound of the first histogram bin is 0, so this was chosen as the value of r 0 . The choice of ® = 4 compressed the last 15 points of the sampled Fig. 5 . Transformed sampled failure rate function (dots) and polynomial fit (solid line) for radar sea surface scattering data. The last seven points were not used to derive polynomial fit. Fig. 6 . Sampled failure rate function (dots) and estimated failure rate function (solid line) for radar sea surface scattering data. The last seven points were not used to derive fitted curve. failure rate function towards 1, thus causing the fitted polynomial to yield a near constant fit to the last five point included in the estimation procedure. Fig. 5 shows the values of the transformed sampled failure rate function and the seventh-order polynomial fit (N ¡ 1 = 7) derived from the solution to the least squares problem in (32) with B 0 = 0 and B 1 = 200. The resulting coefficients for the transformed sampled failure rate function polynomial fit, the estimated failure rate function, and estimated hazard function in (18) , (19) and (26) are given in Table II . The sampled and estimated failure rate functions are shown in Fig. 6 and the estimated pdf and survival function are shown in Figs. 7 and 8. As in the previous example, measurement noise is a likely source of the mismatch between the sampled and estimated pdfs for small values of r. The figures reveal that by eliminating the last seven points of the reduced histogram from the least squares problem and choosing a value of ® sufficiently large so that the tail is compressed near x = 1, the method extrapolated through the nonrepresentative data in the tail. The misfit of the tail caused the chi-square test to fail, although this should not be viewed as a failure of the method since the histogram tail is not representative of the actual pdf.
C. K-Type Radar Clutter Model
The K-type model has been used to model the backscatter of microwave radar from the sea surface at low grazing angles [2, 3] . It can be derived assuming that the number of scatterers seen on any one observation is a random variable that follows a negative binomial distribution [14] [15] [16] , which admits the possibility of a return containing reflections from a small number of scatterers. This is opposed to the conventional assumption that the number of scatterers contributing to a return is always large, implying that the matched filter output follows a Rayleigh pdf. The model can also be derived as a "compound process" where the scattering amplitude is described by a conditional Rayleigh pdf whose mean follows a chi pdf [17] . The K-type model is examined here because its closed-form cdf can be used to check the accuracy of the approximation to the survival function.
The method was used to approximate the pdf and survival function of the K-type clutter model with º = 1 and b = 1. (This value of º is typical, since ¡0:9 · º · 1 for radar applications. As º ! ¡0:9, the matched filter amplitude becomes "spiky," and the tail of the pdf becomes large. As º ! 1, the amplitude pdf approaches a Rayleigh pdf.) From (9) through (11) it follows that
From (47) it follows that '(0) = 0, thus B 0 = 0. Furthermore, differentiating (11) yields 
which caused the failure rate function (and the related probability functions) to be sampled more finely near the origin and the peak of the pdf where its derivative is large. The mapping parameters were ® = 0:26 and r 0 = 0. These parameter values were chosen because r 0 < r 1 , and because the failure rate function was sampled at values of r for which S(r)¸10
¡6 . (A good approximation to the survival function should accurately approximate detection probabilities as small as 10 ¡6 .) The resulting coefficients for the transformed failure rate function polynomial fit and associated approximations to the failure rate function and hazard function in (18) , (19) and (26) are given in Table III . Fig . 9 shows the transformed failure rate function and its polynomial fit. Fig. 10 shows the failure rate function and its approximation. The approximate K-type pdf and survival function are shown in Figs. 11 and 12 .
The quality of the approximations to the pdf and survival function can be assessed using the relative error, which was introduced by Amindavar and Ritcey [18, 19] and is defined as
The relative errors were calculated for the approximations to the K-type pdf and the survival function derived from the method presented here and are shown in Figs. 13 and 14. For both approximations the relative error is less than ¡2, implying that there are at least two significant figures of agreement between the exact equations and their approximations. The relative error could be made smaller by using a higher-order approximation. The approximations to the Rayleigh and K-type pdfs and cdfs reported in [19] were based on ratios of polynomials parameterized by seven to eight coefficients. Since the approximations to the failure rate and hazard functions each use seven coefficients, it appears that the method presented here provides the same ability to produce functional approximations.
V. SUMMARY AND CONCLUSIONS
This paper describes a method for estimating the pdf and related probability functions of the matched filter response to clutter or targets by estimating the failure rate function. The method may also be used to derive approximations to pdfs and cdfs of closed-form probability models. The method is also useful for deriving the survival function for models that do not have a closed-form cdf, such as the lognormal model.
Other methods have been presented for approximating the pdfs and cdfs of clutter and target models. In one method, an approximation of the pdf is constructed from a Legendre polynomial series expansion where the expansion coefficients are functions of the moments of the data histogram or raw data [20] . Theoretically, this expansion contains an infinite number of terms, but it is truncated, typically at the 15th to 25th term. This approach produces a good estimate of the pdf, but some concern must be raised about the validity of calculating high-order moments from experimental data sets. If only a small number of points are available, then the tails of the pdf will be poorly represented, and it is the "tail data" that will determine the values of the high-order moments. The other method, based on Padé expansions of characteristic functions, also produces good approximation pdfs and cdfs. Yet, it also uses moments, and by the authors' own admission may be numerically unstable if used with moments generated from experimental data [18] .
As in applying the methods just mentioned, some care must be taken when using the method presented here. There is no guarantee that the method, when applied blindly, will produce an estimated failure rate function that is always nonnegative (' 0 (r)¸0). This can be remedied by adjusting the constraints B 0 and B 1 . Although this appears to be an arbitrary fix, it was found that once an acceptable, nonnegative estimated failure rate function was calculated, it was rather insensitive to changes in the constraint values. Generally, only the portion of the estimated failure rate function near r = 0 was significantly affected, which is the least important part of any of the probability functions we addressed. The peak and tail regions are more important since they have the greatest impact on the values of the detection probabilities.
The basis set used in this work produces estimated failure rate functions that approach a constant as r becomes large. This was viewed as acceptable, since there appeared to be no reason to assume any other form of behavior (say, a power law) beyond the range of r for which data are available. This is not the only basis set that could be used. For example, if there is any reason to believe that for large r the failure rate function is linear, then an acceptable basis might be fr,1,exp(¡®r), :::, exp(¡(N ¡ 2)®r)g. Such a basis set could be used provided appropriate constraints are employed to produce an admissible estimate and measures are taken to ensure that the calculation of the estimate is cast as a numerically stable optimization problem.
