Many-body theory is largely based on self-consistent equations that are constructed in terms of the physical quantity of interest itself, for example the density. Therefore, the calculation of important properties such as total energies or photoemission spectra requires the solution of non-linear equations that have unphysical and physical solutions. In this work we show in which circumstances one runs into an unphysical solution, and we indicate how one can overcome this problem. Moreover, we solve the puzzle of when and why the interacting Green's function does not unambiguously determine the underlying system, given in terms of its potential, or non-interacting Green's function. Our results are general since they originate from the fundamental structure of the equations. The absorption spectrum of lithium fluoride is shown as one illustration, and observations in the literature for some widely used models are explained by our approach. Our findings apply to both the weak and strong-correlation regimes. For the strong-correlation regime we show that one cannot use the expressions that are obtained from standard perturbation theory, and we suggest a different approach that is exact in the limit of strong interaction. In condensed-matter physics, important formalisms for predicting and understanding material properties, such as density-functional theory (DFT), many-body perturbation theory (MBPT), and dynamical mean-field theory (DMFT), avoid the use of the full many-body wave function and are instead based on simpler quantities, such as densities and Green's functions. The one-body Green's function G, for example, yields expectation values of onebody operators, and the total energy. In particular, G gives access to photoemission spectra, the most direct experimental observation of electronic structure. G is well defined as expectation value of particle addition and removal to the N -body ground state or thermal equilibrium. However, to use this definition one should know the many-body wave function, which is out of reach. A framework where the many-body wave function does not appear explicitly is provided by many-body perturbation theory [1] , where the interacting Green's function G is given as a functional of the non-interacting Green's function G 0 and the bare Coulomb interaction v c . An important idea of MBPT is to avoid a possibly ill-behaved perturbation expansion of G in terms of v c and G 0 using Dyson equations. These are integral equations that describe the propagation of particles in terms of an effective potential or interaction. For the one-body Green's function, for example, this effective potential, which is the kernel of the Dyson equation, is the self-energy Σ. The power of this approach resides in the fact that even a low-order approximation for Σ yields contributions to all orders in v c . Following Luttinger and Ward [2], Σ is usually expressed as a functional of G instead of G 0 . However, this makes the Dyson equation non-linear, which leads to multiple solutions. [3, 4] This is a very fundamental and general problem. It is different from usual convergence problems, which are readily detected, for example from the oscillatory behavior of the results; see the supplemental material for an example of such a problem in the case of Hartree Fock (HF) [5] . The appearance of fully converged, but unphysical results, instead, is much more subtle and dangerous, and it has important consequences. It is the main topic of the present work.
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We show that the presence of multiple solutions has an impact that reaches far beyond numerical problems, and even points to cases where the currently used strategies to derive approximations break down. We develop our ideas using a model that represents the structure of the exact theory. Calculations for a real system and links to recent observations [6, 7] demonstrate the potential of this approach for analysis and prediction. In particular, we answer several very general and important questions: i) Is the problem of multiple solutions specific for cer-tain cases, or is it a fundamental problem? Does it only appear for Green's functions or also in the framework of other well-established and widely used methods, like density-functional based approaches? ii) Does it impact calculations for real materials?; iii) How can one detect and avoid unphysical solutions?; iv ) Does the problem depend on the interaction strength, and are there consequences for many-body theory of strongly interacting materials?
To analyze the problem we use the so-called one-point model (OPM) [8] [9] [10] . This model is not system specific and that can be solved exactly, such that the physical solution is well defined. It represents important structural aspects of the many-body problem, while collapsing all arguments of the Green's functions, self-energy, and the interaction to one point, making the equations scalar. In Ref. [3] , an approximate version of the OPM was used to discuss multiple solutions within the framework of the GW approximation [11] to the self-energy.
In the present work we use the OPM without approximations, which simulates the full many-body problem. The exact OPM Green's function was derived in Ref. [12] from the one-point equivalent of the equation of motion of G, expressed as a functional differential equation [13] . The exact solution reads
where y, y 0 , and u represent G, G 0 , and v c , respectively. The self-energys is determined from the Dyson equatioñ
Heres is given as a functional of the bare interaction u and the noninteracting Green's function y 0 . Usually, however, one works with the selfenergy given as a functional of the dressed Green's function, s [y, u] . Then the Dyson equation reads
This is, in general, a non-linear equation. We first consider the HF self-energy, which in the OPM is s HF [y, u] = − 1 2 uy. Let us look at the map G 0 → G, i.e., the usual case, where y 0 is set by the system, and one searches y. The Dyson equation has two solutions,
with the rescaled quantities Y = y/y 0 and V = uy While neither of the two schemes has convergence problems when iterating, only scheme (I) converges to the physical solution, whereas scheme (II) converges to the unphysical solution. This happens because the iteration leads to the continued fraction representation of the square root [3] in Eq. (3),
for x = 2V . The sign of the square root is determined by the continued fraction in the iterative procedure [14] . The simple but general structure of the OPM suggests that the same picture should emerge for any Dyson-like equation. For example, optical properties and screening can be calculated by solving the Bethe-Salpeter equation (BSE) for the two-particle correlation function, using the GW approximation for the self-energy [15] . The screened Coulomb interaction W is calculated from the BSE, and is also part of its kernel. Like in the above HF case, this makes the problem in principle self-consistent (see e.g. Ref. [16] ). Alternatively, one can use time-dependent density-functional theory (TDDFT), that obeys a similar Dyson-like equation for the reducible polarizability χ [17] . Here we use TDDFT within the so-called bootstrap approximation proposed in Ref. [18] . The corresponding Dyson equation for frequency ω reads
where χ 0 is the independent-particle polarizability. We evaluate this for a real material with a long-range Coulomb interaction and ab initio band structure. Again, this equation has two solutions that can be obtained by two iteration schemes, analogous to those in Eq. (4) [5] . Figure 2 shows the absorption spectrum of LiF obtained with the two iteration schemes, as well as the experimental result. The experimental spectrum shows a strongly bound exciton with a binding energy of approximately 1.4 eV [19] . The spectrum obtained from iterating Eq. (6) with the analogue of scheme (I) is qualitatively correct, since it also shows a strongly bound exciton. The remaining discrepancies with respect to experiment are due to the approximate form of f xc [20] . Instead, iterating Eq. (6) within scheme (II) makes the exciton disappear completely. This means that, in absence of experimental results, one risks to run into a wrong solution, which would make the theory non-predictive. However, as we showed, the problem can be overcome using the appropriate iteration scheme (I). Note that optical properties can also be calculated from ǫ = 1 − v c P , where the irreducible polarizability P obeys a Dyson equation with kernel f xc = 1/[(1 − v c P )χ 0 ]. In this case, the appropriate scheme is scheme (II). This is explained in the supplemental material [5] .
So far we have looked at the map G 0 → G (and χ 0 → χ). We now focus on the inverse map G 0 ← G. This map is needed in problems of embedding, where one optimizes an auxiliary quantity G 0 in order to produce certain properties of a real system (contained in G). The inverse map is also crucial when one wants to express a functional in terms of dressed instead of bare quantities. The most prominent example is the Luttinger-Ward (LW) functional, where the self-energy is given in terms of G instead of G 0 [2, [21] [22] [23] . For the LW functional to be properly defined, the map G 0 ← G should be unique.
Within the OPM, consider a system with the bare Green's function y 0 , and with the exact, interacting Green's function y given by Eq. (1). We now fix y and examine whether the inverse map z 0 ← y unambiguously leads to z 0 = y 0 . With the exact self-energỹ 
in which y is known and z 0 is to be determined. This equation has again two solutions: Fig. 1 ). In other words neither of the two solutions gives Z 0 = Y 0 for all V . As a consequence one has to change sign in front of the square root in Eq. (8) at V = 2. This has important consequences for the iterative solution of Eq. (7): because scheme (I) yields the square root with positive sign, to obtain the map G 0 ← G we need two different iteration schemes: one for 0 < V < 2 and the other for V > 2. This is different from the map G 0 → G, where one solution gives the physical solution for all V , and hence a single iteration scheme suffices.
The need to change iteration scheme is a serious problem. Indeed, Kozik et al. [6] pointed out that different iteration schemes, applied to Hubbard and Anderson models, lead to different solutions which cross at a certain interaction. Our OPM results provide the missing explanation: keeping the labels (A) and (B) of [6] , the two iteration schemes correspond to
We report the results in Fig. 1 . Scheme (A) converges to the physical solution for V < 2 and to the nonphysical solution for V > 2. Instead, scheme (B) converges to the nonphysical solution for 2/3 < V < 2 and to the physical solution for 2 < V < 6 [24] . These results are strictly analogous to those obtained by Kozik et al. for Hubbard and Anderson models. They can be understood from the fact that scheme (A) creates a continued fraction with positive square root, whereas in scheme (B) the sign of the continued fraction is changed. This sign problem is a priori a disaster because there is no unique prescription of how to avoid unphysical solutions. The OPM highlights the reducible polarizability [12] as critical quantity that changes sign at the crossing V = 2 [25] . At the same time, for V > 2 the perturbation expansion of y, in Eq. (1), diverges. This is in line with Ref. [7] in which a breakdown of perturbation theory is linked to an eigenvalue of the polarizability that crosses zero, becoming negative. Our result confirms that one should inspect the reducible polarizability as a function of the interaction to detect problems of perturbation theory.
Inverting a map between functionals requires a careful definition of their domain [26, 27] . The multiple solutions are the price to pay for the fact that we have not considered this definition in the above discussion. This can be understood as follows: if there were two solutions for G 0 ← G, one could obtain the same dressed Green's function from two different G 0 and, hence, from two different external potentials. Since the diagonal of G is the density, the Hohenberg-Kohn theorem [28] states that there can only be one external potential, and hence one G 0 , corresponding to each G. This means that any additional solution G 0 is unphysical, in the sense that it cannot be constructed from the solution of a one-body Schrödinger equation. Equivalently, it cannot be written as a sum of simple poles, each with a strength normalized to one. By imposing this condition, one can therefore eliminate unphysical solutions. In the OPM this trivially corresponds to the requirement Z 0 = 1, which already implies the solution. In the supplemental material [5] we work out a more realistic case where the definition of the domain defines the solution. It should be noted that when G 0 is an embedding Green's function the discussion is more complicated, because one searches for a fictitious G 0 with a frequency dependence that can differ from that of a G 0 resulting from a static potential.
With the map G 0 ← G one can construct the exact self-energy as a functional of G. Using Eq. (8) in the exact self-energy given in Eq. (1) we obtain
The Dyson equation with the two self-energies of Eq. (12) leads to two different Green's functions: the physical solution given in Eq. (1) is obtained from s − for V < 2 and from s + for V > 2, and y = 0 from s + for any V . Therefore, for weak interaction using the exact selfenergy one obtains only one solution, the physical one, contrary to, e.g., the HF approximation. We note that at the point where s + and s − meet (at V = 2) the derivative ds ± /dy diverges. This could explain the divergence of δΣ/δG observed in Ref. [7] for a 2D Hubbard model. Note that this divergence occurs at the point where one of the eigenvalues of the polarizability crosses zero.
In Eq. (13) we Taylor expanded the square root. The convergence radius is infinite, since 0 ≤ 2uy 2 ≤ 1, as can be shown using Eq. (1). Interestingly, the sum of the first two terms in (13) (upper sign) is the first term of an expansion of the self-energy for strong interaction [3] . The remaining terms constitute an expansion in terms of a quantity that is proportional to u and converges for all physical y. This means that one can use perturbation theory over the whole interaction range, but in two different ways for the two different regimes [29] . To lowest order, this corresponds to HF, s HF = − 1 2 uy, for weak interaction, and s SIN−HF = − 1 y −s HF , for strong interaction. We call this functional strong-interaction HF (SIN-HF). Both self-energies yield two solutions. We report the physical solution for these two approximations in Fig. 3 . While HF clearly fails for strong interaction, SIN-HF is exact in the strong interaction limit and performs well for V > 4, while it is worse than HF for V < 4. It is important to note that the physical SIN-HF solution is obtained for V > 1 with the iteration scheme 1/Y (n+1) = 1/Y (n) + 1 2 V Y (n) − 1. Indeed, as it is also clear from the example of TDDFT, and discussed in the supplemental material [5] , the appropriate iteration scheme depends on the formulation of the problem. We suggest the OPM as a powerful tool to examine which scheme one should use for a given problem and interaction range.
In conclusion, we have demonstrated that with a simple but general one-point model one can understand and solve structural problems of many-body perturbation theory. In particular, one can use it sort out the multiple solutions of the non-linear Dyson equation by choosing the appropriate iteration scheme. We have shown that for the map G 0 → G a single iteration scheme suffices to obtain the physical solution for all interaction strenghts. Instead, for the inverse map G 0 ← G one has to change iteration scheme at the interaction strength at which the reducible polarizability changes sign and perturbation theory of G in terms of G 0 starts to diverge. Nonetheless, we have proved that even for strong interaction one can use a perturbative expression for the self-energy in terms of G, which differs from the usual LW functional. By presenting analogous results for real systems, and by comparing with numerical results in the literature, we have shown that these conclusions go far beyond the one-point model. We expect that they will have an impact on many other questions in the domain of many-body physics.
