Abstract
Introduction
To prove lower bounds for various computational models remains as one of the most challenging task in complexity theory. Much progress has been made recently in deriving lower bounds for computational models with limited capabilities, with the hope that these may lead to better lower bounds for more general computational models and to better understanding of intrinsical complexity of computation.
One of the most successful trials is the derivation of lower bounds for constant depth circuits. The first strong lower bounds were given by Furst, Saxe, and Sipser [Ill, independently by Ajtai [ 11, who show that the size of a constant depth circuit computing parity function is superpolynomial. The results were subsequently sharpened by Yao [ 171 who derived an exponential lower bound. HHstad [13, 141 further strengthened the result and obtained near optimal lower bounds. A direct consequence of these results is that the logarithmic time hierarchy [16] , i.e., the set of languages accepted by families of circuits of constant depth and polynomial size, is a proper subset of P.
The logarithmic time hierarchy was further refined by
Sipser [ 161 who showed that for each integer IC > 1, there are functions that are computable by a circuit of depth k and polynomial size but require superpolynomial size for circuits of depth k -1. Thus, all levels of the logarithmic time hierarchy are distinct. Exponential lower bounds for the depth IC to k -1 conversion were sequentially claimed by Yao [17] and fully proved by HHstad [13, 141. In this paper, we will further sharpen the separation results in the logarithmic time hierarchy by investigating the relationship between circuit bottom fan-in and circuit size when circuit depth is fixed. We show that in order to compute certain functions, a moderate reduction in circuit bottom fan-in will cause significant increase in circuit size. In particular, We prove that there are functions that are computable by circuits of linear size and depth k with bottom fan-in 2 but require exponential size for circuits of depth k with bottom fan-in 1. A general scheme is established to study the trade-off between circuit bottom fan-in and circuit size. Based on this scheme, we are able to prove, for 1093-0159/97 $10.00 0 1997 IEEEexample, that for any integer c, there are functions that are computable by circuits of linear size and depth k with bottom fan-in O(1og n ) but require exponential size for circuits of depth k with bottom fan-in c, and that for any constant E > 0, there, are functions that are computable by circuits of linear size and depth k with bottom fan-in log n but require superpolynomial size for circuits of depth k with bottom fan-in O(log'-' n). Therefore, the computational power of constant depth circuits depends not only on its depth, but also strictly on its bottom fan-in when the depth of the circuits is fixed.
Another motivation of our present research is from the study of input read-modes of a sublinear-time alternating Turing machine, which is an important computational model in the study of complexity classes. A number of input readmodes for sublinear-time alternating Turing machines have appeared in the literature. In the standard model proposed by Chandra, Kozen, and Stockmeyer [8] , a computation path of the machine can read up to O(1ogn) input bits in time O(1ogn). Ruzzo [15] proposed an input read-mode in which each computation path can read at most one input bit and the reading must be performed at the end of the path. An input read-mode studied by Sipser [16] insists that each input reading takes time Q(1ogn). These input read-modes have been carefully studied by Cai and Chen [5] , who have given a precise circuit characterization for each read-mode for log-time alternating Turing machines of constant alternations. Input read-modes of log-time alternating Turing machines also find applications in the study of computational optimization problems [6, 7] .
Based on Cai and Chen's circuit characterizations and our separation results in constant depth circuits, we are able to show that the three proposed input read-modes for altemating Turing machines are all distinct. More precisely, if we let lly (resp. llz, llf) be the class of languages accepted by log-time E-alternation alternating Turing machines using Chandra, Kozen, and Stockmeyer's (resp. Ruzzo's, Sipser's) input read-mode, then we can show that for all integers k 2 1 where c means "proper subset". This gives a very detailed refinement of the logarithmic time hierarchy, and shows the rich structural properties of the logarithmic time hierarchy.
We briefly review the fundamentals related to the present paper. For further discussion on the theory of circuit complexity and alternating Turing machines, the reader is referred to [3, lo] .
An (unbounded fan-in) Boolean circuit a, with input z = 2 1 2 2 .z, of length n is a directed acyclic graph.
The fan-in of a node in the circuit is the in-degree of the node. [3] will be especially convenient in our discussion.
Definition [3] A circuit CY is a rI; -circuit (resp. Cl -circuit) if CY is a depth k circuit of size at most s with an AND-gate (resp. an OR-gate) at the output. A circuit /? is a H",'-circuit (resp. C",'"-circuit) if /? is a depth k + 1 circuit of size at most 6 with bottom fan-in c and an AND-gate (resp. an OR-gate) at the output.
A family of circuits is a sequence {an I n 2 1) of circuits, where a, is with input of length n. A family of circuits may be used to define a language. A family {an 1 n 2 1) of circuits is said to be a 13zo'y-family (resp. rI~o'y7c-family)
if there is a polynomial p such that for all n 2 1, CY, is a nfn )-circuit (resp . n~, (~ The discussion of the present paper is centered on the complexity of the function fPlb, formally defined as follows.
Definition Let CPlb be the tree circuit defining the Sipser function fp, except that each bottomlevel gate of CTFb has fan-in b instead of Jkmlogm/2. Define f F l b to be the function computed by the tree circuit Crlb.
An O(1og n)-time alternating Turing machine (log-time ATM) is defined as an extension of the O(1ogn)-time deterministic Turing machines in the usual way [8] . Given an input, the computation of a log-time ATM M can be represented by an A-V tree. Each computation path in the A-V tree can be divided intophases, which are the maximal subpaths in which M does not make alternations. The first configuration in each phase is called an alternation (configuration). In particular, the starting configuration of M is always an alternation.
2 On circuits that compute fi, "logm)
In this section, we consider the complexity of the function
where b = R(1ogm). Note that the number n of variables of the function frtb is n = bmk-2, /-. 
PROOF (SKETCH).
We set q = -. Then with the probability spaces R:B and R i B and the restriction pg(p), and using the switching lemma [13] , we are able to construct a circuit that contradicts Theorem 1.1 (The proof is similar to the induction step in the proof given 
where mo is an absolute constant and e is the base of the natural logarithm.
We first consider the case b 5 d m . The probability space R; is defined similarly except that the value 1 is replaced by value 0.
From now on, we assume that the bottom level gates of the tree circuit Crla defining fPtb are AND gates. The case when the bottom level gates of C r P b are OR gates can be proved similarly by using the probability space R; instead of the probability space R i .
We first show that under a restriction pf E R t , with very large probability, the tree circuit Crib computes a function at least as hard as the Sipser function fr. Since the circuit CFTb has less than mk-' bottom level gates, we conclude that under a restriction p+ E RT, the probabilitythat any bottomlevel gate of the treecircuit Crib gets less than 4 -*'s is bounded by 6. 
On circuits that compute fTv2
In the previous section, we showed that for circuits to compute the function fr~', b = Q(logm), an O(1ogm) factor reduction in bottom fan-in may cause an exponential increase in the circuit size. In this section, we will show that in certain cases, even reducing the circuit bottom fan-in by 1 will cause an exponential increase in the circuit size. More precisely, we will show that the function f ; l 2 can be computed by a depth k circuit of linear size and bottom fan-in 2, but requires exponential size for depth IC circuits of bottom fan-in 1. Note that a depth k circuit of bottom fan-in 1 is actually a depth IC -1 circuit.
We prove the above result with a new probability space of restrictions. We start with the following lemmas. 
PROOF.
To simplify the expressions, we let s = 12h@. Suppose that the theorem is not true and that there is a depth k -1 circuit C of size 2' that computes the function frr2. Furthermore, we assume that the gates in the bottom level of C are OR gates (the case that the bottom level gates of C are AND gates can be proved similarly.)
Randomly pick one variable from each pair 52t-1 and z2i and assign it 0. This will reduce the tree circuit C?l2 defining f;'* to the tree circuit Cp$' defining fr;?. Since each gate in the bottom level of the circuit C" has neither more than s negative literals nor more than s positive literals in its input, the bottom fan-in of the circuit C" is at most 2s = *=, which is smaller than for sufficiently large m. Thus, we have constructed a circuit C" of depth k -1, bottom fan-in less than 
U
The following corollary will be used in Section 5 ,
Corollary3.4
The function fFI2 can be computed by a circuit of depth k, linear size, and bottom fan-in2, but cannot be computed by any depth k -1 circuit of polynomial size.
lkade-off between bottom fan-in and size
We first summarize the results in the previous two sections in the following theorem. By more careful selections of the bottom fan-in b in Theorem 4.1, combined with a padding technique, we are able to obtain general results for the trade-off between circuit size and circuit bottom fan-in. We illustrate this technique by the following theorem, which can be easily extended to other cases using the same technique. 
CI
In particular, if we let E = 1 and h = 1, then we obtain the following corollary that will be used in Section 5. 
Input read-modes of %ring machines
An important application of the above investigation is on the input read-modes of a sublinear-time alternating Turing machine, which is an important computational model in the study of complexity classes.
To make sublinear-timeTuring machines meaningful, we allow a Turing machine to have a random access input tape plus a read-write input addmss tape, such that the Turing machine has access to the bit of the input tape denoted by the contents of the input address tape.
A number of input read-modes for sublinear-time alternating Thing machines have appeared in the literature. The standard input read-mode introduced by Chandra, Kozen, and Stockmeyer [8] allows a computation path of an O(1ogn)-time alternating Turing machine to read up to O(1ogn) input bits. Ruzzo [15] proposed an input readmode in which each computation path can read at most one input bit and the reading must be performed at the end of the path. An input read-mode studied by Sipser [ 161 insists that the input address tape be always reset to blank after each inputreading so that each input reading takes time LI(log n).
It can be shown that many complexity classes such as NCk for k 2 1 and ACk for k 2 0 remain the same for all these input read-modes of alternating Turing machines.
On the other hand, it was unknown whether these input read-modes affect the classes of lower complexity such as the levels in the logarithmic time hierarchy. Recently, Cai and Chen [5] have given precise circuit characterizations for each level of the logarithmic time hierarchy based on each of the above three input read-modes. Combining these characterizations with the separation results given in the previous sections, we are able to show that all these input read-modes are distinct.
Formally, the logarithmic time hieraxhy is defined to be the union of the following classes: nl, n 2 , . * , nk,. * * where is the class of languages accepted by a log-time ATM that always starts with an A-state and makes at most k alternations. The above definition ignores the input read-modes of the log-time ATMs thus is not very precise. To be more precise, we will call the logarithmic time hierarchy based on Chandra-KozenStockmeyer's model, ny,n,u,. . .,n:, . . . ,np,... the logarithmic time hierarchy based on Ruuo's model, and n;, n;,. . . , n;, . . . 
