Abstract. Organisms modulate their fitness in heterogeneous environments by dispersing. Prior work shows that there is selection against "unconditional" dispersal in spatially heterogeneous environments. "Unconditional" means individuals disperse at a rate independent of their location. We prove that if within-patch fitness varies spatially and between two values temporally, then there is selection for unconditional dispersal: any evolutionarily stable strategy (ESS) or evolutionarily stable coalition (ESC) includes a dispersive phenotype. Moreover, at this ESS or ESC, there is at least one sink patch (i.e. geometric mean of fitness less than one) and no sources patches (i.e. geometric mean of fitness greater than one). These results coupled with simulations suggest that spatial-temporal heterogeneity due to abiotic forcing result in either an ESS with a dispersive phenotype or an ESC with sedentary and dispersive phenotypes. In contrast, spatial-temporal heterogeneity due to biotic interactions can select for higher dispersal rates that ultimately spatially synchronize population dynamics.
Introduction
Plants and animals often live in landscapes where environmental conditions vary in space 1 and time. These environmental conditions may include abiotic factors such as light, space, 2 and nutrient availability or biotic factors such as prey, competitors, and predators. Since 
y(t + 1) = S(d)F (t, x(t))y(t).
By standard linearization theorems (see, e.g., [22] ), this approximation is valid when the size
78
of the mutant population is small and the periodic point in A2 is hyperbolic.
79
The initial fate of the mutant population depends on the invasion rate of strategyd against deaths "on average" across years, while a patch is a sink if deaths exceed births "on average" 110 across years. For fitnesses varying in time, the appropriate "average" is the geometric mean: that F(1,x i (1)) is the identity matrix contradicting the assumption that it is non-scalar.
129
Since S(d 1 ) is column stochastic and A is non-scalar,
Hence, there is a source patch and a sink patch. problem whether this result extends to all irreducible stochastic matrices S.
141
Theorem 2. If p = 2, S is diagonally similar to a symmetric matrix, F(2,x(2)) = F(1,x(1))
142
(i.e. there is temporal heterogeneity), and F(t,x(t)) is non-scalar for some t (i.e. there is 143 some spatial heterogeneity), then fate of the population depends on the linearization of the system at the extinction state.
166
The dominant eigenvalue associated with this linearization is given by converges to a periodic orbit. More precisely, there exists a periodic orbit, {x (1), . . . ,x(p)} 170 withx(t) 0 for all t, such that x(t) converges to this periodic orbit whenever x(0) 0.
171
A sufficient condition ensuring λ > 1 is
In other words, all the patches can support a population in the absence of immigration.
173
While this condition is stronger than what is necessary, for simplicity, we assume that (4.5)
174
holds for the remainder of this section. * s refer to parameter values for which pairwise invasibility plots are shown in Fig. 2 by more dispersive phenotypes. In contrast, for a fully dispersive phenotype (i.e.
there is a periodic pointx(t) given by
is the spatial average of the intrinsic fitnesses. Along this periodic 180 orbit, a computation reveals that the within-patch fitnesses satisfy
Thus, Theorem 2 implies that a necessary condition for d 1 = 1 to be a Nash equilibrium is
t for all j with a strict inequality for at least one j. This condition for a Nash equilibrium requires 183 that the geometric mean of the fitness within each patch is no greater than geometric mean 184 of the spatially averaged fitness.
185
To illustrate the utility of (4.6), consider an environment where the fitness in each patch 186 fluctuates between a low value λ bad in "bad" years and a higher value λ good in "good" years (4.6) for a Nash equilibrium of highly dispersive phenotypes simplifies to
This inequality holds strictly as the geometric mean is less than the arithmetic mean. thermore, a computation reveals that the geometric mean of fitness within patch j satisfies
for all patches j. Hence, Theorem 3 in Appendix A implies that I(1;d) < 1 for alld ∈ [0, 1).
194
Therefore, for this environment, a highly dispersive phenotype (d 1 = 1) always is an ESS 195 and all patches are sinks for populations playing this ESS.
196
When the necessary condition (4.6) for a highly dispersive phenotype to be a Nash equilib- (Fig. 2a,b) . On the other hand, when (4.7) is satisfied, the highly dispersive phenotype 215 may or may not be an ESS in the strict sense (Fig. 2c,d) . (Fig. 2d) . 
We note that in the case of n = 2 patches, Hasting's d corresponds to our d/2.
227
When r > 3 and there are two patches, Hastings [27] has shown that there is an interval 228 of dispersal rates between 0 and 1 such that there is an out-of-phase stable period two point 229 (Figs. 3a,c,d ). To apply our results, let m = 1, d 1 = d for which there is a stable out-230 of-phase periodic point,x(1),x(2) (an explicit formula for this orbit can be found in the 231 Appendix of [27] ), S jk = 1/2 for 1 ≤ j, k ≤ 2, and f j (t, x j ) = r(1 − x j ). Along this this selection for higher dispersal rates ultimately results in a dispersal rate that spatially 238 synchronizes the dynamics (Figs. 3a-c) at which point all dispersal rates are Nash equilibria.
239
However, at higher r values such as r = 3.95 (Fig. 3d) , the destabilization of the out-of-phase 
243
When there are more than two patches and r > 3, out-of-phase 2 cycles can take on a 244 greater diversity of forms. In particular, one can divide the landscape into two sets of patches 245 such that patches are synchronous within each set and asynchronous across sets. Due to this 246 potential spatial asymmetry in these out-of-phase cycles, we have not been able to show 247 the geometric mean of fitness equals one in all patches. However, numerical simulations for 248 n = 40 patches and 3 < r < 3.45, suggest that this does occur. In which case, Theorem 3 249 implies that there would selection for higher dispersal rates along these asynchronous cycles.
250
In fact, numerical simulations for 3 < r < 3.45 show that there would be selection for 251 higher dispersal rates until the dynamics are spatially synchronized (Fig. 4) . Moreover, these simulations show, quite intuitively, greater initial asynchrony for the dynamics of the 253 sedentary phenotype result in a stronger selection gradient (Fig. 4b) and require the evolution 254 of higher dispersal rates to regionally synchronize the dynamics (Fig. 4a) .
255

Discussion
256
We analyzed the evolution of dispersal in spatially and temporally variable environments.
257
When there is spatial variation in fitness and within patch fitness varies in time between a 258 lower and higher value, we proved that any evolutionary stable strategy (ESS) or evolution- thereby, exhibiting an ideal and free distribution [1] . By appropriately modifying empirical 306 methods for distinguishing between source-sink dynamics and balanced-dispersal [11, 29] , one 307 might be able to find empirical support for these alternative, evolutionarily stable, spatial-308 temporal patterns of fitness. The proof of Theorem 2 depends on the following key result which is proven in Appendix 327 B. We do not impose the assumption that S is irreducible in this result.
, and let S be an n × n column stochastic matrix such that RSR −1 is symmetric for some diagonal matrix R. For t ∈ [0, 1], denote by (F (t)) the Perron (largest) eigenvalue of 
where S j ∈ M n j for j = 1, . . . , k, and n 1 + · · · + n k = n.
332
Remark. The above result covers the case of symmetric S. It also covers the case when
333
S is an irreducible tridiagonal column stochastic matrix; one can use a simple continuity 334 argument to extend the result to reducible tridiagonal column stochastic matrices.
335
To prove the first assertion of Theorem 2, assume that max
337
To prove the second assertion of Theorem 2, assume that d is a (possibly mixed) Nash to the contrary that there exists j such that f j (1, x j (1) )f j (2, x j (2) ) > 1 i.e. there is a 340 source patch. Then
and by continuity I(d;d) > 1 for alld ≥ 0 sufficiently small. As this contradicts the assumption that d is a Nash coalition, it follows that Denote by A the operator norm of the matrix A. The proof of Theorem 3 depends on 347 the following.
348
Theorem 4. Suppose A ∈ M n is nonzero and satisfies I +A ≥ 1. Then I +tA ≥ I +A 349 for all t ≥ 1 and one of the following condition holds.
350
(a) The function t → I + tA is increasing for t ≥ 1.
351
(b) There is a unitary matrix U such that U * AU = 0 k ⊕Ã, whereÃ ∈ M n−k is invertible
352
and satisfies I n−k +Ã < 1. Consequently, there is t * > 1 such that I n−k + t * Ã = 1 and 353 the function t → I + tA has constant value 1 for t ∈ [1, t * ] and is increasing for t > t * .
354
Proof. Let u be a unit vector such that I + A = (I + A)u and Au = αu + βv, where {u, v} is an orthonormal family. By our assumption,
Thus, for t > 1, Let U be unitary such that U * AU is lower triangular form with the first k diagonal entries equal to zero, and the last n − k diagonal entries nonzero. Since
we see that
. . , e n } is the standard basis for C n .) As a result, we see that
Since Au = 0 for every unit vector u satisfying (I + A)u = I + A = 1, we conclude 362 that (I n−k +Ã)v < 1 for any unit vector v ∈ C n−k . Thus, I n−k +Ã < 1.
363
Note that A = 0 impliesÃ is non-trivial, i.e., k = n. For sufficiently large t, we have
364
I n−k + tÃ ≥ 1. Let t * be the smallest real number in (1, ∞) such that I n−k + t * Ã = 1.
365
SinceÃ is invertible, case (a) must hold and the function t → I n−1 + tÃ is increasing for 366 t ≥ t * . Hence for t ≥ t * , we have I + tA = I n−k +Ã and the function t → I + tA is 367 increasing. radius less than 1. So, S k+1 must be vacuous.
383
Next, we show that each D j is a scalar matrix. To this end, note that we can construct a it by (1 − ε)S + εJ for a small ε > 0 so that (F (t)) is not monotone, where J is the matrix 398 with all entries equal to 1/n.
399
