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Resumen
Presentamos la modelizacio´n del proceso de ocurrencias de extremos de temperatura en
las series de ma´ximas y mı´nimas diarias del Balneario de Panticosa. Se propone un proceso
CPSP, que equivale a la estimacio´n de tres procesos de Poisson No Homoge´neos independientes.
Estudiamos su evolucio´n en el tiempo y dependencia con algunos predictores de temperatura. Se
establecen diferentes herramientas que validan nuestro modelo como una aproximacio´n correcta
a los datos disponibles. Este modelo se presenta finalmente como una herramienta u´til para la
reduccio´n de escala temporal de proyecciones de temperatura. Se obtienen estimaciones de la
intensidad del proceso para el siglo XXI a partir de las trayectorias de modelos clima´ticos globales
para diferentes escenarios de cambio clima´tico, observando un incremento del nu´mero medio de
extremos bajo todos los escenarios, ma´s acentuado en la serie de temperaturas ma´ximas.
We show the modelization of the occurence process of temperatures extremes in the maxima
and minima temperatures series of Balneario de Panticosa. We suggest a CPSP process, that is
equivalent to the estimation of three Non Homogeneous independient processes. Their temporal
evolution and dependence with some temperature predictors is studied. Different tools proposed
validate the model as a correct aproximation to the avalaible data., Finally, the model is shown
as a usefull tool for de reduction of the temporal scale of temperature proyections. We obtain
intensity estimations for the process in the XXI century using differents scenarios of climatic
change, observing an increase of the mean number of extremes under all the scenarios, specially
in the temperature maxima serie.
Cap´ıtulo 1
Introduccio´n y objetivos
El estudio de los extremos de temperatura es, en climatolog´ıa, un campo de gran intere´s
por su impacto en el ecosistema, la salud e incluso la economı´a [5]. La definicio´n de extremo
depende del enfoque empleado, pero de manera general se considera extrema una observacio´n
inusualmente alta dentro de una serie temporal [9]. En el caso de las temperaturas, numerosos
estudios hablan de la importancia de su ana´lisis tanto en la serie de ma´ximas diarias como en
las mı´nimas [26]. Por otro lado, a pesar de ser un campo estudiado mayoritariamente en los
periodos estivales, los extremos ca´lidos en los meses de invierno presentan tambie´n gran intere´s
por su efecto en la variacio´n del manto nivoso, o en el mantenimiento de los glaciares en zonas
montan˜osas.
Un aumento de la ocurrencia de extremos clima´ticos ha sido observado en los u´ltimos an˜os,
como se ha recalcado en numerosos estudios [19, 3]. Esta situacio´n se enmarca dentro del con-
texto general de un cambio clima´tico global del que no parece haber dudas ya, y que puede ser
uno de los desaf´ıos ma´s importantes de la humanidad para el pro´ximo siglo [16]. Esta situacio´n,
ampliamente estudiada a nivel global, requiere sin embargo de resultados a escala local, impres-
cindibles para la prevencio´n de los impactos del clima en situaciones concretas [24]. Por esta
razo´n, nos proponemos el ana´lisis de la ocurrencia de extremos de temperatura para un caso
local particular.
Por ejemplo, es interesante el estudio de zonas donde un posible cambio clima´tico pueda
tener efectos negativos sobre el medio ambiente. En concreto, en el entorno del Pirineo se ha
observado en los u´ltimos an˜os una disminucio´n del manto nivoso y de la superficie de los glaciares
[22], feno´meno posiblemente conectado con el aumento de las temperaturas, concretamente en
el periodo invernal. Esta situacio´n puede tener numerosas consecuencias, no so´lo en el valioso
ecosistema pirenaico, sino tambie´n en otras regiones interconectadas como la cuenca hidrogra´fica
del Ebro, cuyo caudal depende fuertemente del nivel de precipitacio´n y deshielo producido en
la cordillera pirenaica. De entre las diferentes localidades de esta zona, centraremo nuestro
estudio en la estacio´n del Balneario de Panticosa, por el intere´s de su ubicacio´n (una zona
tur´ıstica dependiente de la nieve y cercana a picos de alta montan˜a) y por la calidad de los
datos disponibles.
Nos proponemos el desarrollo de un modelo para la caracterizacio´n de los extremos ca´lidos
en invierno de las series de ma´ximas y mı´nimas de Panticosa, con el objetivo de realizar su
proyeccio´n sobre escenarios futuros. El marco elegido para la modelizacio´n es el proceso CPSP
(common Poisson shock process), que nos permitira´ caracterizar la ocurrencia de los extremos de
ambas series mediante procesos de Poisson independientes. Para la obtencio´n de proyecciones,
se utilizara´n resultados de modelos GCM (Global Circulation Model) bajo diferentes escenarios
de cambio clima´tico. Estos modelos de simulacio´n nume´rica aportan trayectorias para la serie
de temperatura diaria a mediana escala, por lo que es necesaria una reduccio´n de escala espacial
para su aplicacio´n a nivel local. Sin embargo, las proyecciones obtenidas no pueden considerarse
fiables a escala diaria [3], por lo que deben tomarse variables agregadas. De esta manera, el
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modelo de ocurrencia de extremos anteriormente construido, se plantea como una herramienta
de reduccio´n de la escala temporal, permitiendo la obtencio´n de respuestas diarias a partir de
las variables agregadas proyectadas.
El primer cap´ıtulo presenta los resultados teo´ricos disponibles que justifican el comporta-
miento asinto´tico Poisson de un proceso de ocurrencia de extremos cuando el umbral definido
cumple determinadas caracter´ısticas. El segundo cap´ıtulo describe la metodolog´ıa empleada para
la reduccio´n de series bivariantes, dependientes y no estacionarias a un conjunto de tres procesos
de Poisson No Homoge´neos, as´ı como las te´cnias de ajuste y validacio´n de los modelos construi-
dos. Presentamos en el tercer cap´ıtulo la aplicacio´n de estos resultados al caso concreto de la
estacio´n de Panticosa, obteniendo un modelo CPSP para el proceso de ocurrencia de extremos
en invierno. Por u´ltimo, se desarolla la proyeccio´n de estos modelos para el siglo XXI en el
cap´ıtulo cuarto, comentando los resultados obtenidos.
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Cap´ıtulo 2
Teor´ıa de la modelizacio´n de valores
extremos
La modelizacio´n de valores extremos tiene como objetivo la caracterizacio´n del compor-
tamiento estad´ıstico de los valores inusuales (ya sean inusualmente altos o inusualmente
bajos) de un proceso estoca´stico. Este ana´lisis tiene diferentes enfoques: la caracterizacio´n de
la distribucio´n del valor ma´ximo de una serie, la caracterizacio´n del proceso de ocurrencia de
valores por encima de un determinado umbral... Comenzaremos presentando una visio´n general
de la teor´ıa cla´sica de valores extremos, que se centra en el ana´lisis de los ma´ximos de una serie.
Una vez vistas las limitaciones de esta caracterizacio´n, presentaremos el modelo de “Excesos
Sobre Umbral” (EOT, por sus siglas en ingle´s) para series de variables i.i.d. (independientes e
ide´nticamente distribuidas). Por u´ltimo, analizaremos el caso particular de series no i.i.d..
2.1. Teor´ıa cla´sica de extremos: estudio de ma´ximos
Suponemos que tenemos una serie de variables aleatorias independientes e ide´nticamente
distribuidas (v.a. i.i.d.) X1, ..., Xn con distribucio´n marginal F . Mostramos un ejemplo de serie
en la Figura 2.1.
Queremos establecer el comportamiento estad´ıstico de la siguiente variable “ma´ximo”:
Mn = max{X1, ..., Xn} (2.1)
Como las variables Xi son independientes entre ellas, podr´ıamos establecer la distribucio´n de
Mn haciendo una estimacio´n de la distribucio´n F y calculando Pr(Mn ≤ z) = [F (z)]n. Sin
embargo F puede ser desconocido, y adema´s cualquier pequen˜o error en la estimacio´n de F
crecer´ıa exponencialmente al elevarlo a n, por lo que debemos buscar un me´todo ma´s general.
Por otro lado, si el rango de distribucio´n de la funcio´n F tiene un ma´ximo finito z+, tendremos
que:
l´ım
n→∞[F (z)]
n =
{
0 , z < z+
1 , z ≥ z+ (2.2)
Y entonces la distribucio´n de Mn converge a una funcio´n degenerada en z+ para n → ∞. Este
problema se soluciona renormalizando la variable Mn de la siguiente manera:
M∗n =
Mn − bn
an
(2.3)
De esta manera, deberemos buscar dos series {an} y {bn} que aseguren la no-degeneracio´n de la
funcio´n de distribucio´n de M∗n para n→∞.
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Figura 2.1: Serie ejemplo de v.a. i.i.d.. En este caso, se trata de una serie temporal donde cada variable
representa la observacio´n de una cierta magnitud (por ejemplo, temperatura ambiente) en cada instante
de tiempo.
2.1.1. Distribucio´n asinto´tica del valor ma´ximo
La distribucio´n asinto´tica del ma´ximo de una serie de v.a. i.i.d., sea cual sea su distribucio´n
marginal F , queda determinada (salvo el valor de los para´metros) por el siguiente teorema (Coles
2001 [9]):
Teorema de distribucio´n del valor ma´ximo: Sea Mn el ma´ximo de una serie de v.a.
i.i.d. X1, ..., Xn, y M
∗
n su versio´n normalizada definida por (2.3). Tenemos que, si existe la
distribucio´n l´ımite de M∗n, es decir si
l´ım
n→∞Pr(M
∗
n ≤ z) = G(z)
con G(z) una funcio´n de distribucio´n no degenarada, entonces G(z) pertenece a la familia de
funciones GEV (valor extremo generalizado), que tiene la siguiente expresio´n:
G(z) = exp
{
−
[
1 + ξ
(
z − µ
σ
)]−1/ξ}
con:

σ > 0: para´metro de escala
µ: para´metro de posicio´n
ξ: para´metro de forma
(2.4)
Este teorema es de gran utilidad ya que reduce la bu´squeda de la distribucio´n de Mn a
la estimacio´n de tres para´metros: σ, µ y ξ, determinados por las caracter´ısticas de la serie que
estemos considerando. La condicio´n para su aplicacio´n es la existencia de dos series de constantes
{an} y {bn} que garanticen la convergencia de la distribucio´n asinto´tica de M∗n. As´ı pues, siempre
que esta distribucio´n exista, estara´ determinada por (2.4). La demostracio´n de este resultado
excede los propo´sitos de este trabajo, pero puede ser consultada en Leadbetter et al. (1983) [17].
Tambie´n se puede encontrar una versio´n informal de e´sta en Coles (2001), p. 49-51 [9].
Adema´s, es importante indicar que el tratamiento de mı´nimos puede tratarse de manera
equivalente bajo un simple cambio de signo de las variables de la serie y un posterior ana´lisis
del ma´ximo de la nueva serie obtenida.
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2.1.2. Limitaciones del modelo de ma´ximos
Una limitacio´n del modelo cla´sico de extremos es la suposicio´n de independencia de las
variables. Esta es una condicio´n muy restrictiva que raramente se observa en situaciones reales,
sobre todo en el campo de los problemas medio-ambientales, en el que se enmarca este trabajo.
En la seccio´n 2.3 revisaremos los resultados de la teor´ıa de extremos para el caso de series
dependientes, solventando en gran parte este problema.
Pero el incoveniente principal de esta aproximacio´n es el procedimiento de inferencia mediante
el cual se obtienen los para´metros de la distribucio´n l´ımite. Para realizar esta inferencia, so´lo
disponemos de una observacio´n por cada periodo de longitud n definido, utilizando por tanto
una fraccio´n 1/n de todos los datos y perdiendo de esta manera mucha informacio´n. Para evitar
este problema, se han propuesto diferentes alternativas que buscan todas ellas utilizar un mayor
nu´mero de datos incluyendo aquellos que, au´n sin ser ma´ximos de ningu´n periodo, tienen un
cara´cter que podr´ıa considerarse “extremo”. Una de ellas es la generalizacio´n de los valores k-
extremos, que considera en cada periodo los k estad´ısticos ordenados superiores, y fue propuesta
por Pickands (1975) y Weissman (1978), ve´ase [21] y [29].
Otra aproximacio´n que ha gozado de gran aceptacio´n en el campo de las ciencias medio-
ambientales, sobre todo por su interpretacio´n sencilla, son los me´todos de Excesos Sobre
Umbral (EOT), que define los extremos como todas las variables con un valor superior a un
cierto umbral. Fueron desarrollados formalmente por Davison y Smith en 1990 [11], aunque ya
gozaban entonces de un uso extendido en otros campos [25]. Es el me´todo que emplearemos en
nuestro ana´lisis, por lo que dedicaremos el resto del cap´ıtulo a la presentacio´n y discusio´n de sus
resultados principales.
2.2. Modelo de Excesos Sobre Umbral (EOT)
En el modelo EOT, una observacio´n X se denomina extremo o valor extremo si X > u.
Adema´s, denominamos exceso de X sobre el umbral u al valor positivo Y = X − u|X > u.
Nuestro objetivo es, en primer lugar, obtener una expresio´n para la distribucio´n de la variable Y
y, en segundo lugar, una caracterizacio´n de la ocurrencia de extremos (es decir, la distribucio´n
del nu´mero de extremos). Una vez obtenidas las dos distribuciones, presentaremos el modelo
bajo un punto de vista de los procesos puntuales, lo que nos permitira´ establecer una relacio´n
entre todos los resultados obtenidos.
2.2.1. Distribucio´n de los excesos
Sea X1, ..., Xn una serie de v.a. i.i.d con distribucio´n marginal F . A priori, podr´ıamos tratar
de encontrar la distribucio´n de los excesos Y de esta serie a partir de la siguiente expresio´n:
Pr(X > u+ y|X > u) = F¯ (u+ y)
F¯ (u)
∀ y > 0 (2.5)
donde F¯ (u) = 1− F (u).
Pero, como en el caso de los ma´ximos, la distribucio´n F puede ser desconocida, por lo que
trataremos de obtener la distribucio´n de Y de una manera ma´s general. Efectivamente, como
mostramos en el siguiente teorema (Coles 2001 [9]), bajo las mismas condiciones en las que Mn
tiene la distribucio´n GEV dada por (2.4), se obtiene la distribucio´n asinto´tica de Y :
Teorema de distribucio´n de los excesos: Dada una serie X1, ..., Xn de v.a. i.i.d que
cumple las condiciones en las que el ma´ximo Mn converge a una distribucio´n GEV (z;µ, σ, ξ),
entonces la distribucio´n de Y converge, bajo n→∞ y u→∞, a la distribucio´n:
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 con ξ 6= 0 : H(y) = 1−
(
1 + ξyσ˜
)−1/ξ
para {y : y > 0 ∧ (1 + ξy/σ˜) > 0}
con ξ = 0 : 1− e−y/σ˜ para y > 0
(2.6)
donde la relacio´n con los para´metros de la GEV viene dada por:
σ˜ = σ + ξ(u− µ) (2.7)
Esta distribucio´n se denomina distribucio´n Pareto generalizada (PG).
Presentamos a continuacio´n una prueba informal del teorema anterior, propuesta en Coles
(2001) [9]. Para una demostracio´n ma´s rigurosa, consultar Leadbetter et al. (1983) [17].
Prueba: Consideramos la v.a. X que sigue una distribucio´n F tal que, para n suficientemente
grande, podemos aproximar el resultado 2.4:
Fn(z) ≈ GEV (z;µ, σ, ξ) = exp
{
−
[
1 + ξ
(
z − µ
σ
)]−1/ξ}
Tomando logartimos en cada lado, obtenemos:
n logF (z) ≈ −
[
1 + ξ
(
z − µ
σ
)]−1/ξ
(2.8)
Adema´s, para z suficientemente grande, podemos aproximar el logaritmo a su serie de Taylor:
logF (u) ≈ −[1− F (u)]
que, sustituyendo en 2.8 y reordenando, nos da:
1− F (u) ≈ 1
n
[
1 + ξ
(
u− µ
σ
)]−1/ξ
(2.9)
De manera similar, podemos obtener, para y > 0 y u suficientemente grande, la siguiente
expresio´n:
1− F (u+ y) ≈ 1
n
[
1 + ξ
(
u+ y − µ
σ
)]−1/ξ
Finalmente, obtenemos la expresio´n para la distribucio´n de Y utilizando las dos expresiones
anteriores:
P (Y > y) = P (X > u+ y|X > u)
≈ 1/n[1+ξ(u+y−µ)/σ]−1/ξ
1/n[1+ξ(u−µ)/σ]−1/ξ
=
[
1+ξ(u−µ)/σ+ξy/σ
1+ξ(u−µ)/σ
]−1/ξ
=
[
1 + ξyσ˜
]−1/ξ (2.10)
donde hemos definido σ˜ = σ + ξ(u− µ). 
El resultado anterior es muy importante ya que, como en el caso de los ma´ximos, obtenemos
la distribucio´n asinto´tica de Y bajo n→∞ y u→∞, que es la misma sea cual sea la distribucio´n
F de X, siempre que exista tal convergencia. La inferencia sobre Y se basa de nuevo pues, en
la estimacio´n de los para´metros de la funcio´n, en este caso ξ y σ˜.
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2.2.2. Modelizacio´n de la ocurrencia de extremos
Ma´s que la distribucio´n de los excesos definidos sobre un umbral, muchas veces queremos
conocer la distribucio´n de la ocurrencia de estos excesos, es decir, la probabilidad con la que
una variable X va a superar nuestro umbral u en cada momento o, lo que es equivalente, la
distribucio´n del nu´mero de extremos en un intervalo dado. Como veremos ma´s adelante, se
puede demostrar que, bajo ciertas condiciones, la ocurrencia de estos extremos se comporta
asinto´ticamente como un proceso de Poisson. Por lo tanto, antes de enunciar el teorema
correspondiente, recordaremos que´ son los procesos de Poisson, empezando por la idea general
de los procesos puntuales.
Proceso puntual: Un proceso puntual definido en un conjunto A es una norma estoca´stica
para la ocurrencia y posicio´n de eventos puntuales en este conjunto. Llamamos N(a) a la v. a.
que indica el nu´mero de eventos en un subconjunto a ⊂ A. As´ı mismo, llamamos intensidad
Λ(a) a la esperanza de e´sta funcio´n en el subconjunto a y densidad de intensidad o tasa a la
funcio´n:
λ(a) =
∂Λ(a)
∂x1 · · · ∂xk , con a ⊂ R
k (2.11)
En concreto, decimos que un proceso puntual tiene incrementos independientes si N(a) es
independiente de N(b) para todo a, b ⊂ A con a ∩ b = ∅. Tambie´n, decimos que un proceso
puntual tiene incrementos estacionarios si N(a) = N(b) para todo a, b ⊂ A con |a| = |b| (es
decir, si el nu´mero de eventos so´lo depende del taman˜o del intervalo).
Proceso de Poisson: Un proceso de Poisson en R+ (tiempo t generalmente) de tasa λ(t),
PP (λ(t)), es un proceso puntual para la caracterizacio´n de la ocurrencia de eventos en R+. Se
define como un proceso puntual que cumple las siguientes condiciones (llamando N(a1, a2) al
valor N((a1, a2])):
a) El proceso tiene incrementos independientes
b) P (N(t, t+ δ) = 1) = λ(t)δ + o(δ)
c) P (N(t, t+ δ) > 1) = o(δ)
por lo que:
⇒ P (N(t, t+ δ) = 0) = 1− λ(t)δ + o(δ)
(2.12)
Si el proceso tiene adema´s incrementos estacionarios, la funcio´n λ(t) sera´ constate, y diremos
que se trata de un proceso de Poisson Homoge´neo (PPH), si no, diremos que es un proceso de
Poisson No Homoge´neo (PPNH).
Las consecuencias principales de esta definicio´n, y las que realmente caracterizan un PP en
la pra´ctica, son las siguientes1:
1. Nu´mero de ocurrencias: El nu´mero N(a) de ocurrencias en cualquier intervalo temporal
a sigue una distribucio´n de Poisson de para´metro Λ(a). Adema´s, los nu´meros de ocurrencias
en subconjuntos disjuntos de A son mutuamente independientes. Es decir, una definicio´n
equivalente para el Proceso de Poisson, es la de todo aquel proceso puntual que cumpla:
a) P (N(a) = n) = e
−Λ(a)·Λ(a)n
n! ∀ a ⊂ A
b) N(a) y N(b) son v.a. independientes ∀ a, b ⊂ A : a ∩ b = ∅ (2.13)
En el caso de un PP homoge´neo, por (2.11), tendremos que Λ(a) = λ · |a|, donde |a| es el
taman˜o del subconjunto a.
1Las demostraciones de estas dos consecuencias pueden consultarse por ejemplo en Ross (1996) [23] (pa´ginas
79 y 65 respectivamente).
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2. Tiempos de recurrencia: Si llamamos Ti al instante de ocurrencia del evento i, definimos
el tiempo de recurrencia del evento i como Ri = Ti−Ti−1 ∀i > 1, siendo R1 = T1. As´ı pues,
en un PP homoge´neo, los tiempos de recurrencia son v.a. i.i.d con distribucio´n exponencial
de para´metro λ y, como consecuencia, cada instante de ocurrencia Ti tiene distribucio´n
Γ(i, λ). Es decir:
a) P (Ri < t) = 1− e−λt
b) P (Ti < t
′) =
∫∞
t′ λe
−λt (λt)i−1
(i−1)! dt , t
′ ≥ 0
Ahora que hemos definido el proceso de Poisson y sus caracter´ısticas, podemos enunciar el
siguiente teorema, propuesto por Leadbetter et al. (1983) [17] y que establece que la ocurrencia
de extremos tiene un comportamiento Poisson.
Teorema del comportamiento Poisson de los extremos: Sea X1, ..., Xn una muestra de
v.a. i.i.d con distribucio´n marginal F . Definimos una sucesio´n de umbrales un, y llamamos rn
al nu´mero de extremos presentes en la muestra:
rn := ]{Xi : Xi > un}i=1,...,n
Entonces, si tenemos que la sucesio´n un verifica:
l´ım
n→∞nF¯ (un) = τ (2.14)
Tenemos que, para k = 0, 1, 2, ...:
l´ım
n→∞P (rn ≤ k) = e
−τ
k∑
s=0
τ s
s!
(2.15)
Es decir: rn tiene una distribucio´n asinto´tica Poisson de intensidad τ bajo n→∞
Prueba: En primer lugar, podemos ver que la v.a. rn hace un recuento del “nu´mero de e´xitos”
en un proceso de n ensayos (que son las n v.a. i.i.d Xi), siendo la probabilidad de “e´xito”
pn = 1− P (X < un) = F¯ (un). Por lo tanto, rn tiene una distribucio´n Binomial Bin(n, F¯ (un)).
Adema´s, bajo la condicio´n (2.14) y para n→∞, es bien conocido que esta distribucio´n tiende a
una distribucio´n Poisson de para´metro τ : l´ımn→∞Bin(n, F¯ (un)) = Poi(τ), de ah´ı la expresio´n
(2.15). 
Con este teorema, hemos establecido que la distribucio´n asinto´tica de rn es Poisson cuando
la sucesio´n de umbrales un cumplen la condicio´n (2.14). Para interpretar esta condicio´n debemos
fijarnos en que, para que el l´ımite (2.14) sea finito, F¯ (un) debe tender a 0 cuando n → ∞, o
lo que es lo mismo, un debe tender a z+ (valor ma´ximo de la distribucio´n de X, que puede
ser infinito). Por otro lado, nF¯ (un) corresponde al nu´mero medio de extremos, por lo que real-
mente el teorema anterior nos dice que, cuando un se elige tal que el nu´mero medio de
extremos r¯n es finito bajo n→∞, la distribucio´n asinto´tica de rn es una distribucio´n Pois-
son. Adema´s, teniendo en cuenta que nuestras variables son independientes, podemos afirmar
que, bajo las condiciones anteriores, el proceso de ocurrencia de extremos se comporta
asinto´ticamente como un proceso de Poisson (se cumple la definicio´n (2.13) de proceso
de Poisson).
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2.2.3. Modelo de Procesos Puntuales
Presentamos ahora un marco formal ma´s general que permite agrupar todos los modelos de
extremos enunciados hasta ahora (el modelo de los k estad´ısticos superiores, el caso concreto
de los ma´ximos y el modelo EOT presentado en la seccio´n anterior). A pesar de no aportar
resultados nuevos para el estudio de extremos, permite hacer una interpretacio´n global que
unifica los resultados y establece relaciones entre ellos.
La idea principal del modelo es la siguiente. Sea una serie {Xi}i=1,...,n de v.a. i.i.d. con
distribucio´n marginal F que cumple las condiciones de convergencia del ma´ximo. Podemos ca-
racterizar esta serie como un proceso puntual bidimensional definido de la siguiente manera:
Pn = {(i,Xi) : i = 1, ..., n} (2.16)
Como en el estudio de extremos u´nicamente nos interesa la regio´n correspondeinte a la cola
superior de la distribucio´n X, estudiaremos este proceso puntual en regiones del tipo [t1, t2] ×
(un,+∞), donde [t1, t2] es el intervalo temporal que nos interesa y un es una sucesio´n de umbrales
no decreciente. De manera ilustrativa, podemos ver en la Figura 2.2.(a) el proceso puntual
asociado a la serie que hab´ıamos mostrado en la Figura 2.1.
(a) (b)
Figura 2.2: Procesos puntuales Pn y Nn asociados a la serie de v.a. i.i.d. presentada en la Figura 2.1.
La regio´n rayada de la Figura (a), corresponde a la regio´n de intere´s de un posible estudio de extremos:
valores superiores a u (24 en este caso) en el intervalo temporal [t1, t2] ([40,80] en este caso).
Para caracterizar el comportamiento asinto´tico de un proceso de este tipo, definimos un
nuevo proceso puntual escalado2
Nn =
{(
i
n+ 1
,
Xi − bn
an
)
: i = 1, ..., n
}
(2.17)
donde an y bn son constantes normalizadoras que garantizan la estabilidad del comportamiento
para n→∞. La normalizacio´n de las abcisas, por su parte, reescala el conjunto de n puntos en
el intervalo (0, 1), garantizando as´ı que el nu´mero esperado de puntos por unidad de tiempo sea
constante cuando n→∞ (la proporcio´n de excesos cada vez ma´s pequen˜a debida al aumento de
un se compensa con la mayor densidad de puntos debida al aumento de n). Esto garantiza que
se cumple la condicio´n (2.14), y por lo tanto, aplicando el teorema anterior, se puede demostrar
que el comportamiento de Nn en regiones [t1, t2]× (un,+∞) es asinto´ticamente Poisson.
2En la Figura 2.2, podemos ver ambos procesos, Pn y Nn, para una misma serie.
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La caracterizacio´n que acabamos de hacer tiene la ventaja de establecer el estudio de los
ma´ximos Mn o de los excesos Y como casos particulares de este proceso puntual Nn. Por ejemplo,
el evento Mn < z es equivalente al evento Nn(az) = 0, donde az = (0, 1]× (z,+∞). Esto permite
establecer una relacio´n entre los para´metros de ambas distribuciones, tal y como ilustra el
siguiente teorema (Coles 2001 [9]):
Teorema de relacio´n GEV-PPH : Sea X1, ..., Xn una serie de v.a. i.i.d. y Mn su valor
ma´ximo. Supongamos que se cumplen las condiciones de convergencia del ma´ximo, es decir,
suponemos que existen dos series de constantes normalizadoras, an y bn, tales que:
l´ım
n→∞Pr{(Mn − bn)/an ≤ z} = G(z) = exp
{
−
[
1 + ξ
(
z − µ
σ
)]−1/ξ}
Entonces, si llamamos z− y z+ a los valores mı´nimo y ma´ximo de G(z) respectivamente, tenemos
que, el proceso puntual Nn definido en (2.17) converge (bajo n → ∞) a un proceso de Poisson
de intensidad:
Λ(a) = (t2 − t1)
[
1 + ξ
(
un − µ
σ
)]−1/ξ
en cada regio´n a = [t1, t2]× [un, z+), siempre que un cumpla la condicio´n (2.14).
Prueba: El cara´cter asinto´tico Poisson de Nn en a viene dado por la aplicacio´n directa del
teorema de la seccio´n 2.2.2. Este teorema indica que la intensidad del proceso Poisson obtenido
vale τ = l´ımn→∞ np, con p = Pr(X > un), que no es otra cosa que la probabilidad de que un
punto de Nn caiga en la regio´n a. Si adema´s asumimos que Mn tiene una distribucio´n GEV,
entonces podemos aproximar la funcio´n p a (2.9) para n y un suficientemente altos, obteniendo
entonces:
τ = l´ım
n→∞np = n ·
1
n
[
1 + ξ
(
z − µ
σ
)]−1/ξ
Que, an˜adido a las condiciones de homogeneidad supuestas en nuestro proceso puntual, encon-
tramos la expresio´n de la intensidad para cualquier intervalo (t1, t2):
Λ(t1, t2) = (t2 − t1)
[
1 + ξ
(
z − µ
σ
)]−1/ξ

Ma´s alla´ de las ventajas interpretativas, el modelo de procesos puntuales permite generalizar
los resultados que hemos obtenido para series que presentan dependencia entre las variables [17],
situacio´n que trataremos en la pro´xima seccio´n. Adema´s, a nivel pra´ctico, permite establecer la
relacio´n entre los diferentes modelos de extremos como ya hemos comentado. Aunque no hemos
establecido una demostracio´n rigurosa de la equivalencia de estos modelos (puede consularse
en [17] p. 32), podemos establecer la siguiente conclusio´n. En general tenemos que, bajo las
condiciones en las que los excesos de una serie i.i.d. sobre un umbral u presentan una
distribucio´n asinto´tica PG, el proceso de ocurrencia de estos extremos presentara´
un comportamiento asinto´tico Poisson.
2.3. Extremos en series no i.i.d.
Todos los resultados obtenidos hasta ahora parten del supuesto de que nuestra serie {X}i=1,...,n
es i.i.d.. Sin embargo, en el caso de series medio-ambientales, es muy frecuente encontrar depen-
dencias entre las variables, por lo que no son aplicables los resultados anteriores. Presentamos
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en esta seccio´n algunas generalizaciones que se han desarrollado para los resultados anteriores
que permiten su aplicacio´n para series no i.i.d..
En primer lugar, consideraremos una serie estacionaria no independiente. Recordamos la
definicio´n de serie estacionaria:
Definicio´n de serie estacionaria: Un proceso se dice estrictamente estacionario si la
distribucio´n d de todo vector de dimensio´n finita es invariante bajo desplazamiento temporal:
d(Xt1 , ..., Xtm) = d(Xt1+h, ..., Xtm+h)
∀ h ∈ Z, t1 < ... < tm
Una consecuencia de la definicio´n de proceso estacionario es que la distribucio´n marginal
de cada v.a. es ide´ntica. Sin embargo, estas v.a. pueden ser dependientes, siempre que esta
dependencia sea homoge´nea respecto al tiempo. Es decir, la dependencia entre X1 y X5 debe ser
la misma que entre X11 y X15, o entre X12 y X16. Para series de este tipo se podra´n generlizar
los resultados obtenidos en cuanto a los extremos, siempre que se cumplan ciertas caracter´ısticas
en la dependencia. En concreto, definimos:
Definicio´n de condicio´n D(un): Diremos que una serie Xn verifica la condicio´n D(un) si
para enteros cualesquiera,
1 ≤ i1 < ... < ip < j1 < ... < jq ≤ n,
y, definiendo A1 = {i1, ..., ip}, A2 = {j1, ..., jq}, se verifica:∣∣∣∣Pr( ma´xi∈A1∪A2 Xi ≤ un
)
− Pr
(
ma´x
i∈A1
Xi ≤ un
)
Pr
(
ma´x
i∈A2
Xi ≤ un
)∣∣∣∣ ≤ αn,ln (2.18)
siempre que j1 − ip > ln, y l´ımn→∞ αn,ln = 0 para alguna sucesio´n ln = o(n).
Es fa´cil ver que, en el caso de un proceso de v.a. independientes, la diferencia en (2.18) vale 0.
En cambio, cuando dos conjuntos disjuntos cualesquiera de variables (A1 y A2 en la definicio´n,
separados por al menos ln variables) presenten algu´n tipo de dependencia, la diferencia (2.18)
sera´ diferente de 0. Lo que exigimos en la condicio´n D(un) es que, para un cierto valor un, esa
diferencia sea pequen˜a, en concreto, que tienda a 0 cuando n→∞. Esta condicio´n corresponde
con la de una serie que presenta una dependencia de´bil a largo plazo (ya que exigimos
una cierta separacio´n entre los conjuntos). Lo que ahora vamos a presentar es que, cuando la
condicio´n se cumple para una cierta secuencia de valores un, crecientes con n, entonces los
resultados l´ımite para los ma´ximos de la serie siguen siendo va´lidos (Coles 2001, [9]):
Teorema: Sea Mn la sucesio´n de ma´ximos de un proceso estacionario. Si existen constantes
an y bn tales que la condicio´n D(un) se verifica para un = anx+ bn ∀ x ∈ R y
l´ım
n→∞P
(
Mn − bn
an
)
= G(x)
Entonces la distribucio´n G(x) es GEV.
Se ha demostrado pues que en una serie estacionaria con dependencia, siempre que e´sta sea
de´bil a largo plazo (condicio´n D), tambie´n se observa el comportamiento l´ımite GEV para el
ma´ximo. Sin embargo, en este caso no se puede establecer la relacio´n entre las condiciones de
convergencia del ma´ximo y el cara´cter Poisson de la ocurrencia de extremos [17] (p.58). Esta
relacio´n se podra´ establecer solamente si se establecen nuevas restricciones, ma´s estrictas que la
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condicio´n D. En concreto, deberemos exigir una limitacio´n en la posible dependencia a corto
plazo, sobre la cual no se han puesto restricciones. Esta dependencia a corto plazo se traduce en
la tendencia a la formacio´n de “clusters” de variables. Por ejemplo, en una serie con dependencia
a corto plazo sera´ comu´n observar que los extremos ocurran en agrupaciones de varias variables
consecutivas. Se puede por lo tanto definir una condicio´n de dependencia de´bil a corto plazo,
llamada D′(un) o condicio´n “anti-cluster”, bajo la cual se puede demostrar el cara´cter Poisson
del proceso de ocurrencia de los extremos [17] (p.59).
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Cap´ıtulo 3
Metodolog´ıa para la modelizacio´n de
extremos
En el cap´ıtulo anterior hemos establecido el comportamiento asinto´ticos de los extremos
de una serie de variables aleatorias i.i.d., generalizable a series con dependencia bajo ciertas
condiciones, D y D′. Necesitamos establecer una metodolog´ıa que nos permita aplicar estos
resultados a las situaciones reales a las cuales nos vamos a enfrentar. En concreto, consideramos
la situacio´n de una serie bivariante con dependencia y no estacionaria, como puede ser el
caso de una serie de temperaturas ma´ximas y mı´nimas. Esta metodolog´ıa no es u´nica y pueden
existir diversos enfoques que nos permitan todos ellos resolver un mismo problema, por lo que
en este cap´ıtulo presentaremos simplemente una propuesta que consideramos la ma´s adecuada
para el problema que intentaremos resolver en el pro´ximo cap´ıtulo.
En la primera seccio´n, presentaremos el modelo CPSP que nos permitira´ reducir el proceso
bivariante a tres procesos Poisson independientes. A continuacio´n, enunciaremos las aproxi-
maciones necesarias para la caracterizacio´n de procesos de extremos univariantes, continuando
con la descripcio´n detallada de las etapas de modelizacio´n. En primer lugar, estableceremos un
me´todo para la correcta eleccio´n de los umbrales u, comentando en segundo lugar el proceso
de estimacio´n de los procesos de Poisson No Homoge´neos independientes. Por u´ltimo, presenta-
remos algunas de las diferentes herramientas de validacio´n disponibles para evaluar el modelo
propuesto.
3.1. Modelo CPSP
Suponemos que disponemos de dos series de variables aleatorias que presentan dependencia
entre ellas y cuyos procesos de ocurrencia de extremos queremos caracterizar. Dado que las se-
ries no son independientes, debemos considerar ambos procesos de ocurrencia de extremos como
parte de un mismo proceso bivariante. El modelo CPSP tiene como objetivo la caracterizacio´n
de este proceso bivariante, permitiendo la modelizacio´n de la dependencia entre los dos procesos
subyacentes y el comportamiento marginal de cada uno de ellos. La idea principal es la sim-
plificacio´n del problema mediante la definicio´n de tres procesos independientes equivalentes al
proceso inicial, representando uno de ellos la dependencia entre los procesos y los otros dos los
procesos marginales independientes.
Ma´s generalmente, un CPSP es un proceso puntual multivariante que asume que existe un
proceso Poisson de “choques” subyacente que puede producir d tipos de eventos, de tal manera
que el proceso puntual del evento j es el proceso Nj , para j = 1, ..., d. Definimos el vector de
variables binarias Ir = (I1,r, ..., Id,r) que indica que´ evento ocurre en cada punto r del proceso
N0. El modelo CPSP asume que la serie de Ir es i.i.d. multivariante Bernoulli. De esta manera,
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cada subproceso Nj puede expresarse como
Nj(t) =
N0(t)∑
r=1
Ij,r
que, dado que corresponde a una seleccio´n independiente de un proceso de Poisson compuesto,
es un proceso de Poisson e´l mismo.
Volviendo al caso bivariante (d = 2), los eventos pueden dividirse en tres tipos: (1,0),(0,1) y
(1,1) dependiendo de las componentes observadas en cada uno de ellos. Es decir, el proceso puede
descomponerse en tres procesos marginales que corresponden a la ocurrencia de los eventos en
los que so´lo ocurre el evento de tipo 1, N(1), los eventos en los que so´lo ocurre el tipo 2, N(2) y
los eventos en los que ocurren ambos; N(12). Ilustramos esta situacio´n en la Figura 3.1. De esta
manera, la intensidad de ocurrencia del evento 1 es λ1 = λ(1) + λ(12) y la intensidad del evento
2 es λ2 = λ(3) + λ(12). El modelo CPSP supone por lo tanto, que la dependencia entre ambos
procesos originales se caracteriza totalmente por el proceso de eventos simulta´neos, N(12). De
esta manera, hemos establecido el mecanismo necesario para reducir nuestro problema bivariante
a una modelizacio´n de tres procesos de Poisson univariantes.
Figura 3.1: Descomposicio´n del proceso CPSP con subprocesos N1 y N2 en tres procesos marginales
independientes Poisson, N(1), N(2) y N(12). Fuente: [3].
3.2. Aproximaciones para la modelizacio´n de extremos univa-
riantes
Una vez hecha la descomposicio´n del proceso original en tres procesos independientes, que-
remos caracterizar cada uno de e´stos. Presentamos a continuacio´n la metodolog´ıa general y las
aproximaciones que nos permiten asumir que cada uno de estos procesos de ocurrencia pueden
modelizarse mediante un proceso de Poisson No Homoge´neo. Como es habitual en modelizacio´n,
asumiremos que estas aproximaciones son correctas y estableceremos herramientas de validacio´n
(seccio´n 3.5) que nos permitan evaluar a posteriori la calidad del modelo construido. Si nuestro
modelo pasa las herramientas de validacio´n, asumiremos que nuestros datos satisfacen todas las
hipo´tesis planteadas en el inicio.
3.2.1. Series finitas
En primer lugar, debemos tomar series con taman˜os n y umbrales u lo suficientemente
grandes como para poder asumir que la distribucio´n de los extremos se aproxima a su distribucio´n
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asinto´tica, presentada en el cap´ıtulo anterior. Para poder hacer esta hipo´tesis, estableceremos
en 3.3, las herramientas que nos permitira´n elegir el valor de u de manera razonable.
3.2.2. Series con dependencia: proceso POT para la identificacio´n de extre-
mos
Por otro lado, debemos garantizar que la dependencia entre las variables de nuestra serie es
de´bil a corto y a largo plazo (condiciones D y D′) para poder asumir que el proceso de ocurrencia
de extremos tiene un comportamiento Poisson. Sin embargo, la condicio´n D′ raramente se cumple
en series medio-ambientales [9], ya que e´stas suelen tener fuerte dependencia a corto plazo (es
ma´s probable por ejemplo, que si un d´ıa ha llovido, llueva al d´ıa siguiente). Para la modelizacio´n
de este tipo de series se propone una definicio´n alternativa de extremo que nos permita asumir
que la dependencia entre la ocurrencia de e´stos no presenta dependencia a corto plazo (condicio´n
D′).
Como dec´ıamos en el cap´ıtulo 2, la dependencia a corto plazo se caracteriza por la tendencia
a la formacio´n de clusters. Por lo tanto, debemos definir los extremos de tal manera que e´stos
no presenten una tendencia a la agrupacio´n. La solucio´n es aportada por el me´todo de Picos
Sobre Umbral (POT, por sus siglas en ingle´s) que consiste en lo siguiente:
1. Consideramos una serie de variables aleatorias X con dependencia de´bil a largo plazo
(cumple condicio´n D).
2. Definimos una ola de extremos como un conjunto de variables sucesivas que superan el
umbral u definido.
3. Definimos un pico o extremo como la variable X perteneciente a una ola de extremos y
que toma el valor ma´ximo de e´ste. El resto de variables pertenecientes a la ola de extremos
no son identificadas como extremos.
De esta manera, definiendo u´nicamente un extremo en cada conjunto de variables sucesivas
que superan el umbral, eliminamos la posibilidad de observacio´n de dos extremos sucesivos. De
esta manera, hemos eliminado a la fuerza la dependencia a corto plazo del proceso de extremos
asociado, por lo que podemos considerar que se cumple la condicio´n D′. Por lo tanto, disponemos
de los resultados teo´ricos asinto´ticos que indican que el proceso de ocurrencia de extremos podra´
aproximarse a un proceso de Poisson.
3.2.3. Series no i.d.: procesos No Homoge´neos
Consideramos una serie de variables aleatorias con dependencia de´bil pero con distribuciones
diferentes, lo que corresponde a algu´n tipo de dependencia temporal, ya sea por un comporta-
miento estacional o por la presencia de una tendencia. Dado que si la serie fuera i.d. el proceso
de ocurrencia de extremos podr´ıa considerarse Poisson Homoge´neo de para´metro λ, considera-
mos la siguiente generalizacio´n. Suponemos que el proceso de extremos de nuestra serie sigue un
proceso Poisson No Homoge´neo de intensidad λ(t).
Pese a que no existe ninguna base teo´rica que justifique esta u´ltima suposicio´n, se trata sin
embargo de una pra´ctica muy extendida por su buen funcionamiento [13] y [20].
3.3. Seleccio´n de los umbrales
Como hemos comentado, la eleccio´n del umbral u no es trivial. Hay tres aspectos a tener en
cuenta: que el umbral tenga intere´s para la aplicacio´n considerada, que sea lo suficientemente
grande para que la aproximacio´n POT sea va´lida y que el taman˜o de la muestra de extremos
obtenida sea lo suficientemente grande para realizar el procedimiento de inferencia con precisio´n.
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Los u´ltimos dos puntos son un compromiso entre sesgo y varianza que debe solucionarse selec-
cionando el menor valor de u dentro del rango en el que consideremos que la aproximacio´n
de nuestro modelo es razonable. Presentamos a continuacio´n un me´todo para la obtencio´n de
ese rango de u en el que la aproximacio´n POT es razonable.
El me´todo que hemos elegido para la obtencio´n de un rango de umbrales “va´lidos” es el
propuesto por Coles en [9]. Se basa en el cara´cter Pareto de los excesos Y que debemos observar
en nuestra serie para poder suponer que la serie de ocurrencias sigue un proceso de Poisson. Una
manera de comprobar que la distribucio´n de Y es efectivamente la que buscamos es fijarse en la
media de estos excesos, que en una Pareto deber´ıa valer:
E(Y ) =
σ˜
1− ξ =
σ + ξ(u− µ)
1− ξ (3.1)
En la expresio´n anterior, los para´metros µ, σ y ξ son independientes del umbral u y sera´n
teo´ricamente los mismos para cualquier serie que cumpla las condiciones de convergencia. Adema´s
tenemos que, si un determinado umbral u0 es lo suficientemente grande como para observarse
una distribucio´n Pareto en los excesos obtenidos, entonces cualquier umbral u > u0 sera´ tam-
bie´n lo suficientemente grande para que se observe el mismo comportamiento. Por lo tanto, si
se cumple (3.1) para u0, tendremos que, para todo u > u0:
E(Y ) =
σ + ξ(u− µ)
1− ξ =
σ˜u0 + ξ(u− u0)
1− ξ (3.2)
donde σ˜u0 = σ + ξ(u0 − µ).
Por lo tanto, en el rango de valores de u en el que la aproximacio´n Pareto es correcta para
los excesos definidos de esta manera, se deber´ıa cumplir (3.2) y por lo tanto deber´ıamos observar
una dependencia lineal entre la esperanza de los excesos y el umbral escogido. Como estimador
de la esperanza de nuestra serie de observaciones, podemos tomar la media muestral que nos
permite obtener intervalos de confianza asumiendo que presenta normalidad. Podemos entonces
obtener el rango de umbrales va´lidos de manera gra´fica, representanto la media muestral de los
excesos frente a u. Es lo que conocemos como gra´fica de media de vida residual (MRL por sus
siglas en ingle´s), que formalmente se representa por:(
u,
1
nu
nu∑
i=1
y : u < x+
)
donde x+ es el valor ma´ximo observado de Xn y nu el nu´mero de extremos observados sobre el
umbral u. Este tipo de gra´ficas puede obtenerse nume´ricamente mediante el paquete de R POT.
En la pra´ctica, observar la linealidad de la media muestral no siempre es fa´cil. Hay que
tener en cuenta que cuanto ma´s alto sea el valor de u, menos excesos tendremos para calcular
la media muestral y peor calidad tendra´ e´sta como estimador de la esperanza. Por lo tanto,
deberemos con frecuencia obviar de nuestra gra´fica el rango superior de u en el que el nu´mero
de observaciones extremas sea muy pequen˜o, y buscar la regio´n lineal inmediatamente anterio.
En la Figura 3.2 podemos ver un ejemplo ilustrativo de esta situacio´n. En este caso, la media
de los excesos presenta dos regiones que podr´ıan considerarse lineales: [30,60] y [60,85], pero
la segunda representa medias realizadas con un nu´mero muy pequen˜o de observaciones, por lo
que no se considera fiable. Por lo tanto, en este caso se tomar´ıa [30,60] como rango de umbrales
va´lidos.
3.4. Estimacio´n de los procesos Poisson No Homoge´neos
La estimacio´n de un Proceso de Poisson requiere principalmente la estimacio´n de la intensi-
dad. En el caso que nos interesa, el de una serie de variables no independientes ni estacionarias,
16
Figura 3.2: Ejemplo de Mean Residual Life Plot, tomado de [9]. Consideramos que las medias muestrales
calculadas a partir de u = 60 no son fiables, por lo que tomamos [30,60] como rango de posibles umbrales.
el proceso de Poisson sera´ No Homoge´neo y la intensidad sera´ por lo tanto dependiente del tiem-
po, λ(t). Una posible modelizacio´n es plantear la intensidad como una funcio´n de m covariables
dependientes del tiempo:
λ(t) = exp(X(t)Tβ) (3.3)
donde se ha tomado la funcio´n exponencial para garantizar que λ(t) > 0 ∀t.
X(t) = (1, X1(t), ..., Xm(t)) es el vector de covariables en el instante t, de dimensio´n
(1×m+ 1).
β = (β0, β1, ...., βm) es el vector de coeficientes de nuestro ajuste parame´trico, de dimensio´n
(1×m+ 1).
La eleccio´n de las covariables X(t) que introduciremos en el modelo es seguramente la tarea
ma´s complicada del ajuste pues no tiene una respuesta u´nica, ya que puede haber varios modelos
igualmente buenos construidos a partir de diferentes covariables. En todo caso, comentaremos
que´ criterios seguir en el proceso de eleccio´n de variables en 3.4.2, para centrarnos primero en
el proceso de estimacio´n para un vector X(t) dado.
3.4.1. Estimacio´n de la intensidad
La estimacio´n de la intensidad se reduce en nuestro modelo a la estimacio´n de los para´metros
β. De entre los diferentes me´todos de estimacio´n parame´trica que existen, emplearemos el de
ma´xima verosimilitud (ML), que como principal ventaja nos permite obtener facilmente
intervalos de confianza para los estimadores, ya que e´stos se comportan con una distribucio´n
normal. La funcio´n de verosimilitud condicionada a las covariables vale [6]:
L (β; (ti)
n
i=1) = exp
[
−
∫
A
λ(t;β)dt
] n∏
i=1
λ(ti;β)
donde λ(t;β) = exp(X(t)Tβ) y A es el espacio en el que se define el proceso puntual. Asumiendo
que λ(ti;β) es constante en cada unidad de tiempo, hacemos el paso del continuo al discreto y
17
obtenemos la siguiente expresio´n para el logaritmo de L:
LL(β; (ti)
n
i=1) = −
T∑
t=1
λ(t;β) +
n∑
i=1
log λ(ti;β) (3.4)
donde T es la longitud del periodo de observacio´n y n el nu´mero de observaciones disponibles.
En el caso de una serie de extremos obtenidos mediante la aproximacio´n POT, es necesario
modificar la funcio´n de verosimilitud. Esto se debe a que hemos considerado u´nicamente un
evento extremo por cada conjunto de variables consecutivas que superan el umbral, correspon-
diente al ma´ximo de este conjunto. Sin embargo, las covariables tomara´n un “cara´cter extremo”
en todos los puntos del evento y no u´nicamente en el ma´ximo. Por lo tanto, la identificacio´n
del resto de puntos como no-ocurrencia (respuesta de nuestro modelo) podr´ıa llevar a una mala
caracterizacio´n de la dependencia con los predictores del modelo. Para evitar esta situacio´n,
se propone eliminar todos aquellos puntos en los que se supere el umbral pero no se considere
un extremo [6]. Una vez redefinida LL, debemos encontrar los para´metros β que la maximizan
mediante alguna herramienta de optimizacio´n nume´rica.
Como comenta´bamos anteriormente, este me´todo nos permite obtener un intervalo de con-
fianza basado en la distribucio´n asinto´tica de los estimadores ML. En efecto, la estimacio´n de la
varianza de βˆ se puede calcular como:
Vˆ (βˆ) =
[
− ∂
2LL(β)
∂βl∂βk
∣∣∣∣
β=βˆ
]−1
donde:
∂2LL(β)
∂βl∂βk
= −
T∑
t=1
λ(t;β)Xl(t)Xk(t)
Adema´s, podemos obtener el intervalo de confianza para el predictor lineal ν(t) = X(t)Tβ en
funcio´n de la varianza de βˆ obtenida:
νˆ(t)± z1−α/2s.e.(νˆ(t)) con s.e.(νˆ(t)) =
√
X(t)T Vˆ (βˆ)X(t) (3.5)
As´ı pues, dado que λ(t) = exp(ν(t)), basta con hacer una transformacio´n exponencial del inter-
valo de confianza (3.5) para obtener el intervalo de confianza para la intensidad λ(t):
exp
[
log(λˆ(t))± z1−α/2 · s.e.(νˆ(t))
]
3.4.2. Seleccio´n de covariables
Consideramos que tenemos un conjunto de variables XT(t) = X1(t), X2(t), ... que toman
valores en cada instante de tiempo t dentro del intervalo temporal en el que consideramos nues-
tro proceso puntual. Queremos establecer un proceso que nos permita seleccionar el subvector
X(t) ⊂ XT(t) que introduciremos en nuestro modelo (3.3). La idea principal es partir de un
modelo “vac´ıo” (sin covariables) y probar que´ covariables pueden introducirse para mejorar el
modelo. Una vez elegida una, probar de nuevo cua´l puede mejorar el modelo para volver a an˜adir-
la y continuar el proceso, una a una, hasta que ninguna variable mejore el modelo construido.
Es lo que se conoce como proceso paso por paso hacia delante (stepwise-forward.
As´ı pues, en cada uno de los pasos de seleccio´n, tenemos un modelo M0 construido con l
variables y queremos probar si otro modelo M1, construido con l + 1 variables, es preferible.
Para ello se utiliza el test de razo´n de verosimilitud (RL, por sus siglas en ingle´s), que esta´
fundamentado en el siguiente resultado ([9] p.35). Si consideramos la funcio´n de desviacio´n
D = 2[LL(M1)− LL(M0)]
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tenemos que, para ciertas condiciones de regularidad, e´sta se comporta como un χ2k. Por lo tanto,
podemos rechazar M0 en favor de M1 con un nivel de significacio´n α si D > cα, donde cα es el
(1− α) cuantil de χ21. En la pra´ctica, definiremos el p-valor del test RL como el cuantil de χ21
al que corresponde el valor D. Por lo tanto, con un nivel de significancia del 95 %, aceptaremos
la nueva variable (introducida en el modelo M1), siempre que el p-valor del test sea inferior a
0.05.
3.5. Validacio´n del modelo CPSP
Una vez establecido el modelo, debemos evaluar su validez para representar los datos de
los que disponemos. Principalmente deberemos comprobar dos cosas: que cada uno de los tres
procesos se comporta aproximadamente como un NHPP y que los tres son indenpendientes entre
s´ı.
El primer punto requiere de la siguiente transformacio´n temporal:
t∗ =
∫ t
0
λ(u)du
que transforma nuestro proceso de Poisson No Homoge´neo en un proceso de Poisson Homoge´neo
de intensidad unidad, simplificando su ana´lisis. As´ı pues, una vez hecha esta transformacio´n,
deberemos comprobar el cara´cter Poisson de la serie obtenida. Basaremos esta comprobacio´n en
dos aspectos: el cara´cter exponencial de los tiempos de espera y el buen ajuste de la intensidad
estimada.
Definimos en primer lugar las distancias inter-eventos di = t
∗
i − t∗i−1, donde t∗i es el instante
de ocurrencia del evento i. Bajo la hipo´tesis nula, estos eventos deber´ıan ser una muestra i.i.d.
exponencial o, equivalentemente, los residuos ri = exp(−di) deber´ıan ser una muestra i.i.d
uniforme. Para comprobar que se cumple esta u´ltima caracter´ıstica, comprobaremos por un lado
la incorrelacio´n entre los residuos y a continuacio´n la distribucio´n uniforme de e´stos.
3.5.1. Incorrelacio´n de los residuos
En primer lugar podemos estudiar la correlacio´n de primer orden, es decir, la correlacio´n
que tiene cada uno de los n residuos con el anterior. Para estudiar esta correlacio´n, podremos
representar la gra´fica de correlacio´n de primer orden , que viene dada por los puntos:
(ri−1, ri : i = 2, ...n)
Podremos acompan˜arla de un ajuste lineal para descartar posibles dependencias.
Esta correlacio´n entre los residuos puede cuantificarse mediante el ca´lculo del coeficien-
te de correlacio´n de Pearson, que para dos variables X e Y cualesquiera vale Cor(X,Y ) =
Cov(X,Y )/
√
V (X) · V (Y ), donde Cov representa la covarianza y V la varianza. As´ı pues, la
correlacio´n de primer orden de nuestra serie puede estimarse mediante la siguiente expresio´n:
Cor(ri, ri−1) =
n
∑n
i=2 riri−1 −
∑n
i=2 ri
∑n
i=2 ri−1√
n
∑n
i=2 r
2
i − (
∑n
i=2 ri)
2
√
n
∑n
i=2 r
2
i−1 − (
∑n
i=2 ri−1)2
Adema´s, este estimador presenta una distribucio´n t con n− 3 grados de libertad, lo que nos
permite definir el test de incorrelacio´n. Si el p-valor de este test vale ma´s de 0.05, consideramos
que no hay indicios para rechazar la incorrelacio´n.
Para evaluar correlaciones de o´rdenes superiores, una herramienta muy u´til es la gra´fica
ACF , que representa la correlacio´n entre residuos separados por h instantes de tiempo ρ(h) =
Cor(ri, ri−h), para diferentes valores de h:
(h, ρˆ(h) : h = 1, 2, ...)
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Adema´s, el estimador ρˆ(h) tiene un comportamiento normal insesgado por lo que podemos
obtener una banda de confianza dentro de la cual cualquier estimacio´n de ρ(h) puede considerarse
nula al nivel de confianza α establecido. De esta manera, si hay una fraccio´n (1−α) o menos de
los ρˆ(h) estimados fuera del intervalo de confianza, podemos asumir que no existen correlaciones
de o´rdenes superiores.
3.5.2. Distribucio´n uniforme de los residuos
Adema´s de la incorrelacio´n, debemos comprobar que los residuos obtenidos presentan una
distribucio´n uniforme. Para ello la mejor herramienta es un qqplot , es decir, una gra´fica que
represente los sucesivos cuantiles de la muestra frente a los cuantiles teo´ricos de una serie de
v.a. uniformes. Si la muestra es uniforme, los puntos deber´ıan ajustarse a la recta unidad, por
lo que podemos an˜adir e´sta en nuestra gra´fica junto con un intervalo de confianza construido
gracias a la distribucio´n beta de los cuantiles.
Para cuantificar la similitud de nuestra muestra con una muestra uniforme realizamos el test
Kolmogorov-Smirnov. E´ste nos devuelve un p-valor que, para valores inferiores a 0.05, nos
indicara´ el rechazo de la hipo´tesis de uniformidad bajo un nivel de confianza del 95 %.
3.5.3. Media nula de los residuos brutos
Adema´s del ana´lisis de los residuos uniformes, podemos realizar un ana´lisis basado en los de-
nominados residuos brutos. Si los anteriores residuos correspond´ıan a la distribucio´n exponencial
de las distancias inter-evento, e´stos corresponden al error cometido en la estimacio´n del nu´mero
de eventos en un intervalo. Se definen de la siguiente manera (en su versio´n escalada) para cada
intervalo (l1, l2):
r(l1, l2) =
1
l2 − l1
 ∑
ti∈(l1,l2)
h(ti)Iti −
∫ l2
li
h(ti)λˆ(u)du

donde Iti vale 1 en el instante ti y h(ti) es la funcio´n de peso, que vale h(u) = 1/
√
λˆ(u) en el
caso de los residuos de Pearson, los que emplearemos. Estos residuos permiten comprobar
que la estimacio´n de la intensidad es correcta, ya que bajo un modelo correcto r(l1, l2) ≈ 0. Para
comprobar esta situacio´n, representamos los residuos obtenidos frente al tiempo acompan˜ados
de un ajuste y un intervalo de confianza dado por la aproximacio´n de Baddeley et al. (2005) [4].
3.5.4. Independencia de los procesos POT
Este punto sera´ simplemente comprobado mediante el test de independencia propuesto en
Abaurrea et al. (2013) [1] y disponible en la librer´ıa de R IndTestPP.
20
Cap´ıtulo 4
Aplicacio´n: estudio de la serie de
temperaturas de Panticosa
En estes cap´ıtulo pondremos en pra´ctica los me´todos hasta ahora presentados para la mode-
lizacio´n de ocurrencia de extremos en una serie bivariante de temperatura. Tomaremos para ello
la serie de temperaturas ma´ximas y mı´nimas diarias de la estacio´n meteorolo´gica del Balneario
de Panticosa (Huesca). Como menciona´bamos en la introduccio´n, el estudio clima´tico en el en-
torno del Pirineo tiene gran intere´s por su especial vulnerabilidad al cambio clima´tico y por su
valioso patrimonio natural. De todas las estaciones meteorolo´gicas pertenecientes a la AEMET
(Agencia Estatal de Meteorolog´ıa) que se encuentran en la parte aragonesa de esta cordillera (la
zona con ma´s altitud y con ma´s presencia de glaciares), la estacio´n elegida tiene gran intere´s por
disponer de observaciones en un amplio rango temporal. El periodo que elegimos para el estudio
de los extremos es el de invierno o DEF (diciembre, enero y febrero), por su importancia en la
localidad, tanto a nivel ecolo´gico como tur´ıstico.
Realizaremos por tanto el ana´lisis de extremos con los datos disponibles de esta serie, cuyas
caracter´ısticas principales presentaremos en la primera seccio´n. Continuaremos despue´s con to-
do el proceso de modelizacio´n de la ocurrencia de extremos para las dos series de temperatura.
Presentaremos en primer lugar el ana´lisis pertinente para la seleccio´n de umbrales suficiente-
mente grandes, para continuar con la modelizacio´n de los procesos Poisson No Homoge´neos,
cuya intensidad sera´ modelizada mediante la dependencia con diferentes covariables. Finalmen-
te, comprobaremos la validez de los modelos obtenidos mediante diferentes te´cnicas propuestas.
Todos los pasos aqu´ı presentados han sido implementados mediante los paquetes NHPoisson,
POT y IndTestPP del lenguaje de programacio´n estad´ıstica R.
4.1. Presentacio´n de los datos y ana´lisis preliminar
Los datos han sido proporcionados por AEMET. Corresponden a las medidas hechas en
la estacio´n meteorolo´gica con identificador 9451, coordenadas 42,763 oN − 0,234 oO y altitud
1660 m. Se tratan de las observaciones diarias realizadas desde el 1 de enero de 1954 al 31 de
diciembre de 2015. En cada fecha tenemos una medicio´n de la temperatura ma´xima diaria y una
medicio´n de la temperatura mı´nima, ambas en grado Celsius. Esta serie ha sido construida a
trave´s de la unio´n de dos series, la correspondiente a la estacio´n “Balneario” (con datos entre
1941 y 1993) y la estacio´n “Casa de Piedra” (con datos entre 1993 y 2018), ambas situadas en
el complejo tur´ıstico del Balneario de Panticosa. Entre los an˜os 1987 y 1993, se han tenido que
imputar los datos, pues e´stos faltaban. El me´todo empleado para e´sto, ha sido de tipo regresio´n,
basada en los cuatro puntos de la red SPAIN02 que rodean la estacio´n: los correspondientes con
las coordenadas 42,8 oN −0,3 oO, 42,8 oN −0,2 oO , 42,7 oN −0,3 oO y 42,7 oN −0,2 oO. Para
saber ma´s sobre este tipo de me´todos de interpolacio´n, consultar [15].
Analizamos en primer lugar la evolucio´n general de la temperatura en Panticosa que nos
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muestran los datos. Presentamos en la Figura 4.1 las dos series de temperatura junto con un
suavizado polinomial que nos da la tendencia general (tomando como ventana de tiempo una
de´cada). Podemos observar una tendencia ligeramente creciente en ambas series, ma´s
marcada en la serie de ma´ximos. Efectivamente, el valor ma´ximo del suavizado se encuentra para
ambas series en el u´ltimo an˜o (2015), observa´ndose un aumento total en el periodo 1954-2015
de 1.5oC para Tmax y 1.3
oC para Tmin. Esta observacio´n esta´ en concordancia con lo observado
en promedio en Espan˜a, que es un aumento de aproximadamente 1oC en la temperatura media
durante la segunda mitad del siglo XX [8]. Se observa tambie´n una pequen˜a reduccio´n de la
variabilidad en el periodo 87-93, que corresponde a los datos interpolados.
(a) (b)
Figura 4.1: Series de temperaturas ma´ximas (a) y mı´nimas (b) diarias y suavizado polinomial con ventana
de 10 an˜os para cada una.
Al contrario que en la serie completa (con todos los meses del an˜o), en la serie de invierno
(DEF) no se observa una tendencia clara. Esto da indicios de una evolucio´n clima´tica
desigual en las estaciones del an˜o. Para evaluar estas diferencias, realizamos un ana´lisis de
la evolucio´n de estas series en cada uno de los meses del an˜o. Presentamos en la Figura 4.2 la
evolucio´n general de las temperaturas ma´ximas y mı´nimas en cada mes del an˜o, agrupadas segu´n
estaciones. En general podemos observar comportamientos muy diversos en los diferentes meses
y tendencias con bastante variabilidad. Como comportamientos ma´s destacables, podemos decir
que ha habido un claro aumento de la temperatura en verano, que rondar´ıa los 2oC. Los
meses de invierno, que utilizaremos para hacer el ana´lisis, presentan en general una tendencia
especialmente constante en comparacio´n con el resto, a excepcio´n de la ligera disminucio´n en
el mes de febrero, bastante acentuada en las mı´nimas1. Esto da como resultado una tendencia
constante o incluso ligeramente decreciente en el promedio de los tres meses DEF.
4.2. Seleccio´n de los umbrales
Para obtener una serie de extremos, debemos en primer lugar definir el umbral a partir del
cual definiremos una observacio´n como “extrema”. Como hemos comentado en la seccio´n 3.3,
la mejor solucio´n es el me´todo gra´fico a trave´s de un “Mean residual life plot” (gra´fico de vida
media residual), que llamaremos MRLP de ahora en adelante. E´ste nos permite obtener un
rango en el cual la aproximacio´n POT es va´lida: el rango en el que el valor E(X > u|X > u0)
es lineal respecto de u.
1Hay que tener en cuenta, sin embargo, que el suavizado polinomial es menos fiable en las colas.
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Figura 4.2: Evolucio´n de las temperaturas ma´ximas (Tx) y mı´nimas (Tn) diarias de Panticosa (suavizado
polinomial con ventana de 20 an˜os) en cada mes, agrupadas por estaciones. El rango de la escala en el
eje Y es de 12oC en todas las gra´ficas para facilitar su comparacio´n.
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En la Figura 4.3 podemos ver las gra´ficas correspondientes a la serie de mı´nimos y a la de
ma´ximos, adema´s de un ajuste a una recta que define nuestro rango de posibles umbrales. En
la MRLP de las mı´nimas, observamos la presencia de un pico final con una gran incertidumbre
en los valores superiores a u =5oC, que no debe considerarse fiable pues se trata de medias
hechas con muy pocos valores (so´lo hay un 15 valores superiores a 5). Podemos considerar por
lo tanto que el rango en el que la media de los excesos presenta un comportamiento lineal es la
inmediatamente anterior a u =5oC, que segu´n la recta trazada en nuestra gra´fica es el rango [0,5].
Este rango nos permite elegir el valor 0oC como umbral de nuestra serie de mı´nimos, valor
con especial significado f´ısico, ya que entonces un “d´ıa extremo en la mı´nima” sera´ aquel en el
que no hiele durante la noche. Teniendo en cuenta que la nieve funde a temperaturas superiores a
0oC, la presencia temperaturas negativas por la noche es imprescindible para mantener el manto
nivoso y compensar la fusio´n que se produce durante el d´ıa. En nuestra serie de temperaturas,
el 0 representa el percentil 10.8. Un hipote´tico aumento de este porcentaje representar´ıa por
lo tanto una disminucio´n de los d´ıas con nieve en Panticosa.
Figura 4.3: Gra´fico de vida media residual para las series de temperaturas mı´nimas y ma´ximas. La recta
trazada indica la regio´n con comportamiento lineal, que nos da el rango de umbrales (regio´n entre las
l´ıneas discontinuas) para los cuales la aproximacio´n POT es va´lida.
Analizamos a continuacio´n la MRLP correspondiente a la serie de ma´ximos. Se observa un
gran aumento de la incertidumbre para valores superiores a u =15oC, por lo que tomamos este
valor como l´ımite ma´ximo. Trazando una recta, podemos definir una regio´n aproximadamente
lineal que empezar´ıa en u =8.5oC o incluso antes. En cualquier caso, elegimos un umbral que
represente un percentil similar al que hemos hallado en las mı´nimas (10.8), por lo que escogemos
el valor 10oC como umbral de nuestra serie de mı´nimos, que representa el percentil 11.2
(el siguiente valor entero, 11, representa el percentil 7.3, bastante menor).
4.3. Ajuste del modelo CPSP
4.3.1. Obtencio´n de los procesos independientes
Presentamos ahora el proceso de modelizacio´n para la ocurrencia de extremos en nuestras
series de temperatura. En el marco del modelo CPSP, esto requiere la definicio´n de tres series
de extremos: Tn (extremos u´nicamente en la serie de mı´nimas), Tx (extremos u´nicamente en las
ma´ximas) y Tnx (extremos en ambas) que suponemos independientes. Cada uno de estos procesos
de ocurrencia obtenidos, sera´ modelizado despue´s por un Proceso de Poisson No Homoge´neo tal y
como hemos comentado en el cap´ıtulo 3. Recordemos que definimos la ocurrencia de un extremo
como el punto de ocurrencia del ma´ximo de cada cluster de observaciones consecutivas que
superan el umbral. Adema´s, si dos clusters de Tmax y Tmin se solapan en un cierto rango de
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instantes de tiempo, ese rango se considera un cluster diferente cuyo ma´ximo es definido como
un extremo de Tnx (considerando la suma de Tmax y Tmin en el ca´lculo del ma´ximo). Ilustramos
este proceso para el rango de un an˜o en la Figura 4.4.
Figura 4.4: Obtencio´n de las tres series de ocurrencias de extremos a partir de las dos series de tempe-
raturas diarias en el an˜o 1980. La serie Tn corresponde a las l´ıneas azules, la serie Tx a las l´ıneas rojas y
Tnx a las negras.
Antes de comenzar el ajuste, analizamos el comportamiento general de estas tres series
obtenidas. Podemos observar en la Figura 4.5 la evolucio´n del “ratio emp´ırico de ocurrencia”
anual para cada serie, es decir la evolucio´n del porcentaje de extremos ocurridos en cada an˜o.
En general, podemos observar que el ratio anual de extremos presenta gran variabilidad pero se
mantiene bastante constante en promedio a lo largo del tiempo, salvo en la serie de ma´ximos,
donde se observa un ligero aumento a partir de 1990. Esto cuadra con las observaciones hechas
en la seccio´n 4.1, donde recalca´bamos la ausencia de una tendencia clara en las temperaturas de
los meses de invierno y una variabilidad constante.
4.3.2. Covariables potenciales en series de temperatura
Una vez definidas las series de extremos, debemos construir las covariables que intentaremos
introducir en nuestro ajuste a un PPNH. En nuestro caso, no debemos olvidar que el fin u´ltimo
de nuestra modelizacio´n es obtener proyecciones de nuestro proceso sobre el futuro, por lo que
debemos considerar covariables cuyos valores futuros (en el siglo XXI) puedan ser obtenidos.
En el caso de la temperatura, existen modelos planetarios que pueden ser reescalados a escala
local para obtener las proyecciones de una serie de temperatura (ver cap´ıtulo 5). Sin embargo
estas proyecciones no son fiables a escala diaria [28], por lo que consideraremos siempre variables
agregadas que promedien varias observaciones y representen la tendencia de nuestras tempera-
turas, adema´s de otros te´rminos que den cuenta del cara´cter estacional de la serie. Por lo tanto,
consideraremos a priori los siguientes predictores:
1. Armo´nicos: Representan la componente puramente estacional de las series, y vienen dados
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Figura 4.5: Evolucio´n del ratio emp´ırico de ocurrencia anual de extremos para las tres series.
por las expresiones
cos
(
2pin
di
T
)
, sin
(
2pin
di
T
)
donde T es el periodo estacional (el ma´s grande observable en la serie) y di es el ı´ndice
de cada observacio´n dentro de ese periodo. En nuestro caso tenemos que T vale 365 y di
corresponde al nu´mero del d´ıa i en su an˜o. Podemos definir infinitos armo´nicos segu´n el
valor que tome n (1, 2, ...), que corresponden a tomar los periodos T , T/2, T/3, etc.
2. Tendencias a corto plazo: Representan la tendencia de la serie en las u´ltimas observa-
ciones. Definiremos dos: la media mo´vil realizada con los 15 d´ıas anteriores (Tx15 y Tn15
para las ma´ximas y mı´nimas respectivamente) y la media mo´vil realizada con los 31 d´ıas
anteriores2 (Tx31 y Tn31). Los valores de estas medias en las primeras observaciones corres-
pondera´n sin embargo a la media de los u´nicos valores anteriores disponibles, hasta llegar
al d´ıa 15 o 31, segu´n el caso. Es decir, para Tx15, por ejemplo, el primer valor sera´ el de
la primera observacio´n de la serie, el segundo sera´ la media entre el primero y el segundo,
y as´ı sucesivamente hasta el d´ıa 16, a partir del cual ya se tomara´n solamente los 15 d´ıas
anteriores para hacer la media.
3. Te´rminos cuadra´ticos: Consideraremos la posibilidad de introducir los te´rminos cuadra´ti-
cos de las covariables que incluyamos en el modelo, por si una dependencia lineal fuera
insuficiente.
2El hecho de realizar la media con los d´ıas anteriores y no de manera centrada (la mitad de los datos tomados
del pasado y la mitad del futuro) nos permitira´ ma´s adelante justificar ma´s razonablmente el uso de este modelo
para la proyeccio´n de datos futuros.
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4. Te´rminos de interaccio´n: Si algu´n armo´nico se introduce en el modelo, consideraremos
la posibilidad de introducir su interaccio´n con el resto de covariables inclu´ıdas (el producto
de ambas covariables).
No se ha considerado la introduccio´n de tendencias a largo plazo como predictores de la
intensidad, ya que suelen presentar situaciones de extrapolacio´n en la proyeccio´n, lo que impide
la correcta estimacio´n del proceso para situaciones futuras. La ilustracio´n de este problema para
nuestra serie de temperaturas se puede consultar en el anexo A.
Estas sera´n por lo tanto el conjunto de variables XT(t) cuya posible introduccio´n en el modelo
iremos evaluando una a una mediante el test RL. En el proceso que hemos descrito, es importante
el orden en el que evaluemos el test, ya que la inclusio´n de una variable puede ser positiva respecto
a un modelo M1 y sin embargo no serlo respecto a otro modelo M2 (generalmente si e´ste contiene
ma´s variables que M1). Por esta razo´n, establecemos unos ciertos criterios en cuanto al orden
a llevar a cabo. Priorizaremos en primer lugar los armo´nicos sobre el resto de predictores ya
que, si existe una fuerte componente estacional, e´sta podr´ıa ser modelizada parcialmente por
alguna variable a corto plazo (sugiriendo el test RL su inclusio´n), pero siempre sera´ ma´s precisa
su modelizacio´n mediante armo´nicos. Por otro lado, priorizaremos las tendencias con menor
periodo de agregacio´n, por su mayor variacio´n que puede aportar ma´s informacio´n sobre posibles
cambios temporales. En resumen, consideraremos el siguiente orden:
Armo´nicos (empezando por los de primer orden).
Tendencias a corto plazo de la serie correspondiente (Tmax en la modelizacio´n de Tx y Tmin
en la de Tn). Se evalu´a el promedio de 15 d´ıas y depue´s el de 31.
Tendencias a corto plazo de la otra serie.
Te´rminos cuadra´ticos de los predictores introducidos.
Interaccio´n de las tendencias introducidas con los armo´nicos, si es que han entrado en el
modelo.
4.3.3. Resultados
Proceso Tx
1. Comenzamos creando un modelo sin predictores para nuestra serie de extremos, que com-
paramos con un modelo en el que introducimos el primer armo´nico. El test RL nos devuelve
un p-valor de 0.20, por lo que se rechaza la introduccio´n del armo´nico. Probamos a con-
tinuacio´n el test entre el modelo sin predictores y uno que incluya Tx15, y obtenemos un
p-valor 0, por lo que tomamos Tx15 como primera variable del modelo.
2. Comparamos el modelo obtenido con modelos que incluyan adema´s otras variables. Con-
tinuamos con la tendencia de Tmax, obteniendo un p-valor de 0.055 en el test para la
introduccio´n de Tx31, por lo que rechazamos esta covariable. Obtenemos sin embargo 0 en
el caso de Tn15, por lo que tomamos Tn15 como segunda variable del modelo.
3. La covariable Tn31 devuelve un p-valor de 0.28, por lo que es rechazada. Como no se ha
introducido ningu´n armo´nico, so´lamente nos queda probar la posible introduccio´n de los
te´rminos cuadra´ticos de las dos variables introducidas. El test nos devuelve para ambas
un p-valor de 1, por lo que rechazamos su inclusio´n, terminando el proceso de exploracio´n.
El modelo obtenido es el siguiente:
Mx : log(λˆx(t)) = −6,09 + 0,40Tx15 − 0,15Tn15 (4.1)
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Proceso Tn
1. El p-valor del test RL vale 0.14 para la inclusio´n de los armo´nicos como primer predictor,
por lo que rechazamos su introduccio´n. La inclusio´n de Tn15 devuelve 0 sin embargo, por
lo que la introducimos en el modelo.
2. La otra variable de tendencia de Tmin, Tn31, presenta un p-valor de 0.57, por lo que pasamos
a evaluar la tendencia de Tmax. Obtenemos 0 como resultado del test RL para Tx15, por
lo que introducimos esta variable.
3. La posible introduccio´n de Tx31 se rechaza con un p-valor de 0.60. De nuevo, no hay posibles
te´rminos de interaccio´n y los te´rminos cuadra´ticos son rechazados tambie´n con p-valores
1, por lo que terminamos nuestro proceso.
El modelo obtenido es el siguiente:
Mn : log(λˆn(t)) = −0,71 + 0,41Tn15 − 0,17Tx15 (4.2)
Proceso Tnx
1. Rechazamos la inclusio´n de los armo´nicos con p =0.78. Exploramos ahora las variables
de tendencia sin priorizar las de la de una serie sobre la otra. Como obtenemos p-valores
nulos tanto para Tn15 como para Tx15, nos fijamos en el valor del ratio devuelto por el
test RL, que vale 53 en el primer caso y 68 en el segundo. Esto quiere decir que la funcio´n
de verosimilitud del modelo con Tn15 vale 53 veces lo que la funcio´n de verosimilitud
del modelo sin predictores, y 68 veces en el caso del modelo con Tx15. Por esta razo´n,
introducimos Tx15 como primera covariable del modelo.
2. La posterior inclusio´n de Tn15 sigue dando un p-valor favorable, 0.016, por lo que introdu-
cimos esta variable.
3. Las variables Tn31 y Tx31 no parecen en cambio aportar gran cosa pues devuelven p-valores
de 0.35 y 0.42 respectivamente. Finalmente, la introduccio´n de te´rminos cuadra´ticos es
rechazada con p-valores 1.
El modelo obtenido es el siguiente:
Mnx : log(λˆnx(t)) = −4,57 + 0,22Tx15 + 0,15Tn15 (4.3)
Presentamos a modo de resumen la Tabla 4.6 con los valores estimados para los para´metros
de los tres modelos, que comentamos a continuacio´n. Como podemos observar, el proceso Tx
presenta un coeficiente positivo respecto a la covariable Tx15 y uno negativo respecto a Tn15,
ma´s pequen˜o en valor absoluto. Este primer coeficiente significa que la intensidad del proceso de
ocurrencia de un extremo en la serie Tx esta´ positivamente correlacionada con la temperatura
media en las ma´ximas de los 15 d´ıas anteriores, como era de esperar. Sin embargo, el coeficiente
negativo, no tiene por que´ decir que la superacio´n del umbral en las ma´ximas este´ negativamente
correlacionada con las 15 observaciones anteriores de la serie de temperaturas mı´nimas. Hay que
tener en cuenta que la serie Tx para la que estamos estimando la intensidad corresponde a
las temperaturas que superan el umbral u´nicamente en Tmax, y no aquellas que lo superan en
Tmax y Tmin. Por lo tanto, cuando la temperatura mı´nima aumenta (Tn15), tambie´n aumenta
la probabilidad de superar el umbral en Tmin, lo que puede provocar un extremo en Tnx, que
es incompatible con un extremo en Tx. Nos encontramos la situacio´n inversa en el caso de
Tn: un coeficiente positivo respecto a Tn15 -el ma´s relevante-, que puede interpretarse como
una correlacio´n directa respecto al comportamiento de las mı´nimas en los d´ıas anteriores, y un
28
Te´rm. indep. Tx15 Tn15
Tx -6.09 0.40 -0.15
Tn -0.71 -0.17 0.41
Tnx -4.57 0.22 0.15
Figura 4.6: Para´metros β para la estimacio´n de la intensidad de cada proceso.
coeficiente negativo respecto a Tx15, que puede estar relacionado con la ocurrencia de extremos
en Tnx. En el caso de esta u´ltima serie, ambos coeficientes son positivos.
En la Figura 4.7, podemos ver la comparacio´n de las intensidades emp´ırica y ajustada para
cada modelo, calculadas en intervalos de 4 an˜os para facilitar la visualizacio´n. Observamos ajus-
tes bastante buenos, que captan el orden de magnitud de las intensidades as´ı como la tendencia
general de e´stas.
Figura 4.7: Ratio de ocurrencia de extremos estimado (fitted rate) y observado (empirical rate) para
cada serie. Los ratios esta´n calculados para intervalos de 361 d´ıas (inviernos de 4 an˜os).
4.4. Validacio´n del modelo
Analizaremos a continuacio´n la validez del ajuste realizado con cada modelo al proceso de
ocurrencia de extremos asociado. Por un lado, analizaremos el comportamiento de los residuos
{ri} del modelo (ver definicio´n en 3.5), que deben ser incorrelados entre ellos y presentar una
distribucio´n uniforme. Por otro lado, analizaremos los residuos brutos que deben presentar una
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media nula. Una vez realizada la validacio´n de cada modelo, comprobaremos que los tres procesos
son independientes entre s´ı.
Modelo para el proceso Tx Obtenemos los residuos de nuestro proceso Tx y analizamos
su correlacio´n, obteniendo un coeficiente de Pearson de 0.01 y un p-valor 0.85 para el test de
incorrelacio´n, por lo que suponemos que no existe correlacio´n de primer orden. Presentamos en
la primera gra´fica de la Figura 4.8 el gra´fico de correlacio´n de primer orden con su debido ajuste
lineal, que muestra una nube de puntos sin aparente dependencia, confirmando la hipo´tesis de
incorrelacio´n. En la segunda gra´fica, observamos el ACF de nuestros residuos, que presenta dos
valores fuera del intervalo de confianza. Sin embargo, e´stos valores son pequen˜os y representan
un porcentaje aceptable dentro del nivel de confianza establecido (95 %), por lo que parece
razonable asumir incorrelacio´n tambie´n en los o´rdenes superiores.
Para verificar la distribucio´n uniforme de nuestros residuos, representamos el qqplot corres-
pondiente (tercera gra´fica de 4.8). Observamos un buen ajuste a la recta unidad salvo en los
cuantiles superiores, donde los correspondientes a los residuos parecen tomar valores inferiores
a los teo´ricos. Sin embargo, los puntos que salen fuera de los intervalos de confianza representan
un porcentaje pequen˜o de la muestra y nuestro test Kolmogorov-Smirnov arroja un p-valor 0.19,
por lo que no rechazamos la hipo´tesis de uniformidad.
Por u´ltimo, analizamos los resiudos brutos de nuestro ajuste Mx para intervalos disjuntos de
89 d´ıas (entero ma´s cercano a 90, el periodo de un invierno no bisiesto, que garantiza intervalos de
aproximadamente igual taman˜o en todo el periodo). Representamos estos residuos en la cuarta
gra´fica de la Figura 4.8, donde podemos ver un intervalo de incertidumbre bastante constante
entre -0.2 y 0.2, totalmente compatible con la media nula que espera´bamos. Por otro lado,
u´nicamente cinco puntos se encuentran fuera del intervalo de confianza, que para un total de 62
puntos (nu´mero de intervalos de 89 d´ıas) corresponde a un 8 % de los residuos. A pesar de ser
superior al 5 % (porcentaje esperado en nuestro nivel de confianza), no es excesivamente grande
por lo que no debe preocuparnos.
Figura 4.8: Validacio´n gra´fica del modelo Mx (4.1) para la serie Tx.
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Modelo para el proceso Tn Obtenemos los residuos del proceso Tn y analizamos su correla-
cio´n, obteniendo un coeficiente de Pearson de -0.04 y un p-valor 0.49 para el test de incorrelacio´n,
por lo que suponemos que no existe correlacio´n de primer orden. Adema´s, podemos ver el gra´fico
de correlacio´n de primer orden en la primera gra´fica de la Figura 4.9 que presentamos junto
con un ajuste lineal. Podemos ver de nuevo una nube de puntos sin aparente dependencia, con-
firmando la hipo´tesis de incorrelacio´n. En el ACF de nuestros residuos (segunda gra´fica de la
Figura), todos los valores se encuentran dentro del intervalo por lo que tampoco rechazamos la
incorrelacio´n en o´rdenes superiores.
Por otro lado, el qqplot parece en concordancia con la posible distribucio´n uniforme de
nuestros residuos.(tercera gra´fica de 4.9). El ajuste a la recta unidad es de nuevo bastante bueno
salvo para los valores ma´s pequen˜os de los cuantiles, siendo sin embargo un buen ajuste en
conjunto. El test Kolmogorov-Smirnov devuelve un p-valor 0.09 que nos permite mantener la
hipo´tesis de uniformidad.
Terminamos de nuevo con los resiudos brutos de Mn, que calculamos para intervalos disjuntos
de 89 d´ıas. Representamos estos residuos en la cuarta gra´fica de la Figura 4.8, donde podemos
ver de nuevo un intervalo de incertidumbre constante y centrado en el cero que es compatible
con una buena estimacio´n de la intensidad. Adema´s, hay 3 puntos fuera del intervalo (5 %).
Figura 4.9: Validacio´n gra´fica del modelo Mn (4.2) para la serie Tn.
Modelo para el proceso Tnx Realizamos el mismo proceso para la u´ltima serie de ocurren-
cias, empezando por los residuos de Tnx y analizamos su correlacio´n. Encontramos un coeficiente
de Pearson de -0.09 y un p-valor 0.30 para el test de incorrelacio´n, adema´s de no observar ten-
dencia en el gra´fico de correlacio´n de primer orden (primera gra´fica de la Figura 4.10). Adema´s,
el ACF so´lo muestra un valor fuera del intervalo, por lo que suponemos que no hay correlacio´n
de ningu´n tipo en los residuos.
El qqplot (tercera gra´fica de 4.10), de nuevo, presenta una ligera desviacio´n respecto a la
recta unidad en los valores de cuantiles altos, pero el test Kolmogorov-Smirnov devuelve un
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p-valor 0.22 por lo que suponemos uniformidad en los residuos.
Por u´ltimo, en la cuarta gra´fica de 4.10 podemos ver la evolucio´n de los residuos brutos de
Mnx, que parecen mantener una media nula. Observamos so´lamente cuatro puntos fuera del
intervalo.
Figura 4.10: Validacio´n gra´fica del modelo Mnx (4.3) para la serie Tnx.
Validacio´n del modelo conjunto Una vez validados los tres modelos, debemos validar la
independencia de los tres procesos modelizados. Realizamos la evaluacio´n mediante el test men-
cionado en 3.5 que nos devuelve un p-valor de 0.94, por lo que no rechazamos nuestra hipo´tesis
nula.
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Cap´ıtulo 5
Proyeccio´n de la ocurrencia de
extremos bajo condiciones de cambio
clima´tico
El modelo construido en el cap´ıtulo anterior es un modelo de reduccio´n de escala que nos
permite caracterizar la ocurrencia de extremos mediante su dependencia con las tendencias
a corto plazo de las series de temperatura ma´xima y mı´nima. As´ı pues, es una herramienta
muy u´til para la proyeccio´n de intensidades de ocurrencia dadas por las covariables de entrada
del modelo. En concreto, buscaremos obtener una caracterizacio´n del proceso de ocurrencia de
extremos bajo diferentes posibles escenarios de cambio clima´tico en el siglo XXI.
Presentaremos la metodolog´ıa utilizada en este proceso, que consistira´ en primer lugar en la
obtencio´n de una serie regional de temperaturas ma´xima y mı´nima a trave´s de los llamados mo-
delos GCM. Con este conjunto de series obtenidas para diferentes escenarios de cambio clima´tico,
obtendremos una serie local de temperaturas para nuestra estacio´n de Panticosa, mediante el
proceso de reduccio´n de escala espacial que describiremos. A partir de e´ste, podremos construir
las covariables de entrada de nuestros modelos y as´ı obtener la estimacio´n de la intensidad para
cada una de las series de proyeccio´n. Antes de presentar los resultados obtenidos mediante este
proceso para nuestra serie, comentaremos ciertos datos disponibles de proyeccio´n en la media
escala cercana a Panticosa. Terminaremos comentando las proyecciones obtenidos en nuestro
modelo local.
5.1. Metodolog´ıa utilizada
5.1.1. Modelos GCM
Los modelos GCM (General Circulation Models) son modelos nume´ricos que caracterizan
los procesos f´ısicos que se desarrollan en la atmo´sfera, el oce´ano, la criosfera y la superficie
terrestre. Son actualmente la mejor herramienta para la modelizacio´n de la respuesta clima´tica
al aumento de emisiones de gases de efecto invernadero1. Establecen una respuesta clima´tica en
una rejilla tridimiensional con resolucio´n horizontal de entre 250 y 600 km de lado y de entre
10 y 20 subdivisiones verticales en la atmo´sfera y alrededor de 30 en el oce´ano. Permiten por lo
tanto, establecer una respuesta clima´tica regional ante diferentes situaciones introducidas en el
modelo.
Usaremos en nuestra proyeccio´n los GCM propuestos en el u´ltimo informe del IPCC (Comite´
Intergubernamental para el Cambio Clima´tico de la ONU), llamado AR5 y publicado en 2014
[16]. Este informe define un total de 33 regiones en las que agrupar las divisiones de la rejilla,
1Ver descripcio´n detallada en http://www.ipcc-data.org/guidelines/pages/gcm guide.html
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estando Panticosa en la regio´n MED (Mediterra´neo). De todos los modelos aceptados por el
IPCC, tomaremos tres:
El MPI-ESM-LR, que abreviaremos MPI. Ha sido elaborado por el Max-Planck-Institut
(MPI) for Meteorology, Alemania [14].
El IPSL-CM5A-MR, que aberviaremos IPSL. Ha sido elaborado por el Institut Pierre-
Simon Laplace (IPSL), Francia [12]. Como caracter´ıstica a destacar, este modelo no con-
sidera los d´ıas bisiestos.
El MRI-CGCM3, que aberviaremos MRI. Ha sido elaborado por el Meteorological Research
Institute, Japo´n: Yukimoto et al. (2012) [30].
Como novedad respecto a los anteriores informes de la IPCC, la variable de entrada de
estos modelos es el nivel de emisio´n de gases de efecto invernadero, el llamado forzamiento
radiativo, medido en W/m2. As´ı pues, se definen cuatro posibles escenarios de emisio´n para
el siglo XXI, las llamadas trayectorias RCP (Representative Concentration Pathways). En la
Figura 5.1 podemos ver la evolucio´n de la emisio´n global considerada en cada uno de estos cuatro
escenarios. Como vemos, el nu´mero final en el nombre de cada escenario corresponde al umbral
ma´ximo de forzamiento radiativo que se esperar´ıa no superar en el an˜o 2100. Todos los escenarios
presentan una monoton´ıa creciente en las emisiones, salvo el escenario RCP3PD/RCP2.6, que
establece un pico de emisio´n a mitad del siglo XXI y una posterior disminucio´n suave hasta
alcanzar menos de 2.6 W/m2 en 2100. En los escenarios RCP4.5 el crecimiento mono´tono alcanza
una estabilizacio´n a finales de siglo, mientras que los escenarios RCP6 y RCP8.5 presentan
un crecimiento aproximadamente lineal. Hay que tener en cuenta que los escenarios se han
construido en base a modelos de emisio´n y no tienen por que´ tener una relacio´n directa con una
tesitura socio-econo´mica concreta, ya que e´stas pueden ser muy variadas y llevar a situaciones
de emisio´n muy diferentes. Aun as´ı, esta´ claro que el modelo RCP3PD/RCP2.6 corresponde al
escenario de emisiones ma´s optimista y el escenario RCP8.5 al ma´s pesimista.
Figura 5.1: Evolucio´n del forzamiento radiativo global segu´n cada uno de los cuatro escenarios RCP [27].
Usaremos pues los datos de temperatura proporcionados en la regio´n de Panticosa por cada
uno de los tres modelos elegidos en tres de los cuatro escenarios: RCP4.5, RCP6, RCP8.5, salvo
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para el modelo MPI que no dispone de respuesta al escenario RCP6. Estas ocho series de datos
pueden descargarse de la web del Data Distribution Center (DDC)2.
5.1.2. Reduccio´n de escala espacial
Como hemos comentado, los modelos GCM nos devuelven proyecciones de temperatura a
escala regional, por lo que es necesaria una reduccio´n de escala (downscalling) que nos permi-
ta obtener proyecciones para nuestra serie de temperaturas locales. Esta reduccio´n de escala
espacial, o regionalizacio´n, puede hacerse mediante te´cnicas dina´micas que utilizan modelos re-
gionales de clima, o mediante te´cnicas estad´ısticas, ya sea por el me´todo de ana´logos o por el
de regresio´n lineal (SDSM), el que usaremos en nuestra proyeccio´n. La te´cnica SDSM establece
relaciones entre las variables atmosfe´ricas a gran escala que ofrecen los modelos GCM (predic-
tores) y las variables locales que pretendemos obtener (respuesta), que en nuestro caso son las
temperaturas mı´nima y ma´xima diarias. El proceso de reduccio´n de escala consiste entonces en
ajustar mediante una regresio´n lineal mu´ltiple la respuesta de temperatura observada en el pe-
riodo histo´rico disponible con las covariables aportadas por el modelo en ese periodo. As´ı pues,
suponiendo que la relacio´n entre predictores y respuestas es invariante frente al cambio del clima,
obtenemos la serie de temperaturas diarias de nuestra localidad en el escenario modelizado por
el GCM elegido.
Sin embargo, la serie obtenida no puede interpretarse a escala diaria, pues so´lo es fiable
en promedios de varios d´ıas [3]. Esto no es un problema para la proyeccio´n de nuestro modelo
de extremos, pues las covariables introducidas en e´l son medias mo´viles de varios d´ıas. As´ı
pues, una vez obtenida las series Tmax y Tmin para cada modelo y escenario, calcularemos las
covariables correspondientes, Tx15 y Tn15 para el periodo de proyeccio´n. Dadas estas covariables,
obtendremos, a trave´s de nuestros modelos Mx, Mn y Mnx, las respuestas en intensidad de
ocurrencia de los procesos Tx, Tn y Tnx.
5.2. Proyecciones regionales en el entorno de Panticosa
Antes de realizar la proyeccio´n sobre nuestras series de temperaturas en Panticosa, presen-
tamos los resultados disponibles en cuanto a la proyeccio´n regional de la serie de temperaturas
en el entorno de nuestra localidad. Todos los resultados que vamos a exponer a continuacio´n
han sido obtenidos por AEMET mediante el me´todo de reduccio´n de escala estad´ıstico SDSM, y
son de acceso pu´blico en su pa´gina web3. Para cada variable (Tmax o Tmin) y cada escenario, se
utilizan un gran conjunto de modelos, cuyo resultado regionalizado (serie diaria de temperatura)
se promedia otorgando igual peso a cada modelo.
Mostramos en la Tabla 5.2 los resultados obtenidos para la evolucio´n de la temperatura en el
conjunto de la Espan˜a peninsular. Los datos presentan el incremento medio de la temperatura
(oC) respecto al nivel medio del periodo de referencia (1961-1990). Se obtienen datos para la serie
de ma´ximos y de mı´nimos, as´ı como para la temperatura media anual y la temperatura media
en invierno, periodo que nos interesa especialmente en nuestro estudio. En general, observamos
un incremento de ambas series bajo todos los escenarios y en los dos periodos, siendo ma´s fuerte
en las ma´ximas respecto a las mı´nimas y ma´s leve en el invierno respecto al promedio anual.
As´ı pues, para un mismo escenario (RCP8.5) obtenemos un incremento de 4oC en las mı´nimas
de invierno y de 7oC en las ma´ximas anuales.
Presentamos en la Figura 5.3 varios mapas que muestran los incrementos esperados en cada
estacio´n meteorolo´gica para el periodo 2081-2100 en los meses de invierno, para las dos series
de temperatura y bajo dos escenarios, el RCP4.5 y el RCP8.5. Cabe remarcar la gran diferencia
espacial de los incrementos esperados en la pen´ınsula. Podemos ver co´mo, en la zona de Panticosa
2https://www.iiasa.ac.at/web-apps/tnt/RcpDb/dsd?Action=htmlpage&page=welcome
3http://www.aemet.es/es/serviciosclimaticos/cambio climat/result graficos
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Tmin Tmax
(RCP4.5, RCP6, RCP8.5) (RCP4.5, RCP6, RCP8.5)
Anual 2.5, 3, 5.5 3, 4, 7
Invierno 2, 2.5, 4 2, 3, 5
Figura 5.2: Incremento medio de temperatura (oC) en la Espan˜a peninsular respecto al nivel de referencia
(61-90) para las series de temperaturas ma´ximas y mı´nimas, para el periodo anual y de invierno y para
los tres escenarios de emisiones disponibles. La proyeccio´n se construye promediando todos los modelos
disponibles. Fuente: AEMET.
(frontera norte de Arago´n) se espera un incremento ma´s significativo que en la mayor´ıa de
la pen´ınsula, siendo una de las zonas con ma´s incremento de la pen´ınsula, sobre todo en las
ma´ximas.
Figura 5.3: Incrementos esperados en cada estacio´n meteorolo´gica de la Espan˜a peninsular para el
periodo 2081-2100 en los meses de invierno, para las dos series de temperatura y bajo dos escenarios, el
RCP4.5 y el RCP8.5. Fuente: AEMET.
Por u´ltimo, podemos evaluar las proyecciones que existen para la provincia de Huesca, donde
se encuentra Panticosa. En la Figura 5.4, podemos observar un mayor incremento en todas
las series respecto a lo proyectado para el conjunto de la Espan˜a peninsular. Adema´s, esta´n
disponibles datos sogre el aumento de d´ıas ca´lidos en el an˜o (nu´mero de d´ıas por encima del
percentil 10 de las observaciones hechas en 1961-1990). En este sentido, se espera que aumente
hasta un 30, 40 y 60 % de los d´ıas totales del an˜o, bajo los escenarios RCP4.5, RCP6 y RCP8.5
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respectivamente.
Figura 5.4: Evolucio´n de la temperatura media (oC) de la provincia de Huesca respecto al periodo
1961-1990, para las temperaturas ma´ximas y mı´nimas y para las medias anuales y las medias invernales.
Fuente: AEMET.
5.3. Proyeccio´n local en la estacio´n de Panticosa
5.3.1. Obtencio´n de los datos y tratamiento preliminar
El procedimiento de regionalizacio´n a escala local de los modelos GCM para Panticosa ha
sido aplicado por AEMET, y tambie´n esta´ disponible en su pa´gina web4, junto con el de muchas
ma´s estaciones meteorolo´gicas del estado. Para obtener una descripcio´n detallada del proceso
de reduccio´n de escala empleado, consultar [2]. La respuesta del modelo regionalizado consiste
en series de temperatura diarias bajo diferentes escenarios, con las cuales construiremos las
covariables de entrada de nuestros modelos de ocurrencia de extremos.
Adema´s de presentar diferentes escenarios de cambio clima´tico en el periodo 2006-2100, los
modelos GCM proporcionan la respuesta del modelo ante las situaciones ya observadas en el
periodo 1961-2000. Son las trayectorias histo´ricas (HIST), y sirven para validar el modelo y la
reduccio´n de escala local. En nuestro caso, al comparar las series HIST con las de temperatura
observadas, observamos la existencia de un error de nivel (Figura 5.5, gra´fica de la izquierda).
Es decir, la serie histo´rica presenta una media diferente a la serie observada. Esto se debe a que,
durante el proceso de unio´n de las dos series que componen las observaciones, se utilizo´ la media
de la serie Casa de Piedra como referencia para igualar los niveles de las dos series. Sin embargo,
4http://www.aemet.es/es/serviciosclimaticos/cambio climat/datos diarios
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durante la reduccio´n de escala espacial, se ha utilizado la media de la serie Balneario. En todo
caso, la solucio´n es sencilla y consiste en ajustar los niveles medios de las series mediante una
estandarizacio´n de la media o reescalado. Es decir, en cada uno de los modelos y variables (Tmax
y Tmin) debemos calcular la media mh de la serie histo´rica y mo de la serie observada, en el
periodo en el que se solapan (1961-2000), y restar mh − mo a todas las series del modelo (la
serie HIST y las de los tres escenarios). En la Figura 5.5 ilustramos este proceso para MRI-Tmin,
en el que mostramos los suavizados de la serie de temperaturas en invierno (DEF) observada,
histo´rica y proyectada bajo los tres escenarios para el caso sin reescalar y tras el reescalado.
Figura 5.5: Suavizado polinomial con ventana del 30 % de la serie de temperaturas ma´ximas en invierno
(DEF) observada, histo´rica y proyectada mediante el modelo MRI bajo los tres escenarios, para el caso
sin reescalar y tras el reescalado.
5.3.2. Proyeccio´n de nuestro modelo de extremos para el siglo XXI. Resul-
tados.
Procedemos a analizar la respuesta de nuestros modelos a las covariables construidas me-
diante las trayectorias de los modelos GCM. Presentamos en la Figura 5.6 la intensidad de
ocurrencia devuelta por los modelos Mx, Mn y Mnx, tanto para la serie observada como para las
series proyectadas mediante los tres modelos y en los tres escenarios. Se observa en todos los
casos un aumento de la ocurrencia de extremos durante el siglo XXI, lo que contrasta
con la ausencia de tendencia observada en la segunda mitad del siglo XX para los meses de
invierno, pero que esta´ en consonancia con el aumento general de la temperatura previsto por
estos modelos incluso en los meses DEF. Este incremento es bastante mayor en el proceso Tx que
en el resto. Adema´s, obtenemos las intensidades asociadas a los procesos de ocurrencia originales
(extremos en Tmax y extremos en Tmin) que presentamos en la misma figura. Podemos ver con
claridad como el incremento en las ma´ximas es ma´s importante, ya que la intensidad de
su proceso es menor a la de los mı´nimos al inicio de siglo XXI, llegando a superarla en la segunda
mitad de siglo. En efecto, a principios de siglo observamos un 6 % de observaciones extremas
en Tmax en promedio (5 d´ıas extremos por invierno), alcanzando a final de siglo entre 9 y 18 %
segu´n el escenario (entre 8 y 16 d´ıas extremos). En el caso de las mı´nimas, pasamos de 7 % (6
d´ıas) a un 9-16 % (8-14 d´ıas).
Para analizar el comportamiento estacional del modelo, representamos en la Figura 5.7 la
intensidad media (truncada al 25 %) calculada en cada uno de los tres meses de nuestro periodo
(diciembre, enero y febrero) y para cada una de las trayectorias disponibles: la observada y
todas las proyectadas. Mostramos el resultado para dos periodos representativos del siglo XXI:
1921-1950 y 1971-2100. El patro´n mensual de la serie de observaciones es el siguiente. El mes
de diciembre presenta la mayor intensidad de extremos para las tres series. Por otro lado, en
las series Tx y Tnx, enero y febrero presentan intensidades medias similares mientras que en
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Figura 5.6: Intensidad de ocurrencia (suavizado con ventana del 30 %) de extremos en los diferentes
procesos, Tx, Tn y Tnx devuelta por los modelos correspondientes para el periodo de observacio´n y
para el periodo de proyeccio´n, bajo los tres escenarios y los tres modelos GCM considerados. Presentaos
tambie´n el resultado para los procesos originales de ocurrencia en Tmax y en Tmin.
Tn la intensidad en febrereo es claramente menor. En cuanto a las proyecciones, es curioso
co´mo los modelos predicen una acentuacio´n de este patro´n, aumentando la convexidad de la
intensidad en Tx (sobre todo en las trayectorias MRI) y mantenie´ndose la tendencia decreciente
diciembre-febrero en Tn. Podr´ıa decirse que la proyeccio´n prevee un aumento de la diferencia
inter-mensual. La diferencia del modelo MRI sobre el resto es remarcable en este aspecto, ya
que la intensidad media de la trayectoria RCP8.5 se situ´a en el mes de enero por debajo de la
correspondiente a la RCP4.5 en el primer periodo. En el segundo periodo, como es lo´gico, los
diferentes escenarios aumentan la distancia entre ellos.
Por u´ltimo, cabe destacar el mayor incremento observado para los extremos del proceso Tx.
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Figura 5.7: Intensidad media mensual (truncada al 25 %) de ocurrencia de extremos en los diferentes
procesos, Tx, Tn y Tnx devuelta por los modelos correspondientes para el periodo de observacio´n y para
dos periodos de proyeccio´n: 2021-2050 y 2071-2100. Consideramos los tres modelos GCM indicados en la
leyenda y los tres esceneraios indicados por el color de las l´ıneas: RCP4.5 en verde, RCP6.0 en naranja y
RCP8.5 en rojo.
Efectivamente, en ese proceso se proyecta una intensidad de hasta 0.08 en diciembre, predicha
por el modelo MPI bajo el escenario RCP8.5, que corresponde a doblar la intensidad de la serie
de observaciones actual. Un cambio ma´s leve se da sin embargo en los extremos de tempera-
turas mı´nimas, cuyo mayor incremento es u´nicamente de 0.025 y corresponde nuevamente al
MPI-RCP8.5 en diciembre. Si sumamos las intensidades de los procesos Tx y Tnx obtenemos
la intensidad total de los extremos en temperaturas Tmax, resultando aproximadamente 0.057
para la serie observada en diciembre y 0.135 para la trayectoria MPI-RCP8.5 (la ma´s alta) en
el mismo mes, lo que corresponde a un incremento del 140 % en el mes de diciembre. En el caso
de los extremos de temperaturas mı´nimas, sumando las intensidades de Tn y Tnx en el mismo
mes y para las mismas trayectorias obtenemos 0.075 y 0.13 respectivamente, lo que supone un
incremento del 70 %.
40
Cap´ıtulo 6
Conclusiones
6.1. Proceso y resultados
En este trabajo, hemos mostrado la modelizacio´nde de la ocurrencia de extremos en series de
temperaturas ma´ximas y mı´nimas mediante el modelo CPSP. Este modelo se ha presentado como
una herramienta u´til de caracterizacio´n de ambos procesos mediante su simplificacio´n en tres
NHPP independientes. El cara´cter Poisson de estos modelos marginales, justificado teo´ricamente
como comportamiento asinto´tico, ha sido verficado en situaciones reales de series finitas.
Los resultados obtenidos para este proceso de modelizacio´n son un buen ajuste del modelo
a las observaciones disponibles, pasando e´ste las herramientas de validacio´n presentadas. Se
utilizan como predictores las covariables de tendencia a corto plazo, recalcando el riesgo de
extrapolacio´n bajo proyecciones que presentan otras tendencias de mayor orden.
El modelo descrito ha demostrado ser una herramienta u´til de reduccio´n de escala temporal,
para la proyeccio´n de eventos a escala diaria, ya que en esta escala los modelos dina´micos de
clima no alcanzan a dar resultados. Se insiste en la necesidad de una reduccio´n de escala espacial
(regionalizacio´n) para la construccio´n de los predictores. Dado que los modelos regionalizados no
reproducen con mucha precisio´n las observaciones disponibles, es necesario una estandarizacio´n
de la medi en todos los modelos.
Finalmente, se han presentado los resultados de la proyeccio´n para la estacio´n del Balneario
de Panticosa. Se observa una tendencia creciente bajo todos los escenarios, mucho ma´s acentuada
en el caso de los ma´ximos. Se observa tambie´n una acentuacio´n de la diferencia inter-mensual,
siendo enero el mı´nimo para el proceso de ma´ximas y febrero para las mı´nimas. En concreto, se
estiman para final de siglo entre 8 y 16 d´ıas por invierno de extremos en las ma´ximas y entre 8
y 14 d´ıas en las mı´nimas.
6.2. Perspectivas para futuros trabajos
Como posibles v´ıas de investigacio´n de este trabajo, se propone la exploracio´n de otras
covariables atmosfe´ricas que no presenten situaciones de extrapolacio´n y permitan un ajuste ma´s
preciso de nuestro proceso. Por otro lado, el estudio aqu´ı presentado podr´ıa realizarse durante
otro periodo del an˜o, como por ejemplo el verano, para evaluar posibles diferencias estacionales
que parecen darse lugar, y su evolucio´n bajo proyeccio´n.
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Anexo A
Situacio´n de extrapolacio´n para las
tendencias a largo plazo
Ilustramos a continuacio´n la situacio´n de extrapolacio´n que presentan las tendencias a largo
plazo de nuestras series de temperatura bajo proyeccio´n mediante modelos GCM.
En primer lugar, describimos lo que entendemos como “situacio´n de extrapolacio´n”. Cuando
se ajusta un modelo de regresio´n, se establecen las relaciones entre unas variables, los predictores,
y otra variable respuesta. El modelo permite, siempre que se garanticen esas relaciones, obtener
una respuesta para diferentes valores de los predictores. As´ı pues, suponemos que esas relaciones
establecidas por el modelo son correctas en el rango de valores tomado por los predictores en
la muestra de ajuste. Por lo tanto, cuando queramos establecer la respuesta de nuestro modelo
ante un valor de un predictor fuera de ese rango, diremos que nos encontramos en situacio´n de
extrapolacio´n. Al no poder garantizar que las relaciones entre predictores y respuesta son las
mismas, cualquier estimacio´n que hagamos de la respuesta para ese valor de extrapolacio´n sera´
erro´nea.
Es el caso de las tendencias a largo plazo de nuestras series de temperatura. Definimos una
posible tendencia a largo plazo como el suavizado polinomial con ventana del 40 % de la serie
de ma´ximas, TTx, y mı´nimas, TTn. Al calcular estas covariables para la serie de observaciones y
para las series proyectadas mediante los modelos GCM, encontramos que en la proyeccio´n, nos
encontramos en situacio´n de extrapolacio´n (ver Figura A.1). Por lo tanto, un posible modelo que
tuviera estas covariables como predictores no ser´ıa capaz de realizar una proyeccio´n fiable bajo
estos escenarios. No es el caso sin embargo de las tendencias a corto plazo, tal y como podemos
ver en los diagramas de caja.
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Figura A.1: Diagramas de caja de seis covariables de tendencia definidas, para la serie de observaciones
(diagramas blancos) y para la serie proyectada (diagramas oscuros) bajo el modelo MRI escenario RCP8.5.
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