Abstract-Feature selection (FS) is an important component of many pattern recognition tasks. In these tasks, one is often confronted with very high-dimensional data. FS algorithms are designed to identify the relevant feature subset from the original features, which can facilitate subsequent analysis, such as clustering and classification. Structured sparsity-inducing feature selection (SSFS) methods have been widely studied in the last few years, and a number of algorithms have been proposed. However, there is no comprehensive study concerning the connections between different SSFS methods, and how they have evolved. In this paper, we attempt to provide a survey on various SSFS methods, including their motivations and mathematical representations. We then explore the relationship among different formulations and propose a taxonomy to elucidate their evolution. We group the existing SSFS methods into two categories, i.e., vector-based feature selection (feature selection based on lasso) and matrix-based feature selection (feature selection based on l r, p -norm). Furthermore, FS has been combined with other machine learning algorithms for specific applications, such as multitask learning, multilabel learning, multiview learning, classification, and clustering. This paper not only compares the differences and commonalities of these methods based on regression and regularization strategies, but also provides useful guidelines to practitioners working in related fields to guide them how to do feature selection.
I. INTRODUCTION

D
ATA are commonly represented by high-dimensional feature vectors in many areas, such as computer vision, pattern recognition, machine learning, and data mining. High dimensionality significantly increases the time and space requirements for processing the data. Moreover, various data mining and machine learning tasks, such as classification, clustering, and regression, that are analytically or computationally manageable in low-dimensional spaces may become difficult in spaces of several hundreds or thousands of dimensions. To solve this issue, feature selection (also known as feature ranking, subset, or variable selection) [1] - [7] techniques are designed to select a subset of features from the high-dimensional feature set for a compact and accurate data representation. Once a small number of relevant features are selected, conventional data analysis techniques can then be applied.
In contrast to other dimensionality reduction techniques such as those based on projection [e.g., principal component analysis (PCA)] [8]- [11] or compression (e.g., using information theory), feature selection techniques do not alter the original representation of the variables, but merely select a subset of them. Thus, they preserve the original semantics of the variables, thereby offering the advantage of interpretability by a domain expert.
As many pattern recognition techniques were originally not designed to cope with high-dimensional data, combining them with FS techniques has become a necessity in many applications. FS has manifold role in improving the performance for data analysis. First, the dimension of a selected feature subset is much lower, thereby reducing the measurement and storage requirements and making the subsequent computation on the input data more efficient. Second, FS reduces training time and provides faster and more cost-effective models. Third, it helps to gain a deeper insight into the underlying processes that generated the data and facilitating data visualization and data understanding. Fourth, it can avoid overfitting and improve model performance, i.e., prediction performance in the case of supervised classification and better cluster detection in the case of clustering. Fifth, the noisy features are eliminated for a better data representation, resulting in a more accurate clustering and classification result.
Feature selection algorithms can be roughly classified into two groups, i.e., filter methods and wrapper methods. The filter methods rely on general characteristics of the data to evaluate and select feature subsets without involving any learning algorithm. Variance and Fisher score [12] , [13] might be two 2162-237X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. of the simplest filter methods. The wrapper model requires one predetermined learning algorithm and uses its performance as the evaluation criterion. It searches for features better suited to the learning algorithm aiming to improve performance, but it also tends to be more computationally expensive than the filter model. The differences between the filter methods and the wrapper methods are shown in Fig. 1 . Wrapper methods have the curve, while filter methods do not have the curve. Recently, some new methods integrating the theory of sparse representation [14] , [15] , compressed sensing, and feature selection methods [16] - [21] have been proposed. For example, sparse PCA was used as the feature selection method in [22] and [23] . Sparsity-inducing feature selection algorithms have been successfully applied in face detection [24] , face authentication [25] , gene expression, and mass spectrometry data classification [26] . These algorithms resort to sparsityinducing regularization techniques, such as an l 1 -norm constraint or penalty term. These methods have been studied in depth by the machine learning community as they raise interesting theoretical issues and carry useful properties. Sparsityinducing algorithms have the following advantages. 1) They are robust to data noise. The data noise is inevitable, especially for visual data, and the robustness is a desirable property for a satisfying method. Sparsityinducing algorithms have been shown to be robust to data noise in [27] . 2) These approaches are supported by well-grounded theory and appropriate for mathematical analysis.
Analyzing the merits and limitations can be very useful. Hopefully, the gained experience will stimulate further theoretical and numerical progress in the community. Recently, structured sparsity-induced [28] - [30] feature selection algorithms considering the structure of features have shown promising results in many practical applications and have received more and more attention. However, there is still no work that comprehensively studies this exciting field. This paper attempts to make such a timely survey, in which various structured sparsity-inducing feature selection (SSFS) methods are introduced, their relationships are exploited, and open problems and future directions are discussed. We believe that this paper will greatly benefit both beginners and practitioners in this field. For clarity, the existing SSFS algorithms can be grouped into two categories shown in Fig. 2 : vector-based feature selection (feature selection based on lasso [31] ) and matrixbased feature selection (feature selection based on l r, p -norm). Furthermore, feature selection has been combined with other machine learning algorithms for specific applications, such as multitask learning, multilabel learning, multiview learning, classification, and clustering. 
A. Difference From Previous Work
The importance and the popularity of sparsity and feature selection methods have led to several previous surveys. Each such survey is discussed in the following to put the current review in context. 1) Review of Sparsity: The earliest relevant review was probably due to Wright et al. [32] , which presented an overview of sparse representation for computer vision and pattern recognition, such as classification, graph construction, and dictionary learning. Cheng et al. [14] presented a survey of some recent work on sparse representation, learning, and modeling with an emphasis on visual recognition. Bach et al. [33] gave a monograph to present the tools and techniques related to sparsity-inducing penalties from a general optimization perspective. Elad [15] wrote a book on sparse and redundant representations, which covered both theory and applications in signal and image processing. Some other related works can be found in [34] - [36] . 2) Review of Feature Selection [1] - [7] : Previous reviews mainly focus on either sparsity or feature selection, and SSFS is almost untouched in theses reviews. To the best of our knowledge, this paper is the first one to provide a comprehensive review on SSFS, and the major contributions are summarized in Section I-B.
B. Contributions
The major contributions of this paper are summarized as follows.
1) We provide a survey on recent progress in SSFS, including the motivations and mathematical representations of different algorithms. This part is especially useful for the beginners to be familiar with this area. 2) We exploit the relationships among different kinds of SSFS algorithms, based on which we propose a taxonomy and show how they have evolved. This part provides an in-depth understanding to this research field. 3) We evaluate several representative SSFS methods. Some meaningful findings are obtained, which is beneficial for practical applications. 4) We summarize main challenges and problems of current studies, and point out some future research directions.
C. Notations of This Paper
We summarize the notations and the definitions used in this paper. Let X = (X 1 , . . . , X n ) be n data points in the d-dimensional space. For matrix form X = (X j i ), its j th ( j = 1, . . . , d) row and i th (i = 1, . . . , n) column are denoted by X j , X i , respectively. For binary classification, denote label matrix y = (y 1 , . . . , y n ) T , which is the n × 1 vector containing output label y i ∈ {+1, −1}, i = 1, . . . , n. For multiclass classification, denote label matrix Y as an n × c matrix, where c is the number of classes. Denote α as the regularization parameter regulating the balance between the data misfit and the penalty. e n = [1 · · · 1] T ∈ R n is a vector with all its entries equal to 1. Denote W as the projection matrix. For different algorithms, the dimension of the projection matrix may be different, which will be stated in Section III.
The remainder of this paper is organized as follows. Section II describes vector-based feature selection (feature selection based on lasso). Section III groups and compares different matrix-based feature selection algorithms, which are based on l r, p -norm. Section IV introduces task-driven feature selection. The experimental results are shown in Section V, and finally, Section VI concludes the survey with discussions on current trends and future directions.
II. VECTOR-BASED FEATURE SELECTION
A. l 1 -Norm Regularized/Constrained Feature Selection (Feature Selection Based on Lasso)
An interesting way to cope with feature selection in the learning by examples framework is to resort to regularization techniques based on l 1 penalty [37] , [38] . In the case of linear problems, a theoretical support for this strategy can be derived from [39] , where it is shown that, for most underdetermined linear systems, the minimal l 1 solution equals the sparsest solution. Destrero et al. [24] , [25] , [40] used the Lagrangian formulation of lasso for feature selection in face detection and face authentication. Its objective function is formulated as follows:
where w = (w 1 , w 2 , . . . , w d ) is the vector of the unknown weights to be estimated. Lasso produces biased estimates for the large coefficients, and thus, it is suboptimal. To improve the performance of lasso, the adaptive lasso [41] is proposed
where the only difference between lasso and adaptive lasso is that the latter uses a weight a i for each coefficient w i . This paper shows that the adaptive lasso performs as well as if the true model was given in advance. Furthermore, it can be solved by the same efficient algorithm for solving the lasso. The fused lasso penalty introduced in [42] yields a solution that has sparsity in both the coefficients and their successive differences, i.e., local constancy of the coefficient profile
The fused lasso has been successfully used in many practical applications [43] , where features can be ordered in some meaningful way. The pairwise fused lasso [44] is a further extension of fused lasso, but it does not assume that the predictors have to be ordered. The bridge estimator [45] is defined as follows:
The bridge estimator has two important special cases. When γ = 2, it is the popular ridge estimator. When γ = 1, it is the lasso. It is common that some features are strongly correlated in practical applications. In this case, the lasso tends to select only one of the correlated features. To handle features with strong correlations, elastic net regularization [46] is proposed as
The elastic net is a mixture of ridge and lasso estimator. Liu et al. [47] extended the elastic net as follows:
Based on [24] , [25] , and [40] , Wang et al. [48] and Sun et al. [49] proposed a robust feature selection (RFS) method via linear programming. There are other variants of lasso, such as trace lasso [50] .
B. Structured Features
The penalties introduced in Section II-A assume that the features are independent and ignored the structures of features completely [51] . However, in practical applications, the features have some essential structures, such as disjoint groups [52] , [53] , overlapping groups [54] , graphs [55] , and trees [56] . Integrating knowledge about the feature structures may help identify the important features.
1) (Disjoint) Group Lasso: In many practical applications, features form group structures and sparsity alone may not be sufficient to obtain the desired solution. The prior knowledge of the group structure of features can be supplementary to further improve the performance of sparse regularization. For this purpose, group lasso [52] , [53] has been proposed. Suppose that features are divided into k disjoint groups and any two groups are nonoverlapping. With the group structure, w is rewritten as k disjoint groups w = {w
Group lasso is defined as
where q is the l q -norm and β i is the weight for the i th group. Lasso does not consider group structure and cannot select or not select a group of features simultaneously, while group lasso supports group selection. A further extension of the group lasso, namely, the sparse group lasso [57] , combines both lasso and group lasso, and it produces a solution with simultaneous between-and withingroup sparsity. The sparse group lasso regularization is defined as
where α ∈ [0, 1], the first term is for feature selection and the second term is for group selection. When α = 0, sparse group lasso reduces to the lasso, and when α = 1, it reduces to the group lasso. Similar to the sparse group lasso, exclusive group lasso [58] is proposed to enforce sparsity at intragroup level for feature selection and it is based on l 1,2 -norm.
2) Overlapping Group Lasso:
In some applications, the groups overlap and the group lasso cannot handle this case. Thus, overlapping group lasso is proposed in [59] . A general overlapping group lasso regularization is similar to that for group lasso regularization
Note that the groups for overlapping group lasso are overlapping, while the groups in group lasso are disjoint. In many applications, features can naturally form certain tree structures. For instance, the pixels of the face images can be represented as a tree, where each parent node contains a series of child nodes that enjoy spatial locality. The tree structured group lasso is a special case of the overlapping group lasso with a specific tree structure.
C. Graph Lasso
We often have prior knowledge about pairwise relationships between the features in many practical applications. For instance, many biological studies have demonstrated that genes tend to work in groups based on their biological functions, and there exists some regulatory relationships between genes. In this situation, the prior knowledge can be represented as a graph, where the nodes denote the features, and the edges represent the relationships between features.
Let G = (V, E) be a given graph, where V = {1, . . . , n} is a set of nodes, and E is a set of edges. Node i corresponds to the i th feature and B ∈ R n×n is used to denote the adjacency matrix of G. One intuitive way to formulate graph lasso is defined as
where the second term is similar to Laplacian eigenmaps [60] , [61] . Thus, this method is named LapLasso.
To perform feature selection with a signed feature graph, GFlasso [62] extends LapLasso as
where r i j is the correlation between two features. When the i th feature and the j th feature are positively correlated r i j > 0, while the i th feature and the j th feature are negatively correlated r i j < 0. Some approaches have been proposed to follow and extend GFlasso [63] , [64] . Please note that fused lasso can be viewed as a special case of graph lasso. In the fused lasso, only x i and x i+1 (i = 1, 2, . . . , n − 1) have nodes, while more complex structure can exist in graph lasso.
D. Streaming Features
In the standard feature selection problem, all features are given in advance, and another interesting scenario is that candidate features arrive one at a time. In this case, the features are generated dynamically, and the number of features is unknown. This kind of features is named streaming features, and feature selection for streaming features is named streaming feature selection [65] . Streaming feature selection is very useful in many practical applications. For instance, the famous Chinese microblogging Web site weibo 1 produces more than 100 million weibo per day, and many new words (features), such as abbreviations, are generated. When performing feature selection for weibo, it is not practical to wait until all features have arrived. Therefore, streaming feature selection is more preferable in this case. Traditional feature selection methods do not perform well in this case, and Perkins and Theiler [66] proposed a streaming feature selection framework based on a stagewise gradient descent technique and l p -norm regularizer.
III. MATRIX-BASED FEATURE SELECTION: l r, p -NORM REGULARIZED/CONSTRAINED FEATURE SELECTION
Most of the methods introduced in Section II can only solve binary classification problems and cannot solve multiclass problems. To solve multiclass problems, Nie et al. [26] proposed a new feature selection algorithm, which uses l 2,1 -norm instead of l 1 -norm as the penalty.
A. l r, p -Norm of a Matrix
In this paper, we define the l r, p -norm of a matrix A ∈ R u×v to be the p-norm of the vector containing of the r -norms of the matrix rows, that is
where A i denotes the i th row of A. By comparing the definition of l r, p -norm and group lasso, it can be seen that l r, p -norm is a special case of group lasso when A i denotes a group of group lasso and the weights for all groups of group lasso are one. As seen from the above definition of l r, p -norm, it is the commonly used Frobenius norm (or l 2 -norm) and
When r = 2, p = 1, it is the l 2,1 -norm of a matrix, which was first introduced in [67] as rotational invariant l 1 -norm and also used for multitask learning [68] , [69] and semisupervised learning [70] . It is defined as
The l 2,1 -norm encourages row sparsity, i.e., it encourages entire rows of the matrix to have zero elements. More specifically, minimizing the l 1 -norm promotes row sparsity, while minimizing the l 2 -norm promotes nonsparsity within the rows. A common feature of the previous approaches using the Frobenius norm and l 1 -norm is that they treat the two indices i and j in the same way. However, these two indices have different meaning, such as the spatial dimensions and data points, respectively. In the strict matrix format, this subtle distinction is easy to get lost. l 2,1 -norm captures this subtle distinction, which has some structural information. When r = 2, p = 0, it is the l 2,0 -norm, which is defined in [71] and has been successfully used in the multitask feature learning (MTFL) problem
The l 2, p -norm (0 < p ≤ 1) has been proposed in [72] and has been successfully used in feature selection [73] .
When r = ∞, p = 1, it is the l ∞,1 -norm, which is defined as follows:
In recent years, the l ∞,1 -norm has been proposed for joint regularization [74] - [77] . As seen from the definition, the l ∞,1 -norm is a matrix norm that penalizes the sum of maximum absolute values of each row. Similar to l 2,1 -norm, this regularizer also encourages row sparsity. Thus, the l ∞,1 -norm can be naturally used in feature selection. Other applications of l ∞,1 regularization are simultaneous sparse signal approximation [74] , [75] , structure learning [77] , multiview learning [78] , and multitask learning [79] .
B. Physical Meaning of l r, p -Norm of a Matrix: Positive Correlation Versus Negative Correlation
Suppose that there are v classes and the dimensionality of each example is u for the matrix A ∈ R u×v . If we require most rows of A to be zero, we have 0 ≤ p ≤ 1 in (12) and only p = 1 is convex. The choice of r depends on what kind of correlation assumption among classes.
The most usual assumption is that the correlation between different classes is positive, i.e., different classes share as many identical features as possible. This assumption corresponds to the case 1 < r ≤ ∞. Increasing r corresponds to allowing more classes to share the same features.
The other assumption is that the correlation among classes is negative [80] , [81] , i.e., if a feature is important for one or few classes, it becomes less important for the other classes. This assumption can be implemented by imposing sparsity penalization on the rows of A, and thus, the range of r is 0 ≤ r ≤ 1. This assumption will lead to the choice of specific, but maybe not class specific, features. Zhou et al. [81] used negative correlation assumption through the l 1,2 -norm. The choice of 0 ≤ r, p ≤ 1 would yield very sparse coefficient matrix A, which is not only row sparse but also column sparse. However, recently, there is little empirical or theoretical analysis for this problem. 
For simplicity, the bias b can be absorbed into W when the constant value 1 is added as an additional dimension for each data. Thus, the problem becomes: min
The objective function of an RFS algorithm [26] is formulated as follows:
where W 2,1 is for feature selection. Another FS algorithm, namely, similarity preserving feature selection (SPFS) [82] , has a similar objective formulation to RFS. The differences of SPFS and RFS are detailed in [83] . Note that both SPFS and RFS only aim to preserve the global similarity structure. Neither of them considers the local geometric structure of data. To solve this problem, a global and local structure preservation framework for feature selection [83] is proposed. Zhu et al. [84] proposed a method named regularized selfrepresentation (RSR), which regresses to each example itself instead of its label. More specifically, the objective function of RSR is
2) Correntropy-Induced Robust Feature Selection: RFS [26] is sensitive to outliers. Since correntropy [85] can enhance robustness, correntropy for RFS (CRFS) [86] is proposed for better robustness, and thus, the objective function is defined as follows:
where φ() is the robust M-estimator and can be defined, such as Cauchy M-estimator and Welsch M-estimator,
The objective function can be optimized by additive form of half-quadratic or multiplicative form of half-quadratic [87] . According to the additive form of HQ, the objective function (when φ() is Huber loss function [87] ) is equivalent to
where 
To further increase the discriminative ability of LSR, discriminative LSR (DLSR) [88] is proposed. DLSR introduces a technique called ε-dragging, such that Y ≈ X T W + e n b − B M, where is a Hadamard product operator of matrices. The matrix M ∈ R n×c records these ε in ε-dragging, and the matrix B ∈ R n×c is defined as
Thus, the objective of DLSR for feature selection (DLSR-FS) is defined as
4) Feature Selection via Joint Embedding Learning and Sparse Regression:
Instead of regressing each example to its label [26] , [86] , [88] , the objective of joint embedding learning and sparse regression (JELSR) [89] , [90] is to regress each example X i to its low-dimensional embedding Z i ∈ R m , where m is the dimensionality of embedding. The objective function of JELSR can be formulated as follows:
where
and L is the graph Laplacian. The first term of (23), arg min Z Z T =I m×m tr(Z L Z T ), is exactly the same as [91] , which is to find the lowdimensional embedding of each example. The second term of (23) is to regress each example to its low-dimensional embedding. The third term is designed for FS, which is the same as [26] . Compared with [26] , the improvement of [89] over [26] is to regress each example to its low-dimensional embedding rather than to its label. Two prominent approaches, i.e., multicluster feature selection [92] and minimum redundancy spectral feature selection [93] can be regarded as special cases of JELSR.
5) Feature Selection by Joint Graph Sparse Coding:
Zhu et al. [94] proposed a feature selection method by joint graph sparse coding (JGSC). JGSC considers both manifold learning and regression simultaneously to perform feature selection. Using the bases to represent the data has been proved to make the learning process easier and leads to better results in practice than the traditional ones, such as raw pixel intensity values. Thus, JGSC first extracts the bases of the data and, then, represents the data sparsely using the extracted bases. The objective function of JGSC is defined as follows:
where X is the data matrix, B is the base (or dictionaries) to be learnt, W is the sparse code to be learnt, L is the Laplacian matrix obtained by the built k-nearest-neighbor graph, and
6) Unsupervised Feature Selection: Maximum margin criterion (MMC) [95] , [96] is a supervised subspace method, a variant of linear discriminant analysis (LDA). The objective function is defined as follows:
where S w is the within-class scatter matrix and S b is the between-class scatter matrix [9] . Inspired by MMC, a unsupervised maximum margin feature selection algorithm via sparse constraints is proposed in [97] . A unsupervised discriminative feature selection (UDFS) method is proposed in [98] by combining local discriminative analysis and l 2,1 -norm minimization.
7) Joint Feature Selection and Subspace Learning:
The key point of [99] is to add l 2,1 -norm penalty into graph embedding [100] . Its objective function is defined as follows:
where the first term is for feature selection and the second term, arg min (27) where L is graph Laplacian [102] . More specifically, the first term in the objective function of LapRLS is the traditional LSR. The second term controls the complexity of the linear classifier. The third term is graph regularization. Based on LapRLS, the objective function of [101] is defined as follows:
where the last term is for feature selection.
D. l ∞,1 -Norm Regularized/Constrained Feature Selection
Masaeli et al. [103] proposed linear discriminant feature selection, which combines LDA with feature selection as follows:
where S w is the within-class scatter matrix, S b is the betweenclass scatter matrix [9] , and the last term is for feature selection. The main problem of this method is that the computational cost of the gradient of tr((W T S w W )
very expensive. Thus, it is only limited to small-scale data.
E. l 2,0 -Norm Regularized/Constrained Feature Selection
Sparse feature selection [71] selects features by solving a smoothed general loss function with a l 2,0 -norm constraint. Cai et al. [104] proposed a feature selection approach (FS20), which has one l 2,1 -norm loss function with an explicit l 2,0 -norm equality constraint. The objective function to select k features in the multiclass problems is defined as
is the bias vector. Since the regularization parameter of this method has the explicit meaning, i.e., the number of selected features, it alleviates the problem of tuning the parameter exhaustively, making it a pragmatic feature selection approach.
F. How to do Feature Selection?
As for how to do feature selection, we can rank each feature according to W i 2 (multiclass classification) or |w i | (binary classification). The larger W i 2 or |w i | is, the more important this feature is. We can either select a fixed number of the most important features or set a threshold and select the feature whose W i 2 or |w i | is larger than this value [89] , [98] . Please note that W T x i (multiclass classification) or w T x i (binary classification) is also a new representation of x i using only a small set of selected features. However, multiplying W T (or w T ) and x i belongs to the projection method (the same as PCA) and does not belong to feature selection.
IV. TASK-DRIVEN FEATURE SELECTION
The focus of this paper is on SSFS. There are some closely related areas for specific tasks with rich literature [105] , [106] .
A. Multitask Feature Selection
Liu et al. [107] proposed a multitask feature selection method called MTFL, which uses l 2,1 -norm instead of l 1 -norm as the penalty. To obtain the projection matrix W ∈ R d×c , the objective function of [107] is defined as
Compared with [24] , [25] , and [40] , the improvement of [107] over the former three is to use the l 2,1 -norm instead of l 1 -norm as the penalty. Reference [26] uses the Frobenius norm to regress each example to its label, while [107] uses l 2,1 -norm to regress each example to its label. The commonality of [26] , [40] , and [107] is that all of their objective functions are to regress each example to its label. In [108] and [109] , a new multitask feature selection method based on MTFL is proposed. Given that some important variables are only correlated with a subset of tasks, the l 2,1 -norm cannot handle them properly. Thus, l 1 -norm regularizer is added to impose the sparsity among all elements in W , and the objective function is formulated as
Based on [107] , Tang and Liu [110] proposed a feature selection algorithm for social media data. The objective function of linear discriminant dimensionality reduction [111] can be relaxed into a form, which is similar to (31) . However, the motivations between [111] and [107] are different. MTFL [107] proposed a multitask feature selection method, while LDRR [111] aimed at integrating Fisher score and LDA in a unified framework. Furthermore, their optimization methods are different. Liu et al. [107] used the Euclidean projection, while Gu et al. [111] used the accelerated proximal gradient descent algorithm. The well-known multitask feature selection methods in [112] also use the l 2,1 -norm. Liang et al. [113] proposed another multitask feature selection method, and the objective function is defined as
is the bias vector, p is set to be 1, and r is set to be 1 and ∞ for the positive and negative correlation assumptions, respectively. The exclusive lasso [81] for multitask feature selection adopts the negative correlation assumption but without row-sparse constraints and corresponds to the case r = 1, p = 2. A multitask feature selection method via maximum entropy discrimination (MED) was proposed in [114] , and the experimental results show that MED multitask learning outperforms single-task learning.
B. Multilabel Feature Selection
The multilabel learning [115] can be viewed as a very special case of multitask learning, where each task is the binary classification problem associated with each class label [116] . Huang et al. [117] proposed a feature selection method for multilabel multiclass learning. In particular, feature correlation is added into the objective function, so that feature correlation and feature selection are conducted simultaneously. This method is called FCFS, and the objective function is defined as
where the element in the i th row and the j th column of C, C i j , is the absolute value of the correlation coefficient between the i th feature and the j th feature. FCFS can be seen as a variant of MTFL [107] , which adds feature correlation based on MTFL [107] .
In [116] , a probabilistic multilabel learning model based on novel sparse feature learning is proposed. By employing l 1 -norm and l 2,1 -norm, the proposed model has the capacity of capturing both label interdependences and common predictive model structures.
Based on [26] and [118] , Ma et al. [119] proposed a novel feature selection method named subfeature uncovering with sparsity (SFUS). SFUS can uncover the shared subspace of original features, which is beneficial for multilabel learning.
C. Multiview Feature Selection
To better understand, classify, and search video and image information, many features have been proposed, such as color, texture, or shape. How to integrate these multiview features [120] and identify the important ones from them for specific tasks has become an increasingly important problem. To solve this problem, Xiao et al. [121] , [122] proposed two-view feature selection methods.
In [123] - [125] , multiview feature selection can be performed beyond the limit of two views. To better demonstrate the technical details of these methods, important notations used in this section are presented. Given a multiview feature data set X ∈ R d×n with n examples and k views (each view has a particular meaning and statistical property, e.g., texture, color, and shape), the dimension for the i th view representation is
In multiview features fusion, the features of a specific view can be more or less discriminative for specific classes. For example, the color features substantially increase the detection of stop signs, while they are almost irrelevant for finding planes in images. Thus, a new l 1 -norm group (G 1 -norm) is proposed [126] , which is defined as
The objective function of [125] is defined as
In [123] , the hinge loss is used, because the hinge lossbased support vector machine (SVM) has shown the stateof-the-art performance in classifications. The only difference between the objective function of [123] and [125] is that, the former uses the hinge loss, while the latter uses the LSR. Wang et al. [126] proposed a joint classification and regression learning model based on G 1 -norm and l 2,1 -norm. Gui et al. [127] proposed a framework of joint feature extraction and feature selection for multiview learning. The contributions of this paper are twofold. First, Gui et al. [127] consider not only the independent information of each view and the complementary properties of different views, but also view consistency in linear multiview feature extraction. In particular, view consistency models the correlations between all possible combinations of any two kinds of view. Second, Gui et al. [127] simultaneously perform feature extraction and feature selection for multiview learning based on the l 2,1 -norm of the projection matrix.
D. Simultaneous Feature Selection and Classification
SVM is a widely used classification technique [128] . However, a major limitation is that the SVM cannot perform automatic feature selection [129] , [130] . A sparse representation of SVM with respect to input features is desirable for many applications. Wang et al. [131] proposed the hybrid huberized SVM with a combination of l 1 -norm and l 2 -norm. In [132] , by introducing a 0-1 control variable to each input feature, l 0 -norm sparse SVM (SSVM) is converted into a mixed integer programming (MIP) problem. Rather than directly solving the MIP, an efficient cutting plane algorithm combining with multiple kernel learning is proposed to solve its convex relaxation. Fung and Mangasarian [133] proposed an algorithm, which not only performed feature selection but also conducted data selection for SVM. Sun et al. [134] combined feature selection and l 1 -l 2 support vector regression for cancer prognosis. However, most feature selection algorithms [131] - [134] can only be used for the continuous data type. In [135] , a novel method for SSVMs with l p ( p < 1) regularization is proposed, which can achieve simultaneous classification and feature selection with both continuous and discrete data.
Most of the above algorithms with sparse representation [131] - [135] mainly focus on binary classification and cannot solve multiclass classification directly. Furthermore, complex optimization procedures are often required. Cawley et al. [136] developed sparse multinomial logistic regression via Bayesian l 1 regularization. This algorithm can deal with multiclass feature selection. Extensive experimental results demonstrated that it is a powerful feature selection algorithm [136] . A new feature selection algorithm based on the Gauss-Seidel method was proposed for the sparse logistic regression (SLogReg) problem [137] . The proposed method was simple and extremely easy to implement. The performance of this method is determined by the value of a regularization parameter, which must be carefully tuned in order to optimize performance. Generally speaking, the best regularization parameter is difficult to obtain in practice and choosing a suitable regularization parameter via cross validation is time-consuming. In [138] , it is demonstrated that a simple Bayesian approach can be taken to eliminate the regularization parameter. The improved algorithm is typically two or three orders of magnitude faster than the original algorithm, since there is no longer a model selection step. In [42] , a novel method for SLogReg with l p ( p < 1) regularization is proposed. A linear SLogReg model [139] is proposed to combine feature selection and classification into a regularized optimization problem with the constraint of group lasso. Similar to [135] , this method can also conduct classification and feature selection simultaneously. Cai et al. [140] proposed a new l 2,1 -norm SVM, that is, multiclass hinge loss with l 2,1 -norm regularization term to naturally select the features for multiclass without bothering further heuristic strategy. Different from [129] and [131] - [135] , which focus on binary classification, this method [140] do multiclass FS directly.
E. Simultaneous Feature Selection and Clustering
Li et al. [141] proposed a feature selection method by combining feature selection with clustering for single view data, namely, nonnegative discriminative feature selection (NDFS). The objective function of NDFS is defined as
where F ∈ R n×c is the scaled cluster indicator matrix and L is the normalized graph Laplacian matrix. The same as [142] , the matrix F satisfies F T F = I c×c , where I c is the c × c identity matrix. The first term of (36) is for regression. The second term of (36) characterizes the local geometrical structure [143] , [144] . The third term of (36) is for feature selection.
Wang et al. [124] proposed a feature selection method by combining feature selection with clustering for multiview data. The objective function in [124] is defined as
where F ∈ R n×c is the scaled cluster indicator matrix,
is the bias vector, and group l 1 -norm (G 1 -norm) is defined in [123] and [125] . Witten and Tibshirani [145] proposed a framework for feature selection in sparse clustering. They applied l 1 -norm as feature selection method embedded in clustering. This framework can be applied to any similarity-based clustering algorithms, such as k-means clustering and hierarchical clustering.
Zeng and Cheung [146] aim to obtain an appropriate representation of the data through FS or kernel learning for local learning-based clustering (LLC). More specifically, a weight is associated with each feature or kernel and incorporated into the regularization of LLC to consider the relevance of each feature or kernel for clustering. Accordingly, the weights are computed iteratively in the whole process. The resulting weighted regularization with an additional constraint on the weights is equivalent to the sparse penalty. Extensive experimental results show that the proposed method is both effective and efficient.
F. Some Other Methods
Instead of considering k-nearest neighbor or ε-ball-based methods as in typical graph construction [147] , Xu et al. [148] proposed the l 1 graph based on sparse representation for feature selection. That is to say, the only difference between [147] and [148] is that, the former uses k-nearest neighbor to construct the graph, while the latter uses the l 1 graph based on sparse representation.
Considering supervised learning (focusing on logistic regression) in the presence of very many irrelevant features, Ng [149] shows that using the l 1 -norm regularization of the parameters, the sample complexity (i.e., the number of training examples required to learn well) grows logarithmically in the number of irrelevant features. This logarithmic rate matches the best known bounds for feature selection. Ng [149] also shows that the logistic regression with l 2 -norm regularization has a worst case sample complexity that grows at least linearly in the number of irrelevant features. Sun et al. [150] also consider feature selection for classification with a large number of irrelevant features. The key idea is to decompose an arbitrarily complex nonlinear problem into a set of locally linear ones through local learning and then learn feature weights globally with l 1 penalty and the large margin framework. More specifically, one of the most popular margin formulations, logistic regression, is used.
A definition of relevancy based on the spectral properties of the Laplacian of the features measurement matrix is presented in [151] . Then, feature selection is based on a continuous ranking of the features defined by a leastsquares problem. An interesting property of the feature relevance function is that the sparse solutions for the ranking values naturally occur as a result of a biased nonnegativity of a key matrix in the whole process. The experimental results show that this method typically achieves high accuracy even when only a small fraction of the features are relevant.
Feature selection with specific multivariate performance measures is critical to the success of many practical applications, such as text classification and image retrieval. Most feature selection methods are usually designed for minimizing classification or clustering error. Mao and Tsang [152] proposed a generalized sparse regularizer. Based on this regularizer, a unified feature selection framework for general loss functions was presented. More specifically, the novel feature selection algorithm by optimizing multivariate performance measures was studied.
V. EXPERIMENTS A. Data Sets
We did our experiments on 11 data sets: one WebKB data set WebKB-WC, 2 one image classification data set coil20 [153] , two face data sets including AR and Umist, 3 two UCI data sets 4 including protein and vehicle, and five microarray data sets including CAR [154] , LUNG [155] , MLL [156] , GLA [157] , and TOX. 5 For AR, the face images of 120 persons are used to construct a data set [158] , and seven images of each person are randomly selected. The brief description of all data sets is shown in Table I . 
B. Algorithms and Parameter Settings
We have done two groups of experiments: 1) Nine traditional feature selection methods, including chisquare (CS), variance, Fisher score (FS) [12] , [13] , Gini coefficient (Gini) [159] , information gain (IG) [160] , minimum redundancy maximum relevance (mRMR) [161] , relief [162] , students T-test (T-test) [163] , Kruskal-Wallis test (K-test) [164] . 6 2) Six SSFS methods, including the L1 [24] , [25] , [40] , DLSR-FS [88] , RFS [26] , CRFS [86] , FS20 [104] , and UDFS [98] .
The feature selection performance is evaluated by average classification accuracy using LibSVM. The free parameters for the tested methods were determined in the following ways.
1) The regularization parameter λ of all SSFS methods is set by tenfold cross validation from {0.01, 0.1, 1, 10, 100, 1000, 10 000, 100 000}. 2) The regularization parameter C of LibSVM is set by tenfold cross validation 7 from {0.0001, 0.001, 0.01, 0.1, 1, 10, 100}. Since the two data sets (GLA and WebKB-WC) are large, choosing the suitable parameters via cross validation is very time-consuming. We select a proper C, which has the best performance, from the candidate set {0.0001, 0.001, 0.01, 0.1, 1, 10, 100} using variance. For other algorithms, we use the same C as variance. Then, we select a proper λ, which has the best performance from the candidate set {0.01, 0.1, 1, 10, 100, 1000, 10 000, 100 000} using DLSR-FS, and use the same λ for the other SSFS methods except FS20. For FS20, default parameters are used for these two data sets (GLA and WebKB-WC). We still cannot get the results of UDFS for the data set GLA even 7 The process of tenfold cross validation is described here. We first split the whole data set into a training set and a testing set, and then, we take the training set and split it into tenfolds. During the cross validation, we take ninefolds for training and the left fold for testing, and repeat the process ten times and choose the parameter settings {λ, C} with the highest average accuracy. Then, the parameters will be used for the whole training set and classify the testing set. For the traditional feature selection methods, only parameter C in LibSVM needs to be set by cross validation. In the whole process, the number of selected features d is fixed. though this code has run two months on a server with CPU 2.80-GHz and 128-GB memory.
C. Experimental Results and Discussion
The accuracy curves of all feature selection methods on the 11 data sets are shown in Figs. 3 and 4 . The final accuracy is calculated as the mean of the 20 random splits. In total, eight different numbers of selected features are illustrated. For the two low-dimensional data sets, protein and vehicle, the number of features is set to be [2, 4, 6, . . . , 16], respectively. For the remaining nine data sets, the number of features to be selected is [10, 20, 30 From the experimental results, we can safely draw the following three conclusions. Tables II-VII,  DLSR , CRFS, and mRMR perform the best 8, 3 times, and twice, respectively, while CS, relief, IG, T-test, K-test, variance, RFS, UDFS, and FS20 perform the best only once.
Third, from Tables II-VII, we can see that the SSFS methods perform the best 15 times in all 22 experiments. However, the improvement of the SSFS methods over the traditional methods is marginal. Maybe, combining SSFS methods with deep learning [165] can bring some improvements.
VI. CONCLUSION This paper presents a comprehensive survey of various aspects of SSFS. We elaborate on two architectures, i.e., vector-based and matrix-based ones. We believe this survey will help readers to gain a thorough understanding of the SSFS research landscape. As machine learning and data mining develops and expands to new application areas, SSFS also faces new challenges. We represent here some challenges in research and development of SSFS.
The approaches to sparsity learning are very diverse and motivated by various theoretical results, but a unifying theoretical framework is lacking. It further addresses a problem stemming from the very core of the success of this fielda dilemma faced by most machine learning and data mining practitioners; namely, the more the algorithms become available, the more difficult it is to select a suitable one for a data mining task. For regression, we can regress each example to its label or its low-dimensional representation. For penalty, we can use l 1 -norm, l 2,1 -norm, or l 2,0 -norm. How to choose an appropriate SSFS method for a specific application can be considered as one of the most promising future lines of work for the SSFS community.
A second line of future research is SSFS for big data with high dimensionality and a large number of examples. High dimensionality causes two major problems for SSFS. One is the so-called curse of dimensionality. As most existing SSFS algorithms have higher time complexity about d, it is very time-consuming and difficult to scale up with high dimensionality. The other difficulty faced by SSFS with data of high dimensionality is the relative shortage of examples. That is, the dimensionality d can sometimes greatly exceed the number of examples n. In such cases, we can consider algorithms, such as those discussed in [166] .
Other interesting opportunities for future research will be SSFS with example selection. In the age of big data, the number of examples is extremely large. SSFS can also be extended to example selection, which is a sister issue of scaling up algorithms. Traditional feature selection algorithms perform dimensionality reduction using all training data. When the number of training data set is very large, random sampling [167] , [168] is commonly used to sample a subset of examples. However, random sampling does not exploit any data characteristic. The concept of active feature selection is first introduced in [169] . Active feature selection actively selects the examples for feature selection. It avoids pure random sampling and is realized by selective sampling [169] that takes the full use of data characteristics when selecting examples. The key idea of selective sampling is to select only those examples with high probabilities to be informative in determining feature relevance. Selective sampling aims to achieve better results with a significantly smaller number of examples than that of random sampling. Although some selective sampling methods based on class information or data variance have proved effective on representative algorithms [169] , more research efforts are needed to investigate the effectiveness of selective sampling over the large volume of SSFS algorithms.
To conclude, we would like to note that, in order to maintain an appropriate size of the article, we had to limit the number of referenced studies. We therefore apologize to the authors of papers that were not cited.
