We numerically study weak, random, spatial velocity modulation in two-dimensional (2D) massless Dirac materials. The fermions propagate as though lensing through a static, randomly gravitating spacetime. Although low-energy states are unaffected, we find that most finite-energy wave functions are critical, exhibiting universal local density of states fluctuations. Dirac velocity modulation can arise due to charged impurities on the surface of a class DIII topological superconductor (SC), or via a spatially inhomogeneous order parameter in 2D. Our results are reminiscent of STM spectra observed in the high-Tc cuprate SCs.
What happens if we spatially modulate the "speed of light" (Fermi velocity v F ) in a two-dimensional (2D) Dirac material? Consider a static, random modulation v F (x, y), depicted in Fig. 1(a) . Formally this can be cast as the effect of spacetime curvature coupled to the Dirac field theory [1, 2] . For massless Dirac fermions, propagation is analogous to the lensing of starlight through a fixed, randomly gravitating spacetime [3] .
Although 2D Dirac electrons are by now ubiquitous since the advent of graphene and surface states of bulk topological insulators, velocity modulation has received little attention [4, 5] . This is because disorder can usually couple in a more relevant fashion, through scalar or vector gauge potentials, or mass terms [6] [7] [8] . Shortrange correlated gauge and mass disorders are marginal perturbations, which typically induce metallic or Anderson insulating behavior on the largest scales [9] [10] [11] . By contrast, short-range correlated velocity modulation is strongly irrelevant (in a renormalization group sense), at zero energy measured relative to the Dirac point. It was thus expected to preserve the semimetallic nature of the clean system [4] . In this Letter, we use exact diagonalization to probe the effect of velocity modulation on 2D Dirac carriers. While the low-energy states near the Dirac point are only weakly affected, surprisingly we find that most of the energy spectrum of such a system appears to converge to "critical wave states." These critical states exhibit strong spatial fluctuations in the local density of states (LDoS), characterized by apparently universal statistics (multifractal spectra [8, 12] ). A representative state is shown in Fig. 1(b) , while LDoS maps of states with different energies appear in Fig. 2 .
Critical wave states typically arise only at isolated energies, such as the plateau transitions of the spin [13, 14] or integer [12] quantum Hall effects, or at an Anderson metal-insulator transition in three dimensions [8] . For the case of velocity modulation studied here, the population of critical states compared to the total density of states is shown in Fig. 3 . Our calculations are performed in momentum space; the largest size studied is a 109 × 109 grid. Since Dirac cones typically span ∼ 10 % of the 2D Brillouin zone, this corresponds roughly to a (100 nm) 2 map. More of the spectrum becomes more critical with increasing disorder ( A spatially inhomogeneous Fermi velocity naturally arises in at least two different contexts. Due to "topological protection," velocity modulation is the only allowed coupling of charged impurities to the 2D massless Majorana fluid expected to form at the surface of a class DIII topological superconductor (TSC) [15] [16] [17] [18] with the minimal nontrivial winding number |ν| = 1 [4, 19] . Second, in a correlated material wherein 2D Dirac quasiparticles arise due to the condensation of an order parameter, velocity modulation is an automatic consequence of spatial variations in the order parameter itself.
Our results are reminiscent of STM spectra observed in the high-T c cuprate superconductor BSCCO [20] [21] [22] [23] [24] , where static spatial fluctuations are detected in LDoS maps at energies away from zero tunneling bias. Despite the absence of topological protection in the cuprates, we arXiv:1903.11086v1 [cond-mat.dis-nn] 26 Mar 2019 FIG. 2. 2D Dirac fermions with random velocity modulation: a spectrum dominated by critical states. The panels show position-space maps of |ψε(r)| 2 for eigenstates {ψε} with energies ε as quoted. Energies (lengths) are measured in terms of the momentum cutoff Λ (inverse cutoff 2π/Λ), with the bare Dirac carrier velocity v0 = 1; see Fig. 3 (a) for the density of states. Although the lowest energy (ε < 0.15) states are plane-wave-like, most of the spectrum consists of rarified critical states. These are scale-invariant and extended (not Anderson localized), with small |ψε(r)| 2 L −2 almost everywhere, yet punctuated by sporadic peaks of variable height (L is the system size) [8, 12] . Results are obtained from exact diagonalization in momentum space over a (2N +1)×(2N +1) grid of momenta; here N = 54. Critical states are identified by their (anomalous) multifractal spectrum, see Fig. 3 (b). The dimensionless disorder strength is λ = 0.060. The criterion for "strong disorder" is that the standard deviations ∆v1,2 v0 = 1, corresponding to λ 0.4 (see text).
speculate that well-screened remote dopant or oxygen impurities might present in the copper-oxygen planes of these materials as a velocity modulation for the d-wave quasiparticles, possibly due to strain. This is at least consistent with the highly inhomogeneous gap maps observed with increased underdoping [22, 23] . As we review below, other types of disorder are expected to produce critical scaling throughout the quasiparticle energy spectrum [25] [26] [27] (including a nonlinear scaling with energy ε → 0 of the global density of states [28] [29] [30] [31] [32] ), or Anderson localization down to zero energy [6, 33] , neither of which is consistent with STM data. An extremely interesting avenue for future work is to investigate whether the transition from "ballistic" low-energy states to critical, finite-energy ones can explain the ubiquitous linearin-T resistivity observed in the "normal" phase above the transition temperature [34] . Doing so may require grappling with the complications of (1) quenching the superconductor phase fluctuations while preserving the nodal quasiparticles (in a preformed pairing scenario) [35] and (2) determining the effects of dephasing for critical wave fluctuations due to inelastic electron-electron collisions [36] in the unusual "multifractal metal" revealed here.
There are three classes of time-reversal invariant TSCs in 3D, differing by the amount of spin rotational symmetry: CI [SU(2)], AIII [U(1)], and DIII (no spin symmetry, strong spin-orbit coupling). There are also three classes of time-reversal broken quantum Hall topological insulators or SCs in 2D: class C [spin quantum Hall (SQH) effect], class A [ordinary integer quantum Hall (IQH) effect], and class D [thermal quantum Hall (TQH) effect] [8, 37] . The class C and D effects could be realized in d+id and p+ip superconductors, respectively [38, 39] .
Our related recent work found "stacks" of critical, class C SQH plateau transition states at finite energy at the surface of a class CI TSC [27] with generic time-reversal invariant disorder. The finite-energy states of a class AIII TSC are believed to sit at the class A IQH plateau transition [25, 26, 28] . We therefore expect that the critical states found here at finite energy, appropriate to the 2D surface Majorana fluid of a class DIII TSC with timereversal invariant disorder, correspond to a version of the class D TQH plateau transition. Unlike the plateau transitions in classes C and A, relatively little is known about wave function criticality in class D [40] [41] [42] [43] [44] [45] [46] . Finally we note that the effective breaking of time-reversal symmetry for finite-energy surface states of bulk TSCs is perhaps surprising; note, however, that in classes CI and AIII in the Nambu formalism, physical time-reversal is encoded in a chiral symmetry [47, 48] , so that Kramers partners appear at positive and negative energies. In class DIII, by contrast, eigenstates are Kramers degenerate.
Model.-The action for a 2+1-D Dirac fermion propagating through curved spacetime is [1]
where µ ∈ {t, x 1 , x 2 } and A, B, C ∈ {0, 1, 2}; repeated indices are summed. For the metric g µν , |g| d 3 x is the spacetime volume measure. The field ψ = ψ σ denotes a 2-component Dirac spinor (σ ∈ {↑, ↓}), {γ A } are the 2×2 gamma matrices (Pauli matrices in this case), E µ A is the "dreibein," ω µ BC is the spin connection, andŜ BC is a matrix that generates a local Lorentz transformation on the Dirac spin index [3] .
We specialize to a static, random velocity of light with components v a (r) (a ∈ 1, 2 and r = {x 1 , x 2 }). This situation can be encoded in the diagonal spacetime metric
Then it is possible to choose the dreibein [49] so that Eq. (1) reduces to
Here we have absorbedγ 0 intoψ, and {σ 1,2 } denote the Pauli matrices in the usual basis. The "Berry phase" termψ i∂ t ψ has a homogeneous coefficient, corresponding to the physically flat spacetime hosting the 2+1-D Dirac material. Nevertheless, the Ricci tensor associ-
Note that the spin connection ω µ BC has apparently disappeared in Eq. (3); in fact, it will reappear as a counterterm if one integrates by parts the left-derivative in this equation. The DoCS counts the number of states with critical statistics (multifractal spectra) that match a universal ansatz with a certain fitness criterion. Also plotted is the second IPR P2 (green dots), which only becomes appreciable in the highenergy Lifshitz tail. (b) The anomalous multifractal spectrum ∆(q) ≡ τ (q) − 2(q − 1) for a narrow energy bin of states, selected from the DoS with the highest percentage of critical states. The solid red curve denotes an average over 36 states with consecutive energy eigenvalues; the shaded red region indicates the standard deviation. The blue dashed curve is a parabolic ansatz for ∆(q). States contributing to the critical count in (a) match the ansatz within a certain threshold (see text) over the range 0 ≤ q ≤ qc = 5.1.
Eq. (3) could be realized on the surface of a class DIII topological superconductor (TSC) [15] [16] [17] [18] with the simplest (minimal) nontrivial winding number |ν| = 1 [4, 19] . In this case ψ is a real Majorana field with ψ σ = iψ σ σ 1 σ σ , and one can show that [49] v
where v 0 is the bare velocity of the surface Majorana fluid, A 0 (r) is the screened electric potential due to (e.g.) static charged impurities placed on the surface, and E bulk is the bulk excitation gap energy of the TSC. This coupling of the surface velocity to the electric potential appears in k · p perturbation theory for the surface states, when virtual mixing with bulk scattering states is included [49] ; ϑ denotes a pure order-one number.
The range of the correlations in the potential A 0 (r) due to randomly sprinkled surface impurities is set by the screening length. The disorder can be characterized by a varianceλ ∝ n imp e 2 / (k F k TF ) 2 , where n imp is the surface areal impurity density, and k F (k TF ) is the bulk Fermi (Thomas-Fermi screening) wave vector. In units such that v 0 = 1,λ is a squared-length; weak, short-range correlated modulation of the velocity is therefore strongly irrelevant [51] at zero energy on the surface; surface energies are measured relative to the chemical potential in the bulk gap. More relevant perturbations of the Majorana surface fluid (i.e., those without derivatives) are forbidden by time-reversal symmetry. Low-energy states are therefore expected to be only weakly affected by the disorder [4] . The fate of the finite-energy states is not obvious, however, since energy is itself a strongly relevant perturbation [27, 28] . Spatial velocity modulation of massless 2+1-D Dirac carriers can appear in a nontopological setting, whenever these arise from a correlation gap. E.g., the strong spatial inhomogeneity observed in the d-wave order parameter by STM studies of the cuprate superconductor BSCCO [20] [21] [22] [23] [24] should in turn imply the modulation of the nodal quasiparticle velocities along the Fermi surface. Unlike the protected surface of a TSC, additional sources of internode scattering can arise due to short-ranged impurity scattering [6, 34, 53] ; if present, these can dominate over the effects of velocity modulation. Depending on whether one, two, or four nodes are coupled in the d-wave problem, one can get critical states all the way down to zero energy [25] [26] [27] (with a concomitant critical scaling of the low-energy global density of states) [28] [29] [30] [31] [32] , or Anderson localization [6, 33] . It is possible in the cuprate superconductors, though, that the potential induced by remote dopants is sufficiently smooth so that velocity modulation is the primary effect. This is consistent with the weak effects of disorder on the lowest-energy quasiparticles observed in STM studies [22, 23] .
Results.-We study the Dirac Hamiltonian with random velocities v 1,2 (r). In order to work directly in the continuum, we perform exact diagonalization in momentum space. The velocity components are v a (r) ≡ 1 + P a (r), where the impurity potential is taken to be a composition of random phases in momentum space:
−θ a (k), but these are otherwise independent, uniformly distributed phase angles. We choose a short correlation length so as to approximate white noise disorder, appropriate (e.g.) for efficient screening of Coulomb impurities on the surface of a TSC: ζ ≡ (0.25)(2π/Λ), where Λ is the momentum cutoff. Disorder becomes "strong" when the local variance of P a (r) in position space (≡ ∆P ) becomes of order one. Disorder beyond this threshold regularly tips the velocity components through zero, which creates curvature horizons [2, 5] . Since ∆P = λ /(2πζ 2 ), this corresponds to the condition λ ≡λ(Λ/2π) 2 = π/8 0.4.
Here λ denotes the dimensionless disorder strength. Representative plots of the LDoS for states at different energies appear in Fig. 2 . We calculate the multifractal spectrum τ (q) by the usual box-counting method; details are identical to Ref. [27] . In order to quantify the degree of criticality throughout the energy spectrum, we employ the following criterion. We compare the computed τ (q) spectrum for every state in regularly spaced energy bins to a quadratic ansatz [27] , τ (q) = 2(q − 1)(1 − q/q 2 c ) for q < |q c |, and τ (q) = 2[1 − sgn(q)/q c ] 2 q for |q| > q c . We employ the "fitness" criteria, defined as follows [27] . For each eigenstate ψ(r), we compute the error between the numerical spectrum [≡ τ N (q)] and the appropriate analytical prediction [≡ τ A (q)], error(q) ≡ |τ N (q) − τ A (q)|/τ A (q). If the error is less than or equal to 4% for 85% of the evaluated q-points in the interval 0 ≤ q ≤ q c , we keep the state. We consider bins of 36 states each with consecutive eigenenergies.
We empirically choose q c = 5.1 for the parabolic ansatz. We exclude negative moments q < 0 from the fitness criterion, since evaluating these accurately requires significant coarse-graining; for this reason negative moments are typically not reported. We are unable to determine if the deviation seen between the ansatz and the data for q < 0 in Fig. 3(b) is intrinsic, or simply a finitesize limitation. We define the density of critical states (DoCS) as the number of states within an energy bin satisfying the above criterion. The total density of states (DoS) and the DoCS are shown in Fig. 3 , along with representative multifractal spectra. In Figs. 4 and 5 , we show the DoS and DoCS for different strengths of disorder and different system sizes. Our main observation is that increasing the disorder or the system size makes more of the spectrum critical. In Fig. 5(b) , we show the finite-size scaling of two particular multifractal dimensions with system size.
As emphasized above, the velocity randomness is a strongly irrelevant perturbation near the Dirac point. A semiclassical kinetic theory calculation of the dc conductivity (for an electrically charged Dirac field ψ) predicts a divergent dc conductivity for all nonzero temperatures [54] . Our identification of critical states with a universal multifractal spectrum at finite energy should instead imply a finite dc conductivity in the quantum case. On the other hand, conventional symmetry arguments imply that the finite-energy states of a class DIII model should reside in the Wigner-Dyson symplectic class AII [8] . This class can exhibit weak antilocalization, leading to a "supermetallic" phase in 2D [9, 10] . In a finite-size system, it would therefore not be surprising to find multifractal wave functions in 2D, since the scaling is only logarithmic in the system size. However, the curvature of the spectrum in that case should be related to the bare disorder strength [55] . Moreover, more of the spectrum should become more weakly multifractal with increasing system size. Both of these are inconsistent with the trends observed in Figs. 4 and 5 .
In fact, symmetry only dictates that the finite-energy states should be characterized by O(2n) symmetry (using fermionic replicas, with n → 0) [27] . This can be seen via nonabelian bosonization of the clean, zero-energy Majorana theory [48] . Fig. 3 , but for six different system sizes. The system is a (2N + 1) × (2N + 1) grid of momenta. The dimensionless disorder strength is fixed to λ = 0.060. The main observation is that more of the spectrum becomes critical (instead of ergodic) with increasing system size. This is the opposite behavior expected from conventional symmetry arguments, which would place the finiteenergy states in the symplectic class AII. In that case, weak antilocalization should induce a slow reduction of multifractality with increasing N [8] . Panel (b) shows the finite-size scaling of two particular anomalous multifractal dimensions ∆(2) and ∆(3). In each case the data (red dots) correspond to the average of a narrow energy bin selected with the highest percentage of states matching the quadratic ansatz for ∆(q), shown in Fig. 3(b For the static metric given by Eq. (2) in the main text, the dreibein in Eq. (1) can be chosen as
We choose a basis for the gamma matrices,
After absorbing the matrixγ 0 intoψ and using the fact that γ 0 2 =1, the action in Eq. (1) reduces to
The spin connection merely plays the role of a counterterm to ensure Hermiticity of the single-particle Hamiltonian. Consider for simplicity the case with v 1 = v 2 ≡ v(r), so that φ 1 = φ 2 = 1 and φ 0 = v. Then the non-vanishing Christoffel symbols are
The spin connection is
the only nonzero components of which are
Then Eq. (S2) reduces to
Finally, usingŜ
we can integrate by parts to get Eq. (3) of the main text, specialized to v 1 = v 2 = v.
II. "GRAVITATIONAL" COUPLING OF ELECTRIC POTENTIALS TO THE SURFACE MAJORANA FLUID OF A CLASS DIII TOPOLOGICAL SUPERCONDUCTOR
In this section we derive the form of the velocity modulation in Eq. (4) of the main text, corresponding to the effect of an electric potential A 0 (r) on the 2D Majorana fluid expected to form at the surface of a class DIII topological superconductor.
A. Bulk and surface states for solid-state 3 He-B As a simple model for a class DIII bulk topological superconductor with winding number |ν| = 1, we consider a solid-state analog of 3 He-B [S1, S2]. The bulk Bogoliubov-de Gennes Hamiltonian features isotropicσ · k pairing, whereσ =σ ax a is the vector of Pauli matrices acting on the physical spin-1/2 components σ ∈ {↑, ↓}, and a is summed over {1, 2, 3}. The mean-field Hamiltonian is
where µ > 0 is the chemical potential and ∆ is the p-wave pairing amplitude. Here we have introduced the Balian-Werthammer ("Majorana") spinor
The Pauli matrices {τ 1,2,3 } act on particle-hole space. Particle-hole P , time-reversal T , and chiral S (≡ T × P ) symmetries are defined via
consistent with class DIII [S3, S4]. As in [S5] , we implement hardwall boundary conditions at z = 0 in order to get surface states. Eq. (S7) separates into a k = 0 piece, and a nonzero k piece, where k ≡ {k x , k y } now accounts only for conserved transverse momenta.
(S10)
We have included a scalar electric potential A 0 (r) as a perturbation inĥ 1 .
The Hamiltonianĥ 0 has a pair of zero-energy Majorana bound states,
where |τ 1 = m s is the particle-hole (τ ) space spinor, which is "locked" to theσ z -spin projection m s (in the plus and minusτ 1 -direction for m s =↑ and ↓, respectively). The spatial profile of the bound state is
where N 0 is a normalization factor.
B. k · p perturbation theory An effective Hamiltonian for the surface theory at k = 0 obtains by taking matrix elements of the following operator between the m s = ±1 zero modes in Eq. (S11),
1 |ψ q,ms ψ q,ms | −τ 1 |ψ q,ms ψ q,ms |τ 1 ĥ 1 + . . . ,
where we have expanded the second term via the k = 0 resolution of the identity. The operatorP 1 on the first line is the projection out of the degenerate eigenspace of the zero modes,P 1 =1 −P 0 , wherê P 0 = ms=±1 |ψ 0,ms ψ 0,ms |.
The state |ψ q,ms is a positive-energy (gapped) bulk eigenstate ofĥ 0 , parameterized by the standing wave momentum q, whileτ 1 |ψ q,ms is its negative-energy chiral conjugate [Eq. (S9)]. E q = (q 2 /2m − µ) 2 + q 2 ∆ 2 denotes the positive eigenenergy.
The first term in Eq. (S13) gives the relativistic dispersion for the Majorana surface fluid, (S15)
Coupling to the vector potential A 0 obtains from the second term in Eq. (S13). Working to linear order in the potential, the relevant +− matrix elements take the form − ms=±1 ∞ 0 dq 2πE q τ 1 = +1| +1| ϕ| −eA 0τ 3 |ψ q,ms ψ q,ms | −τ 1 |ψ q,ms ψ q,ms |τ 1 ∆σ · kτ 2 |τ 1 = −1 |−1 |ϕ = eA 0 ∆ik ∞ 0 dq 2πE q τ 1 = −1| ϕ| |ψ q,+1 ψ q,+1 | −τ 1 |ψ q,+1 ψ q,+1 |τ 1 |τ 1 = +1 |ϕ = eA 0 ∆ik ∞ 0 dq πE q ϕ| τ 1 = −1 |ψ q,+1 ψ q,+1 |τ 1 = +1 |ϕ ,
and − ms=±1 ∞ 0 dq 2πE q τ 1 = +1| +1| ϕ| ∆σ · kτ 2 |ψ q,ms ψ q,ms | −τ 1 |ψ q,ms ψ q,ms |τ 1 −eA 0τ 3 |τ 1 = −1 |−1 |ϕ = ∆ik eA 0 ∞ 0 dq πE q ϕ| τ 1 = −1 |ψ q,−1 ψ q,−1 |τ 1 = +1 |ϕ ,
where k ≡ k x − ik y . Evaluating these leads to perturbation of the form
where E bulk k F ∆ is the bulk excitation gap, and ϑ is a pure order-one number. Since the bare Majorana fluid velocity is ∆, we recover Eq. (4) in the main text.
