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Kurzzusammenfassung
Die physikalische Modellierung von Halbleiter-Lasern fu¨hrt u¨ber die Maxwell-Gleichungen auf
ein 2-dimensionales Transmissions-Problem, bei dem eine Lo¨sung der Helmholtz-Gleichung im
Inneren eines beschra¨nkten Gebiets mit Wellenzahl nk und im A¨ußeren eine Lo¨sung mit Wel-
lenzahl k gesucht ist, so daß beide Lo¨sungen u¨ber den Rand stetig diﬀerenzierbar sind. In dieser
Arbeit wird ein Pra¨diktor-Korrektor-Algorithmus vorgestellt, der es im Unterschied zu fru¨heren
Verfahren gestattet, alle Eigenwerte in einem vorgegebenen Bereich a ≤ |k| ≤ b direkt, sukzessiv
und eﬃzient zu berechnen, so daß die Entwicklung von Suchstrategien wie bei fru¨heren Algo-
rithmen obsolet wird. Das Verfahren setzt auf einer Randintegraldiskretisierung der jeweiligen
Helmholtz-Operatoren auf, deren Diskretisierungsfehler bei der Berechnung der Eigenfunktionen
bzw. Eigenwerten exponentiell kleiner wird. Wenn das Ausgangsgebiet durch eine Billard-Kurve
berandet wird, die durch eine Familie von p-periodischen Orbits beschrieben ist, ko¨nnen im
quasi-klassischen Grenzu¨bergang k →∞ die Lo¨sungen des Transmissions-Problems mittels Tra-
jektorien dieses Billards approximiert werden. Die Existenz solcher Billards wurde in [BZ03] von
Y. Baryshnikov und V. Zharnitsky bewiesen. In der vorliegenden Arbeit werden zwei numerische
Konstruktionsverfahren fu¨r solche Billards angegeben. Insbesondere wird gezeigt, daß sie Lo¨sun-
gen des Transmissions-Problems besitzen, welche im Inneren des Billards lokalisiert sind. Die
so entdeckten Billards deﬁnieren eine neue Klasse von Halbleiter-Lasern. Die mathematischen
Vorhersagen u¨ber Direktionalita¨t und Intensita¨t solcher Laser konnten experimentell veriﬁziert
werden.
Abstract
The modelling of semi-conductor lasers via Maxwell’s equations results in a 2-dimensional trans-
mission-problem, for which a solution of Helmholtz’s equation with wavenumber nk in the in-
terior of a bounded domain and a solution with wavenumber k in the exterior has to be found,
such that both solutions are continously diﬀerentiable across the boundary. This thesis presents
a predictor-corrector algorithm, which allows a direct, successive and eﬃcient calculation of all
eigenvalues in a prescribed range a ≤ |k| ≤ b, hence making the development of search stra-
tegies obsolete in contrast to former algorithms. The method is based on a boundary integral
discretisation of the Helmholtz-operators, whose discretisation error of the eigenfunctions and
eigenvalues decreases exponentially. In the case of a domain bounded by a billiard-curve, which
is described by a family of p-periodic orbits, the solutions of the transmission-problem in the
quasi-classical limit k → ∞ can be approximated by classical trajectories in the billiard. The
existence of such billiards was shown by Y. Baryshnikov and V. Zharnitsky in [BZ03]. In this
thesis two numerical methods for the explicit construction of such billiards are developed. Mo-
reover, it will be shown that these billiards have solutions of the transmission-problem, which are
localized in the interior of the billiard. These recently discovered billiards deﬁne a new class of
semi-conductor lasers. The mathematical predictions about directionality and intensity of such
lasers could be veriﬁed experimentally.

iEinleitung
Die Entwicklung des Quantenkaskaden-Lasers (QKL) bei den Bell-Labs Anfang der 90er Jah-
re ermo¨glichte eine Miniaturisierung in der Lasertechnik um mehrere Gro¨ßenordnungen. Dieser
große Fortschritt wurde ermo¨glicht durch die Verwendung spezieller Halbleitermaterialien und
der Verwendung des Prinzips der Totalreﬂektion in den Resonatoren gegenu¨ber der fru¨her-
en Verwendung von Spiegeln. Der Brechungsindex n des Halbleitermaterials ist hierbei gro¨ßer
als der des umgebenden Mediums. In den ersten Quantenkaskaden-Lasern wurden kreisfo¨rmige
Resonator-Querschnitte verwendet. Praktisch bedeutsame Leistungsdaten fu¨r die Direktiona-
lita¨t und Intensita¨t wurden dagegen erst Mitte der 90er Jahre durch Querschnitte erreicht, bei
denen quadrupolare Deformationen des Kreises als Resonator-Querschnittsﬂa¨che entdeckt wur-
den. Bei diesem Laser-Typ verlaufen die Lichtwege entlang eines stabilen 4-periodischen Orbits
in Form einer Smoking-Fliege. Man spricht deshalb von Bow-Tie Lasern. Die Verbesserung der
Output-Leistung eines Quantenkaskaden-Lasers kann erreicht werden durch eine Erho¨hung der
Anzahl der Reﬂektionen der Lichtstrahlen im Resonator. Diese Anzahl wird wesentlich bestimmt
durch den Querschnitt des Resonators. Mathematisch kann ein derartiges Lichtsystem modelliert
werden als ein ideales Billardsystem, bei dem die Billardkugel gema¨ß dem klassischen Gesetz
”
Einfallswinkel=Ausfallswinkel“ an der Bande reﬂektiert wird.
Y. Baryshnikov und V. Zharnitsky konnten 2003 die Existenz von Billardtischen zeigen, bei de-
nen zu jedem Randpunkt ein Anstoßwinkel fu¨r eine Billardkugel existiert, so daß die Billardkugel
nach genau p Reﬂektionen am Rand wieder in dieselbe Ausgangslage zuru¨ckkehrt. Solche soge-
nannten p-Lazutkin-Billards sind fu¨r die Herstellung von Resonatoren besonders gut geeignet.
Triviale Beispiele fu¨r solche Billardtische sind Kreis und Ellipse, jedoch gelang die numerische
Berechnung nicht-trivialer p-Lazutkin-Billards nicht.
Ein daran anschließendes generelles Problem besteht in der numerischen Berechnung der Lei-
stungsmerkmale von Quantenkaskaden-Lasern mit beliebigen Randkurven. Die Lichtemission
wird durch die Maxwell-Gleichungen bestimmt. Unter Beru¨cksichtigung der Randbedingungen
am U¨bergang zwischen Resonator und dem umgebendem Medium fu¨hren die zeitunabha¨ngi-
gen Maxwell-Gleichungen fu¨r die Wellenfunktion u im Resonator mit Querschnitt Ω auf das
2-dimensionale Transmissions-Problem:
Finde k ∈ C, so daß
∆u + k2n2u = 0, fu¨r x ∈ Ω
∆u + k2u = 0, fu¨r x ∈ Ω
erfu¨llt ist und u und die Normalenableitung ∂nu stetig am Rand sind.
Im Laser-Problem sind nur solche Lo¨sungen des Transmissions-Problems von Interesse, bei denen
|k|  1 ist. Unter dieser Bedingung sind die bisher bekannten numerischen Verfahren zur Lo¨sung
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des Transmissions-Problems nicht eﬃzient.
Jedes p-Lazutkin-Billard kann als dynamisches System aufgefaßt werden. Die besondere Eigen-
schaft dieser Billard-Klasse ist die Existenz einer invarianten Kurve im Phasenraum, die nur aus
p-periodischen Orbits besteht. In dieser Arbeit werden zwei numerische Verfahren angegeben,
mit denen erstmals nicht-triviale Beispiele von p-Lazutkin-Billards konstruiert werden konnten.
Diese neuen Algorithmen erlauben insbesondere eine kontrollierte Einﬂußnahme auf die Gestalt
der invarianten Kurve im Phasenraum, was sich fu¨r die technische Realisierung entsprechender
Quantenkaskaden-Laser von großer Bedeutung erweist.
In einem p-Lazutkin-Billard bezeichnet man als dessen p-periodische Kaustik die Evolute aller
p-periodischen Orbits, die den Billard-Rand beschreiben. Diese ist eine Kurve mit der Eigen-
schaft, daß ein Strahl, der tangential zu ihr ist, auch nach Reﬂektion am Rand tangential zu
ihr bleibt. Fu¨r |k|  1 sind die Lo¨sungen des Transmissions-Problems durch klassische Licht-
wege im Billard charakterisiert. Dies fu¨hrt insbesondere zur Existenz von Lo¨sungen, die entlang
der Kaustik lokalisiert sind. Diese neue Lo¨sungsklasse des Transmissions-Problems nennt man
innere Whispering-Gallery Lo¨sungen wegen ihrer Analogie zur Schallwellenausbreitung in einer
Flu¨ster-Galerie.
Es stellte sich daher das Problem, solche Lo¨sungen numerisch zu berechnen. Zur numerischen
Behandlung des Transmissions-Problems mit großen Wellenzahlen werden in der physikalischen
Literatur verschiedene Verfahren entwickelt, denen es jedoch an qualiﬁzierten Fehlerabscha¨tzun-
gen mangelt oder bei denen die Laufzeit fu¨r gute Na¨herungen inakzeptabel anwa¨chst.
Dem gegenu¨ber wird in der vorliegenden Arbeit ein Laufzeit eﬃzienter Algorithmus entwickelt,
mit dem ein exponentielles Abfallen des Fehlers in der Berechnung von Eigenfunktionen und
Eigenwerten erreicht wird. Hierzu wird das Transmissions-Problem auf die Lo¨sung eines nicht-
linearen Integralgleichungssystems zuru¨ckgefu¨hrt, bei dem sich die Integrale u¨ber den Rand ∂Ω
erstrecken. Es gelingt, die beno¨tigten Integralkerne so in einen analytischen und singula¨ren Teil
aufzuspalten und fu¨r jeden Teil geeignet adaptierte Quadraturformeln zu entwickeln. Die Dis-
kretisierung fu¨hrt auf ein nicht-lineares Matrix-Eigenwertproblem. Es kann bewiesen werden,
daß die approximativen Eigenfunktionen und Eigenwerten des diskreten Problems exponentiell
gegen Lo¨sungen des kontinuierlichen Problems konvergieren.
U¨blicherweise wurden bisher zur Berechnung der Eigenwerte in einem vorgegebenen Bereich
a ≤ |k| ≤ b sogenannte Sweep-Algorithmen entwickelt, die die sehr aufwendige Auswertun-
gen von Testfunktionen erforderten. U¨berdies besteht bei diesen Algorithmen das Problem, daß
nicht garantiert alle Lo¨sungen gefunden werden. Dem gegenu¨ber wird in der vorliegenden Arbeit
ein neuer Sweep-Algorithmus entwickelt, der durch die Verwendung einer Pra¨diktor-Korrektor-
Strategie die direkte, sukzessive und vollsta¨ndige Berechnung aller Eigenwerte ermo¨glicht. Da
in der Literatur keine Referenz-Beispiele bekannt sind, wurde die Leistungsfa¨higkeit des neuen
Verfahrens anhand der Spezialisierung auf den Fall des klassischen Helmholtz-Problems gete-
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stet. In den untersuchten Beispielen ist der neue Algorithmus circa 100 Mal schneller als die
altbekannten Verfahren.
Mit den in dieser Arbeit entwickelten Algorithmen gelingt die eﬃziente Simulation von Quan-
tenkaskaden-Lasern mit p-Lazutkin-Querschnitten einschließlich der numerischen Behandlung
der Direktionalita¨ts- und Intensita¨tseigenschaften. Basierend auf solchen Simulationen wurde
bei den Bell-Labs ein Quantenkaskaden-Laser mit einem 3-Lazutkin-Querschnitt gefertigt. Die
numerischen Vorhersagen u¨ber Direktionalita¨t und Intensita¨t wurden experimentell besta¨tigt.
Die Arbeit ist in 5 Kapitel gegliedert. In Kapitel 1 dieser Arbeit werden die grundlegenden
theoretischen Aussagen u¨ber mathematische Billards zusammengestellt. Insbesondere werden
die konstruktiven Aspekte des Existenzbeweises fu¨r p-Lazutkin-Billards von Baryshnikov und
Zharnitsky herausgearbeitet, die fu¨r die explizite numerische Konstruktion herangezogen worden
sind.
Zwei unterschiedliche Konstruktionsverfahren, die einerseits auf einer Minimierungs-Strategie
und andererseits auf einer Optimal-Control-Strategie beruhen, werden im zweiten Kapitel ange-
geben. Mit Hilfe dieser Verfahren wurde das oben genannte 3-Lazutkin-Billard fu¨r die technische
Anwendung erzeugt. Zusa¨tzlich werden weitere Beispiele berechnet, an denen die Konvergenz
des direkten Sweep-Verfahrens zur Lo¨sung des Transmissions-Problems getestet wurde.
Verwandt mit dem obigen Eigenwertproblem ist das bekannte Helmholtz-Eigenwertproblem
∆u+k2u = 0, auf das viele Probleme der mathematischen Physik zuru¨ckgefu¨hrt werden ko¨nnen.
In Kapitel 3 werden kurz Lo¨sungsansa¨tze zur Behandlung des ”asymptotischen“ Helmholtz-
Eigenwertproblems vorgestellt und auf p-Lazutkin-Billards angewendet.
Im vierten Kapitel werden die neuen Algorithmen zur eﬃzienten numerischen Behandlung des
Transmissions-Problems dargestellt und der zugeho¨rige Konvergenzsatz bewiesen. Ferner werden
die Ergebnisse der umfangreichen numerischen Tests dieser Algorithmen beschrieben.
Die Anwendung der neuen Algorithmen auf die numerische Simulation der physikalische Eigen-
schaften von Quantenkaskaden-Lasern erfolgt in Kapitel 5.
An dieser Stelle mo¨chte ich mich ganz herzlich bei allen bedanken, die mich bei der Entste-
hung dieser Arbeit unterstu¨tzt haben. Yuliy Baryshnikov und Vadim Zharnitsky danke ich fu¨r
die wunderbare Zusammenarbeit und Betreuung wa¨hrend meines Forschungsaufenthalts an den
Bell-Labs, bei denen die ersten Ideen zu dieser Arbeit entstanden sind, sowie fu¨r zahlreiche
Ratschla¨ge, die den Fortgang der Arbeit vorangetrieben haben. Mein besonderer Dank gilt Herrn
Prof. Dr. Seydel fu¨r seine Unterstu¨tzung und Fo¨rderung meiner Forschung.
Ko¨ln, im Juli 2005 Pascal Heider
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1 MATHEMATISCHE BILLARDS 1
1 Mathematische Billards
Ein klassisches mechanisches Problem besteht in der Beschreibung der mo¨glichen Wege, die eine
reibungsfrei auf einem ideal ebenen Billardtisch laufende punktfo¨rmig gedachte Billardkugel bei
vollelastischen Sto¨ßen mit der Bande nehmen kann. Letzteres bedeutet, daß die Kugel nach dem
Gesetz
”
Einfallswinkel=Ausfallswinkel“ an der Bande reﬂektiert wird. In der mathematischen
Abstraktion wird der Billardtisch beschrieben durch ein konvexes beschra¨nktes Gebiet Ω ⊂ R2,
welches durch eine geschlossene glatte Kurve berandet ist.
Bekanntlich kann in diesem Fall die Kurve durch die Bogenla¨nge parametrisiert werden. Ist L
die La¨nge der Randkurve, so gibt es also eine glatte Funktion c : [0, L] → R2 mit c(0) = c(L),
so daß
∂Ω = {c(s)|s ∈ [0, L]}
ist.
Die Funktion H(s, s′) : [0, L] × [0, L] → R mit
H(s, s′) := ‖c(s)− c(s′)‖, ‖ · ‖ der Euklidische Abstand,
heißt erzeugende Funktion des Billards. Eine Billardkugel, die den Rand im Punkt z = c(s)
triﬀt und deren Stoßrichtung mit dem Tangentialvektor c′(s) den Einfallswinkel θ bildet, wird
so reﬂektiert, daß sie als na¨chstes den Rand im Punkt z′ = c(s′) unter dem Winkel θ′ mit dem
Tangentialvektor c′(θ′) triﬀt. (z, θ) 	→ (z′, θ′) deﬁniert eine (von der gewa¨hlten Parametrisierung
des Randes unabha¨ngige) Abbildung
P : ∂Ω× (0, π] → ∂Ω× (0, π].
Der Weg einer Billardkugel wird nun beschrieben durch eine diskrete Folge (zi, θi)i≥1 mit
(zi+1, θi+1) = P (zi, θi). (1.1)
Die Abbildung P heißt Billard-Abbildung und beschreibt ein diskretes dynamisches System mit
Phasenraum C := ∂Ω × (0, π]. Das dynamische System (1.1) zum Gebiet Ω wird im folgenden
oft auch als das zu Ω geho¨rende Billard-System (Ω, P ) genannt. Wenn die Abha¨ngigkeit von Ω
aus dem Zusammenhang erkennbar ist, wird nur die Bezeichnung Billard-System benutzt und
Ω als Billard bezeichnet.
1.1 Eigenschaften von Billard-Systemen
In diesem Kapitel werden zuna¨chst einige bekannte Eigenschaften der Billard-Abbildung in Er-
innerung gerufen (vgl. [KH95]). Ziel ist es, die Struktur des Phasenraumes C unter Anwendung
der Billard-Abbildung P besser zu verstehen.
1 MATHEMATISCHE BILLARDS 2
Unabha¨ngig von der Geometrie von Ω ist die Billard-Abbildung stets ﬂa¨chen- und orientierungs-
erhaltend.
Nach der Deﬁnition ist
cos θ =
〈c′(s), z′ − c(s)〉
‖c′(s)‖ · ‖z′ − c(s)‖ .
Andererseits gilt
∂H
∂s
=
1
2
2 [〈c′(s), c(s)〉 − 〈c′(s), z′〉]
‖z′ − c(s)‖ = −
〈c′(s), z′ − c(s)〉
‖c′(s)‖ · ‖z′ − c(s)‖
= − cos θ. (1.2)
Analog folgert man die Gleichung
∂H
∂s′
= cos θ′. (1.3)
Aus diesen beiden Gleichungen folgt, daß die Fla¨chenform sin θdθ∧ ds P -invariant ist, denn aus
dH =
∂H
∂s
ds +
∂H
∂s′
ds′ = − cos θds+ cos θ′ds′
folgt
0 = d2H = − sin θdθ ∧ ds+ sin θ′dθ′ ∧ ds′.
Fu¨r die graphische Darstellung des Phasenraumes werden oft die Koordinaten r = cos θ und s
benutzt. In diesen Koordinaten folgen aus Gleichungen (1.2) und (1.3)
∂
∂s
H(s, s′) = −r,
∂
∂s′
H(s, s′) = r′.
Als Korollar gewinnt man die folgenden Eigenschaften eines Billardsystems
1.1 Korollar (Eigenschaften eines Billard-Systems).
(B1) Die Billard-Abbildung besitzt keine asymptotisch stabilen Gleichgewichtspunkte.
Beweis: (B1) folgt aus der Fla¨chenerhaltung. 
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1.2 Deﬁnition.
(i) Ein Billard-System Ω heißt konvex, falls die Kru¨mmung κ(z) des Randes ∂Ω in jedem
Punkt z die Ungleichung
κ(z) ≥ 0
erfu¨llt.
(ii) Ein Billard-System Ω heißt strikt konvex, falls sogar
κ(z) > 0
gilt.
Um die Billard-Abbildung P gut zu verstehen, ist es notwendig, P -invariante Mengen, also
Mengen M ⊆ C mit der Eigenschaft P (M) ⊆M , zu erkennen und zu untersuchen. Beispiele fu¨r
invariante Mengen sind die periodischen Orbits.
Das Tupel ((z1, θ1), . . . , (zp, θp)) ∈ Cp mit der Eigenschaft (zj+1, θj+1) = P (zj , θj) und (z1, θ1) =
P (zp, θp) beschreibt einen p-periodischer Orbit. Im folgenden werden nur spezielle p-periodische
Orbits mit der zusa¨tzlichen Eigenschaft betrachtet, daß die Punkte zj den Rand entgegen den
Uhrzeigersinn durchlaufen (vergleiche Abbildung 1). Alle Sa¨tze ko¨nnen aber leicht auf beliebige
p-periodische Orbits verallgemeinert werden.
z3
z1
z2
z5
z4
z1
z2
z3
z4
z5
Abbildung 1: Links: Im folgenden werden nur noch periodische Orbits dieses Typs betrachtet.
Die Punkte (z1, . . . , z5) durchlaufen den Billardrand entgegen dem Uhrzeigersinn. Rechts: Diese
Typen von periodischen Orbits werden nicht betrachtet. Die Sa¨tze ko¨nnen aber leicht auf diese
Typen verallgemeinert werden.
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Als Ausgangspunkt fu¨r das Auﬃnden von periodischen Orbits dient die folgende Beobachtung:
Liegen die Punkte z−1, z0, z1 auf einem Teil eines Orbits, dann bilden das Segment, das z−1 und
z0 verbindet, und das Segment, das z0 mit z1 verbindet, den selben Winkel mit der Tangente
im Punkt z0. Sind si die zu den zi geho¨rigen La¨ngenparameter, so gilt wegen Gleichungen (1.2)
und (1.3)
d
ds
H(s−1, s) +
d
ds
H(s, s1) = 0, bei s = s0.
Also ist z0 ein kritischer Punkt des Funktionals s 	→ H(s−1, s) + H(s, s1).
Diese Beobachtung motiviert einen variationellen Ansatz zur Bestimmung von periodischen Or-
bits in Billard-Systemen. Die Grundlage fu¨r diese Methode ist die Untersuchung des La¨ngen-
funktionals
L(s1, . . . , sp) :=
p∑
i=1
H(si, si+1),
wobei si die Bogenla¨ngen-Parameter zu einer Folge von Punkte (zi, θi) unter der Billard-Abbild-
ung sind. Ein p-periodischer Orbit entspricht einem kritischen Punkt dieses Funktionals.
Man kann folgenden Satz elementar beweisen, der auf Birkhoﬀ zuru¨ck geht ([Sin76]).
1.3 Satz (Birkhoﬀ). Sei Ω ein strikt konvexes Billard mit dem C1-Rand ∂Ω. Fu¨r jedes p ≥ 2,
existieren zwei geometrisch unterschiedliche p-periodische Orbits.
Satz (1.3) liefert keine Aussage u¨ber das Stabilita¨tsverhalten der gefundenen periodischen Orbits.
Fu¨r den Spezialfall p = 2 kann jedoch das obige Ergebnis erweitert werden ([KH95]).
1.4 Satz. Sei Ω ein strikt konvexes Billard mit dem C2-Rand ∂Ω. Dann existieren mindestens
zwei verschiedene 2-periodische Orbits: fu¨r den einen ist der Abstand zwischen den jeweiligen
Randpunkten der Durchmesser diamΩ von Ω, fu¨r den anderen ist es die Weite widthΩ von Ω.
Der erste Orbit ist hyperbolisch, der zweite ist elliptisch.
1.5 Deﬁnition.
(i) Eine invariante Kurve Γ ⊂ C von P ist eine P -invariante Menge in C, die Graph einer
stetigen Funktion φ : ∂Ω → (0, π] ungleich der konstanten Funktionen 0 und π ist, also
Γ = {(z, φ(z))|z ∈ ∂Ω} und P (Γ) ⊆ Γ.
(ii) Als Kaustik eines Billards Ω bezeichnet man eine stu¨ckweise stetige, glatte Kurve γ im
Inneren von Ω, mit der Eigenschaft, daß eine Trajektorie, die tangential zu γ ist, auch
nach Reﬂektion am Rand tangential zu γ bleibt.
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(iii) Eine Kaustik γ heißt durch eine invariante Kurve deﬁniert, falls die Menge Γ aller Pha-
senraumpunkte (z, θ), wobei z Schnittpunkt einer Tangente von γ mit dem Rand ∂Ω und
θ der zugeho¨rige Schnittwinkel ist, eine invariante Kurve ist.
Abbildung 2: Links: Die Kurve im Inneren ist eine Kaustik. Ein Orbit bleibt auch nach Reﬂektion
am Rand tangential zur Kurve im Inneren. Rechts: Eine durch eine invariante Kurve deﬁnierte
Kaustik im Inneren des Kreises. Die invariante Kurve ist Graph der Funktion φ(s) = 2π5 .
Lazutkin ([Laz73b]) konnte fu¨r strikt konvexe Billard-Systeme die Existenz einer Familie von
Kaustiken in der Na¨he des Randes zeigen.
1.6 Satz (Lazutkin). Sei Ω ein strikt konvexes Billard-System mit glattem Rand. Dann exi-
stiert zu jedem hinreichend kleinen ε > 0 eine Familie von invarianten Kurven {Γα}, so daß
stets
Γα ⊂ ∂Ω× (0, ε)
ist.
Zusa¨tzlich zur Eigenschaft (B1) gelten fu¨r strikt konvexe Billards die:
Eigenschaften eines strikt konvexen Billard-Systems:
(B2) Das System besitzt einen elliptischen und einen hyperbolischen 2-periodischen Orbit.
(B3) Fu¨r jede natu¨rliche Zahl p ≥ 3 besitzt das System mindestens 2 verschiedene p-periodische
Orbits.
(B4) Der Phasenraum C besitzt eine Familie {Γα} von invarianten Kurven mit der Eigenschaft
Γα ⊂ ∂Ω×(0, ε) fu¨r hinreichend kleines ε > 0. Diesen Streifen nennt man Lazutkin-Streifen.
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1.2 Billard-Systeme unter kleinen Deformationen von Ω
Da bei der numerischen Konstruktion von Billards zwangsla¨uﬁg kleine Fehler gemacht werden,
ist es notwendig zu verstehen, wie sich die Billard-Abbildung P unter kleinen Deformationen
von Ω verha¨lt.
Nach ([KH95], (9.2.1)) ist jede Billard-Abbildung eine sogenannte Twist-Abbildung. Insbeson-
dere existiert eine Koordinatentransformation (z, θ) 	→ (J, φ), so daß sich das Billard-System
(1.1) in den neuen Koordinaten als
(Ji+1, φi+1) = (Ji, φi + 2πΛ(Ji))
mit einer Funktion Λ(J) schreiben la¨ßt, welche mit wachsendem J abnimmt ([GH96]). Die
invarianten Kurven des Billard-Systems (1.1) gehen u¨ber in Geraden J = const.
Man betrachtet nun Sto¨rungen Pε der Form
(Ji+1, φi+1) = Pε(Ji, φi) = (Ji + εf(Ji, φi, ε), φ + 2πΛ(Ji) + εg(Ji, φi, ε))
mit beschra¨nkten und in der φ-Komponente 2π-periodischen, Cr - Funktionen f und g.
Fu¨r diese gilt der beru¨hmte Twist-Satz von Moser.
1.7 Satz (Twist-Satz, [GH96], [Mos73]). Sei Λ(J) eine Cr-Funktion mit r ≥ 5 und |Λ′(J)| ≥
ν > 0 fu¨r a ≤ J ≤ b und ε > 0. Dann existiert ein δ = δ(ε,Λ(J)), so daß jede Abbildung Pε mit
sup
(J,φ)∈R
{‖εf‖r + ‖εg‖r} < νδ,
mit R = {(J, φ)|a ≤ J ≤ b} eine invariante Kurve Γε von der Form
J = J0 + U(ψ), φ = φ + V (ψ)
in R besitzt, wobei a < J0 < b ist und U, V stetig diﬀerenzierbare 2π-periodische Funktionen mit
‖U‖1 + ‖V ‖1 < ε
sind. Die induzierte Abbildung auf dieser Kurve ist gegeben durch
φ 	→ φ + 2πλ
mit einer irrationalen Zahl λ, die unendlich viele Bedingungen der Form∣∣∣λ− n
m
∣∣∣ ≥ βm−α (1.4)
mit β, α > 0 fu¨r alle n,m ∈ N erfu¨llt. Zu jedem solchen λ im Bild von Λ gibt es eine invariante
Kurve.
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Dieser Satz besagt also, daß im Fall eines Billard-Systems eine invariante Kurve, die nur aus p-
periodischen Orbits besteht (ein resonanter Torus gema¨ß [GH96, Seite 220]), nach einer kleinen
Sto¨rung aufbricht und sich eine Kette von endlich vielen periodischen Orbits bildet. Diese Orbits
sind abwechselnd elliptisch und hyperbolisch [GH96, Seite 221].
Im Phasendiagramm bildet sich demnach eine Kette von Inseln. Die zu den hyperbolischen Orbits
geho¨renden invarianten Mengen sind zwischen benachbarten ”irrationalen“ Kurven eingesperrt,
welche unter kleinen Sto¨rungen erhalten bleiben. Der Verlauf einer Trajektorie, die sich in einem
solchen Gebiet beﬁndet, ist sehr kompliziert. Sie bleibt in diesem Gebiet gefangen.
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Abbildung 3: Phasenportrait eines leicht deformierten Kreises. Die Randkurve ist im Text de-
ﬁniert. Es wurden 250 Trajektorien mit jeweils 1000 Reﬂektionen berechnet. Als Koordinaten
wurden (s, cos θ) gewa¨hlt.
In Abbildungen 3 - 5 ist ein numerisches Beispiel angegeben, das die Aussagen des Twist-Satzes
veranschaulicht. Hierzu wurde das Phasendiagramm eines Billards berechnet, dessen Randkurve
in Polarkoordinaten durch
r(φ) = 1 + 0.001 sin(4φ) + 0.0002 cos(3φ)
gegeben ist. Diese kann als kleine Sto¨rung der Kreislinie r(φ) = 1 betrachtet werden.
Zur graphischen Darstellung des Phasenportraits wurden 250 Trajektorien in unterschiedlichen
Bereichen des Phasenraumes mit jeweils 1000 Reﬂektionen am Rand numerisch simuliert (vgl.
Abbildung 3). In Abbildung 4 ist eine Vergro¨ßerung des Lazutkin-Streifens berechnet worden.
Es sind deutlich einige invariante Kurven zu erkennen.
Die invarianten Kurven mit rationaler Rotation werden zersto¨rt und es entstehen Ketten von
Inseln wie oben beschrieben. Da diese Inseln im Phasenraum ein sehr kleines Lebesgue-Maß
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haben, ko¨nnen sie im Lazutkin-Gebiet nur schwer numerisch erfaßt werden.
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Abbildung 4: Links: Vergro¨ßerung des Lazutkin-Streifens. Rechts: Vergro¨ßerung des KAM-
Streifens entlang der 4-periodischen Insel-Kette.
Jedoch kann das Aufbrechen in Inseln von invarianten Kurven, die aus 3- bzw. 4-periodischen
Orbits bestehen, sehr deutlich beobachtet werden. Die Abbildung 4 entha¨lt eine Vergro¨ßerung der
4-periodischen Kette, bei der man die Abfolge von hyperbolischen und elliptischen Fixpunkten
sehen kann.
Um die Phasenraumstruktur einer solchen Kette zu veranschaulichen, wurde eine weitere Ver-
gro¨ßerung der Inselkette berechnet. Man erkennt zwei hyperbolische Fixpunkte, die durch einen
homoklinen Orbit miteinander verbunden sind. In der Mitte beﬁndet sich ein elliptischer Fix-
punkt, der von invarianten Kurven umgeben ist. An den Bildra¨ndern werden invariante Kurven
deutlich, die zu irrationalen Kurven des ungesto¨rten Kreises geho¨ren und die Inselkette von oben
und unten einschließen. Je weiter man sich vom elliptischen Fixpunkt entfernt, desto kompli-
zierter und chaotischer wird die Struktur des Phasenraumes.
Numerische Anmerkung:
Die vorangehenden Bilder wurden wie folgt berechnet:
Da der Billard-Rand ∂Ω analytisch in Polarkoordinaten angegeben ist, ∂Ω = {r(φ)}, la¨ßt sich in
jedem Randpunkt auch die Tangente analytisch berechnen. Im Unterschied zur oben benutzen
Bogenla¨nge s zur Darstellung der Randpunkte wird nun der Polarwinkel φ benutzt.
Die Polarkoordinatendarstellung des ausgehenden Strahls ist aus Steigung und Aufsprungspunkt
unmittelbar zu berechnen. Dieser Strahl schneidet ∂Ω in den Punkten φ und P (φ). Der Schnitt-
punkt P (φ) wird mit dem Newton-Verfahren bestimmt.
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Abbildung 5: Vergro¨ßerung einer 4-periodischen Insel.
1.3 p-Lazutkin-Billards
Eine Kaustik, deren Strahlen p-periodische Orbits bilden, heißt p-periodische Kaustik. Hier wird
wie oben angenommen, daß die Folge der Reﬂektionspunkte des periodischen Orbits am Rand
entgegen dem Uhrzeigersinn verla¨uft. Man deﬁniert ([BZ03])
1.8 Deﬁnition. Ein strikt konvexes Billard-System (Ω, P ) heißt p-Lazutkin-Billard-System,
falls eine stetige, einparametrige, nicht-entartete, volle Familie von p-periodischen Orbits exi-
stiert, oder a¨quivalent hierzu, falls das System eine p-periodische Kaustik im Inneren von Ω
besitzt. Dabei heißt eine Familie von p-periodischen Orbits nicht-entartet, falls die Reﬂektions-
punkte jedes Elements paarweise verschieden sind und nicht drei aufeinanderfolgende auf einer
Geraden liegen. Eine solche Familie heißt voll, wenn jeder Punkt z ∈ ∂Ω als Reﬂektionspunkt
eines Elements der Familie vorkommt.
Ein p-Lazutkin-Billard besitzt somit zusa¨tzlich zu den Eigenschaften (B1)-(B4) noch eine in-
variante Kurve Γ = {(s, φ(s)|s ∈ ∂Ω} mit der Eigenschaft, daß jeder Punkt (z1, θ1) ∈ Γ in
einem p-periodischen Orbit ((z1, θ1), . . . , (zp, θp)) mit (zi+1, θi+1) = P (zi, θi) liegt, wobei die In-
dizierung modulo p zu verstehen ist. Insbesondere du¨rfen die oben referierten Ergebnisse u¨ber
kleine Deformationen des Randes ∂Ω angewendet werden. Da bei der numerischen Konstruktion
eines p-Lazutkin-Billards zwangsla¨uﬁg durch die Diskretisierung kleine Fehler gemacht werden,
wird diese invariante Kurve in einem numerisch bestimmten Phasenportrait nicht zu sehen sein.
Jedoch la¨ßt sich eine Inselkette – wie im obigen Abschnitt erla¨utert – beobachten. Der Pha-
senraum C zusammen mit der Billard-Abbildung P kann dann in diesem Bereich mit Hilfe der
KAM-Theorie verstanden werden.
Zusammenfassend erha¨lt man zu den Eigenschaften (B1)-(B4) zusa¨tzlich die
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Eigenschaften eines p-Lazutkin-Billards
(B5) Der Phasenraum besitzt eine invariante Kurve aus p-periodischen Orbits. Diese entspricht
einer p-periodischen Kaustik im Inneren von Ω.
(B6) Durch kleine Sto¨rungen (zum Beispiel bei der numerischen Konstruktion) entsteht eine
Inselkette in einem KAM-Streifen entlang der invarianten Kurve.
Abbildung 6: Illustration der Eigenschaften eines 4-Lazutkin-Billards anhand eines Phasenpor-
traits. Der Billard wurde mit den Methoden aus Kapitel 2 konstruiert. Die Inselkette erkennt
man in der Mitte des Bildes. Von Links nach rechts: der stabile 2-periodische Orbit, eine Trajek-
torie im chaotischen Regime, eine Trajektorie im Lazutkin-Streifen, ein (stabiler) 5-periodischer
Orbit, eine Trajektorie im KAM-Streifen der invarianten Kurve zur 4-periodischen Kaustik.
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Abbildung 7: Links: Phasenportrait eines 4-Lazutkin-Billard. Rechts: Vergro¨ßerung des KAM-
Streifens.
Nicht-triviale Beispiele fu¨r p-Lazutkin-Billards sind Kurven mit konstanter Weite ([Inn88]), die
eine Familie von 2-periodischen Orbits besitzen. Die Kaustik entspricht hier der Evolute des
Randes ∂Ω. Viel schwieriger ist es, Billards mit Familien von 3- oder mehr periodischen Orbits
zu konstruieren. Eine sehr komplizierte Konstruktion fu¨r 3-periodische Orbits ist in [KG95]
erschienen.
Allgemein ist die Frage nach der lokalen Beschaﬀenheit der Menge aller p-Lazutkin-Billards von
großem Interesse.
Dieses Problem wurde ku¨rzlich von Y. Baryshnikov und V. Zharnitsky gelo¨st ([BZ03]), die den
folgenden allgemeinen Existenzsatz fu¨r p-Lazutkin-Billards beweisen konnten. Ein numerisches
Konstruktionsverfahren wird zum erstenmal im na¨chsten Kapitel vorgestellt.
1.9 Satz (Y. Baryshnikov, V. Zharnitsky). Sei Ω ein p-Lazutkin-Billard mit glattem Rand
∂Ω. Dann ist die Menge von Kurven, die bezu¨glich der Sobolev-H2-Topologie in einer hinreichend
kleinen Umgebung von ∂Ω liegen und ebenfalls eine stetige Familie von p-periodische Orbits besit-
zen, eine Mannigfaltigkeit in einem Hilbertraum, die diﬀeomorph zu einer Untermannigfaltigkeit
der Kodimension p− 1 im Sobolevraum aller geschlossenen Kurven im Rp ist.
Im folgenden wird eine Beweisskizze angegeben, die als Interpretation des in [BZ03] angegebenen
Beweises zu verstehen ist, und insbesondere die konstruktiven Aspekte herausarbeitet, die fu¨r
die spa¨teren numerischen Konstruktionen wesentlich sind.
Beweisskizze von Satz 1.9
Jeder p-periodische Orbit von Ω wird durch die p Reﬂektionspunkte z1, . . . , zp auf dem Rand
beschrieben. Diese Punkte ko¨nnen aufgefaßt werden als Eckpunkte eines p-Ecks, bei dem die
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Indizierung der Ecken so gewa¨hlt ist, daß zj+1 = P (zj) mit der Billardabbildung P ist, wobei
die Indizes wieder modulo p zu verstehen sind.
Diese Anordnung der Punkte (z1, . . . , zp) heißt Billard-Anordnung. Sie ist zu unterscheiden von
der geometrischen Anordnung, bei der die Reihenfolge beschrieben wird, mit der die Reﬂek-
tionspunkte auf dem Rand auftreten, wenn dieser ausgehend von z1 im Gegenuhrzeigersinn
durchlaufen wird.
Im folgenden kann man sich beschra¨nken auf den Fall, daß Billard-Anordnung und geometrische
Anordnung u¨bereinstimmen, da man mittels einer eindeutig bestimmten Permutation aus Sp
die beiden Anordnungen ineinander u¨berfu¨hren kann.
z3
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z5
z4
z1
z2
z3
z4
z5
Abbildung 8: Links: Die Billardanordnung (z1, . . . , z5) stimmt mit der geometrischen Anordnung
u¨berein. Rechts: Hier ist die geometrische Anordnung (z1, z4, z2, z5, z3).
Sei V = Cp und V ′ ⊂ V die Untermenge mit der Eigenschaft, daß zj = zj+1 ist und die Strahlen
zj−1zj und zjzj+1 dreier aufeinanderfolgender Punkte nicht auf einer Geraden liegen. Nach der
Voraussetzung gibt es eine stetige Familie
t ∈ I = [0, 1] 	→ z(t) = (z1(t), . . . , zp(t)) ∈ V ′,
mit zj(1) = zj+1(0) fu¨r j = 1, . . . , p.
Sei L : V → R deﬁniert durch
L(z1, . . . , zp) :=
p∑
j=1
|zj − zj+1|.
Nach [Laz73b] ist L(z1(t), . . . , zp(t)) = const fu¨r alle t ∈ I. Ohne Einschra¨nkung kann durch
Umskalieren im folgenden stets const = 1 angenommen werden.
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Man sieht durch Diﬀerenzieren des Funktionals L, daß
M :=
{
z ∈ V ′|L(z) = 1} ⊂ V
eine glatte, (2p− 1) - dimensionale reelle Untermannigfaltigkeit von V ist.
Die gegebene Familie von p-periodischen Orbits kann also als Kurve z : I → M aufgefaßt werden.
Fu¨r alle t ∈ I gibt das Tupel (z1(t), . . . , zp(t)) die Billard-Anordnung des entsprechenden p-
periodischen Orbits an. Nach der Deﬁnition der Billard-Abbildung bedeutet dies, daß die Win-
kelhalbierende des Orbit-Segments zj−1(t)zj(t)zj+1(t) orthogonal zur Tangente im Punkt zj(t)
ist. Dies bedeutet, daß fu¨r alle t ∈ I und j = 1, . . . , p die Gleichungen
z˙j(t) = uj(t)
(
zj+1 − zj
|zj+1 − zj| +
zj − zj−1
|zj − zj−1|
)
(1.5)
mit reellen, glatten Funktionen uj(t) erfu¨llt sind, die man als Kontroll-Variablen der Kurve z(t)
bezeichnet.
1.10 Deﬁnition.
(i) Eine Distribution ordnet auf stetige Weise jedem Element x aus einer glatten, zusam-
menha¨ngenden Mannigfaltigkeit M einen linearen Unterraum ∆x des Tangentialraums
TxM von M in x zu.
(ii) Eine Kurve γ : I →M heißt horizontal zur Distribution ∆, falls fu¨r alle t ∈ I
γ˙(t) ∈ ∆γ(t)
ist.
Fu¨r z = (z1, . . . , zp) ∈M deﬁnieren
Lj :=
zj+1 − zj
|zj+1 − zj | +
zj − zj−1
|zj − zj−1| , j = 1, . . . , p (1.6)
Tangentialvektoren von M im Punkt z. Die Zuordnung
z 	→ Bz := 〈L1, . . . , Lp〉 ⊂ TzM (1.7)
deﬁniert dann eine Distribution auf M , die als Birkhoﬀ-Distribution bezeichnet wird. Die Aus-
gangskurve z : I → M ist wegen (1.5) dazu horizontal.
Die Birkhoﬀ-Distribution besitzt die folgende bemerkenswerte Eigenschaft.
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1.11 Satz. In jedem Punkt z ∈M gilt
〈L1, . . . , Lp, [L1, L2], [L2, L3], . . . , [Lp, L1]〉 = TzM,
wobei [·, ·] die Lie-Klammer bezeichnet. In der Terminologie von [Mon02, Seite 23] bedeutet dies,
daß die Birkhoﬀ-Distribution vollsta¨ndig nichtholonom ist.
Beweis: Zuna¨chst werden einige Abku¨rzungen eingefu¨hrt, vergleiche Abbildung 9. Sei
rj := zj+1 − zj lj := |zj+1 − zj |
ej :=
zj+1 − zj
lj
vj := ej + ej−1
βj := ∠ej−1ej αj =
π − βj
2
.
vj
zj−1
zj+1
zj
ej
βj
αj
ej−1
Abbildung 9: Geometrische Situation im Punkt zj .
Mit den Koordinaten zj = xj + iyj und den Standardkoordinaten-Diﬀerentialen als Basis schrei-
ben sich die in (1.6) deﬁnierten Tangentialvektoren als
Lj =
(
xj+1 − xj
lj
+
xj − xj−1
lj−1
)
· ∂
∂xj
+
(
yj+1 − yj
lj
+
yj − yj−1
lj−1
)
· ∂
∂yj
. (1.8)
Lj wirkt also nur auf die j-te Komponente von z.
Im Punkt z˜k = (0, . . . , zk, . . . , 0) ergibt sich somit fu¨r j = 1, . . . , p, k = 1, . . . , p
Lj(z˜k) =

0 j = k(xj+1−xj
lj
+ xj−xj−1lj−1
)
+ i ·
(
yj+1−yj
lj
+ yj−yj−1lj−1
)
= vj j = k
.
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Der Tangentialvektor Lj angewandt auf einen Punkt z ∈M verru¨ckt also die j-te Komponente
von z orthogonal zur Winkelhalbierenden des Winkels ∠zj−1zjzj+1. Fu¨r die Geschwindigkeit
|Lj(z˜k)| = |vj | = |ej + ej−1| berechnet man mit dem Cosinus-Satz
|vj |2 = |ej |2 + |ej−1|2 − 2|ej ||ej−1| cos(π − βj)
= 2(1 + cos βj) = 2 (1 + cos(π − 2αj)) = 2(1− cos2 αj + sin2 αj)
= 4 sin2 αj .
Faßt man die oben deﬁnierten lj als Funktionen lj : M → R, z 	→
√
(xj+1 − xj)2 + (yj+1 − yj)2
auf, so ko¨nnen die Tangentialvektoren Lj als Diﬀerentialoperatoren auf lj angewandt werden.
Fu¨r j = k, k − 1 erha¨lt man wegen (1.8)
Lj(lk) = 0.
Fu¨r j = k ergibt sich wegen ∂∂xj lj = −
xj+1−xj
lj
bzw. ∂∂yj lj = −
yj+1−yj
lj
in der komplexen Schreib-
weise
Lj(lj) = −
{
xj+1 − xj
lj
(
xj+1 − xj
lj
+
xj − xj−1
lj−1
)
+
yj+1 − yj
lj
(
yj+1 − yj
lj
+
yj − yj−1
lj−1
)}
= −Re (ej · v¯j) = −Re (ej · ej + ej−1)
= −(1 + cos βj) = −2 sin2 αj .
Analog erha¨lt
Lj(lj−1) = 2 sin2 αj .
Mit der Quotientenregel kann nun die Wirkung von Lj auf die ek berechnet werden. Zuna¨chst
erha¨lt man wegen (1.8) fu¨r j = k, k + 1
Ljek = 0.
Man ﬁndet weiter mit den obigen Ergebnissen
Ljej =
ljLj(zj+1 − zj) + Lj(lj)(zj+1 − zj)
l2j
=
−ljvj + 2 sin2 αj(zj+1 − zj)
l2j
=
−(ej + ej−1) + 2 sin2 αj · ej
lj
= −cos 2αj · ej + ej−1
lj
und analog
Ljej+1 =
cos 2αj+1 · ej + ej+1
lj
.
Sei mit I die Drehung um π2 in C abgeku¨rzt. Anhand von Abbildung 10 sieht man die Gleichungen
cos 2αj · ej + ej−1 = − sin 2αj · Iej
cos 2αj+1 · ej + ej+1 = − sin 2αj+1 · Iej .
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− cos 2αj
ej
βj
ej−1
− sin 2αj
Iej
− sin 2αj+1
ej
ej+1
βj+1
− cos 2αj+1
Abbildung 10: Skizze der geometrischen Situation im Punkt zj .
Zur Abku¨rzung sei Cj := [Lj , Lj+1]. Dann gilt oﬀenbar Cj z˜k = 0 fu¨r k = j, j + 1. Weiter ﬁndet
man
Cj z˜j = Lj(Lj+1zj)− Lj+1(Ljzj) = −Lj+1ej = −sin 2αj+1
lj
Iej
Cj z˜j+1 = Lj(Lj+1zj+1)− Lj+1(Ljzj+1) = Ljej = sin 2αj
lj
Iej .
Cj verru¨ckt also die j-te Komponente von z orthogonal zum Segment zj+1zj und die j + 1-te
Komponente genau entgegengesetzt.
Da B das lineare Erzeugnis der Lj ist, ist die Dimension des Raumes der von Cj aufgespannten
Klassen in TzV/B oﬀenbar mindestens p− 1 und das lineare Erzeugnis 〈L1, · · · , Lp, C1, . . . , Cp〉
hat die Dimension 2p− 1. 
Damit erfu¨llt die Birkhoﬀ-Distribution die Voraussetzungen des Satzes von Chow-Rashevskii
[Mon02, Theorem 2.2], so daß also je zwei Punkte auf M durch eine zu der Birkhoﬀ-Distribution
horizontale Kurve verbunden werden ko¨nnen. Deﬁniert man den Abstand zweier Punkte a und
b auf M als das Inﬁmum der Bogenla¨ngen von zur Birkhoﬀ-Distribution horizontalen Kurven,
die a und b verbinden, so stimmt die dadurch auf M induzierte Topologie mit der gewo¨hnlichen
Topologie auf M u¨berein ([Mon02, Theorem 2.3]).
Auf der Menge aller Kurven auf M kann auf verschiedene Weise eine Mannigfaltigkeitsstruktur
im Sinne von [Lan66] eingefu¨hrt werden. Sei Ω(1) := H1(I,M) der Raum aller Kurven z : I →M
derart, daß fu¨r jede lokale Karte (U, φ) von M mit einer oﬀenen Teilmenge U ⊂ M und einer
Abbildung φ : U → R2p−1 und fu¨r jedes abgeschlossen Intervall J ⊂ z−1(U) die Abbildung
φ ◦ (z|J ) im Sobolev-Raum H1(J,R2p−1) liegt. Dann ist nach [PT01] Ω(1) eine glatte, unendlich
dimensionale H1(I,R2p−1)-Mannigfaltigkeit. Betrachtet man statt der Sobolev H1-Norm die
Sobolev H2-Norm, so gilt nach dem Einbettungssatz von Sobolev ([Eva98]) H2(I,R2p−1) ⊂
C1(I,R2p−1). Genau aus diesem Grund verwenden Baryshnikov und Zharnitsky die feinere H2-
Norm statt der H1-Norm zur Einfu¨hrung einer Mannigfaltigkeitsstruktur auf dem Raum aller
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Kurven auf M . Deﬁniert man Ω := H2(I,M) als den Raum aller Kurven z : I → M derart, daß
fu¨r jede lokale Karte (U, φ) von M mit einer oﬀenen Teilmenge U ⊂ M und einer Abbildung
φ : U → R2p−1 und fu¨r jedes abgeschlossen Intervall J ⊂ z−1(U) die Abbildung φ ◦ (z|J ) im
Sobolev-Raum H2(J,R2p−1) liegt, so wird dies eine glatte, unendlich-dimensionale H2(I,R2p−1)-
Mannigfaltigkeit.
Man betrachtet folgenden Teilmengen von Kurven in Ω:
Ωz0(B) := {z ∈ Ω|z horizontal zu B, z(0) = z0}
Ωz0,v0(B) := {z ∈ Ω|z horizontal zu B, z(0) = z0, z˙(0) = v0, zj(1) = zj+1(0)}
Nach [Mon02, Theorem D.1] ist Ωz0(B) eine Hilbert-Mannigfaltigkeit mit den durch
z 	→ (u1(t), . . . , up(t)),
deﬁnierten lokalen Karten, wobei u1(t), . . . , up(t) die oben deﬁnierten Kontroll-Variablen sind.
Als na¨chstes betrachtet man die Endpunktabbildung end : Ωz0(B) → M × B, die jeder zur
Birkhoﬀ-Distribution horizontalen Kurve z mit z(0) = z0 den Endpunkt end(z) = (z(1), z˙(1))
zuordnet. Die Endpunktabbildung end ist glatt bezu¨glich der Mannigfaltigkeitsstruktur von Ω
([Mon02]).
Baryshnikov und Zharnitsky zeigen nun, daß end|Ωz0,v0(B) eine Submersion ist, d.h. daß die zu
end geho¨rende Tangentialabbildung fu¨r jede Kurve z ∈ Ωz0,v0(B) surjektiv ist.
Als Kru¨mmung der Distribution B bezeichnet man den durch
F (X,Y ) := −[X,Y ] mod B, X, Y ∈ B
deﬁnierten Vektorbu¨ndel-Morphismus F :
∧2 B → TM/B (vgl. [Mon02, Chap. 4.1]). Fu¨r X ∈
B induziert F (X, ·) einen Vektorbu¨ndel-Morphismus B → TM/B. Nach Satz (1.11) ist dies
lokal eine lineare Abbildung Ψ : Rp → Rp−1. Sei X =
p∑
j=1
ujLj ∈ B so ist Ψ(v1, . . . , vp) =
−[
p∑
j=1
ujLj ,
p∑
j=1
vjLj ] mod B. Durch explizite Rechnung zeigen Baryshnikov und Zharnitsky in
[BZ03], daß der Kern von Ψ eindimensional ist im Falle X = z˙. Damit ist insbesondere Ψ
surjektiv. Ferner Zeigen sie, daß sich der Beweis der Surjektivita¨t der Tangentialabbildung von
end lokal auf den Beweis der Surjektivita¨t von Ψ reduziert.
Konsequenzen fu¨r die numerische Konstruierbarkeit von p-Lazutkin-Billards
Zur Konstruktion von p-Lazutkin-Billards ko¨nnen zwei Wege beschritten werden. Zum einen,
kann versucht werden, die Elemente des Raumes Ωz0,v0(B) geeignet zu diskretisiern. Weil die
p-Lazutkin-Billards in einer hinreichend kleinen Umgebung eine glatte Mannigfaltigkeit bilden,
ko¨nnen dann mit einer Homotopie ausgehend von einem Kreis, der ein p-Lazutkin-Billard fu¨r
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jedes p ist, weitere nicht-triviale p-Lazutkin-Billards in dieser Mannigfaltigkeit konstruiert wer-
den. Zum anderen kann direkt versuchen, die lokale Koordinatendarstellung (u1(t), . . . , up(t))
zu berechnen. Diese beiden Zuga¨nge werden im na¨chsten Kapitel detailliert beschrieben.
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2 Konstruktion von p - Lazutkin-Billards
Nach dem Satz (1.9) kann man ein p - Lazutkin Billard stets so deformieren, daß die p-Lazutkin-
Eigenschaft erhalten bleibt, wenn nur die Deformation
”
klein“ genug ist. Da der Kreis fu¨r jedes
p ein p-Lazutkin-Billard ist, gibt es (nicht-triviale) Deformationen des Kreises, die p-Lazutkin-
Billards sind. Es liegt nahe, den Deformationsbegriﬀ anschaulich zu nehmen, und ausgehend
von einer Diskretisierung des Kreises unter Verwendung von Homotopie-Methoden Billards Ω
zu konstruieren, deren Randkurve ∂Ω und Billard-Abbildung P die folgende Bedingung erfu¨llen:
(BC) fu¨r jedes z1 ∈ ∂Ω existieren z2, . . . , zp ∈ ∂Ω, so daß zj+1 = Pzj und Pzp = z1.
In diesem Kapitel werden zwei konstruktive Methoden angegeben, die zur erstmaligen Herstel-
lung von Billards mit p-periodischen Kaustiken verwendet wurden.
Der erste Algorithmus bestimmt N Mitglieder der p-periodischen Familie. Der Rand wird durch
die Menge aller Reﬂektionspunkte diskretisiert. Dieser Ansatz fu¨hrt auf ein Minimierungspro-
blem mit nichtlinearen Nebenbedingungen.
Der zweite Algorithmus basiert auf dem Konstruktionsansatz des Beweises von Satz (1.9), und
versucht, eine horizontale Kurve zu der dort beschriebenen Birkhoﬀ-Distribution zu ﬁnden, in-
dem die Koordinatendarstellung gemaß Gleichung (1.5) berechnet wird. Dazu startet man mit
einem p-Eck in der Ebene und bewegt die Ecken mit positiver Geschwindigkeit orthogonal zu
den jeweiligen Winkelhalbierenden. U¨ber diesen Ansatz gelangt man zu einem Zwei-Punkt-
Randwertproblem.
2.1 Minimierungs-Strategie
Der Rand ∂Ω wird durch p ·N viele Punkte
zji = (x
j
i , y
j
i ), i = 1, . . . , p, j = 1, . . . , N
diskretisiert. Fu¨r jedes feste j beschreibt das Tupel (zj1, . . . , z
j
p) ein Mitglied der Familie periodi-
scher Orbits. Die Anordnung der zji wird so gewa¨hlt, daß fu¨r jedes feste j die Punkte z
j
1, . . . , z
j
p
der Billard-Bedingung (BC) genu¨gen. Der Punkt zj+1i soll der Nachbar des Punktes z
j
i entlang
des Randes gegen Uhrzeigerrichtung sein. Um die Indexnumerierung korrekt zu halten, deﬁniert
man formal zusa¨tzlich zN+1i = z
1
i+1 fu¨r i = 1, . . . , p− 1 und zN+1p = z11 .
Die 2 · p ·N Unbekannten xji und yji mu¨ssen bestimmt werden.
Die Index Numerierung muß in einem kreisfo¨rmigen Sinne verstanden werden, d. h. die tiefer
gestellten Indices sind immer modulo p zu verstehen.
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· · ·
· · ·
· · ·
· · ·
z14
zN2
z24
zN3
z23
z13
z22
z12
zN1
z21
z11
zN4
Abbildung 11: Diskretisierung des Billard Randes ∂Ω fu¨r die Minimierungs-Strategie
Der Vektor
hji := z
j
i − zji−1, i = 1, . . . , p und j = 1, . . . , N
gibt die Richtung des einfallenden Strahls im Punkt zji an, der zum j-ten periodischen Orbit
geho¨rt. Der Vektor hji+1 ist dann die Richtung des reﬂektierten Strahls im Punkt z
j
i . Da die
Punkte zj1, . . . , z
j
p einen periodischen Orbit unter der Billard-Abbildung P bilden, ist die Rich-
tung der ins Innere zeigenden Normalen von ∂Ω im Punkt zji gegeben durch
nji =
hji+1
‖hji+1‖
− h
j
i
‖hji‖
. (2.1)
n
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Abbildung 12: Berechnung von Normale und Tangente im Punkt zji .
Der Vektor
eji := z
j+1
i − zji , i = 1, . . . , p und j = 1, . . . , N
beschreibt die Richtung vom Punkt zji zu seinem na¨chsten Nachbarn entlang des Randes. Die
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Tangente an ∂Ω im Punkt zji ist somit gegeben durch
tji =
eji
‖eji‖
+
ej−1i
‖ej−1i ‖
. (2.2)
Da die Normalen und Tangenten orthogonal sind, hat man
(nji , t
j
i ) = 0 (2.3)
fu¨r die Unbekannten zji .
Natu¨rlich ist das Gleichungssystem (2.3) nicht eindeutig lo¨sbar, weil ein Kreis (diskretisiert in
obiger Art) die Gleichung erfu¨llen wird. Um eine bestimmte Lo¨sung auszuwa¨hlen, wa¨hlt man ein
Tupel (Z1, . . . , Zp) und minimiert den Euklidischen Abstand zwischen diesem Punkt und einem
Mitglied (z11 , . . . , z
1
p) der Familie periodischer Orbits. Durch eine geschickte Wahl des Tupels
(Z1, . . . , Zp) vermeidet man die triviale Kreislo¨sung. (Vorsicht: Jedoch liegen fu¨r p = 3 stets 3
Punkte auf einem Kreis, so daß die Methode fu¨r diesen Fall nicht anwendbar ist.)
Die Konstruktion la¨ßt sich also als folgendes Minimierungsproblem mit nichtlinearen Nebenbe-
dingungen formulieren:
Problem A:
Minimiere ‖(Z1, . . . , Zp)− (z11 , . . . , z1p)‖ so daß
∀i = 1, . . . , p, j = 1, . . . , N : (nji , tji ) = 0.
Mehrere Algorithmen zur numerische Lo¨sung von Problem A sind bekannt. Die meisten von
diesen sind in fertigen Programmpaketen wie zum Beispiel AMPL frei erha¨ltlich. Jeder dieser
Algorithmen beno¨tigt eine Startna¨herung fu¨r die gesuchte Lo¨sung. Entscheidend fu¨r die Eﬃzi-
enz und die Konvergenz dieser Verfahren ist die geschickte Wahl einer Startlo¨sung. Im folgenden
wird eine Strategie beschrieben, wie gute Startna¨herungen fu¨r Algorithmen zur Lo¨sung von Pro-
blem A gewonnen werden ko¨nnen.
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2.1 Algorithmus (Minimierungs-Strategie).
1 Wa¨hle als Anfangsna¨herung Punkte zji , i = 1, . . . , p, j = 1, . . . , N die entlang eines
Kreises gleichma¨ßig verteilt sind.
2 Wa¨hle das Tupel (Z1, . . . , Zp) so, daß die Punkte Zj in der Na¨he der Kreislinie liegen.
3 Lo¨se Problem A mit diesen Daten.
4 Verwende diese Lo¨sung als neue Anfangsna¨herung und wa¨hle ein neues Tupel
(Z1, . . . , Zp) so, daß die Punkte Zi nicht auf einem Kreis, aber in der Na¨he des vorher
gewa¨hlten Tupels liegen. Gehe dann zu Schritt 3. In dieser Weise wird eine Folge
von p-Lazutkin-Billards erzeugt. Stoppe, wenn ein gewu¨nschtes p-Lazutkin-Billard
erreicht ist.
Schritt 4 ist der wichtigste Schritt der Strategie. Es gibt keine explizite Regel, wie das Tupel
gewa¨hlt werden muß. In zahlreichen numerischen Experimenten hat sich erwiesen, daß man
als Faustregel beachten sollte, daß das Tupel einem der periodischen Orbits a¨hnlich sein soll.
Man kann auf diese Weise die Konstruktion beeinﬂussen und das p-Lazutkin-Billard nach seinen
Vorstellungen formen. Weitere Details zur Implementierung und Lo¨sungsstrategie ﬁndet man in
Abschnitt 2.3.
Abbildung 13: Ein 4 - Lazutkin-Billard konstruiert mit der Minimierungs-Strategie. Der Rand
wurde durch 40 Familienmitglieder diskretisiert. Mehr Details zur Konstruktion ﬁndet man in
Abschnitt 2.3.
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2.2 Optimal-Control-Strategie
Der Rand ∂Ω wird bei diesem Ansatz durch eine Vereinigung von p Bo¨gen zj , j = 1, . . . , p
dargestellt. Jeder dieser Bo¨gen wird durch die Bewegung der Ecken eines anfangs gewa¨hlten
p-Ecks deﬁniert. Fu¨r die Bo¨gen wird die Parametrisierung zj(t) : [0, 1] → C gewa¨hlt. Um eine
geschlossene Umrandung zu erhalten, mu¨ssen die folgenden Randbedingungen fu¨r j = 1, . . . , p
erfu¨llt werden:
zj(1) = zj+1(0), (2.4)
falls man die Indexnumerierung des vorherigen Abschnittes beibeha¨lt.
Die Bo¨gen zj(t) mu¨ssen so bestimmt werden, daß fu¨r jedes t ∈ [0, 1] die Punkte z1(t), . . . , zp(t)
der Billardbedingung (BC) genu¨gen.
Die Richtung der Tangente im Punkt zj(t) ist gegeben durch
zj+1(t)− zj(t)
‖zj+1(t)− zj(t)‖ +
zj(t)− zj−1(t)
‖zj(t)− zj−1(t)‖ .
Daher schreibt sich
z˙j(t) =
(
zj+1(t)− zj(t)
‖zj+1(t)− zj(t)‖ +
zj(t)− zj−1(t)
‖zj(t)− zj−1(t)‖
)
· uj(t) (2.5)
mit positivem reellen uj(t). Sei nun das Ausgangs p-Eck beschrieben durch das Tupel (z01 , . . . , z
0
p).
Dieses liefert die Anfangsbedingungen
zj(0) = z0j (2.6)
fu¨r die obigen Diﬀerentialgleichungen. Ferner muß zj(t) die obigen Geschlossenheitsbedingung
(2.4) erfu¨llen. Die skalaren Funktionen uj(t) werden als Kontroll-Variablen behandelt, die die
Geschwindigkeit der entstehenden Bo¨gen steuern. Man fordert an die Lo¨sungstrajektorie und
die Kontroll-Variablen die Minimierungsbedingung:
min −
1∫
0
p∑
j=1
log uj(t)dt (2.7)
Diese Wahl verhindert zum einen, daß die Kontrollvariable zu Null wird, und vereinfacht ande-
rerseits die nachfolgenden Berechnungen. Die Lo¨sungen des Systems (2.5) mit Anfangswerten
(2.6) sind Elemente aus dem Raum Ωz0,v0(B) von Kapitel 1. Die Kontroll-Variablen entsprechen
den jeweiligen Koordinatenfunktionen. Durch die zusa¨tzliche Bedingung (2.7) wird also eine
Kurve aus der Mannigfaltigkeit Ωz0,v0(B) ausgewa¨hlt.
Bis jetzt wurde die Konstruktion als Optimal-Control-Problem mit steuernder Diﬀerentialglei-
chung (2.5), Rand-und Anfangsbedingungen (2.6) und (2.4) und Zielfunktional (2.7) formuliert.
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Im folgenden wird dieses Problem in ein Randwertproblem transformiert, das viel einfacher zu
lo¨sen ist.
Zuna¨chst wird der komplexe Bogen zj(t) in Real und Imagina¨rteil aufgespalten,
zj(t) = xj(t) + i · yj(t)
mit reell-wertigen Kurven xj(t) und yj(t). Nachdem auch System (2.5) in Real- und Imagina¨rteil
aufgespalten wurde, erha¨lt man ein System der Gestalt
x˙j = fj(x1, . . . , xp, y1, . . . , yp, u1, . . . , up)
y˙j = gj(x1, . . . , xp, y1, . . . , yp, u1, . . . , up).
Die Randbedingungen u¨bersetzen sich in dieser Notation in oﬀensichtlicher Weise. Die expliziten
Ausdru¨cke fu¨r die Funktionen f und g sind in Abschnitt 2.3 zu ﬁnden.
Um die Notation weiter zu vereinfachen, setzt man x = (x1, . . . , xp)T , y = (y1, . . . , yp)T und
u = (u1, . . . , up)T , ξ = (x, y) und deﬁniert
F :=
(
f
g
)
: R2p × Rp → R2p,
(ξ, u) 	→
(
f(x, y, u)
g(x, y, u)
)
.
Somit kann Gleichung (2.5) zusammen mit (2.7) als 2p-dimensionales, reelles, nichtlineares,
Optimal-Control-Problem formuliert werden:
Minimiere das Funktional
−
1∫
0
p∑
j=1
log uj(t)dt,
so daß ξ(t) und u(t) das autonome Diﬀerentialgleichungssystem
ξ˙ = F (ξ, u) (2.8)
lo¨sen und den obigen Randbedingungen genu¨gen.
Sei
H(ξ, u, ξ˙, u˙) := −
p∑
j=1
log uj + λT · (F (ξ, u)− ξ˙)
das zugeho¨rige Hamiltonsche Funktional mit Lagrange-Multiplikatoren
λ(t) = (λx(t), λy(t))T ∈ Rp ×Rp.
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Dann kann das Variationsproblem mit Nebenbedingungen als folgendes Variationsproblem ohne
Nebenbedingungen behandelt werden
min
1∫
0
H(ξ, u, ξ˙, u˙)dt.
Die Euler-Lagrange-Gleichung hierzu liefert dann
D(ξ,u)H −
d
dt
D(ξ˙,u˙)H = 0,
also
DξH − d
dt
Dξ˙H = 0
DuH − d
dt
Du˙H = 0. (2.9)
Aus der ersten Gleichung von (2.9) folgt
−λ˙T = λTDξF.
Teilt man in x, y-Koordinaten auf, so gelangt man zu
λ˙x = − (λxDxf + λyDxg) (2.10)
λ˙y = − (λxDyf + λyDyg) . (2.11)
Beide Gleichungen sind immer noch von u abha¨ngig. Die zweite Gleichung von (2.9) liefert
− 1
uj
= −λTDujF,
was in x, y-Koordinaten auf
1
uj
=
p∑
k=1
(λx)k
∂fk
∂uj
+
p∑
k=1
(λy)k
∂gk
∂uj
(2.12)
fu¨hrt.
Wie man leicht feststellen kann1, sind die partiellen Ableitungen ∂fk∂uj und
∂gk
∂uj
entweder gleich 0
oder ha¨ngen nur von den xj ’s und yj’s ab. Somit lassen sich die uj in Termen ausdru¨cken, die
ausschließlich von xj , yj und λj abha¨ngen. Daher ko¨nnen sie aus den Gleichungen (2.8), (2.10)
und (2.11) eliminiert werden. An diesem Punkt spielt die spezielle Wahl des Funktionals (2.7)
eine fundamentale Rolle, da eine andere Wahl verursacht, daß die uj ’ s nicht mehr eliminiert
1Details im Abschnitt 2.3
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werden ko¨nnen. Die Konstruktion ist somit auf folgendes 4p-dimensionale nichtlineare Rand-
wertproblem reduziert:
Problem B:
ξ˙ = F (ξ, u)
λ˙T = −λTDξF
mit Randbedingungen
ξ(0) = ξ0,
und
ξ1(1) = ξ02 , . . . , ξp(1) = ξ
0
1 , ξp+1(1) = ξ
0
p+2, . . . , ξ2p(1) = ξ
0
p+1.
Fu¨r die numerische Lo¨sung von Problem B existieren wiederum mehrere Algorithmen, wie zum
Beispiel Schieß- oder Kollokationsverfahren. Die Nichtlinearita¨t und die hohe Dimension des
Problem erfordern eine geeignete Kontinuationsstrategie (Homotopie), um sich an die richtige
Lo¨sung heranzutasten.
Die folgende Strategie liefert sehr gute Ergebnisse, wenn als Lo¨sungsalgorithmus fu¨r Problem B
ein Einfachschießverfahren benutzt wird:
2.2 Algorithmus (Optimal-Control-Strategie).
1 Wa¨hle p entlang des Einheitskreises a¨quidistant verteilte Punkte, um ξ0 zu erhalten
und wa¨hle eine Anfangsna¨herung2 fu¨r λ(0).
2 Lo¨se Problem B mit einem Einfachschießverfahren.
3 A¨ndere die ξ0 ein wenig und benutze die berechneten λ(0) als neue Anfangsna¨herung.
4 Gehe zu Schritt 2 und halte, falls das gewu¨nschte p-Lazutkin-Billard erreicht ist.
2.3 Numerische Implementierung
Dieser Abschnitt entha¨lt einige Hinweise zur praktischen Implementierung der oben beschriebe-
nen Ansa¨tze. Die Hinweise beziehen sich zwar auf ein 3 - Lazutkin-Billard und ein 4 - Lazutkin-
Billard, sind aber leicht verallgemeinerbar.
Die beiden speziell konstruierten Billards werden im folgenden noch o¨fters als Referenzbeispiele
verwendet. Das 3-Lazutkin-Billard wird auf Grund seiner Form im Folgenden oft als Kartoﬀel-
Billard bezeichnet, das 4-Lazutkin-Billard als Ei-Billard.
2Details zur Wahl von λ(0) findet man im na¨chsten Abschnitt
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Abbildung 14: Links: Billard mit einer Familie von 3-periodischen Orbits. Einige Familienmit-
glieder sind geplottet. Die 3-periodische Kaustik ist im Inneren des Billards sichtbar als Evolute
der periodischen Orbits. Rechts: Der Verlauf der Lagrange-Multiplikatoren zu dem Billard links.
Minimierungs-Strategie
Das Minimierungsproblem wurde mit der Software AMPL von Bell-Labs zusammen mit dem
Lo¨ser SNOPT gelo¨st. Die im Abschnitt 2.1 vorgestellte Strategie beruht auf vielen numerischen
Experimenten. Die von mir benutzte Implementierung beno¨tigt 5 Punkte zum Darstellen eines
periodischen Orbits (z1, . . . , z4). Der Punkt z5 stimmt mit dem Punkt z1 u¨berein, um Fallun-
terscheidungen durch die periodische Indizierung zu vermeiden. Fu¨r einen periodischen Orbit
werden somit 10 Unbekannte beno¨tigt. Der Rand wird durch 30 periodische Orbits diskretisiert,
es werden also insgesamt 300 Unbekannte beno¨tigt.
Optimal-Control-Strategie
Exemplarisch wird zuna¨chst die Herleitung fu¨r die Funktionen fj und gj fu¨r eine Familie von
4-periodischen Orbits vorgefu¨hrt, die oben weggelassen worden ist. Mit der periodischen Indi-
zierung z5(t) = z1(t) und z0(t) = z4(t), gilt fu¨r j = 1, . . . , 4
z˙j(t) =
(
zj+1(t)− zj(t)
‖zj+1(t)− zj(t)‖ +
zj(t)− zj−1(t)
‖zj(t)− zj−1(t)‖
)
· uj(t)
Aufspalten in Real- und Imagina¨rteil gibt dann
z˙j =
(
xj+1 − xj
lj
+
xj − xj−1
lj−1
)
uj + i ·
(
yj+1 − yj
lj
+
yj − yj−1
lj−1
)
uj
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mit
lj :=
√
(xj+1 − xj)2 + (yj+1 − yj)2.
Also, folgt fu¨r die Funktionen fj und gj aus Abschnitt 2.2
fj(x, y, u) =
(
xj+1 − xj
lj
+
xj − xj−1
lj−1
)
uj
gj(x, y, u) =
(
yj+1 − yj
lj
+
yj − yj−1
lj−1
)
uj
Fu¨r die beno¨tigten partiellen Ableitungen von fj ﬁndet man
∂fj
∂xj
=
(
− 1
lj
+
1
lj−1
+
(xj+1 − xj)2
l3j
− (xj − xj−1)
2
l3j−1
)
· uj
∂fj
∂xj+1
=
(
1
lj
− (xj+1 − xj)
2
l3j
)
· uj
∂fj
∂xj−1
=
(
1
lj−1
+
(xj − xj−1)2
l3j−1
)
· uj
∂fj
∂yj
=
(
(xj+1 − xj)(yj+1 − yj)
l3j
− (xj − xj−1)(yj − yj−1)
l3j−1
)
· uj
∂fj
∂yj+1
=
(
−(xj+1 − xj)(yj+1 − yj)
l3j
)
· uj
∂fj
∂yj−1
=
(
(xj − xj−1)(yj − yj−1)
l3j−1
)
· uj
und
∂fj
∂uk
=
{
xj+1−xj
lj
+ xj−xj−1lj−1 : j = k
0 : j = k .
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Beru¨cksichtigt man gj(x, y, u) = fj(y, x, u) so ﬁndet man mit den obigen Gleichungen
∂gj
∂xj
=
(
(xj+1 − xj)(yj+1 − yj)
l3j
− (xj − xj−1)(yj − yj−1)
l3j−1
)
· uj
∂gj
∂xj+1
=
(
−(xj+1 − xj)(yj+1 − yj)
l3j
)
· uj
∂gj
∂xj−1
=
(
(xj − xj−1)(yj − yj−1)
l3j−1
)
· uj
∂gj
∂yj
=
(
− 1
lj
+
1
lj−1
+
(yj+1 − yj)2
l3j
− (yj − yj−1)
2
l3j−1
)
· uj
∂gj
∂yj+1
=
(
1
lj
− (yj+1 − yj)
2
l3j
)
· uj
∂gj
∂yj−1
=
(
1
lj−1
+
(yj − yj−1)2
l3j−1
)
· uj
und
∂gj
∂uk
=
{
yj+1−yj
lj
+ yj−yj−1lj−1 : j = k
0 : j = k .
Wie im Abschnitt 2.2 beschrieben lassen sich die uj’s in Termen von xj’s und yj’s ausdru¨cken.
Nun hat man alle Formeln zusammen, um das in Abschnitt 2.2 beschriebene Randwertproblem
(B) zu behandeln.
Wa¨hlt man die 4 Punkte (1, 0), (−1, 0), (0, 1), (0,−1), also
ξ0 = (1, 0,−1, 0, 0, 1, 0,−1)T
zusammen mit
λ0 = (0.1075,−0.6960,−0.1075, 0.6960, 0.7345,−0.0685,−0.7345, 0.0685)T
und integriert das System (2.8) von 0 bis 1, so erha¨lt man eine gute Na¨herungslo¨sung fu¨r den
Einheitskreis, von dem man dann ausgehend eine Kontinuation gema¨ß Strategie 2.2 starten
kann.
Fu¨r eine 3-periodische Billardkurve ko¨nnen die Punkte (1, 0), (0, 0), (1,−1), also
ξ0 = (1, 0, 0, 0, 1,−1)T
zusammen mit
λ0 = (−0.4419,−0.5134, 1.0597, 0.2810,−0.3681,−1.4285)T .
gewa¨hlt werden.
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Abbildung 15: Oben: Phasenportrait des Ei-Billard. Links: Phasenportrait des Kartoﬀel-Billard.
In beiden Abbildungen ist der KAM-Streifen deutlich zu erkennen.
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3 Quantenmechanik und quasi-klassische Approximation
U¨ber die quasi-klassische Approximation wird in der Quantenmechanik ein Zusammenhang zwi-
schen den Lo¨sungen der Helmholtz-Gleichung
∆u + k2u = 0
mit k2  1 in einem Billard Ω ⊂ R2 mit der Randbedingung
u = 0 auf ∂Ω
und den Orbits des zu Ω geho¨renden Billard-Systems hergestellt. Einige Ansa¨tze hierzu werden
im folgenden Kapitel kurz referiert.
Im Falle eines p-Lazutkin-Billards Ω ergeben sich Typen von Lo¨sungen der Helmholtz-Gleichung,
die zum ersten Mal 2004 in [BHZP04] beschrieben worden sind.
Lo¨sungen der Helmholtz-Gleichung existieren nur fu¨r ein diskretes Spektrum {k2n}. U¨ber das
Spektrum des Laplace-Operators fu¨r große Eigenwerte k ist im allgemeinen wenig bekannt.
Die Weyl-Formel Satz (3.1) liefert eine asymptotische Aussage fu¨r die Anzahl von Eigenwerten
unterhalb einem vorgegebenem k. Da analytische Darstellungen der Lo¨sungen der Helmholtz-
Gleichung mit großen k im allgemeinen nicht mo¨glich sind, muß man sich auf approximative
Beschreibungen bzw. auf numerische Ergebnisse beschra¨nken.
In der Physik wird die sogenannte Husimi-Projektion dazu verwendet, Lo¨sungen der Helmholtz-
Gleichung im Phasenraum des zugeho¨rigen Billard-Systems darzustellen. Die in Kapitel 4 ent-
wickelten neuen numerischen Verfahren zur Lo¨sung der Helmholtz-Gleichung gestatten nun eine
eﬃziente Berechnung der Husimi-Projektion.
3.1 Schro¨dinger-Gleichung und quasi-klassischer U¨bergang
Die folgenden U¨berlegungen sind wohl bekannt, wurden aber zur besseren Orientierung in der
physikalischen Begriﬀswelt aufgenommen. Die Bewegung eines quantenmechanischen Teilchens
der Masse m in einem Potential U(x, t) (x ∈ R3) wird in der Quantenmechanik durch eine
Wellenfunktion ψ(x, t) beschrieben, die die Schro¨dinger-Gleichung,
i
∂ψ
∂t
= − 
2
2m
∆ψ + U(x, t) (3.1)
erfu¨llt. Falls das Potential U nicht von der Zeit abha¨ngt, fu¨hrt der Ansatz ψ(x, t) = u(x)f(t)
auf die Gleichung
i
f
df
dt
=
1
u
(
− 
2
2m
∆u + U(x)u
)
,
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deren linke Seite nur noch von t und deren rechte Seite nur noch von x abha¨ngt, so daß beide
Seiten gleich einer Separationskonstanten E sein mu¨ssen. Damit gilt
ψ(x, t) = u(x)e−iEt/,
wobei u der zeitunabha¨ngige Schro¨dinger-Gleichung

2
2m
∆u + (E − U(x)) u = 0 (3.2)
genu¨gt.
Ein einfacher 2-dimensionaler Spezialfall ist die Bewegung eines Teilchens in einem ”Potential-
topf“,
U(x) =
{
0 : x ∈ Ω
∞ : x ∈ Ω (3.3)
In diesem Fall muß u(x) = 0 fu¨r x ∈ ∂Ω sein ([Sch68]), so daß die Bewegung des Teilchens durch
die Helmholtz-Gleichung
∆u +
2m
2
Eu = 0 x ∈ Ω
u = 0 x ∈ ∂Ω
beschrieben wird. In der weiteren Behandlung werden die Maß-Einheiten so gewa¨hlt, daß der
Faktor 2m
2
zu 1 wird. Aus der Theorie der partiellen Diﬀerentialgleichungen ist bekannt, daß
die Helmholtz-Gleichung fu¨r die diskrete Folge (En) nicht-triviale Lo¨sungen besitzt, die gerade
die Eigenwerte des Laplace-Operators auf dem Gebiet Ω mit Dirichlet Randbedingungen sind
([Eva98]). Nur fu¨r spezielle Gebiete Ω existiert eine explizite analytische Darstellung der Eigen-
funktionen bzw. eine explizite Formel zur Berechnung der Eigenwerte ([Eva98]), so daß man im
allgemeinen Fall auf numerische Na¨herungen zuru¨ckgreifen muß.
Physikalisch interessant sind insbesondere Eigenfunktionen zu großen Eigenwerten, also En 
vol(Ω), vergleiche hierzu ([Gut90])).
Obwohl es nicht mo¨glich ist, fu¨r beliebige Gebiete Ω explizite Formeln fu¨r die Eigenwerte En
und Darstellungen fu¨r die Eigenfunktionen anzugeben, ko¨nnen Aussagen u¨ber das asymptotische
Verhalten der Eigenwerte En gemacht werden. Es gilt
3.1 Satz (Weyl-Formel). Sei
N(E) :=  {n |0 ≤ En ≤ E }
und L die La¨nge des Randes ∂Ω. Dann gilt
N(E) ∼ vol(Ω)
4π
E − L
4π
√
E, fu¨r E →∞.
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Einen sehr eleganten Beweis der Weyl-Formel ﬁndet man in [Kac66]. Die Weyl-Formel kann als
Ausgangspunkt einer ganzen Reihen von sogenannten Spurformeln verstanden werden ([Hej76]).
Wegen E = k2 erha¨lt man durch Diﬀerenzieren der Weyl-Formel nach k fu¨r den mittleren
Eigenwertabstand bei k
∆k =
(
dN
dE
dE
dk
)−1
=
(
vol(Ω)k
2π
− L
4π
)−1
=
4π
2vol(Ω)k − L. (3.4)
Eine physikalische Interpretation der Lo¨sungen der Helmholtz-Gleichung mit großem En erha¨lt
man wie folgt. Mit dem Ansatz
ψ(x, t) = A(x, t)e
i

S(x,t),
worin A(x, t) und S(x, t) reell-wertige Funktionen sind, liefert die Schro¨dinger-Gleichung die
Beziehung
i
(
∂A
∂t
+
i

A
∂S
∂t
)
= − 
2
2m
(
∆A +
2i

∇A∇S + i

A∆S − 1
2
A‖∇S‖2
)
+ A · U. (3.5)
Die Konstante  hat die Dimension einer Wirkung und ha¨ngt natu¨rlich von den gewa¨hlten
Maßeinheiten ab, im SI-System gilt zum Beispiel
 = 1.0545887 · 10−34Js.
Die relative Gro¨ße dieser Konstanten bezu¨glich der anderer Gro¨ßen eines physikalischen Systems
bestimmt den Grad der quantenmechanischer Natur. Ein System, dessen charakteristische Wir-
kung in der Gro¨ßenordnung von  liegt, muß mit den Methoden der Quantenphysik beschrieben
werden, umgekehrt kann ein System mit charakteristischer Wirkung   durch die klassische
Physik beschrieben werden. Die klassische Mechanik der Massepunkte kann also in dem Sinne
 → 0 als Grenzwert der Quantenmechanik aufgefaßt werden, die sich in der Beschreibung (3.1)
niederschla¨gt. Dieses Prinzip heißt Korrespondenzprinzip der Quantenmechanik (vgl. [Sch68]).
Faßt man nun in Gleichung (3.5)  als kleine Gro¨ße auf und sammelt dann alle Terme ohne
explizite -Abha¨ngigkeit, so erha¨lt man die Gleichung
∂S
∂t
+
1
2m
‖∇S‖2 + U(x) = 0. (3.6)
Dies ist die aus der klassischen Mechanik bekannte Hamilton-Jacobi-Gleichung, fu¨r die Hamil-
tonsche Wirkungsfunktion S(x, t). Man erha¨lt somit eine Interpretation der Phase der Wellen-
funktion ψ:  mal der Phase entspricht na¨herungsweise der Hamiltonschen Hauptfunktion, sofern
 als kleine Gro¨ße angesehen werden kann.
Die Hamilton-Jacobi-Gleichung mit dem Potential (3.3) beschreibt die freie Bewegung eines
Masseteilchens im Gebiet Ω, das am Rand ∂Ω reﬂektiert wird. Die klassische Bewegung ist
demnach gerade ein Billard-System.
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Der quasi-klassische U¨bergang  → 0 in Gleichung (3.2) entspricht dem Lo¨sen der Helmholtz-
Gleichung mit E  1. Nach dem vorangehenden Gedankengang liegt es nahe, einen Zusam-
menhang zwischen Lo¨sungen mit E  1 und den klassischen Trajektorien des Billard-Systems
herzustellen.
Die Grundannahme zur asymptotischen Lo¨sung der Helmholtz-Gleichung besteht darin, daß
Lo¨sungen fu¨r großes k die Form
u(x) =
N∑
j=1
eikSj(x)
(
Aj(x) + O
(
1
k
))
(3.7)
haben. Die Funktionen Sj und Aj sind vom Ort abha¨ngig, N ist eine natu¨rliche Zahl und jeder
Term in der Summe stellt eine Welle dar, wobei Aj die Amplitude und Sj die Phase ist. Setzt
man (3.7) in die Helmholtz-Gleichung ein, so erha¨lt man durch Nullsetzen der Terme zu k und
k2 fu¨r jedes j = 1, . . . , N die beiden Gleichungen
‖∇Sj‖2 = 1
2∇Sj · ∇Aj + Aj∆Sj = 0.
Die erste Gleichung ist die Eikonal-Gleichung der geometrischen Optik. Die zweite Gleichung ist
als Transportgleichung bekannt. Die Lo¨sungen der Eikonal-Gleichung sind durch gerade Linien
gegeben. Diese sind die orthogonalen Trajektorien der Wellenfronten Sj = const.
Sei t die Bogenla¨nge entlang einer solchen Linie. Die Eikonal-Gleichung impliziert dann, daß
Sj(t) = S0j ± t
gilt, wobei S0j den Wert von Sj bestimmt, von dem aus die Bogenla¨nge t gemessen wird. Wird
die Bogenla¨nge positiv in die Richtung in der S wa¨chst gemessen, so folgt Sj(t) = S0j + t.
S = S0 + t
S = S0
Abbildung 16: Entwicklung einer Wellenfront. Die Strahlen sind alle orthogonal zur Wellenfront
S = S0 und haben die La¨nge t.
Die in der Transport-Gleichung auftretende Ableitung von Aj ist die Richtungsableitung entlang
der Linie. Ku¨rzt man diese mit dAdt ab, so la¨ßt sich die Transport-Gleichung als
2
dA
dt
+ A∆S = 0
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formulieren. Die Lo¨sung dieser Gleichung ist gegeben durch ([KR60])
Aj(t) = A0j
(
ρ1ρ2
(ρ1 + t)(ρ2 + t)
) 1
2
, (3.8)
wobei A0j der Wert von Aj bei t = 0 und ρ1, ρ2 die Haupt-Kru¨mmungs-Radien der Wellenfront
Sj = S0j sind.
Setzt man (3.7) in die Randbedingung u = 0 fu¨r x ∈ ∂Ω ein und setzt die Terme 0-ter Ordnung
gleich Null, so erha¨lt man
N∑
j=1
eikSjAj = 0, auf ∂Ω.
Man nimmt weiter an, daß die Terme jeweils in Paaren verschwinden, d.h. daß fu¨r jedes j ein
j′ = j mit
eikSjAj + eikSj′Aj′ = 0 (3.9)
existiert. Diese Annahme entspricht der physikalischen Erfahrung, daß jede Welle bzw. Strahl,
der den Rand triﬀt, eine reﬂektierte Welle bzw. Strahl verursacht. Es wird nun gezeigt, daß diese
Welle dem Reﬂektionsgesetz (Einfallswinkel = Reﬂektionswinkel) gehorcht.
Da Gleichung (3.9) fu¨r ein ganzes Intervall von Werten fu¨r k gu¨ltig ist, folgt
Sj = Sj′ auf ∂Ω,
also auch
Aj = −Aj′ auf ∂Ω.
Die Eikonal-Gleichung liefert dann die Beziehung
∂Sj
∂ν
= ±∂Sj′
∂ν
auf ∂Ω.
Angenommen, das +-Zeichen gilt. Dann folgt sofort, daß Sj = Sj′ auch in ganz Ω gilt und somit
Aj = −Aj′ auf dem Rand ∂Ω. Wegen der Darstellungs-Formel (3.8) von Aj folgt dann auch
Aj = −Aj′ in Ω, so daß der Term eikSjAj + eikSj′Aj′ identisch Null in Ω ist. Man kann somit
die Terme fu¨r j und j′ in der Darstellung (3.7) weglassen.
Somit darf O.B.d.A angenommen werden, daß
∂Sj
∂ν
= −∂Sj′
∂ν
auf ∂Ω
Sj = Sj′
gilt. Dies ist das Reﬂektionsgesetz.
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3.2 Quasi-klassische Approximationen
Fu¨r große k besteht also ein Zusammenhang zwischen den Lo¨sungen der Helmholtz-Gleichung
und dem zugeho¨rigen Billard-System, so daß approximative Lo¨sungen der Helmholtz-Gleichung
konstruiert werden ko¨nnen, die bestimmte Merkmale des Billard-Systems ausnutzen. Dieser
Zugang zur Helmholtz-Gleichung wird im folgenden an einigen Beispielen erla¨utert.
Gegenu¨ber fru¨heren Arbeiten kann aufgrund der Konstruktionsmethoden fu¨r p-Lazutkin-Billards
aus Kapitel 2 ein erheblich umfangreicher Beispiel-Zoo fu¨r Lo¨sungstypen von quasi-klassischen
Approximationen angegeben werden. Verschiedene Lo¨sungstypen werden im folgenden durch
jeweils ein typisches Beispiel beschrieben. Die Berechnung der Beispiele erfolgte auf der Basis
der neu entwickelten Algorithmen von Kapitel 4. Neu aufgenommen in den Zoo von quasi-
klassischen Approximationen werden Lo¨sungen, die entlang der p-periodischen Kaustik von p-
Lazutkin-Billards verlaufen.
a. Lazutkin-Gebiet
Jedes strikt konvexe Billard besitzt einen Lazutkin-Streifen wie in Kapitel 1 erla¨utert wurde.
Der Phasenraum des Billard-Systems besitzt eine Familie von invarianten Kurven in der Na¨he
des Randes ∂Ω× (0, ε) (vgl. Eigenschaft (B4)). Lazutkin konnte zeigen ([Laz73a]), daß es quasi-
klassische Lo¨sungen der Helmholtz-Gleichung gibt, die entlang des Randes lokalisiert sind. Solche
Lo¨sungen werden als Whispering-Gallery-Moden bezeichnet. Die ersten Untersuchungen zur
Existenz solcher Moden wurden von Lord Rayleigh ([Ray64]) durchgefu¨hrt.
Es gibt mehrere Ansa¨tze zur quasi-klassischen Konstruktion von Lo¨sungen. Am ha¨uﬁgsten be-
nutzt wird der von J.B. Keller und S. I. Rubinow ([KR60]), bei dem diese als Lo¨sungen der oben
beschriebenen Eikonal-Gleichung konstruiert werden.
Abbildung 17: Links: Eine Trajektorie des Billard-Systems im Lazutkin-Streifen. Rechts: Eine
Whispering-Gallery Lo¨sung der Helmholtz-Gleichung. Der Betrag der Lo¨sung u(x) ist abgebildet,
die Farbskalierung ist so gewa¨hlt, daß blau dem Betrag Null entspricht und rot dem gro¨ßten
Betrag.
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b. 2-periodische Orbits
Nach Eigenschaft (B2) besitzt jedes Billard einen stabilen 2-periodischen Orbit. Nach dem Kon-
struktionsprinzip von Keller und Rubinow erha¨lt man dann sogenannte Bouncing-Ball-Moden,
die entlang dieses stabilen 2-Orbits lokalisiert sind.
Abbildung 18: Links: Der stabile 2-periodische Orbit entsprechend der Weite des Billards (vgl.
Eigenschaft (B2)). Rechts: Eine Bouncing-Ball Lo¨sung der Helmholtz-Gleichung.
c. Stabile periodische Orbits
Allgemeiner ko¨nnen stabilen periodischen Orbits quasi-klassische Lo¨sungen zugeordnet werden.
Ein stabiler Orbit verursacht eine Insel-Bildung im Phasenportrait, mit deren Hilfe zum Bei-
spiel wiederum mit dem Keller-Rubinow Prinzip eine approximative Lo¨sung konstruiert werden
kann. Eine etwas andere Konstruktionsmethode wird in ([TSS02]) beschrieben. Hier wird die
Helmholtz-Gleichung durch spezielle Annahmen der Lo¨sungsstruktur in eine parabolische Glei-
chung transformiert, die anschließend (approximativ) gelo¨st wird.
Abbildung 19: Links: Ein stabiler 5-periodischer Orbit des Billards. Rechts: Eine Lo¨sung der
Helmholtz-Gleichung, die entlang dieses stabilen 5-periodischen Orbits lokalisiert ist.
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d. Instabile Orbits
In einer Reihe von Arbeiten ([Hel86], [Hel87]) konnte E. Heller zeigen, daß sogar hyperbolische
periodische Orbits eine Konstruktion von bestimmten Na¨herungslo¨sungen erlauben. Ein insta-
biler Orbit hinterla¨ßt im Wellenbild einen narbenartigen Abdruck. Lo¨sungen mit dieser Eigen-
schaft werden deshalb auch Scars genannt. Zur Konstruktion benutzt Heller mehrere Gaußsche
Wellen-Pakete, die entlang des instabilen Orbits verteilt sind, und betrachtet die Entwicklung
der Pakete unter dem Einﬂuß der Schro¨dinger-Gleichung. Die Narbenbildung im Wellenbild
la¨ßt sich anschaulich durch numerische Berechnungen im Billard-System erla¨utern: Startet eine
Trajektorie auf einem hyperbolischen periodischen Orbit, so wird die Trajektorie schon nach we-
nigen Reﬂektionen am Rand durch numerische Fehler vom (invarianten) Orbit abgelenkt. Der
Verlauf der Trajektorie wird mehr und mehr chaotisch. Die Gaußschen Wellen-Pakete ko¨nnen
als numerische Sto¨rungen bei der Berechnung der Trajektorie aufgefaßt werden.
Abbildung 20: Links: Eine Trajektorie, die durch numerische Fehler schon nach wenigen Re-
ﬂektionen vom zu grundeliegenden hyperbolischen Orbit abgelenkt wird. Rechts: Ein Scar zu
diesem 6-periodischen hyperbolischen Orbit. Der periodische Orbit ist im chaotisch wirkenden
Hintergrund noch deutlich zu erkennen.
Die aufgefu¨hrten Beispiele zeigen, daß die von der Billard-Abbildung P induzierten Struktu-
ren des Phasenraums zur Konstruktion approximativer Lo¨sungen benutzt werden ko¨nnen, und
umgekehrt aus der Lo¨sungs-Struktur (zum Beispiel numerisch berechneter Lo¨sungen) auf die
zugrunde liegende klassische Dynamik im Billard zuru¨ck geschlossen werden kann.
e. p-periodische Kaustik
Die in Kapitel 1 deﬁnierten p-Lazutkin-Billards fu¨hren durch kleine Sto¨rungen (zum Beispiel bei
der numerischen Konstruktion) zu Billards mit einem KAM-Streifen (Eigenschaft (B6)). Dieses
Merkmal im Phasenraum kann ebenfalls zur Konstruktion quasi-klassischer Approximationen
benutzt werden wie in [BHZP04] dargelegt. Die resultierenden Moden werden im Folgenden als
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innere Whispering-Gallery-Moden (IWG) bezeichnet, weil sie im Inneren des Billards lokalisiert
sind. In einer Kirche mit Chorraum in der Form eines p-Lazutkin-Billards, gibt es also zu jedem
Wandpunkt einen Winkel, so daß ein Flu¨stern in Richtung dieses Winkels entlang der gesamten
Kaustik im Inneren des Chorraums vernommen werden kann.
Eine direkte Anwendung der Keller-Rubinow-Methode ist in diesem Fall solange nicht mo¨glich,
wie eine approximative Parametrisierung des KAM-Streifens fehlt.
Abbildung 21: Links: Eine Trajektorie im KAM-Streifen nach Eigenschaft (B6) von p-Lazutkin-
Billards. Rechts: Eine IWG-Lo¨sung der Helmholtz-Gleichung in einem 4-Lazutkin-Billard.
3.3 Husimi-Projektion
Als Anwendung der eﬃzienten numerischen Methoden von Kapitel 4 ko¨nnen nunmehr auch
die fu¨r die Quantenphysiker wichtigen Husimi-Plots eﬃzient berechnet werden. Der folgende
Abschnitt geht kurz auf die Deﬁnitionen und numerischen Verfahren ein und zeigt einige Bei-
spielrechnungen.
Es wurden Beispiele fu¨r die Konstruktion von approximativen Lo¨sungen der Helmholtz-Gleich-
ung aus klassischen Lo¨sungen angegeben. In der Physik ist es u¨blich, die sogenannten Wigner-
oder Husimifunktionen zur Beschreibung der Phasenraumstruktur von Quanten-Systemen zu
verwenden ([Wig32], [Hus40], [BFS04]).
Im Phasenraumpunkt (p, q), in dem der jeweilige Zustand des Quantensystems lokalisiert ist, ist
die Husimi-Funktion HBn (p, q) deﬁniert als Projektion der Eigenfunktion un zum Eigenwert kn
auf den sogenannten koha¨renten Zustand ([Per95])
uB(p,q),k(x) :=
(
k
π
) 1
2
(det ImB)
1
4 eik[〈p,x−q〉+
1
2
〈x−q,B(x−q)〉]
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mit einer symmetrischen, komplexen 2 × 2 Matrix B, die die Gestalt des Zustandes bestimmt,
d.h es ist
HBn (p, q) =
(
kn
2π
)2
|〈uB(p,q),kn , un〉Ω|2.
Zur Berechnung von HBn (p, q) ist mit dieser Deﬁnition ein 4-fach-Integral auszufu¨hren ([Gut90]).
In [BFS04] wird daher eine verwandte Funktion mit a¨hnlicher Aussagekraft aber leichterer Be-
rechenbarkeit eingefu¨hrt.
Dazu wa¨hlt man im Phasenraum C des Billards Ω die Bogenla¨nge s und r = cos θ als Koordina-
ten (vgl. Kapitel 1). Setzt man ψn(σ) := 〈n(σ),∇un(x(σ))〉 fu¨r die Normalenableitung von un(x)
im Punkt x(σ), so deﬁniert diese mittels der Greenschen Darstellungsformel schon vollsta¨ndig
die Funktion un(x) ([Eva98])
Falls die Funktion un(x) normiert ist, gilt die Beziehung
1
2
∫
∂Ω
|ψn(σ)|2〈n(σ), x(σ)〉dσ = k2n.
In Abha¨ngigkeit von einem Parameter b ∈ C mit Im b > 0 deﬁniert man
cb(s,r),k(σ) :=
(
k
π
) 1
4
(Im b)
1
4
∑
m∈Z
eik[r(σ−s+mL)+
b
2
(σ−s+mL)2],
wobei L die La¨nge von ∂Ω ist.
Als Poincare´-Husimi-Funktion deﬁnieren [BFS04] nun
hbn(s, r) :=
1
2πkn
∣∣∣∣∣∣
∫
∂Ω
c¯b(s,r),kn(σ)ψn(σ)dσ
∣∣∣∣∣∣
2
.
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Abbildung 22: Die Poincare´-Husimi Funktion fu¨r einige Lo¨sungen des Ei-Billards. Die Koor-
dinaten (s, r) wurden transformiert auf (φ, θ), wobei φ der Polarwinkel des Randpunktes ist.
Von oben links nach unten rechts: eine Whispering-Gallery-Mode, die Bouncing-Ball-Mode, eine
Lo¨sung entlang eines stabilen 5-periodischen Orbits, eine Scar-Lo¨sung, eine innere Whispering-
Gallery-Mode, eine chaotische Lo¨sung. In der Husimi-Projektion der Lo¨sungen auf den Pha-
senraum C der Billard-Abbildung kann man deutlich den oben beschriebenen quasi-klassischen
Zusammenhang dieser Lo¨sungstypen erkennen.
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Numerische Berechnung der Husimi-Funktion
Der Algorithmus zur Berechnung von Eigenwerten und Funktionen fu¨r große k aus Kapitel 4
liefert ein skalares Vielfaches ψ˜n(σ) der Funktion ψn(σ). Die Normalisierung ψn(σ) erha¨lt man
durch ([Ba¨c02])
ψn(σ) :=
√
2k√∫
∂Ω
n(σ)x(σ)|ψ˜n(σ)|2dσ
ψ˜n(σ).
Zu ihrer Berechnung verwendet man die Trapezregel.
Die unendliche Summe zur Berechnung von cb(s,r),k(σ) wird durch eine endliche Summe appro-
ximiert. Das Integral zur Berechnung von hbn(s, r) schließlich wird wiederum mit einer Trapez-
summe berechnet.
Der Phasenraum wird dann durch ein Gitter (si, rj) diskretisiert und die Funktion hbn(s, r) wird
an den Gitterpunkten numerisch ausgewertet.
3.4 Galerie
Zur Veranschaulichung der beschriebenen Resultate und als Referenz fu¨r die Beurteilung der im
folgenden zu beschreibenden Algorithmen wurden fu¨r 6 verschiedene Klassen von Lo¨sungen der
Helmholtz-Gleichung u¨ber dem Ei-Billard repra¨sentative Fa¨lle berechnet.
In Abbildung 22 sind die jeweiligen Husimi-Projektionen abgebildet. Simulationen der zugrunde
liegenden klassischen Trajektorien des Billard-Systems ﬁndet sich im obigen Text.
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Abbildung 23: 6 Lo¨sungstypen, die im folgenden als Referenz benutzt werden. In Abbildung 22
sind die Husimi-Projektionen dieser Lo¨sungen abgebildet (in der gleichen Reihenfolge).
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4 Randintegralmethode
Wie in Kapitel 3 gesehen, ist die eﬃziente numerische Behandlung des quasi-klassischen Helm-
holtz-Eigenwertproblems (HP) gesucht:
Bestimme alle k ∈ R mit k  1 und a ≤ k ≤ b, so daß die Helmholtz-Gleichung
∆u + k2u = 0 in Ω (4.1)
eine nicht-triviale Lo¨sung mit
u|∂Ω = 0
besitzt. Hierbei ist Ω ⊂ R2 ein beschra¨nktes Gebiet mit geschlossenem C2-Rand. Ist Ω insbe-
sondere ein p-Lazutkin-Billard, so wurde in Kapitel 3 gezeigt, daß es Lo¨sungen geben muß, die
entlang der zugeho¨rigen p-periodischen Kaustik lokalisiert sind.
Ein mit (HP) verwandtes Problem der mathematischen Physik ist das quasi-klassische Trans-
missions-Problem (TP):
Bestimme alle k ∈ C mit |k|  1 und a ≤ |k| ≤ b, so daß die Gleichungen
∆u0 + (kn0)2u0 = 0 in Ω (4.2)
∆u + k2u = 0 in R2 \ Ω¯ (4.3)
mit den Randbedingungen
u0 − u = 0 auf ∂Ω (4.4)
∂u0
∂ν
− ∂u
∂ν
= 0 auf ∂Ω (4.5)
nicht-triviale Lo¨sungen u0 ∈ C2(Ω) ∩ C(Ω¯) und u ∈ C2(R2 \ Ω¯) ∩ C(R2 \ Ω) besitzen. Hierbei
ist Ω ⊂ R2 ein beschra¨nktes Gebiet mit geschlossenem C2-Rand und n0 ∈ R eine Konstante.
Zusa¨tzlich soll fu¨r |x| → ∞ die Sommerfeld’sche-Ausstrahlungsbedingung
u(x) = O
(
1
r
)
,
∂u
∂r
− iku = o
(
1
r
)
, fu¨r r = |x| → ∞ (4.6)
erfu¨llt sein.
In Kapitel 5 wird eine Anwendung aus der Halbleiter-Technik behandelt, die auf dieses Problem
reduziert werden kann.
Trotz der eher einfachen Struktur der Gleichungen (4.1), (4.2) und (4.3) bereiten die Probleme
(HP) und (TP) enorme numerische Schwierigkeiten, die durch die zusa¨tzliche quasi-klassische
Anforderung k  1 bzw. |k|  1 verursacht werden. Die mathematische, besonders aber die phy-
sikalische Literatur, schla¨gt einige Verfahren zur Lo¨sung von (HP) vor, eine U¨bersicht und einen
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Vergleich mit dem weiter unten vorgestellten Algorithmus beﬁnden sich in 4.5. Fu¨r das (TP)
hingegen existieren nur wenige Ansa¨tze, fu¨r die zudem keine Fehlerabscha¨tzungen existieren.
Diese Lu¨cken werden in diesem Kapitel geschlossen. Es wird ein Algorithmus vorgestellt, der
sowohl (HP) als auch (TP) eﬃzient lo¨st. Es wird dann gezeigt, daß der Diskretisierungsfehler
exponentiell schnell fa¨llt.
Ausgangspunkt des Algorithmus ist eine a¨quivalente Formulierung von (HP) und (TP) als Inte-
gralgleichung. Die auftretenden Integraloperatoren werden auf einer von Kussmaul ([Kus68]) und
Kress ([Kre95]) aufbauenden Darstellung numerisch eﬀektiv diskretisiert. Diese beiden Arbeiten
bescha¨ftigen sich jedoch nicht mit den oben beschriebenen Eigenwert-Problemen.
Fu¨r die eigentliche Eigenwertsuche im Intervall a ≤ |k| ≤ b wird dann eine Pra¨diktor-Korrektor-
Strategie entwickelt, die gegenu¨ber fru¨heren Verfahren die folgenden Vorteile bietet:
• Der Algorithmus ist sehr robust, es werden keine Eigenwerte in dem Intervall [a, b] u¨ber-
sehen.
• Der Algorithmus ﬁndet die Eigenwerte im Intervall [a, b] direkt, er beno¨tigt keine Suche
mit Hilfe von Testfunktionen.
Zum Schluß wird ein Algorithmus fu¨r die Lo¨sung von nicht-linearen Eigenwertproblemen der
Form
A(k(ε), ε)x = 0,
wobei A(k, ε) eine voll-besetzte, nicht-linear von k und ε abha¨ngige Matrix ist. Probleme dieses
Types tauchen bei der numerischen Behandlung von (HP) und (TP) unter kleinen Deformationen
des Randes ∂Ω auf.
4.1 Formulierung als Randintegralgleichung
In diesem Abschnitt werden die analytischen Hilfsmittel zur Formulierung von (HP) und (TP)
als Integralgleichungen referiert. Die Darstellung folgt im wesentlichen dem Vorgehen in [Kre99].
Sei
Φk(x, y) :=
i
4
H
(+)
0 (k|x− y|), x = y
die 2-dimensionale Fundamentallo¨sung der Helmholtz-Gleichung, wobei H(+)0 (z) die Hankelfunk-
tion erster Art ist. Fu¨r festes y ∈ R2 erfu¨llt Φk(x, y) die Helmholtz-Gleichung auf R2 \ {y}.
Man erha¨lt zuna¨chst Lo¨sungen von (4.1) ohne Beru¨cksichtigung der Randbedingungen aufgrund
des folgenden Satzes
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4.1 Satz. Sei φ eine beliebige Funktion aus C(∂Ω). Die Funktionen
u(x) =
∫
∂Ω
Φk(x, y)φ(y)dsy, x ∈ R2 \ ∂Ω (4.7)
bzw.
v(x) =
∫
∂Ω
∂Φk
∂νy
(x, y)φ(y)dsy, x ∈ R2 \ ∂Ω (4.8)
erfu¨llen die Helmholtz-Gleichung (4.1) in R2 \ ∂Ω und sind dort unendlich oft diﬀerenzierbar.
Man nennt u(x) bzw. v(x) das Einfachschicht-Potential bzw. das Doppelschicht-Potential. Die
Funktion φ heißt Belegung.
Beweis: Fu¨r festes x ∈ ∂Ω sind die zweiten Ableitungen von Φk(x, y) bzw. ∂Φk∂νy (x, y) nach x
gleichma¨ßig stetig, so daß die Diﬀerentiation unter das Integral gezogen werden kann und die
Diﬀerentiationsreihenfolge vertauscht werden darf. Der Satz folgt dann aus den Lo¨sungseigen-
schaften der Fundamentallo¨sung. 
Am Rand ∂Ω werden die obigen Integranden singula¨r. Das Verhalten am Rand wird durch die
beiden folgenden Sa¨tze beschrieben, die in der Literatur als Sprungbedingung bekannt sind.
4.2 Satz (Sprungbedingung fu¨r das Einfachschicht-Potential, ([Kre99, Thm. 6.18])).
Fu¨r das Einfachschicht-Potential u mit C2-stetigem Rand ∂Ω und stetiger Belegung φ gilt
∂u±
∂ν
(x) =
∫
∂Ω
∂Φk
∂νx
(x, y)φ(y)dsy ∓ 12φ(x), x ∈ ∂Ω. (4.9)
Hierbei wird
∂u±
∂ν
(x) := lim
h→+0
ν(x) · ∇u(x± hν(x))
im Sinne gleichma¨ßiger Konvergenz auf dem Rand ∂Ω verstanden. Das Integral existiert als
uneigentliches Integral.
4.3 Satz (Sprungbedingung fu¨r das Doppelschicht-Potential, ([Kre99, Thm. 6.17])).
Das Doppelschicht-Potential v mit C2-stetigem Rand ∂Ω und stetiger Belegung φ la¨ßt sich stetig
von Ω nach Ω¯ und R2 \ Ω¯ nach R2 \ Ω fortsetzen. Fu¨r die Grenzwerte gilt
v±(x) =
∫
∂Ω
∂Φk
∂νy
φ(y)dsy ± 12φ(x), x ∈ ∂Ω. (4.10)
Hierbei ist
v±(x) := lim
h→+0
v(x± hν(x))
und das Integral existiert als uneigentliches Integral.
Zusa¨tzlich gilt
lim
h→+0
ν(x) · {∇v(x + hν(x))−∇v(x− hν(x))} = 0.
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Zur Lo¨sung des Helmholtz-Problems kann also ein Ansatz als Einfach- bzw. Doppelschicht-
Potential oder als Kombination beider gemacht werden. Zur Lo¨sung des Transmissions-Problems
wird eine Kombination eines Einfach- bzw. Doppelschicht-Potential gemacht.
In beiden Fa¨llen muß die Belegung φ so gewa¨hlt werden, daß die vorgegebenen Randbedingungen
erfu¨llt werden. Dies fu¨hrt im Falle von (HP) zu
4.4 Satz. Das Doppelschicht-Potential
u(x) =
∫
∂Ω
∂Φk
∂νy
(x, y)φ(y)dsy
mit stetiger Belegung φ ist eine nicht-triviale Lo¨sung von (HP), falls φ eine nicht-triviale Lo¨sung
der Integralgleichung
φ(x)− 2
∫
∂Ω
∂Φk
∂νy
(x, y)φ(y)dsy = 0, x ∈ ∂Ω
ist.
Beweis: Anwendung von Satz (4.3). 
Bemerkung: In dieser Arbeit werden ausschließlich Eigenwert-Probleme behandelt. Nur im
Fall, daß k ein Eigenwert von (HP) bzw. (TP) ist, existieren nicht-triviale Lo¨sungen ([Eva98]).
Ist k hingegen kein Eigenwert, so ist die Null-Lo¨sung die einzige Lo¨sung von (HP) bzw. (TP).
Der Integraloperator K : C(∂Ω) → C(∂Ω) mit
(Kψ)(x) := 2
∫
∂Ω
∂Φk
∂νy
ψ(y)dsy, x ∈ ∂Ω (4.11)
ist kompakt auf C(∂Ω) und C0,α(∂Ω) fu¨r 0 < α < 1 und bildet C0,α(∂Ω) nach C1,α(∂Ω) ab
([Kre99, Seite 82]).
Damit kann man Satz (4.4) umformulieren:
u(x) =
∫
∂Ω
∂Φk
∂νy
(x, y)φ(y)dsy
ist eine Lo¨sung von (HP), falls φ eine nicht-triviale Lo¨sung der Integralgleichung
(I −K)φ = 0 (4.12)
ist, wobei I der Identita¨tsoperator auf C(∂Ω) ist.
Fu¨r die Behandlung des Transmissions-Problems werden zusa¨tzlich Integraloperatoren deﬁniert.
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Nach [Kre99] ist
(K∗φ)(x) := 2
∫
∂Ω
∂Φk
∂νx
φ(y)dsy, x ∈ ∂Ω (4.13)
der zu K bezu¨glich
〈φ,ψ〉 :=
∫
∂Ω
φψds, φ, ψ ∈ C(∂Ω)
adjungierte Integraloperator, d.h. es gilt 〈Kφ,ψ〉 = 〈φ,K∗ψ〉.
Der durch
(Sφ)(x) := 2
∫
∂Ω
Φk(x, y)φ(y)dsy, x ∈ ∂Ω (4.14)
deﬁnierte Integraloperator S : C(∂Ω) → C(∂Ω) ist selbstadjungiert und besitzt die gleichen
Kompaktheits- und Abbildungseigenschaften wie K, ([Kre99]).
Sei nunA(∂Ω) der Raum aller stetigen Funktionen ψ mit der Eigenschaft, daß das Doppelschicht-
Potential v mit der Belegung ψ stetige Normalenableitungen auf beiden Seiten von ∂Ω hat. Da
beide Normalenableitungen u¨bereinstimmen und A(∂Ω) nicht leer ist, wird durch
(Tψ)(x) := 2
∂
∂νx
∫
∂Ω
∂Φk
∂νy
ψ(y)dsy, x ∈ ∂Ω (4.15)
ein Integraloperator T : A(∂Ω)→ C(∂Ω) deﬁniert.
Sei nun k0 := k · n0 und
Φ0(x, y) :=
i
4
H
(+)
0 (k0|x− y|)
die Fundamentallo¨sung zu Gleichung (4.2). Analog zu den Integraloperatoren K,K∗, S und T
werden nun durch Ersetzung der Funktion Φ(x, y) durch Φ0(x, y) in den Deﬁnitionen (4.11),
(4.13), (4.14) und (4.15) die Integraloperatoren K0,K∗0 , S0 und T0 deﬁniert.
Fu¨r die Lo¨sung des Transmissions-Problems wird eine Kombination aus Einfach- und Dop-
pelschichtpotential angesetzt, die auf eine Arbeit von H. Brakhage und P. Werner ([BW65])
zuru¨ckgeht. Man macht den Ansatz
u(x) =
∫
∂Ω
{
∂Φ(x, y)
∂νy
ψ(y) + Φ(x, y)φ(y)
}
dsy =
1
2
(Kψ + Sφ), x ∈ R2 \ Ω¯ (4.16)
und
u0(x) =
∫
∂Ω
{
∂Φ0(x, y)
∂νy
ψ(y) + Φ0(x, y)φ(y)
}
dsy =
1
2
(K0ψ + S0φ), x ∈ Ω (4.17)
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mit Funktionen φ(x), ψ(x) ∈ C(∂Ω). Nach der Konstruktion erfu¨llt u0 die Gleichung (4.2) und u
die Gleichung (4.3) sowie die Sommerfeld-Bedingung. Es mu¨ssen also nun die Funktionen φ(x)
und ψ(x) so bestimmt werden, daß zusa¨tzlich auch noch die Randbedingungen erfu¨llt werden.
Die Sprungbedingungen (4.9) und (4.10) liefern die Gleichungen
u+ =
1
2
Kψ +
1
2
ψ +
1
2
Sφ, (u0)− =
1
2
K0ψ − 12ψ +
1
2
S0φ
∂u+
∂νx
=
1
2
Tψ +
1
2
K∗φ− 1
2
φ,
∂ (u0)−
∂νx
=
1
2
T0ψ +
1
2
K∗0φ +
1
2
φ.
Aus den Stetigkeitsforderungen u− u0 = 0 und ∂u∂ν − ∂u0∂ν = 0 am Rand erha¨lt man ein Integral-
gleichungssystem fu¨r die unbekannten Belegungen φ und ψ,
2ψ + (K −K0)ψ + (S − S0)φ = 0 (4.18)
2φ− (T − T0)ψ − (K∗ −K∗0 )φ = 0, (4.19)
welches sich in der Form(
2 ·
(
I 0
0 I
)
−
(
−(K −K0) −(S − S0)
T − T0 K∗ −K∗0
))(
ψ
φ
)
= 0 (4.20)
schreiben la¨ßt.
Die Darstellungen (4.12) und (4.20) werden zusammengefaßt im
4.5 Satz. Sei im Falle des Helmholtz-Problems durch A : C(∂Ω) → C(∂Ω) und
A(k) := (I −K) (4.21)
bzw. im Falle des Transmissions-Problems durch A(k) : C(∂Ω)× C(∂Ω) → C(∂Ω)× C(∂Ω) und
A(k) := 2 ·
(
I 0
0 I
)
−
(
−(K −K0) −(S − S0)
T − T0 K∗ −K∗0
)
(4.22)
ein Integraloperator deﬁniert. Seien a, b wie in (HP) bzw. (TP) vorgegeben. Dann gilt:
• Das Paar k und u ist Lo¨sung von (HP), falls a ≤ k ≤ b ist und die Integralgleichung
A(k)φ = 0
mit dem Integraloperator aus (4.21) eine nicht-triviale Lo¨sung φ besitzt. In diesem Fall ist
dann
u(x) =
∫
∂Ω
∂Φk
∂νy
(x, y)φ(y)dsy.
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• Das Tripel k, u0 und u ist Lo¨sung von (TP), falls a ≤ |k| ≤ b ist und die Integralgleichung
A(k)
(
ψ
φ
)
= 0
mit dem Integraloperator aus (4.22) eine nicht-triviale Lo¨sung
(
ψ
φ
)
besitzt. In diesem Fall
ist dann
u0(x) =
∫
∂Ω
{
∂Φ0(x, y)
∂νy
ψ(y) + Φ0(x, y)φ(y)
}
dsy x ∈ Ω
und
u(x) =
∫
∂Ω
{
∂Φ(x, y)
∂νy
ψ(y) + Φ(x, y)φ(y)
}
dsy x ∈ R2 \ Ω¯.
4.6 Deﬁnition. Sind k und u Lo¨sungen von (HP) bzw. k, u0 und u Lo¨sungen von (TP), so
nennt man in beiden Fa¨llen k die Eigenresonanz und u bzw. u0 und u die Eigenfunktion.
4.2 Diskretisierung des Operators A(k)
Der Operator A(k) muß fu¨r die numerische Behandlung diskretisiert werden. Hierzu wird eine
geeignete Darstellung der jeweiligen Integralkerne entwickelt, die die Ergebnisse von Kussmaul
und Kress auf die Probleme (HP) bzw. (TP) verallgemeinern. Die jeweiligen Integralkerne wer-
den in einen analytischen Teil und in einen Teil mit einer Singularita¨t der Form log
(
4 sin2 t−τ2
)
aufgespalten. Fu¨r beide Teile werden dann gesonderte Quadraturverfahren entwickelt. In der
Aufspaltung der Kerne in einen analytischen bzw. singula¨ren Teil liegt die Eﬃzienz dieser Diskre-
tisierungsform, da der singula¨re Teil durch ein geeignetes Quadraturverfahren integriert werden
kann.
Der Rand ∂Ω sei parametrisiert in der Form
∂Ω = {x(t)|x(t) = (x1(t), x2(t)) , 0 ≤ t ≤ 2π} ,
so daß |x′(t)| > 0 ist und ∂Ω gegen den Uhrzeigersinn orientiert ist. Es bezeichne ν(x(t)) die
a¨ußere Einheitsnormale und n(t) den Normalenvektor n(t) := |x′(t)| · ν(x(t)) = (x′2(t),−x′1(t)).
Zur Vereinfachung der Notation wird die Abha¨ngigkeit der Integraloperatoren bzw. der jeweiligen
Integralkerne von k unterdru¨ckt.
Zuna¨chst werden die einzelnen Aufspaltungen der Integralkerne vorgestellt.
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a. Aufspaltung des Operators K
Unter Beru¨cksichtigung von H(+)
′
0 (z) = −H(+)1 (z), folgt zuna¨chst
∇yΦk(x, y) = ik4
x− y
|x− y|H
(+)
1 (k|x− y|).
Fu¨r den Operator K erha¨lt man
(Kφ)(x(t)) =
2π∫
0
ik
2
n(τ) · (x(t)− x(τ))
|x′(τ)| · |x(t)− x(τ)|H
(+)
1 (k|x(t)− x(τ)|)φ(x(τ))|x′(τ)|dτ
=
2π∫
0
H(t, τ)φ(x(τ))dτ,
mit dem Integralkern
H(t, τ) :=
ik
2
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)| H
(+)
1 (k|x(t) − x(τ)|). (4.23)
Fu¨r t → τ besitzt der Kern H(t, τ) eine hebbare Singularita¨t. Um numerische Schwierigkeiten bei
der Auswertung des Kerns H(t, τ) zu vermeiden, verwendet man die von R. Kussmaul ([Kus68])
angegebene Darstellung
H(t, τ) = H1(t, τ) log
(
4 sin2
t− τ
2
)
+ H2(t, τ)
mit den analytischen Funktionen
H1(t, τ) := − k2π
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)| J1(k|x(t)− x(τ)|)
H2(t, τ) := H(t, τ)−H1(t, τ) log
(
4 sin2
t− τ
2
)
,
wobei J1(z) die erste Besselfunktion ist. Fu¨r die Diagonalterme gilt
H1(t, t) = 0, H2(t, t) =
1
2π
n(t) · x′′(t)
|x′(t)|2 . (4.24)
Die Details der Herleitung dieser Darstellung sind im Anhang angegeben.
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b. Aufspaltung des Operators K −K0
A¨hnlich wie oben folgt
(K −K0) (ψ) (x(t)) =
2π∫
0
{
i
2
n(τ)
|x′(τ)|
x(t)− x(τ)
|x(t)− x(τ)|
[
kH
(+)
1 (k|x(t)− x(τ)|)
− k0H(+)1 (k0|x(t)− x(τ)|)
]
· |x′(τ)|
}
ψ (x(τ)) dτ
=
2π∫
0
H˜(t, τ)ψ (x(τ)) dτ,
(4.25)
mit dem Integralkern
H˜(t, τ) :=
i
2
n(τ)
x(t)− x(τ)
|x(t)− x(τ)|
[
kH
(+)
1 (k|x(t)− x(τ)|)− k0H(+)1 (k0|x(t)− x(τ)|)
]
.
Analog zu oben wird der singula¨re Anteil dieses Kerns abgespalten. Der Kern H˜(t, τ) la¨ßt sich
dann schreiben als
H˜(t, τ) = H˜1(t, τ) log
(
4 sin2
t− τ
2
)
+ H˜2(t, τ),
wobei H˜1(t, τ) durch
H˜1(t, τ) := − 12πn(τ)
x(t)− x(τ)
|x(t)− x(τ)|
[
kJ1 (k|x(t)− x(τ)|) − k0J1 (k0|x(t)− x(τ)|)
]
gegeben ist und der Kern H˜2(t, τ) durch
H˜2(t, τ) = H˜(t, τ)− H˜1(t, τ) log
(
4 sin2
t− τ
2
)
.
Fu¨r die Diagonalterme erha¨lt man gema¨ß (4.24)
H˜1(t, t) = 0 und H˜2(t, t) = 0.
c. Aufspaltung des Operators K∗ −K∗0
Fu¨r den Operator (K∗ −K∗0 ) ﬁndet man
(K∗ −K∗0 ) (φ) (x(t)) =
2π∫
0
{
− i
2
n(t)
|x′(t)|
x(t)− x(τ)
|x(t)− x(τ)|
[
kH
(+)
1 (k|x(t)− x(τ)|)
− k0H(+)1 (k0|x(t)− x(τ)|)
]
· |x′(τ)|
}
φ (x(τ)) dτ
=
1
|x′(t)|
2π∫
0
H˜∗(t, τ)φ (x(τ)) dτ,
(4.26)
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mit dem Integralkern
H˜∗(t, τ) = − i
2
n(t)
x(t)− x(τ)
|x(t)− x(τ)|
[
kH
(+)
1 (k|x(t)− x(τ)|) − k0H(+)1 (k0|x(t)− x(τ)|)
]
· |x′(τ)|.
Wiederum ergibt Abspalten des singula¨ren Anteils die Gestalt
H˜∗(t, τ) = H˜∗1 (t, τ) log
(
4 sin2
t− τ
2
)
+ H˜∗2 (t, τ),
wobei diesmal
H˜∗1 (t, τ) :=
1
2π
n(t)
x(t)− x(τ)
|x(t)− x(τ)|
[
kJ1 (k|x(t)− x(τ)|)− k0J1 (k0|x(t)− x(τ)|)
]
· |x′(τ)|
und
H˜∗2 (t, τ) = H˜
∗(t, τ)− H˜∗1 (t, τ) log
(
4 sin2
t− τ
2
)
ist. Fu¨r die Diagonalterme erha¨lt man wie oben
H˜∗1 (t, t) = 0 und H˜
∗
2 (t, t) = 0.
d. Aufspaltung des Operators S − S0
Zuna¨chst wird die Aufspaltung des Operators S diskutiert. Mit der obigen Parametrisierung des
Randes ﬁndet man
(Sφ) (x(t)) =
2π∫
0
i
2
H
(+)
0 (k|x(t) − x(τ)|) |x′(τ)|φ (x(τ)) dτ
=
∫ 2π
0
M(t, τ)|x′(τ)|φ (x(τ)) dτ
mit dem Integralkern
M(t, τ) =
i
2
H
(+)
0 (k|x(t)− x(τ)|) .
Auch bei diesem Kern kann der singula¨re Anteil analog zu den obigen Kernen abgespalten
werden. Es gilt
M(t, τ) = M1(t, τ) log
(
4 sin2
t− τ
2
)
+ M2(t, τ)
mit
M1(t, τ) = − 12πJ0 (k|x(t)− x(τ)|)
und
M2(t, τ) = M(t, τ) −M1(t, τ) log
(
4 sin2
t− τ
2
)
.
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Die Diagonalterme ergeben sich zu
M1(t, t) = − 12π und M2(t, t) =
i
2
− C
π
− 1
π
log
k|x′(t)|
2
.
Hieraus la¨ßt sich nun leicht die gesuchte Zerlegung des Operators S − S0 bestimmen. Es gilt
(S − S0)(φ) (x(t)) =
2π∫
0
i
2
(
H
(+)
0 (k|x(t)− x(τ)|) −H(+)0 (k0|x(t)− x(τ)|)
)
|x′(τ)|φ (x(τ)) dτ
=
2π∫
0
M˜(t, τ)|x′(τ)|φ (x(τ)) dτ
mit
M˜(t, τ) =
i
2
(
H
(+)
0 (k|x(t)− x(τ)|) −H(+)0 (k0|x(t)− x(τ)|)
)
.
Man deﬁniert
M˜1(t, τ) = − 12π (J0 (k|x(t)− x(τ)|) − J0 (k0|x(t)− x(τ)|))
und
M˜2(t, τ) = M˜ (t, τ)− M˜1(t, τ) log
(
4 sin2
t− τ
2
)
.
Da die Resonanz k im Diagonalterm M2(t, t) auftaucht, hebt sich dieser nicht weg, man ﬁndet
M˜1(t, t) = 0 und M˜2(t, t) =
1
π
log n.
e. Aufspaltung des Operators T − T0
Wie in [Kre95] gezeigt wird, besitzt der Operator T die Darstellung
(Tφ) (x(t)) =
(
d
ds
S
dφ
ds
)
(x(t)) + k2ν · S(νφ) (x(t)) . (4.27)
Mittels partieller Integration und wegen φ(x(0)) = φ(x(2π)) ﬁndet man
(
d
ds
S
dφ
ds
)
(x(t)) =
i
2
1
|x′(t)|
2π∫
0
∂
∂t
H
(+)
0 (k|x(t)− x(τ)|)
dφ(x(τ))
dτ
dτ
= − i
2
1
|x′(t)|
2π∫
0
∂2
∂t∂τ
H
(+)
0 (k|x(t)− x(τ)|) φ(x(τ))dτ.
Sei nun
N(t, τ) :=
∂2
∂t∂τ
{
i
2
H
(+)
0 (k|x(t)− x(τ)|) +
1
2π
log
(
4 sin2
t− τ
2
)}
, (4.28)
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dann folgt mit erneuter partieller Integration
(
d
ds
S
dφ
ds
)
(x(t)) = − 1|x′(t)|
2π∫
0
{
N(t, τ) − ∂
2
∂t∂τ
(
1
2π
log
(
4 sin2
t− τ
2
))}
φ(x(τ))dτ
= − 1|x′(t)|
2π∫
0
{
− 1
2π
cot
t− τ
2
· dφ(x(τ))
dτ
+ N(t, τ)φ(x(τ))
}
dτ.
Im Anhang wird gezeigt, daß auch der Kern N(t, τ) eine a¨hnliche Aufspaltung besitzt wie die
vorher besprochenen Kerne. Es gilt na¨mlich
N(t, τ) = N1(t, τ) log
(
4 sin2
t− τ
2
)
+ N2(t, τ),
mit den analytischen Funktionen
N1(t, τ) = − 12π
∂2
∂t∂τ
J0(k|x(t) − x(τ)|)
und
N2(t, τ) = N(t, τ)−N1(t, τ) log
(
4 sin2
t− τ
2
)
.
Die Diagonalterme ergeben sich zu
N1(t, t) = −k
2|x′(t)|2
4π
und
N2(t, t) =
(
πi− 1− 2C − 2 log k|x
′(t)|2
2
)
k2|x′(t)|2
4π
+
1
12π
+
(x′(t)x′′(t))2
2π|x′(t)|4 −
|x′′(t)|2
4π|x′(t)|2 −
x′(t)x′′′(t)
6π|x′(t)|2 .
Bei N2(t, t) ist zu beachten, daß die hinteren Terme nicht von k abha¨ngen, so daß sie sich spa¨ter
bei der Berechnung des modiﬁzierten Kerns N˜2 wegheben werden.
Beru¨cksichtigt man die Formeln (vgl. [AS70])
Jn+1(z) =
(
2n
z
)
Jn(z)− Jn−1(z) H(+)n+1(z) =
(
2n
z
)
H(+)n (z)−H(+)n−1(z)
J ′n(z) = −Jn+1(z) +
n · Jn(z)
z
H(+)
′
n (z) = −H(+)n+1(z) +
n ·H(+)n (z)
z
,
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fu¨r n = 0, 1, . . ., so folgt mit einer kleinen Rechnung
N1(t, τ) = − 12π
∂2
∂t∂τ
J0(k|x(t)− x(τ)|)
= − 1
2π
∂
∂t
{
k
(x(t)− x(τ))x′(τ)
|x(t)− x(τ)| J1(k|x(t)− x(τ)|)
}
= − 1
2π
{
k
(x(t)− x(τ))x′(τ)
|x(t)− x(τ)| k
(x(t)− x(τ))x′(t)
|x(t)− x(τ)| J
′
1(k|x(t)− x(τ)|)
+kJ1(k|x(t)− x(τ)|)
{
−(x(t)− x(τ))x
′(t)
|x(t)− x(τ)|3 · (x(t)− x(τ))x
′(τ) +
x′(t)x′(τ)
|x(t)− x(τ)|
}}
= − 1
2π
N¯(t, τ)
{
k2J ′1(k|x(t) − x(τ)|)−
kJ1(k|x(t)− x(τ)|)
|x(t)− x(τ)|
}
− kx
′(t)x′(τ)
2π|x(t)− x(τ)|J1(k|x(t) − x(τ)|)
=
1
2π
N¯(t, τ)k2J2(k|x(t) − x(τ)|) − kx
′(t)x′(τ)
2π|x(t)− x(τ)|J1(k|x(t) − x(τ)|)
= − 1
2π
N¯(t, τ)
{
k2J0(k|x(t) − x(τ)|)− 2kJ1(k|x(t) − x(τ)|)|x(t)− x(τ)|
}
− kx
′(t)x′(τ)
2π|x(t)− x(τ)|J1(k|x(t) − x(τ)|),
wobei zur Abku¨rzung
N¯(t, τ) :=
(x(t)− x(τ))x′(t)(x(t) − x(τ))x′(τ)
|x(t)− x(τ)|2
gesetzt wurde. Vertauscht man nun die Besselfunktionen durch die Hankelfunktionen und be-
achtet
∂2
∂t∂τ
log
(
4 sin2
t− τ
2
)
=
1
2
1
sin2 t−τ2
,
so erha¨lt man in analoger Weise
N(t, τ) =
i
2
N¯(t, τ)
{
k2H
(+)
0 (k|x(t) − x(τ)|)−
2kH(+)1 (k|x(t)− x(τ)|)
|x(t)− x(τ)|
}
+
i
2
kx′(t)x′(τ)
|x(t)− x(τ)|H
(+)
1 (k|x(t)− x(τ)|) +
1
4π
1
sin2 t−τ2
Durch Ersetzen von k durch k0 in den obigen Gleichungen gelangt man schließlich zu einer
Darstellung des Operators
(
d
dsS0
dφ
ds
)
(x(t)).
Durch Subtraktion wird dann eine Darstellung des Operators
(
d
ds(S − S0)dφds
)
(x(t)) gefunden.
Sei N˜(t, τ) der entsprechende Integralkern und
N˜(t, τ) = N˜1(t, τ) log
(
4 sin2
t− τ
2
)
+ N˜2(t, τ)
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die Aufspaltung mit Diagonaltermen
N˜1(t, t) =
|x′(t)|2(k20 − k2)
4π
und
N˜2(t, t) =
|x′(t)|2
4π
{
(k2 − k20)(πi− 1− 2C)− 2k2 log
k|x′(t)|2
2
+ 2k20 log
k0|x′(t)|2
2
}
.
Auf eine explizite Darstellung der Kerne wird an dieser Stelle verzichtet, es muß lediglich die
Diﬀerenz der k-Terme und der k0-Terme gebildet werden.
Nun kann endlich die gesuchte Darstellung des Operators T −T0 angegeben werden. Zusammen-
setzen der bisherigen Ergebnisse liefert
(T − T0)(φ) (x(t)) =
(
d
ds
(S − S0)dφds
)
(x(t)) + ν
(
k2S(νφ)− k20S0(νφ)
)
(x(t))
= ν
(
k2S(νφ)− k20 S0(νφ)
)
(x(t))− 1|x′(t)|
2π∫
0
N˜(t, τ)φ(x(τ))dτ.
Mit den obigen Ergebnissen fu¨r den Operator S la¨ßt sich nun eine Zerlegung des Ausdrucks(
k2S(νφ)− k20S0(νφ)
)
angeben. Sei hierzu der Integralkern
L˜(t, τ) =
i
2
(
k2H
(+)
0 (k|x(t) − x(τ)|) − k20H(+)0 (k0|x(t)− x(τ)|)
)
deﬁniert. Analog zu oben gilt
L˜1(t, τ) = − 12π
(
k2J0 (k|x(t)− x(τ)|) − k20J0 (k0|x(t)− x(τ)|)
)
bzw.
L˜2(t, τ) = L˜(t, τ) − L˜1(t, τ) log
(
4 sin2
t− τ
2
)
.
Fu¨r die Diagonalterme ergibt sich schließlich
L˜1(t, t) =
k20 − k2
2π
und
L˜2(t, t) =
(
i
2
− C
π
− 1
π
log
|x′(t)|
2
)
(k2 − k20)−
1
π
(
k2 log k − k20 log k0
)
.
Nun kann endlich die Diskretisierung vorgenommen werden. Hierzu wird ein geeignetes Quadra-
turverfahren zur Berechnung der singula¨ren Integralteile entwickelt. Durch die obige Parametri-
sierung ko¨nnen die gesuchten Belegungen φ,ψ ∈ C(∂Ω) mittels
φ˜(t) := φ(x(t)) und ψ˜(t) := ψ(x(t))
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als 2π-periodische Funktion aufgefaßt werden. Es liegt somit nahe, die Quadratur auf trigo-
nometrische Interpolation zu begru¨nden. Hierzu wird das Intervall [0, 2π] a¨quidistant in 2N
Teilintervalle aufgeteilt. Seien
tj :=
jπ
N
, j = 0, . . . , 2N − 1
die dazu geho¨rigen Knotenpunkte. Bezeichne TN den 2N -dimensionalen Raum der trigonome-
trischen Polynome N -ter Ordnung, also Funktionen der Form
v(t) =
N∑
m=0
am cosmt +
N−1∑
m=1
bm sinmt.
Der Operator PN : C[0, 2π] → TN sei der dazugeho¨rige Interpolationsoperator. Man verwendet
2π∫
0
log
(
4 sin2
t− τ
2
)
f(τ)dτ 
2π∫
0
log
(
4 sin2
t− τ
2
)
(PNf)(τ)dτ
als Quadraturregel fu¨r die singula¨ren Integralteile der jeweiligen Operatoren.
Die Lagrange-Basis L0(t), . . . , L2N−1(t) mit Lk(tj) = δjk fu¨r die trigonometrische Interpolation
ist gegeben durch
Lj(t) :=
1
2N
{
1 + 2
N−1∑
m=1
cosm(t− tj) + cosN(t− tj)
}
.
Somit folgt zuna¨chst
(PNf)(τ) =
2N−1∑
j=0
f(tj)Lj(τ)
und weiter
2π∫
0
log
(
4 sin2
t− τ
2
)
f(τ)dτ 
2N−1∑
j=0
Rj(t)f(tj), (4.29)
mit
Rj(t) =
2π∫
0
log
(
4 sin2
t− τ
2
)
Lj(τ)dτ.
4.7 Lemma ([Kre99, Seite 208]). Es gilt
(i)
Rj(t) = −2π
N
N−1∑
m=1
1
m
cosm(t− tj)− π
N2
cosN(t− tj).
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(ii)
Rj(tk) = Rk(tj) =: R|k−j|, j, k = 0, . . . , 2N − 1
mit
Rj := −2π
N
N−1∑
m=1
1
m
cos
mjπ
N
− (−1)
jπ
N2
, j = 0, . . . , 2N − 1.
Fu¨r den analytischen Teil des Integralkerns wird die Trapezsumme
2π∫
0
f(t)dt 
2π∫
0
(PNf)(t)dt =
π
N
2N−1∑
j=0
f(tj) (4.30)
verwendet.
Diskretisierung von A(k) im Falle (HP)
Die Gleichungen (4.29) und (4.30) liefern die Na¨herung
(Kφ)(x(t)) =
2π∫
0
H(t, τ)φ˜(τ)dτ

2N−1∑
l=0
{
Rl(t)H1(t, tl) +
π
N
H2(t, tl)
}
φ˜(tl). (4.31)
Die Approximation der Integralgleichung A(k)(φ)(x(t)) = 0 schreibt sich somit als
φ˜(t)−
2N−1∑
l=0
{
Rl(t)H1(t, tl) +
π
N
H2(t, tl)
}
φ˜(tl) = 0. (4.32)
Setzt man zur Abku¨rzung φ˜j := φ˜(tj) fu¨r die unbekannten Funktionswerte der Belegung φ˜ an
den Knotenstellen tj und verwendet Lemma (4.7, (ii)), so sieht man, daß Gleichung (4.32) auf
das lineare Gleichungssystem
φ˜j −
2N−1∑
l=0
{
R|j−l|H1(tj , tl) +
π
N
H2(tj , tl)
}
φ˜l = 0, j = 0, . . . , 2N − 1
fu¨hrt.
Deﬁniert man die Matrix A = (Ajl) ∈ R2N×2N durch
Ajl := R|j−l|H1(tj , tl) +
π
N
H2(tj , tl),
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so la¨ßt sich die Integralgleichung A(k)(φ)(x(t)) = 0 durch die lineare, endlich-dimensionale
Gleichung
(I −A)


φ˜0
...
φ˜2N−1

 = 0
diskretisieren.
Die Matrix
A˜N (k) := I −A
ist somit die Diskretisierung des Operators A(k) fu¨r den Fall (HP).
Zur Vereinfachung der Notation wird sowohl im diskreten Fall φ˜ = (φ˜0, . . . , φ˜2N−1) als auch
im kontinuierlichen Fall φ˜ als Belegung verwendet. Die Matrix A˜N (k) ha¨ngt selbstversta¨ndlich
von dem Parameter k ab, der bisher zur Vereinfachung der Notation unterdru¨ckt wurde. Man
schreibt einfach A˜(k), falls der Diskretisierungsparameter N aus dem Zusammenhang ersichtlich
ist.
Diskretisierung von A(k) im Falle (TP)
Die gesuchten Funktionswerte der Belegungen φ˜ und ψ˜ an den Stellen x(tj) werden mit φ˜j :=
φ(x(tj)) und ψ˜j := ψ(x(tj)) bezeichnet. Zusa¨tzlich wird noch γj := |x′(tj)| eingefu¨hrt.
Mit den oben eingefu¨hrten Aufspaltungen wird die erste Gleichung von (4.18) zu
2ψ(x(t)) +
2π∫
0
{
log
(
4 sin2
t− τ
2
)
H˜1(t, τ) + H˜2(t, τ)
}
ψ(x(τ))dτ
+
2π∫
0
{
log
(
4 sin2
t− τ
2
)
M˜1(t, τ) + M˜2(t, τ)
}
|x′(τ)|φ(x(τ))dτ = 0.
Analog zum Fall (HP) gelangt man mittels Gleichungen (4.29) und (4.30) fu¨r den Fall (TP) zu
einer endlich-dimensionalen Gleichung fu¨r die unbekannten φ˜j und ψ˜j
2ψ˜j +
2N−1∑
l=0
{
R|j−l|H˜1(tj , tl) +
π
N
H˜2(tj , tl)
}
ψ˜l
+
2N−1∑
l=0
{
R|j−l|M˜1(tj, tl) +
π
N
M˜2(tj, tl)
}
γlφ˜l = 0, j = 0, . . . , 2N − 1. (4.33)
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Die zweite Gleichung von (4.18) fu¨hrt zuna¨chst zu
2φ(x(t)) − x
′(t)⊥
|x′(t)|
2π∫
0
{
log
(
4 sin2
t− τ
2
)
L˜1(t, τ) + L˜2(t, τ)
}
|x′(τ)|x
′(τ)⊥
|x′(τ)|ψ(x(τ))dτ
+
1
|x′(t)|
2π∫
0
{
log
(
4 sin2
t− τ
2
)
N˜1(t, τ) + N˜2(t, τ)
}
ψ(x(τ))dτ
− 1|x′(t)|
2π∫
0
{
log
(
4 sin2
t− τ
2
)
H˜∗1 (t, τ) + H˜
∗
2 (t, τ)
}
φ(x(τ))dτ = 0.
Mit den obigen Quadraturformeln erha¨lt man schließlich das endlich-dimensionale System
2φ˜jγj −
2N−1∑
l=0
{
R|j−l|
(
L˜1(tj, tl)x′jx
′
l − N˜1(tj , tl)
)
+
π
N
(
L˜2(tj , tl)x′jx
′
l − N˜2(tj , tl)
)}
ψ˜l
−
2N−1∑
l=0
{
R|j−l|H˜∗1 (tj , tl) +
π
N
H˜∗2 (tj , tl)
}
φ˜l = 0, j = 0, . . . , 2N − 1. (4.34)
Mit den durch
(A11)jl := −
{
R|j−l|H˜1(tj , tl) +
π
N
H˜2(tj , tl)
}
(A12)jl := −
{
R|j−l|M˜1(tj, tl)γl +
π
N
M˜2(tj, tl)γl
}
(A21)jl :=
{
R|j−l|
(
L˜1(tj , tl)x′jx
′
l − N˜1(tj , tl)
)
+
π
N
(
L˜2(tj, tl)x′jx
′
l − N˜2(tj , tl)
)}
(A22)jl :=
{
R|j−l|H˜∗1 (tj, tl) +
π
N
H˜∗2 (tj , tl)
}
,
deﬁnierten Matrizen A11, A12, A21, A22 ∈ C2N×2N wird das linearen Gleichungssystems (4.33)
und (4.34) kompakt in Matrixschreibweise umformuliert zu

2 ·


I2N×2N 0
0
γ1
. . .
γ2N−1

−
(
A11 A12
A21 A22
) ·


ψ˜0
...
ψ˜2N−1
φ˜0
...
φ˜2N−1


= 0. (4.35)
Die Matrix auf der linken Seite ist schließlich die gesuchte Diskretisierung des Operators A(k).
Sie wird im folgenden stets mit A˜N (k) bezeichnet.
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4.3 Der direkte Sweep-Algorithmus
Die Eigenresonanzen ko¨nnen nun approximiert werden, indem man k so bestimmt, daß die
Matrix A˜(k) singula¨r wird.
Das Verschwinden der Determinante von A˜(k) ist a¨quivalent zur Singularita¨t von A˜(k). In Folge
der Diskretisierung wird die Determinante zwar klein, aber niemals Null sein fu¨r Werte von k,
die hinreichend nahe an Eigenwerten des Laplace-Operators liegen. U¨berdies ist die numerische
Berechnung von Determinanten instabil, weil unterschiedliche Skalierungen der Matrix unter-
schiedliche Skalierungen im Werte der Determinante bewirken ([Sey94]). Statt der Determinante
wird besser die Singula¨rwertzerlegung der Matrix A˜(k) berechnet. Allgemein ist diese fu¨r eine
Matrix A gegeben durch unita¨re Matrizen U und V und eine Diagonalmatrix S, so daß
A = USV ∗
gilt ([Gv96]). Die Matrix S entha¨lt die Singula¨rwerte der Matrix A.
Allgemeiner kann die Singularita¨t einer Matrix mit Hilfe sogenannter Testfunktionen festgestellt
werden. Dazu deﬁniert man
4.8 Deﬁnition. Eine Abbildung τ : Cn×n → C mit der Eigenschaft
τ(A) = 0 ⇔ A ist singula¨r
heißt Testfunktion.
Eine Familie von Testfunktionen erha¨lt man zum Beispiel durch eine Idee von Seydel ([Sey94]).
Im Falle A = A˜(k) dient der kleinste Singula¨rwert als Maß fu¨r die Singularita¨t der Matrix A˜(k).
Bei den in der Literatur bisher beschriebenen Verfahren erfolgt die Eigenwertbestimmung (fu¨r
den (HP)-Fall) in einem vorgegebenen Intervall mittels eines sogenannten Sweep-Algorithmus,
der das Intervall nach Minima von geeigneten Testfunktionen untersucht ([Bar00], [Ba¨c02]). Hier-
zu wird die Testfunktion an bestimmten Stellen (z.B. unterteilt man das Intervall a¨quidistant)
ausgewertet und man erha¨lt durch Interpolation Na¨herungen fu¨r die Minima. Dieser Ansatz hat
jedoch gravierende Nachteile:
(i) Er bedingt einen hohen Rechenaufwand durch die aufwendige Auswertung der Testfunk-
tion.
(ii) Durch die a¨quidistante Unterteilung des Intervalls werden nahe bei einanderliegende Ei-
genwerte u¨bersehen. Tests ergeben, daß ca. 10 Prozent der Eigenwerte u¨bersehen werden
([BRH98]). Eine feinere Auﬂo¨sung des Intervalls erho¨ht im Gegenzug wiederum die Re-
chenzeit.
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(iii) Er ist unbrauchbar fu¨r das Transmissions-Problem (TP), wo die gesuchten Eigenresonan-
zen nicht reell sind. Fu¨r (TP) wurden bisher noch keine eﬃzienten Sweep-Algorithmen
beschrieben.
(iv) Es sind keine Fehlerabscha¨tzungen fu¨r die berechneten Eigenwerte mo¨glich.
Im folgenden wird ein neuer direkter Sweep-Algorithmus vorgeschlagen, der diese Nachteile
gro¨ßtenteils vermeidet und ga¨nzlich ohne die Auswertung von Testfunktionen arbeitet.
Der neue Algorithmus beruht auf einer Pra¨diktor - Korrektor-Strategie.
Fu¨r die folgende Darstellung wird eine Anzahl von 2N diskreten Punkte auf dem Rand fest
gewa¨hlt. Gesucht sind also nicht-triviale Lo¨sungen der Gleichung
A˜(k)x = 0 (4.36)
mit x = 0. Im Fall (HP) ist x = φ˜ im Fall (TP) ist x =
(
ψ˜
φ˜
)
. Die Behandlung dieses nichtlinea-
ren Eigenwertproblems geht von der Analyse eines von A. Neumaier ([Neu85]) vorgeschlagenen
Lo¨sungsverfahren aus.
Sei k∗ ein Eigenwert und x∗ der dazugeho¨rige Eigenvektor. Der Pra¨diktor liefert eine Na¨herung
k0 fu¨r k∗ und eine Na¨herung x0 fu¨r x∗. Der Einfachheit halber wird zuna¨chst angenommen, daß
der Nullraum der Matrix A˜(k∗) eindimensional ist.
Der Korrektor erzeugt eine Folge von Paaren kj und xj , die gegen k∗ und x∗ konvergieren. Die
Anzahl der beno¨tigten Korrektorschritte zum Erreichen einer geforderten Genauigkeit dient als
Maß fu¨r die Gu¨te der Approximation des Pra¨diktors.
Der Korrektor soll eine nicht-triviale Lo¨sung der Gleichung
A˜(k∗)x∗ = 0
bestimmen und zusa¨tzlich eine geeignete Normierung des Lo¨sungsvektors x∗ liefern. Bei Ver-
wendung der Maximumsnorm wird dies durch die zusa¨tzliche Bedingung
eTx∗ − 1 = 0
erreicht, wobei e ein geeigneter Einheitsvektor ist. Mit der durch
F (k, x) :=
(
A˜(k)x
eTx− 1
)
deﬁnierten Funktion muß die Gleichung
F (k∗, x∗) = 0 (4.37)
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gelo¨st werden. Wenn der Pra¨diktor eine hinreichend gute Startna¨herung liefert, scheint sich
nun das Newton-Verfahren zur Lo¨sung der Gleichung (4.37) anzubieten. Dazu mu¨ßte in jedem
Newton-Schritt eine LU -Zerlegung der vollbesetzten Matrix A˜(kj) durchgefu¨hrt werden. In der
obigen Notation erga¨be sich folgender Newton-Algorithmus
yj+1 := A˜(kj)−1A˜′(kj)xj ,
(NA) xj+1 :=
yj+1
eT yj+1
kj+1 := kj − 1
eT yj+1
Die Idee, die fu¨r jeden Schritt notwendige LU -Zerlegung dadurch zu umgehen, daß man die
Matrizen A˜(kj) durch einen festen Shift A˜(σ) ersetzt, fu¨hrt nicht zum Ziel, weil na¨mlich dann das
Newton-Verfahren gegen die Lo¨sung des falschen Problems A˜(k)x = (k − σ)A˜′(k)x konvergiert.
Daher schla¨gt A. Neumaier eine Abwandlung des Newton-Verfahrens vor, bei der die LU -
Zerlegung wie folgt umgangen wird. Es bezeichne dxj das Residuum im j − 1-ten Schritt, also
xj+1 = xj − dxj .
Dann gilt unter der Voraussetzung, daß A˜(k) zweimal stetig diﬀerenzierbar ist
dxj = xj − xj+1 = xj + (kj+1 − kj)yj+1
= xj + (kj+1 − kj)A˜(kj)−1A˜′(kj)xj
= A˜−1(kj)
(
A˜(kj) + (kj+1 − kj)A˜′(kj)
)
xj
= A˜−1(kj)A˜(kj+1)xj + O
(|kj+1 − kj |2) .
Vernachla¨ssigt man nun Terme zweiter Ordnung, so erha¨lt man
xj+1 = xj − A˜(kj)−1A˜(kj+1)xj (4.38)
als Iterationsvorschrift, die die neue Approximation kj+1 entha¨lt. Diese Na¨herung muß zuerst
bestimmt werden. Es la¨ßt sich zeigen ([Neu85, Theorem 1]), daß man in Gleichung (4.38) die
Matrix A˜(kj) durch eine feste Matrix A˜(σ) ersetzen darf, fu¨r die das so modiﬁzierte Newton-
Verfahren gegen eine Lo¨sung des richtigen Problems konvergiert.
Damit ergibt sich der folgende Algorithmus von A. Neumaier
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4.9 Algorithmus (Residual Inverse Iteration).
1 Setze l = 0.
2 e sei der Einsvektor mit der Eins in der Komponente, an der ‖x0‖∞ das Maximum
annimmt.
3 Bestimme eine Approximation fu¨r kl+1 mit Hilfe eines Newton-Schrittes angewandt
auf die Gleichung
eT A˜(k0)−1A˜(kl+1)xl = 0.
4 Berechne das Residuum
rl := A˜(kl+1)xl.
5 Berechne eine verbesserte Approximation xl+1 von x durch Lo¨sen der Gleichung
A˜(k0)dxl = rl
und
x¯l+1 = xl − dxl, xl+1 = x¯l+1
eT x¯l+1
.
6 Erho¨he l um Eins und gehe zu 3.
Speziell im linearen Fall A˜(k) = A − kI folgt aus der Update-Gleichung in Schritt 5 und der
Residuumsgleichung aus Schritt 4
(A− k0I)x¯l+1 = (A− k0I)xl − (A− k0I)dxl
= (A− k0I)xl − (A− kl+1I)xl
= (kl+1 − k0)xl.
Der Vektor x¯l+1 ist somit parallel zu (A− k0I)−1xl, und der Algorithmus erweist sich in diesem
Fall als a¨quivalent zur bekannten inversen Iteration mit Shift k0. Hinsichtlich der Konvergenzei-
genschaften des Neumaier-Algorithmus gilt der
4.10 Satz ([Neu85, Theorem 1]). Sei k∗ eine einfache Nullstelle von det A˜(k) = 0 und x∗
ein zugeho¨riger Eigenvektor mit Normierung eTx∗ = 1. Dann konvergiert der Algorithmus 4.9
fu¨r alle k0, die hinreichend nahe bei k∗ liegen, und es gilt
‖xl+1 − x∗‖
‖xl − x∗‖ = O(|k0 − k
∗|), |kl+1 − k∗| = O(‖xl − x∗‖).
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Die von Neumaier vorgeschlagene Version des Algorithmus ko¨nnte schon als Korrektor benutzt
werden. Jedoch impliziert Satz (4.10) nur lineare Konvergenz, was im allgemeinen zu viele Ite-
rationen erfordert.
Man ko¨nnte nun versuchen, in jedem Update-Schritt den Shift k0 durch den Shift kl zu erset-
zen und eine LU -Zerlegung in Kauf zu nehmen, um quadratische Konvergenz wie im Newton-
Algorithmus (NA) zu erzwingen. Da dies den selben Aufwand wie das Newton-Verfahren ha¨tte,
bietet sich dem gegenu¨ber an, einen Kompromiß zwischen speziell gewa¨hlten Update- und Ite-
rationsschritten zu suchen. Ferner verbietet es sich, zu viele Update-Schritte durchzufu¨hren,
weil sich die Konditionierung der jeweiligen LU -Zerlegungen wegen der Singularita¨t von A˜(k∗)
verschlechtert (vgl. 4.4).
Ein praktisches Maß fu¨r die Konvergenzgeschwindigkeit des Korrektors wird von der Folge
|kl+1−k∗|
|kl−k∗| geliefert. Es gibt keine verwendbaren a priori-Schranken, so daß die Werte a poste-
riori bestimmt werden mu¨ssen. Im folgenden wird die mittlere Konvergenzrate von |kl+1−k
∗|
|kl−k∗| mit
β bezeichnet.
Die Konvergenzrate wird durch den folgenden Algorithmus erheblich beschleunigt. Es wird sich
zeigen, daß β durch einen einzigen Update-Schritt um einen Faktor bis zu 10−3 verkleinert
werden kann.
Der in Kapitel 3, Gleichung (3.4) eingefu¨hrte mittlere Abstand ∆k zweier aufeinanderfolgender
Eigenwerte im Bereich um k dient als Skalierungsmaß. Gilt
|kl − kl+1| < 110∆k,
so wird k0 durch kl+1 ersetzt und der Algorithmus arbeitet mit diesem neuen Shift weiter.
4.11 Algorithmus (Direkter Sweep-Korrektor).
1 Fu¨hre solange Residual Inverse Iteration mit Eingabe k0 und x0 aus, bis
|kl − kl+1| < 110∆k
erfu¨llt oder eine maximale Anzahl von Schritten u¨bertroﬀen worden ist.
2 Starte mit dieser Approximation von k und x die Residual Inverse Iteration erneut,
bis
|kl − kl+1| < ε,
gilt, wobei ε eine vorgegebene Fehlerschranke ist, oder eine maximal Anzahl von
Schritten u¨bertroﬀen worden ist.
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Die Abbruchbedingung in Schritt 2 kann natu¨rlich durch andere Bedingungen ersetzt werden.
Es ist zum Beispiel eine relative Fehlerschranke denkbar oder eine, die den mittleren Abstand
beru¨cksichtigt, wie zum Beispiel |kl − kl+1| < ε ·∆k.
Der Pra¨diktor wird aus einem einfachen Taylorreihen-Ansatz fu¨r A˜(k) hergeleitet. Es gilt
A˜(k + δk) = A˜(k) + δk · A˜′(k) + O((δk)2).
Sei nun δk so bestimmt, daß k+δk ein Eigenwert ist und sei x¯ der zu k+δk geho¨rige Eigenvektor.
Dann gilt
A˜(k)x¯ + δk · A˜′(k)x¯ + O((δk)2x¯) = 0.
Vernachla¨ssigt man Terme ho¨here Ordnung, so erha¨lt man das verallgemeinerte Eigenwertpro-
blem
−A˜(k)x¯ = δk · A˜′(k)x¯.
Diese Idee motiviert den
4.12 Satz (Direkter Sweep-Pra¨diktor). Es gelte A˜(k0)x0 = 0 und δk und x¯ seien Lo¨sungen
des verallgemeinerten Eigenwertproblems
−A˜(k0)x¯ = δk · A˜′(k0)x¯
mit |δk|  1. Dann existiert ein Eigenwert k∗ mit
|k∗ − (k0 + δk)| = O(|δk|2).
Beweis: Sei k˜ := k0 + δk. Die Taylorentwicklung liefert
A˜(k˜) = A˜(k0) + δkA˜′(k0) +
(δk)2
2
R(k0, δk),
mit einem vom k0 und δk abha¨ngigen Restglied R. Setzt man C2-Stetigkeit von A˜ voraus, so
bleibt dieser Ausdruck beschra¨nkt. Sei y∗ ein Linkseigenvektor von A˜(k∗). Deﬁniert man nun
die Funktion
f(k) := y∗A˜(k)x¯,
so gilt f(k∗) = 0. Der Mittelwertsatz liefert dann die Existenz eines κ ∈ [k∗, k˜] mit
0 = f(k˜) + (k∗ − k˜)f ′(κ).
Wegen
f(k˜) = y∗A˜(k˜)x¯ = y∗
{
A˜(k0) + δkA˜′(k0) +
(δk)2
2
R(k0, δk)
}
x¯
=
(δk)2
2
y∗R(k0, δk)x¯
4 RANDINTEGRALMETHODE 68
folgt somit
k∗ − k˜ = − (δk)
2
2f ′(κ)
y∗R(k0, δk)x¯ (4.39)
und daraus die Behauptung. 
Die Konstante α, die sich in dem O(|δk|2)-Term versteckt, ist fu¨r die Praxis relevant. Sie darf
nicht zu groß werden. Fu¨r die Konvergenzanalyse im folgenden Abschnitt deﬁniert man
4.13 Deﬁnition. Die Zahl
α :=
|k∗ − k˜|
|k0 − k˜|2
heißt Approximationsgu¨te des Pra¨diktors.
Aus Satz (4.12) und Algorithmus (4.11) la¨ßt sich ein Algorithmus zur Berechnung der Nachba-
reigenwerte und Eigenvektoren zu einem gegebenem Paar k und x herleiten.
4.14 Algorithmus (Direkter Sweep-Algorithmus).
1 Berechne die Lo¨sung des verallgemeinerten Eigenwertproblems
−A˜(k)x¯ = δk · A˜′(k)x¯.
Sei 0 ≤ |δk1| ≤ |δk2| ≤ . . ., wobei δkj die Eigenwerte sind und x1, x2, . . . die zu-
geho¨rigen Eigenvektoren.
2 Setze j = 1.
3 Das Paar k + δkj und xj ist eine Na¨herung fu¨r den j-ten Nachbarn von k und x.
Korrigiere diese Na¨herung mit Algorithmus (4.11).
4 Falls der Korrektor weniger als 6 Schritte beno¨tigt hat, erho¨he j um Eins und gehe
zu 3.
Numerische Beispiele fu¨r (HP) wurden schon in Kapitel 3 angegeben. Fu¨r (TP) werden einige
Beispiele in Kapitel 5 vorgestellt.
4.4 Konvergenz und Fehlerabscha¨tzungen des Verfahrens
Die Aussagen dieses Abschnittes beziehen sich auf das Helmholtz-Problem, um die Notation
u¨bersichtlich zu halten, da bei der Diskretisierung dieses Problems nur ein Integraloperator
verwendet werden muß. Sie ko¨nnen aber leicht auf das Transmission-Problem verallgemeinert
werden, da die Diskretisierungsmatrix des Problem (TP) dieselben Eigenschaften besitzt wie die
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Diskretisierungsmatrix des Problems (HP), die fu¨r die Konvergenzaussagen beno¨tigt werden.
Um dennoch einen Einblick von der Eﬃzienz des Verfahrens zu geben, werden am Ende des
Abschnittes einige numerische Resultate angegeben, die die Konvergenzaussagen auch fu¨r das
Transmissions-Problem belegen.
Im vorherigen Abschnitt wurde gezeigt, wie mit dem direkten Sweep-Algorithmus zu einer vor-
gegebenen Diskretisierung N nicht-triviale Na¨herungen kN und φ˜N fu¨r die Lo¨sungen k∗ und φ˜∗
der Operatorgleichung A(k)(φ)(x(t)) = 0 gewonnen werden.
In diesem Abschnitt werden folgende Konvergenz-Aspekte untersucht:
• Konvergenz der Folge (φ˜N , kN ) fu¨r N →∞,
• eng damit verbunden ist die Frage, wie groß N zu wa¨hlen ist, um eine vorgegebene Ge-
nauigkeit von k zu gewa¨hrleisten,
• Konditionierung der Diskretisierungsmatrix in der Na¨he des gesuchten Eigenwertes,
• Gu¨te α des Pra¨diktors,
• Konvergenzrate β des Korrektors.
Konvergenz der Folge (φ˜N , kN ) fu¨r N →∞
Fu¨r die Konvergenzanalyse wird das oben beschriebene numerische Schema zur Approximation
der Operatorgleichung (I −K)(φ)(x(t)) = 0 genauer untersucht. Die auftretenden Operatoren
sind alle von k abha¨ngig, jedoch wurde diese Abha¨ngigkeit in der Notation unterdru¨ckt, um
die Darstellung u¨bersichtlicher zu gestalten. In diesem Abschnitt wird die Abha¨ngigkeit von k
jeweils explizit in die Notation aufgenommen.
Mit den beiden Quadraturoperatoren
(K1,N φ˜)(t) :=
2π∫
0
log
(
4 sin2
t− τ
2
)
(PNH1(t, τ)φ˜)(τ)dτ =
2N−1∑
l=0
Rl(t)H1(t, tl)φ˜(tl),
(K2,N φ˜)(t) :=
2π∫
0
(PNH2(t, τ)φ˜)(τ)dτ =
π
N
2N−1∑
l=0
H2(t, tl)φ˜(tl)
schreibt sich die Approximation von (I −K)(φ)(x(t)) = 0 als
Iφ˜−K1,N φ˜−K2,N φ˜ = 0. (4.40)
Um eine endlich-dimensionale Diskretisierungsgleichung zu erhalten, wurde aus Gleichung (4.40)
durch Kollokation mit dem Operator PN das Diskretisierungsschema
Iφ˜− PNK1,N φ˜− PNK2,N φ˜ = 0 (4.41)
4 RANDINTEGRALMETHODE 70
fu¨r φ˜ ∈ C1,α[0, 2π] abgeleitet. Jede Lo¨sung φ˜N dieser Gleichung geho¨rt automatisch zu dem
Raum TN der trigonometrischen Polynome.
Sei φ˜∗, k∗ Lo¨sung von (HP) und seien φ˜N , kN Approximationen gema¨ß obigem Schema zur
Diskretisierung N . Dann gelten die folgenden Gleichungen
(I −K(k∗))φ˜∗ = 0 (4.42)
(I − (K1,N (kN ) + K2,N (kN )))φ˜N = 0. (4.43)
Sei nun X = C[0, 2π]×C versehen mit der Norm ‖ · ‖ = ‖φ˜‖∞ + |k| fu¨r ein Element (φ˜, k) ∈ X.
Dann werden durch
K(φ˜, k) =
(
K(k)φ˜
‖φ˜‖2
)
(4.44)
KN (φ˜, k) =
(
(K1,N (k) + K2,N (k))φ˜
‖φ˜‖2
)
(4.45)
(nichtlineare) Operatoren auf X deﬁniert. Im folgenden wird gezeigt, daß eine konvergente Folge
von Na¨herungslo¨sungen (φ˜N , kN ) von (4.45) eine exakte Lo¨sung (φ˜∗, k∗) garantiert. Die Fre´chet-
Ableitung eines Operators K wird im folgenden mit DK bezeichnet und L(X) sei der Raum der
linearen Operatoren auf X. Es gilt der Konvergenzsatz
4.15 Satz. Gelte
(I −K)(φ˜∗, k∗) = 0,
(I −DK)(φ˜∗, k∗) ∈ L(X)∥∥∥∥((I −DK)(φ˜∗, k∗))−1
∥∥∥∥ ≤ β
mit einem β > 0. Dann existiert fu¨r alle hinreichend großen N ein Paar (φ˜N , kN ) ∈ X, so daß
(I −KN )(φ˜N , kN ) = 0, ‖(φ˜N , kN )− (φ˜∗, k∗)‖ → 0
gilt. Daru¨berhinaus existieren positive Konstanten C, s, so daß
‖(φ˜N , kN )− (φ˜∗, k∗)‖ ≤ Ce−sN
gilt.
Der Beweis des Satzes beruht auf der Approximationstheorie fu¨r nichtlineare Operatoren von
R. Moore ([Moo68, Theorem 2], vgl. auch [Ans71, Chap. 6.6]).
Es werden zuna¨chst die folgenden beiden Fakten u¨ber die Qualita¨t der Approximation durch
trigonometrische Interpolation beno¨tigt.
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4.16 Lemma ([Kre99, Theorem 11.7]). Sei g : R → R eine analytische 2π-periodische
Funktion. Dann existiert ein Streifen U = R × [−σ, σ] ⊂ C mit σ > 0, so daß g zu einer
holomorphen, 2π-periodischen und beschra¨nkten Funktion g : U → C fortgesetzt werden kann.
Der Fehler bei trigonometrischer Interpolation kann durch
‖PNg − g‖∞ ≤ Ce−σN
abgescha¨tzt werden, wobei die Konstante C nur von der Schranke der Funktion g auf U abha¨ngt.
Speziell fu¨r die Abscha¨tzung des Quadraturoperators K1,N beno¨tigt man das Lemma
4.17 Lemma ([Kre95, Lemma 4.1]). Sei f : R × R → C eine stetige Funktion, die 2π-
periodisch bezu¨glich beider Variablen und stetig diﬀerenzierbar bezu¨glich der ersten Variablen
ist. Dann gilt fu¨r
u(t) :=
2π∫
0
log
(
4 sin2
t− τ
2
)
f(t, τ)dτ, 0 ≤ t ≤ 2π
die Abscha¨tzung
‖u‖0,α ≤ γ
(
‖f‖∞ +
∥∥∥∥∂f∂t
∥∥∥∥
∞
)
,
fu¨r alle 0 < α < 1 und eine Konstante γ, die nur von α abha¨ngt.
Als erstes wird nun gezeigt, daß punktweise KN → K konvergiert, und daß dies auch fu¨r die
entsprechenden Fre´chet-Ableitungen gilt.
4.18 Lemma. Fu¨r alle (φ˜, k) ∈ X und (h, κ) ∈ X existieren positive Konstanten C, s derart,
daß
‖KN (φ˜, k)−K(φ˜, k)‖ ≤ Ce−sN
und
‖DKN (φ˜, k)(h, κ) −DK(φ˜, k)(h, κ)‖ ≤ Ce−sN
gilt.
Beweis: Sei (φ˜, k) ∈ X. Deﬁniert man kontinuierliche Operatoren K1 und K2 zu den Quadra-
turoperatoren K1,N und K2,N durch
(K1φ˜)(t) :=
2π∫
0
log
(
4 sin2
t− τ
2
)
H1(t, τ)φ˜(τ)dτ,
(K2φ˜)(t) :=
2π∫
0
H2(t, τ)φ˜(τ)dτ,
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so ist zuna¨chst (Kφ˜)(t) = (K1φ˜ + K2φ˜)(t). Die Anwendung von Lemma (4.17) auf f(t, τ) =
(PNH1(t, τ)φ˜)(τ)−H1(t, τ)φ˜(τ) ergibt fu¨r jedes 0 < α < 1 die Abscha¨tzung
‖K1,N φ˜−K1φ˜‖0,α ≤ γ‖(PNH1(t, τ)φ˜)(τ) −H1(t, τ)φ˜(τ)‖∞
+ γ
∥∥∥∥
(
PN
∂H1(t, τ)
∂t
φ˜
)
(τ)− ∂H1(t, τ)
∂t
φ˜(τ)
∥∥∥∥
∞
,
mit einer von α abha¨ngigen Konstante γ. Wegen ‖ · ‖∞ ≤ ‖ · ‖0,α folgt mit Lemma (4.16) somit
‖K1,N φ˜−K1φ˜‖∞ ≤ γ1e−σ1N (4.46)
mit einer nur von α, k und φ˜ abha¨ngigen Konstanten γ1 und einer von k, φ˜ abha¨ngigen Konstante
σ1. Im folgenden sei α = 12 fest gewa¨hlt
Es ergibt sich mit Lemma (4.16)
‖K2,N φ˜−K2φ˜‖∞ = sup
t∈[0,2π]
∣∣∣∣∣∣
2π∫
0
[
(PNH2(t, τ)φ˜)(τ)−H2(t, τ)φ˜(τ)
]
dτ
∣∣∣∣∣∣
≤ 2π‖(PNH2(t, τ)φ˜(τ)−H2(t, τ)φ˜(τ)‖∞
≤ γ2e−σ2N
mit nur von k, φ˜ abha¨ngigen Konstanten γ2 und σ2.
Setzt man diese beiden Ungleichungen zusammen, so folgt
‖(K1,N φ˜ + K2,N φ˜)−Kφ˜‖∞ ≤ γe−σN
mit nur von k, φ˜ abha¨ngigen Konstanten γ und σ. Hieraus folgt die erste Behauptung.
Die Fre´chet-Ableitung des Operators K im Punkt (φ˜, k) angewandt auf (h, κ) berechnet sich zu
DK(φ˜, k)(h, κ) =
(
(Dφ˜K)(φ˜, k) (DkK)(φ˜, k)
2〈φ˜, ·〉 0
)(
h
κ
)
=
(
(Dφ˜K)(φ˜, k)h + κ(DkK)(φ˜, k)
2〈φ˜, h〉
)
=:

DK(φ˜, k)
(
h
κ
)
2〈φ˜, h〉


mit einem linearen Operator DK(φ˜, k) : X → C[0, 2π] deﬁniert durch
DK(φ˜, k)
(
h
κ
)
=
2π∫
0
H(t, τ)h(τ)dτ + κ
2π∫
0
∂H(t, τ)
∂k
φ˜(τ)dτ. (4.47)
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Der Kern
H(t, τ) =
ik
2
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)| H
(+)
1 (k|x(t) − x(τ)|)
wurde in Gleichung (4.23) deﬁniert. Die Ableitung nach k berechnet sich zu
∂H(t, τ)
∂k
=
i
2
n(τ)(x(t) − x(τ))
|x(t)− x(τ)|
(
H
(+)
1 (k|x(t) − x(τ)|) + k|x(t)− x(τ)|H(+) ′1 (k|x(t)− x(τ)|)
)
=
i
2
n(τ)(x(t) − x(τ))
{
H
(+)
1 (k|x(t)− x(τ)|)
|x(t)− x(τ)|
+k
(
−H(+)2 (k|x(t) − x(τ)|) +
H
(+)
1 (k|x(t) − x(τ)|)
k|x(t)− x(τ)|
)}
=
ik
2
n(τ)(x(t)− x(τ))
(
−H(+)2 (k|x(t)− x(τ)|) + 2
H
(+)
1 (k|x(t)− x(τ)|)
k|x(t)− x(τ)|
)
=
ik
2
n(τ)(x(t)− x(τ))H(+)0 (k|x(t)− x(τ)|).
Nach Kapitel 4.2 Abschnitt a. und d. existiert somit auch eine Aufspaltung des Integrals in
Gleichung (4.47) in einen analytischen und singula¨ren Teil.
Die im ersten Teil des Beweises benutzte Technik zum Beweis der punktweisen Konvergenz von
KN → K la¨ßt sich somit auch zum Beweis der punktweisen Konvergenz von DKN (φ˜, k) →
DK(φ˜, k) benutzen. Analog folgt also
‖DKN (φ˜, k)(h, κ) −DK(φ˜, k)(h, κ)‖ ≤ γDe−σDN
mit von N unabha¨ngigen Konstanten γD und σD. Hieraus folgt die Behauptung. 
Im allgemeinen sind die Folgen (KN ) und (DKN ) nur punktweise konvergent gegen K bzw. DKN
aber nicht Norm konvergent ([Kre99, Seite 203]). Um diesen Nachteil auszugleichen beno¨tigt man
zusa¨tzliche Kompaktheitseigenschaften der Folgen (KN ) und D(KN ).
4.19 Deﬁnition. Eine Menge A von nicht-linearen Operatoren auf X heißt kollektiv kompakt,
falls fu¨r jede beschra¨nkte Menge S ⊂ X die Menge AS relativ kompakt ist. Eine Folge nicht-
linearer Operatoren ist kollektiv kompakt, falls die zugeho¨rige Menge kollektiv kompakt ist.
Allgemein zeigt Moore, daß Folgen von Quadraturoperatoren und deren Fre´chet-Ableitungen,
die bestimmte Integraloperatoren approximieren, stets kollektiv kompakt sind. Mit diesen Vor-
arbeiten kann nun der Satz (4.15) bewiesen werden.
Beweis von Satz (4.15):
Nimmt man die Voraussetzungen von Satz (4.15) und die in Lemma (4.18) bewiesenen Eigen-
schaften zusammen, so sind die Voraussetzungen des Satzes von Moore ([Ans71, Theorem 6.8])
4 RANDINTEGRALMETHODE 74
erfu¨llt. Es existiert daher eine Konstante C, so daß mit
dN := sup
‖(φ˜,k)‖=1
‖KN (φ˜, k)−K(φ˜, k)‖
d∗N0 := sup
‖(φ˜,k)‖=1
(h,κ)∈X
‖DKN (φ˜, k)(h, κ) −DK(φ˜, k)(h, κ)‖.
die Abscha¨tzung
‖(φ˜N , kN )− (φ˜∗, k∗)‖ ≤ C · (dN + d∗N0)
erfu¨llt ist, was zu zeigen war. 
Diese theoretische Fehlerabscha¨tzung und Konvergenzrate wird auch in der Praxis besta¨tigt. Die
Abbildung 24 zeigt Konvergenzmessungen fu¨r Eigenresonanzen des Einheitskreis. Die Eigenre-
sonanz in der linken Seite ist die erste Nullstelle der 5-ten Besselfunktion k∗ = 8.7714838, die
Eigenresonanz in rechten Seite ist die 9-te Nullstelle der 9-ten Besselfunktion k∗ = 40.6285537.
Auf der y-Achse ist jeweils ln(|k∗ − kN |) aufgetragen, auf der x-Achse die Diskretisierungszahl
N . In beiden Fa¨llen sieht man deutlich, das der Logarithmus des Fehlers linear in N abnimmt,
wie Satz (4.15) es fordert.
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Abbildung 24: Die Konvergenz ist exponentiell. Die in Satz 4.15 auftretenden Konstanten C und
s nehmen in der Praxis vernu¨nftige Werte an.
Auch fu¨r asymmetrische C∞-Gebiete Ω ist Satz (4.15) gu¨ltig. Auch bei solchen Gebieten blei-
ben die Konstanten C und s vernu¨nftig, wie die Abbildung 25 fu¨r die verschiedenen Referenz-
Beispiele aus Kapitel 3 zeigt.
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Abbildung 25: Konvergenz in Abha¨ngigkeit von N der Referenz-Beispiele aus Kapitel 3. Die
Reihenfolge ist die selbe wie in Abbildung 23. Die Konvergenz ist auch bei asymmetrischen
Gebiet Ω und irregula¨ren Eigenmoden exponentiell.
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Die Wahl von N
Eine geschickte Wahl von N ist von großer Bedeutung. Wa¨hlt man N zu klein, so ist der Fehler
|k∗−kN | viel zu groß. Wird N jedoch zu groß gewa¨hlt, ist der numerische Aufwand unno¨tig hoch.
Die Wahl von N ha¨ngt nicht von der Lo¨sungsgestalt der Eigenmode ab, sondern nur von der
Wellenzahl k und der Geometrie des Lo¨sungsgebiets. Berechnet man alle Eigenwerte in einem
kleinen Intervall, so muß N nicht gea¨ndert werden, wenn man vor der Berechnung einmal N so
gewa¨hlt hat, daß eine vorgegebene Genauigkeit erreicht wird.
Im eindimensionalen Fall reduziert sich das Helmholtz-Problem zu
uxx + k2u = 0, u(0) = u(L) = 0,
wobei L die La¨nge des Gebietes ist. Bekanntermaßen ist fu¨r jedes m ∈ Z und k := 2πL m durch
u(x) = eikx eine Lo¨sung gegeben. Die Wellenla¨nge betra¨gt λ = 2πk , und somit passen m =
kL
2π
viele Wellenla¨ngen in das Gebiet. Diese U¨berlegungen lassen sich auf den zweidimensionalen Fall
u¨bertragen. Ist L die La¨nge des Randes ∂Ω, so passen ho¨chstens kL2π viele Wellenla¨ngen auf den
Rand. Setzt man
N :≈ kL
2π
bzw. N :≈ nkL
2π
so la¨ßt sich die Wellenfunktion entlang des Randes gut durch eine Funktion aus dem Raum
TN der trigonometrischen Polynome approximieren. Mit einem Sicherheitsfaktor ρ = 1.5, also
N ≈ 1.5kL2π bzw. N ≈ 1.5nkL2π erreicht man hervorragende Fehlerabscha¨tzungen fu¨r |k∗− kN | wie
man in Abbildungen 24 und 25 sehen kann.
Um eine vorgegebene Genauigkeit des zu bestimmenden Eigenwertes zu garantieren, bestimmt
man zuna¨chst kN mit N ≈ kL2π und erho¨ht dann N schrittweise, bis die gewu¨nschte Genauigkeit
erreicht ist.
N kN
20 40.54268295835170 − 1.787438685151035 · 101i
30 40.62871418447914 + 1.832740070399995 · 10−2i
40 40.62859364720026 + 3.073176431383128 · 10−3i
50 40.62855571087057 + 1.514321392844854 · 10−4i
60 40.62855371897813 + 1.024774541453136 · 10−9i
70 40.62855371896453 + 3.030503112013308 · 10−18i
Tabelle 1: Konvergenz eines Eigenwertes des Einheitskreis. Der korrekte Wert betra¨gt k∗ =
40.628553718964527622 (alle Stellen korrekt). Fu¨r N = 40 ≈ kL2π sind schon 3 Stellen hinter
dem Komma korrekt. Mit einem Sicherheitsfaktor ρ = 1.5 stimmen schon 9 Stellen hinter dem
Komma.
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Kondition der Diskretisierungsmatrix in der Na¨he des gesuchten Eigenwerts
Zu einer Diskretisierung N bestimmt der Korrektor ein kN , so daß die Matrix A˜N (kN ) sin-
gula¨r ist. Dazu wird eine Folge k0, k1, . . . gebildet, die gegen kN konvergiert. Der Korrektor
fu¨hrt 2 LU -Zerlegungen aus. Die erste wird fu¨r A˜(k0) durchgefu¨hrt, die zweite fu¨r A˜(kl) mit
|kl − kN | ≈ ∆k/10. Da die Matrix A˜(kN ) singula¨r ist, gilt cond(A˜(kN )) = ∞. Um die Stabi-
lita¨t des Korrektors gewa¨hrleisten zu ko¨nnen, mu¨ssen die Matrizen A˜(k0) und A˜(kl) vernu¨nftig
konditioniert sein. Analytische Abscha¨tzungen fu¨r die Kondition existieren nicht, so daß man
sich auf numerisch bestimmte Ergebnisse stu¨tzen muß. Dazu wurde N = 500 gewa¨hlt und
cond(A˜(kN − ∆k5 )), cond(A˜(kN + ∆k10 )) und cond(A˜(kN − ∆k10 )) numerisch bestimmt. Fu¨r k∗
wurden die 6 Referenz-Beispiele aus Kapitel 3 genommen. Die Ergebnisse ﬁnden sich in Tabelle
2.
N = 500 cond(A˜(kN − ∆k5 )) cond(A˜(kN + ∆k10 )) cond(A˜(kN − ∆k10 ))
Beispiel 1 1390.1756 2331.5236 2178.7876
Beispiel 2 768.9324 2050.8742 2223.9629
Beispiel 3 743.9041 974.4677 1487.0091
Beispiel 4 539.72861 1082.5865 1079.0200
Beispiel 5 819.1820 1297.2396 1248.6215
Beispiel 6 528.68401 1055.8187 1055.6206
Tabelle 2: Die Kondition der jeweiligen Matrizen ist in allen Fa¨llen vernu¨nftig. Durch die je-
weiligen LU -Zerlegungen werden also keine verfa¨lschenden Rundungsfehler erwartet. Die Typen
sind in der Reihenfolge der Referenzbeispiele aus Kapitel 3, vgl. Abbildung 23 .
Gu¨te des Pra¨diktors
Fu¨r die Qualita¨t des Pra¨diktors ist wesentlich, daß die in dem O(|k∗− k˜|2)-Term versteckte Kon-
stante α nicht zu groß ist. Leider liefert die Abscha¨tzung (4.39) keine vernu¨nftigen analytischen
Resultate, da die in der Praxis erwartete Gro¨ßenordnung von α erheblich kleiner ist. Um eine
fu¨r die Praxis relevante Gro¨ßenordnung von α zu bestimmen, wurden fu¨r verschiedene Billards
und Start-Eigenwerte k0 numerische Messungen fu¨r α vorgenommen.
Im ersten Beispiel wurde fu¨r das Ei-Billard N = 750 gewa¨hlt und als Starteigenwert k0 =
100.045026119225. Der direkte Sweep-Algorithmus 4.14 liefert 71 Nachbarn. Fu¨r alle diese Nach-
barn wurde dann die Approximationsgu¨te α bestimmt. Der Durchschnittswert betra¨gt 2.70778,
der maximale Wert betra¨gt 3.0472301.
Im zweiten Beispiel wurde fu¨r das Kartoﬀel-Billard mit N = 600 und Starteigenwert k0 =
99.99891622 der direkte Sweep-Algorithmus gestartet. Er liefert 20 Nachbarn mit einer mittleren
Approximationsgu¨te 1.40027292 und einer maximalen Gu¨te von 1.6572521.
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In beiden Beispielen ist die Approximationsgu¨te des Pra¨diktors akzeptabel groß. Fu¨r weitere
Beispiele am Ei- bzw. Kartoﬀel-Billard ergaben sich a¨hnliche Gu¨tewerte, d.h. ein α ≈ 3 fu¨r das
Ei-Billard und α ≈ 1.5 fu¨r das Kartoﬀel-Billard.
Konvergenzrate β des Korrektors
Die Konvergenzrate des Korrektors wurde ebenfalls fu¨r Eigenwerten bestimmt, die in prakti-
schen Anwendungen relevant sind. Es wurden wiederum die Eigenwerte aus Kapitel 3 gewa¨hlt,
N = 900 gewa¨hlt und der Korrektor wurde jeweils bei kN − ∆k5 gestartet. In allen Fa¨llen zeigte
sich, daß die Konvergenzrate nach dem Update deutlich besser wird, in Abha¨ngigkeit des Eigen-
wertes um einen Faktor von 3 bis 500.
Konvergenzaussagen fu¨r das Transmissions-Problem
Der theoretisch vorhergesagte exponentielle Abfall des Fehlers konnte auch in praktischen Rech-
nungen besta¨tigt werden. Die auftretenden Konstanten C und σ nehmen in praktischen Bei-
spielen vernu¨nftige Werte an. Hierzu wurde zuna¨chst die Konvergenz eines Kreis-Billards mit
n0 = 1.5 numerisch untersucht. Die untersuchte Eigenresonanz war k∗ = 9.489027663741322 −
0.3981092205268944i.
Im Falle des fu¨r die Praxis relevanten (vgl. Kapitel 5) Ei-Billards wurde eine Resonanz k∗ =
29.27656365159416 − 0.03164897713314i mit n0 = 1.5, im Falle des Kartoﬀel-Billards eine Re-
sonanz k∗ = 30.08695202122208 − 0.01159580267233i mit n0 = 3.14 berechnet. Die Konvergenz
in Abha¨ngigkeit von N ist in Abbildung 26 gezeigt.
Da die Methode sogar fu¨r nicht-konvexe Ω anwendbar ist, wurde auch ein nicht-konvexes Test-
beispiel gewa¨hlt. Hier war n0 = 1.5 und k∗ = 10.06175555972444 − 0.30897032641919i. Die
zu dieser Eigenresonanz geho¨rende Eigenfunktion ist in Abbildung 28, Seite 88 dargestellt. Die
Konvergenz in Abha¨ngigkeit von N ist in Abbildung 26 zusammengefaßt.
Die praktischen Ergebnisse besta¨tigen die theoretischen Vorhersagen der außerordentlich schnel-
len Konvergenz der in dieser Arbeit vorgestellten Diskretisierungsmethode.
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Abbildung 26: Oben Links: Kreisfo¨rmiges Billard mit n0 = 1.5, Oben Rechts: nicht-konvexes
Billard mit n0 = 1.5, Unten Links: Ei-Billard mit n0 = 1.5, Unten Rechts: Kartoﬀel-Billard mit
n0 = 3.14. Die Konvergenz der Randintegral-Diskretisierung mit Splitten des Integral-Kerns ist
exponentiell.
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4.5 Vergleich mit anderen numerischen Verfahren
Um die Eﬃzienz des vorgestellten Verfahrens zu verdeutlichen, werden die Eigenschaften des
neuen Algorithmus mit bisher verwendeten Algorithmen verglichen. Der Vergleich wird fu¨r (HP)
und (TP) getrennt durchgefu¨hrt, da einige der bisher benutzten Verfahren nicht fu¨r beide Fa¨lle
geeignet waren.
4.5.1 Verfahren zum quasi-klassischen Helmholtz-Problem
Das Helmholtz-Problem geho¨rt zu den Standard-Problemen der numerischen Mathematik und
der mathematischen Physik. Wegen der besonderen Relevanz sind verschiedene Methoden und
Ansa¨tze entwickelt worden. Ein kurzer U¨berblick und eine Einteilung der verschiedenen Algorith-
men in zwei Klassen ﬁndet sich in [Bar00]. In diesem Abschnitt wird diese Einteilung u¨bernom-
men und der oben beschriebene direkte Sweep-Algorithmus zusammen mit der Randintegral-
Diskretisierung in dieses Schema eingeordnet und verglichen.
Sei u(x) eine Lo¨sung des Helmholtz-Problems ∆u + k2u = 0 im Gebiet Ω ⊂ R2 mit Dirichlet-
Bedingung. u(x) kann als Linearkombination von Basis-Funktionen aus einem geeigneten Funk-
tionenraum dargestellt werden,
u(x) =
N∑
j=1
xjφj(x). (4.48)
Dies ist numerisch notwendig, da der unendlich-dimensionale Funktionenraum, in dem sich u
beﬁndet, durch einen endlich-dimensionalen Approximationsraum ersetzt werden muß. Ist die
Basis {φj} vollsta¨ndig, so wird u im Limit N → ∞ exakt durch Gleichung (4.48) beschrieben.
Fu¨r numerische Zwecke mu¨ssen N und die Basis-Funktionen geschickt gewa¨hlt werden, um den
Rechenaufwand so klein wie mo¨glich zu halten. Fu¨r die Basiswahl ergeben sich prinzipiell zwei
Mo¨glichkeiten:
• Die Basis-Funktionen ha¨ngen nicht von k ab.
• Die Basis-Funktionen sind von k abha¨ngig.
Es ergeben sich zwei verschiedene numerische Ansa¨tze, die die Algorithmen in zwei Klassen
teilen.
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Klasse (A) – Klasse (B) – Matching der
Basis-Diagonalisierung Fundamentallo¨sung
Basis- • unabha¨ngig von k • abha¨ngig von k
funktionen • erfu¨llen Randbedingungen • erfu¨llen Randbedingungen
nicht
• Erfu¨llen Helmholtz-Gleichung • Sind Lo¨sungen der Helmholtz
nicht Gleichung
Basisgro¨ße skaliert wie vol(Ω) skaliert wie vol(∂Ω)
resultierende
diskrete Hx = Ex A(k)x = 0
Gleichung
Diagonalisierung der Matrix H, Suche im k-Intervall nach
ﬁndet viele Paare (kj , xj) detA(k) = 0 mit Sweep-
gleichzeitig Algorithmus
Beispiele • Finite-Elemente [SF73] • Randintegral-Methoden [KS97]
• Finite-Diﬀerenzen [TOS01] • Plane-Wave-Decomposition [Hel91]
• Conformal Mapping [Rob84] • Bogomolny - Methode [Bog92]
Algorithmen der Klasse A
Die Unabha¨ngigkeit der Basisfunktionen von k bewahrt die Linearita¨t des Eigenwertproblems
und resultiert in einem Matrix-Eigenwertproblem. Auf diese Weise werden viele Eigenwerte und
Vektoren durch eine Diagonalisierung gewonnen. Prinzipiell ko¨nnen so alle Eigenwerte vom 1.
bis zu einem maximalen (abha¨ngig von der gewu¨nschten Genauigkeit) bestimmt werden. Die
Anzahl von nutzbaren Eigenwerten ist abha¨ngig von der Anzahl N der Basisfunktionen in der
Darstellung (4.48). Fu¨r ein Gebiet Ω ⊂ R2 skaliert sich N somit wie k2, falls ein Zustand mit
Wellenzahl k gesucht ist.
Als Basisfunktionen ko¨nnen zum Beispiel analytisch bekannte Eigenfunktionen einer einfacher
zu lo¨senden Gleichung gewa¨hlt werden. Die Basis ist dann orthonormal und vollsta¨ndig. Al-
ternativ kann die Basis so gewa¨hlt werden, daß die resultierende Matrix H du¨nn-besetzt ist
und die notwendige Diagonalisierung schnell durchfu¨hrbar ist. Es wird eine breite Klasse von
Basisfunktionen zugelassen, die zum Beispiel Gitterfunktionen, Finite-Elemente Ansatzfunktion,
B-Splines, ecetera, entha¨lt ([BCO81], [Gru87], [SF91], [Dav93], [SF73], [Str86]). Je glatter die Ba-
sisfunktionen sind, desto schneller ist die Konvergenz. Andererseits fu¨hren glatte Basisfunktionen
meistens zu einer voll-besetzten Matrix H. Gittermethoden (zum Beispiel Finite-Diﬀerenzen)
fu¨hren zu du¨nn-besetzten Matrizen, jedoch sind die Konvergenzeigenschaften nicht sehr gut.
Fu¨r spezielle Gebiete lassen sich unter speziellen Voraussetzung sehr spezielle Basisfunktionen
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wa¨hlen, die dann zu du¨nn-besetzen Matrizen fu¨hren und gute Konvergenzeigenschaften haben
([Rob84]).
Fu¨r die Diagonalisierung der Matrix H kann anschließend ein Standardverfahren der numeri-
schen linearen Algebra benutzt werden, das die jeweiligen Strukturen der Matrix optimal aus-
nutzt.
Algorithmen der Klasse B
Oftmals ist die Fundamentallo¨sung der zu lo¨senden Gleichung fu¨r spezielle Gebiete bekannt.
In diesem Fall ist es dann mo¨glich, die Funktion u im Inneren von Ω nur aus Kenntnis der
Funktionswerte auf dem Rand ∂Ω zu konstruieren. Die Dimension des Problems wird somit auf
die Dimension des Randes reduziert. Das Problem ist auf diese Weise zu einem Rand-Matching
Problem geworden, das a¨quivalent zu einer Null-Determinanten-Bedingung ist. Durch einen
derartigen Ansatz gibt man zwangsla¨uﬁg die Linearita¨t in der Diskretisierungsmatrix auf. Fu¨r
gewo¨hnlich ist es dann nicht mehr vorhersagbar, fu¨r welche k die Determinante verschwinden
wird, so daß eine Suche (Sweep) im k-Raum notwendig wird. Die numerische Aufgabe besteht
also nicht nur in der Wahl einer Basis, sondern auch in der eﬃzienten Durchfu¨hrung des not-
wendigen Sweeps.
Die oben vorgestellte Formulierung der Helmholtz-Gleichung als Integralgleichung fu¨hrt auf einen
Algorithmus der Klasse B. Die Diskretisierung ha¨ngt von der Wahl des numerischen Quadratur-
verfahrens ab. In der ingenieurswissenschaftlichen- und physikalischen Literatur werden meistens
auf der Trapez- oder Simpsonsregel basierende Quadraturformeln benutzt ([Ba¨c02], [Boa94],
[Bre81], [KS97]). Diese Ansa¨tze stellen keine stark einschra¨nkende Bedingungen an die Beschaf-
fenheit des Randes ∂Ω da, lediglich eine hinreichende Gla¨tte wird vorausgesetzt. Ein spezieller
quasi-klassischer Integraloperator wird zur Diskretisierung nach Bogomolny ([Bog92]) verwen-
det. Eine weitere viel benutzte Methode ist die sogenannte Plane-Wave-Decomoposition von E.
Heller ([Hel91], [Hel86]).
Fu¨r alle Methoden ist nach erfolgreicher Diskretisierung ein Sweep zum Aufspu¨ren der Eigen-
werte notwendig. Die in der Literatur bisher benutzten Sweep-Verfahren benutzen eine Test-
funktion als Maß fu¨r die Regularita¨t der Diskretisierungsmatrix. Die Determinante ist wegen
der numerischen Instabilita¨t bei der Auswertung unbrauchbar, so daß im allgemeinen eine Sin-
gula¨rwertzerlegung benutzt wird ([Bar00], [Ba¨c02]). Dann wird das zu durchsuchende Intervall
nach Minima der Testfunktion abgesucht.
Andere Algorithmen
Vergini und Saraceno ([VS95]) entwickelten eine Art Hybrid-Algorithmus zur Bestimmung der
Eigenwerte. Ihr Algorithmus geho¨rt zur Klasse B, liefert aber mit einer Diagonalisierung mehrere
Eigenwerte – vergleichbar mit Algorithmen der Klasse A. Fu¨r spezielle Billards (zum Beispiel
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dem Stadium-Billard) konnten Vergini und Saraceno besonders gut geeignete Basisfunktionen
angeben, fu¨r diese Billards ist dieses Verfahren die eﬃzienteste Methode zur Bestimmung von
Eigenwerten im quasi-klassischen Bereich. Jedoch ist das Problem ungelo¨st, eine derartige Basis
fu¨r beliebige Billards zu bestimmen ([Bar00]).
Vergleich
Die Algorithmen der Klasse A eignen sich besonders gut zur Bestimmung der kleinsten Ei-
genwerte, da alle Eigenwerte bis zu einem bestimmten, durch die vorgegebene Genauigkeit
festgelegten, berechnet werden. Sollen jedoch nur einige Eigenwerte im quasi-klassischen Be-
reich berechnet werden, ist der numerische Aufwand zu groß. Prinzipiell sind auch Algorith-
men der Klasse B geeignet, Eigenwerte fu¨r moderat großes k zu bestimmen. Liegen jedoch
Eigenwerte dichter bei einander als die Auﬂo¨sung des benutzten Sweep-Algorithmus, so wer-
den diese bei einer Suche u¨bersehen. Numerische Experimente in [BRH98] ergaben bei Ver-
wendung der Plane-Wave-Decomposition zusammen mit einem SVD-Sweep, daß ca. 10 Prozent
der Eigenwerte u¨bersehen werden. Experimente mit der oben vorgeschlagenen Randintegral-
Diskretisierung ebenfalls zusammen mit einem SVD-Sweep konnten diese Resultate auch auf
andere Diskretisierung-Methoden u¨bertragen. Das Problem liegt in der mangelnden Fa¨higkeit
des SVD-Sweeps, eng benachbarte Eigenwerte zu trennen. Diese Probleme hat der in dieser
Arbeit vorgestellte Direkte-Sweep nicht. Abbildung 27 zeigt die Anzahl N(E) der berechneten
Eigenwerte bis zu einer Energie E = k2. Die Gerade entspricht der durch die Weyl-Formel (3.1)
bestimmten theoretischen Asymptote. Die Kurve la¨ngs der Asymptote entspricht der mit dem
Direkten-Sweep berechneten Anzahl, die untere Kurve der mit einem SVD-Sweep berechneten
Anzahl. Die Auﬂo¨sung des SVD-Sweeps wurde so gewa¨hlt, daß beide Algorithmen die gleiche
Laufzeit hatten.
Ein großer Vorteil der Klasse B - Algorithmen ist die hohe erreichbare Genauigkeit. Wie oben
bewiesen wurde, besitzt die in dieser Arbeit vorgestellten Randintegral-Diskretisierung einen ex-
ponentiell abfallenden Fehler. Somit kann jeder Eigenwert mit beliebiger (Maschinengenauigkeit)
bestimmt werden.
Die Aufspaltung des singula¨ren Integralkerns in einen analytischen Teil und einem numerisch
eﬃzient handbaren singula¨ren Teil ermo¨glicht eine sehr eﬃziente Randintegral-Diskretisierung.
Bei den bisher verwendeten Verfahren konnte man nur ein polynomielles Abfallen des Fehlers
(meistens auch nur quadratisch) erwarten, bei dem in dieser Arbeit verwendeten jedoch ein
exponentielles. Ein wesentlicher Vorteile der Randintegral-Diskretisierung gegenu¨ber anderen
Verfahren besteht darin, daß sie leicht fu¨r eine große Vielfalt zula¨ssiger Billard-Gebieten nutzbar
ist, d.h. die Flexibilita¨t in der Wahl der zugrunde liegenden Randbedingungen. Die anderen oben
besprochenen Methoden lassen sich – wenn u¨berhaupt – nur sehr schwer verallgemeinern. Der
SVD-Sweep ist im u¨brigen nur fu¨r reelle k geeignet, da bei einer zwei-dimensionalen Minima-
Suche der rechnerische Aufwand zu groß wu¨rde.
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Abbildung 27: Vergleich des SVD-Sweeps (untere Kurve) mit Direkten-Sweep fu¨r die Berechnung
der ersten 1000 Eigenwerte des Ei-Billards. Der SVD-Sweep u¨bersieht circa 10 Prozent der
Eigenzusta¨nde. Die Gerade entspricht der Weyl-Asymptote.
4 RANDINTEGRALMETHODE 85
Mit speziellen Basisfunktionen fu¨r bestimmte Billards sind die PWD und die Methode von Ver-
gini der Randintegralmethode mit direktem Sweep u¨berlegen. Insbesondere die Vergini-Methode
arbeitet a¨ußerst eﬃzient bei dem sogenannten Stadium-Billard, ein Rechteck mit aufgesetzten
Halbkreisen am rechten bzw. linken Rand. Fu¨r dieses Billard konnten sehr eﬃzient arbeitende
Basisfunktionen angegeben werden. Jedoch ist es nicht so leicht, fu¨r beliebige Billards eﬃzient
funktionierende Basisfunktionen zu ﬁnden ([Bar00]).
4.5.2 Verfahren zum quasi-klassischen Transmissions-Problem
Zur Berechnung von Eigenmoden und Resonanzen mit den hier vorgegebenen Randbedingungen
werden in der Literatur hauptsa¨chlich zwei verschiedene Ansa¨tze verfolgt. Der erste Ansatz zur
Diskretisierung des Diﬀerentialoperators ist der hier vorgestellte Weg u¨ber die Randintegralme-
thode. Der zweite Ansatz benutzt eine geeignete Reihenentwicklung der Lo¨sungsfunktion.
Randintegral-Diskretisierungen
In [Ba¨c02], [Wie03] wird die gleiche a¨quidistante Diskretisierung des Randes zur numerischen
Quadratur benutzt. Jedoch wird die Mittelpunktsregel zur Approximation der Integrale verwen-
det. An den Singularita¨ten wird der Grenzwert der Kernfunktion verwendet. Dieses Vorgehen
limitiert die Eﬃzienz des Verfahrens drastisch. Zum einen kann ho¨chstens eine quadratische
Konvergenz aufgrund der Mittelpunktsregel erwartet werden, zum anderen wirkt sich die Singu-
larita¨t auf die Berechnung der Kernfunktion in der Na¨he der Singularita¨t aus. Die numerischen
Ergebnisse sind stark mit Rundungs- und Auslo¨schungsfehlern behaftet. Die oben vorgestellte
Diskretisierung umgeht dieses Problem, indem die Singularita¨t abgespalten und eine speziell kon-
struierte Quadraturregel benutzt wird. Dieser Vorteil wird zwar durch eine etwas schwierigere
Implementierung erkauft, der Rechenaufwand bleibt aber gleich.
Zur Berechnung der Resonanzen wird in [Wie03] ein Newton-Verfahren zur Berechnung von
det A˜N (k) = 0 benutzt. In jedem Newton-Schritt muß dann die Inverse der Matrix A˜N (kl)
berechnet werden. Dies ist einerseits numerisch sehr aufwendig, andererseits verschlechtert sich
die Kondition cond(A˜N (kl)), je na¨her kl an die gesuchte Resonanz k∗ ru¨ckt. Wie oben gezeigt,
treten diese Probleme bei dem Korrektor des direkten Sweep-Algorithmus nicht auf. Der im
direkten Sweep-Algorithmus benutzte Pra¨diktor wird in [Wie03] nicht beschrieben.
Matching-Methode
Die Grundidee der Matching-Methode ist aus der Quantisierung fu¨r Helmholtz-Probleme mit
Dirichlet-Randbedingungen entstanden. Es wird angenommen, daß der Rand ∂Ω eindeutig in
Polarkoordinaten darstellbar ist, d.h. es existiert eine Funktion R(φ) mit ∂Ω = R([0, 2π]) und
zu jedem Punkt x ∈ ∂Ω existiert genau ein φx ∈ [0, 2π) mit x = R(φx). Fu¨r die Innen- bzw.
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Außenlo¨sung wird ein Ansatz in Zylinderfunktionen mit konstantem k gemacht, also
ψ1(r, φ) =
∞∑
m=−∞
(
αmH
(+)
m (nkr) + βmH
(−)
m (nkr)
)
eimφ r < R(φ),
ψ2(r, φ) =
∞∑
m=−∞
(
γmH
(+)
m (kr) + δmH
(−)
m (kr)
)
eimφ r > R(φ).
Jeder der Summanden erfu¨llt die entsprechende Helmholtz-Gleichung (fu¨r die Innen- bzw. Au-
ßenlo¨sung), jedoch werden die Randbedingungen nicht erfu¨llt. Da die Funktionen {H(±)m (nkr)}
und {H(±)m (kr)} eine Normalbasis bilden, ist die Entwicklung fu¨r r < Rmin und r > Rmax
exakt, solange die Summe u¨ber unendlich viele Terme erstreckt wird. Die Grenzen Rmin und
Rmax ergeben sich aus der unteren bzw. oberen Schranke von R(φ). Die Annahme, daß sich die
Entwicklung im Gebiet Rmin < r < Rmin analytisch fortsetzen la¨ßt, ist als Rayleigh-Hypothese
bekannt. Es la¨ßt sich zeigen, daß diese Vermutung fu¨r eine Familie von Deformationen, die durch
 parametrisiert wird, erst fu¨r ein kritisches c zusammenbricht. Dies geschieht aber erst, nach-
dem der entsprechende Rand durch die Deformation c konkav geworden ist. Jedoch fu¨hrt dieses
Problem schon fu¨r  < c zu numerischen Schwierigkeiten, so daß die Matching-Methode nur fu¨r
Gebiete benutzt werden kann, die aus einer kleinen Sto¨rung eines integrierbaren Gebiets (wie
zum Beispiel einer Ellipse) hervorgehen.
In der Entwicklung darf δm = 0 angenommen werden, da keine eingehenden Wellen betrachtet
werden. Die oben hergeleiteten Randbedingungen
ψ1(R(φ), φ) = ψ2(R(φ), φ)
∂ψ1
∂r
∣∣∣∣
(R(φ),φ)
=
∂ψ2
∂r
∣∣∣∣
(R(φ),φ)
liefern Bedingungen an die restlichen Koeﬃzienten αm, βm und γm. Ausgeschrieben gelangt man
zu den Gleichungen
∞∑
m=−∞
(
αmH
(+)
m (nkR(φ)) + βmH
(−)
m (nkR(φ))
)
eimφ =
∞∑
m=−∞
γmH
(+)
m (kR(φ))e
imφ
n
∞∑
m=−∞
(
αmH
(+)′
m (nkR(φ)) + βmH
(−)′
m (nkR(φ))
)
eimφ =
∞∑
m=−∞
γmH
(+)′
m (kR(φ))e
imφ.
Multipliziert man beide Seiten mit e−inφ und integriert, so erha¨lt man eine Matrix Gleichung
fu¨r die Vektoren α, β und γ,
H+1 α +H−1 β = H+2 γ
DH+1 α +DH−1 β =
1
n
DH+2 γ.
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Eliminiert man γ, so gelangt man zu
S(k)α = β
mit einer Matrix S(k). Da die Lo¨sung im Ursprung regula¨r sein muß, folgt α = β und man
erha¨lt schließlich an k die Quantisierungsbedingung,
S(k)α = α.
Analog zum Randintegral-Ansatz sind fu¨r die Matrix T (k) := S(k)−I die Werte k zu bestimmen,
fu¨r die diese Matrix singula¨r wird.
Ein Vorteil dieses Diskretisierungs-Ansatzes besteht in der physikalische Interpretierbarkeit
der Reihendarstellung als Streuungsmatrix. Jedoch verursacht dieser Ansatz schon bei klei-
nen Sto¨rungen des Randes starke numerische Schwierigkeiten. Bei numerischen Experimenten
mit diesem Ansatz fu¨r das Kartoﬀel-Billard zeigte sich dieses Problem besonders deutlich. Der
Autor konnte nur mit erheblichen Aufwand einige wenige Bouncing-Ball-Moden berechnen. Der
Matching-Ansatz ist somit unbrauchbar fu¨r gro¨ßere Deformationen eines integrierbaren Gebiets.
Diese Unzula¨nglichkeit schra¨nkt das Verfahren natu¨rlich auch fu¨r die Konstruktion geeigneter
Laser-Resonatoren und deren numerischer Simulation ein.
Daru¨berhinaus ist es sehr schwierig, Fehlerabscha¨tzungen fu¨r berechnete Lo¨sungen zu gewin-
nen. Diese sind aufgrund der Anfa¨lligkeit des Verfahrens fu¨r numerische Instabilita¨t von großer
Bedeutung, da man in solchen Fa¨llen unbedingt ein Maß fu¨r Brauchbarkeit des numerischen
Resultates braucht.
Spezielle Gebiete
Wie bereits erwa¨hnt, la¨ßt sich die Matching-Methode nur fu¨r sehr kleine Deformation benutzen,
wodurch die Nutzbarkeit sehr eingeschra¨nkt wird. Die in dieser Arbeit vorgestellte Diskreti-
sierung unterliegt solch starken Einschra¨nkungen nicht. Fu¨r die Gu¨ltigkeit der verwendeten
Integralgleichungen muß nur hinreichende Gla¨tte des Randes vorausgesetzt werden. Zur An-
wendbarkeit der Methode wurden numerische Simulationen an einem nicht-konvexen Gebiet
und einem Gebiet mit einer Ecke durchgefu¨hrt. Der Rand des nicht-konvexen Gebietes wird
durch
∂Ω = {(cos t + 0.65 · cos 2t− 0.65, 1.5 sin t)|0 ≤ t ≤ 2π}
beschrieben. Als Ecken-Gebiet wurde ein 3/4-Kreis mit aufgesetzter Spitze genommen. Die ent-
stehende Ecke wurde durch einen Kreisbogen ersetzt (vgl. [Wie03]), um die notwendige Gla¨tte
von ∂Ω zu erreichen.
Fu¨r beide Gebiete liefert der Algorithmus hervorragende Ergebnisse, die obigen Fehler- und
Konvergenzaussagen ließen sich ebenfalls numerisch besta¨tigen (vgl. Abbildung 28).
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Abbildung 28: Oben: Zwei Eigenmoden eines nicht konvexen Gebietes. Der Brechungsindex
betra¨gt n0 = 3.2 (links) und n0 = 1.5 (rechts). Unten: Zwei Eigenmoden eines Gebietes mit
Ecke, der Brechungsindex betra¨gt hier n0 = 3.2.
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4.6 Sto¨rung des Gebiets Ω
Von physikalischer Relevanz ist die Entwicklung der Eigenresonanzen unter Sto¨rung des Randes.
Die Bestimmung von Eigenresonanzen und Eigenmoden la¨ßt sich wie in den vorherigen Kapiteln
beschrieben als nichtlineares Eigenwertproblem A˜(k)x = 0 formulieren, wobei die Matrix A˜(k)
von der Diskretisierung und des zu behandelnden Problems abha¨ngt.
Zusa¨tzlich wird nun die Matrix A˜(k) abha¨ngig von einem Parameter ε, der die Sto¨rung des
Randes beschreibt. Es muß also das Problem A˜ε(kε)xε = 0 in Abha¨ngigkeit des Parameters ε
untersucht werden. Ist k0 ein einfacher Eigenwert zu ε = 0, so folgt aus dem Satz u¨ber implizite
Funktionen, daß es Funktionen k(ε) und x(ε) gibt, so daß fu¨r hinreichend kleine ε die Gleichung
A˜ε(k(ε))x(ε) = 0
erfu¨llt ist.
Dieser Abschnitt bescha¨ftigt sich mit der numerischen Berechnung solcher Eigenwert-Lo¨sungs-
a¨ste. Der weiter unten vorgeschlagene Tangenten-Pra¨diktor - Algorithmus zusammen mit dem
Korrektor 4.11 ermo¨glicht eine zuverla¨ssige Fortsetzung von Eigenwerta¨sten. In der vorliegen-
den Arbeit wird ausschließlich der Korrektor 4.11 benutzt, da die auftretenden Matrizen Aε
voll besetzt sind. Bei du¨nn besetzen Matrizen bietet es sich an, andere Korrektor-Verfahren zu
benutzen, wie zum Beispiel das Arnoldi- oder Jacobi-Davidson-Verfahren ([Vos04]).
Sei Ωε eine Familie von Gebieten und ∂Ωε die dazugeho¨rige Familie von Randkurven. Die Ab-
bildung ε 	→ ∂Ωε sei stetig diﬀerenzierbar. Zu jedem ε ist das Helmholtz-Problem bzw. das
Transmissions-Problem im Gebiet Ωε zu lo¨sen. Eine Lo¨sung kε kann als Na¨herung fu¨r eine
Lo¨sung kε˜ mit ε˜ ≈ ε dienen. Aus dieser Beobachtung la¨ßt sich sofort ein einfaches Sekanten-
Pra¨diktor Verfahren zur Berechnung der kε und uε konstruieren.
4.20 Algorithmus (Sekanten-Pra¨diktor).
1 Sei k0 ein Eigenwert des Helmholtz-Problems zu ε = 0.
2 Wa¨hle ein ∆ε.
3 Bestimme eine Lo¨sung k∆ε mit Hilfe des Korrektors 4.11 und Startna¨herung k0.
4 Setze ε← ∆ε.
5 Bestimme eine Lo¨sung kε+∆ε mit Hilfe des Korrektors 4.11 und Startna¨herung 2kε−
kε−∆ε.
6 Setze ε← ε + ∆ε.
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7 Gehe zu Schritt 5, bis ein vorgegebenes ε erreicht ist.
Dieser Algorithmus kann verbessert werden, indem die Schrittweite ∆ε dynamisch angepaßt
wird. So kann zum Beispiel die Schrittla¨nge vergro¨ßert werden, wenn der Korrektor eine be-
stimmte Anzahl von Korrekturschritten nicht u¨berschreitet, und sie kann reduziert werden, falls
eine bestimmte Anzahl von Korrekturschritten u¨berschritten wird.
Im Algorithmus 4.20 wird der Diﬀerenzenquotient kε−kε−∆ε∆ε zur Approximation benutzt. Eine
Verbesserung der Approximation wird erzielt, indem der Diﬀerenzenquotient durch den Diﬀe-
rentialquotienten dkεdε ersetzt wird. Als Na¨herung wird dann kε +
dkε
dε · ∆ε verwendet. Zu einer
vorgegebenen Diskretisierung N sei A˜ε(k) die Diskretisierungsmatrix und das Paar kε, xε erfu¨lle
die Gleichung
A˜ε(kε)xε = 0. (4.49)
Sei weiter τε ein Linkseigenvektor von A˜ε(kε). Diﬀerenziert man Gleichung (4.49) nach ε und
multipliziert von links mit τ∗ε , so folgt
τ∗ε
{(
∂A˜ε(kε)
∂ε
+
∂A˜ε(kε)
∂kε
dkε
dε
)
xε + A˜ε(kε)x′ε
}
= 0.
Zur Abku¨rzung seien
∂A˜ε(kε)
∂ε
= A+ iB
∂A˜ε(kε)
∂kε
= C + iD.
Diese Matrizen ko¨nnen jeweils durch einen Diﬀerenzenquotienten numerisch bestimmt werden.
Dann folgt nach Aufspalten in Real- und Imagina¨rteil die Gleichung(
τ∗ε Cφ˜ε −τ∗εDφ˜ε
τ∗εDφ˜ε τ∗ε Cφ˜ε
)(
Re dkεdε
Im dkεdε
)
= −
(
τ∗εAφ˜ε
τ∗εBφ˜ε
)
. (4.50)
Aus diesen Ergebnissen la¨ßt sich ein Tangenten-Pra¨diktor-Verfahren herleiten.
4.21 Algorithmus (Tangenten-Pra¨diktor-Algorithmus).
1 Sei k0 ein Eigenwert des Helmholtz-Problems zu ε = 0.
2 Wa¨hle ein ∆ε.
3 Setze ε← 0.
4 Bestimme dkεdε
∣∣
ε
mit Gleichung (4.50) .
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5 Bestimme eine Lo¨sung kε+∆ε mit Hilfe des Korrektors 4.11 und Startna¨herung kε +
∆ε · dkεdε
∣∣
ε
.
6 Setze ε← ε + ∆ε.
7 Gehe zu Schritt 4, bis ein vorgegebenes ε erreicht ist.
Fu¨r diesen Algorithmus ist ebenfalls eine Schrittweitensteuerung mo¨glich und naheliegend.
Fu¨r die Schrittweitensteuerung kann man eine kleine Erweiterung vornehmen. Der Algorithmus
berechnet in Schritt 5 mit Hilfe des Korrektors sowohl kε+∆ε als auch xε+∆ε. O.B.d.A. du¨rfen die
Vektoren xε und xε+∆ε als Einheitsvektoren bezu¨glich des Standardskalarprodukts angenommen
werden. In diesem Fall muß dann
|〈xε, xε+∆ε〉| ≈ 1
gelten. Weicht dieser Wert stark von 1 ab, so hat der Korrektor in Schritt 5 einen falschen Wert
geliefert. In diesem Fall muß Schritt 5 mit einer kleineren Schrittweite ∆ε wiederholt werden.
Umgekehrt, ist der Wert sehr nahe bei 1 darf die Schrittweite erho¨ht werden. Mit dieser Strategie
wurden in Kapitel 5.4.2 sehr gute Ergebnisse erzielt.
4.7 Implementierung und CPU-Zeit
Die oben vorgestellten Algorithmen wurden in MATLAB implementiert. Gravierende Vorteile
gegenu¨ber einer C- oder Fortran-Implementierung bestehen in die Verfu¨gbarkeit von optimier-
ten LAPACK-Routinen und der automatische Speicherplatzverwaltung von MATLAB. Dieser
Vorteil wird durch eine (in CPU-Zeit gemessene) langsamere Berechnung der Routinen erkauft.
Die unten angegebenen CPU-Zeiten wurden auf einem Intel Pentium(R) 4 mit 3.06 GHz, 512
MB-RAM und MATLAB 6.1.0.45 Release 12.1 auf einem Windows 2000 System gemessen.
Die berechneten Eigenfunktionen ko¨nnen mit Hilfe der in MATLAB vorhandenen Graphikfunk-
tionen dargestellt werden. Dadurch erspart man sich eine aufwendige Transformation von Daten
etwa in das von Gnuplot verwendete Format. Fu¨r die Entwicklung neuer Algorithmen erweist
sich MATLAB deshalb am besten geeignet.
Im Fall (HP) erzeugt der Algorithmus (4.14) vollbesetzte Matrizen aus C2N×2N und im Fall
(TP) vollbesetzte Matrizen aus C4N×4N , was einen enormen Speicherplatzbedarf zur Folge hat.
Hier liegt eine Beschra¨nkung des Algorithmus, denn sobald der Speicherbedarf den vorhanden
Hauptspeicher u¨bersteigt, mu¨ssen Daten auf der Festplatte zwischen gespeichert werden und die
Laufzeit sinkt rapide ab.
Zur Berechnung einer Eigenresonanz mit Hilfe des Korrektors (4.11) werden nur 2 LU -Zerlegun-
gen beno¨tigt, fu¨r die die LAPACK-Routine ZGETRF verwendet wird. Die meiste CPU-Zeit wird
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zur Assemblierung der jeweiligen Diskretisierungsmatrix A˜(k) benutzt, da O(N2) viele (teure)
Besselfunktionen-Auswertungen berechnet werden mu¨ssen. Im Fall (HP) beno¨tigte MATLAB
mit N = 300 fu¨r eine Assemblierung 1.859 Sekunden, mit N = 600 fu¨r die Assemblierung 7.343
Sekunden, also wie erwartet 4 mal so lange. Der Speicherplatz-Eﬀekt wird deutlich bei einer
Diskretisierung mit N = 900, hier beno¨tigt MATLAB zur Assemblierung 52.515 Sekunden, also
etwa 29 mal so lange wie fu¨r den Fall N = 300. Zum Vergleich: fu¨r eine LU -Zerlegung einer
assemblierten Diskretisierungsmatrix beno¨tigt MATLAB mit N = 300 nur 0.531 Sekunden.
Mit der oben beschriebenen Update-Strategie des Korrektors werden im Durchschnitt 2 As-
semblierungen vor dem Update und 4 Assemblierungen nach dem Update beno¨tigt, um eine
Genauigkeit auf 6 Nachkomma-Stellen der Referenzbeispiele aus Kapitel 3 zu erreichen. Zu-
sammen mit den 2 LU -Zerlegungen entspricht dies bei N = 600 etwa einer Rechenzeit von 48
Sekunden. Um diese Genauigkeit zuerreichen, beno¨tigt der herko¨mmliche SV D-Sweep etwa 100
Testfunktionsauswertungen, d.h. 100 Assemblierungen und zusa¨tzlich 100 SV D-Auswertungen,
fu¨r die jeweils 22 Sekunden beno¨tigt werden. Insgesamt beno¨tigt der SV D-Sweep somit ca. 49
Minuten.
Zur Berechnung von Lo¨sungen des Transmissions-Problems werden ebenfalls im Durchschnitt
nur 6 Assemblierungen und 2 LU -Zerlegungen beno¨tigt. Im Gegensatz hierzu wa¨chst der Auf-
wand des SV D-Sweeps jedoch quadratisch, da nun ein 2-dimensionales Gebiet durchsucht wer-
den muß. Es wu¨rden dann etwa 40 Stunden beno¨tigt, um eine vergleichbare Genauigkeit zu
erhalten.
Zusammen mit der Pra¨diktor-Strategie entfaltet der Algorithmus seine volle Eﬃzienz. Im Fall
(HP) wurden bei einer Beispielrechnung mit N = 600 zur Berechnung des Pra¨diktors 395 Se-
kunden beno¨tigt. Anschließend konnten dann 71 Eigenwerte mit jeweils 2 LU -Zerlegungen und
weniger als 6 Assemblierungen berechnet werden. Jeder der 71 Eigenwerte war auf 6 Nach-
kommastellen genau. Fu¨r diese Berechnung beno¨tigt der direkte Sweep ca. 63 Minuten. Ein
SV D-Sweep mit vergleichbarer Genauigkeit wu¨rde 57 Stunden beno¨tigen.
Fu¨r den Fall (TP) werden mit N = 300 fu¨r die Berechnung des Pra¨diktors ebenfalls 395 Sekunden
beno¨tigt. Bei einer Beispielrechnung mit dem Ei-Billard konnten dann 8 Eigenwerte mit jeweils
2 LU -Zerlegungen und 6 Assemblierungen auf 6 Nachkommastellen berechnet werden. Dies
entspricht einer Rechenzeit von ca. 13 Minuten. Mit einem herko¨mmlichen SV D-Sweep ist solch
eine Berechnung (in dieser Genauigkeit) gar nicht mo¨glich.
5 EINE NEUE KLASSE VON MICROLASERN 93
5 Eine neue Klasse von Microlasern
Die Existenz von p-Lazutkin-Billards und deren numerische Behandlung bilden die Grundlage
fu¨r die Konstruktion einer neuen Klasse von Microlasern vom sogenannten Quanten-Kaskaden-
Lasertyp. Die in dieser Arbeit entwickelten algorithmischen Ideen ko¨nnen zu einer vollsta¨ndigen
Simulation der physikalischen Verha¨ltnisse und der Eigenschaften solcher Laser verwendet wer-
den.
Zum besseren Versta¨ndnis wird der mathematischen Behandlung eine kurze Synopse der physi-
kalischen Eigenschaften und Beschreibung von Microlasern vorangestellt.
5.1 Microlaser - Einfu¨hrung und kurze historische U¨bersicht
Laser bestehen im wesentlichen aus einem aktiven Material, in dem Licht einer bestimmten
Wellenla¨nge durch eine externe Energiequelle erzeugt wird, und dem sogenannten Resonator,
der das aktive Material entha¨lt und fu¨r stimulierte Lichtemission sorgt.
Der Resonator bestimmt die Eigenschaften des emittierten Lichts, wie Leistung, Direktionalita¨t,
Intensita¨t und spektrale Eigenschaften. Außerdem bestimmt er die Gro¨ße und Form des Lasers.
Die heute in Wissenschaft und Technik meist gebrauchten Laser sind Halbleiterlaser, bei denen
der Resonator die Form eines sogenannten Fabry-Perot-Ka¨ﬁgs hat, in dem zwei Halbleiterplat-
ten als parallele Spiegel dienen und das Licht durch das aktive Material hindurch hin und her
reﬂektieren. Die Optimierung der Resonatoreigenschaften, d.h. die Konstruktion von Resona-
toren mit bestimmten geforderten Eigenschaften, ist seit der Entwicklung der ersten Laser ein
aktives Gebiet der Forschung.
Ein Meilenstein der neueren Forschung ist die Entwicklung der Microdisk-Halbleiterlaser([YS93],
[MLS+92]), deren Prinzip auf der totalen inneren Reﬂektion von Licht beruht. Diese Microdisk,
-Zylinder und -Droplet-Laser besitzen einen kreisfo¨rmigen symmetrischen Resonator, dessen
Emissions-Moden vom Typ der Whispering-Gallery-Moden des elektromagnetischen Feldes sind.
In solchen Moden la¨uft das Licht entlang des Randes und wird an den Ra¨ndern des Resonators
in einem Winkel reﬂektiert, der unterhalb des kritischen Winkels fu¨r die totale innere Reﬂekti-
on liegt. Das Licht bleibt auf diese Weise in dem Resonator gefangen. Kleine Verluste werden
nur durch Unebenheiten der Resonatoroberﬂa¨che und quantenmechanische Tunneleﬀekte her-
vorgerufen. Dieses Reﬂektionsprinzip ermo¨glichte die Herstellung der bis heute kleinsten Laser
([MLS+92]). Diese winzigen Laser bilden fundamentale Komponenten fu¨r die Entwicklung von
optischen Computern und Netzwerken.
Große Nachteile der Microdisk-Laser waren urspru¨nglich die schwache Output-Leistung und die
fehlende Direktionalita¨t des emittierten Lichtes. Diese Nachteile konnten durch eine quadrupo-
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Abbildung 29: Links: Schra¨gaufsicht eines Microlasers unter dem Elektronen Mikroskop. Der
Resonator ist die obere Scheibe. Rechts: Seitenaufsicht eines Bow-Tie-Lasers. Der Resonator
beﬁndet sich an der Spitze des Kegels. (Quelle: Bell-Labs)
lare Deformation des kreisfo¨rmigen Resonators umgangen werden ([GCN+98]), bei der die dem
emittierten Licht zugrunde liegende Mode zu einem 4-periodischen Orbit geho¨rt, der die Gestalt
einer Smoking-Fliege hat. Der Laser-Typ wird deshalb auch Bow-tie-Laser genannt.
Ziel dieser Arbeit ist die Simulation der physikalischen Eigenschaften von Lasern, deren Reso-
natoren p-Lazutkin-Billards sind. Am Ende des Kapitels werden die Ergebnisse der numerischen
Simulationen mit experimentellen Daten verglichen, die von Wolfgang Parz an entsprechend
gefertigten Lasern gewonnen wurden ([BHZP04]).
5.2 Physikalisches Modell von Halbleiter-Lasern
Die verwendeten Halbleiterlaser sind sogenannte Quantenkaskaden-Laser. Dabei ist der Resona-
tor ein Zylinder, dessen Querschnitt die physikalischen Eigenschaften bestimmt. So wird zum
Beispiel fu¨r den Whispering-Gallery-Laser ein kreisfo¨rmiger Querschnitt verwendet, fu¨r den Bow-
tie-Laser gerade eine quadrupolare Deformation des Kreises. Die Ho¨he des Zylinders betra¨gt etwa
6µm und der mittlere Durchmesser liegt zwischen 75µm und 150µm. Der Zylinder selbst besteht
aus wechselnden Schichten von Halbleitermaterial InGaAs und InAlAs.
Elektronen fallen von Schicht zu Schicht und geben dabei jeweils eine gewisse Energie-Menge ab.
Die Schichten sind so bestimmt, daß immer ein Vielfaches einer Frequenz abgestrahlt wird. Die
Wellenla¨nge des Lasers wird durch die unterschiedlichen Dicken der Materialschichten bestimmt,
so kann ein Wellenla¨ngenbereich von 3.4µm bis 17µm erreicht werden.
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Der Querschnitt des Zylinders wird im folgenden mit Ω bezeichnet. Der eﬀektive Brechungsindex
des Halbleitermaterials sei n0 > 1. Die den Laser umgebende Luft hat den Brechungsindex n = 1.
Im Falle von InGaAs und InAlAs Schichten ist n0 = 3.3.
Der Querschnitt Ω ⊂ R2 sei als konvex und sternfo¨rmig angenommen. O.B.d.A. darf der Stern-
punkt als Koordinatenursprung angenommen werden. R = Ω × h beschreibt den Resonator im
3-dimensionalen Raum. Die Funktion
n(x) =
{
n0 : x ∈ R
1 : x ∈ R
gibt den Brechungsindex im Raumpunkt x = (x1, x2, x3) an.
Die von dem Laser erzeugten elektromagnetischen Felder werden durch die Maxwellschen Glei-
chungen beschrieben. Man unterscheidet zwischen einem gestreuten a¨ußeren Feld und einem Feld
innerhalb des Resonators. Es wird spa¨ter gezeigt, daß beide Felder u¨ber die diskontinuierliche
Grenze des Dielektrikums hinweg stetig diﬀerenzierbar sein mu¨ssen. Man darf annehmen, daß
alle Felder die Zeitabha¨ngigkeit e−iωt haben. Sei also
E(t, x) = e−iωt ·

E
1(x)
E2(x)
E3(x)


das elektrische Feld und
H(t, x) = e−iωt ·

H
1(x)
H2(x)
H3(x)


das zugeho¨rige magnetische Feld.
Die Maxwellschen Gleichungen liefern dann ([LL71])
∇×E = ikH
∇×H = −ikn(x)2E,
mit Wellenzahl
k =
ω
c
. (5.1)
In Gebieten mit konstantem Brechungsindex gilt
∇ ·E = 0,
zusammen mit der Formel
∇2F = ∇(∇ · F )−∇×∇× F ,
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folgt aus den Maxwellschen Gleichungen
∇2E + k2n(x)2E = 0.
Man kann annehmen, daß das elektrische Feld stets exakt parallel zur x3-Achse ist ([GCN+98]),
so daß die Komponentenfunktionen Ei nicht von x3 abha¨ngen. Die Ausbreitungsrichtung ist
also orthogonal zur Zylinderachse. Man spricht auch von TM-Polarisation, da es sich um ein zur
Zylinderachse transversales Magnetfeld handelt.
Betrachtet man nur die x3-Komponente und schreibt E(x, y) = E3(x1, x2), so ist die Gleichung
∆E + k2n(x, y)2E = 0 (5.2)
in R2 zu lo¨sen, wobei n(x, y) durch
n(x, y) =
{
n0 : (x, y) ∈ Ω
1 : (x, y) ∈ R2 \ Ω
gegeben ist.
Wegen Gleichung (5.1) hat das Feld E(x, y) die Zeitabha¨ngigkeit e−ickt. Setzt man k = Re k +
i · Im k ein, so folgt, daß sich die Amplitude des Feldes E wie ecIm kt mit der Zeit verha¨lt. Da
stets Im k < 0 ist, ist |Im k| ein Maß fu¨r die Lebenszeit des Feldes.
Als na¨chstes werden die passenden Randbedingungen hergeleitet.
In Zylinderkoordinaten (r, φ, x3) ist ∇×E gegeben durch
∇×E =
∣∣∣∣∣∣∣
r
r
φ x3
∂
∂r
∂
∂φ
∂
∂x3
E(r) rE(φ) E
∣∣∣∣∣∣∣ .
Somit folgt insbesondere fu¨r die φ-Komponente
(∇×E)(φ) = ∂E
(r)
∂x3
− ∂E
∂r
= −∂E
∂r
.
Aus den ersten Maxwell-Gleichungen folgt dann
H(φ) = − i
k
(∇×E)(φ) = i
k
∂E
∂r
.
Da H stetig sein muß, muß auch die Ableitung ∂E∂r stetig sein. Diese Bedingung bedeutet, daß
die Normalen-Ableitung von E(x, y) am Rand ∂Ω stetig sein muß.
5 EINE NEUE KLASSE VON MICROLASERN 97
Mathematisch ist somit das in Kapitel 4 behandelte quasi-klassische Transmissions-Problem zu
lo¨sen:
Gesucht sind Funktionen u0 ∈ C2(Ω) ∩ C(Ω¯) und u ∈ C2(R2 \ Ω¯) ∩ C(R2 \ Ω) und k ∈ C mit
|k|  1, so daß u0 und u die Helmholtz-Gleichungen
∆u0 + (kn0)2u0 = 0 in Ω (5.3)
∆u + k2u = 0 in R2 \ Ω¯ (5.4)
mit den Randbedingungen
u0 − u = 0 (5.5)
∂u0
∂ν
− ∂u
∂ν
= 0 auf ∂Ω (5.6)
erfu¨llt. Zusa¨tzlich soll fu¨r |x| → ∞ die Sommerfeld’sche-Ausstrahlungsbedingung
u(x) = O
(
1
r
)
,
∂u
∂r
− iku = o
(
1
r
)
, fu¨r r = |x| → ∞ (5.7)
erfu¨llt sein. Die Bedingung (5.7) beschreibt auslaufende Wellen ([SS04]).
5.3 Strahlenoptisches Modell und Konstruktion geeigneter asymmetrischer
Resonanzka¨fige
Wie bereits in Kapitel 4 hervorgehoben ist dieses Transmissions-Problem nur fu¨r sehr spezielle
Gebiete Ω analytisch lo¨sbar, so daß man sich auf numerische Lo¨sungen beschra¨nken muß.
Der Gleichungstyp (5.3) beschreibt die Ausbreitung einer Lichtwelle in einem Medium, das in Ω
den Brechungsindex n0 und sonst den Index 1 hat. Bei konstantem Brechungsindex breiten sich
die Wellenfronten la¨ngs gerader Linien aus. Das Ausbreitungsverhalten dieser Lichtstrahlen ist
Gegenstand der geometrischen oder Strahlen-Optik. Nimmt man fu¨r kleine Wellenla¨ngen, also
große |k| die Lo¨sung der Gleichung (5.3) in der Form
u(x) = A(x)eikn(x)S(x)
an, so gilt fu¨r S die Eikonal-Gleichung
‖∇S‖2 = n2
der geometrischen Optik.
Am U¨bergang zweier Medien mit konstantem Brechungsindex wird der Strahl entweder reﬂek-
tiert oder er dringt in das andere Medium ein. Das Verhalten des Strahls ist abha¨ngig vom
Inzidenz-Winkel χ zwischen Strahl und der Normale am U¨bergang. Der Winkel
χ0 = arcsin
1
n
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ist der Winkel fu¨r totale Reﬂektion; ist der Inzidenz-Winkel χ kleiner als χ0, so verla¨ßt der Strahl
das Medium, ist der Winkel gro¨ßer, so wird der Strahl reﬂektiert. Dies gilt exakt nur fu¨r ebene
Wellen und fu¨r einen unendlich langen und glatten U¨bergang, jedoch kann diese Beschreibung
als Na¨herung verwendet werden. Man vernachla¨ssigt durch diese Na¨herung die sogenannten
Tunnel-Eﬀekte.
Diese Dynamik la¨ßt sich sehr einfach im Poincare´-Schnitt des Billards veranschaulichen. Es muß
nur die Linie, die dem Winkel χ0 entspricht, eingezeichnet werden. Ein Strahl bleibt solange
im Gebiet Ω gefangen, bis die θ-Komponente im Poincare´-Schnitt der zugeho¨rigen Trajektorie
oberhalb dieser Linie verla¨uft. Da im klassischen Limit (hier Re k →∞) das Verhalten der Lo¨sun-
gen der Maxwell-Gleichung durch das Verhalten der klassischen Trajektorien beschrieben wer-
den, kann man a¨hnlich wie im Dirichlet-Fall aus den Eigenschaften des Poincare´-Schnitts Ru¨ck-
schlu¨sse auf die Lo¨sungsstruktur bestimmter Lo¨sungen der Maxwell- bzw. Helmholtz-Gleichung
mit obigen Randbedingungen schließen. Eine rigorose mathematische Beschreibung a¨hnlich dem
Dirichlet-Fall fehlt jedoch zur Zeit und ist Gegenstand aktueller Forschung.
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Abbildung 30: Links: Brechungsindexlinie mit n0 = 1.5 im Phasenportrait des Ei-Billards.
Rechts: Brechungsindexlinie mit n0 = 3.3 im Phasenportrait des Kartoﬀel-Billards.
5.4 Numerische Konstruktion von IWG-Lasern
In Kapitel 1 wurde gezeigt, daß ein numerisch konstruierter p-Lazutkin-Billard einen KAM-
Streifen besitzen, vgl. Eigenschaft (B7). Sei Ω nun ein p-Lazutkin-Billard und R = Ω × [0, h]
der zugeho¨rige Resonator. Sei Γ = {(s, θ(s)|s ∈ [0, L]} ⊂ C die zur p-periodischen Kaustik
geho¨rende invariante Kurve im Phasenraum, entlang der sich der KAM-Streifen geformt hat. Im
strahlenoptischen Modell entspricht dies der Eigenschaft, daß ein Lichtstrahl, der den Resonator
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im Randpunkt s unter dem Winkel θ ≈ θ(s) triﬀt, bei folgenden Reﬂektionen im Randpunkt s′
unter dem Winkel θ ≈ θ(s′) reﬂektiert wird.
Mit Hilfe der in Kapitel 2 vorgestellten Konstruktionsmethoden wurde ein p-Lazutkin-Billard
konstruiert, fu¨r das ein kleiner Teil des resultierenden KAM-Streifens oberhalb der Brechungs-
linie zu einem vorgegebenen Index lag.
Zwei Beispiele wurden im Verlauf dieser Arbeit o¨fters vorgestellt: Das Ei-Billard ist fu¨r einen
Brechungsindex n0 = 1.5 konstruiert, das Kartoﬀel-Billard fu¨r einen Index n0 = 3.3, vgl. Abbil-
dung 30.
Das strahlenoptische Modell fordert nun, daß ein Lichtstrahl, dessen Reﬂektionswinkel am Rand
oberhalb des kritischen Winkels liegt, an dieser Stelle den Resonator verla¨ßt. Nach Konstruktion
geschieht das fu¨r die konstruierten p-Lazutkin-Billards an den Stellen, an denen die jeweiligen
KAM-Streifen oberhalb der Brechungslinie liegen.
Abbildung 31: Gema¨ß dem strahlenoptischen Modell verla¨ßt ein Lichtstrahl den Resonator, falls
der Reﬂektionswinkel u¨ber der dem kritischen Winkel liegt.
Mit den numerischen Hilfsmitteln aus Kapitel 4 ist es nun mo¨glich, diese approximative Vor-
hersage konkret zu veriﬁzieren. A¨hnlich wie in Kapitel 3 mu¨ssen die Lo¨sungen von (TP), die
der oben beschriebenen strahlenoptischen Beschreibung entsprechen, entlang der p-periodischen
Kaustik im Inneren von Ω lokalisiert sein, d.h. die innere Lo¨sung u0(x) ist eine innere Whispering-
Gallery-Mode. Ferner muß das a¨ußere Feld der Lo¨sung, also die Funktion u(x) an den Stellen
von ∂Ω, an denen das KAM-Gebiet oberhalb der Brechungslinie liegt, gerichtet von ∂Ω abstrah-
len. Der Winkel mit der Tangente ist um so gro¨ßer, je weiter der KAM-Streifen oberhalb der
Brechungslinie liegt.
Fu¨r das Ei-Billard erwartet man dann, daß das Licht bei ungefa¨hr φ = π2 den Resonator verla¨ßt,
bei dem Kartoﬀel-Laser bei φ = 0 und φ = π.
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Abbildung 32: Links: Simulation des Ei-Billards mit n0 = 1.5. Im Inneren erkennt man deutlich
die IWG, an der Spitze tritt das Licht gerichtet aus dem Resonator. Rechts: Simulation des
Kartoﬀel-Billards mit n = 3.14. Im Inneren erkennt man wiederum die IWG. Das Licht tritt
rechts und links am Resonator aus.
5.4.1 Berechnung des quasi-klassischen Spektrums
Mit Hilfe des direkten Sweep-Algorithmus und der Diskretisierung fu¨r (TP) wurden Teile des
quasi-klassischen Spektrums des Ei- bzw. Kartoﬀel-Billards berechnet. Fu¨r das Ei-Billard wurde
der Brechungsindex n0 = 1.5 benutzt, fu¨r das Kartoﬀel-Billard n0 = 3.14. In beiden Fa¨llen
wurde mit N = 400 diskretisiert.
In beiden Fa¨llen wurde Re k so gewa¨hlt, daß die berechneten Resonanzen auf 6 Stellen hinter
dem Komma korrekt sind. Auﬀallend ist im Ei-Spektrum die Regelma¨ßigkeit, die oberen 4
Eigenwerte entsprechen Whispering-Gallery-Moden am Rand, die Moden mit Im k ≈ −0.03
entsprechen den inneren Whispering-Gallery-Moden. Die Moden mit Im k ≈ −0.05 entsprechen
Bouncing-Ball-Moden.
Das Spektrum des Kartoﬀel-Billards weist keine so deutlichen Strukturen auf. Die Eigenmoden
mit Im k ≈ 0 entsprechen ebenfalls Whispering-Gallery-Moden am Rand. Der untere Bereich
entspricht Bouncing-Ball-Moden. Die Resonanzen zwischen diesen beiden Gebieten kann man
den inneren Whispering-Gallery-Moden zuordnen.
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Abbildung 33: Links: Ausschnitt aus dem Spektrum des Ei-Billards. Rechts: Ausschnitt aus dem
Spektrum des Kartoﬀel-Billards.
5.4.2 Sto¨rung der Eingangsdaten
Von physikalischem und mathematischem Interesse ist unter anderem das Verhalten der Ei-
genresonanzen unter kleinen (stetigen) A¨nderungen im zugrunde liegenden Gebiet Ω und bei
Vera¨nderungen im Brechungsindex des Resonators n0. Der erste Fall ist interessant, da bei der
technischen Fertigung der Halbleiter-Laser stets Ungenauigkeiten gemacht werden. Die Abwei-
chung von Endprodukt und Vorlage liegt zwischen 2 und 5 Prozent. Der Brechungsindex ha¨ngt
von dem verwendeten Halbleitermaterial ab, so daß man durch eine Analyse der Abha¨ngigkeit
von n0 das Verhalten mit anderen Materialien untersuchen kann.
In Kapitel 4 wurde bereits ein Algorithmus zur Eigenwert-Kontinuation unter Sto¨rung des Ran-
des vorgestellt. Der dort vorgestellte Algorithmus kann ohne Vera¨nderung u¨bernommen werden.
Der Algorithmus entfaltet fu¨r das hier untersuchte Problem erst richtig seine Eﬃzienz, da nun
erst die in Kapitel 4 weit gefaßten Voraussetzungen an die Matrix A˜ beno¨tigt werden. Algorith-
mus 4.21 ermo¨glicht eine Eigenwert-Kontinuation des nichtlinearen Transmissions-Problems.
Numerische Ergebnisse am Ei- bzw. Kartoﬀel-Billard deuten darauf hin, daß die inneren Whis-
pering-Gallery Moden sehr robust unter kleinen Sto¨rungen sind und diese spezielle Modenstruk-
tur durch Sto¨rungen in der Fertigung nicht zersto¨rt werden. Dieses Ergebnis la¨ßt sich auch
mit der KAM-Theorie und dem strahlenoptischen Modell erkla¨ren, da das fu¨r die IWG verant-
wortliche Gebiet im Poincare´-Schnitt durch kleine Sto¨rungen entsteht und fu¨r kleine Sto¨rungen
erhalten bleibt. Werden die Sto¨rungen jedoch gro¨ßer, wird die IWG zersto¨rt, das Gebiet im
Poincare´-Schnitt wird ebenfalls zersto¨rt. Die Output-Leistung des Lasers kann durch
I(φ) = |u(R,φ)|2
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simuliert werden. Hierbei wird das Quadrat des Absolutwert des Außenfeldes in einem festen
Abstand R und Polarwinkel φ außerhalb des Resonators bestimmt. Schon durch kleine Sto¨rungen
des Randes fa¨llt dieser Wert ab. Obwohl die Moden-Struktur im Inneren des Resonators trotz
kleiner Sto¨rungen erhalten bleibt, a¨ndert sich die Intensita¨t des a¨ußeren (meßbaren) Feldes.
Insofern ist die Gestalt des Billard mit p-periodischer Kaustik optimal, da kleine Sto¨rungen im
Rand zu einer Verringerung der Output-Leistung fu¨hren.
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Abbildung 34: Oben: Eigenwert-Pfad unter Sto¨rung des Randes. Der Rand wurde stetig vom
Ei ε = 0 zum Kreis ε = 1 deformiert. Die Markierungen entsprechen ε = 0.1, 0.325, 0.55, 0.805.
Die jeweiligen Eigenmoden sind von links nach rechts abgebildet. Auﬀa¨llig ist, daß der starke
gerichtete Output bei ε = 0 sehr schnell durch die Deformation zersto¨rt wird. Das KAM-Gebiet
u¨bersteht wie im Text beschrieben nur kleine Sto¨rungen. Oben rechts: Simulierter gemessener
maximale Output des Lasers in einem festen Abstand. Fu¨r das Ei-Billard ist der Output am
sta¨rksten und fa¨llt dann schnell ab.
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Der Einﬂuß einer Sto¨rung des Randes auf die Eigenwerte ist viel sta¨rker als der Einﬂuß einer
kleinen Vera¨nderung im Brechungsindex. Deshalb ist die oben beschriebene Kontinuation nicht
unbedingt fu¨r diesen Fall notwendig. Numerische Simulationen am Ei- bzw. Kartoﬀel-Billard
haben gezeigt, daß ein einfaches Sekanten-Pra¨diktor-Verfahren ausreichend ist. Diese Verfahren
sind sehr einfach und schnell zu implementieren.
Die numerischen Simulationen (siehe Abbildung 35) besta¨tigen die physikalischen Erwartungen.
Fu¨r wachsenden Brechungsindex n0 verschiebt sich die Brechungslinie und das invariante Gebiet
liegt vollsta¨ndig unterhalb dieser Linie, so daß die Lebenszeit einer Mode gro¨ßer wird, also |Im k|
kleiner. Außerdem fa¨llt die Output-Leistung des Lasers ab, da bei gro¨ßerem n0 auch weniger
Energie den Resonator verlassen kann. Die Moden bleiben im Resonator gefangen.
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Abbildung 35: Oben: A¨nderung des Brechungsindex fu¨r das Ei-Billard. Unten: A¨nderung des
Index fu¨r das Kartoﬀel-Billard. Jeweils rechts daneben ist die Output-Leistung des jeweiligen
Lasers abgebildet.
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5.5 Experimentelle Daten von IWG-Lasern
Fu¨r die erfolgreiche technische Anwendung von Lasern mit inneren Whispering-Gallery-Moden
mu¨ssen einige Vorgaben erfu¨llt werden. Das in einem Quantenkaskaden-Laser verwendete Halb-
leitermaterial besitzt einen eﬀektiven Brechungsindex von n0 = 3.14, so daß ein p-Lazutkin-
Billard mit p-periodischer Kaustik, die teilweise oberhalb der Brechungslinie liegt, konstruiert
werden muß.
Hierzu wurde eine Familie von 3-periodischen Orbits gewa¨hlt, so daß jedes Familienmitglied
ein sehr spitzwinkliges Dreieck im Billard-Phasenraum bildet. Wie in Kapitel 2 gezeigt, kann
dann zur Konstruktion nur der Optimal-Control-Ansatz verwendet werden3. Als Startdreieck
wurde dann ein spitzwinkliges Dreieck gewa¨hlt, so daß der spitze Winkel kleiner als der kritische
Winkel zur Brechungslinie n0 = 3.14 war. Auf diese Weise kann man erzwingen, daß ein Teil
der invarianten Kurve oberhalb der Brechungslinie liegen wird. Das resultierende Billard ist das
schon o¨fters in der Arbeit aufgetretene Kartoﬀel-Billard.
Eine zweite Forderung ist, daß die Resonanzen im Spektrum separiert liegen. Auf diese Weise
wird verhindert, daß zwei benachbarte Moden gleichzeitig lasen. Wie oben gesehen erfu¨llt das
Kartoﬀel-Billard diese Forderung, der Abstand zwischen inneren WG-Moden und Bouncing-
Ball-Moden bzw. Rand-WG-Moden ist groß genug.
Mit dem Kartoﬀel-Billard zur Grundlage wurde bei den Bell-Labs ein Quantenkaskaden-Laser
hergestellt, um die numerischen Simulationen im tatsa¨chlichen Experiment zu besta¨tigen. Der
Durchmesser dieses Laser betra¨gt ≈ 135µm mit einer Oberﬂa¨chenrauhigkeit von nur 20nm am
Rand. Die Betriebstemperatur des Lasers betra¨gt 10K. Zwei aufeinanderfolgende Eigenmoden
wurden mit einer Wellenla¨nge von λ = 7.5496µm bzw. λ = 7.5900µm gemessen. In Abbildung
36 ist das gemessen bzw. simulierte Farﬁeld-Emissions-Muster zusehen.
Zur Bestimmung des Farﬁeld-Emissions-Musters wird das elektrische Feld in ein einem Abstand
von ca. 1.5mm um den Mittelpunkt des Lasers gemessen. Man kann 4 Maxima im Farﬁeld
erkennen. Diese Maxima resultieren aus der gerichteten Abstrahlung des Kartoﬀel-Lasers an den
Spitzen der La¨ngs-Achse, wie in Abbildung 32 deutlich wurde. Die Winkelangaben in Abbildung
36 geben den Polarwinkel des Meßgera¨tes an, man kann aus diesen Angaben nicht bestimmen,
an welchen Stellen das Licht aus dem Resonator tritt. Beim Vergleich des simulierten Feldes mit
dem gemessenen Feld muß man zusa¨tzlich beachten, daß bei dem einen die Winkel entgegen des
Uhrzeigersinnes gemessen werden, bei dem anderen mit dem Uhrzeigersinn.
3der aus diesem Grund entwickelt worden ist
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Abbildung 36: Oben: Gemessenes Farﬁeld-Muster des Kartoﬀel-Lasers zusammen mit Resona-
toraufsicht. Unten links: Gemessenes Farﬁeld-Muster ohne U¨berblendung. Man erkennt 4 Maxi-
ma. Unten rechts: Simuliertes Farﬁeld-Muster. Man kann auch hier 4 Maxima erkennen.
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Weitere Messungen wurden an einem leicht deformierten Kreis durchgefu¨hrt. Es wurden ex-
perimentell Eigenmoden gefunden, die eine hohe Direktionalita¨t im Farﬁeld-Emissions-Muster
aufwiesen. Fu¨r die numerische Simulation wurde die Randlinie des Resonators durch
r(φ) = 1 + 0.005 sin 4φ + 0.003 cos 3φ
angenommen (vgl. rechten Teil der Abbildung 37).
Abbildung 37: Links: Aufsicht auf den Kartoﬀel-Laser. Rechts: Aufsicht auf den deformierten
kreisfo¨rmigen Laser.
In Abbildung 38 ist ein kleiner Ausschnitt des quasi-klassischen Spektrums abgebildet. Die
Eigenmoden mit Im k ≈ −0.02 entsprechen inneren Whispering-Gallery-Moden, sie liegen gut
getrennt von den u¨brigen Eigenmoden.
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Abbildung 38: Links: Ausschnitt des quasi-klassisches Spektrums eines leicht deformierten
kreisfo¨rmigen Billard. Die Moden mit Im k ≈ −0.02 entsprechen IWG-Moden. Rechts: Eine
IWG-Mode.
5 EINE NEUE KLASSE VON MICROLASERN 107
Das Farﬁeld-Emissions-Muster der IWG-Moden ist in Abbildung 39 zusehen. Verglichen mit
den gemessenen Daten (rechte Bildha¨lfte) ist dies eine sehr gute U¨bereinstimmung zwischen
numerischer Simulation und Experiment.
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Abbildung 39: Links: Simuliertes Farﬁeld-Muster des deformierten Kreises. Rechts: Gemessenes
Farﬁeld-Muster des deformierten Kreises.
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6 Anhang
In diesem Abschnitt werden die in Kapitel 4 beno¨tigten Aufspaltungen der Integralkerne herge-
leitet. Es wird gezeigt, daß sich alle Kerne in der Form
A1(t, τ) log
(
4 sin2
t− τ
2
)
+A2(t, τ)
mit analytischen Funktionen A1 und A2 schreiben lassen.
Es ist bekannt, daß die Hankelfunktion H(+)0 (z) bei z = 0 eine logarithmische Singularita¨t
besitzt. Um diese Singularita¨t besser zu verstehen, betrachtet man die Reihenentwicklungen der
Besselfunktion J0(z) und der Neumannfunktion N0(z), denn es gilt H
(+)
0 (z) = J0(z) + iN0(z).
Es gilt (vgl. [AS70])
J0(z) =
∞∑
n=0
(−1)n
(n!)2
(z
2
)2n
(6.1)
N0(z) =
2
π
(
log
z
2
+C
)
· J0(z)− 2
π
∞∑
n=1
{
n∑
m=1
1
m
}
(−1)n
(n!)2
(z
2
)2n
, (6.2)
wobei C die Euler Konstante C = 0.57721 . . . ist. Aus diesen Reihendarstellungen kann man
sofort ablesen, daß J0(z) analytisch ist, J0(0) = 1 und die logarithmische Singularita¨t der Han-
kelfunktion von der Neumannfunktion herkommt.
Der Integralkern M(t, τ) war gegeben durch M(t, τ) = i2H
(+)
0 (k|x(t) − x(τ)|). Zur Abku¨rzung
sei im folgenden α := k|x(t) − x(τ)|, die Abha¨ngigkeit von k, t und τ wird unterdru¨ckt. Eine
kleine Rechnung liefert nun,
M(t, τ) = − 1
2π
J0(α)
(
2 log
α
2
)
+
i
2
J0(α)− C
π
+ O
(|x(t)− x(τ)|2)
= − 1
2π
J0(α) log |x(t)− x(τ)|2 + i2J0(α)−
C
π
− 1
π
log
k
2
+ O
(|x(t)− x(τ)|2)
= − 1
2π
J0(α) log
(
4 sin2
t− τ
2
)
− 1
2π
J0(α) log
|x(t)− x(τ)|2
4 sin2(t− τ)/2 +
i
2
J0(α) − C
π
− 1
π
log
k
2
+ O
(|x(t)− x(τ)|2)
=: M1(t, τ) log
(
4 sin2
t− τ
2
)
+ M2(t, τ),
mit analytischen Funktionen M1(t, τ) und M2(t, τ).
Um die Diagonalterme auszurechnen, werden noch einige geometrische Abscha¨tzungen beno¨tigt,
die auch bei der Behandlung der anderen Kerne Anwendung ﬁnden. Fu¨r t ≈ τ gilt
x(t) = x(τ) + x′(τ)(t− τ) + x
′′(τ)
2
(t− τ)2 + O ((t− τ)3) .
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Hieraus folgert man
|x(t)− x(τ)| = |t− τ | · |x′(τ)|+ O (|t− τ |2) , (6.3)
mit anderen Worten, fu¨r t→ τ verha¨lt sich |x(t)− x(τ)| wie O(t− τ).
Wegen n(t) = (x′2(t),−x′1(t)) gilt außerdem
n(t) · (x(t)− x(τ)) = x′2(t)(x1(t)− x1(τ))− x′1(t)(x2(t)− x2(τ))
= x′2(t)
(
x′1(τ)(t− τ) +
x′′1(τ)
2
(t− τ)2
)
− x′1(t)
(
x′2(τ)(t− τ) +
x′′2(τ)
2
(t− τ)2
)
+ O
(
(t− τ)3) ,
also
n(t) · (x(t)− x(τ)) = n(t)x
′′(τ)
2
(t− τ)2 + O ((t− τ)3) . (6.4)
Mit anderen Worten, fu¨r t→ τ verha¨lt sich n(t) · (x(t)− x(τ)) wie O((t− τ)2).
Wegen J0(0) = 1 folgt sofort fu¨r den ersten Diagonalterm
M1(t, t) = − 12π .
Mit (6.3) ﬁndet man zuna¨chst
lim
t→τ
|x(t)− x(τ)|2
4 sin2(t− τ)/2 = |x
′(τ)|2,
und somit also
M2(t, t) =
i
2
− C
π
− 1
π
log
k|x′(t)|
2
.
Durch termweise Diﬀerentiation von (6.2) erha¨lt man die Reihendarstellung von N1(z),
N1(z) = −N ′0(z) = −
2
πz
J0(z) +
2
π
(
log
z
2
+ C
)
J1(z) + O
(z
2
)
.
Wegen H1(z) = J1(z)+iN1(z) gewinnt man leicht daraus eine Darstellung fu¨r die Hankelfunktion
H1(z),
H1(z) =
2i
π
(
−J0(z)
z
+ J1(z) log
z
2
)
+ J1(z) +
2iC
π
J1(z) + O
(z
2
)
,
wobei die ersten beiden Terme eine lineare bzw. eine logarithmische Singularita¨t besitzen, die
hinteren Terme jedoch analytisch sind.
Der Kern H(t, τ) war gegeben durch
H(t, τ) =
ik
4
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)| H1(k|x(t)− x(τ)|).
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Eine kleine Rechnung liefert nun
H(t, τ) =
ik
2
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)|
{
2i
π
(
−J0(α)
α
+ J1(α) log
α
2
)
+J1(α) +
2iC
π
J1(α)
}
+ O (|x(t)− x(τ)|)
=
ik
2
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)|
{
2i
π
(
−J0(α)
α
+ J1(α) log
α
2
)}
+ O (|x(t)− x(τ)|)︸ ︷︷ ︸
wegen (6.3) und (6.4)
=
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)|
{
− k
2π
J1(α) log |x(t)− x(τ)|2 + k
π
J0(α)
α
}
+ O (|x(t)− x(τ)|)
= − k
2π
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)| J1(α) log
(
4 sin2
t− τ
2
)
+
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)|
{
− k
2π
J1(α) log
|x(t)− x(τ)|2
4 sin2(t− τ)/2 +
k
π
J0(α)
α
}
+ O (|x(t)− x(τ)|)
=: H1(t, τ) log
(
4 sin2
t− τ
2
)
+H2(t, τ),
wobei H1(t, τ) und H2(t, τ) wegen (6.3) und (6.4) analytisch sind. Ebenfalls wegen (6.3), (6.4)
und J1(0) = 0 folgt sofort, daß H1(t, t) = 0 gelten muß. Aus dem gleichen Grund verschwindet
auch der erste Term von H2(t, τ) fu¨r t→ τ , es bleibt
H2(t, t) = lim
t→τ
1
π
n(τ) · (x(t)− x(τ))
|x(t)− x(τ)|2
=
1
2π
n(t)x′′(t)
|x′(t)|2
u¨brig. Die Aufspaltung des Kerns H∗(t, τ) verla¨uft analog, es muß zusa¨tzlich der Term −|x′(τ)|
beachtet werden.
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