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We analyze the stability of the network’s giant connected component under impact of adverse
events, which we model through the link percolation. Specifically, we quantify the extent to which
the largest connected component of a network consists of the same nodes, regardless of the specific
set of deactivated links. Our results are intuitive in the case of single-layered systems: the presence of
large degree nodes in a single-layered network ensures both its robustness and stability. In contrast,
we find that interdependent networks that are robust to adverse events have unstable connected
components. Our results bring novel insights to the design of resilient network topologies and the
reinforcement of existing networked systems.
I. INTRODUCTION
Robustness and resilience of networked systems under
the impact of adverse events have been extensively stud-
ied in network science for two decades, but the research
has been primarily focused on computing the mean-field
properties, such as the expected size of the system’s gi-
ant connected component (GCC) [1–3]. The inherent as-
sumption is that only connected subnetworks retain their
functionality, with the largest of these being most rele-
vant to the overall performance of the system.
While the mean-field analysis of a system’s behavior
is undoubtedly an important first step toward under-
standing its robustness, in most practical situations it
is insufficient to know the expected size of the so-called
‘functional component.’ Rather, the location of the func-
tional component within the network itself is important.
It is especially true in the case of resilience where criti-
cal system function and its recovery is of prime impor-
tance [4, 5]. For example, in the case of a major natural
disaster, such as flood or an earthquake, one needs to
know infrastructure units and transportation routes that
are likely to remain functional. The efficiency of immu-
nization strategies depends on our knowledge of low and
high-risk groups in social networks. Likewise, the suc-
cess of a marketing campaign depends on the knowledge
of the target audience.
Yet, apart from a handful of recent works aiming to
understand individual node properties in percolation and
epidemic processes [6–10], organization patterns of indi-
vidual network’s functional components are poorly stud-
ied. One reason is that the random nature of adverse
events coupled with the complexity of relevant networked
systems often makes the prediction of functional sub-
graphs impossible. Indeed, consider two toy networks
of the same size and average degree, which we repeatedly
subject to adverse events of equal magnitude, modeled by
link percolation, i.e., by deactivating a fraction of links
selected uniformly at random, Fig. 1(a). Even though
the expected GCC sizes of both networks are similar, the
GCC of the first network is unstable and strongly de-
pends on the set of deactivated links. In contrast, the
GCC of the second network seems to be centered at the
two largest degree nodes and only weakly depends on
the set of deactivated links. Clearly, nodes of the first
network are topologically identical and, thus, are equally
likely to enter the GCC. The two central nodes of the
second network, on the other hand, have much higher
probability to enter the GCC compared to the remaining
nodes, serving as anchors for its GCC.
Our work is motivated by two recent results in per-
colation theory [9, 10] analyzing heterogeneous network
responses to different percolation realizations. In particu-
lar, Ref. [9] demonstrates a considerable variation of net-
work’s connected component sizes and individual node
probabilities to appear within the GCC. Concurrently,
Ref. [10] introduces a framework to quantify GCC fluc-
tuations by analyzing network responses to two random
but possibly correlated percolation realizations. In our
work we ask a related question: How stable is network’s
GCC? In other words, we aim to quantify the extent to
which the giant connected component of a network con-
sists of the same nodes, regardless of the specific set of
deactivated links during an adverse event. We analyze
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2FIG. 1: (a) GCCs shown for two toy networks at various links percolation realizations. Note that the the GCC of the top network varies
significantly depending on the set of removed links, while the GCC of the second network is more stable, and in all realizations includes
the two central nodes. (b) The expected GCC size for an ER and a SF models, as well as the airline network as a function of the fraction
of deactivated links q. Both model networks are of the same size, N = 2× 105 and the same average degree 〈k〉 = 5.1. The SF network is
characterized by γ = 2.5 and minimum degree kmin = 2. Dashed lines show considered values of q that are chosen such that 〈GCC〉 = 0.2
and 〈GCC〉 = 0.7. (c) Stability S(`|q) as a function of ` for the (red squares) ER model, (blue triangles) SF model, and (green circles) the
Airline network described in Appendix A. Solid lines correspond to analytical predictions by Eq. (4). (d) Probability for a node to appear
within the GCC of a network as a function of its degree. The color scheme is that of panel (c). Data is binned logarithmically, and error
bars display the standard deviation values. The inset shows the probability of the node not to appear within the GCC in the log-linear
format with solid lines corresponding to analytical solutions given by Eqs. (2) and (3).
both single and multi-layer networks, finding that large
GCC size does not necessarily imply GCC stability.
II. GCC STABILITY OF SINGLE-LAYER
NETWORKS
To simplify the exposition we model adverse events
by link percolation [1, 11] and limit our consideration
to random network models with prescribed degree se-
quences. We also assume that there exists at most one
GCC per network. At the same time we note that our
approach is extendable to other types of percolation and
more complex network topologies, including the situa-
tions with multiple GCCs per network [12, 13]. To quan-
tify GCC stability we subject the network of interest to `
independent link percolation scenarios; each deactivating
a random fraction q of network links. We then compute
the sets of nodes Ωt(q) for each percolation realization
t ∈ {1, ..., `} and use them to define the GCC stability
function as the fraction of nodes inside all sets Ωt(q),
namely
S(`|q) ≡ 1
N
‖
⋂`
t=1
Ωt(q)‖, (1)
where N is the network size and ‖Ω‖ is the cardinality
of set Ω. In the case of GCCs consisting of random sets
of nodes S(`|q) decreases exponentially as a function of
`, while in the case of stable GCCs S(`|q) is expected
to decrease slowly or remain constant. We first focus on
GCC stability of the Erdo˝s Re´nyi (ER) [14] and scale-
free (SF) random network models. The former is fully
3prescribed by the number of nodes N and the constant
connection probability p for every node pair. The latter is
characterized by the scale-free (SF) degree distributions,
p(k) ∼ k−γ and is generated by the Molloy-Reed algo-
rithm [15]. Our results depicted in Fig. 1(b,c) indicate
that GCC stability in ER is significantly smaller than
that in SF networks. Indeed, S(`|q) in the case of SF
network models decays at significantly slower rates im-
plying the existence of a stable sub-component, shared
by all Ωt(q) sets. At the same time S(`|q) in ER network
models seems to decrease exponentially, albeit at rates
slower than expected for GCCs consisting of randomly
selected nodes.
Our results for S(`|q) are consistent with the observa-
tion that individual node probabilities to belong to the
GCC are strongly correlated with node’s degree. As seen
from Fig. 1(d), the probability for a node to belong to the
GCC increases as a function of its degree and approaches
1 for nodes of sufficiently large degree. These nodes be-
long to the GCC with high probability and serve as its
anchors in a network, effectively stabilizing its GCCs. In
contrast, the absence of such large degree anchor nodes
in ER networks leads to unstable GCCs, Fig. 1(d).
To quantify the observed GCC stability phenomena
we employ the generating function formalism [16]. The
starting point of our analysis is the mean-field solution
for the individual node probability to enter the GCC [17]:
p = 1− [u(q)]k , (2)
where u(q) can be regarded as the mean-field probabil-
ity that a given end of randomly chosen link leads to a
connected component of finite size [18]:
u = q + (1− q)G1(u), (3)
and G1(x) is the generating function for the outgoing
edge degree distribution, G1(x) ≡
∑∞
k=0 pe(k)x
k, where
pe(k) = (k + 1)p(k + 1)/〈k〉, and p(k) is the degree dis-
tribution [19].
Then, the probability that a node of degree k is present
in the GCC independently in ` percolation realizations is(
1− [u(q)]k
)`
and the expected stability of the GCC in
` independent percolation realizations is given by
S(`|q) =
∑
k
p(k)
(
1− [u(q)]k
)`
. (4)
To validate our theoretical results we solved Eq. (3) nu-
merically for each combination of p(k) and percolation
parameter q used in Fig. 1(b). We then used the ob-
tained u values to superimpose the mean-field behaviors
of individual node probabilities to enter the GCC and
stability S(`|q) with the numerical results, arriving at
the excellent agreement between the two, Fig. 1(c,d).
The differences between S(`|q) in SF and ER net-
works become more pronounced as expected GCC size
decreases. Indeed, close to the criticality S(`|q) in ER
decays exponentially:
S(`|q) ≈
∑`
m=0
(
`
m
)
(−1)m exp [−〈k〉 (1− e−`)]
∼
[
1− u〈k〉
]`
, (5)
where  ≡ 1− u 1 and 〈k〉 is the average degree in the
ER network. In contrast, S(`|q) in SF networks
S(`|q) ∝ (k0)γ−1
∫ ∞
k0
[
1− e−x]` dx
xγ
∼
(
k0
ln `
)γ−1
(6)
for ` 1. Here γ > 2 is the degree distribution exponent,
p(k) ∼ k−γ , see Appendix B for derivation.
III. GCC STABILITY OF MULTI-LAYER
NETWORKS
In the case of interdependent networks the deactivation
of nodes or links in one layer leads to the deactivation of
nodes in other layers that depend on it [20]. In this case,
the probability of a node to belong to the GCC depends
not only on its own connections but also on the connec-
tions of supporter nodes in other layers. In the following,
we consider a simple case of an interdependent network,
consisting of equally sized layers A and B with one-to-one
node interdependence; every layer representing a random
network with prescribed degree distribution [21]. Assum-
ing no correlations in interdependencies between the two
layers, the probability of a node to belong to the GCC is
p =
(
1− [uA(q)]kA
)(
1− [uB(q)]kB
)
, (7)
where kA and kB are the degrees of the two interdepen-
dent nodes in layers A and B, respectively, q ≡ {qA, qB},
qA and qB are the initial fractions of deactivated links in
layers A and B respectively; while parameter uA (uB)
is the effective probability that a given end of a ran-
domly chosen link in layer A (B) leads to a mutual con-
nected component of finite size. The mean-field parame-
ters uA and uB can be found from the recursive approach
of Ref. [21] and are given by the system of equations
1− uA = (1− qA)
(
1−GA1 (uA)
) (
1−GB0 (uB)
)
, (8)
1− uB = (1− qB)
(
1−GB1 (uB)
) (
1−GA0 (uA)
)
, (9)
where G
{A,B}
{0,1} (x) are the generation functions for the reg-
ular and the outgoing degree distributions of layers A and
B, see Fig. 2(a,b) and Appendix C for derivation. We
note that this result is in good agreement with numerical
results, which we obtain for ER-ER, ER-SF and SF-SF
models as well as the network of protein-protein interac-
tions (PPI), and depict for SF-SF network in Fig. 2(a).
Since interdependence links between the layers are es-
tablished randomly, the joint degree distribution of the
4FIG. 2: (a) Individual node probability to appear within the mutual GCC of the interconnected network as a function of its degrees in the
network layers. The interdependent network consists of two SF layers with random interdependence links. Both SF layers are generated
using parameters reported in Fig. 1. Link percolation thresholds are chosen as qA = 0.49 and qB = 0, corresponding to 〈GCC〉 = 0.7. (b)
Individual node probabilities not to appear within the GCC compared to the analytical estimate of Eq. (7). (c) Stability of the mutual
GCC as a function of number of independent realizations ` calculated for (green circles) SF-SF, (blue triangles) ER-SF and (red squares)
ER-ER interdependent network models as well as (pink rhombi) the protein protein interaction network described in Appendix A. Link
percolation thresholds are, respectively, qA = 0.56, qA = 0.63, qA = 0.64, and qA = 0.68, qB = 0, all corresponding to 〈GCC〉 = 0.7.
The dashed line corresponds to S(`|q) of mutual GCCs consisting of random sets of nodes. Solid lines correspond to analytic solutions of
Eqs (8-10)
network is p(kA, kB) = pA(kA)pB(kB), where pA,B(k)
are degree distributions of layers A and B respectively.
Then, the stability of the mutual connected component
is simply the product of the contributions from the two
layers:
SAB(`|q) = SA(`|q)SB(`|q), (10)
where SA and SB are the stability contri-
butions of domains A and B respectively:
SA ≡
∑
k pA(k)
(
1− [uA(q)]k
)`
, and SB is defined
similarly. This result together with our results in Fig. 1
for single layered networks explains stable mutual GCCs
in SF-SF networks and unstable GCCs in ER-ER and
ER-SF networks that we observe in Fig. 2(c).
IV. CONCLUSION
Taken together, our results indicate that networks with
broader degree distributions are characterized by stable
GCCs. Large degree nodes in these networks are part
of the GCC with probabilities close to 1, and can be re-
garded as anchors keeping the GCC in place. At the same
time, it is important to note that network robustness and
GCC stability do not in general imply each other. We
find that interdependent networks with broad degree dis-
tribution of their layers (e.g., SF-SF networks) have sta-
ble mutual GCCs. At the same time, however, SF-SF
networks are known to be vulnerable to cascading fail-
ures [21]. Indeed, large degree nodes in interdependent
networks are likely to depend on small degree nodes in
other layers. As a result, failures of these small degree
nodes immediately lead to failures of the large degree
nodes that depend on them. In contrast, interdependent
networks with narrow degree distributions, e.g., ER-ER
networks, are less vulnerable due to a more uniform mix-
ing of node degrees in their layers. The stability of con-
nected components in interdependent networks, on the
other hand, exclusively relies on the existence of anchor
nodes, which according to Eq. (7) are large degree nodes
dependent on other large degree nodes. While these an-
chor nodes are not frequent in SF-SF networks, they are
non-existent in ER-ER networks, explaining why mutual
GCCs are not stable in the latter.
Our findings open new avenues toward the design of
efficient network reinforcement strategies. Indeed, build-
ing upon our results one can formulate the subgraph re-
inforcement problem as an optimization. Similar to the
GCC stability, one can define the stability of any sub-
graph Ω of interest:
SΩ(`|q) ≡ ‖
⋂`
t=1
Ωt(q)‖ =
∑
i∈Ω
(
1− [u(q)]ki
)`
, (11)
where u is the mean-field probability that a given end
of a randomly chosen link leads to a cluster of finite size
and is given by Eq. (3). Then the reinforcement strat-
egy is defined in using extra resources, e.g. additional
nodes or links to maximize the SΩ(`|q) objective func-
tion. It is also immediately clear that the optimal rein-
forcement strategies depend on the number of expected
adverse events `: if the system is designed to withstand
a single adverse event, the reinforcement strategy should
be aimed at maximizing the expected GCC size. On the
other hand, if the system is designed to withstand mul-
tiple adverse events, the investments should be made to
further reinforce or create the anchor nodes.
The mean-field analysis offered here has important lim-
itations. The generating function approach works well
for locally tree-like networks, while real systems contain
5significant amount of short loops. Likewise, it is now un-
derstood that heterogeneous distributions in particular
can have considerable diversity in their topologies [22]
and that the hubs in these networks are not always cen-
trally located. As a result, we do notice significant devi-
ations for individual node probabilities in real networks,
Fig. 1(d), that can’t be explained by the mean-field ap-
proach.
Finally, within the engineering sciences there is a gen-
eral understanding that the organization of many real-
world networks is governed by processes that are not
sufficiently characterized by stylized models of random
networks and that these differences can have important
implications for understanding robustness and vulnera-
bility [23, 24]. There is a growing body of work in large-
scale optimization and game theory that leverages the
specialized structure of these networks to discover spe-
cific vulnerabilities and to identify limited defensive in-
vestments that can maximally increase robustness and re-
silience (e.g., Ref. [4, 25]). Bridging the gap between the
specific recommendations of these highly detailed mod-
els and the insights from more general models described
here is an important goal for ongoing research.
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Appendix A: Real networks
We test our GCC stability results on two real networks.
The first real network is the complete US airport net-
work in 2010, where nodes are US airports and an undi-
rected link is established between two airports if there
is a commercial flight between them. The network con-
sists of N = 1, 574 nodes and E = 28, 236 links, and is
publicly available from https://openflights.org/ and
https://toreopsahl.com/datasets/.
The second is the network of human protein-protein
interactions (PPI) that we derived from the BioGRID
database [26]. We represent the PPI dataset as a two-
layer interdependent network, where layer A is formed
by direct protein interactions, and links in layer B corre-
6spond to physical associations between proteins. In our
analysis we focus on the mutual connected component
of the PPI network that contains N = 11, 365 nodes in
each layer with the average degrees of 〈kA〉 = 11.00 and
〈kB〉 = 25.38 respectively.
Appendix B: GCC stability of single layer networks
close to the criticality
Here we consider the asymptotic behavior of S(`|q)
for three types of network models: regular, ER, and SF
network models.
1. Regular network models
All nodes of a regular network model have the same
degree k0, resulting in p(k) = δ(k, k0), where δ(m,n) is
the Kronecker delta. Then, GCC stability of a regular
network is trivially S(`|q) = (1− u(q)k0)` for all u(q)
values.
2. ER network models
ER network models are characterized by the Pois-
son degree distribution, p(k) = e−〈k〉〈k〉k/k!, where
〈k〉 = p(N − 1) is the average degree. In order to ob-
tain the asymptotic expression for S(`|q) we first expand(
1− u(q)k)` into the binomial sum. Then by reversing
the summation order in Eq. (4) we obtain
S(`|q) =
∑`
m=0
(
`
m
)
(−1)m exp (−〈k〉 (1− u(q)m)) . (B1)
Close to the criticality (q) ≡ 1−u(q) 1 and therefore,
1 − u(q)m ' (q)m. Plugging this into Eq. (B1) results
in
S(`|q) ≈
[
1− e−(q)〈k〉
]`
≈
[
1− u(q)〈k〉
]`
. (B2)
3. SF network models
SF network models are characterized by power-law de-
gree distributions p(k) ≈ (γ−1)kγ−10 k−γ , where k0 is the
smallest degree and γ > 2.
To deduce the asymptotic behavior of S(`|q) we first
approximate u(q)k in Eq. (4) as e−k(q), where (q) ≡
1−u(q) 1. Then, by approximating the summation in
Eq. (4) with an integral we obtain:
S(`|q) ≈ (γ − 1) [(q)k0]γ−1 I`(γ), (B3)
I`(γ) ≡
∫ ∞
(q)k0
x−γ
[
1− e−x]` dx. (B4)
Further, to deduce the asymptotic behavior of (B4) we
note that the function [1− e−x]` is monotonically in-
creasing from 0 to 1 on the interval 0 < x < ∞. It
is useful to think about [1− e−x]` as a smoothed ver-
sion of the step function θ(x − ln `). To appreciate the
shift we center the function [1− e−x]` at the position x0
where it equals e−1. From [1− e−x0 ]` = e−1 we obtain
e−x0 = 1− e−1/` leading, when ` 1, to
x0 = ln ` (B5)
and thereby explaining the ln ` shift. To appreciate the
width of the quasi-step function [1− e−x]` we define the
left boundary through [1 − e−x− ]` = e−M and the right
boundary through [1 − e−x+ ]` = 1 − e−M . These defi-
nitions are reasonable if we choose M  1. From these
definitions
x− = ln `− lnM, x+ = ln `+M (B6)
Thus the quasi-step function [1− e−x]` has the following
properties:
1. It is essentially vanishes when 0 < x < x−.
2. It monotonically increases from 0 to 1 in the inter-
val x− < x < x+.
3. It is essentially equal to 1 in the interval x > x+.
We next establish the upper and lower bounds for the
integral in (B4). The upper bound is obtained by re-
placing [1− e−x]` by unity when x > x− and e−M when
k0(q) < x < x−; the lower bound is obtained by replac-
ing [1− e−x]` by 1 − e−M when x > x+ and zero when
0 < x < x+. Since
∫∞
x∗
dx
xγ =
1
γ−1
1
xγ−1∗
, the bounds are
1− e−M
xγ−1+
≤ (γ − 1)I`(γ) ≤
(
1
xγ−1−
+ e−M
1
[(q)k0]
γ−1
)
(B7)
Since both x± → ln ` in the {`,M} → ∞ limit, such that
1M  `, I`(γ) ∼ ln `1−γ and
P (`|q) ∼
[
k0(q)
ln `
]1−γ
, (B8)
see Fig. 3.
Appendix C: GCC stability of interdependent
networks
Link percolation results for interdependent networks
can be recovered from Ref. [21] by setting the fraction of
active nodes to 1 and replacing degree generating func-
tions with those for link percolated networks. Indeed, let
7FIG. 3: Stability S(`|q) as a function of (a) ` and (b) Log2(`) shown at 〈GCC〉 = 0.2 for the (red squares) ER model, (blue triangles)
SF model, and (green circles) the Airline network. All parameters are those of Fig. 1(b,c) in the main text. The dashed line in panel (b)
corresponds to the asymptotic regime of S(`|q) ∼ [Ln `]−1.5 prescribed by Eq. (6).
us introduce the generating functions for degree distribu-
tions of layers A and B as
G
{A,B}
0 (x) ≡
∑
k
p{A,B}(k)xk, (C1)
G
{A,B}
1 (x) ≡
∑
k
(k + 1)
〈k{A,B}〉p{A,B}(k + 1)x
k, (C2)
where pA(k) and pB(k) are the degree distributions of
domains A and B respectively, while 〈kA〉 and 〈kB〉 are
the corresponding average degree values.
Then the expected size of the mutual connected com-
ponent µ∞ is given by
µ∞ = xy, (C3)
where the mean-field parameters x and y can be regarded
as the effective fractions of nodes belonging to the GCC of
layers A and B respectively, and are given by the system
of four equations:
x = 1−GA0 (1− y(1− fA)) , (C4)
y = 1−GB0 (1− x(1− fB)) , (C5)
fA = G
A
1 (1− y(1− fA)) , (C6)
fB = G
B
1 (1− x(1− fB)) . (C7)
Here parameters fA and fB in analogy with the single
layer case can be regarded as the effective probabilities
that a given end of a randomly chosen link in layer A or
B, leads to a connected component of a finite size.
By making use of Eqs. (C4) and (C5) one can rewrite
the expression for the mutual connected component as
µ∞ =
(
1−GA0 (1− y(1− fA))
) (
1−GB0 (1− x(1− fB))
)
,
(C8)
from which one can immediately extract the individual
node probability to appear within the mutual GCC:
p =
(
1− ukAA
)(
1− ukBB
)
, (C9)
where kA and kB are the degrees of the two interdepen-
dent nodes in layers A and B, and the mean-field param-
eters uA and uB are given by
uA = 1− y (1− fA) , (C10)
uB = 1− x (1− fB) . (C11)
The same equations hold in the link percolation case,
except the original generating functions G
{A,B}
{0,1} (x) need
to be replaced with those for percolated layers:
G˜A{0,1}(x) = G
A
{0,1} (1− (1− qA) (1− x)) , (C12)
G˜B{0,1}(x) = G
B
{0,1} (1− (1− qB) (1− x)) , (C13)
where qA and qB are the fractions of initially deactivated
links in layers A and B respectively.
After a series of straightforward substitutions and sim-
plifications the final result reads
p =
(
1− [uA(q)]kA
)(
1− [uB(q)]kB
)
, (C14)
where
1− uA = (1− qA)
(
1−GA1 (uA)
) (
1−GB0 (uB)
)
,
1− uB = (1− qB)
(
1−GB1 (uB)
) (
1−GA0 (uA)
)
,
reproducing Eqs. (8) and (9) in the main text.
