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Abstract—The burden on conventional units to regulate the
system frequency increases if they are replaced due to wind
farms. This paper explores up to which time scales the rotating
kinetic energy in wind turbines can smooth frequency variations
and assist with the regulation task. To this end, a comparison is
made between a standard wind turbine controller and optimal
control of wind turbines, respectively derived from causal time-
domain simulations and an optimization algorithm that allows
predicting. The latter algorithm is used to give a benchmark for
the smoothing potential, shown by plotting the Pareto efficiency
of the normalized standard deviation of frequency variability
versus a normalized measure of the energy yield. Results indicate
that smoothing comes with an energy loss that is determined
by the energy content of power imbalances. It is shown that a
wind share of 20%, within the instantaneous generation mix,
can absorb frequency variations on timescales up to 100 sec
while the energy loss is limited to only 2%. A higher share
of wind power aggravates frequency variability. Nevertheless, in
such circumstances the potential of rotating kinetic energy in
wind farms increases.
Index Terms—Smooth frequency variability, optimization, fre-
quency regulation, wind farm control, maximum energy yield
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Symbol Description
A Rotor surface area
Cp Aerodynamic coefficient of performance
E Energy yield
Ek Rotating kinetic energy
H Inertia constant
I Moment of inertia
J Objective function
J Cost functional
K Proportional gain
∆L Magnitude of load changes
P Active power
Pa Aerodynamic power
Pe Electric power of one turbine
Pf Electric power of wind farm
Pg Electric power of thermal units
PL Electric power of load
Pres Upward power reserve
R Rotor radius
Rg Droop setting of thermal units
Rw Droop setting of wind turbines
s Laplace variable
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t Time
T Time period
Ta Aerodynamic torque
Te Electric torque
Te Optimization vector of electric torques
y Valve position of governor
∆Ek Rotating kinetic energy exchange
α Pareto weight
β Pitch angle
κ Relative kinetic energy exchange
λ Tip-speed ratio
µ Share of wind power in generation mix
ρ Air density
τ Time lag/constant
τg Governor time constant
τt Turbine time constant
ω Rotor speed (referred to low speed shaft)
ω Optimization vector of rotor speeds
ωs Power system frequency
Subscript Description
0 Initial value
a Aerodynamic value
del Value at deloaded operation
e Electric value
f Farm
i Turbine number
L Load
mppt Value at maximum power point tracking
ppt Value at power point tracking
∗ Normalized value
Superscript Description
∗ Reference value
I. INTRODUCTION
SYSTEM operators are responsible for maintaining thebalance between generation and load, which requires a
continuous regulation effort due to constant load and gen-
eration fluctuations. Load fluctuations range from minute-
to-minute variability, due to random turning on and off of
millions of devices, to longer-term variability such as daily,
seasonal and annual patterns that are predictable to a large
extent [1]. Variability introduced by generators is due to
the unit commitment process following the load evolutions.
Additionally, variability is increased by deviations from nom-
ination schedules and the variable nature of Renewable Energy
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2Sources (RES) such as wind and solar.
The restructuring of the energy market and changing gener-
ation sources are challenging aspects that force a closer look
at the mechanisms needed to meet this balance [2]. First,
these market changes reinforced energy trading significantly:
for instance cross-border schedules are more intensively used
for trading. They are bound to standardized time intervals,
at which balance responsible parties have to abide by energy
nomination schedules. At times of high power ramps, e.g. in
the morning and evening, mismatches tend to arise between
nominated energy blocks at fixed time periods, and demand
[3]. These mismatches provoke large frequency swings within
a time window centered around standardized cross-border time
intervals, requiring power regulation mechanisms. Secondly,
the increasing penetration of converter coupled sources en-
tails a decommitment of conventional, mostly thermal, units
equipped with synchronous generators. Thermal time constants
and controls of such units absorb to a large extent minute-to-
minute frequency variations, for instance resulting from wind
power fluctuations [4]. The displacement of thermal units with
a critical role in the system reduces this absorption effect
and requires sufficient rotational energy and reserves from
remaining units. Thirdly, RES make the frequency regulation
task more difficult, as wind and solar are variable sources of
energy. Wind fluctuations for instance range from intra-minute
to even annual time scales [5]. This can result in very steep
ramps when wind farms are gathered in a small geographical
area, with operational difficulties as a consequence.
Although wind is mostly perceived as merely a contributor
to frequency variability, it can help with the task of regulation.
The variable speed capability of such turbines allows a much
greater exploitation of rotational energy taking rotor speed
and converter limits into account [6]. Over large geographical
areas, the aggregate capability of a wind farm fleet can be
relevant [7], [8].
Contrary to most wind turbine controllers that have been de-
veloped primarily to mitigate severe frequency dips following
large power imbalances [9]–[12], the focus is on the aspect
of frequency regulation. Note that we distinguish frequency
control during contingencies and normal operation: the former
refers to frequency response control while the latter indicates
frequency regulation [2]. They are both incorporated into the
Frequency Containment Reserves (FCR) – also known as
primary reserves – as introduced by the European Network
for Transmission System Operators for electricity (ENTSO-
E) [13]. To release the burden of regulation on conventional
units, we introduce an optimal control problem that examines
which system frequency variations can be mitigated by the
use of kinetic energy in wind turbines. The resulting power
references minimize the energy loss and provide the highest
achievable smoothing of the system frequency.
This paper makes several new contributions beyond existing
literature in this area. The prospect of smoothing variations of
the combined system of wind farm and bulk power system is
considered, rather than that of smoothing variations from the
farm alone [14]. The limits on energy exchange capability of
a whole farm, rather than a single turbine [15] are studied.
The efficient use of kinetic energy in the rotating parts is
investigated, while often energy storage systems are proposed
to smooth wind or frequency variations within the range of
seconds to minutes [16]. Finally, the optimization framework
used includes the possibility of benefits through coordination
between turbines in a farm, rather than issuing the same
command to all turbines.
Some controllers do focus on the mitigation of wind power
variability in favor of frequency stability [17], [18], but the
exploration of time-scales up to which wind farms are able
to smooth system frequency variations remains largely unex-
plored. The smoothing capability of wind farms is investigated
in this paper for two instantaneous penetration levels of wind
power, respectively 20% and 90%. Such high levels require
an increasing contribution from wind power to support the
frequency in terms of regulation.
The paper is structured as follows. First, Section II high-
lights the approach and methodology used. Thereafter, Sec-
tion III introduces the power system model and optimization
problem. The results in Sections IV and V show the ability
to smooth frequency variations starting from sinusoidal and
representative load profiles and discuss the impact of a higher
wind penetration on the smoothing potential. Finally, Section
VI summarizes the conclusions.
II. METHODOLOGY & ASSUMPTIONS
By means of an optimization problem, the ability of wind
farms to smooth system frequency variations is investigated.
Hereby, energy loss and frequency variations are minimized.
The optimal solution is the best case scenario that cannot
be surpassed by any controlled wind turbine and is intended
to show the potential of coordination and forecasting. The
comparison with time-domain simulations using a standard
wind turbine controller - that is designed to mitigate severe
frequency swings [9] - is merely to benchmark this potential.
The need for such frequency control stems from the loss of
control response from regular generators when they are turned
off in favor of wind being turned on. This effect is modeled
by adjusting the fraction of wind (µ = 20%, 90%) and conven-
tional (1-µ) generation. Both the optimization algorithm and
time-domain simulations with a standard controller employ
the same power system model and result in time-series of
control and state variables. They only differ in their strategy to
control the wind turbines, either optimally or using a standard
controller.
A simplified power system model is used that consists
of an equivalent thermal unit and an equivalent wind farm,
respectively aggregating all thermal and wind units in the
generation mix (cfr. III-A). The power system is modeled
by a swing equation with lumped inertia and the equivalent
thermal unit is represented by a governor. By neglecting
load dynamics, a worst case scenario is simulated. Also area
generation control (AGC) is omitted as we are not interested
in slower control actions and exchange schedules between
control areas. The equivalent wind farm collects all wind units
in the generation mix into two groups. In each group, all
turbines are modeled by an aggregated variable-speed wind
turbine model facing respectively a constant wind speed of
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38 and 10 m/s. Such modeling has several consequences. Firstly,
a constant wind speed neglects wind power variability. Our
focus on the ability to smooth system frequency variations, not
wind power variations, motivates this choice. Secondly, only
the variable-speed operating region (region II) is considered,
thus not imposing rotor speed limits. This choice allows to
freely steer the kinetic energy content and to easily compare
with the standard controller. Unacceptable rotor speeds that
exceed the limits are tracked and if necessary their relevance
is mentioned. Further research requires a strict limitation on
the rotor speeds, incorporating other operating regions and
lowering the smoothing potential. Thirdly, division of the wind
farm over two groups allows to include possible coordination
among both turbines facing a different wind speed.
III. MODELING
First, §III-A elaborates on the power system model and
introduces a standard wind turbine controller for frequency
support. Thereafter, §III-B constructs the optimization formu-
lation, using the same power system model, to retrieve optimal
control actions that smooth power system frequencies at the
lowest energy loss. Finally, §III-C clarifies the computational
set-up.
A. Time-domain modeling
A simplified power system model is created by combining
the system’s swing equation and governing actions of all units
in operation [12], illustrated in Figure 1a. For load-frequency
studies, the swing equation that represents the response of the
power system frequency to variations in load and generation
is expressed in terms of power:
2H
d∆ωs
dt
= (1− µ)∆Pg + µ∆Pf −∆PL (1)
where H represents the equivalent system inertia and µ
the share of wind generation [19]. Furthermore, ∆ωs, ∆Pg ,
∆Pf and ∆PL give the linearized deviation of respectively
the system frequency ωs, conventional generation Pg , wind
farm generation Pf and the system load PL with respect to
their reference. These references are set to the initial values
(Pg,0 = 0, PL,0 = 0, ωs,0 = 50 Hz), neglecting non-linear
effects. Pf,0 is set to the maximum power for a given wind
speed (Pmppt), subtracted by the reserve power (Pres), used
for delivering frequency support (cfr. §III-A2).
1) Thermal unit model: Conventional generation ∆Pg is
aggregated into one governing action from a thermal unit,
determined by a droop action Rg . This action is subject to
two time constants τg and τt, representing respectively the
governor and turbine. The model for this generator, illustrated
in Figure 1b, comprises two differential equations:
τg
d∆y
dt
=
−∆ωs
Rg
−∆y, (2)
τt
d∆Pg
dt
= ∆y −∆Pg (3)
where ∆y is the valve position.
+
-
+
-
+
(a)
(b)
Fig. 1: Power system model with wind and conventional
generation (a) and the speed governor of the thermal unit (b)
+
-
 
+
-
Fig. 2: Wind turbine model. All variables are referred to the
low speed shaft.
2) Wind turbine model: Different control strategies exist to
regulate variable speed wind turbines [20], [21]. Nevertheless,
all strategies use a wind turbine controller that consists of two
cascaded control levels. The outer-loop controller regulates
either the rotor speed or the power and creates a reference
current signal for the converter. In this work, one state-of-the-
art power control strategy is preferred for the converter [9],
further referred to as standard control. For such a strategy, the
speed is normally limited by a pitch controller, however not
modeled as we only consider operating region II. The inner-
loop controller regulates the current to a reference value. This
lower control level and the converter dynamics are orders of
magnitude faster than dynamic phenomena included in this
study, so the current is assumed equal to the reference. This
assumption allows flux and torque to be viewed as control
inputs. Moreover, also the stator and rotor flux transients are
much faster which allows us to use a first order model for
each generator, referred to the low speed shaft,
I
dωi
dt
= Ta,i − Te,i (4)
where I is the moment of inertia from turbine and generator,
Te,i is the electric torque, Ta,i the aerodynamic torque and ωi
the rotational speed of turbine i = 1 . . . N . The electric torque
Te,i follows directly from the power controller (cfr. Figure 2).
The aerodynamic torque Ta,i on the other hand can be ex-
pressed starting from the aerodynamic power Pa,i:
Pa,i ≡ 1
2
Cp,iρAv
3
i = Ta,iωi ⇒ Ta,i =
Cp,iρAv
3
i
2ωi
(5)
Copyright c©2014 IEEE. Personal use is permitted. For any other purposes, permission must
be obtained from the IEEE by emailing pubs-permissions@ieee.org.
4with A = piR2 the rotor area, R the rotor radius, ρ the air
density, Cp,i the aerodynamic coefficient of performance and
vi the wind velocity. An empirical relation for Cp is used that
corresponds to [22], [23]:
Cp(λi, βi) = c1(c2γi + c3βi + c4)e
c5γi
with γi =
1
λi + c6βi
+
c7
β3i + 1
(6)
and where λi = Rωi/vi is the tip-speed ratio. Further, c1 =
0.22, c2 = 116, c3 = −0.4, c4 = −5, c5 = −12.5, c6 = 0.08
and c7 = −0.035.
The power set-point tracking of Pppt in the wind turbine
controller, depicted in Figure 2, is based on a linear slope
between two power-speed curves [9]. Without a power re-
serve requirement Pres = 0, the turbine tracks maximum
efficiency, also called maximum power-point tracking (MPPT).
Consequently, turbine control is based on the MPPT curve in
Figure 3 and would result in a setpoint Pmppt(vi), dependent
on the wind speed vi. A deloaded curve (Pdel) is constructed
by a power reserve Pres request above zero, thus
Pdel(vi) = Pmppt(vi)− Pres. (7)
However, the deloaded curve in Figure 3 is not used as a
control curve but serves as input for the power set-point
tracking, calculated as
Pppt(ωi, vi) =
Pmppt(vi)− Pdel(vi)
ωmppt(vi)− ωdel(vi)
(
ωi − ωdel(vi)
)
+ Pdel(vi), (8)
where the corresponding rotor speeds ωmppt(vi) and ωdel(vi)
are obtained from respectively the MPPT and deloaded power-
speed curves. By applying this control, additional kinetic
energy will be released during frequency support since the
operating point of the turbine (Pppt(ωi, vi)) will move along
the linear curve (cfr. Eq. (8)) from Pdel(vi) towards Pmppt(vi).
The resulting set-point Pppt(ωi, vi) is then increased with
the primary response −∆ωs/Rw to correct for frequency
deviations. A reference power P ∗i is obtained, which is limited
by the maximum available power at a certain wind speed
(Pmppt) in order to ensure a stable frequency support during
longer time periods. Otherwise, if the power set point exceeds
the available power in case of a severe frequency dip, the
kinetic energy in the wind turbine gets depleted and the rotor
speed drops to zero.
The absolute farm power Pf is defined by the electric power
of each turbine Pe,i and is expressed as
Pf =
N∑
i=1
Pe,i =
N∑
i=1
Te,iωi, (9)
B. Formulation of optimization problem
Objectives: The optimal control of a wind farm is consid-
ered by means of the electrical torques Te(t) of all turbines in
the farm. Here, Te is a vector containing the torques Te,i(t)
of individual turbines, with i = 1 . . . N turbines. Pitch angles
βi(t) of individual turbines, combined in vector β(t), are set to
a fixed angle corresponding to maximum efficiency. By doing
Fig. 3: Schematic representation of power set-point tracking
Pppt.
so, a comparison with the earlier introduced standard controller
is achieved, for which pitch control is also disabled. The
torques Te,i(t) dynamically depend on time and are optimized
in a time window 0 < t < T . By using these control variables,
we aim at two competing objectives: i.e. maximization of total
energy extraction J1, and minimization of system frequency
fluctuations J2,
J1(ω,Te, T ) =
∫ T
0
−Pf
(
ω(t),Te(t)
)
dt
=
∫ T
0
−
N∑
i=1
Te,i(t)ωi(t) dt
(10)
J2(∆ωs, T ) =
∫ T
0
∆ωs(t)
2 dt (11)
with ω(t) the vector with rotational speeds of the different
turbines and ∆ωs(t) the system frequency deviations. Follow-
ing standard conventions in optimization, the signs ofJ1 and
J2 are chosen in a way the optimization is formulated as a
minimization problem. The first objective J1, maximizes the
energy yield of the entire wind farm by optimizing torques
Te,i(t), simultaneously coordinating all N turbines’ operating
points. The second objectiveJ2 minimizes system frequency
deviations, by penalizing frequency deviations at every time
instance.
The overall optimization problem is formulated based on a
weighted sum of both (competing) cost functionals, i.e.
J = αJ1 + (1− α)J2 (12)
=
∫ T
0
[
− α
N∑
i=1
Te,i(t)ωi(t) + (1− α)∆ωs(t)2
]
dt
where we vary α ∈ [0, 1] in order to construct Pareto fronts
(cfr. §IV), and explore different trade-offs between J1 and
J2.
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5Constraints: The wind turbine and grid model, introduced
in §III-A, set the constraints. Contrary to the time-domain
where the control set-up in Figure 2 determines the controls
Te,i, the optimization algorithm is free to optimize these
controls.
The farm power Pf that appears in J1 depends on the
controls Te, but further also on the rotational speeds ω of
the turbines. The latter is a state variable that is constrained
by Newton’s second law for rotation, given by Eq. (4).
The system frequency ∆ωs(t), being a state variable in the
optimization set-up, is constrained by the swing equation of
the power system, earlier introduced in Eq. (1). Conventional
power generation is determined by the governor and turbine,
represented by two differential equations (2) and (3). ∆Pg is
thus handled as a state variable and is not controllable.
In summary, the optimization problem is
min
Te
∫ T
0
[
− α
N∑
i=1
Te,i(t)ωi(t) + (1− α)∆ωs(t)2
]
dt
s.t. I
dω
dt
= Ta(V ∞,ω,β)− Te
2H
d∆ωs
dt
= (1− µ)∆Pg + µ∆Pf −∆PL
d∆y
dt
=
−∆ωs
Rgτg
− ∆y
τg
(13)
d∆Pg
dt
=
1
τt
(
∆y −∆Pg
)
Furthermore we do not limit the rotor speeds, neither the rotor
torques to allow a transparent comparison between the time-
domain (standard controller) and optimization simulations.
Nevertheless, all simulation results are screened for unreason-
able values of the turbine controls and states.
C. Computational set-up
To solve the optimization problem, all equations are first
discretized in time. To that end, the state variables ω(t) are
sampled every 0.2 sec and the constraints in Eqs. (13) are
discretized using the trapezoid rule according to Newton–
Cotes. The controls Te(t) are allowed to change every 1.0 sec
and remain constant during intermediate time steps of state
variables. Given the frequency content of the wind signal
(< 0.5 Hz) and the size of turbine inertia, we verified that
this discretization gives sufficient accuracy, i.e. further time-
step refinement does not lead to noticeably different results.
The time-domain simulations with standard controller are
performed by a continuous solver, after which the states and
controls are respectively sampled every 0.2 sec and 1.0 sec.
This sampling allows a comparison with the optimization
results. The optimization problem stated in Eqs. (13) is solved
by a gradient based solver from TOMLAB/KNITRO [24].
This solver offers an iterative conjugate gradient approach
for large scale problems. The time-domain model is simu-
lated using MATLAB/Simulink. A simulation time window
of T = 800 sec is selected. However, only data within
50 < t < 650 sec is used to omit boundary effects.
IV. SINUSOIDAL LOAD PROFILES
In this first case, we analyze the ability of wind turbines
to smooth system frequency variations that arise from load
variability, being the only source of variations in the chosen
power system model. In particular, sinusoı¨dal load variations
are chosen to investigate the energy loss that comes with
power smoothing at specified frequencies. Wind turbines are
aggregated in two large groups as described in §II, eliminating
wind power variability at power system level. The wind
turbines represent a share of 20% (µ = 0.2) of demand. The
load varies with frequency 2pi/TL:
∆PL(t) = ∆L · sin
(
2pi/TL · t
)
(14)
where the amplitude ∆L of the load changes is set to 0.0125,
0.025, 0.05 and 0.10 p.u., and the period TL takes on values
of 25, 50, 100, 200 and 300 seconds. For every combination
of TL and ∆L, the cost to smooth these load variations is
analyzed, which allows to investigate to which time scale, i.e.
in which frequency range, optimal control of kinetic energy
in turbines is worthwhile. In the current work Pareto fronts
are used to address the trade-off between two competing
objectives, i.e. maximum energy yield versus minimum system
frequency variations, respectively expressed by
E =
∫ T
0
N∑
i=1
Te,i(t)ωi(t) dt (15)
σ =
√
1
T
∫ T
0
(
∆ωs(t)−∆ωs
)2
dt (16)
where E is the energy yield from wind turbines and σ is the
standard deviation of frequency deviations ∆ωs. These metrics
are calculated using a sampling of 1 sec and are normalized
to
E∗ =
E
[E]α=1
(17)
σ∗ =
σ
[σ]α=1
(18)
where [E]α=1 and [σ]α=1 are respectively the energy extrac-
tion and standard deviation when only maximizing energy
yield. The same normalization is used for results from the
time-domain and optimization simulation, because results for
α = 1 are quasi identical. In the remainder of this section,
we illustrate the trade-off between E∗ versus σ∗ for time-
domain and optimization simulations. Data of conventional
and wind turbine units are given in Appendix I. The base
value for parameters in per unit is set to Sb = 10 MVA.
A. System frequency smoothing: standard control
First α = 1, corresponding to maximum energy yield without
smoothing frequency fluctuations. This corresponds to (σ∗,
E∗) = (1,1) on the Pareto front shown in Figure 4. Thereafter,
system frequency variations are minimized by increasing the
power reserve Pres stepwise. This action serves the aim to
allow an increasing contribution from wind turbines to smooth
system frequency variations. As a consequence, energy yield
E∗ lowers proportionally with Pres. To make efficient use of
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Fig. 4: Efficiency of a standard controller to smooth frequency
variability, when subject to a sinusoidal load with TL = 50 sec
and ∆L = 0.05 p.u.
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Fig. 5: Pareto front for a standard controller (a) where the
load period TL is varied with ∆L= 5%, and (b) where the
amplitude ∆L is varied with TL= 50 sec.
the available power reserves, a droop action of the wind farm
is simulated by lowering droop constant Rw. Subsequently,
grid variability σ∗ is reduced for each Pres. Next, an overlay
front as shown in Figure 4 is constructed to connect the com-
binations of Rw and Pres for which the frequency response
equals the available reserve power, i.e. −∆ωs/Rw = Pres.
This front shows the variability σ∗ for a given energy yield E∗
and indicates the trade-off for the proposed frequency support.
Obviously, higher droop actions would result in a power set-
point P ∗i that exceeds the maximum obtainable power Pmppt
and would be limited by the power controller of the wind
turbine (cfr. Figure 2). The normally symmetric support would
be capped in that case and energy losses would increase.
The procedure to construct this Pareto front is repeated
for varying periods of the load, i.e. TL = 25, 50, 100, 200
and 300 sec. Not surprisingly, these Pareto fronts coincide
(cfr. Figure 5a) because the amplitude of load variations ∆L
determines the reserve power required. Obviously, a higher
amplitude increases the energy loss to achieve the same
frequency variability σ∗, which is illustrated in Figure 5b.
In conclusion, current control practice does not make effi-
cient use of the kinetic energy in turbines. Smoothing is indeed
only achieved by altering the power set-point after curtailing
wind power.
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Fig. 6: Pareto fronts from optimal control simulations (a)
where the load period TL is varied with ∆L= 5%, and (b)
where the amplitude ∆L is varied with TL= 50 sec.
B. Optimal system frequency smoothing
Despite the fact that current controllers do not significantly
make use of the kinetic energy reserves in turbines, there is
substantial potential for using these reserves at an acceptable
energy loss. Optimal control of a wind farm is simulated,
with the optimization set-up earlier introduced in §III to
demonstrate the maximum possible benefit that is physically
available. The obtained Pareto front shown in Figure 6 clearly
shows a dependency of the trade-off both on ∆L and TL.
Starting from (σ∗, E∗) = (1,1), the Pareto points shift toward
lower σ∗ by lowering weight α in Eq. (12). Contrary to
causal time-domain results, these Pareto fronts have a quasi
horizontal course starting from (σ∗, E∗) = (1,1), indicating
efficient use of kinetic energy. Up to periods of TL = 50 sec
and amplitudes of ∆L = 0.05 p.u., grid variability is reduced
below σ∗ = 0.1 p.u. at an energy loss within 2%. Smoothing
longer periods or larger amplitudes comes at higher energy
losses to reduce grid frequency variations. These larger load
imbalances have an energy content that exceeds an acceptable
exchange of kinetic energy. Such large exchanges of kinetic
energy require rotational speeds that push the rotor far away
from maximum efficiency. Such behavior is illustrated by
plotting the farm power Pf :
Pf = Pa,f + Pk, with Pa,f =
N∑
i=1
Pa,i, (19)
and where Pa,f is the aerodynamic farm power and Pk the
power extracted for a kinetic energy exchange with the power
system. Figure 7 shows both Pf and Pa,f for TL = 50 and
100 sec at σ∗ ≈ 0.1 p.u. (corresponding to the dashed line
in Figure 6). Operation around maximum power means that
both charges and discharges of the rotor are deviations from
maximum efficiency. Thus for optimal operation the ripple on
Pa,f has half the period of the load variation. The amount of
kinetic energy that is exchanged between the power system
and the turbine ∆Ek, is defined as:
∆Ek =
∫ tc+TL/2
tc
(
Pf (t)− Pa,f (t)
)
dt, (20)
Copyright c©2014 IEEE. Personal use is permitted. For any other purposes, permission must
be obtained from the IEEE by emailing pubs-permissions@ieee.org.
70 100 200 300
0.3
0.4
0.5
0.6
0.7
∆Ek
Time [s]
Po
w
er
[p
.
u
.
]
Pa,f Pf
(a) TL = 50 sec
0 100 200 300
∆Ek
Time [s]
Pa,f Pf
(b) TL = 100 sec
Fig. 7: Optimal electric Pf and aerodynamic Pa,f power
profile of two turbines in a power system fed by a variable
load. Frequency variations are reduced to σ∗ = 0.1. p.u.
with tc a randomly chosen time stamp where Pf and Pa,f
cross. This energy exchange clearly rises with period TL, or
[∆Ek]
TL=50 < [∆Ek]
TL=100. These kinetic energy exchanges
are further expressed with respect to the rotating kinetic energy
available in turbines when tracking maximum power, obtaining
κ =
[∆Ek]
σ∗=0.1∑n
i=1
Iωmppt(vi)2
2
. (21)
For TL = 25, 50, 100, 200, 300 sec, respectively κ ≈ 25,
50, 90, 180, 270%1. Apparently, larger periods (or larger
amplitudes) push the use of kinetic energy to the limit, causing
larger deviations of Pa,f from the maximum and consequently
a lower energy yield, from E∗ ≈ 0.99 p.u. (TL = 50 s) to
E∗ ≈ 0.96 p.u. (TL = 100 s) for σ∗ = 0.1 p.u.
Naturally, one would assume that for a limit on the energy
loss, also the kinetic energy exchange is limited. This assump-
tion is further explored in Figure 8. This graph depicts the
maximum energy yield when increasing the load period and
smoothing frequency variability to σ∗ = 0.1 p.u. Obviously, a
higher period embraces larger load variations and accordingly
a lower energy yield. The intersection with a limit on the
energy loss (e.g. 2% in Figure 8) gives the largest load
imbalances (in terms of energy) that can be smoothed at that
energy loss. Such load imbalances have an energy content
proportional to TL∆L, which corresponds for every curve with
ca. κ ≈ 50%. In conclusion, we observe that a kinetic energy
exchange of 50% is feasible when the energy loss is limited to
2%. Of course, this number corresponds to the operating points
of turbines and is subject to wind speed changes. Nevertheless,
this measure clearly indicates that the energy content of load
imbalances determines the ability to smooth grid variations.
C. Standard control versus optimal system frequency
smoothing
We compare the ability of wind farms to smooth system
frequency fluctuations from a standard controller in time-
domain simulation with optimal control simulations. To this
1The latter value that corresponds to TL = 300 sec is far beyond acceptable
rotor speed limits and is only added for conceptual purposes.
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Fig. 8: Maximum energy yield after smoothing frequency
variations (σ∗ = 0.1 p.u.), when subject to load variations
with amplitude ∆L and period TL.
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Fig. 9: Pareto front comparison for optimal control and a stan-
dard controller facing load variations with period TL = 50 sec.
end, Pareto fronts from both approaches are illustrated for
a load period of TL = 50 sec in Figure 9. For a standard
frequency variation, the benefit in energy yield is clearly
distinguishable, e.g. for σ∗= 0.1 p.u., ∆E∗ = 0.19 p.u. This
gain is due to an improvement of the control strategy, but
also perfect knowledge of the incoming wind and load, and
coordination of the individual turbines add to ∆E∗. The
authors do not claim that the chosen standard controller is
best to smooth system frequency fluctuations, but only aim
at showing the difference in performance with an optimal
benchmark.
V. EFFECT OF INCREASING WIND SHARES
In addition to the theoretical case introduced above, a load
profile that contains a representative frequency spectrum is an-
alyzed to validate earlier observations. To this end, a frequency
Copyright c©2014 IEEE. Personal use is permitted. For any other purposes, permission must
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8measurement of the West-European grid on a weekday evening
is used, between 19:30 and 20:30. The measured frequency
profile is converted to a load profile. The frequency profile
∆ωs(t) serves as input to the differential Eqs. (2-3) to calculate
the governing action ∆Pg . This generation profile allows
to calculate the load profile ∆PL by solving Eq. (1) after
discretization, and assuming that ∆Pf = 0. Consequently, this
load profile comprises all sources of variability that add to the
system frequency variations.
Moreover, the value of the kinetic energy in a power system
is analyzed with a much higher wind share, i.e. 90%. It
is expected that wind power, and more generally converter-
coupled power sources, will replace conventional synchronous
generators to a large extent. Especially during low load and
high wind in-feed, such a scenario is plausible. As a con-
sequence, grid-connected inertia and conventional governing
action is expected to reduce. Therefore, the value of kinetic
energy in wind farms is evaluated in such circumstances.
A. Optimal system frequency smoothing
The trade-off between maximum energy yield and minimum
system frequency variations is again illustrated by means of a
Pareto front. For these simulations, the potential is addressed
solely by using the optimization analysis.
When underlaying data involve different wind shares µ, the
comparison of Pareto fronts is achieved by a normalization
with respect to a common reference, thus
E+ =
E[
E
]µ=1/5,α=1 (22)
σ+ =
σ[
σ
]µ=1/5,α=1 (23)
A first analysis covers the Pareto front with a wind share of
20%, i.e. µ = 1/5, depicted in Figure 10. The shape of this
front corresponds to earlier results. Three simulations runs on
this front, respectively Case A, B, and C, are further investi-
gated in time and frequency domain, respectively illustrated
by Figures 11a and 11b. Note that the original frequency
profile (Case A) clearly shows a large swing halfway the
simulation, representing power imbalances centered around the
hour, caused by hourly market actions.
The first smoothing effort reduces frequency variations
down to 10 mHz (ca. 1 min), illustrated by the density
spectrum for Case B (conceptually represented in Figure 12).
This effort comes at an energy loss of less than 2%. Further
reductions require a significant energy loss, e.g. above 8%
for Case C. At such an energy loss, the system frequency is
smoothed down to much lower frequencies, reaching 1 mHz.
However, rotor speeds exceed the normal operating range,
reaching ca. 40% and 25% above respectively rated (ωN ) and
maximum rotor speed of a representative variable speed wind
turbine. Note that for a rotor speed increase of 40% above
ωN , the kinetic energy nearly doubles. Although simulations
runs like Case C are added for conceptual purposes, they show
the huge amount of rotating kinetic energy for frequency reg-
ulation. Alternatively, pitching allows to smooth these lower
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Fig. 10: Pareto fronts for 1h optimization runs with a repre-
sentative load profile and a wind share of respectively 20%
and 90% (µ = 1/5 and 9/10).
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Fig. 11: (a) Time series and (b) power density spectrum of
the system frequency for a wind share of 20%. The Cases
correspond to Figure 10.
frequency variations without exceeding rotor speed limits, of
course at a higher energy loss.
An increasing wind share up to 90% raises system frequency
variability. The point [(σ+, E+)]α=1 shifts to the right by a
factor of ca. 5 in Figure 10. This increased variability is the
result of a reduced system inertia H and governing action
1/Rg , which decrease proportionally with the online capacity
of conventional generation. However, variability is reduced at
Copyright c©2014 IEEE. Personal use is permitted. For any other purposes, permission must
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9Fig. 12: Conceptual representation of the impact of smoothing
on the power density spectrum of system frequency variations.
a lower energy loss; an energy loss of 2% reduces σ+ with
50% (σ+ ≈ 2.5 p.u.) for a wind share of 90%, while only
a reduction of 35% is achieved for a wind share of 20%
(cfr. Figure 10). This observation demonstrates the potential
use of kinetic energy from wind farms at an acceptable energy
loss, especially with higher instantaneous shares of wind
power.
VI. CONCLUSIONS
We found that the potential of kinetic energy to smooth
frequency variations is related to the energy content of ac-
companied power variations: smoothing variations with an
energy content of around 50% of the kinetic energy comes
at an energy loss of 2%. For a wind share of 20% in the
instantaneous generation mix, this potential leads to smoothing
frequency variations down to 10 mHz, i.e. the minute-to-
minute time scale. Moreover, this potential increases with
the share of wind in the generation mix, possibly smoothing
slower frequency variations that correspond to even larger
energy contents. In conclusion, kinetic energy in wind turbines
has the ability to contribute to frequency regulation within a
power system.
Contrary to optimal control, standard controllers for fre-
quency support by wind turbines make use of a power reserve
margin. As a consequence, they face an energy loss that
is much higher for the same performance, ca. 19% for the
controller here employed. This increased loss originates from
three benefits of optimal control over existing controllers: (i) a
perfect forecast of the system frequency, (ii) optimal steering
of the kinetic energy in wind farms to counteract changes in
the frequency and (iii) coordination of kinetic energy exchange
among wind farms (or turbines) that face a different wind
speed. The comparison with optimal control also illustrates the
maximum gain existing controllers can achieve, and it points
out tracks for future research concerning the development of
real controllers.
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TABLE I: Details of generation units
Conventional
units
Sg[MVA] Is[kgm2] 1/Rg[p.u.] τg[s] τt[s]
10 6 · 102 20 0.2 0.3
Wind
turbine units
Sw[MVA] I[kgm2] 1/Rw[p.u.] R[m]
2.3 6 · 106 0− 11∗ 38
∗ The droop in the wind turbine controller is changed throughout the
simulations
APPENDIX I: GENERATION DATA
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