We consider incremental algorithms for solving weakly convex optimization problems, a wide class of (possibly nondifferentiable) nonconvex optimization problems. We will analyze incremental (sub)-gradient descent, incremental proximal point algorithm and incremental prox-linear algorithm in this paper. We show that the convergence rate of the three incremental algorithms is O(k −1/4 ) under weakly convex setting. This extends the convergence theory of incremental methods from convex optimization to nondifferentiable nonconvex regime. When the weakly convex function satisfies an additional regularity condition called sharpness, we show that all the three incremental algorithms with a geometrical diminishing stepsize and an appropriate initialization converge linearly to the optimal solution set. We conduct experiments on robust matrix sensing and robust phase retrieval to illustrate the superior convergence property of the three incremental methods.
Introduction
We consider incremental methods for addressing the following finite sum optimization problem
where each component function f i is weakly convex (see Definition 1), lower semi-continuous and lower bounded. We restrict ourself to the case when the global minimum set X of (1.1) is nonempty and closed and denote f as its minimal function value. The formulation in (1.1) is quite general-training a neural network, phase retrieval, low rank matrix optimization, etc., fit within this framework. It is worthy to mention that f (x) in (1.1) can be nonconvex and nondifferentiable under the weakly convex setting, covering rich applications in practice; see Section 2.2 for detalied examples. Incremental methods plays an important role in large-scale problems. In this paper, we discuss incremental (sub)-gradient descent 1 , incremental proximal point algorithm and incremental prox-linear algorithm. In each time, incremental methods update the iterate with only one component function f i selected according to a cyclic order, i.e., sequentially from f 1 to f m and repeating such process cyclically. To be more specific, in k + 1-th iteration, incremental algorithms start with x k,0 = x k , and then update x k,i using f i with certain method for all i = 1, · · · , m, giving x k+1 = x k,m . The following three incremental algorithms considered in this paper differ from each other in the update of x k,i . incremental (sub)-gradient descent:
x k,i = x k,i−1 − µ k ∇f i (x k,i−1 ), (1.2) where ∇f i is any subgradient belongs to the Fréchet subdifferential ∂f i (see (2.1)). Incremental proximal point algorithm:
Incremental prox-linear algorithm: We now consider a specific class of weakly convex functions f in (1.1) that is of the following composite form,
h i (c i (x)), (1.4) where each h i : R d → R is a (possibly nonsmooth) Lipschitz convex mapping and c i : R n → R d is a smooth function with Lipschitz continuous Jacobian; see Section 2.2 for a list of concrete examples that fit into this setting. We denote by f i (x; x k,i−1 ) = h i c i (x k,i−1 ) + ∇c i (x k,i−1 )
T (x − x k,i−1 ) (1.5)
as the local convex relaxation of f i at x k,i−1 .
The incremental prox-linear algorithm update as This incremental prox-linear algorithm generalizes its nonincremental counterpart (i.e., using full function components f in (1.6)) for composition optimization problems [1, 2] . Another counterpart scheme to incremental methods for addressing (1.1) is the stochastic algorithms which at each iteration take one component function independently and uniformly from {f 1 , · · · , f m } to update. Such sampling scheme plays a key role in the analysis of stochastic algorithms. For example, the random uniform sampling scheme results in an unbiased estimation of the full (sub)-gradient information in each iteration, which makes the stochastic algorithms in expectation the same as the one using full components. Compared with stochastic algorithms, the incremental method is much easier to implement in large-scale setting since the former requires independent uniform sampling in each iteration. Furthermore, we will show in the experimental section that incremental algorithms usually outperforms their stochastic counterparts, which is the case in practice [3, 4] . There are two possible reasons for interpreting this phenomenon: 1) The convergence results of stochastic algorithms are stated in expectation which hides large variance, while incremental algorithms have deterministic convergence properties. 2) incremental methods visit each component f i exactly once after one cycle, but in SGD some component functions may be selected more often that the others in each epoch.
Incremental methods are widely utilized in practice. Compared to nonincremental methods like subgradient descent, proximal point method and prox-linear algorithm, incremental methods are more suitable for large-scale problems due to their low computational load in each iteration. For instance, incremental (sub)-gradient descent and its random shuffling version 2 are broadly employed in practice for large scale machine learning problems such as training deep neural networks; see e.g., [3] [4] [5] [6] [7] [8] . In the 80s-90s, it is also known as "online backpropagation algorithm" in artificial intelligence literature [9, 10] . Moreover, in the regression and linear system literature, the well-known and extensively studied Kaczmarz method is indeed one special case of incremental (sub)-gradient descent.
Though incremental algorithm is broadly used, its theoretical insights are far from being well understood. The purely deterministic component selection in each iteration makes it challenging to analyze. The main prior achievements for analyzing incremental methods are based on convexity assumption. To the best of our knowledge, there is no convergence result for incremental (sub)-gradient descent, incremental proximal point algorithm and incremental prox-linear algorithm when the function f in (1.1) is nonconvex and nondifferentiable, even no explicit convergence rate result is currently known under smooth nonconvex setting. Thus, it is fundamentally important to ask:
Are the incremental methods, including incremental (sub)-gradient descent, incremental proximal point algorithm and incremental prox-linear algorithm, guaranteed to converge if f in (1.1) is nondifferentiable nonconvex? If yes, what is the convergence rate?
In this paper, we answer this question positively under the assumption that each f i is weakly convex. This setting includes a wide class of nonconvex and nondifferentiable concrete examples with some of them described in Section 2.2.
Our contribution
We summarize our main contributions as follows:
• We extend the convergence theory for incremental algorithms (including incremental (sub)-gradient descent (1.2), incremental proximal point algorithm (1.3)) from convex optimization to weakly convex optimization. Moreover, we show the same convergence result for incremental prox-linear algorithm under the same weakly convex setting 3 . In particular, with a constant stepsize scheme, we show that all the three incremental methods converge at rate O(k
) to a critical point of the weakly convex optimization problem (1.1) (for incremental prox-linear method, f in (1.1) should have the specific composite form (1.4)); see Theorem 1 for the hidden constant. That being said, achieving ε accurate critical point requires at most O(ε −4 ) number of iterations for all the three algorithms.
• Suppose the weakly convex function f in (1.1) satisfies an additional error bound property called sharpness condition (see Definition 2), then we design a geometrically diminishing stepsize rule which depends only on the problem intrinsic parameters and show that all the three incremental algorithms converge locally linearly to the optimal solution set of (1.1) (Again, for incremental prox-linear method, f in (1.1) should have the composite form (1.4)). It is surprising since, compared to the incremental aggregated algorithm [13, 14] which has linear convergence for smooth strongly convex optimization, the three incremental methods analyzed in this paper do not use any aggregation techniques other than a diminishing stepsize.
It is worthy to mention that our bounds for incremental (sub)-gradient descent also works for its random shuffling version (see Footnote 2) which is also very popular in large scale learning literature. Since our result is deterministic, one can regard it as a worst case bound for the random shuffling version of incremental (sub)-gradient descent.
Our argument is simple and transparent. For instance, the key steps for showing the linear convergence of incremental (sub)-gradient descent are to establish the recursion (4.8) and then conduct a tailored analysis for our designed geometrically diminishing stepsize rule. Establishing the recursion (4.8) is similar to the previous work for convex optimization; see e.g., [9, 15] . Then, with geometrically diminishing stepsize, the derivation of linear convergence starting from recursion (4.8) shares the same spirit of prior work on full subgradient descent analysis, see, e.g., [16, 17] . Nonetheless, our conclusions are powerful in the sense that incremental methods can have linear rate of convergence for a set of nondifferentiable nonconvex optimization problems. We believe our proof technique for dealing with the weakly convex functions will be useful for further development of the analysis of other incremental type algorithms (like aggregated version [13, 14] ) for solving weakly convex optimization. [10, 18] is incremental (sub)-gradient descent. The algorithm used in [9] is incremental proximal point algorithm. This paper's results cover incremental (sub)-gradient descent, incremental proximal point algorithm and incremental prox-linear algorithm. f and ∂g(x k ) in the fourth line represents minimum function value in (1.1) and maximum subgradient norm at point x k , respectively. ∇f λ (x k ) in the second last line represents the gradient of the Moreau envelope of f ; see (3.3) for clarity. We hide numerical constant in O(.) notation for a clean comparison.
Related work

Paper
Assumptions Stepsize Complexity Measure [10] f strongly convex
The research of incremental (sub)-gradient descent has a long history, but mainly focuses on convex optimization. Most of these works can be divided into two categories based on differentiability. The starting work may date back to [19] for solving linear least square problems where each f i is differentiable and convex. Then various works [20] [21] [22] [23] extend incremental gradient descent to learning shallow linear neural network and other convex smooth problems of form (1.1), with various choices of step size and convergence analysis. A more recent work [10] shows that for a strongly convex f with each component f i being convex, incremental gradient descent with diminishing step size µ k = 1/k has O(1/k) convergence rate in terms of the distance between iterates and the optimal solution set. We note that a popular variant named incremental aggregated gradient descent [13, 14, 24, 25] -which utilises a single component function at a time as in incremental methods, but keeps a memory of the most recent gradients of all component functions to approximate the gradient-have been proved to converge linearly for smooth and strongly convex functions.
When f i in (1.1) is convex but not differentiable, incremental (sub)-gradient descent was proposed in [26] for solving nondifferentiable finite sum optimization problems. Later, Nedic and Bertsekas [15] provided asymptotic convergence result for incremental (sub)-gradient descent using either constant or diminishing step sizes when the function is convex. This result was further improved by [18] where the authors proved that the algorithm converges (i) in a rate of O(1/ √ k) in terms of the function suboptimality gap f (x k ) − f by using constant step size, and (ii) in a linear rate to the optimal solution set by using the Polyak's dynamic step size which is obtained by using the knowledge of f . Similar asymptotic convergence results were also established in [27] for incremental ε-subgradient descent. Besides, it is worth mentioning that Solodov [28] analyzed the global convergence of incremental gradient descent for smooth nonconvex problems, but only with asymptotic convergence without any explicit rate. We refer the readers to [9] for a comprehensive review.
Incremental proximal point algorithm has been proposed in [9] for large scale convex optimization and is proved to converge in a rate of O(1/ √ k) in terms of the function suboptimality gap by using constant step size. To our knowledge, the convergence performance of incremental proximal point algorithm has not yet been studied for nonconvex problems. In terms of incremental prox-linear algorithm, to our knowledge it has not yet been utilized or analyzed in the literature, except its stochastic counterpart which was proposed and analyzed very recently in [11, 12] .
For a more clear and transparent comparison, we list the representative historical results and ours in Table 1 .
Preliminaries
Since f can be nondifferentiable, we utilize tools from generalized differentiation. The (Fréchet) subdifferential of a function σ at x is defined as
where each ∇σ(x) ∈ ∂σ(x) is called a subgradient of σ at x.
Function regularity
The following two properties serves as the fundamental basis in our paper.
To begin, we give the definition of weak convexity which characterizes the extent of nonconvexity of a function.
Definition 1 (weak convexity; see, e.g., [29] ). We say that σ : R n → R is weakly convex with parameter
Noting that the weak convexity of σ with parameter τ ≥ 0 is equivalent to
for any w, x ∈ R n , which can be shown quickly by employing the convex subgradient inequality of the function σ(x) + τ 2 x 2 . If each f i in (1.1) is weakly convex, the function f in (1.1) is also weakly convex by definition.
We now introduce sharpness, a regularity condition that characterizes how fast the function increases when the x is away from the set of global minima.
Definition 2 (sharpness; see, e.g., [30] ). We say that a mapping σ : R n → R is α-sharp where α > 0 if
for all x ∈ R n . Here X denotes the set of global minimizers of σ, σ represents the minimal value of σ, and dist(x, X ) is the distance of x to X , i.e., dist(x, X ) = min x ∈X x − x 2 .
Informally speaking, sharpness condition is tailored for nondifferentiable functions. This regularity condition plays a fundamental role in showing linear and quadratic convergence rate for (sub)-gradient descent and prox-linear algorithm, respectively [16, 17, 31] . In Section 4, we will show with the sharpness condition, we improve the convergence rate of incremental methods from sublinear convergence to linear convergence.
Concrete examples
A wide classes of nondifferentiable weakly convex functions have the following composite form (i.e., (1.4)) [32] σ(x) = h(c(x)) (2.4)
where h : R d → R is a Lipschitz convex function and c : R n → R d is a smooth mapping with Lipschitz continuous Jacobian. We now list several popular nondifferentiable nonconvex optimization problems of the form (2.4).
Robust Matrix Sensing [33] Low-rank matrices are ubiquitous in computer vision, machine learning, and data science applications. One fundamental computational task is to recover a Positive Semi-Definite (PSD) low-rank matrix X ∈ R n×n with rank(X ) = r ≤ n from a small number of linear measurements arbitrarily corrupted with outliers
where A is a linear measurement operator consisting of a set of sensing matrices A 1 , · · · , A m and s is a sparse outliers vector. An effective approach to recover the low-rank matrix X is by using a factored representation of the matrix variable [34] (i.e., X = U U T with U ∈ R n×r ) and employing an 1 -loss function to robustify the solution against outliers:
Direct calculus shows that the weak convexity parameter τ of each component function in (2.6) is at most 2 max 1≤i≤m A i 2 . Furthermore, it is shown in [33] , under certain statistical assumptions (A has i.i.d. Gaussian ensembles and the fraction of outliers in s is less than 1 2 and m ≥ O(nr)), U = {U R : R ∈ R r×r , RR T = I} is exactly the set of global minimizers to (2.5) and the objective function in (2.5) is sharp with parameter α = c · σ r (X ) where c > 0 is a constant depending on the fraction of outliers in s .
Robust Phase Retrieval [31, 35] Robust phase retrieval aims to recover a signal x ∈ R n from its magnitude-wise measurements arbitrarily corrupted with outliers:
where the operator | · | 2 in (2.7) means coordinate-wise taking modulus and then squaring. Here, the matrix A ∈ R m×n is a measurement matrix and s ∈ R m is sparse outliers. [31] formulated the following problem for recovering both the sign and magnitude information of x :
It is straightforward to verify that each component function in (2.8) is weakly convex with parameter τ = 2 max 1≤i≤m a i 2 2 . When the vector a i obeys an i.i.d. Gaussian distribution and the fraction of outliers is no more than 1 π and m ≥ O(n), then it is proved in [31] that D = {±x } is exactly the set of minimizers to (2.8) and the objective function in (2.8) is sharp with parameter α = c · x , where c > 0 is some constant depending on the outlier ratio.
Robust Blind Deconvolution [36] In image processing community, blind deconvolution is a central technique for recovering real images from convolved measurements. Mathematically speaking, the task is to recovery a ground truth pair (w , x ) ∈ R n1 × R n2 from there convolution corrupted by outliers:
where a i ∈ R n1 , c i ∈ R n2 , i = 1, · · · , m are measurement operators and s ∈ R m contains outliers. Robust blind deconvolution amounts to addressing
Similarly, the above objective function is sharp (with sharpness parameter closely related to the energy of ground truth signal x and the outliers ratio) when [36] . Again, it is easy to verify that each component function of the objective function in (2.10) is weakly convex with parameter τ = max 1≤i≤m a i 2 · c i 2 .
Robust PCA [37, 38] The task of Robust PCA is to separate a low rank matrix L ∈ R n1×n2 with rank(L ) = r << min{n 1 , n 2 } and a sparse matrix S from their addition Y = L + S . Robust PCA has been successfully applied in many real applications, such as background extraction from surveillance video [39] and image specularity removal [40] . Considering a simple case that L is PSD with dimension n × n, using the same factorization approach as in (2.6) we estimate the low-rank matrix by solving
The weak convexity parameter of each component function in the above is τ = 2. However, whether the objective function in (2.11) has sharpness property remains open.
Convergence Result for Weakly Convex Optimization
In this section, we study the convergence behavior of incremental (sub)-gradient descent, incremental proximal point method, and incremental prox-linear algorithm with constant stepsize under the assumption that each component function f i is weakly convex.
Assumptions and Moreau envelop
We make the following assumptions through out this section. Note that in this section, sharpness condition is not assumed.
(A2) (weak convexity) Each component function f i in (1.1) is weakly convex with parameter τ i . Set τ = max i∈{1,··· ,m} τ i .
Assumption 1 (A1) is standard in analyzing incremental and stochastic algorithms; see, e.g., [9, 12, 15, 18, 41] . For the set of concrete applications listed in Section 2.2, Assumption 1 (A1) is satisfied on any bounded subset. This assumption concerns the Lipschitz continuity of f i . Too see this, we refer the readers to [42, Theorem 9 .1] which established that the function f i is Lipschitz continuous with parameter L whenever Assumption 1 (A1) is valid and f i is finite.
Assumption 1 (A2) is mild and it is satisfied by many concrete nondifferentiable nonconvex optimization problems; see Section 2.2.
The incremental prox-linear algorithm (1.6) is designated for solving the weakly convex optimization problems (1.1) where f has the composite form in (1.4). Thus, instead of using Assumption 1, we need to make the following tailored assumptions for incremental prox-linear method. The parameter notations remain the same with Assumption 1 which we will explain immediately after the statement of Assumption 2.
Assumption 2. (A3) (bounded subgradient) For any i ∈ {1, · · · , m}, there exits a constant L > 0, such that ∇f i (x; y) ≤ L, for all ∇f i (x; y) ∈ ∂f i (x; y) and bounded x, y.
(A4) (quadratic approximation) There exists a constant τ > 0 such that each component function
A similar assumption has been used in [31] for analyzing nonincremental prox-linear method. Note that Assumption 2 is similar to Assumption 1. For those concrete examples listed in Section 2.2, the bounded subgradient parameter L in Assumption 2 (A3) coincides with that of Assumption 1 (A1) when ∇f i (x) is evaluated at y. More generally, the two constants in Assumption 2 (A3) and Assumption 1 (A1) coincide when h in (1.4) is 1 norm or max function. Furthermore, Assumption 2 (A4) is slightly stronger than Assumption 1 (A2) since it implies the weak convexity of f i through a direct calculation by utilizing convexity of h i . It can be verified that the listed examples in Section 2.2 satisfy Assumption 2 (A4) and the parameter τ coincides with the weakly convex parameter. Thus, in order to release the overloading of notations, we keep the same notation as those of Assumption 1.
Though for weakly convex optimizations, checking the norm of the subgradient is in general not appropriate to characterize optimality due to nondifferentiability. The seminal paper [12] found a reliable surrogate optimality measure for weakly convex optimization, where the problem can be nondifferentiable and even nonconvex. For completeness, we briefly introduce the related notions of Moreau envelope and proximal mapping. 
The corresponding proximal mapping is defined as
The Moreau envelope σ λ approximates σ from below (i.e., σ λ (x) ≤ σ(x), ∀x ∈ R n ) and the approximation error is controlled by the penalty parameter λ. More importantly, if the original function σ is τ -weakly convex, then the Moreau envelope σ λ is smooth for any λ < τ −1 with ∇σ λ (x) = λ −1 x − prox λ,σ (x) [43] [44, Theorem 3.4], even when σ is nondifferentiable.
The following result quantifies how close x is close to a critical point of σ when ∇σ λ (x) is small [12] :
3) wherex = prox λ,σ (x). Intuitively, (3.3) implies that if ∇σ λ (x) is small, then x is close to x which is nearly stationary since dist (0, ∂σ(x)) is small. In this section, we will utilize the gradient of the Moreau envelope of the weakly convex function f in (1.1) as surrogate optimality measure to analyze the convergence rate of the three incremental methods. For any i ∈ {1, · · · , m} and k ≥ 0, we denote by
Sublinear convergence result
Before presenting our first convergence result, we first rewrite the proximal updates in (1.3) and (1.6) into similar forms as in the subgradient updates.
(1) for incremental proximal point method (1.3), there exists a subgradient ∇f i (x k,i ) ∈ ∂f i (x k,i ) such that
(2) for incremental prox-linear method (1.6), there exists a subgradient
where
This result can be proved by using 8.8 ] and the first order optimality condition of x k,i . These relations in (3.6) and (3.7) have been commonly utilized in the analysis of proximal-type algorithms [9, 45] . It is interesting to see that (3.6) and (3.7) are very similar to the updates in incremental (sub)-gradient descent. The only difference is that the subgradients in (3.6) and (3.7) are evaluated at x k,i , while in incremental (sub)-gradient descent it is evaluated at x k,i−1 . This observation indicates that we can follow an unified proof strategy for all the three incremental methods with slight modification. Therefore, we will present the results for all the three incremental methods in the same place, i.e., Theorem 1 and Theorem 2.
In the following theorem, we give out the global sublinear rate of convergence for the three incremental methods solving general weakly convex optimization problems 4 . The definition of the weakly convex parameter τ and the upper bound L for the norm of subgradients in a bounded subset can be found in Assumption 1 and Assumption 2. 
for all k ≥ 0, where integer N is the total iteration number. Then for any τ > 2τ , if the sequence {x k } is generated by one of the three incremental methods for solving (1.1), then we have
Proof of Theorem 1. The proof of incremental proximal point and incremental prox-linear methods is very similar to that of incremental (sub)-gradient descent. Thus, we will first present the complete proof for incremental (sub)-gradient descent and then point out the necessary modifications for the proof of the other two incremental proximal methods.
Part I: Proof of incremental (sub)-gradient descent. Let {x k } be generated by the incremental (sub)-gradient descent. From the optimality of x k,i in (3.5) and the update in incremental (sub)-gradient descent, we have the following inequality
(3.9)
Summing up the inequality in (3.9) for i from 1 to m gives 10) where in the last inequality we have used Assumption 1 (A1).
2 , (3.10) reduces to
Since by Assumption 1 (A2) each component function f i is weakly convex with parameter τ , it follows from (2.2) that
which together with (3.11) gives
We now provide lower bound for ∆ 1 and upper bound for ∆ 2 . For ∆ 1 , we have
where first inequality utilizes Assumption 1 (A1) and [42, Theorem 9.1] which implies f i is Lipschitz continuous with parameter L, and the last inequality follows from [42, Proposition 12.19] which sates that for any weakly convex function f with parameter τ , x = prox 1/ τ ,f (x) is Lipschitz continuous with constant τ /( τ − τ ) if τ > τ .
According to the update in incremental (sub)-gradient descent, we have
j=1 ∇f j (x k,j−1 ), which together with Assumption 1 (A1) yields
(3.14)
Plugging (3.14) into (3.13) gives
Similarly,
where the last line utilizes the same Lipschitz continuous property of x = prox 1/ τ ,f (x) as in (3.13). By upper bounding x k,i−1 − x k using (3.14), one can see that
We substitute (3.15) and (3.16) into (3.12) to obtain
Note that
where the inequality follows directly from the definition of Moreau envelope of f at x k . Hence, plugging the above inequality into (3.17) and rearranging the terms provide the following recursion
(3.18) Summing (3.18) from k = 0 to N and recalling (3.
The proof of the convergence for incremental (sub)-gradient descent is completed by invoking the constant stepsize
Part II: Proof of incremental proximal point algorithm. We now prove the result for the incremental proximal point algorithm. Let {x k } be generated by the incremental proximal point algorithm. With the relation shown in (3.6) (the only difference with incremental (sub)-gradient descent is the subgradient evaluation), we follow exactly the same arguments as in (3.9) -(3.11) to obtain (analogue to (3.11))
We then proceed as
where the second inequality follows because of ∇f i (x k,i ),
, and the last inequality utilizes the weak convexity assumption on f i and (2.2); see Assumption 1 (A2). Note that the resultant recursion is analogues to (3.12) with the only difference that x k,i−1 in ∆ 1 and ∆ 2 is replaced by x k,i . The rest arguments remain the same with that of incremental (sub)-gradient descent. The key recursion (3.17) and hence the final convergence result keep valid for incremental proximal point method.
Part III: Proof of incremental prox-linear algorithm. Let {x k } be generated by the incremental proxlinear algorithm. Recall that now we assume that Assumption 2 is satisfied and f i (x; x k,i−1 ) is a local convex relaxation of f i (x) at x k,i−1 which is defined in (1.5). Similarly, following the same arguments as in (3.9) -(3.11) and utilizing the relation in (3.7) for replacing the incremental (sub)-gradient descent update, we obtain the following result analogue to (3.11):
where we have used Assumption 2 (A3) that ∇f i (x k,i ; x k,i−1 ) ≤ L. We then have
where the last inequality is due to ∇f i (x k,i ;
. Noting that the function f i (x; y) is convex on x for all base point y, we obtain 25) which is similar to the recursion (3.12) for incremental (sub)-gradient descent. We then follow exactly the same analysis as in incremental (sub)-gradient descent to conclude that the key recursion (3.17) and the final result of incremental (sub)-gradient descent also hold the incremental prox-linear method.
We now give out some discussions on the sublinear convergence result. Without loss of generality we assume min f 1/ τ ≥ 0. Then by setting τ = 3τ , the convergence rate in Theorem 1 simplifies to ) convergence rate for ∇f 1/ τ (x k ) to 0, with explicit convergence speed being closely related to the weak convexity parameter τ and Lipschitz constant L. In terms of iteration complexity, to obtain an ε-nearly critical point, i.e., to achieve ∇f 1/ τ (x) ≤ ε, (3.26) implies that the three incremental methods requires at most
number of outer iterations.
Linear rate for sharp weakly convex optimization
In this section, we show that by exploiting the sharpness (see Definition 2), incremental method can be more efficiently in solving weakly convex functions. In particular, suppose each f i is weakly convex (Assumption 1 (A1)) and sharp, then the three incremental methods using an appropriate initialization and a geometrically diminishing step size converges locally linearly to the optimal solution set of problem (1.1). Note that there is no such linear convergence result for the stochastic counterparts, since one potential difficulty lies in ensuring all the iterates stay within the initialization region deterministically.
Assumption and geometrically diminishing stepsize rule
Besides Assumption 1, we make the following additional sharpness assumption on f through out this Section. We have listed in Section 2.2 that a set of concrete weakly convex functions satisfies the sharpness condition. Proof. By the definition of L, we can proceed as
where we have utilized [42, Corollary 10.9] in (i). Denote L := sup { S : ∀S ∈ ∂g(x)} and recall that each f i is weakly convex with modulus τ i and τ = max i∈[m] τ i , it is easy to verify that f (x) is weakly convex with parameter at most τ . Denoting by x = argmin z∈X x − z , we have
which together with sharpness property implies
Now applying the Cauchy-Schwarz inequality on the left hand side provides
which implies that L ≥ α. The proof is completed by noting that L ≥ L.
Geometrically diminishing stepsize rule: In practice, geometrically diminishing stepsize rule is perhaps the most popular schedule in large-scale machine learning problems such as training deep neural networks [46, 47] . In this paper, we will utilize the following geometrically diminishing stepsize rule
It is worthy to mention that our stepsize rule depends only on the intrinsic problem parameters, i.e., sharpness parameter α, weak convexity parameter τ , and local Lipschitz constant L. We need to verify that ρ ∈ (0, 1). Denote by ρ = 1 + v(µ 0 ) with
which is a quadratic function on µ 0 . The direction that ρ < 1 is ensured by 0 
Linear convergence result
The following result states the local linear convergence of the three incremental methods for solving sharp weakly convex optimizations. .2), then the sequence of iterates {x k } generated by any of the three incremental algorithms satisfies dist(x k , X ) ≤ α 2τ , ∀k ≥ 0 and converges to the global minimum set X of (1.1) in an R-linear rate, i.e.
Proof of Theorem 2. We first show the complete proofs for incremental (sub)-gradient descent and then point out the necessary modifications for the other two incremental methods.
Part I: Proof of incremental (sub)-gradient descent. Let {x k } be generated by the incremental (sub)-gradient descent. We prove its linear convergence by induction. It is trivially true when k = 0 due to the initialization. We make the inductive hypothesis as dist(
. Denote x as an arbitrary point in X . According to the update in incremental (sub)-gradient descent we have
where the second line is due to Assumption 1 (A1) and the last inequality is from the weak convexity property f i in Assumption 1 (A2). Summing up the above inequality from i = 1 to i = m gives
(4.5)
According to Assumption 1 (A1) and [42, Theorem 9.1] which implies f i is Lipschitz continuous with pa-rameter L, we can further upper bound (4.5) as 6) where the last inequality is from sharpness property of f ; see Assumption 3. Invoking (3.14) (which says x k,i−1 − x k ≤ Lµ k (i − 1)) into (4.6) provides
(4.7)
Since x ∈ X is arbitrary, we take x as the projection of x k onto the optimal solution set X . This, together with the fact that dist(
Note that the RHS is a quadratic function on dist(x k , X ), which in the region [0,
where (i) also used the fact ρ < 1 and (ii) follows from
. This completes the proof for incremental (sub)-gradient descent.
Part II: Proof of incremental proximal point algorithm. Now let {x k } be generated by the incremental proximal point algorithm. We follow the same analysis in (4.4) (replacing the incremental (sub)-gradient descent update with the relation shown in (3.6)) to obtain
where the last inequality comes from ∇f i (x k,i ),
2 and the weak convexity on f i (Assumption 1 (A1)) and (2.2) . Note that the above recursion has the same form with (4.4), hence we can then follow the same analysis to show that the linear convergence result of incremental (sub)-gradient descent holds for incremental proximal point method.
Part III: Proof of incremental prox-linear algorithm. Let {x k } be generated by the incremental proxlinear algorithm. In this case, we recall that Assumption 2 and Assumption 3 are satisfied, and f i (x; x 0 ) indicates the convex relaxation of f i (x) at x 0 ; see (1.5) . Similarly, we follow the same analysis in (4.4) (replacing the incremental (sub)-gradient descent update with the relation shown in (3.7) ) to obtain
where we have used the fact that
2 in the last inequality. Utilizing the convexity of f i (x; y) on x for all y ∈ R n gives 12) where the second line utilizes Assumption 2 (A4) and the last inequality follows from Assumption 2 (A3), the fact that f i (x k,i−1 ) = f i (x k,i−1 ; x k,i−1 ), and [42, Theorem 9.1] which indicates f i (.; x k,i−1 ) is Lipschitz continuous with parameter L. Invoking (4.12) into (4.11) provides
Again, the above recursion has the same form with (4.4), excluding the extra term 2µ k L x k,i − x k,i−1 which will have no influence on the final convergence result since the key recursion (4.8) still holds true if we follow the same analysis. This completes the proof.
Some discussions on Theorem 2 are in order. This theorem asserts that if any of the three incremental methods is initialized properly, then with a geometrically diminishing stepsize rule the algorithm will generate a good sequence of iterates which converges to the global minimum set linearly. Except the weak convexity and sharpness conditions, there are two other important aspects in order to achieve the linear rate of convergence: 1) Special initialization, 2) geometrically diminishing stepsize. Firstly, It is reasonable to require special initialization since our optimization problem (1.1) is nonconvex and even nondifferentiable. The radius of initialization region equals to α 2τ . The more sharp (larger α) or the closer to a convex function (smaller τ ) f is, we are enabled a bigger initialization region. Secondly, our diminishing stepsize rule in Theorem 2 is practical. The initial stepsize µ 0 and decay rate ρ can be computed explicitly with only the knowledge of some intrinsic problem parameters α, τ, L; see Assumption 1 and Assumption 3 for definition on these parameters. This is in sharp contrast to the well known Polyak's dynamic stepsize rule [17, 18] requiring the knowledge of minimal function value f . In practice, f is not available at hand for most cases.
When τ = 0, our results reduces to sharp convex optimization. We remark that even in this convex setting our result is pretty new as the only existing result is about Polyak's dynamic stepsize rule which is studied in [18] .
In the linear convergence result (4.3), the speed of convergence ρ is exactly the decay rate of our stepsize µ k . Our result confine ρ in the range [ρ, 1) with
It is easy to see that when µ 0 = α 2 5mτ L 2 , ρ attains the minimal value
Thus, when the parameters (such as α and L) are known or can be estimated, it is suggested to use
5L 2 in order to have fast convergence. We finally note that in practice the three incremental algorithms could have different performance, although Theorem 2 has the same convergence guarantee for them. In other words, Theorem 2 only characterizes sufficient (but possibly not necessary) conditions for the algorithms to converge and (4.3) only provides an upper bound for the sequence of distance. In next Section, we show the (different) performance of the three incremental algorithms for solving robust phase retrieival and robust matrix sensing.
Experiments
In this section, we conduct a series of experiments on robust matrix sensing (2.5) -(2.6) and robust phase retrieval (2.7) -(2.8). We list the abbreviation of all the algorithms appeared in this section in the following table:
GD:
Full (sub)-gradient descent SGD: Stochastic (sub)-gradient descent SPL:
Stochastic prox-linear algorithm IGD:
Incremental (sub)-gradient descent IPP:
Incremental proximal point algorithm IPL:
Incremental prox-linear algorithm
In IPP algorithm, we have to solve a subproblem in each inner iteration. We utilize the MinFunc [48] solver to tackle this subproblem. Note that these exists a closed form solution for the subproblem of IPL and SPL when the outer function h in (1.4) is 1 norm (or max function), which is the case for both robust matrix sensing and robust phase retrieval. In details, in this case, IPL and SPL will have their subproblem in the following form
for some a ∈ R n , b ∈ R. The closed form solution of the above update is given by
where P [−1,1] (.) implies projection on to line interval [−1, 1]; see, e.g., [11] .
Robust Matrix Sensing (RMS):
We generate U ∈ R n×r and m sensing matrices A 1 , . . . , A m ∈ R n×n (which consists linear operator A) with i.i.d. standard Gaussian entries. The ground truth low-rank matrix is generated by X = U U T . We generate the outliers vector s ∈ R m by first randomly selecting pm locations, where p is the preset outliers ratio. Then, each of the selected location is filled with an i.i.d. mean 0 and variance 10 Gaussian entry, while the value on the remaining locations are set to 0. According to (2.5) , the linear measurement y is generated by y i = A i , X + s i , i = 1, . . . , m. We set the parameters as n = 50, r = 5, m = 5nr, p = 0.3, where p is the outliers ratio. As stated in Section 2.2, under this setting the objective function of RMS is weakly convex and sharp, furthermore, its global optimal solution set is exactly U = {U R : R ∈ R r×r , RR T = I}. Robust Phase Retrieval (RPR): We generate the linear operator A ∈ R m×n and the underlying signal x ∈ R n with i.i.d. standard Gaussian entries. We generate the outliers vector s ∈ R m using exactly the same way as in robust matrix sensing. According to (2.7), the linear measurement b is generated by
We set the parameters as n = 100, m = 10n, p = 0.3, where p is the outliers ratio. It is introduced in Section 2.2 that, in this case the objective function of RPR is weakly convex and sharp, moreover, D = {±x } is exactly its global minimizers.
According to our linear convergence result, we will utilize the geometrically diminishing stepsize rule (4.1) in this section, i.e.,
with initial stepsize µ 0 and the geometrical decay factor ρ defined in (4.2). For a fair comparison, all the algorithms are initialized at the same point with i.i.d. Gaussian entries, i.e. the same random initialization, in each experiment. Reproducible research: Our code is available at https://github.com/lixiao0982/Incremental-methods.
Comparison between incremental algorithms
We first compare the performance of the three incremental methods analyzed in this paper. The result is shown in Figure 1 . We run all the incremental algorithms 500 iterations with the initial stepsize µ 0 varying from 1/m to 210/m and geometrical stepsize decay factor ρ varying from 0.65 to 0.99. For each parameter setting, we average the distance to optimal solution set of the last 5 iterates. The assessed algorithm is regarded to be successful if this averaged distance is no more than 10 −8 and failed on the contrary. The white color represents the algorithm is successful under current parameter setting and black color implies it is failed.
According to our theory in Section 4 which states that the linear convergence factor is exactly the geometrical stepsize decay rate ρ for all the three incremental methods. Thus, the smaller ρ an algorithm can choose, the faster linear convergence it has. In Figure 1 , for both RMS and RPR applications, one can see that the three incremental methods have almost the same lower bound for the geometrical stepsize decay factor ρ, i.e., ρ = 0.75 for RMS and ρ = 0.7 for RPR. However, IPL and IPP are more insensitive to the initial stepsize µ 0 5 . This robustness property to initial stepsize is crucial in practice, which allows a less careful hand-tune. Figure 2 shows the convergence progress on several representative choices of parameter pair (ρ, µ 0 ) for Figure 1 Figure 1 (e) . Thus, to save space, we only show the two results in Figure 2 . We discuss the following cases: 1) ρ = 0.65, µ 0 = 30/m, the algorithms stopped progressing before they converge to a small enough neighborhood of the optimal solution set (10 −8 in our experimental setting). 2) ρ = 0.99 with appropriately chosen µ 0 , the algorithms converge very slowly, though the distance will eventually decay to 10 −8 after nearly 5000 iterations! 3) ρ ∈ [0.75, 0.95] for RMS (ρ ∈ [0.7, 0.95] for RPR) and µ 0 is appropriately chosen, the algorithms decrease the distance to be less than 10 −8 within 500 iterations. The smaller the ρ is, the faster the algorithm converges, which coincides with our linear convergence results. 4) In Figure 1 2) The failure for too small or too large ρ. If ρ is chosen to be very small, the algorithm will stop progressing early before it approaches optimal solution set since the stepsize decays too fast. While ρ is too large, the algorithm either diverges (ρ > 0.95, µ 0 > 60/m for IGD) or converges too slowly (ρ = 0.99, µ 0 = 1/m for IGD and IPL).
We end this subsection with some remarks on the comparison between IPP and IPL. They have almost the same performance in Figure 1 . However, IPP requires an inner solver for its subproblem in each inner iteration (1.3), which is usually time consuming. On the contrary, there exists a closed form solution for each subproblem of IPL for a wide class of weakly convex optimization problems, e.g., when h in (1.4) is 1 norm or max function which covers all the concrete examples we listed in Section 2.2. This property implies that the update in IPL inner iteration (1.6) is as efficient as IGD. Thus, we recommend that IPL is the first choice when its update has a closed form solution due to its low computational load and robustness to initial stepsize µ 0 . We will omit in the sequel the experiments of IPP as its performance is almost the same to IPL and for saving space.
IGD versus GD
We now move to compare IGD with GD in this subsection. We also utilize the same geometrically diminishing stepsize rule for GD as suggested in [17, 33] . The result is displayed in Figure 3 . It is easy to notice that IGD can have a much wider choice of ρ. For RMS application, the smallest ρ that GD can choose is 0.93, while IGD can set ρ = 0.75; see Figure 3 (c) for a comparison on the convergence speed between IGD and GD with the smallest decay factor ρ they can choose. The similar conclusion applies to RPR application. performance using grad search on parameter pair (ρ, µ0); see the caption in Figure 1 for detailed explanations. This figure implies that IGD outperforms GD since the former can choose a much smaller ρ than the latter, which indicates faster linear convergence. This last column shows the convergence plot corresponding to the smallest ρ that the two algorithms can choose. One can easily see that IGD converges much faster.
Incremental methods versus stochastic methods
In this subsection, we demonstrate the superiority of incremental methods over their stochastic counterpart. For a fair comparison, if a stochastic method run T number of iterations, we actually count the iteration number as T /m. The results is depicted in Figure 4 . For RMS application, incremental methods works with ρ = 0.75 while the smallest workable ρ for the corresponding stochastic algorithms is 0.9. Figure 3 and we can draw the conclusion that incremental algorithm converges much faster than their stochastic counterpart.
