A necessary and sufficient condition for the existence of a discrete-time nonlinear observer with linearizable error dynamics is provided. The result can be applied to any real analytic nonlinear system whose linear part is observable. The necessary and sufficient condition derived is associated with the solvability of a nonlinear functional equation. A corollary is Siegel's theorem on the linearizability of a mapping. The method of observer design suggested by this theorem is constructive and can be applied approximately to any sufficiently smooth, linearly observable system yielding a local observer with approximately linear error dynamics.
Introduction
We consider the problem of estimating the current state x(k) of a nonlinear discrete-time dynamical system described by a system of first-order difference equations Later, when showing convergence of a certain formal power series, we shall require that f, h are real analytic functions. An observer is a dynamic system driven by the observationŝ x(k + 1) =f (x(k), y(k)) (1.3) such that the estimation errorx(k) = x(k) −x(k) goes to zero as k → ∞. A local observer is one whose error converges to zero for small x(0) andx(0).
One technique of constructing an observer for continuous-time systems is to find a nonlinear change of state and output coordinates which transforms the system (1.2) into a system with linear dynamics driven by nonlinear output injection and with linear output map [10] , [8] , [2] . The design of an observer for such a system is relatively easy since the error dynamics can be made linear in the transformed coordinates. This approach was extended to discrete time systems in [16] , [17] , [3] . For more on discrete time observer design we refer the reader to [5] and its references.
Recently, Kazantzis and Kravaris [6] proposed a new approach to finding a continuous-time observer whose error dynamics is also linear in the transformed coordinates. They seek a nonlinear change of state coordinates which transforms the system (1.2) into a system with linear dynamics driven by nonlinear output injection and with an arbitrary output map. This is much easier to accomplish and they were able to do so for all linearly observable, real analytic systems whose spectrum of the linear part lies wholly in the left half plane or wholly in the right half plane.
Krener and Xiao [12] , [13] have extended this approach to linearly observable, real analytic systems where the spectrum of the linear part is arbitrary. They also showed that the sufficient condition for linearizable error dynamics is necessary [14] and extended the method to some systems which are not linearly observable [15] . When the system is only C r , this approach yields a local observer with approximately linear error dynamics.
Kazantzis and Kravaris [7] have extended this approach to linearly observable, real analytic nonlinear discrete-time systems where the spectrum of the linear part lies wholly inside the unit disc or wholly outside the unit disc. The current paper drops the requirement on the spectrum of the linear part.
The basic approach is as follows. Suppose that there exists a change of state coordinates z = θ(x), an output injection term β(y) and an n × n matrix A with eigenvalues strictly inside the unit disc such that the dynamics of (1.2) in the z-coordinates is linear and driven by the above nonlinear output injection term
(1.4) Then, one can construct an observer given bŷ
whose errorz = z −ẑ dynamics is linear in the transformed coordinates
Since the eigenvalues of A are strictly inside the unit disc we are assured thatz(k) → 0 as k → ∞. Notice, that in the original coordinates the observer is given bŷ
If one can only find a change of state coordinates z = θ(x), an output injection β(y) and an n × n Hurwitz matrix A such that the dynamics of (1.2) becomes almost linear driven by the above nonlinear output injection term
where g(z) = O(z) d+1 , then one can construct a local observer
with approximately linear error dynamics
It should be pointed out, that the observer in the original coordinates takes the same form (1.7) as before.
To transform the original system to (1.4), θ(x), β(y) and A must satisfy the following functional equation:
(1.11)
When the linear part of the system (1.2) is observable, we shall solve (1.11) by constructing a formal power series for θ up to the degree of smoothness of the system for any suitable β(y) and A. We shall show that this series converges if the system and the output injection are real analytic and A is chosen to satisfy a condition that holds almost everywhere. Truncating the power series at degree d yields a solution to
(1.12)
where g(z) = O(z) d+1 and hence z = θ(x) transforms the original system to (1.8). The analysis is similar to that of [12] but it has some subtle differences. Moreover the converse holds. If there exists an observer with linear error dynamics in the transformed coordinates, then it is because (1.11) is solvable.
The paper is organized as follows. Section 2 states the main results of this paper and defines some needed concepts. The formal solution of (1.11) is given in Section 3. Furthermore, it is shown that the formal solution exists to a degree of differentiability that is equal to the degree of differentiability of the original system minus one. Section 4 provides an outline of the proof of convergence of the formal solution for real analytic systems. We also show that (1.11) has a unique solution for any choice of β(y) as long as the eigenvalues are outside a set of zero measure in C I. The necessity is proved in Section 4. Two examples are provided in the last section to illustrate the main results of the paper.
Statement of Main Results
Before we state the main results we must introduce some concepts. 
Clearly if µ is of multiplicative type (C, ν) with respect to σ(F ) then it is not multiplicatively resonant with the spectrum of F of any degree. The set of µ's which are of multiplicative type (C, ν) for some C > 0 is dense in the complex plane when ν is large enough (see Theorem 4.1). Notice, that occasionally we delete the modifiers "multiplicative" and "multiplicatively".
The following Theorems capture the present study's main results. 
Remarks:
We have stated the above Theorems assuming (1.2) is real but all the results hold for complex systems too. If θ is a locally diffeomorphic solution to (1.11) for some A and β and the spectra of F and A are disjoint, then it is not hard to show that (H, F ) is an observable pair and (A, B) is a controllable pair [12] . On the other hand, if (H, F ) is an observable pair then one can set the spectrum of A = T (F − T −1 BH)T −1 arbitrarily by an appropriate choice of B.
It is with no loss of generality that we can fix ∂θ ∂x (0) to be an arbitrary invertible matrix T . Ifθ is a local diffeomorphism and ∂θ ∂x (0) =T , thenT is invertible, so we can define θ = TT −1θ . Then ∂θ ∂x (0) = T . In the proofs it will be convenient to consider a particular invertible matrix T . Of
According to Theorem 4.1 of this paper, almost all complex numbers are of type (C, ν) with respect to σ(F ) for degree 1 and higher, so this assumption on the spectrum of A and the corresponding one of no resonances are hardly restrictions on the choice of A when (H, F ) is an observable pair.
It should be also emphasized, that if we let β = 0, and A = F , then Theorem 2.2 reduces to the well-known Siegel mapping theorem (Page 214, [1] ) which we now state in accordance to the present context of analysis. 
Siegel Mapping Theorem
and for x ∈ IR n , m ∈ Z n ≥0 the monomial
we define a partial ordering by writing m ≥ α whenever m i ≥ α i for i = 1, 2, . . . , n.
The general d-th degree polynomial in x 1 , x 2 , . . . , x n is of the form
Let f (x) be a function whose domain is an open set Ω in IR n and whose range lies in IR. For y ∈ Ω we call f real analytic at y if there exist f m ∈ IR and a neighborhood N of y such that
for all x in N , where the sum is taken over all multi-indices m. The convergence of (2.2) means absolute convergence for each x ∈ N . We say f is real analytic in Ω if f is real analytic at each y ∈ Ω. A vector f (x) = (f 1 (x), . . . , f n (x)) defined in Ω is called real analytic if each of its components is real analytic. Convergence then means component-wise absolute convergence.
The Formal Solution of the Functional Equation
In this section we shall prove Theorem 2.1. We expand the terms of (1.11) in power series as follows
where f [d] , β [d] , and θ [d] are homogeneous polynomial vector fields of degree d in x. It is assumed, that β(y), T have been chosen such that A = T (F − T −1 BH)T −1 . Therefore, the known quantities are f, h, β, A and the unknown ones are the higher degree terms θ [2] , θ [3] , . . . . Since {F, H} is a linearly observable pair we can choose B to fix the spectrum of A. We assume that we can choose x coordinates so that F is diagonal. When the Jordan form of F is not diagonal the proofs below need to be modified. In this case, the proofs become algebraically involved, and thus, they are omitted for brevity. We assume that we can choose z coordinates so that A is also diagonal by an appropriate choice of T . We can always choose A to have distinct eigenvalues and hence its Jordan form will be diagonal. Complex eigenvalues introduce no difficulties. In fact all the results hold for complex x, z, f, h, A, β, θ, . . . as well.
Proof of Theorem 2.1
The proof is based on induction for d ≥ 2. The terms of degree 2 of (1.11) are
Notice, that the left hand-side is a linear function of θ [2] and the right hand-side is known. In fact, the map
is a linear operator on the space of quadratic vector fields. Let e k be the k th unit vector in z
Hence if there is no multiplicative resonance of degree 2, the operator (3.2) is invertible. If
Assume that the unique solution
to (1.12) through terms up to d − 1 has been found where θ [1] 
is a linear operator on the space of degree d vector fields. In particular, it maps e k x m to (µ k − λ m )e k x m where |m| = d. Hence if there is no multiplicative resonance of degree d, then (3.6) has a unique solution. If
The rest of Theorem 2.1 follows easily from the discussion in the introduction.
Convergence of the Formal Solution
When f, h, β are real analytic we may apply Theorem 2.1 and conclude that there is an infinite series
which satisfies (1.12) for all d. We call this a formal solution to (1.11). To prove Theorem 2.2 we must show that this series converges and that it satisfies (1.11). The equation (3.6) 
. But it is difficult to use it to estimate the size of θ [d] (x) because of the terms in the sum on the right hand-side. Therefore, we sum the series in a different fashion.
Let
As before we assume that x coordinates can be chosen so that F is diagonal. We choose B to set the spectrum of A. The rest of the output injectionβ(x) is an arbitrary real analytic function. We assume that T can be chosen so that A is diagonal. We construct a sequence of functions {θ k (x)} ∞ 1=2 which satisfy the homological equations
(4.1)
for k ≥ 3. Clearly θ 2 (x) starts with terms of degree two and it is easy to show by induction that θ k (x) starts with terms of degree k. We have shown that the sum
converges to an analytic function which solves (1.11) in some polydisc around the origin. Due to space limitation, we omit the proof of the convergence of (4.2). The detail can be found in the full version of the paper [18] . As a final, yet important remark, and before closing this section we shall prove that almost all µ ∈ C I are of multiplicative type (C, ν) with respect to the spectrum of F . 
and the result follows.
Necessity
In this section we prove the converse statement of the error dynamics linarization problem of interest.
Proof of Theorem 2.3 Suppose that the change of coordinates z = θ(x) transforms the original system (1.2) to
where 0 = θ(0), g(0) = 0 and h(0) = 0. Suppose there exists a nonlinear observer
such that the error dynamics is linear (1.6).
Assuming z = 0, (1.6) yields
Aẑ =ĝ(ẑ, 0).
Assume now thatz = 0. Then (1.6) implies
Notice, that the left hand-side of this equation does not depend onẑ, hence β(z, y) = β(y). Furthermoreĝ
(5.9) so θ(x) must satisfy functional equation (1.11). Clearly β(y) is C d+1 .
Illustrative Examples
Example 1: Consider the following nonlinear discrete-time dynamic system:
with (x 1 , x 2 ) = (0, 0) being an equilibrium point of (6.10) and 1 + x 1 + x 2 > 0 for all x 1 , x 2 ∈ R. The Jacobian matrix F of (6.10) evaluated at the above equilibrium point is:
The eigenvalues of F are: λ 1 = −0.358 and λ 2 = 1.258, and therefore the above system is unstable (λ 2 > 1). Furthermore, notice that the nonlinear discrete-time observer design method developed by Kazantzis and Kravaris [7] can not be applied to this case since the eigenvalues of F do not belong to the Poincaré domain. Notice also that the system's linear part is observable. 
where the last two equations (initial conditions) merely reflect the fact that equilibrium properties should be preserved under the nonlinear coordinate transformation. Indeed, the above functional equation (6.14) admits a unique analytic solution in closed form:
Notice that θ 1 (0, 0) = 0 and θ 2 (0, 0) = 0, and therefore the initial conditions are satisfied. Moreover, since:
and det[J] = 0, the above solution θ(x) is indeed locally invertible around the equilibrium point (x 1 , x 2 ) = (0, 0) (diffeomorphism). The proposed discrete-time observer in z-coordinate is given by:
The error dynamics is shown in Fig.1 , where 
with y being the measured state variable and w an unknown constant parameter or disturbance term that needs to be estimated. The Jacobian matrix F of (6.18) evaluated at the origin is:
The eigenvalues of F are: λ 1 = 0.5 and λ 2 = 1. Notice that the nonlinear discrete-time observer design method developed by Kazantzis and Kravaris [7] can not be applied to this case, since one of the eigenvalues of F lies on the unit circle. Notice also that the system's linear part is observable.
Consider now the following matrix A:
with eigenvalues: µ 1 = 0 and µ 2 = 0.1. Furthermore, the following nonlinear output injection map was chosen:
Notice that the pair (A, B = ∂β ∂y (0)) is controllable.
Under the above remarks the functional equation (1.11) is uniquely solvable in the class of real analytic functions (Theorem (2.2)) and assumes the following form: 
Final Remarks
We have given a necessary and sufficient condition for a smooth nonlinear discrete-time system to admit an observer with linear error dynamics in smoothly transformed coordinates. The condition is that the functional equation (1.11) admits a smooth solution for some A and a smooth output injection term β(y).
We have also shown that, for real analytic systems with observable linear part, the functional equation (1.11) is locally solvable for any real analytic β(y) that makes the eigenvalues of A of multiplicative type (C, ν) with respect to the spectrum of the linear part F of the dynamics. This allows one to construct a local observer with linear error dynamics in the transformed coordinates.
If the system is only smooth, then the functional equation (1.11) is made formally solvable up to the desirable degree of smoothness by choosing the eigenvalues of A to be nonresonant with the spectrum of the linear part of the dynamics. This allows one to construct a local observer with approximately linear error dynamics in the transformed coordinates.
