ABSTRACT. This is the first part of a survey on analytic solutions of functional differential equations (FDE). Some classes of FDE that can be reduced to ordinary differential equations are considered since they often provide an insight into the structure of analytic solutions to equations with more general argument deviations.
S. M. SHAH AND J. WIENER 2. DIFFERENTIAL EQUATIONS WITH INVOLUTIONS.
In studying equations with a deviating argument, not only the general properties are of interest, but also the selection and analysis of the individual classes of such equations which admit of simple methods of investigation. In this section we consider a special type of functional differential equations that can be transformed into ordinary differential equations and thus provide an abundant source of relations with analytic solutions. Silberstein [ii] studied the equation
x '(t) x(), 0 < t < (2.1)
In [12] we proved that the solution is obtained very simply by a differentiation of (2.1). As a matter of fact, Cons equ en t ly,
r[ClCS(--z In t) + C2sin(Z-z in t)].
Substituting x(t) in (2.1), we obtain CI=C2, and finally, x(t) C cos(-In t ).
Obviously, the key to the solution is the fact that the function f(t) i/t maps the interval (0, ) one-to-one onto itself and that the relation f(f(t)) (ii) The function F is defined and is continuously differentiable in the whole space of its arguments.
(iii) The given equation is uniquely solvable with respect to x(f(t)):
(2.7)
Then the solution of the ordinary differential equation 
But from (2.6) and the relation f(f(t)) it follows that x'(f(t)) F(f(t), x(f(t)), x(t)). Then the solution of the ordinary differential equation (2) The function f has iterations such that fl(t) f(t) fk ( Let us consider the functional differential equation [17] (k l) Boundary-value problems for differential equations with reflection of the argument are studied in [I0].
LINEAR EQUATIONS
In this section we study equations of the form
with an involution f(t). 
Then the solution of the linear ordinary differential equation
with the initial conditions
PROOF. By successively differentiating (3.1) n times, we obtain
These relations are multiplied by a0(f(t)) al(f(t) a (f(t)) respectively n and the results are added together: (3.7)
PROOF. By an n-fold differentiation Eq. (3.6) is reduced to the Euler equation
For n i this follows from (2.2). Let us assume that the assertion is true for n and prove its validity for n + i. In accordance with formula (3.3), we introduce for Eq. (3.6) the operator
On the basis of (3.4) and (3.8) we have
Consequently, the equation
is reduced by an (n+l) -fold differentiation to the Euler equation
Mn+ix(n+l)(t) x(t).
At the same time we established the recurrence relation
connecting the coefficients of the Euler equations x'(t)
x( + 9(t), 0 < t < 9(t) g (0,
x (1) x 0 reduces to the problem t2x"(t) + x(t) t29'(t)
The solution is The equation x'(t)
x(f(t)) with an involution f(t) has been studied in [19] . 
and G (_o% 0)U(0, I)U(lo + oo). For f we have f3(t) t on G. In this case (3.14)
is reducible to the equation In [7] it has been proved that the equation The structure of these equations is a most particular one; indeed, if they are multiplied by -I, transposed, and written in reverse order, they yield
BL.
M. 
Its investigation is carried out by means of Theorem 3.1, according to which the solution of the equation T,(t)=__n (aT (t) + bT (c-t)), T (c/2) C n oz n n n n (3.32)
The initial conditions for equations (3.31) and (3.32) are posed at the fixed point of the involution f(t) c t.
In this case, Eq. 'I make the initil onditions for (4.2) agree with the riRinal probl,m, it necessary to attach to 'onditions (4.1) the additional relati,,s
System (4.3) has a unique solution for 
