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Abstract
In this paper, we propose two arbitrary order eXtended hybridizable Discontinuous Galerkin (X-
HDG) methods for second order elliptic interface problems in two and three dimensions. The first
X-HDG method applies to any piecewise C2 smooth interface. It uses piecewise polynomials of degrees
k (k ≥ 1) and k− 1 respectively for the potential and flux approximations in the interior of elements
inside the subdomains, and piecewise polynomials of degree k for the numerical traces of potential on
the inter-element boundaries inside the subdomains. Double value numerical traces on the parts of
interface inside elements are adopted to deal with the jump condition. The second X-HDG method
is a modified version of the first one and applies to any fold line/plane interface, which uses piecewise
polynomials of degree k−1 for the numerical traces of potential. The X-HDG methods are of the local
elimination property, then lead to reduced systems which only involve the unknowns of numerical
traces of potential on the inter-element boundaries and the interface. Optimal error estimates are
derived for the flux approximation in L2 norm and for the potential approximation in piecewise H1
seminorm without requiring “sufficiently large” stabilization parameters in the schemes. In addition,
error estimation for the potential approximation in L2 norm is performed using dual arguments.
Finally, we provide several numerical examples to verify the theoretical results.
Key words: eXtended, HDG, elliptic interface problem, discontinuous coefficients, high order, optimal
error estimates.
1 Introduction
Elliptic interface problems are widely used in many multi-physics problems and multiphase applica-
tions in science computing and engineering [12,26,28,29,33,58]. In this paper, we consider the following
second order elliptic interface problem: find u satisfying
−∇ · (α∇u) = f in Ω1 ∪ Ω2,
u = g on ∂Ω,JuK = gD, Jα ∂u∂nK = gN on Γ. (1.1)
Here Ω ⊂ Rd (d = 2, 3) is a polygonal/polyhedral domain, which is divided into two subdomains,
Ωi (i = 1, 2), by a piecewise C
2 smooth interface Γ (see Figure 1). The coefficient α is piecewise
constant with α|Ωi = αi > 0 for i = 1, 2. The jump of a function w across the interface Γ is defined byJwK = (w|Ω1)|Γ − (w|Ω2)|Γ, and n denotes the unit normal vector along Γ pointing to Ω2.
Due to the discontinuity of coefficient, the global regularity of the solution to the elliptic interface
problem is generally very low. This low regularity may result in reduced accuracy of finite element
discretization [1,55]. One strategy for this situation is to use interface(or body)-fitted meshes to dominate
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Figure 1: The geometry of domain with circle interface or fold line interface
the approximation error caused by the non-smoothness of solution [5, 7, 9, 10, 16, 30, 38, 47]; see Figure 2
for an example. However, the generation of interface-fitted meshes is usually expensive, especially when
the interface is of complicated geometry or moving with time or iteration.
Another strategy avoiding the loss of numerical accuracy is to use certain types of modification in the
finite element discretization for approximating functions around the interface. The resultant finite element
methods do not need interface-fitted meshes. One representative of such interface-unfitted methods is
the eXtended Finite Element Method (XFEM) or Generalized Finite Element Method (GFEM) , where
additional basis functions characterizing the singularity of solution around the interface are enriched into
the corresponding approximation space. We refer to [2–4, 6, 8, 23, 44, 46, 48, 49] for some development of
XFEM/GFEM. It should be pointed out that a special XFEM based on the Nitsche’s method, called
Nitsche-XFEM was proposed in [27] for the elliptic interface problems. This method enriches the standard
linear finite element space with additional cut basis functions and generalizes the results in [1,5]. Recently,
the Nitsche-XFEM was extended to the discretization of optimal control problems of elliptic interface
equations ( [53, 56]). We note that the technique of using cut basis functions as the enrichment was
also applied in [43,51,52,54] to develop interface-unfitted discontinuous Galerkin methods for the elliptic
interface problems.
The immersed finite element method (IFEM) is another type of interface-unfitted methods, where
special finite element basis functions are constructed to satisfy the interface jump conditions; see, e.g.
[11, 22,34,39–42,57] for some development of IFEM.
Figure 2: Fitted mesh Figure 3: Unfitted mesh
The hybridizable discontinuous Galerkin (HDG) framework, proposed in [17] for second order elliptic
problems, provides a unifying strategy for hybridization of finite element methods. It is designed to relax
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the constraint of function continuity on the inter-element boundaries by introducing Lagrange multipliers
defined on the the inter-element boundaries. Thus, it allows piecewise-independent approximation to the
potential or flux solution. By the local elimination of the unknowns defined in the interior of elements,
the HDG method finally leads to a system where the unknowns are only the globally coupled degrees
of freedom describing the Lagrange multipliers. In [32, 50] high-order interface-fitted HDG methods for
solving elliptic and stokes interface problems were proposed. An unfitted HDG method for the Poisson
interface problem was presented in [21] by constructing a novel ansatz function in the vicinity of the
interface. Based on the eXtended Finite Element philosophy and a level set description of interfaces, an
equal order HDG method was applied in [24,25] to discretize heat bimaterial problems with homogenous
interface coditions gD = gN = 0, where the Heaviside enrichment on cut elements and cut faces is used
to represent discontinuities across the interface. We refer to [13–15, 18–20, 35–37, 45] for some other
developments and applications of the HDG method.
In this paper we aim to propose two arbitrary order eXtended HDG (X-HDG) methods for the elliptic
interface problem (1.1). Compared with [21,24,25], our new X-HDG methods are of the following features:
• The first X-HDG method applies to any piecewise C2 smooth interface. It uses piecewise polyno-
mials of degrees k (k ≥ 1) and k − 1 respectively for the potential and flux approximations in the
interior of elements inside each subdomain, and piecewise polynomials of degree k for the numerical
traces of potential on the inter-element boundaries inside each subdomain. This means that the cut
basis functions of corresponding degrees are applied to enrich the approximation spaces of potential,
flux and potential traces around the interface.
• The second X-HDG method is a modified version of the first one and applies to any fold line/plane
interface. Different from the first one, this modified method use piecewise polynomials of degree
k − 1, instead of k, for the numerical traces of the potential.
• To deal with the non-homogeneous interface jump condition JuK = gD 6= 0, we introduce double
value numerical traces with piecewise polynomials of degree k and k − 1 on the parts of interface
inside elements for the first and second methods, respectively.
• For both methods, optimal error estimates are derived for the flux approximation in L2 norm and
for the potential approximation in piecewise H1 seminorm without requiring “sufficiently large”
stabilization parameters in the schemes. In addition, error estimates for the potential approximation
in L2 norm are obtained by using dual arguments.
• By local elimination, the proposed X-HDG schemes leads to positive definite systems only involving
the unknowns of numerical traces of potential on the inter-element boundaries and the interface Γ.
The rest of the paper is organized as follows. Section 2 introduces eXtended finite element (XFE) spaces
and eXtended HDG schemes for the elliptic interface problem, and shows the wellposedness of the schemes.
Section 3 is devoted to a priori error estimates for the methods. Numerical examples are provided in
Section 4 to verify the theoretical results.
2 X-HDG schemes for interface problems
2.1 Notations
For any bounded domain D ⊂ Rs (s = d, d− 1) and nonnegative integer m, let Hm(D) and Hm0 (D)
be the usual m-th order Sobolev spaces on D, with norm ‖·‖m,D and semi-norm |·|m,D. In particular,
L2(D) := H0(D) is the space of square integrable functions, with the inner product (·, ·)D.When D ⊂
Rd−1, we use 〈·, ·〉D to replace (·, ·)D. We set
Hm(Ω1 ∪ Ω2) := {v ∈ L2(Ω), v|Ω1 ∈ Hm(Ω1), and v|Ω2 ∈ Hm(Ω2)},
‖·‖m := ‖·‖m,Ω1∪Ω2 =
2∑
i=1
‖·‖m,Ωi , |·|m := |·|m,Ω1∪Ω2 =
2∑
i=1
|·|m,Ωi .
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For integer k > 0, Pk(D) denotes the set of all polynomials on D with degree no more than k.
Let Th = ∪{K} be a shape-regular triangulation of the domain Ω consisting of open triangles/tetrahedrons.
We define the set of all elements intersected by the interface Γ as
T Γh := {K ∈ Th : K ∩ Γ 6= ∅}.
For any K ∈ T Γh , called an interface element, let ΓK := K ∩ Γ be the part of Γ in K, Ki = K ∩ Ωi be
the part of K in Ωi(i = 1, 2), and ΓK,h be the straight line/plane segment connecting the intersection
between ΓK and ∂K. To ensure that Γ is reasonably resolved by Th, we make the following standard
assumptions on Th and interface Γ:
(A1). For K ∈ T Γh and any edge/face F ⊂ ∂K which intersects Γ, FΓ := Γ∩F is simply connected with
either FΓ = F or meas(FΓ) = 0.
(A2). For K ∈ T Γh , there is a smooth function ψ which maps ΓK,h onto ΓK .
(A3). For any two different points x,y ∈ ΓK , the unit normal vectors n(x) and n(y), pointing to Ω2,
at x and y satisfy
|n(x)− n(y)| ≤ γhK (2.1)
with γ ≥ 0(cf. [16, 55]). Note that γ = 0 when ΓK is a straight line/plane segment.
Let εh be the set of all edges (faces) of all elements in Th and εΓh be the partition of Γ with respect to
Th, i.e.
εΓh := {F : F = ΓK , or F = Γ ∩ ∂K if Γ ∩ ∂K is an edge/face of K, ∀K ∈ Th},
and set ε∗h := εh \ εΓh. For any K ∈ Th and F ∈ ε∗h ∪ εΓh, hK and hF denote respectively the diameters of
K and F , and nK denotes the unit outward normal vector along ∂K. We denote by h := max
K∈Th
hK the
mesh size of Th, and by ∇h and ∇h· the piecewise-defined gradient and divergence operators with respect
to Th, respectively.
Throughout the paper, we use a > b (a ? b) to denote a ≤ Cb (a ≥ Cb), where C is a generic positive
constant independent of mesh parameters h, hK , he, the coefficients αi (i = 1, 2) and the location of the
interface relative to the mesh.
2.2 Two X-HDG schemes
The X-HDG method is based on a first-order system of the elliptic interface problem (1.1):
q = α∇u in Ω1 ∪ Ω2, (2.2a)
−∇ · q = f in Ω1 ∪ Ω2, (2.2b)
u = g on ∂Ω, (2.2c)JuK = gD, Jq · nK = gN on Γ. (2.2d)
For i = 1, 2, let χi be the characteristic function on Ωi, and for any K ∈ Th, F ∈ ε∗h ∪ εΓh and integer
r ≥ 0, let Qbr : L2(D)→ Pr(D) be the standard L2 orthogonal projection operator with D = F ∩ Ω¯i. Set
⊕χiPr(K) := χ1Pr(K) + χ2Pr(K).
2.2.1 X-HDG scheme for a generic piecewise C2 interface
We introduce the following X-HDG finite element spaces:
Wh :={w ∈ L2(Ω)d : w|K ∈ Pk−1(K)d if K ∈ Th \ T Γh ;w|K ∈ (⊕χiPk−1(K))d if K ∈ T Γh },
Vh :={v ∈ L2(Ω) : v|K ∈ Pk(K) if K ∈ Th \ T Γh ; v|K ∈ ⊕χiPk(K) if K ∈ T Γh },
Mh :={µ ∈ L2(ε∗h) : ∀F ∈ ε∗h, µ|F ∈ Pk(F ) if F ∩ Γ = ∅;µ|F ∈ ⊕χiPk(F ) if F ∩ Γ 6= ∅},
Mh(g) :={µ ∈Mh : µ|F = Qbk(g|F ), ∀F ∈ ε∗h with F ⊂ ∂Ω},
M˜h :={µ˜ = {µ˜1, µ˜2} : µ˜i := µ˜|F∩Ω¯i ∈ Pk(K)|F ,∀F ∈ εΓh, F ⊂ K¯ for some K ∈ Th, i = 1, 2},
M˜h(gD) :={µ˜ ∈ M˜h : 〈Jµ˜K, µ∗〉F = 〈gD, µ∗〉F , ∀F ∈ εΓh, µ∗ ∈ Pk(K)|F with F ⊂ K¯ for some K ∈ Th}.
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It is easy to see that
M˜h(0) = {µ˜ ∈ M˜h : Jµ˜KF = 0, ∀F ∈ εΓh}.
To describe the X-HDG scheme, we also define
(·, ·)Th :=
∑
K∈Th
(·, ·)K , 〈·, ·〉∂Th :=
∑
K∈Th
〈·, ·〉∂K ,
and, for scalars w, v and vector w with wi = w|F∩Ω¯i , vi = v|F∩Ω¯i and wi = w|F∩Ω¯i ,
〈w, v〉∗,Γ : =
∑
F∈εΓh
∫
F
(w1v1 + w2v2)ds, (2.3)
〈w, vn〉∗,Γ : =
∑
F∈εΓh
∫
F
(v1w1 · n1 + v2w2 · n2)ds, (2.4)
where ni denotes the unit normal vector along Γ pointing from Ωi to Ωj with i, j = 1, 2 and i 6= j. Then
the X-HDG method is given as follows: seek (qh, uh, uˆh, u˜h) ∈Wh × Vh ×Mh(g)× M˜h(gD) such that
(α−1qh,w)Th + (uh,∇h ·w)Th − 〈uˆh,w · n〉∂Th\εΓh − 〈w, u˜hn〉∗,Γ = 0, (2.5a)
−(∇h · qh, v)Th + 〈τ(uh − uˆh), v〉∂Th\εΓh + 〈η(uh − u˜h), v〉∗,Γ = (f, v)Th , (2.5b)
〈qh · n, µ〉∂Th\εΓh − 〈τ(uh − uˆh), µ〉∂Th\εΓh = 0, (2.5c)
〈qh, µ˜n〉∗,Γ − 〈η(uh − u˜h), µ˜〉∗,Γ = 〈gN , µ˜〉∗,Γ (2.5d)
hold for any (w, v, µ, µ˜) ∈Wh × Vh ×Mh(0)× M˜h(0), and the stabilization functions τ , η are defined as
following: for any K ∈ Th, F ∈ ∂Th and i = 1, 2,
τ |F∩Ω¯i = αih−1K , for F ∈ ∂Th \ εΓh with F ∩ Ω¯i 6= ∅, (2.6)
η|F∩Ω¯i = αih−1K for F ∈ εΓh with F = ΓK or F ⊂ ∂(K ∩ Ωi). (2.7)
Remark 2.1. We note that this X-HDG scheme is “parameter-friendly” in the sense that there is no
need to choose any “sufficiently large” factors in the stabilization functions τ , η.
Remark 2.2. Note that qh and uh can be eliminated locally from the X-HDG system (2.5), which leads
to a discrete system only involving the parameters of numerical traces uˆh and u˜h as unknowns.
Theorem 2.1. For k ≥ 1, the X-HDG system (2.5) admits a unique solution (qh, uh, uˆh, u˜h).
Proof. Since (2.5) is a linear square system, it suffices to show that if all of the given data vanish, i.e.
f = g = gD = gN = 0, then we get the zero solution. In fact, taking (w, v, µ, µ˜) = (qh, uh, uˆh, u˜h) in
(2.5a)-(2.5d) and adding these equations together, we have
(α−1qh, qh)Th + 〈τ(uh − uˆh), (uh − uˆh)〉∂Th\εΓh + 〈η(uh − u˜h), (uh − u˜h)〉∗,Γ = 0.
This implies
qh = 0 on Th (2.8)
uh − uˆh = 0 on ∂Th \ εΓh, (2.9)
{{(uh − u˜h)2}} = 0 on Γ. (2.10)
where {{·}} is defined by
{{w}} = 1
2
(w1 + w2) with wi = w|Γ∩Ω¯i , i = 1, 2. (2.11)
In light of the above three relations and integration by parts the equation (2.5a) yields
0 = −(∇huh,w)Th + 〈uh − uˆh,w · n〉∂Th\εΓh + 〈(uh − u˜h)n,w〉∗,Γ, ∀w ∈Wh,
which indicates (∇huh,∇huh)Th = 0. Thus, ∇huh = 0 and uh is piecewise constant. On the other hand,
the fact g = gD = 0 implies uˆh|∂Ω = 0 and Ju˜hKΓ = 0, respectively. As a result, from (2.9) and (2.10) it
follows uh = 0, uˆh = 0 and u˜h|Γ∩Ω¯i = 0. This completes the proof. 
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2.2.2 Modified X-HDG scheme for a fold line/plane interface
We note that the X-HDG scheme (2.5) applies to any piecewise C2 interface, and that uˆh ∈ Mh(g)
and u˜h ∈ M˜h are both piecewise polynomials of degree no more than k. In fact, when the interface Γ
is a fold line/plane, we can use lower order polynomial approximations for uˆh and u˜h to get a modified
X-HDG scheme: seek (qh, uh, uˆh, u˜h) ∈Wh × Vh ×M∗h(g)× M˜∗h(gD) such that
(α−1qh,w)Th + (uh,∇h ·w)Th − 〈uˆh,w · n〉∂Th\εΓh − 〈w, u˜hn〉∗,Γ = 0, (2.12a)
−(∇h · qh, v)Th + 〈τ(Qbk−1uh − uˆh), v〉∂Th\εΓh + 〈η(Q
b
k−1uh − u˜h), v〉∗,Γ = (f, v)Th , (2.12b)
〈qh · n, µ〉∂Th\εΓh − 〈τ(Q
b
k−1uh − uˆh), µ〉∂Th\εΓh = 0, (2.12c)
〈qh, µ˜n〉∗,Γ − 〈η(Qbk−1uh − u˜h), µ˜〉∗,Γ = 〈gN , µ˜〉∗,Γ (2.12d)
hold for any (w, v, µ, µ˜) ∈ Wh × Vh ×M∗h(0) × M˜∗h(0), where the modified spaces M∗h(g), M˜∗h(gD) are
defined by
M∗h(g) :={µ ∈M∗h : µ|F = Qbk−1(g|F ), ∀F ∈ ε∗h with F ⊂ ∂Ω},
M∗h :={µ ∈ L2(ε∗h) : ∀F ∈ ε∗h, µ|F ∈ Pk−1(F ) if F ∩ Γ = ∅;µ|F ∈ ⊕χiPk−1(F ) if F ∩ Γ 6= ∅},
M˜∗h(gD) :={µ˜ ∈ M˜∗h : 〈Jµ˜K, µ∗〉F = 〈gD, µ∗〉F , ∀F ∈ εΓh, µ∗ ∈ Pk(K)|F with F ⊂ K¯ for some K ∈ Th},
M˜∗h :={µ˜ = {µ˜1, µ˜2} : µ˜i := µ˜|F∩Ω¯i ∈ Pk−1(K)|F ,∀F ∈ εΓh, F ⊂ K¯ for some K ∈ Th, i = 1, 2}.
Remark 2.3. The existence and uniqueness of the solution to (2.12) can be obtained by following the
same routine as in the proof of Theorem 2.1. It is easy to see that the size of this modified system is
smaller than that of the original system (2.5).
3 A priori error estimates
This section is devoted to the error estimation for the X-HDG scheme (2.5) and the modified scheme
(2.12). Let Qr : L
2(D) → Pr(D) be the standard L2 orthogonal projection operator with D = K ∩ Ωi
for any K ∈ Th and i = 1, 2. Recall that Qbr is the standard L2 orthogonal projection operator from
L2(F ∩ Ω¯i) onto Pr(F ∩ Ω¯i) for any F ∈ ε∗h ∪ εΓh.
The following lemma from [54] will be used to derive an error estimate of the projection Qr on the
interface Γ (cf. Lemma 3.2).
Lemma 3.1. There exists a positive constant h0 depending only on the interface Γ, the shape regularity
of the mesh Th, and γ in (2.1), such that for any h ∈ (0, h0] and K ∈ T Γh , the following estimates hold:
‖v‖0,ΓK > h−1/2K ‖v‖0,K∩Ωi + ‖v‖1/20,K∩Ωi‖∇v‖1/20,K∩Ωi , ∀v ∈ H1(K ∩ Ωi), i = 1, 2, (3.1)
‖vh‖0,ΓK > h−1/2K ‖vh‖0,K∩Ωi , ∀vh ∈ Pr(K). (3.2)
Remark 3.1. We note that the condition h ∈ (0, h0] for some h0 in this lemma is not required when ΓK
is a straight line/plane segment, and this condition is easy to satisfy when ΓK is a curved line/surface
segment.
Based on standard properties of the projection operator and Lemma 3.1, we have the following esti-
mates.
Lemma 3.2. Let s be an integer with 1 ≤ s ≤ r + 1. For any K ∈ Th, h ∈ (0, h0] and v ∈
Hs ((K ∩ Ω1) ∪ (K ∩ Ω2)), we have
‖v −Qrv‖0,K + h‖v −Qrv‖1,K > hsK‖v‖s,K ,
‖v −Qrv‖0,∂K + ‖v −Qrv‖0,ΓK > hs−1/2K ‖v‖s,K ,
‖v −Qbrv‖0,∂K > hs−1/2K ‖v‖s,K ,
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where the notations ‖·‖s,K and ‖·‖0,∂K are understood respectively as ‖·‖s,K =
2∑
i=1
‖·‖s,K∩Ωi and ‖·‖s,∂K =
2∑
i=1
‖·‖s,∂K∩Ω¯i when K ∈ T Γh .
In what follows, we shall derive the error estimation for the X-HDG scheme (2.5) in two cases:
Case 1. the interface Γ is a fold line/plane such that ΓK is a straight line/plane segment, i.e. ΓK = ΓK,h,
for any K ∈ T Γh ;
Case 2. gD = 0 when Γ is not a fold line/plane.
We set
eqh := qh −Qk−1q, euh := uh −Qku, euˆh := uˆh −Qbku, eu˜h := u˜h −QΓku. (3.3)
Here
(Qk−1q)|K∩Ωi :=Qk−1(q|K∩Ωi), (Qku)|K∩Ωi := Qk(u|K∩Ωi), ∀K ∈ Th, i = 1, 2,
(Qbku)|F∩Ωi :=Qbk(u|F∩Ωi), ∀F ∈ ε∗h, i = 1, 2,
(QΓku)|F :=
{ {Qbk(u|Ω¯1∩F ), Qbk(u|Ω¯2∩F )}, ∀F ∈ εΓh and F is a straight segment,{u∗F , u∗F }, ∀F ∈ εΓh and F is not a straight segment, (3.4)
where Qr denotes the vector analogue of Qr, and u
∗
F :=
1
2 (Qk(u|K∩Ω1)|F +Qk(u|K∩Ω2)|F ).
We also define, for any ψ ∈ H1(Ω1 ∪ Ω2) ∪Wh ∪ Vh ∪Mh ∪ M˜h(0),
L1(ψ) := 〈((QΓku− u)n, ψ〉∗,Γ,
L2(ψ) := 〈(Qk−1q − q) · n, ψ〉∂Th\εΓh + 〈τ(Q
b
ku−Qku), ψ〉∂Th\εΓh ,
L3(ψ) := 〈(Qk−1q − q), ψn〉∗,Γ + 〈η(QΓku−Qku), ψ〉∗,Γ.
Then we have the following results.
Lemma 3.3. For any (w, v, µ, µ˜) ∈Wh × Vh ×Mh(0)× M˜h(0), it holds
(α−1eqh,w)Th + (e
u
h,∇h ·w)Th − 〈euˆh,w · n〉∂Th\εΓh − 〈e
u˜
hn,w〉∗,Γ = L1(w), (3.5a)
−(∇h · eqh, v)Th + 〈τ(euh − euˆh), v〉∂Th\εΓh + 〈η(e
u
h − eu˜h), v〉∗,Γ = L2(v) + L3(v), (3.5b)
〈eqh · n, µ〉∂Th\εΓh − 〈τ(e
u
h − euˆh), µ〉∂Th\εΓh = −L2(µ), (3.5c)
〈eqh, µ˜n〉∗,Γ − 〈η(euh − eu˜h), µ˜〉∗,Γ = −L3(µ˜). (3.5d)
Proof. From (2.2), the definitions of the projections, and integration by parts, we obtain
(α−1Qk−1q,w)Th + (Qku,∇h ·w)Th − 〈Qbku,w · n〉∂Th\εΓh − 〈Q
Γ
kun,w〉∗,Γ = 〈(u−QΓku)n,w〉∗,Γ,∀w ∈W ,
−(∇h ·Qk−1q, v)Th + 〈(Qk−1q − q) · n, v〉∂Th\εΓh + 〈(Qk−1q − q), vn〉∗,Γ = (f, v)Th , ∀v ∈ Vh.
Subtracting (2.5a) and (2.5b) from the above two equations respectively yields (3.5a) and (3.5b). Simi-
larly, the relations (3.5c) and (3.5d) follow from (2.2),(2.5c) and (2.5d). 
Define a semi-norm 9 · 9 on Wh × Vh ×Mh × M˜h by
9(w, v, µ, µ˜)92 := ‖α−1/2w‖20,Th + ‖τ1/2(v − µ)‖20,∂Th\εΓh + ‖η1/2(v − µ˜)‖2∗,Γ (3.6)
for any (w, v, µ, µ˜) ∈Wh × Vh ×Mh × M˜h, where
‖w‖20,Th :=
∑
K∈Th
2∑
i=1
‖w‖20,K∩Ωi , ‖w‖20,∂Th\εΓh :=
∑
F∈∂Th\εΓh
2∑
i=1
‖w‖20,F∩Ωi , ‖w‖2∗,Γ := 〈w,w〉∗,Γ.
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Lemma 3.4. For any h ∈ (0, h0], it hold
9(eqh, euh, euˆh, eµ˜h)9 =
(
3∑
i=1
Ei
)1/2
, (3.7)
‖α1/2∇heuh‖0,Th >
{ 9(eqh, euh, euˆh, eµ˜h) 9+h−1/2‖ν1/2(u−QΓku)‖∗,Γ, if interface is not a fold line,9(eqh, euh, euˆh, eµ˜h)9, if interface is a fold line
(3.8)
where
E1 = 〈(QΓku− u)n, eqh〉∗,Γ,
E2 = 〈(Qk−1q − q) · n, euh − euˆh〉∂Th\εΓh + 〈(Qk−1q − q), (e
u
h − eu˜h)n〉∗,Γ,
E3 = 〈τ(Qbku−Qku), euh − euˆh〉∂Th\εΓh + 〈η(Q
Γ
ku−Qku), euh − eu˜h〉∗,Γ.
Proof. We first show the identity
9(eqh, euh, euˆh, eµ˜h)9 =
(
3∑
i=1
Ei
)1/2
.
Take (w, v, µ, µ˜) = (eqh, e
u
h, e
uˆ
h, e
µ˜
h) in (3.5) and sum the obtained four error equations, we then get
9(eqh, euh, euˆh, eµ˜h)92 = L1(eqh) + L2(euh − euˆh) + L3(euh − euˆh),
which, together with the definitions of Li(·) (i = 1, 2, 3), yields the desired identity.
The case of fold line interface is easier, so we only prove the case when interface is not a fold line, i.e.
‖α1/2∇heuh‖0,Th > 9(eqh, euh, euˆh, eµ˜h) 9+h− 12 ‖ν1/2(u−QΓku)‖∗,Γ. (3.9)
On one hand, taking w = α∇euh in (3.5a) and applying integration by parts, we obtain
(eqh,∇euh)Th − (α∇euh,∇euh)Th + 〈α(euh − euˆh),∇euh · n〉∂Th\εΓh + 〈α(e
u
h − eu˜h)n,∇euh〉∗,Γ = 〈(QΓku− u)n,∇euh〉∗,Γ,
Then, by the Cauchy-Schwarz inequality and Lemma 3.1 we have
‖α1/2∇euh‖0,Th ≤ ‖α−1/2eqh‖0,Th + ‖τ1/2(euh − euˆh)‖0,∂Th\εΓh + ‖η
1/2(euh − eu˜h)‖∗,Γ + h−
1
2 ‖ν1/2(u−QΓku)‖∗,Γ.
Combining the definition of 9 · 9, which indicates (3.9). This completes the proof. 
In light of Lemma 3.2, Lemma 3.4 and the definition of 9 · 9, we can derive the following optimal
error estimates.
Theorem 3.1. Let (u, q) ∈ Hk+1(Ω1∪Ω2)×Hk(Ω1∪Ω2)d and (qh, uh, uˆh, u˜h) ∈Wh×Vh×Mh(g)×M˜h
be the solutions of the problem (2.2) and the X-HDG scheme (2.5), respectively. Then the following error
estimate holds for any h ∈ (0, h0]:
9(eqh, euh, euˆh, eµ˜h)9 > hk|α1/2u|k+1,Ω1∪Ω2 . (3.10)
Further more, it holds
‖α−1/2(q − qh)‖0,Th + ‖α1/2(∇hu−∇huh)‖0,Th > hk|α1/2u|k+1,Ω1∪Ω2 . (3.11)
Proof. In view of Lemma 3.4, we need to estimate the terms E1, E2 and E3. with Cauchy-Schwarz
inequality and th property of projection, we have
E1 = 〈α1/2(QΓku− u)n, α−1/2eqh〉∗,Γ > hk|α1/2u|k+1,Ω1∪Ω2‖α−1/2eqh‖0,Ω.
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Similarly, we can obtain
E2 >hk|α−1/2q|k,Ω1∪Ω2(‖τ1/2(euh − euˆh)‖0,∂Th\εΓh + ‖η1/2(euh − eu˜h)‖∗,Γ),
E3 =〈τ(Qbku−Qku), euh − euˆh〉∂Th\εΓh + 〈η(Q
Γ
ku−Qku), euh − eu˜h〉∗,Γ
≤
(
‖τ1/2(Qbku−Qku)‖0,∂Th\εΓh + ‖η
1/2(QΓku−Qku)‖∗,Γ
)(
‖τ1/2(euh − euˆh)‖0,∂Th\εΓh + ‖η
1/2(euh − eu˜h)‖∗,Γ
)
>hk|α1/2u|k+1,Ω1∪Ω2
(
‖τ1/2(euh − euˆh)‖0,∂Th\εΓh + ‖η
1/2(euh − eu˜h)‖∗,Γ
)
.
The above three inequalities and Lemma 3.4 imply the estimate (3.10). And the estimate (3.11) follows
from (3.10), the triangle inequality and Lemma 3.2. 
Remark 3.2. From (3.11) we easily get
‖q − qh‖0,Th >αmaxhk|u|k+1,Ω1∪Ω2 , (3.12)
‖∇hu−∇huh‖0,Th >(αmaxαmin )1/2hk|u|k+1,Ω1∪Ω2 . (3.13)
Here αmax = max
i=1,2
αi and αmin = min
i=1,2
αi. We recall that a > b denotes a ≤ Cb with C being a generic
positive constant independent of mesh parameters h, hK , he, the coefficients αi (i = 1, 2) and the location
of the interface relative to the mesh.
Remark 3.3. We note that the condition h ∈ (0, h0] for some h0 in Theorem 3.1 is not required when Γ
is a fold line/plane; see Remark 3.1.
To analyze the modified X-HDG scheme (2.12), we need to modify the semi-norm 9(·, ·, ·, ·)9 in (3.6)
and the errors eqh, e
u
h, e
uˆ
h, e
µ˜
h in (3.3) respectively as
9(w, v, µ, µ˜)92 := ‖α−1/2w‖20,Th + ‖τ1/2(Qbk−1v − µ)‖20,∂Th\εΓh + ‖η1/2(Qbk−1v − µ˜)‖2∗,Γ, (3.14)
eqh := qh −Qk−1q, euh := uh −Qku, euˆh := uˆh −Qbk−1u, eu˜h := u˜h −Qbk−1u. (3.15)
Then, by following the same line as in the proof of Theorem 3.1, we can obtain the following conclusion.
Theorem 3.2. Let (u, q) ∈ Hk+1(Ω1∪Ω2)×Hk(Ω1∪Ω2)d and (qh, uh, uˆh, u˜h) ∈Wh×Vh×Mh(g)×M˜h
be the solutions of the problem (2.2) and the modified X-HDG scheme (2.12), respectively. Then the
estimates (3.10) -(3.13) still hold.
4 L2 error estimation for the numerical potential
In this section, we shall perform the Aubin-Nitsche duality argument to derive the L2 error estimation
for the potential approximation uh in the schemes (2.5) and (2.12).
For the scheme (2.5), let us introduce the auxiliary problem
Φ = α∇φ in Ω1 ∪ Ω2,
−∇ ·Φ = u− uh in Ω1 ∪ Ω2,
φ = 0 on ∂Ω,JφK = 0, JΦ · nK = 0 on Γ, (4.1)
and assume the regularity estimate
‖Φ‖1,Ω1∪Ω2 + ‖αφ‖2,Ω1∪Ω2 > ‖u− uh‖0,Th . (4.2)
We note that this regularity result holds when Ω is convex and Γ is C2 (cf. [31],Theorem 4.5), and it is
sharp in terms of the coefficient α.
In light of the auxiliary problem (4.1), we can obtain the following conclusion:
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Theorem 4.1. Let (u, q) ∈ Hk+1(Ω1∪Ω2)×Hk(Ω1∪Ω2)d and (qh, uh, uˆh, u˜h) ∈Wh×Vh×Mh(g)×M˜h
be the solutions of the problem (2.2) and the X-HDG scheme (2.5), respectively. Under the regularity
assumption (4.2), for any h ∈ (0, h0] it holds
‖u− uh‖0,Th > (αmaxαmin )1/2hk+1‖u‖k+1,Ω1∪Ω2 (4.3)
for either of the following two cases: (1) the interface Γ is a fold line/plane such that ΓK is a straight
line/plane segment, i.e. ΓK = ΓK,h, for any K ∈ T Γh ; (2) gD = 0 when Γ is not a fold line/plane.
Proof. For simplicity, we define, for any (σ, ξ, ξˆ, ξ˜), (w, v, µ, µ˜) ∈ L2(Ω)d × L2(Ω)× L2(ε∗h)× L2(εΓh),
Bh(σ, ξ, ξˆ, ξ˜;w, v, µ, µ˜) :=(α
−1σ,w)Th + (ξ,∇h ·w)Th − 〈ξˆ,w · n〉∂Th\εΓh − 〈w, ξ˜n〉∗,Γ
− (∇h · σ, v)Th + 〈τ(ξ − ξˆ), v − µ〉∂Th\εΓh + 〈η(ξ − ξ˜), v − µ˜〉∗,Γ
+ 〈σ · n, µ〉∂Th\(∂Ω∪εΓh) + 〈σ, µ˜n〉∗,Γ.
From (2.2) and (2.5) it follows
Bh(q − qh, u− uh, u− uˆh, u− u˜h;wh, vh, µh, µ˜h) = 0, ∀(wh, vh, µh, µ˜h) ∈Wh × Vh ×Mh(0)× M˜h(0).
By (4.1) we have, for (w, v, µ, µ˜) ∈ L2(Ω)d × L2(Ω)× L2(ε∗h)× L2(εΓh),
(α−1Φ,w)Th + (φ,∇h ·w)Th − 〈φ,w · n〉∂Th\εΓh − 〈w, φn〉∗,Γ = 0, (4.4a)
−(∇h ·Φ, v)Th + 〈τ(φ− φ), v〉∂Th\εΓh + 〈η(φ− φ), v〉∗,Γ = (u− uh, v)Th , (4.4b)
〈Φ · n, µ〉∂Th\εΓh − 〈τ(φ− φ), µ〉∂Th\εΓh = 〈Φ · n, µ〉∂Ω, (4.4c)
〈Φ, µ˜n〉∗,Γ − 〈η(φ− φ), µ˜〉∗,Γ = 〈Φ, µ˜n〉∗,Γ. (4.4d)
Take w = q − qh, v = u− uh, µ = u− uˆh, µ˜ = u− u˜h := {u|Ω1∩Γ − uh1, u|Ω2∩Γ − uh2} in the above four
equations, and add the equations all together, then we have
‖u− uh‖20,Th
=Bh(Φ, φ, φ, φ; q − qh, u− uh, u− uˆh, u− u˜h)− 〈Φ, (u− u˜h)n〉∗,Γ − 〈Φ · n, u− uˆh〉∂Ω
=Bh(−(q − qh), u− uh, u− uˆh, u− u˜h;−Φ, φ, φ, φ)− 〈Φ, (u− u˜h)n〉∗,Γ − 〈Φ · n, u− uˆh〉∂Ω
=Bh(−(q − qh), u− uh, u− uˆh, u− u˜h;−(Φ−Qk−1Φ), φ−Qkφ, φ−Qbkφ, φ− {{QΓkφ}})
− 〈Φ, (u− u˜h)n〉∗,Γ − 〈Φ · n, (u− uˆh)〉∂Ω
=
5∑
i=1
Ii,
where
I1 = (α
−1(q − qh), (Φ−Qk−1Φ))Th ,
I2 = −(u− uh,∇h · (Φ−Qk−1Φ))Th + 〈u− uˆh, (Φ−Qk−1Φ) · n〉∂Th\εΓh + 〈(Φ−Qk−1Φ), (u− u˜h)n〉∗,Γ,
I3 = (∇h · (q − qh), φ−Qkφ)Th + 〈(q − qh) · n, φ−Qbkφ〉∂Th\(∂Ω∪εΓh) + 〈q − qh, (φ− {{Q
Γ
kφ}})n〉∗,Γ,
I4 = 〈τ(uˆh − uh), Qbkφ−Qkφ〉∂Th\εΓh + 〈η(uˆh − uh), {{Q
Γ
kφ}} −Qkφ〉∗,Γ,
I5 = −〈Φ, (u− u˜h)n〉∗,Γ − 〈Φ · n, u− uˆh〉∂Ω,
and we recall that {{·}} and QΓk are defined in (2.11) and (3.4), respectively.
The thing left is to estimate the terms Ii one by one. The Cauchy-Schwarz inequality and the
projection property (cf. Lemma 3.2) indicate
I1 ≤ ‖α−1(q − qh)‖0,Th‖Φ−Qk−1Φ‖0,Th > h‖α−1(q − qh)‖0,Th‖Φ‖1,Ω1∪Ω2 .
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Similarly, from integration by parts it follows
I2 =(∇h(u− uh), (Φ−Qk−1Φ))Th + 〈uh − uˆh, (Φ−Qk−1Φ) · n〉∂Th\εΓh + 〈(Φ−Qk−1Φ), (uh − u˜h)n〉∗,Γ
>h‖∇h(u− uh)‖0,Th‖Φ‖1,Ω1∪Ω2 + h 9 α−1/2(eqh, euh, euˆh, eµ˜h) 9 ‖Φ‖1,Ω1∪Ω2 ,
I3 =− (q − qh,∇h(φ−Qkφ))Th + 〈(q − qh) · n, Qkφ−Qbkφ〉∂Th\(∂Ω∪εΓh) + 〈q − qh, (Qkφ− {{Q
Γ
kφ}})n〉∗,Γ
>h‖α−1(q − qh)‖0,Th‖αφ‖2,Ω1∪Ω2 .
And, by the definitions of euh and e
uˆ
h in (3.15), we obtain
I4 =〈τ(euh − euˆh), Qbkφ−Qkφ〉∂Th\εΓh + 〈τ((u−Qku)− (u−Q
b
ku)), Q
b
kφ−Qkφ〉∂Th\εΓh
+ 〈η(euh − euˆh), {{QΓkφ}} −Qkφ〉∗,Γ + 〈η((u−Qku)− (u−QΓku)), {{QΓkφ}} −Qkφ〉∗,Γ
>h−1/2‖α(Qbkφ−Qkφ)‖∂Th\εΓh
(
h−1/2‖u−Qku‖∂Th\εΓh + ‖α
−1/2τ1/2(euh − euˆh)‖∂Th\εΓh
)
+ h−1/2‖α({{QΓkφ}} −Qkφ)‖∗,Γ
(
h−1/2‖u−Qku‖∗,Γ + ‖α−1/2η1/2(euh − euˆh)‖∗,Γ
)
>h‖αφ‖2,Ω1∪Ω2
(9α−1/2(eqh, euh, euˆh, eµ˜h) 9+hk‖u‖k+1,Ω1∪Ω2) .
Recall that ΓK,h is the straight line/plane segment connecting the intersection between ΓK and ∂K. To
estimate I5, we assume nc to be the unit normal vector along ΓK,h. Note that for case (1) it holds that
ΓK,h = ΓK , nc = n. (4.5)
Thus, by (2.4) we get
I5 =− 〈Φ− {{QΓk−1Φ}}, (u− u˜h)n〉∗,Γ − 〈(Φ−Qk−1Φ) · n, (u− uˆh)〉∂Ω
− 〈{{QΓk−1Φ}}, (u− u˜h)n〉∗,Γ − 〈Qk−1Φ · n, (u− uˆh)〉∂Ω
=− 〈Φ− {{QΓk−1Φ}}, (u− u˜h)n〉∗,Γ − 〈{{QΓk−1Φ}}, (u− u˜h)(n− nc)〉∗,Γ − 〈(Φ−Qk−1Φ) · n, (u− uˆh)〉∂Ω
− 〈{{QΓk−1Φ}}, (u− u˜h)nc〉∗,Γ − 〈Qk−1Φ · n, (u− uˆh)〉∂Ω
=− 〈Φ− {{QΓk−1Φ}}, (u− u˜h)n〉∗,Γ − 〈{{QΓk−1Φ}}, (u− u˜h)(n− nc)〉∗,Γ − 〈(Φ−Qk−1Φ) · n, (u− uˆh)〉∂Ω
− 〈{{QΓk−1Φ}}, (u− u˜h)nc〉∗,Γ,
where we have used the fact that 〈Qk−1Φ ·n, (u− uˆh)〉∂Ω = 0 due to the boundary condition (2.2c) and
the definition of Mh(g). On one hand, from (4.5) and (2.1) it follows
〈{{QΓk−1Φ}}, (u− u˜h)(n− nc)〉∗,Γ
{
= 0 for case (1),
> h‖Φ‖1,Ω1∪Ω2 9 α−1/2(eqh, euh, euˆh, eµ˜h)9 otherwise.
On the other hand, the relation
〈{{QΓk−1Φ}}, (u− u˜h)nc〉∗,Γ = 0
holds for case (1) due to the definition of M˜h(gD) and the interface condition (2.2d), and for case (2) due
to gD = 0. As a result, by the projection property we obtain
I5 >h‖Φ‖1,Ω1∪Ω2(hk‖α1/2u‖k+1,Ω1∪Ω2 + 9α−1/2(eqh, euh, euˆh, eµ˜h)9).
The above estimates of Ii, together with the results (3.10)-(3.13) and the regularity assumption (4.2),
yield the desired conclusion (4.3). 
For the modified scheme (2.12) where the interface Γ is a fold line/plane, we replace the second
equation in the auxiliary problem (4.1) with
−∇ ·Φ = euh in Ω1 ∪ Ω2, (4.6)
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and assume the modified regularity assumption
‖Φ‖1,Ω1∪Ω2 + ‖αφ‖2,Ω1∪Ω2 > ‖euh‖0,Th . (4.7)
We can follow the same line as in the proof of Theorem 4.1 to derive the following L2 error estimation
for the modified scheme (2.12).
Theorem 4.2. Let (u, q) ∈ Hk+1(Ω1∪Ω2)×Hk(Ω1∪Ω2)d and (qh, uh, uˆh, u˜h) ∈Wh×Vh×Mh(g)×M˜h
be the solutions of the problem (2.2) and the modified X-HDG scheme (2.12), respectively. Under the
regularity assumption (4.7), it holds
‖u− uh‖0,Th >

(αmaxαmin )
1/2hk+1‖u‖Hk+1(Ω1∪Ω2) if gN = 0,
(αmaxαmin )
1/2hk‖u‖Hk+1(Ω1∪Ω2) otherwise,
(4.8)
where the interface Γ is a fold line/plane.
Proof. In fact, from the modified auxiliary problem with (4.6), the definitions of L2(·) and L3(·), and the
projection properties we can similarly derive
‖euh‖20,Th =(α−1eqh,Qk−1Φ−Φ)Th + L2(Qkφ−Qbk−1φ) + L3(Qkφ−Qbk−1φ)
+ 〈euh − euˆh, (Qk−1Φ−Φ) · n〉∂Th\εΓh + 〈(e
u
h − eu˜h)n, (Qk−1Φ−Φ)〉∗,Γ
+ 〈τ(Qbk−1euh − euˆh), Qbk−1φ−Qkφ〉∂Th\εΓh + 〈η(Q
b
k−1e
u
h − euˆh), Qbk−1φ−Qkφ〉∗,Γ
=
4∑
i=1
Ii,
where
I1 =(α
−1eqh,Qk−1Φ−Φ)Th ,
I2 =〈(Qk−1q − q) · n, Qkφ−Qbk−1φ〉∂Th\εΓh + 〈τQ
b
k−1(u−Qku), Qkφ−Qbk−1φ〉∂Th\εΓh
+ 〈(Qk−1q − q), (Qkφ−Qbk−1φ)n〉∗,Γ + 〈ηQbk−1(u−Qku), Qkφ−Qbk−1φ〉∗,Γ,
I3 =〈euh − euˆh, (Qk−1Φ−Φ) · n〉∂Th\εΓh + 〈(e
u
h − eu˜h)n, (Qk−1Φ−Φ)〉∗,Γ,
I4 =〈τ(Qbk−1euh − euˆh), Qbk−1φ−Qkφ〉∂Th\εΓh + 〈η(Q
b
k−1e
u
h − euˆh), Qbk−1φ−Qkφ〉∗,Γ.
By the definition of 9 · 9, it is easy to obtain
Ij >h‖Φ‖1,Ω1∪Ω2 9 α−1/2(eqh, euh, euˆh, eµ˜h)9, j = 1, 3,
I4 >h‖αφ‖2,Ω1∪Ω2 9 α−1/2(eqh, euh, euˆh, eµ˜h) 9 .
In light of the orthogonal property of projection Qbk−1, it holds
I2 =〈(Qk−1q − q) · n, Qkφ−Qbk−1φ〉∂Th\εΓh + 〈(Qk−1q − q), (Qkφ−Q
b
k−1φ)n〉∗,Γ
+ 〈τQbk−1(u−Qku), Qkφ− φ〉∂Th\εΓh + 〈ηQ
b
k−1(u−Qku), Qkφ− φ〉∗,Γ.
=
(
〈(Qk−1q − q) · n, Qkφ− φ〉∂Th\εΓh + 〈(Qk−1q − q), (Qkφ− φ)n〉∗,Γ
)
+ 〈(Qk−1q − q) · n, φ−Qbk−1φ〉∂Th\εΓh
+ 〈(Qk−1q − q), (φ−Qbk−1φ)n〉∗,Γ
+
(
〈τQbk−1(u−Qku), Qkφ− φ〉∂Th\εΓh + 〈ηQ
b
k−1(u−Qku), Qkφ− φ〉∗,Γ
)
.
=:I˜1 + I˜2 + I˜3 + I˜4.
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From the projection properties it follows
I˜1 =〈(Qk−1q − q) · n, Qkφ− φ〉∂Th\εΓh + 〈(Qk−1q − q), (Qkφ− φ)n〉∗,Γ
≤
(
‖α−1(Qk−1q − q)‖0,∂Th\εΓh + ‖α
−1(Qk−1q − q)‖∗,Γ
)(
‖α(φ−Qkφ)‖0,∂Th\εΓh + ‖α(φ−Qkφ)‖∗,Γ
)
>hk+1‖α−1q‖k,Ω1∪Ω2‖αφ‖2,Ω1∪Ω2 .
By the continuity of q ·n on F ∈ ∂Th \ εΓh and the orthogonal property of projection Qbk−1, we easily get
I˜2 = 〈(Qk−1q − q) · n, φ−Qbk−1φ〉∂Th\εΓh = 0.
Similarly, if gN = 0, then we have the continuity of q · n on F ∈ ε∗h, which implies
I˜3 = 〈(Qk−1q − q), (φ−Qbk−1φ)n〉∗,Γ = 0;
Otherwise, it holds
I˜3 ≤‖α−1(Qk−1q − q)‖∗,Γ‖α(φ−Qbk−1φ)‖∗,Γ)
>hk‖α−1q‖k,Ω1∪Ω2‖αφ‖2,Ω1∪Ω2 .
For the term I˜4, we similarly have
I˜4 ≤hk+1‖u‖k+1,Ω1∪Ω2‖αφ‖2,Ω1∪Ω2 .
Combining the above estimates of I˜j (j = 1, 2, 3, 4) yields
I2 = I˜1 + I˜2 + I˜3 + I˜4 >
{
hk+1‖α−1q‖k,Ω1∪Ω2‖αφ‖2,Ω1∪Ω2 if gN = 0,
hk‖α−1q‖k,Ω1∪Ω2‖αφ‖2,Ω1∪Ω2 otherwise.
As a result, the estimates of Ii (i = 1, 2, 3, 4), together with the modified regularity assumption (4.7) and
Theorem 3.1, yields the results (4.8). 
5 Numerical experiments
In this section, we shall provide several numerical examples to verify the performance of the proposed
X-HDG schemes (2.5) and (2.12). We recall that the modified scheme (2.12) is only for the case that the
interface Γ is a fold line/plane.
Example 5.1. Circular interface with homogeneous jump conditions (cf. [32]).
Set Ω = [0, 1] × [0, 1] in the model problem (1.1) with a circular interface (Figure 5). The exact
solution is given by
u(x, y) =
{
r5
α2
, if r < r0,
r5
α1
− r50α1 +
r50
α2
, if r > r0,
where r =
√
(x− 1/2)2 + (y − 1/2)2 and r0 =
√
3/8. It is easy to know that the homogeneous jump
conditions gD = gN = 0 hold. Different the coefficient α, we consider four cases: α1 = 10, α2 = 1;
α1 = 1, α2 = 10; α1 = 1000, α2 = 1; α1 = 1, α2 = 1000.
We use N ×N uniform triangular meshes for the computation (cf. Figure 5). Tables 1 and 2 list the
results of the relative errors between (u, q = α∇u) and (uh, qh) at different coefficients, and Figures 5-6
show the numerical solutions uh at 128 × 128 mesh with k = 1 and α1 : α2 = 1000 : 1, 1 : 1000. We
can see that for k = 1, 2 the X-HDG method yields optimal convergence orders, i.e. k-th order rates of
convergence for the error ‖∇u−∇huh‖0, ‖q−qh‖0, and (k+1)-th order rates of convergence for ‖u−uh‖0.
This is consistent with our theoretical results in Theorems 3.1-4.1.
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Figure 4: The domain with a circular interface: 8× 8 mesh
Table 1: History of convergence for Example 5.1: X-HDG scheme (2.5) with k = 1
(a) α1 : α2 = 10 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.50E-01 – 2.27E-01 – 2.93E-01 –
16× 16 3.76E-02 1.99 1.16E-01 0.97 1.37E-01 1.10
32× 32 9.44E-03 2.00 5.84E-02 0.99 6.74E-02 1.03
64× 64 2.36E-03 2.00 2.93E-02 1.00 3.36E-02 1.01
128×128 5.90E-04 2.00 1.46E-02 1.00 1.68E-02 1.00
(b) α1 : α2 = 1 : 10
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.63E-01 – 2.25E-01 – 2.87E-01 –
16× 16 4.09E-02 2.00 1.15E-01 0.97 1.35E-01 1.08
32× 32 1.02E-02 2.00 5.76E-02 0.99 6.65E-02 1.02
64× 64 2.56E-03 2.00 2.88E-02 1.00 3.31E-02 1.01
128×128 6.39E-04 2.00 1.44E-02 1.00 1.65E-02 1.00
(c) α1 : α2 = 1000 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.99E-01 – 4.45E-01 – 8.79E-01 –
16× 16 5.27E-02 1.93 2.70E-01 0.72 3.60E-01 1.29
32× 32 1.42E-02 1.90 1.51E-01 0.84 1.70E-01 1.08
64× 64 3.57E-03 1.99 7.92E-02 0.93 8.01E-02 1.09
128×128 8.98E-04 1.99 4.06E-02 0.97 4.01E-02 1.00
(d) α1 : α2 = 1 : 1000
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.63E-01 – 2.25E-01 – 2.87E-01 –
16× 16 4.09E-02 2.00 1.15E-01 0.97 1.35E-01 1.08
32× 32 1.02E-02 2.00 5.76E-02 0.99 6.65E-02 1.02
64× 64 2.56E-03 2.00 2.88E-02 1.00 3.31E-02 1.01
128×128 6.40E-04 2.00 1.44E-02 1.00 1.65E-02 1.00
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Table 2: History of convergence for Example 5.1: X-HDG scheme (2.5) with k = 2
(a) α1 : α2 = 10 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.41E-02 – 2.34E-02 – 8.92E-02 –
16× 16 1.84E-03 2.94 6.20E-03 1.92 2.28E-02 1.97
32× 32 2.35E-04 2.97 1.59E-03 1.96 5.78E-03 1.98
64× 64 2.96E-05 2.99 4.04E-04 1.98 1.46E-03 1.99
128×128 3.72E-06 2.99 1.02E-04 1.99 3.66E-04 1.99
(b) α1 : α2 = 1 : 10
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.46E-02 – 2.26E-02 – 8.30E-02 –
16× 16 1.84E-03 2.99 5.76E-03 1.97 2.08E-02 2.00
32× 32 2.30E-04 3.00 1.45E-03 1.99 5.21E-03 2.00
64× 64 2.88E-05 3.00 3.63E-04 2.00 1.30E-03 2.00
128×128 3.60E-06 3.00 9.08E-05 2.00 3.26E-04 2.00
(c) α1 : α2 = 1000 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 2.84E-02 – 9.13E-02 – 5.00E-01 –
16× 16 5.52E-03 2.36 3.49E-02 1.39 1.41E-01 1.83
32× 32 7.95E-04 2.80 1.01E-02 1.79 3.83E-02 1.88
64× 64 1.03E-04 2.95 2.69E-03 1.91 9.89E-03 1.95
128×128 1.31E-05 2.97 6.97E-04 1.95 2.53E-03 1.97
(d) α1 : α2 = 1 : 1000
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.46E-02 – 2.26E-02 – 8.30E-02 –
16× 16 1.84E-03 2.99 5.76E-03 1.97 2.08E-02 2.00
32× 32 2.30E-04 3.00 1.45E-03 1.99 5.21E-03 2.00
64× 64 2.88E-05 3.00 3.63E-04 2.00 1.30E-03 2.00
128×128 3.60E-06 3.00 9.08E-05 2.00 3.26E-04 2.00
Figure 5: The X-HDG solution (left) and the exact solution (right) for the case of α1 : α2 = 1000 : 1
with k = 1 for Example 5.1.
Example 5.2. Circular interface with nonhomogeneous jump conditions.
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Figure 6: The X-HDG solution (left) and the exact solution (right) for the case of α1 : α2 = 1 : 1000
with k = 1 for Example 5.1.
Set Ω = [0, 1]× [0, 1] with a circular interface (cf. Figure 5). The exact solution to (1.1) is given by
u(x, y) =
{
excosy, if r < r0,
sin(pix)sin(piy), if r > r0,
where r =
√
(x− 1/2)2 + (y − 1/2)2, r0 =
√
3/8. Take α1 = 1000, α2 = 1. The jump conditions gD and
gN , which are not zero in this case, can be derived from the analytic solution.
Table 3: History of convergence for Example 5.2: X-HDG scheme (2.5) with α1 = 1000, α2 = 1.
(a) k = 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 2.65E-02 – 1.23E-01 – 1.36E-01 –
16× 16 6.77E-03 1.97 6.15E-02 0.99 6.16E-02 1.15
32× 32 1.69E-03 2.00 3.09E-02 0.99 3.04E-02 1.02
64× 64 4.25E-04 2.00 1.55E-02 1.00 1.41E-02 1.11
128×128 1.06E-04 2.00 7.74E-03 1.00 6.90E-03 1.03
(b) k = 2
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.80E-03 – 1.01E-02 – 3.10E-02 –
16× 16 2.38E-04 2.92 2.52E-03 2.00 7.83E-03 1.99
32× 32 3.10E-05 2.94 6.31E-04 2.00 1.97E-03 1.99
64× 64 3.89E-06 2.99 1.58E-04 2.00 4.92E-04 2.00
128×128 4.87E-07 3.00 3.95E-05 2.00 1.23E-04 2.00
Table 3 gives the numerical results obtained by the X-HDG scheme (2.5) with k = 1, k = 2, and Fig 7
shows he numerical solution with k = 1 at 128× 128 mesh. We can see that the proposed method yields
optimal convergence rates, i.e. k-th order rates of convergence for the error ‖∇u − ∇huh‖0, ‖q − qh‖0,
and (k+ 1)-th order rates of convergence for ‖u− uh‖0. In particular, the convergence rate of ‖u− uh‖0
is better than the theoretical result in Theorem 4.1, though in this case gD 6= 0 and the interface is not
fold line.
Example 5.3. Straight segment interface.
Set Ω = [0, 1]× [0, 1] with a straight segment interface (Figure 5). The exact solution to (1.1) is given
by
u(x, y) =
{
5y4 + 1, if y > b0 := 0.2031,
y4 + 4b40, if y < b0.
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Figure 7: The X-HDG solution with k = 1 for Example 5.2.
We consider two cases of the coefficient α: α1 = 1000, α2 = 1 and α1 = 1, α2 = 1000.
Tables 4-7 list the numerical results obtained by the X-HDG scheme (2.5) and the modified X-HDG
scheme (2.12) with k = 1, 2, and Figure 9 show the numerical solution uh at 128× 128 mesh with k = 1
and α1 : α2 = 1000 : 1. We can see that both of the methods yield optimal convergence rates. This is
conformable to the theoretical results in Theorems 3.1,4.1, 3.2 and 4.2.
Figure 8: The domain with a straight segment interface: 8× 8 mesh
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Table 4: History of convergence for Example 5.3: X-HDG scheme (2.5) with k = 1
(a) α1 : α2 = 1000 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 2.60E-02 – 1.24E-01 – 1.23E-01 –
16× 16 6.53E-03 1.99 6.27E-02 0.99 6.01E-02 1.03
32× 32 1.63E-03 2.00 3.15E-02 1.00 2.98E-02 1.01
64× 64 4.09E-04 2.00 1.57E-02 1.00 1.49E-02 1.00
128×128 1.02E-04 2.00 7.87E-03 1.00 7.44E-03 1.00
(b) α1 : α2 = 1 : 1000
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 2.65E-02 – 1.24E-01 – 1.23E-01 –
16× 16 6.65E-03 1.99 6.27E-02 0.99 6.00E-02 1.03
32× 32 1.66E-03 2.00 3.14E-02 1.00 2.98E-02 1.01
64× 64 4.16E-04 2.00 1.57E-02 1.00 1.49E-02 1.00
128×128 1.04E-04 2.00 7.87E-03 1.00 7.44E-03 1.00
Table 5: History of convergence for Example 5.3: X-HDG scheme (2.5) with k = 2
(a) α1 : α2 = 1000 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.01E-03 – 4.77E-03 – 1.47E-02 –
16× 16 1.27E-04 2.99 1.21E-03 1.98 3.68E-03 2.00
32× 32 1.59E-05 3.00 3.02E-04 2.00 9.20E-04 2.00
64× 64 1.99E-06 3.00 7.58E-05 2.00 2.30E-04 2.00
128×128 2.49E-07 3.00 1.90E-05 2.00 5.75E-05 2.00
(b) α1 : α2 = 1 : 1000
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.01E-03 – 4.77E-03 – 1.47E-02 –
16× 16 1.27E-04 2.99 1.21E-03 1.98 3.68E-03 2.00
32× 32 1.59E-05 3.00 3.02E-04 2.00 9.20E-04 2.00
64× 64 1.99E-06 3.00 7.58E-05 2.00 2.30E-04 2.00
128×128 2.49E-07 3.00 1.90E-05 2.00 5.75E-05 2.00
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Table 6: History of convergence for Example 5.3: modified X-HDG scheme (2.12) with k = 1
(a) α1 : α2 = 1000 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 3.10E-02 – 1.44E-01 – 1.59E-01 –
16× 16 7.89E-03 1.98 7.33E-02 0.97 7.98E-02 1.00
32× 32 1.98E-03 1.99 3.69E-02 0.99 3.99E-02 1.00
64× 64 4.97E-04 2.00 1.85E-02 1.00 2.00E-02 1.00
128×128 1.24E-04 2.00 9.24E-03 1.00 1.00E-02 1.00
(b) α1 : α2 = 1 : 1000
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 3.15E-02 – 1.44E-01 – 1.58E-01 –
16× 16 8.01E-03 1.98 7.33E-02 0.97 7.97E-02 0.99
32× 32 2.01E-03 1.99 3.69E-02 0.99 4.00E-02 1.00
64× 64 5.04E-04 2.00 1.85E-02 1.00 2.00E-02 1.00
128×128 1.26E-04 2.00 9.24E-03 1.00 1.00E-02 1.00
Table 7: History of convergence for Example 5.3: modified X-HDG scheme (2.12) with k = 2
(a) α1 : α2 = 1000 : 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.12E-03 – 4.96E-03 – 1.56E-02 –
16× 16 1.41E-04 2.99 1.26E-03 1.98 3.91E-03 2.00
32× 32 1.77E-05 2.99 3.16E-04 1.99 9.77E-04 2.00
64× 64 2.22E-06 3.00 7.93E-05 1.99 2.44E-04 2.00
128×128 2.77E-07 3.00 1.98E-05 2.00 6.11E-05 2.00
(b) α1 : α2 = 1 : 1000
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.12E-03 – 4.96E-03 – 1.56E-02 –
16× 16 1.41E-04 2.99 1.25E-03 1.98 3.91E-03 2.00
32× 32 1.77E-05 2.99 3.16E-04 1.99 9.77E-04 2.00
64× 64 2.22E-06 3.00 7.93E-05 1.99 2.44E-04 2.00
128×128 2.77E-07 3.00 1.98E-05 2.00 6.11E-05 2.00
Figure 9: The X-HDG solution at 128× 128 mesh with k = 1 and α1 : α2 = 1000 : 1 for Example 5.3.
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Example 5.4. Polygonal interface with nonhomogeneous jump conditions [56]
Set Ω = [0, 2]× [0, 2] with a polygonal interface (Figure 10)
Γ := {(x, y) : φ(x, y) = 0, a0 ≤ x, y ≤ 2− a0},
where φ(x, y) = (y − (−x+ 1 + a0))(y − (x− 1 + a0))(y − (−x− a0 + 3))(y − (x+ 1− a0)), a0 =
√
3/4.
The exact solution to (1.1) is given by
u(x, y) =
{
sin(x+ y) + x2y2, outside Γ,
e(x+y), inside Γ.
For the coefficient α, we take α1 = 1000, α2 = 1. We note that the interface jump conditions, derived
from the analytical solution, are non-homogeneous.
Figure 10: The domain with a polygonal interface: 8× 8 mesh.
Table 8: History of convergence for Example 5.4: X-HDG scheme (2.5)
(a) k = 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 1.09E-02 – 6.15E-02 – 6.43E-02 –
16× 16 2.87E-03 1.93 3.06E-02 1.01 3.21E-02 1.00
32× 32 7.30E-04 1.97 1.60E-02 0.94 1.63E-02 0.97
64× 64 1.84E-04 1.99 8.00E-03 0.99 8.12E-03 1.00
128×128 4.60E-05 2.00 4.00E-03 1.00 4.05E-03 1.00
(b) k = 2
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
8× 8 3.39E-04 – 1.58E-03 – 8.21E-03 –
16× 16 4.24E-05 3.00 3.93E-04 2.00 2.10E-03 1.97
32× 32 5.65E-06 2.91 1.07E-04 1.89 5.51E-04 1.93
64× 64 7.11E-07 2.99 2.67E-05 1.99 1.38E-04 1.99
128×128 8.90E-08 3.00 6.67E-06 2.00 3.46E-05 2.00
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Table 9: History of convergence for Example 5.4: modified X-HDG scheme (2.12)
(a) k = 1
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
16× 16 2.85E-03 – 3.28E-02 – 4.34E-02 –
32× 32 7.84E-04 1.86 1.71E-02 0.94 2.43E-02 0.84
64× 64 1.97E-04 1.99 8.58E-03 0.99 1.22E-02 0.98
128×128 4.93E-05 2.00 4.29E-03 1.00 6.14E-03 0.99
256×256 1.24E-05 2.00 2.15E-03 1.00 3.06E-03 1.00
(b) k = 2
mesh
‖u−uh‖0
‖u‖0
‖q−qh‖0
‖q‖0
‖∇u−∇huh‖0
‖∇u‖0
error order error order error order
16× 16 4.75E-05 – 4.08E-04 – 2.58E-03 –
32× 32 6.60E-06 2.85 1.10E-04 1.88 7.09E-04 1.87
64× 64 8.36E-07 2.98 2.77E-05 2.00 1.79E-04 1.99
128×128 1.05E-07 2.99 6.92E-06 2.00 4.49E-05 2.00
256×256 1.32E-08 2.99 1.49E-06 2.00 1.12E-05 2.00
Tables 8-9 give the numerical results obtained by the X-HDG scheme (2.5) and the modified X-HDG
scheme (2.12) with k = 1, 2, and Figure 11 shows the numerical solution uh at 128 × 128 mesh with
k = 1. We can see that both of the schemes are of optimal convergence rates for the potential and flux
approximations for all cases.
Figure 11: The X-HDG solution with k = 1 for Example 5.4.
6 Conclusions
In this paper, we have proposed two arbitrary order eXtended HDG methods for the two and three
dimensional second order elliptic interface problems. Optimal error estimates have been derived for the
flux and potential approximations without requiring “sufficiently large” stabilization parameters in the
schemes. Numerical experiments have verified the theoretical results.
In the future, we shall extend the eXtended HDG methods to the Stokes and Brinkman interface
problems, which have important applications in the simulation of flow in porous media.
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