Abstract: Protein domains are the basic units of signalling processes. The mechanisms they are involved in usually follow recurring patterns, such as phosphorylation/dephosphorylation cycles. A set of common motifs was defined and their dynamic models were analysed with respect to number and stability of steady states. In a first step, Feinberg's chemical reaction network theory was used to determine whether a motif can show multistationarity or not. The analysis revealed that, apart from double-step activation motifs including a distributive mechanism, only those motifs involving an autocatalytic reaction can show multistationarity. To further characterise these motifs, a large number of randomly chosen parameter sets leading to bistability was generated, followed by a bifurcation analysis of each parameter set and a statistical evaluation of the results. The statistical results can be used to explore robustness against noise, pointing to the observation that multistationarity at the single-motif level may not be a robust property; the range of protein concentrations compatible with multistationarity is fairly narrow. Furthermore, experimental evidence suggests that protein concentrations vary substantially between cells. Considering a motif designed to be a bistable switch, this implies that fluctuation of protein concentrations between cells would prevent a significant proportion of motifs from acting as a switch. The authors consider this to be a first step towards a catalogue of fully characterised signalling modules.
Introduction
unravel its modular properties. An inverse, 'bottom-up' perspective could also be revealing: consider the molecular architecture of the proteins involved in signalling systems with regard to the modularity. Recently, important modelling efforts have been made that consider protein domains as the building blocks of signalling processes (as is the case from a molecular perspective) [13] [14] [15] [16] [17] . To facilitate the understanding of signalling processes, their rigorous and detailed description is desirable. Unfortunately, rigour and detail go hand in hand with a combinatorial explosion of the number of states [12, 15] . However, recent work has demonstrated that this complexity can be significantly reduced without loss of exactitude if a domain-oriented approach is used. Moreover, applying this method, signal transduction networks show a modular structure where, if the domains do not interact allosterically, each module corresponds to a molecular domain and is connected in a unidirectional manner [12, 18] .
Since the possible events taking place at a single domain are discrete, the number of possible motifs is limited. Therefore one can develop a construction kit of motifs, so that most signal transduction networks can be set up as an aggregation of those elements. Note that these motifs are minimal in the sense that they involve only one domain. Thus, they are different from those obtained from other approaches. For example, studies which uncover statistically relevant patterns provide different motifs, normally involving two to three domains [9] .
Once such a kit is defined, it would be reasonable to analyse its elements systematically; upon thorough analysis of the units, the properties of combinations of them should be easier to understand. Stability would arguably be one of the first properties to examine, not only from a system-theoretical but also from a biological point of view, since it is related to important biological processes such as irreversible decisionmaking events controlling cell fate and differentiation processes [19, 20] . Once single motifs are well understood, the behaviour of combinations of them should be studied, to understand the emerging properties of large networks [21] . This is the central idea of this contribution, which is organised as follows.
We start with a brief review of the domain-oriented approach, and, in the light of this novel perspective, we define a construction kit of characteristic modules of signal transduction networks. The modules are implemented in ProMoT [22] , a convenient tool since it allows one to set up models in a modular manner as well as to export them to the different analysis tools which will be used thereafter. The reactions are described in a mechanistic manner following the law of mass action. Besides, we assume throughout the paper that the total concentration of all the proteins is constant, that is, there is no degradation or transport. Subsequently, these motifs are systematically analysed with regard to their stability (Fig. 1) .
First, the capability to show multistationarity is determined using Feinberg's chemical reaction network theory [23, 24] (CRNT). CRNT allows one to determine whether a certain (bio)chemical system can show multistationarity.
A key property of it is that it can determine the potential ability of a certain biochemical network to show multistationarity (for at least one set of parameter values) from the network structure, assuming that all kinetics are of the mass-action form. This makes it a useful tool when one faces systems where the structure, but not the kinetic parameters, is known [25, 26] .
In case multistationarity is possible, the stability properties of the motif are explored using bifurcation analysis. Since we are interested in the general properties of these motifs and not only in the properties of a specific parameter-dependent realisation, a large number of parameter sets leading to multistationarity were determined. Subsequently bifurcation analysis was performed for each of these parameter sets. The resulting regions of multistationarity in parameter space were then statistically processed, both to assess the robustness of the multistable behaviour of a single module and to be able to compare robustness of different modules.
As a preliminary step, the existence of positive feedbacks (i.e. closed loops) in the incidence graph associated with the Jacobian matrix of every motif is explored (see Fig. 1 and supplementary information). The presence of positive feedback (PF) is a known requirement for multistability. Since
Figure 1 Methodology followed in this study
Once the modules are defined, the presence of positive feedbacks in the Jacobian of all motifs is determined Parallelly, they are set up in CRNT Toolbox and ProMoT Analysis with CRNT Toolbox indicates whether a motif can show multistationarity In case a motif shows multistationarity, a large number of randomly generated parameters showing multistability is generated, and a detailed bifurcation analysis is performed for all of them in DIVA Results are subsequently analysed statistically. 
Results

Domain-oriented approach underscores the importance of motifs in signalling networks
Signalling processes are mediated by receptors and adaptor proteins. A hallmark of these proteins is their ability to bind different molecules via different domains. The interface between proteins is built in a modular fashion, with few interactions between domains [27] . Therefore these domains can be considered as the fundamental elements of signal transduction [28] .
If one considers all possible protein combinations (Fig. 2a) , the number of feasible states explodes to thousands or even millions [12, 16, 18, 29] . This combinatorial complexity has typically been circumvented by assuming that only certain compounds are relevant (Fig. 2b) . However, it is not possible to determine a priori which micro-states are the important ones [30] , and therefore, a rigorous description has to include all possible states [15] .
Recently, a new approach based on the macro-states (the states of the different domains) instead of the micro-states (the possible molecular combinations) has been proposed [16] which has been extended and formalised in [17] . The latter methodology provides a description equivalent to the microscopic one, but the resulting models are of a lower dimension and are structured in a modular manner, linking each module to a protein domain. Thus, the fact that protein domains are the actual units of signalling networks from a molecular perspective rationalises the set-up of mathematical models. Importantly, the Figure 2 Combinatorial complexity in signal transduction networks and their rigorous, modular description using a domain-oriented approach, illustrated by a protein with three domains First domain can be phosphorylated by an enzyme E 1 At the second domain, another protein A can bind and at the third, upon phosphorylation by an enzyme E 2 , a protein B can bind a Possible states (micro-states) are represented b Traditionally, the modeller assumes an order of reactions which, however, is not always justified Note that in this case, a separation into modules is not possible c If the domains do not influence each other, they can be rigorously considered as independent entities (Figure 2(c) A key advantage is that the domains can be modelled independently, if they do not influence each other's long as the different domains in a molecule do not share reaction partners, the different domains in a molecule behave as independent entities. For example, in the system depicted in Fig. 2a , if the domains do not affect each other, the whole system can be replaced by the elementary motifs C2s (Fig. 3a) , B1 (Fig. 3d) and C2B1 (Fig. 3e), Fig. 2c .
However, if the state of one domain influences the properties of another (e.g. if binding of a protein to a certain domain changes the conformation of another one), they must be considered together (Fig. 2d) . Note, however, that if, e.g. the phosphorylation of a domain converts this into an active catalytic centre which in turn can affect another one, but the latter not the former (e.g. in Fig. 2 , if the phosphorylated form of the first domain is E 2 ), then the domains can be still considered independent. Accordingly, to set up large signalling networks, one should wire together simple motifs belonging to a discrete set wherever domains can be considered independently, and only model them in a combined manner if an inter-domain influence exists.
In summary, a domain-oriented approach [17] provides a mathematically rigorous rationale for the biologically intuitive fact that protein domains are the building blocks of signalling networks.
Definition of a construction kit of signal transduction motifs
A construction kit of motifs composed of common recurring motifs was developed in ProMoT. ProMoT is an objectoriented modelling tool, which allows one to set up models in a hierarchical and modular manner [22] . Therefore based on this library of modules, large signalling networks can be modelled by simple drag-and-drop and subsequent wiring of the corresponding modules. Furthermore, ProMoT models can not only be exported using the Systems Biology Modelling Language [31] , but also directly to Matlab and DIVA, where the analysis described below will be performed.
The elements of this construction kit (see Fig. 3 , 4, and 5 and Table 1 ) describe recurring biochemical processes taking place at protein domains. The set represents the most common and relevant motifs. All reactions have been modelled following the mass-action law, and assuming no consumption or degradation of the molecules involved. Figure 4 Signal transduction motifs involving double cycles of activation/deactivation a C3dd: both reactions following a distributive mechanism b C3di: one reaction follows a distributive mechanism and the other one is catalysed by two independent enzymes c C3ii: all reactions are catalysed by independent enzymes d C3sr: the second reaction is autocatalysed by its product e C3dp: one reaction follows a distributive mechanism and the other one a processive one A central motif is a cycle of activation/deactivation [32] , see Fig. 3 . It typically involves a phosphorylation, which leads to the activation of the protein [33] , and is counteracted by a dephosphorylation (see Fig. 3a ). Another common realisation of this motif is via a guanine nucleotide exchange factor that promotes the exchange of guanosine diphosphate (GDP) by guanosine-triphosphate (GTP) and is opposed by a GTPase-activating protein. 
Reactions define the modules depicted in Figs Sometimes, an activated motif can activate the same domain in another molecule (e.g. a kinase autophosphorylating itself in a regulatory side) leading to an auto-catalytic effect (Fig. 3b ).
On the other hand, the activated motif may be able to deactivate the same motif in another molecule, giving rise to a negative feedback ( Fig. 3c Note that if an additional enzyme can also deactivate the motif, the system is symmetric, and thus regarding the purpose of this work equivalent, to the case C2p depicted in Fig. 3b ). For example, a phosphatase (e.g. SHP1) which is activated by phosphorylation can in turn dephosphorylate (and thus deactivate) molecules of the same sort. Since these are cycles involving two states, we shall call C2 the generic case, and we add an additional letter (e.g. C2p) to specifically mention a variant of this motif.
In addition to activation/deactivation cycles, another essential motif of signal transduction is the binding of two domains (Fig. 3d ) , leading to the formation of a complex, as it is for example, the case of SH3 domains which bind to sequences of aminoacids (domains) rich in proline [33] , and PH domains which bind to phospholipids [33] (In a sense, this could be interpreted as an activation/ deactivation cycle, but it is reasonable to separate both cases here, since (i) no chemical change of the domain(s) takes place (the binding is a pure physical process) and (ii) for the activation/deactivation cycles only one domain is considered, while the other element (e.g. the phosphate group) is neglected.). This process can also take place combined with an activation/deactivation cycle (Fig. 3e) , as is for example, the case of SH2 or PTB domains, which bind to certain phosphorylated motifs -so-called Tyrosinebased signalling motifs (TBSMs) -when they are phosphorylated [33] . Here, it may happen that two or more molecules compete to bind to the domain (see Fig. 3f ).
It is common that the activation of a protein requires the phosphorylation of two binding sites. In principle, one would describe such a case as a combination of two domains.
However, in some cases it is known that the phosphorylation is not random and takes place in a succesive mannner. Therefore this case can be (and is virtually always) described as a lumped motif where a double activation cycle takes place. Since these motifs now involve three states connected by cycles of activation/deactivation, we shall call these modules C3. Often, both phosphorylation and dephosphorylation follow a distributive mechanism [26, 34] , where the enzyme releases the substrate after the first binding (Fig. 4a) .
In many cases, one enzyme is responsible for the activation of both domains, and one for the deactivation (Fig. 4a) . However, in some cases, there is a specific enzyme involved in the activation and/or deactivation of each domain Figs. 4b and 4c (Note that the case of two enzymes involved in the activation and one in the deactivation is symmetric and thus, for the purpose of this work, equivalent to the case C3di depicted in Fig. 4c ). Alternatively, one of both enzymes may follow a processive mechanism, where it may perform both modifications in one molecular encounter (Fig. 4e) [26, 34] . Furthermore, autocatalytic or autoinhibitory effects can also appear. We consider here one specific case, where the intermediate and fully activated form are both active and produce a PF via activation of the second reaction (Fig. 4d) . This is the case, for example, of Src kinases, where the deactivated form (left) is phosphorylated at a negatively regulating site the fully activated is phosphorylated at a positive regulating site and the intermediate form not phosphorylated in any of them [35] .
It is also common that cycles of activation/deactivation are coupled. An example widespread in bacteria is the twocomponent system, where one protein (the sensor) is phosphorylated upon perception of a stimulus and then the phosphate group is transferred to another protein (the receiver), resulting in its activation [36] . We consider two variants of this motif, one coupling two simple cycles (Fig. 5a) , and one combining a double and a simple cycle (Fig. 5b ).
CRNT analysis
The motifs described above (Figs. 3, 4 and 5) were then systematically analysed using CRNT. The results are displayed in Table 2 . CRNT revealed that nine motifs (C2s, C2n, B1, C2B1, C2B2, C3ii, C3dp, C2C2,C3C2) cannot show multistationarity for any conceivable vector or rate constant. Except for the cases where a distributive mechanism is present (C3dd and C3di), only modules involving an explicit (i.e. 'visible' in the biochemical network) PF (produced by an autocatalytic reaction) are able to show multistationarity: motifs C2p (Fig. 3b) and C3sr (Fig. 4d) . It should be noted that a larger set of variants of the motif C2p has been recently presented in [32] . Furthermore, even though the mere presence of a processive mechanism for either activation or deactivation excludes multistationarity (C3dp, Fig. 4e ), multistationarity is possible if both steps are performed by independent enzymes (C3di, Fig. 4b ).
The results for C3dd and C3dp were firstly presented in [34] (using bifurcation methods) and confirmed with CRNT in [26] . The requirement that a kinase mediates both steps of either the activation or deactivation was recently shown by analytical methods in [37] . Here, we extend these results in the sense that we show that the distributive activation is the only mechanism (of a set of alternatives including simple and double cycles, coupled cycles and binding of proteins) without an explicit autocatalytic feedback that has the ability to produce multistationarity. Furthermore, our analyses rely on a mass-action law expression for the enzymatic reactions, instead of the implicit quasi-steady state assumption of the Michaelis-Menten description used in the works above [34, 37] . This is an important generalisation as it is known that such assumptions can introduce important differences in the behaviour of the systems [38, 39] . Finally, a comparison of these results with those of the previous section suggests that, even though it is a requirement for multistability, the presence of PF is not a suitable criterion for identifying multistable (sub)systems, since it seems to be ubiquitous in signal transduction motifs.
Comparing robustness against concentration fluctuations by bifurcation analysis
It seems worthwhile to recall that CRNT can only provide information about multistationarity (i.e. the presence of more than one positive steady state for certain parameter values), but not about multistability (i.e. the presence of more than one stable steady state). Furthermore CRNT gives only information whether or not multistationarity is possible and, if possible, provides a pair of steady states and the corresponding parameter vector [40, 41] . In most cases, and certainly for the modules analysed herein, there will exist infinitely many parameter vectors such that multistationarity is possible.
Thus, for an in-depth exploration of multistationarity, a bifurcation analysis was performed for each network, where CRNT predicted multistationarity. To this end, continuation methods implemented in the software package DIVA [22] were used (Fig. 1) . This numerical analysis revealed that each module, where CRNT predicted multistationarity, in fact admits three steady states over a wide range of parameter values. As, over the same parameter range, two of these steady states were stable, those modules are in fact bistable systems (in the appropriate parameter region). Note that, as this information was obtained by numerical methods, one cannot rule out other dynamical behaviour (e.g. limit cycles, different forms of multistationarity, etc.).
To describe the behaviour of a motif in general and not just for specific parameter values, a large set (around 1000) of randomly chosen parameters leading to multistationarity was generated (see methods and supplementary material), and subsequently evaluated statistically. Note that this approach, that is, the analysis of properties of signalling and gene networks using randomly generated parameters has been successfully applied in different contexts [42, 43, 44, 45, 46] . For each of these random parameter sets, bifurcation analysis revealed that the motifs are bistable and that the bifurcation is characterised by a limit point. Fig. 6 shows a characteristic example. In every case A T , the total concentration of protein A was used as a bifurcation parameter. This parameter was chosen for the following biological reason. Since concentrations typically fluctuate, we argue that, in order to be a useful bistable switch, these motifs must keep bistability over a wide range of protein concentrations. Robustness against this sort of noise is postulated to be a hallmark of biological systems [47] . Under the following assumptions, the results of the bifurcation analysis were used to assess the robustness of each motif against the concentration fluctuations: A1 Bistable motifs are 'biological switches'. A2 Switches must be robust against concentration fluctuations in order to operate properly. A3 For each motif, there exist multiple molecular realisations (domains from different proteins with the same structure). Each molecular realisation corresponds to a vector of rate constants (binding affinities, etc.). For each vector of rate constants leading to bistability, there exists a population of cells using this motif as a switching device.
Assumptions (A1) and (A2) imply a fourth assumption:
A4 All rate constants are in the 'bistability range', that is, they can be determined by the methods described in [48] and introduced in the supplementary material. Note that the resulting rate constants may not always be biochemically plausible.
In a population of cells, protein concentrations between cells fluctuate. Recent experimental results in living human cells revealed that the variability of protein concentrations between cells shows a standard deviation of about 15-30% [49] . Similar ranges have been also reported in yeast [50, 51] , and bacteria [52] . This motivates the fifth assumption:
(A5) In a population of cells the protein concentration in individual cells is normally distributed with the mean close to the average of the protein concentrations taken over the population and a standard deviation of 15-30%.
Assumption (A2) implies the sixth assumption:
(A6) In every population of cells, realising a particular switching device, the average protein concentration is c b ¼ A low þ A up =2, the centre of the bistability region (Fig. 6) , thus guaranteeing maximal robustness.
Based on these assumptions, the following steps were taken to assess the robustness of multistationarity of those motifs where multistationarity is possible:
(i) For each motif, create a set of potential 'switching devices' by determining a random set of rate constants (i.e. molecular realisation) using the method described in [48] and in the supporting information. In these references, rate constants are parametrised by secondary parameters. These secondary parameters were normaly distributed with a mean of 0.693 and a standard deviation of 0.1. We graphically confirmed that the resulting rate constants were normally distributed as well.
(ii) For each element of the set (i.e. for each vector of parameters) determine the relative bistability range
(iii) The relative bistability range is connected to the maximal change in protein concentration that the 'switching device' tolerates without losing the switching capability in the following way: if the protein concentration is expected to be close to the centre of the bistability region, the total protein concentration can vary at most by +D A T /2 without losing the switching capability. Thus, the fraction of cells for which this particular 'switching device' is not operative was calculated as 1
where F is the normal cumulative distribution function for a normal distribution with a mean of 1 and a given standard deviation (in accordance with (A3), a standard deviation of 0.15 -0.30 was used).
(iv) Finally, we computed the mean for all the vectors of parameters (molecular realisations) of a particular bistable motif. Table 2 contains the corresponding values.
Finally, under the assumptions (A1) -(A5), one obtains the following results regarding the robustness of multistationarity:
A. All modules show an average value of around 25% for D A T , except C3di, which shows a much lower value ('8%). Note that in case of C3di (Fig. 4b) , a single distributive double-step activation mechanism is responsible for multistationarity. In the other cases, either two double-step activation mechanisms (C3dd, Fig. 4a ) or an explicit autocatalytic activation (C2d and C3sr, Figs. 3b and 4d) are responsible for multistationarity. These results suggest that an autocatalytic activation is a stronger (i.e. more robust to concentration fluctuations) mechanism to cause multistationarity than a distributive activation, since one of Figure 6 Characteristic bifurcation analysis for the module C3di (Fig. 4b) Table 2 indicate that, under the assumption (A3), for an implementation of a switch with relative concentration range D A T a significant fraction of cells can be expected to have a value of A T outside D A T ; that is, a significant fraction of cells would not be able to operate in the bistable modus, for any of the four motifs able to be bistable (see Table 2 , column six).
C. If one considers the most robust implementations of each motif, (i.e. those with the highest values of D A T , see Figure S1 in the supplementary information) one sees that there are cases with a remarkably high D A T , particularly for C3dd (ffi0.95). Thus, such a realisation, if it was feasible from a physical point of view, would be quite a robust one, since only for '2%-11% of the cells the value of A T would lie out of the bistability region.
It should be noted that these values correspond to protein amounts which do not necessarily correlate to concentration because of volume changes, and that we assume a normal distribution which is probably not the case. Therefore these results should be considered as rough estimations. In summary, the use of single-level bistable switches does not seem to be a robust design, as there would be a significant part of the cells where it would not be operative, even though particular implementations may be done.
Bifurcation analysis was also performed with respect to enzymes E 1 (activating) and E 2 (deactivating) leading to relative concentration ranges D E 1T and D E 2T , defined similar to (1)
and
Here, however, the interpretation is different. Rather than robustness against fluctuations in the concentration of the corresponding protein, D E 1T and D E 2T provide information about the range of operativity of the switch; they indicate for which input values (E 1 and E 2 ) the module shows bistability. In this context, the range of multistationarity is again much narrower for modules where multistationarity relies on a distributive mechanism, see Table 2 . Note that, for C3sr, the parameter D E 1 cannot be computed; for an input higher than a certain critical value, the system is 'shifted' to the right cycle and it converts into a single cycle without input and an autocatalytic reaction. Thus, the system is, autonomous and does not depend on the input E 1 (see Figure S4 in the supplementary information).
Conclusions
In this contribution, a set of signal transduction motifs has been analysed with respect to the ability to show multistationarity, a non-linear phenomenon involved in key biological processes, particularly in the handling of signals determining cellular decisions. Therefore the identification of biochemical motifs related to multistationarity can provide important insights into the rationale behind signal processing and the composition of large signal transduction networks from these small motifs.
We have analysed a specific set of motifs present in relevant signalling networks, such as those processing growth factors and cytokines. According to a new domainoriented modelling strategy [17] , these motifs can be combined to set up a variety of signalling networks.
Our goal was to analyse multistability under conditions as realistic and detailed as possible. Thus, we have used a massaction-law description for the enzymatic reaction. Thereby, we avoid the commonly not fulfilled and dangerous assumptions implicit in reduced expressions like Michaelis -Menten kinetics [38, 39] , which have been used in other related works [34, 37] .
For the analysis, a number of methods (bifurcation analysis, identification of PF loops, Feinberg's CRNT and a novel method to characterise the parameter space where multistability is possible [48] ) have been applied, and their results have been compared. Our work shows the applicability of CRNT to signal transduction systems; it provides a fast and reliable method to uncover mechanisms leading to multistationarity (limited by the number of compounds that the toolbox can handle). To be more precise about the nature of the multistationarity, bifurcation methods are required; in our case, they revealed that bistability (a particular form of multistationarity of high biological relevance) was present in all motifs showing multistationarity. Furthermore, the statistical analysis of the bifurcations of these motifs for different parameter sets illustrates the new possibilities which opens a method as that described in [48] , which allows one to analytically characterise the parameter space where multistationarity takes place. Although CRNT provides one set of parameters where multistability takes place, only with the method of [48] it is possible to obtain a sufficiently large number of different vectors of rate constants to perform the quantification of robustness.
On the other hand, the presence of PF in the incidence matrix associated with the Jacobian matrix, even though being a condition for multistationarity, does not seem to be a conclusive tool since PF loops are omnipresent in the Jacobian of virtually any signal transduction network. A more sophisticated analysis of the nature of the feedback loops, however, could help to determine which positive feedbacks have the potential to induce multistability [53] .
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IET Syst. Our analysis shows under which conditions multistationarity can be expected and suggests that, in general, it may not be very robust against concentration fluctuations. Since the noisy nature of signalling and gene expression processes is a well-established fact [54, 55] , the results may pose a word of caution with regard to the biological relevance of single-motif bistability, particularly in the light of recent experimental data in human cells [49] , yeast [50] and bacteria [52] ; the cell-to-cell variation in the protein level within a cell population would shift many cells out of the bistability range of a certain switch.
It may be, however, that single-motif switches, when embedded in cascades with PF regulation, expand their parameter space of bistability [34] . Alternatively, such a switch would be plausible if the concentration of the corresponding protein were subjected to strict regulation. Additionally, it would be interesting to know to what extent the parameter sets leading to a large D A T are physiologically plausible; if they were, it would be tempting to speculate whether they are de facto implemented in cellular networks.
Our analysis also suggests that autocatalytic reactions are stronger promoters of multistationarity than the competition between substrates and enzymes in distributive double-step activation processes. This would argue for a more common use of the former mechanism to obtain robust bistable behaviour.
This contribution provides a first step towards a characterisation of signal transduction building blocks; we have analysed only one (yet essential) property, but certainly other properties such as monotony, dynamics and input/output behaviour should be thoroughly studied. To this end, some previous works exist, mainly applied to activation/deactivation cycles [6, 42, 56, 57, 58] .
One field where these results can be of interest is that of synthetic biology: while designing biochemical systems that are able to perform a particular task, very often bistable behaviour is required, for example to include an irreversible decision-making step. The results of this study may help to find suitable motifs to achieve this property.
Another direction of our future work regards the analysis of multistability and other properties of aggregation of motifs. It is well known that coupling of modules can lead to the appearance of new, emergent properties [21] . Therefore probably unexpected and exciting discoveries wait for us along this path.
Materials and methods
A number of tools have been used and compared in this contribution (see Fig. 1 for a description of their interconnections). First, the methods will be succinctly listed. Later on the method used to obtain the parameter sets leading to multistability will be explained in more detail. † To compute the feedback loops, for each motif we first computed the Jacobian matrix J [ R nÂn with
associated with the corresponding system of differential equations
in Matlab. The algorithm for the detection of feedbacks in the Jacobian matrix is embedded in CellNetAnalyzer [59] , which can be downloaded from [60] . † Feinberg's CRNT was applied using CRNT Toolbox 1.1 (see [61] to download the software). For an introduction to Chemical Reaction Network from the perspective of systems biology, we refer the reader to [26] , and for a deeper understanding of the theory itself to [23, 24] . † The differential equation models were set up with ProMoT [22] , which can be obtained from [62] . † Bifurcation analysis was performed using continuation methods implemented in the software tool DIVA [22] . Although DIVA relies in part on commercial software, Diana (the successor of DIVA), can be obtained for free from [62] . † To estimate the proportion of cells outside the bistable region, we argued, as described in the main text, that if a certain motif has been optimised through evolution to be a switch, it should be as robust as possible against fluctuations of total concentration A T , and thus have a value of A T close to the centre of the bistability region. Therefore the proportion of cells with a value of A T outside the bistability region would be those with
Assuming (as a rough approximation) a normal distribution with a mean of 0 and the typical standard deviation of the protein concentration, one can compute the amount of cells fulfilling (4) as 1 2 F(2D A T /2,D A T /2), where F is the normal cumulative distribution function for a normal distribution with a mean of 0 and a given standard deviation (Fig. 7) . Since it is the closest information available, we assumed for estimation purposes the standard deviation of the concentration to be similar to that of the total amount of protein (0.15 -0.30 for mammal cells [49] 
Parameter sets leading to multistationarity
In [48] a model for the activation an MAPK(K) is analysed with respect to its ability to admit multiple steady states. For this particular model, it is possible to derive a parametrisation of all rate constants k i that are associated with the existence of at least two positive steady states. The same method has been applied here to those motifs where CRNT predicts multistationarity to obtain such a parametrisation of parameter values. The supplementary material for this paper contains this parametrisation for every motif together with a brief description of how it was obtained.
For completeness, this procedure is briefly described. To avoid lengthy mathematical expressions and thus enhance readability and highlight systems-biological consequences of these equations, only a small and simple reaction network is considered. However, this method can be applied to all networks discussed in this paper. For a detailed discussion of the method we refer to [48] and the accompanying supplementary material.
Consider the following reactions between two species
This network is a Deficiency Zero network in the terminology of Feinberg's CRNT and, thus, multistationarity is excluded for the network [40] . Nonetheless it is well suited to demonstrate the methodology used in [48] , as all elements of this methodology can be applied to this network. To apply the procedure, consider the system of ODEs defined by this network in the following notation (where x 1 is the concentration of A and x 2 the concentration of B)
where
and the conservation relation This leads to the following equations
The next step is to subtract the equations in a i from the corresponding equations in b i and applying the natural logarithm. If the definition m i :¼ ln b i /a i is used, the result is a system of equations in m i and l, n
The solution to these equations is given by 
Note that, as l is free, each pair a, b is associated with an infinite set of parameter values. CRNT predicts multistationarity for the networks given in Figs. 3b, 4a, 4b and 4d . All of those networks were treated similar to network (5) (the corresponding equations are given in the supplementary material to this article):
1. For each of the networks, a parametrisation of steady-state pairs was obtained by applying the steps described above.
2. For each of these parametrisations a set of 1000 steady-state pairs was created randomly: (a, b) i ( j)
, i ¼ 1, . . . , 1000 and j ¼ 1, . . . , 4, where j ¼ 1 identifies the network given in Fig. 3b , j ¼ 2 the network given in Fig. 4a , j ¼ 3 the network given in Fig. 4b and j ¼ 4 the network given in Fig. 4d .
