ANALISIS PERTUMBUHAN ASET, PERTUMBUHAN LABA,

RASIO KEUANGAN, UKURAN PERUSAHAAN, DAN

FAKTOR NON KEUANGAN YANG MEMPENGARUHI

PERINGKAT OBLIGASI PERUSAHAAN YANG TERDAFTAR





3.1 Jenis dan Sumber Data
Data yang digunakan dalam penelitian ini adalah data sekunder berupa
data laporan keuangan perusahaan non keuangan penerbit obligasi yang terdaftar
di BEI tahun 2009-2012, data dari Bursa Efek Indonesia yang tersedia secara
online pada situs www.idx.co.id, data laporan keuangan dari website resmi
perusahaan non keuangan yang menerbitkan obligasi, dan juga database peringkat
obligasi perusahaan yang dikeluarkan oleh agen pemeringkat yaitu PT. Pefindo.
3.2 Populasi dan Sampel
Populasi dalam penelitian ini adalah semua perusahaan non keuangan yang
obligasinya terdaftar di Bursa Efek Indonesia pada tahun 2009-2012 dan memiliki
obligasi yang beredar selama tahun tersebut. Sampel dalam penelitian ini dipilih
dengan menggunakan metode penyampelan bersasaran (purposive sampling),
sehingga diperoleh sampel yang representatif sesuai dengan kriteria yang
ditentukan. Adapun kriteria yang digunakan ádalah sebagai berikut:
a. Perusahaan non keuangan yang obligasinya terdaftar di Bursa Efek
Indonesia (BEI) serta beredar secara berturut-turut dari tahun 2009-
2012.
b. Perusahaan non keuangan yang obligasinya terdaftar di PT. Pefindo
serta beredar secara berturut-turut dari tahun 2009-2012.
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c. Perusahaan non keuangan yang tidak menghasilkan kerugian dari tahun
2009-2012.
d. Perusahaan non keuangan penerbit obligasi mempublikasikan laporan
keuangan secara lengkap per 31 Desember dari tahun 2009-2012.
Berdasarkan kriteria tersebut diperoleh populasi sebanyak 14 perusahaan
non keuangan dengan sampel obligasi sebanyak 96 obligasi yang beredar dan
terdaftar di Bursa Efek Indonesia secara  berturut-turut dari tahun 2009-2012.
3.3 Metode Pengumpulan Data
Teknik pengumpulan data yang digunakan dalam penelitian ini adalah
teknik dokumentasi. Data yang digunakan berupa data sekunder yang diperoleh
dari Indonesian Capital Market Directory (ICMD), Fact Book Indonesian Stock
Exchange pada situs www.idx.co.id, data laporan keuangan dan tahunan yang
terdapat pada situs www.idx.co.id dan website resmi perusahaan penerbit obligasi,
serta data peringkat obligasi dari PT. Pefindo.
3.4 Operasionalisasi Variabel












D       =   0 BBB  =  4
C CC = 1 A       =  5
B        =  2 AA    =  6



















∆Eit = ( )( )
Keterangan:
Δ Eit = Pertumbuhan laba i pada tahun t.
Eit    = Laba perusahaan i pada tahun t.

























































Umur obligasi diukur dengan menggunakan
variabel dummy. Pengukurannya dilakukan dengan
memberikan nilai 1 jika obligasi mempunyai umur
antara satu sampai lima tahun dan 0 jika obligasi












Jaminan obligasi diukur dengan menggunakan
variabel dummy. Pengukurannya dilakukan dengan
memberikan nilai 1 jika obligasi memiliki jaminan










Reputasi auditor diukur dengan menggunakan
variabel dummy. Pengukurannya dilakukan dengan
memberikan nilai 1 jika perusahaan penerbit
obligasi diaudit oleh the big 4 dan 0 jika





3.5 Metode Analisis Data
3.5.1 Statistik Deskriptif
Statistik deskriptif berhubungan dengan pengumpulan data dan
peringkasan data, penyamplingan, serta penyajian hasil peringkasan tersebut.
Statistik deskriptif ini akan digunakan untuk mendeskripsikan secara statistik
variabel dalam penelitian ini. Ukuran yang dipakai dalam penelitian ini yaitu nilai
rata-rata (mean), nilai maksimum, nilai minimum, dan standar deviasi.
3.5.2 Uji Kualitas Data
Uji kualitas data dalam penelitian ini menggunakan uji asumsi klasik.
Untuk memperoleh model analisis yang tidak bias dari persamaan regresi
berganda, maka suatu persamaan regresi berganda harus memenuhi asumsi-
asumsi klasik dalam uji asumsi klasik yang terdiri dari uji normalitas, uji
multikolineritas, uji autokorelasi, dan uji heteroskedastisitas.
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3.5.2.1 Uji Normalitas
Ghozali (2005: 110) menyatakan bahwa uji normalitas bertujuan untuk
apakah dalam model regresi, variabel pengganggu atau residual memiliki
distribusi normal. Seperti dikatahui bahwa uji T dan F mengasumsikan bahwa
nilai residual mengikuti distribusi normal. Kalau asumsi ini dilanggar maka uji
statistik menjadi tidak valid untuk jumlah sampel kecil. Ada dua cara untuk
mendeteksi apakah residual berdistribusi normal atau tidak yaitu dengan analisis
grafik  dan uji statistik. Dalam penelitian ini alat uji yang digunakan adalah
dengan analisis grafik histogram, analisis grafik normal probability plot dan uji
statistik dengan One Sample Kolmogorov-Smirnov (1-Sample K-S).
Metode dengan melihat grafik histogram membandingkan data observasi
dengan distribusi yang mendekati distribusi normal. Data observasi yang
menunjukkan pola distribusi normal dapat ditunjukkan dengan kurva berbentuk
lonceng. Untuk metode grafik normal probability plot yaitu membandingkan
distribusi kumulatif dari distribusi normal. Distribusi normal akan membentuk
satu garis lurus diagonal, dan  ploting data residual akan dibandingkan dengan
garis diagonal. Jika distribusi data residual normal, maka garis yang
menggambarkan data yang sesungguhnya akan mengikuti garis diagonalnya.
Uji normalitas dengan uji statistik non-parametrik Kolmogorov-Smirnov
(K-S) dilakukan dengan membuat hipotesis:
1. Jika nilai Asymp. Sig. (2-tailed) kurang dari 0,05, maka H0 ditolak. Hal
ini berarti data residual terdistribusi tidak normal.
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2. Jika nilai Asymp. Sig. (2-tailed) lebih dari 0,05, maka H0 diterima. Hal
ini berarti data residual terdistribusi normal.
3.5.2.2 Uji Multikolonieritas
Uji multikolonieritas bertujuan untuk menguji apakah model regresi
ditemukan adanya korelasi antar variabel bebas (independen). Model regresi yang
baik seharusnya tidak terjadi korelasi di antara variabel independen. Untuk
mendeteksi ada atau tidaknya multikolonieritas di dalam model regresi dalam
penelitian ini menggunakan nilai tolerance dan variance inflation factor (VIF).
Tolerance mengukur variabilitas variabel independen yang terpilih yang tidak
dijelaskan oleh variabel independen lainnya. Jadi nilai tolerance yang rendah
sama dengan nilai VIF tinggi (karena VIF = 1/Tolerance). Nilai cut off yang
umum dipakai untuk menunjukkan adanya multikolineritas adalah nilai tolerance
< 0,10 atau sama dengan nilai VIF > 10 (Ghozali: 2005, 91).
3.5.2.3 Uji Heteroskedastisitas
Uji heteroskedastisitas bertujuan untuk menguji apakah dalam model
regresi terjadi ketidaksamaan varian residual antara yang satu dengan yang lain.
Jika varian residual dari satu pengamatan ke pengamatan yang lain tetap maka
disebut homokedastisitas. Dan jika varian berbeda disebut heteroskedastisitas.
Model regresi yang baik adalah yang homokedastisitas (Ghozali, 2005: 105).
Cara untuk mendeteksi ada atau tidaknya heteroskedastisitas: Melihat
grafik plot antara nilai prediksi variabel terikat (dependen). Dasar analisis:
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1) Jika pola tertentu, seperti titik-titik yang ada membentuk pola tertentu
yang teratur (bergelombang, melebar kemudian menyempit), maka
mengindikasikan telah terjadi heteroskedastisitas.
2) Jika tidak ada pola yang jelas, serta titik-titik menyebar di atas dan di
bawah angka 0 pada sumbu Y, maka tidak terjadi heteroskedastisitas.
Selain mendeteksi heterokedasatisitas dengan menggunakan grafik,
penelitian ini juga menggunakan uji statistik dengan uji koefisien korelasi
spearman’s rho yaitu dengan mengkorelasikan nilai residual dengan masing-
masing variabel independen. Jika signifikansi korelasi kurang dari 0,05 maka pada
model regresi tidak terjadi masalah heteroskedastisitas (Priyatno, 2012: 168).
3.5.2.4 Uji Autokolerasi
Menurut Ghozali (2005: 95) uji autokolerasi bertujuan menguji apakah
dalam model regresi linear ada korelasi antara kesalahan pengganggu pada
periode t-1 (sebelumnya). Jika terjadi korelasi, maka disebut telah terjadi masalah
autokorelasi. Menurut Yamin, dkk (2011: 65) jika hasil pengujian autokorelasi
dengan Durbin-Watson berada dalam daerah tanpa kesimpulan, maka dapat
menggunakan metode pengujian autokorelasi alternatif yang lain.
Dalam penelitian ini peneliti menggunakan metode alternatif untuk
pengujian autokorelasi yaitu dengan uji statistics Q: Box-Pierce and Ljung Box.
Uji statistics Q: Box-Pierce and Ljung Box digunakan untuk melihat autokorelasi
dengan lag lebih dari dua. Kriteria ada tidaknya autokorelasi pada uji statistics Q:
Box-Pierce and Ljung Box adalah jika jumlah lag yang signifikan lebih dari dua,
maka dikatakan terjadi autokorelasi.
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3.5.3 Uji Hipotesis
3.5.3.1 Uji Signifikansi Parameter Individual (Uji Statistik T)
Uji statistik T pada dasarnya menunjukkan seberapa jauh pengaruh satu
variabel penjelas/independen secara individual dalam menerangkan variasi
variabel dependen (Ghozali, 2005: 84). Adapun hipotesis dirumuskan sebagai
berikut:
Ho : b1 = 0
HA : bi ≠ 0
Artinya :
Ho = suatu variabel independen bukan merupakan penjelas yang
signifikan terhadap variabel dependen.
HA = suatu variabel independen merupakan penjelas yang signifikan
terhadap variabel dependen.
Pengujian dilakukan dengan uji t, yaitu dengan membandingkan t tabel
dan t hitung dengan α = 5%. Jika:
a. t hitung > t tabel maka variabel independen berpengaruh secara
signifikan terhadap variabel dependen.
b. t hitung < t tabel maka variabel independen tidak berpengaruh secara
signifikan terhadap variabel dependen.
Uji hipotesis dalam penelitian ini menggunakan regresi linear berganda.
Regresi linear berganda merupakan perluasan dari regresi linear sederhana dengan
dua variabel bebas atau lebih yang digunakan sebagai prediktor dan satu variabel
tergantung yang diprediksi.
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Bentuk persamaan yang digunakan sebagai berikut:
Sumber: Ghozali (2005: 214)
Keterangan:
Y = Peringkat Obligasiα = Konstanta
β1- β9 = Koefisien regresi
X1 = Pertumbuhan Aset
X2 = Pertumbuhan Laba
X3 = Current ratio
X4 = ROA
X5 = DER
X6 = Ukuran perusahaan (size)
X7 = Umur obligasi (maturity)
X8 = Jaminan Obligasi (secure)
X9 = Reputasi auditor
e = Standard Error
3.5.3.2 Uji Signifikansi Simultan (Uji Statistik F)
Uji statistik F pada dasarnya menunjukkan apakah semua variabel
independen atau bebas yang dimasukkan dalam model mempunyai pengaruh
secara bersama-sama terhadap variabel dependen/terikat (Ghozali, 2005: 84).
Y = α + β1 X1 + β2 X2 + β3 X3 + β4 X4 + β5 X5 + β6 X6 + β7 X7 + β8 X8 + β9 X9 + e
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Pengujian dilakukan dengan menggunakan significance level 0,05 (α=5%),
dimana:
Ho : b1 = b2 = ..........= bk = 0
HA : b1≠ b2 ≠ .......... ≠ bk ≠ 0
Artinya:
Ho = semua variabel independen bukan merupakan penjelas yang
signifikan terhadap variabel dependen.
HA = semua variabel independen secara simultan merupakan penjelas
yang signifikan terhadap variabel dependen.
Pengambilan keputusan untuk hipotesis dilakukan dengan kriteria sebagai
berikut:
a. F hitung > F tabel maka seluruh variabel independen secara bersama-
sama berpengaruh secara signifikan terhadap variabel dependen.
b. F hitung < F tabel maka seluruh variabel independen secara bersama-
sama tidak berpengaruh secara signifikan terhadap variabel dependen.
3.5.3.3 Koefisien Determinasi
Koefisien Determinasi (R2) mengukur seberapa jauh kemampuan model
dalam menerangkan variasi variabel dependen. Nilai koefisien determinasi adalah
antara nol dan satu. Nilai R2 yang kecil berarti kemampuan variabel-variabel
independen dalam menjelaskan variabel-variabel dependen amat terbatas. Nilai
yang mendekati satu berarti variabel-variabel independen memberikan hampir
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semua informasi yang dibutuhkan untuk memprediksi variabel-variabel dependen
(Ghozali, 2005: 83).
