We show that the dissipation rate bounds the rate at which any rare process can be performed in stochastic systems far from equilibrium. Namely, for weak noises we prove the fundamental tradeoff Ṡ e T ≥ kB between the entropy flow Ṡ e into the reservoirs and the mean time T to complete a process. This is a novel form of dissipation-time uncertainty relation: the smaller the dissipation, the larger the time to perform a process. This classical speed limit is tight, since it is saturated by the process of mass transport described by drifted diffusion.
Despite operating in noisy environments, complex systems are capable of actuating processes at finite precision and speed. Living systems in particular perform processes that are precise and fast enough to sustain, grow and replicate themselves. To this end, nonequilibrium conditions are required. Indeed, no process that is based on a continuous supply of (matter, energy, etc.) currents can take place without dissipation.
Recently, an intrinsic limitation on precision set by dissipation has been established by thermodynamic uncertainty relations [1] [2] [3] [4] [5] [6] . Roughly speaking, these inequalities state that the squared mean-to-variance ratio of currents is upper bonded by (a function of) the entropy production. Despite producing loose bounds for some specific models [7, 8] , their fundamental importance is undeniable as they demonstrate that thermodynamics broadly constrains nonequilibrium dynamics [9] .
For speed instead, an equivalent limitation set by dissipation can only be speculated. For example, we know from macroscopic thermodynamics that to deliver finite power thermodynamic machines will produce entropy. Yet, a constraint on a par with thermodynamic uncertainty relations, only based on dissipation, is still lacking.
Efforts in this direction have appeared lately [10, 11] , inspired by research on quantum speed limits which are bounds on the time needed to transform a system from one state into another [12] . When extended to classical stochastic dynamics, these relations acquire a somewhat formal appearance [13] [14] [15] [16] . In their most explicit form they bound the distance between an initial state and a final one at time t-technically, the 1-norm between the two probability distributions-in terms of the chosen time t, the dissipation, and other kinetic features of the system [13] . However, many systems of interest, especially biological ones, operate under stationary (or timeperiodic) conditions [17] . They do not involve any (net) transformation in the system's state. The changes are confined to the reservoirs that fuel the nonequilibrium dynamics via mass or energy exchanges, for instance. Furthermore, the kinetic features of these systems are hardly known [18, 19] .
We show in this letter that the dissipation alone suffices to bound the pace at which any stationary (or time-periodic) process can be performed. To do so, we set up the most appropriate framework to describe nontransient operations. Namely, we unambiguously define the process duration by the first-passage time for an observable to reach a given threshold [20] [21] [22] [23] . We first derive a bound for the rate of the process r, uniquely specified by the survival probability that the process is not yet completed at time t [24] . Then, for rare nonequilibrium processes that posses a constant rate, we obtain an uncertainty relation between the average duration of the process T = 1/r and the mean dissipation rate in the reservoirs Ṡ e . This novel speed limit applies to far from equilibrium system affected by weak fluctuations. The letter can arise in presence of weak noise [25] , as found in transition state theory [26] or in macroscopic fluctuation theory [27] , and when the processes is set by large thresholds [20] . Under this conditions the bound is optimal, since we show that it is saturated in diffusions with constant drift.
We start by considering stochastic trajectories ω t of duration t-a list of states x t ′ with t ′ ∈ [0, t]-in a space Ω t with a stationary probability measure P (ω t ) = P (ω t |x 0 )ρ(x 0 ), with ρ(x 0 ) the stationary probability density of state x 0 . We can think of ω t as a diffusion or a jump process describing a nonequilibrium system subjected to the action of nonconservative forces which may be mechanical or generated by reservoirs with different temperature or chemical potentials, for instance. Also non-Markovian dynamics [26] or unravelled quantum trajectories of open systems [28] may fit into the following framework. We introduce the stopping time τ := inf{t ≥ 0 : O(ω t ) ∈ D} as the minimum time for an observable O : Ω t → R to reach values belonging to a specific domain D ⊂ R, loosely referred to as 'threshold'. The observable O, the threshold D, and the time τ , define the physical process and its duration. For concreteness, τ may be the minimum time to displace a mass, or to exchange a given amount of energy or of particles with a reservoir. In general, it represents the time needed for a specific physical process to be carried out by the system. We next identify the space of 'absorbed' trajectories at time t, Ω a t , such that if ω t ∈ Ω a t then O(ω t ) ∈ D. They correspond to trajectories in which the process has been completed. The remaining trajectories ω t ∈ Ω s t = Ω t /Ω a t , during which the process has not been completed, are called 'survived'. The probability that at time t the process is not yet completed is expressed by the survival probability p s (t) := Prob(τ > t), which by definition satisfies p s (0) = 1 .
We then consider the (involutive) transformation ω t → ω t for ω t ∈ Ω s t that time-reverses the order of the states x t ′ (possibly changing sign, according to their parity). This allows to define the log ratio
We note thatP (ω t ) = P (ω t |x 0 )ρ(x 0 ) is the probability measure of time-reversed trajectories evolving with the original dynamics but in general starting from an arbitrary probability distributionρ(x 0 ) (normalized by the survival probability of the reversed dynamics to ensure normalization ofP (ω t ) on Ω s t ). If the dynamics obey local detailed balance [29, 30] , Σ = t 0 dt ′Ṡ e + ∆ splits into the time integral of the entropy flux in the reservoirs
As a result of probability conservation,
the survival probability satisfies a modified integral fluctuation relation
Hereafter, . s denotes a normalized average on the set of survived trajectories Ω s t , which correspond to choosing the stationary probability ρ forρ, normalized by the survival probability of the reversed trajectories. One should note that (3) was derived in Ref. [31] [32] [33] as a generalized fluctuation theorem holding when a subset of forward trajectories have no time-reversal equivalent. Our crucial new ingredient is to define Ω a via the choice of an observable and a threshold, and to assign stopping times to trajectories in that subset.
As a consequence of Jensen's inequality, (3) yields
which gives a bound on the pace at which the process proceeds. Since p s is positive and monotonically decreasing, one often defines the instantaneous rate r(t) of the process as [34] 
Because of (4), its integral is bounded by
Note that the lefthand side of (6) depends implicitly on r. Still, when the mean time of the process exists, i.e. when τ = ∞ 0 dt p s (t) =: T is finite [24] , (6) can be turn into a bound on T . In particular, an explicit trade-off between dissipation and time can be derived for processes that display a constant characteristic rate, so that r = 1/T . Indeed, for all times t ≪ 1/r the absorbing condition is ineffective, i.e Ω s t and Ω t almost coincide. Thus the mean rate of entropy flow is well approximated by its constant value in absence of absorbing conditions Ṡ e . On the same timescale, ∆ s is negligible for far from equilibrium systems in which t 0 dt ′ Ṡ e = Ṡ e t grows extensive, thus being the dominant contribution to Σ. Hence, under these assumptions (6) simplifies to our main result: the dissipation-time uncertainty principle
The fundamental implication of this result is that to realize a rare nonequilibrium process in a given (average) time T at least k B /T must be dissipated in the reservoirs. Rare processes are effectively Poissonian processes on long timescales compared to the fast microscopic dynamics. They arise in two broad classes of problems. First in the presence of weak noise, which is typically the case for problems described by transition state theory, or by macroscopic fluctuation theory where fluctuations are exponentially suppressed in the system size. Second, for large thresholds, i.e. when the domain D can be reached only by atypical fluctuations. We now illustrate these two cases on paradigmatic models. The first represents overdamped particle transport in one spatial dimension. The dynamics follows the Langevin equatioṅ
with periodic boundary conditions in x ∈ [0, 2π]. Here, (k B β) −1 denotes temperature, ξ is a standard Gaussian white noise, and U (x) = a cos(x) − f x is a periodic potential including a constant nonconservative tilt f . We focus on the stationary regime and define the process of transporting the coordinate x over N periods, i.e.
This model describes a wealth of transport processes ranging from loaded molecular motors [35] to electrons across Josephson junctions [36] . The (dimensionless) entropy flow in absence of absorbing conditions reads
1,000 2,000 3,000 4,000 where j and ρ are the stationary Fokker-Plank current and probability distribution associated to (8) , respectively. When β −1 is small with respect to the smaller energy barrier ∆U , escaping from the tilted potential well is a weak noise problem [37] . Then (7) applies as the process (11) unfolds with a single rate, which can be roughly estimated as the product of N Arrhenius factors, i.e. r ∼ e −N β∆U (see Fig. 1 ). Also, the stationary distribution is well approximated by the local-equilibrium distribution ρ(x) ∼ e −βU(x) and the entropy flow with absorbing boundary conditions by the entropy flow without it Ṡ e s ≃ Ṡ e (see Fig. 1 ) [38] . Note however that these analytical estimation of Ṡ e and r break down in two limits, when f → 1 and when f → 0. With f → 1, i.e. the value for which ∆U → 0, the weak noise assumption becomes invalid. With f → 0, i.e. close to detailed balance dynamics, the small current towards the absorbing state becomes the relevant contribution to Σ s , which is no longer well approximated by Ṡ e . Nonetheless, within its range of validity, the analytical estimation shows that (7) becomes tighter as the distance from equilibrium increases (see inset in Fig. 1 ).
Remarkably, it can be proved that (7) holds with equality for the dynamics (8) with a = 0, when considering the process of transporting the coordinate x to either 0 or L, i.e.
This corresponds to diffusion with a constant drift in the presence of absorbing conditions in x = 0 and x = L. The associated state probability at time t is given by the series ρ t (x) = ∞ n=1 c n e −rnt exp(f β/2) sin(nπx/L) with decay rates r n = f 2 β + n 2 π 2 /(βL 2 ) and coefficients c n depending on the initial conditions [39] . In the limit of weak noise, i.e. β → ∞, and/or large system size L → ∞, all modes n = 1 are irrelevant and the probability decays with a single rate r 1 = f 2 β = Ṡ e /k B . This coincides with the entropy flow of drifted diffusion without absorbing conditions, i.e. (10) at a = 0. Thus, since p s (t) ≃ e −r1t , the mean time to reach the boundaries x = {0, L} is T = 1/r 1 up to subleading terms of order β/L 2 and the bound (7) is saturated.
The second example represents energy transfer between two heat baths (at inverse temperatures k B β 1 and k B β 2 , respectively) mediated by a two-level system. The latter performs Markovian jumps (corresponding to Poisson processes dN ν i→j ) between the two states i = {1, 2} of energy ǫ i with rates w ν i→j = e −βν (ǫj −ǫi)/2 associated to the baths ν = {1, 2}. We define the process as the transfer of the energy E in a fixed time δ into, e.g., the bath ν = 2:
One may think of E as an activation energy (e.g., of reaction [40] ) and of δ as the timescale over which it may be dissipated. For large δ −1 and/or E (with respect to the rates w ν i→j and the energy gap |ǫ 1 − ǫ 2 |, respectively) the process is realized by large fluctuations and, therefore, is rare. Since the rate r and the entropy flow Ṡ e s ≃ Ṡ e = k B (1/β 1 − 1/β 2 )(e ǫβ 2 2 − e ǫβ 1 2 )(e ǫβ 2 2 + ǫβ 1 2 + 1) −1 are constant, as shown in Fig. 2, equation (7) holds true. Note that in a similar setting, i.e. a large threshold for O, a complementary result based on large deviations theory is known, which holds when O is an integrated current [20] (resp. counting observable [21] ) scaling linearly with t. It lower bounds T 2 by the variance of τ times the entropy production (resp. the dynamical activity) . Our theory, instead, provides an upper bound only based on entropy production and allows to consider more general observables O that are not extensive in the trajectory duration t.
We then come back to the general theory, seeking extensions of the inequalities (6) and (7) beyond stationarity. Systems subject to time-dependent driving can be treated with a slight modification of the above derivation which includes time-reversal of the driving protocols λ(t ′ ) → λ(t − t ′ ) both in the dynamics and in the initial probability of time-reversed trajectories [41] . Without conditioning on O, the system is in a periodic steady state with ρ the associated probability depending parametrically on λ. Then, (6) generalizes to
which bounds the rate in the forward process with the dissipation in the backward dynamics. Importantly, (6) is recovered for time-symmetric driving protocols for which forward and backward dynamics coincide. Moreover, rare processes with sufficiently fast driving of small amplitude are still characterized (for t ′ much larger than the driving period t d ) only by the constant time-averaged rater := 1
. For such processes, (7) holds in the integrated form
Our approach still holds in the most general case of driven transient dynamics. Eqs. (4) and (6) remain valid but their use can be impractical. On one hand, for processes with a survival probability decaying as a power-law p s (t) ∼ 1/t γ , the definition (5) is rather ad hoc since no characteristic timescale exists (the average time T even diverges for γ ≤ 1). On the other hand, the boundary term ∆ s can become dominant and hard to estimate, being dependent on the survival probability itself. Note that the boundary term is relevant also for detailed balance dynamics, in which Σ s = 0 even in the absence of nonconservative forces due to the normalization on Ω s t . This clarifies how our results are complementary to the other classical speed limits, since our formalism is specifically tailored to different processes, which are marked by transformations in the reservoirs instead of in the system.
In summary, resorting to the concept of first passage time we have defined the physical process that a stochas-tic system can perform. This allowed us to describe stationary (resp. periodic) processes, that do not involve (resp. any net) transformation of states, and to define unambiguously the pace at which the process advances. Irrespective of the stochastic dynamics, we have provided an upper bound on the rate at which any other process is performed. This result becomes particularly useful for rare processes-e.g. realized by weak fluctuations or defined by large thresholds-far from equilibrium, where the bound reduces to the entropy flow in the reservoirs.
Our main result, (7) , asserts that a large dissipation allows for a fast process. But this does not imply that increasing dissipation will necessarily speed up the process. As for thermodynamic uncertainty relations [7, 8] , kinetics aspects of the dynamics are essential to determine the tightness of the bound [42] . For the case of one-dimensional diffusion with a constant drift, we have shown that the process of transporting mass probability in the limit of small temperature and/or large system size saturates the bound (7) . Such result was known in the theory of deterministic dynamical systems, namely, that escape rate and dissipation coincide in open Hamiltonian systems where particle leakage on large scales is compatible with a purely diffusive process [43, 44] . This suggests that the connection between our framework and the escape-rate theory of deterministic systems [45] should be deepened, in particular for hyperbolic ones where the role of weak noise is taken up by chaos to produce a constant escape rate r.
Furthermore, our results, the recent work on the second law at stopping times [23] , and the renewed fundamental interest in unstable dynamics [46, 47] calls for an extension of stochastic thermodynamics to systems with escape. Finally, the dissipation-time uncertainty relation, together with the recent thermodynamic uncertainty relations show manifestly how thermodynamics constrains nonequilibrium dynamics. And it hints at a general emerging tradeoff between speed, precision, accuracy and dissipation [48] [49] [50] [51] , in which the role of information [52] [53] [54] [55] only awaits to be explicitly uncovered.
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