Osmotically driven flows in systems of parallel porous pipes by Rademaker, Hanna et al.
Osmotically driven flows in systems of parallel porous pipes.
Hanna Rademaker, Kaare Hartvig Jensen and Tomas Bohr1
Department of Physics, Technical University of Denmark, 2800 Kgs. Lyngby,
Denmark
24 September 2018
We study the flow of water and solutes in linear cylindrical pipes with semiperme-
able walls (membranes), driven by concentration differences across the membranes,
inspired by the sieve tubes in conifer needles, to understand the pressures and flow
rates for given solute concentrations as well as the viscous energy dissipation. Using
the Mu¨nch-Horwitz equations, we review the results for velocities and pressures of
osmotic flow in a single pipe with constant concentration obtained in the context
of conifer needles in ref [12]. Here, the most important result is the appearance of
a characteristic length Leff such that flows in pipes much longer than Leff leave a
stagnant zone near the tip. For the case of constant loading, we show that the results
for the flow velocities are similar as long as the concentrations do not build up to
un-physically large values. We extend these results to flows with an arbitrary concen-
tration profile, proving that relaxing the assumption of constant solute concentration
c = c0 cannot lead to larger outflows, as long as the local concentration never exceeds
c0. We compute the viscous dissipation W˙ for a single pipe of length L modelling
the pores of the membrane as a system of cylindrical pipes, giving the simple form
W˙ = (p(0) −RT c(0)) Q(0) − (p(L)−RT c(L))Q(L)− ∫ L
0
RTc′(x)Q(x) entirely
expressed in terms of the hydrodynamical variables with no material parameters.
An alternative derivation shows that the result is quite general, independent of the
precise shape of the pores. We give analytical solutions for velocities, resistances and
dissipation in systems of coupled pipes with a power law distribution of lengths and
with constant concentration. The same intrinsic length Leff appears, and dissipation
and resistance appear to be monotonic in the power law exponent.
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I. INTRODUCTION
Osmotically driven flows are very important for plants, where the difference in sugar
concentration between the leaves and the roots is believed to be responsible for driving the
flow in the phloem and thus the export of sugar from the leaves - the so-called Mu¨nch hy-
potheses (see e.g.7). In animals, osmosis is of course also of great importance; however, the
vascular flows there are typically not driven by osmosis, but by the heart. Consequently the
understanding of the basic fluid mechanics of osmotically driven flows has been considerably
less developed than normal pressure driven pipe flows. In the present paper we derive the
basic relations for flow velocities, pressures and energy dissipation in the simplest possible
context: that of stationary flow in single pipes and systems of coupled parallel pipes with
porous walls. This geometry is relevant e.g. for conifers or grasses, whose venation pattern
is linear and whose phloem tubes can be well represented as pipes of constant radius2,3,13–15.
In line with the Mu¨nch hypotheses, we assume that the flow is generated by differences in
osmotic pressure inside and outside the pipes and thus that the concentration of solute inside
the pipe has a given, specified profile, usually taken to be constant. Outside the walls we
assume uniform conditions, i.e. constant pressure and concentration. For the treatment of
the flow through the porous walls, and the viscous dissipation generated thereby, we assume
that it can be treated by classical fluid mechanics. Again, this is a simplification, since
the most important class of pores in plant cell membranes are aquaporins whose diameters
approach the size of a water molecule, and where thus the use of classical fluid mechanics is
debatable6. For definiteness, we shall call the solute “sugar”, although it could be basically
any neutral solute, which cannot pass the pipe walls. Finally, we use the van’t Hoff approx-
imation for the osmotic pressure: Π ≈ RTc, where c(x) is the concentration, R is the gas
constant and T is the temperature.
The assumption that the concentration profile has a given shape means that we are not
explicitly treating the inflow of sugar. For plants, this would correspond most directly to
the “active loading” species (see e.g.7), where the sugar is actively transported into the sieve
tubes by proteins in the cell membrane and the water comes in passively through the aqua-
porins also present in the cell membranes. Another possibility utilized by many plants (in
particular large trees including conifers) is to transport the sugar and water together through
plasmodesmata. This would not correspond to a simple osmotically driven flow because the
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flow through the plasmodesmata, which are considerably wider than the aquaporins, is pre-
dominantly driven by pressure differences7. Thus, this latter mechanism requires a more
detailed modelling of the water and sugar flow in the “pre-phloem” outside the tubes (to
where the osmotic intake is then primarely relgated), and will not be done in the present
paper, except in section II.B, where we consider the situation where water and sugar are
loaded together at a uniform rate. And, in fact, our treatment of systems of parallel pipes
(Section V) assumes that they are strongly coupled, and thus the existence of plasmodes-
mata. Also, no great concentration differences inside phloem tubes of a needle have been
observed, so the plants seem to be able to “target” the sugar flow such that a constant
concentration is upheld (see section II for a closer discussion of loading mechanisms).
The results on the flow rates for a single tube with constant concentration (Section IIA
and B) together with data regarding the sizes of pine needles has already been given in12.
The aim of the present paper is the basic fluid mechanics, and we have thus chosen to derive
these results briefly again, but now starting from the basic governing equations (section II).
The main result is that the flow in pipes longer than an “effective” length Leff, determined
by the pipe radius, the permeability of the pipe walls and the viscosity of the fluid, becomes
very small. We then compare with another simple model: constant sugar loading, and find
that the results are not that different, as long as this does not demand unrealistically high
concentrations to build up.
Then, in section III, we derive results for a general given sugar concentration profile. We
show that the constant concentration case is in some sense optimal. In section IV we then
evaluate the energy dissipation for the flow through a single pipe and how it deviates from
that of a simple non-porous pipe flow. In the latter case the flux Q is constant along the pipe
and the energy dissipation is simply W˙ = Q∆P , where ∆P = p(0) − p(L) is the pressure
drop. In the osmotically driven case this becomes W˙ = (p(0) −RT c(0)) Q(0) − (p(L)−
RT c(L))Q(L) − ∫ L
0
RTc′(x)Q(x) which, remarkably contains no material parameters (like
Lp). These parameters then appear only in the relation between Q and p. In the final section
(V), we then generalise our results to systems of coupled pipes, with a power law distribution
of lengths (as in the sieve tubes of conifer needles), using the methods developed in15. It
turns out that the results are similar, except that the hyperbolic functions characterizing
the single pipes are replaced by modified Bessel functions with very similar properties.
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II. THE MU¨NCH-HORWITZ EQUATIONS AND THEIR SOLUTION FOR
A SINGLE PIPE
We consider a system as shown in Fig. 1 with an open permeable pipe or tube inside
a medium. In plants the sieve tubes of the phloem are roughly of this form, and in the
leaves their radii (r0) are in the µm regime while their length (L) is centimetric. The slender
(lubrication) approximation used by1 to describe such flows is thus extremely well-suited.
Aldis showed that in the lubrication approximation, the stationary flow field has the form
vr(r, x) = f(r)v0(x) (1)
vx(r, x) = g(r)V0(x) (2)
where
f(r) =
r3
r30
− 2 r
r0
(3)
g(r) =
[
1− r
2
r20
]
4
r0
(4)
and where v0(x) is the radial osmotic inflow given by
v0(r, x) = vr(r0, r) = Lp
[
RTc(r0, x)− p(r0, x)
]
(5)
and
V0(x) =
∫ x
0
v0(x
′)dx′. (6)
In the lubrication approximation the pressure does not vary over the pipe cross-section. If
the solute is also “well-stirred”, we can drop the r-dependence also for the concentration
and replace the boundary condition (6) by a mean value expressed in terms of the average
fields c(x) = c¯(r, x), p(x) = p¯(r, x) and
u(x) = v¯x(r, x) =
2
r0
V0(x) =
2
r0
∫ x
0
v0(x
′)dx′ (7)
averaged over the cross-section. This can be done if the radial Pe´clet number Pe´ = v0L/D,
where D is the molecular diffusion, is small enough (see Jensen et al. 7 for more details), and
one finds for the average fields:
du
dx
=
2Lp
r0
(RTc(x)− p(x)) (8)
4
FIG. 1. A tube of length L and circular cross-section of radius r0, is filled with solute of concentra-
tion c. Water is osmotically dragged in from the surrounding medium (curved arrows) and creates
a bulk flow of speed u (central dashed arrow) along the positive x-direction of the tube which is
closed at x = 0 and open at x = L. The boundary conditions are specified as u(0) = 0 and the
value of the pressure p(L) at the outlet.
and similarly for the flow rate Q(x)
dQ
dx
= pir20
du
dx
= 2pir0Lpv0 = 2pir0Lp(RTc(x)− p(x)). (9)
The pressure varies along the tube following Darcy’s law:
dp
dx
= −8η
r20
u(x) = − 8η
pir40
Q(x) (10)
These equations (called the Mu¨nch-Horwitz equations) should be supplemented by an equa-
tion for the sugar loading, i.e., the change in the sugar flux along the pipe
Υ(x) =
d(uc)
dx
, (11)
defining the loading function Υ(x). Here, again, we have neglected molecular diffusion,
assuming that the molecular diffusion coefficient D  u0L, where u0 is a typical velocity
and L is the length of the pipe (see Jensen et al. 7 for more details). Such loading functions
are not known in detail, but several simple models have been used for various cases, as
reviewed by Lacointe & Minchin 10 . For analytical work constant loading (d(uc)/dx = const)
and constant concentration (Υ(x) = c du/dx) has been used, as discussed in more detail in
the following. In the latter case one assumes that the loading function is able to keep the
concentration c(x) constant c = c0 throughout the tube. This does not seem far from the
situation in many plants and it is close to the situation obtained from “target concentration”
models8,10.
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Introducing dimensionless variables as
s = x/L (12)
U(s) = u/u∗ (13)
P (s) = p/p∗ (14)
C(s) = c(s)/c0 (15)
¯Υ(s) =
Υ
Υ∗
(16)
with characteristic scales:
u∗ =
2LLpRTc0
r0
(17)
p∗ = RTc0 (18)
Υ∗ =
u∗c0
L
=
2LpRTc
2
0
r0
(19)
we can rewrite the equations (8) and (10) as
dU
ds
= C(s)− P (s) (20)
dP
ds
= −M U(s) (21)
d(UC)
ds
= Υ¯(s) (22)
where the Mu¨nch number, M , is
M =
16ηLpL
2
r30
, (23)
and since the square root of the Mu¨nch number will recur frequently, so we shall give it its
own symbol m =
√
M . If we introduce the “wall length”
l0 = ηLp (24)
which is a material parameter describing the porosity of the pipe (the ratio of the area of
the pores in the porous wall to their length, see9) and typically has values around 10−17 m
in plants, we can write m in terms of two important aspect ratios
α =
r0
L
(25)
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which is the aspect ratio of the system, typically around 10−3 in conifer leaf veins, and
β =
l0
r0
(26)
with typical values around 10−11. Then
m =
√
M = 4
√
β
α
= 4l
1/2
0 r
−3/2
0 L (27)
which is proportional to L.
A. Solution with constant concentration
For constant c = c0 we now combine (20) and (21) in the form
d2U
ds2
= m2U(s) (28)
with the general solution
U(s) = A sinh(ms) +B cosh (ms) (29)
with the constants A and B to be determined. In this case there is no new information in
the loading equation (22). It is only telling us that ¯Υ(s) = U ′(s).
As a boundary condition, we assume that the velocity at the beginning of the tube is
known
u(0) = U0 (30)
which determines
B = U0. (31)
Together (20) and the first derivative of (29) give A in terms of the pressure at the beginning
of the tube P (0) = P0, as:
A = m−1 (1− P0). (32)
To determine P0, we integrate (21):
P1 = P (1) = P0 −m2
∫ 1
0
U(s)ds = P0 + (1− P0) (1− coshm)−mu0 sinhm (33)
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or
1− P0 = 1− P1
coshm
−mU0 tanhm. (34)
Using this result in (32) we get the final expression for U :
U(s) =
1
m
(1− P1)sinh (ms)
coshm
+
U0
coshm
(coshm cosh (ms)− sinhm sinh (ms)) (35)
=
1
m
(1− P1)sinh(ms)
coshm
+
U0
coshm
cosh(m(1− s)). (36)
The velocity reached at the end of the tube is then
U(1) = (1− P1)tanhm
m
+
U0
coshm
. (37)
Returning to dimensional variables, the solutions (for u0 = 0) are
u(x) =
2LpL
r0m
(RTc− p(L))sinh
(
m x
L
)
coshm
(38)
Q(x) =
2pir0LpL
m
(RTc− p(L))sinh
(
m x
L
)
coshm
(39)
RTc− p0 =RTc− p(L)
coshm
. (40)
To understand the form of the flow field, we can rewrite (38) as
u(x) =umax
sinh
(
x
Leff
)
cosh L
Leff
(41)
with
umax =
2LpLeff
r0
(RTc− p(L)). (42)
where the basic lengh Leff is defined as
Leff =
L
m
=
r
3/2
0
(16Lpη)1/2
. (43)
Pipes that are substantially larger than this length will carry very little additional current,
and the reason is that the velocity remains very small until a distance of approximately Leff
from the base. If we fix umax, u will vary along the tube as shown in Fig. 2, for different L.
Note that the slope of the curves at small ms (i.e., m/ coshm) is a non-monotonic function
of m with a maximum at m = L/Leff ≈ 1.2. Fig. 3 shows the velocity at the end of the pipe
u(L) =umax tanh
L
Leff
(44)
8
L/L    = 0.1eff
L/L    = 10.0eff
L/L    = 1.0eff
FIG. 2. Velocity u along a single pipe as function of s = x/L for different L/Leff as given by Eq.
41, normalized by umax given by (42).
0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
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L/Leff
u
(L
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u
m
a
x
FIG. 3. Velocity u(L) at the end of a single tube as given by (44), normalized by umax given by
(42).
which approaches umax for large L/Leff. In that regime, very little is gained by making the
pipe longer: the sugar is only transported within the last segment of length of the order Leff,
and the output flux remains fixed at umax. Thus the entire region from the tip to a distance
Leff from the base will be basically stagnant.
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For the loading rate, we get similarly
Υ(x) =
d(uc)
dx
=
c umax
Leff
cosh
(
x
Leff
)
cosh L
Leff
=
2Lp
r0
c(RTc− p(L))
cosh
(
x
Leff
)
cosh L
Leff
= Υ∗
(
1− p(L)
RTc
) cosh( x
Leff
)
cosh L
Leff
(45)
where Υ∗ is defined in (19), which varies from Υ∗ (1− p(L)/RTc) at the base (x = L) to
Υ∗ (1− p(L)/RTc)
(
cosh L
Leff
)−1
at the tip (x = 0), and for large m = L/Leff the loading
rate near the tip thus becomes exponentially small.
B. Solution with constant sugar loading
For constant loading, we have, from (11), neglecting molecular diffusion
du(x)c(x)
dx
= j′(x) = Υ = const (46)
where j(x) = u(x)c(x) = u(x)c(x) is the axial sugar current. Thus, the corresponding sugar
flux is J(x) = Q(x)c(x) = Γx where Γ = pir20Υ is the loading rate in moles pr. meter pr.
second, and we have used the boundary condition J(0) = 0. This can be expressed as
c(x) =
Γx
Q(x)
(47)
The additional equations are (9)-(10)
Q′(x) = 2pir0Lp
(
RT
Γx
Q
− p
)
(48)
p′(x) = −σQ = − 8η
pir40
Q (49)
Multiplying the Mu¨nch equation with Q and using the Darcy equation
QQ′(x) =
1
2
dQ2
dx
= 2pir0Lp (RTΓx− pQ) = 2pir0Lp
(
RTΓx+
1
σ
pp′
)
(50)
= 2pir0Lp
(
RTΓx+
1
2σ
dp2
dx
)
(51)
which can be integrated over x as
Q2 =
1
σ2
(p′(x))2 = 2pir0Lp
(
RTΓx2 +
1
σ
p2
)
+ const (52)
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or
(p′(x))2 = 2pir0Lp
(
RTΓσ2 x2 + σp2
)
+ const (53)
Using s = x/L:
(p′(s))2 = 2pir0Lp
(
RTΓσ2L4 s2 + L2σp2
)
+ const (54)
The Mu¨nch number is
M =
16ηLpL
2
r30
= 2pir0LpL
2σ (55)
so we can write
(p′(s))2 = M
(
K2 s2 + p2
)
+ const (56)
where
K2 = RTΓσL2 =
8ηRTΓL2
pir40
(57)
and K is a pressure scale. Using the dimensionless pressure
P =
p
K
(58)
we get
1
M
(P ′(s))2 = s2 + P 2 + const (59)
Now, p′(s) = −σLQ and therefore it is zero at s = 0. Thus the constant must be −P 2(0) =
−P 20 (M) and we can write
1
M
(P ′(s))2 = s2 + P 2 − P 20 (60)
and since Q is positive P ′(s) is negative and we can take the square root as
P ′(s) = −m
√
s2 + P 2 − P 20 (61)
where m =
√
M , with the boundary condition P (1) = 0. We do not know P0 a priori - it
has to be found as part of the solution. It is therefore a function of M .
If we concentrate on the case where P (1) = 0, we have
P ′(1) = −m
√
1− P 20 (62)
and in order for that to be well-defined, we must have P0 < 1. For a given P0 there is a
limiting “zero-cline” in the (s, P )-plane where P ′ = 0 for all s. This is the circle
s2 + P 2 = P 20 (63)
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or
P¯P0(s) =
√
P 20 − s2 (64)
below this quarter-circle, P ′(s) is not well-defined (complex). For very large m =
√
M the
solution P0 → 1 and
P (s)→ P¯1(s) =
√
1− s2 (65)
Conversely, at small m, P0 → 0 and the solution approaches the constant P (s) = 0. The
situation is shown in Fig 4, where m =
√
M = 3 and P0 ≈ 0.75. The outer blue curve is
the asymptotic P¯1(s) valid for m→∞ (where P0 → 1) The dashed curve is P¯P0(s) the line,
where P ′(s) = 0, so the entire blue region is forbidden since P ′(s) would be imaginary. The
solution (shown in black) interpolates between the dashed and the blue curves.
FIG. 4. The general solution P (s) (shown in black) for the case of constant loading as function
of s = x/L. The solution interpolates between the outer blue circle, the asymptotic solution P¯1(s)
(65), and the dashed circle P¯P0(s) (64), where P
′(s) = 0. The blue region is forbidden since P ′(s)
would be imaginary.
For small m, we can expand in a power series
P (s) ≈ P0 − 1
2
Bs2 (66)
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where the first order term in s vanishes since P (0) = P0 and thus P
′(0) = 0. Inserting this
expression into (61) gives
B = m
√
1− P0B (67)
Further, the condition P (1) = 0 gives B = 2P0 and inserting this into (68) gives us P0(m)
as
P0 ≈ m√
4 + 2m2
≈ 1
2
m (68)
for m 1.
For the dimensional variables, we get
p(x) = KP (s) =
√
8ηRTΓ
pir40
LP (69)
with the limiting form m 1 (65):
p(x) = KP (s) =
(
8ηRTΓ(L2 − x2)
pir40
)1/2
(70)
and
p(0) = KP0 =
(
8ηRTΓ
pir40
)1/2
L (71)
To get Q, we use
p′(x) =
K
L
P ′(s) = −σQ = −
(
8η
pir40
)
Q (72)
so that
Q = −pir
4
0K
8ηL
P ′(s) = −
√
pir40RTΓ
8η
P ′(s) (73)
And the limiting form for m 1 (65) gives
Q(s) =
√
pir40RTΓ
8η
s√
1− s2 =
√
pir40RTΓ
8η
x√
L2 − x2 (74)
shown in Fig. 5. Finally, the concentration can be computed by (47):
RTc(x) =
RTΓx
Q(x)
→
√
8ηRTΓ(L2 − x2)
pir40
(75)
i.e., the same form as p(x) and this shows that both the concentration and the water flux
become very inhomogeneous even though their product is constant. Indeed the water flux
(velocity) has some of the same features as the flow for constant concentration investigated
in the main part of the paper.
13
FIG. 5. Non-dimensional flux
(
8η/(pir40RTΓ)
)1/2
Q(s) through a pipe with constant loading, as
function of s = x/L.
If we assume that the concentration cannot exceed some value cm, we see that the length
cannot exceed
Lm =
√
pir20RTcm√
8ηRTΓ
=
r0RTcm√
8ηRTΥ
(76)
if we take as a characteristic value of the loading the value Υ∗ from (19) with c0 = cm, we
find Lm = Leff as defined above in (43). For the case of constant loading, lengths much larger
than Leff lead to flows with a stagnant region, due to lack of pressure to drive the flow. On
the other hand, for constant loading, sugar is transported everywhere by construction, but
for lengths much larger than Lm this will demand unrealistic concentrations at the tip of
the pipe.
III. RELATIONS FOR ARBITRARY CONCENTRATION PROFILE
For non-constant concentration c(x) it is advantageous to rewrite the Mu¨nch-Horwitz
equations slightly. Differentiating (21) and inserting into (20) gives
P ′′(s)−m2P = −m2c(s) (77)
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FIG. 6. Non-dimensional concentration C(s) =
(
pir40/(8ηRTΓL
2)
)1/2
c(s) through a pipe with
constant loading, as function of s = x/L.
where the primes denote differentiation with s. Here we have chosen to put the concentration
scale back into our variables, so in stead of (14) and (13) we take P = c0p/p
∗ and U = c0U/u∗,
where u∗ and p∗ are defined in (17) and (18), and we do not scale c.
We want to solve the boundary value problem with boundary conditions
P ′(0) = −m2U(0) = 0 (78)
P (1) = P1. (79)
For constant concentration c(s) = c0, as in section (2.1), we get the solution
c0 − P (s) = c0 − P1
coshm
cosh(ms) (80)
and
U(s) = − 1
m2
P ′(s) =
c0 − P1
m coshm
sinh(ms) (81)
corresponding to (36) above. Using the variable y(s) = c0 − P (s), (77) becomes
y′′(s)−m2y = m2(c(s)− c0) (82)
where the boundary conditions now are:
y′(0) = −p′(0) = m2u(0) = 0 (83)
y(1) = c0 − p1 = y1. (84)
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We divide this into an inhomogeneous differential equation with homogeneous boundary
conditions
y′′ −m2y = f(s) (85)
with
y′(0) = y(1) = 0 (86)
and a homogeneous differential equation with inhomogeneous boundary conditions:
y′′ −m2y = 0 (87)
with
y′(0) = 0 (88)
y(1) = y1. (89)
The latter homogeneous equation (87)-(89) has the solution
yh(s) =
y1
coshm
coshms. (90)
A. Green’s function for the inhomogenous problem
The Green’s function for the inhomgeneous problem (85)-(86) satisfies
d2G(s, ξ)
ds2
−m2G(s, ξ) = δ(s− ξ) (91)
or, denoting derivatives by subscripts,
Gss(s, ξ)−m2G(s, ξ) = 0 for s 6= ξ (92)
with
Gs(0, ξ) = 0 (93)
G(1, ξ) = 0 (94)
G(s = ξ+, ξ) = G(s = ξ−, ξ) (continuity of G at s = ξ) (95)
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Gs(s = ξ
+, ξ) = Gs(s = ξ
−, ξ) + 1 (discontinuity of Gs at s = ξ) (96)
The general solution of (92) is
G(s, ξ) = A1(ξ) sinhms+B1(ξ) coshms for s < ξ (97)
G(s, ξ) = A2(ξ) sinhms+B2(ξ) coshms for s > ξ (98)
and applying the additional conditions at the boundary and in the enterior (s = ξ) we get
G(s, ξ) = G<(s, ξ) =
sinhmξ coshms
m
− coshmξ coshms
m
tanhm for s < ξ (99)
G(s, ξ) = G>(s, ξ) =
coshmξ sinhms
m
− coshmξ coshms
m
tanhm for s > ξ. (100)
B. The complete solution
The complete solution can now be written in terms of the inhomogeneity: f(s) as
y(s) = yh(s) +
∫ 1
0
G(s, ξ)f(ξ)dξ
= yh(s) +
∫ s
0
G>(s, ξ)f(ξ)dξ +
∫ 1
s
G<(s, ξ)f(ξ)dξ
=
y1
coshm
coshms +
∫ s
0
(
coshmξ sinhms
m
− coshmξ coshms
m
tanhm
)
f(ξ)dξ
+
∫ 1
s
(
sinhmξ coshms
m
− coshmξ coshms
m
tanhm
)
f(ξ)dξ
=
y1
coshm
coshms− tanhm coshms
m
∫ 1
0
coshmξ f(ξ)dξ +
sinhms
m
∫ s
0
coshmξ f(ξ)dξ
+
coshms
m
∫ 1
s
sinhmξ f(ξ)dξ (101)
Returning to the original variables f(s) = m2(c(s)− c0), P (s) = c0 − y(s) and
U(s) = − 1
m2
P ′(s) =
1
m2
y′(s) =
1
m2
y′(s) (102)
(where, again, primes denote differentiation) we find
U(s) =
c0 − P1
m coshm
sinhms− tanhm sinhms
m2
∫ 1
0
coshmξ f(ξ)dξ
+
coshms
m2
∫ s
0
coshmξ f(ξ)dξ +
sinhms
m2
∫ 1
s
sinhmξ f(ξ)dξ (103)
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or
U(s) =
c0 − p1
m coshm
sinhms− tanhm sinhms
∫ 1
0
coshmξ (c(ξ)− c0) dξ
+ coshms
∫ s
0
coshmξ (c(ξ)− c0) dξ + sinhms
∫ 1
s
sinhmξ (c(ξ)− c0) dξ. (104)
This form was given without a derivation in12. For the outflow at the end, we get
U(1) =
c0 − P1
m
tanhm− sinh
2m
coshm
∫ 1
0
coshmξ (c(ξ)− c0)dξ
+ coshm
∫ 1
0
coshmξ (c(ξ)− c0)dξ
=
c0 − P1
m
tanhm+
1
coshm
∫ 1
0
coshmξ (c(ξ)− c0)dξ (105)
and the sugar-output is Q(1) = U(1)c(1). In other words
U(1) = U0(1) +
1
coshm
∫ 1
0
coshmξ (c(ξ)− c0)dξ (106)
where U0(1) is the output flow velocity (81) for constant concentration c = c0. If c(s) never
exceeds c0, the integral in (106) cannot be positive, and the maximal velocity achievable is
therefore the one found for the constant concentration case.
Since coshmξ is monotonically growing, (106) shows that the transport of sugar becomes
more efficient towards the end (base) s = 1. The most efficient sugar transport is therefore
achieved if the sugar is placed near the end. This again means that the sugar transport
in a long tube is inefficient in the sense that only a small fraction of the tube is used for
transport. In a plant that would mean that the sugar from production sites (mesophyll cells)
near the tip is not transported away efficiently.
IV. VISCOUS DISSIPATION
We shall determine the viscous dissipation in the flows studied in Sec. 2, by looking firstly
at the dissipation in the bulk flow, and secondly at the flow through the porous semiper-
meable walls, and then putting them together. Finally, we shall verify these expressions, by
looking at the energy advection equation. The dissipated energy is given as (see e.g.,11 and
in more detail later, in section IV D)
W˙ =
1
2
η
∫ ∑
i,j
u2ijdV =
1
2
η
∫
Tr
[
u · uT ] dV (107)
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where uij is the strain rate
uij =
(
∂vi
∂xj
+
∂vj
∂xi
)
(108)
and where the volume integral goes over the volume of the flow. The sum in (107), being
the trace of the product of u-matrices, is invariant with respect to transformations to other
(locally) orthogonal coordinates, and in particular, i and j can represent the cylindrical
coordinates used above.
Note that this dissipative energy only represents the work done by the viscous forces in
the fluid. On top of that there would be an energy dissipation related to the transport
of sugar into the tubes, which we are not trying to account for here. This latter energy
consumption would, in plants, depend on the type of sugar loading used by the particular
species7.
A. Dissipation in the bulk flow
The viscous dissipation for an axially symmetric flow, such as the Aldis flow field given
by Eq. (1)-(2), can then be written as
W˙ = 2η
∫
dV
[(
∂vr
∂r
)2
+
(vr
r
)2
+
(
∂vx
∂x
)2
+
1
2
(
∂vr
∂x
+
∂vx
∂r
)2]
. (109)
For the Aldis flow we can further write the velocity components in the separated form
vr = f(r)v0(x) (110)
vx = g(r)V0(x) (111)
with
V ′0(x) = v0(x) (112)
and the flow rate is
Q(x) = 2pir0V0(x). (113)
To obtain the Aldis solution, we made the assumption that vr  vx and ∂/∂x ∂r, so the
dominant term in the dissipation is
W˙lub = η
∫
dV
(
∂vx
∂r
)2
= η
∫
dV (g′(r))2 V 20 (x) =
8η
pir40
∫ L
0
Q2(x)dx (114)
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where we have used that g′(r) = −8r/r30. Using the Darcy relation (10) this can be written
W˙lub = −
∫ L
0
p′(x)Q(x)dx (115)
and for a normal Poiseuille flow in a cylindrical pipe with solid walls this becomes Q∆p as
it should. The additional terms in (109) can be written in descending orders of 1/r20 as
∆W˙add =
1
3pi
η
r20
(
5
∫ L
0
(Q′)2 dx+ 8 (Q′(L)Q(L)−Q′(0)Q(0))
)
+
11
48pi
∫ L
0
(Q′′)2 dx (116)
and in order of magnitude they correspond to replacing 2 or 4 factors of r0 by factors of L
and it would thus not be justified to keep them in the lubrication limit used to obtain Eq.
(1)-(2).
B. Dissipation of the flow through the pores of the wall
To account for the dissipation of energy in the trans-membrane flow, we make the as-
sumption that the surface of the tube is a semipermeable membrane with N same-sized,
cylindrical pores of radius a and length d, where d is the thickness of the membrane (see
Fig. 7). We expect this model to be useful, even though, in the context of plant leaves the
pores (aquaporins) are of nanometric size, which implies that neither the approximation of
cylindrical pores nor the validity of the Navier-Stokes equation is well-founded. The density
n of pores, per length, is assumed constant, so n = N/L. Through each of the pores we
assume a Poiseuille flow with resistance
Ri =
8ηd
pia4
. (117)
The total resistance R of all pores in parallel is related to the permeability Lp:
1
R
=
N
Ri
=
Npia4
8ηd
≡ 2pir0LLp (118)
giving the relation
Lp =
na4
16ηdr0
. (119)
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La
r0
dqi
FIG. 7. A detailed model of flow in the membrane pores showing a tube with pores of radius a
and length d.
The dissipation inside the pore is dependent on the choice of pore radius a and covering
fraction φ, since this determines the actual inflow velocity vi through pore number i and the
corresponding flux qi = pia
2vi. They are connected to the continuous inflow v0(x) as
v0(x) = φ vi. (120)
with the covering fraction
φ =
npia2
2pir0
, (121)
The viscous dissipation through all pores in the membrane is (by (114))
W˙mem =
8ηd
pia4
N∑
i=1
q2i
=
8ηd
pia4
npi2a4
φ2
∫ L
0
v20(x)dx
=
2pir0
Lp
∫ L
0
v20(x)dx (122)
=
1
2pir0Lp
∫ L
0
(Q′(x))2 dx. (123)
We might wonder, whether it is valid to retain this term compared to the terms in Eq.
(116), which we discarded. In particular, the first term in (116) has precisely the same form
as (123), but with a different prefactor. However, the ratio of this latter term to (123) is
roughly (η/r20)r0Lp = ηLp/r0 = l0/r0 = β, which was indeed assumed to be small.
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C. The total dissipation
Using the governing equation (8), we can rewrite (123) as
W˙mem =
∫ L
0
(RTc(x)− p(x))Q′(x)dx (124)
and it can thereby be combined elegantly with the resistance in the pipe (115). The total
dissipation is
W˙tot = W˙mem + W˙lub
=
∫ L
0
(RTc(x)− p(x))Q′(x)dx−
∫ L
0
Q(x)p′(x)
=
∫ L
0
RTc(x)Q′(x)dx−
∫ L
0
d
dx
(pQ)dx
=
∫ L
0
RTc(x)Q′(x)dx− [pQ]L0
=
∫ L
0
RTc(x)Q′(x)dx+ p(0)Q(0)− p(L)Q(L)
= −
∫ L
0
RTc′(x)Q(x)dx+ (RTc(L)− p(L))Q(L)− (RTc(0)− p(0))Q(0). (125)
In particular, if the concentration is constant, this can be written
W˙tot = (RTc− p(L))Q(L)− (RTc− p(0))Q(0) (126)
= (p(0)− p(L))Q(L) + (RTc− p(0)) (Q(L)−Q(0))
This shows clearly that the driving force in this case is not just the pressure (as in the
normal Poiseuille flow), but the “water potential” p− RTc. If the velocity is zero at x = 0
(as in the analytical solution (39) in Sec. 2) we get the simple form
W˙tot = (RTc− p(L))Q(L) = 2pir0LLp(RTc− p(L))2 tanhm
m
. (127)
The individual contributions are similarly
W˙lub = pir0LLp(RTc− p(L))2
(
− 1
cosh2m
+
tanhm
m
)
(128)
and
W˙mem = pir0LLp(RTc− p(L))2
(
1
cosh2m
+
tanhm
m
)
, (129)
so when we add these contributions the cosh−2m terms cancel.
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D. Verification by energy advection
The full energy equation in a finite region (without heating) for the incompressible Navier-
Stokes equation is (see e.g.,11)
d
dt
∫
1
2
ρv2dV = −
∮ (
vj
(
1
2
ρv2 + p
)
− ηviuij
)
njdA− 1
2
η
∫
u2ijdV (130)
where uij is again the strain rate (108) and where the Einstein summation convention is
used. The volume integral goes over the volume of the flow and the area integral is over the
closed bounding surface where ni is the outward normal vector. For a stationary flow the
left hand side is zero so
1
2
η
∫ ∑
i,j
u2ijdV = −
∮ (
vj
(
1
2
ρv2 + p
)
− ηviuij
)
njdA (131)
which means that the dissipated energy (left hand side) is balanced by energy flux into the
volume. In our case the flow is not completely governed by the Navier-Stokes equations,
since the driving force through the pores is not the pressure gradient, but the free energy
gradient ∇(p−RTc). In the case where c = c0 is a constant inside the tube, we can simply
replace p in the left-hand-side by p− RTc. This gives the correct driving force for the flow
in the pores (where c will change linearly from the exterior value (which we can choose to
be zero) to the internal value c0. Inside the tube, where c = c0 the free energy gradient is
∇(p− RTc0) = ∇p, so the inclusion of c induces no changes in the bulk flow. In this case,
then, we can get the total energy dissipation as the surface integral
W˙ = −
∮ (
vj
(
1
2
ρv2 + (p−RTc0)
)
− ηviuij
)
njdA (132)
and since all the surface normals point in the direction of the flow (x), the dominant contri-
bution in the lubrication approximation, urx, does not enter. Also, the solid surfaces do not
contribute, since vj vanishes there. The only term that we need to include is the pressure
term. Now both p and c represent differences between inside and outside of the tube so by
definition p − RTc = 0 at the entrance to the pores (the outside of the membrane). Thus
we only get contributions from the entrance and exit of the tube, i.e. (remembering that nj
is the outward normal)
W˙ = −
∮
(p−RTc)vjnjdA = (p(0)−RTc)Q(0)− (p(L)−RTc)Q(L)
= (RTc− p(L))Q(L)− (RTc− p(0))Q(0) (133)
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reproducing (126).
In the more general case where c = c(x) is not constant, one has to use two different
governing equations in the tube and in the pores. In the pores we still replace the pressure
p by p−RTc, but in the bulk (the tube) we have to use only p. This means that our surface
integration now has to include the surface of the tube, where water enters (i.e., the exit of
the pores). Thus we get
W˙ = −
∮
(p−RTc)vjnjdA = p(0)Q(0)− p(L)Q(L) + 2pia
∫ L
0
RTc(x)v0(x)
= p(0)Q(0)− p(L)Q(L)−
∫ L
0
RTc(x)Q′(x)
= (p(0)−RTc(0))Q(0)− (p(L)−RTc(L))Q(L)−
∫ L
0
RTc′(x)Q(x) (134)
where v0(x) is the radial osmotic inflow related to Q(x) by (9). This reproduces the general
result (125) and the insensitivity of the surface integrals used for the derivation on details
of the flow inside the pores suggest that the expression (125) might be valid under quite
general conditions, irrespective of the precise shape of the pores.
V. SYSTEMS OF PARALLEL PIPES WITH POWER LAW
DISTRIBUTION
We now consider a system of parallel, cylindrical pipes as shown in Fig. 8, as it is found
in conifer needles, grasses and algae2–4,12–15. We follow a stationary flow in one direction x
- say, along the central axis of a needle, from x = 0 at the tip to x = L at the base. Let
N(x) be the number of (cylindrical) tubes at a given x, all having the same radius r0. We
shall assume that they interact, i.e., that the system has a unique velocity u(x) and pressure
p(x) shared by the pipes, using the method developed by15. The flow rate in each tube is
q(x) = pir(x)2u(x) and the total flow rate is Q(x) = N(x)q(x). In the present work, we shall
assume that the pipe-radius is constant, i.e., that r(x) = r0, since this seems to be the case
for phloem tubes in conifer needles13.
The equation for the osmotic water uptake (the “Mu¨nch” equation) is then
dQ
dx
= pir20
dN(x)u(x)
dx
= 2pir0N(x)Lp(RTc(x)− p(x)) (135)
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FIG. 8. A systems of N(x) parallel pipes represented by horizontal lines arranged in a pattern
similar to that observed in conifer needles. The longest pipe has length L.
and Darcy’s law (or Poiseuille’s law)
dp
dx
= −8η
r20
u(x). (136)
Assuming again that c(x) is a constant, we can divide (135) by N(x) and use (136) to get
Q′′(x)− d log(N(x))
dx
Q′(x) = 16ηLp
1
r30
Q(x) (137)
where the pressure has been eliminated. The constancy of c implies that the loading function
is given as
Γ =
d
dx
(Q(x)c(x)) = c
dQ
dx
(138)
and will not in general be constant. Using again the dimensionless variable s = x/L we can
write this as
Q′′(s)− d log(N(s))
ds
Q′(s)−MQ(s) = 0 (139)
where M is the Mu¨nch number (55). If the number of pipes is distributed as a power law
N(x) = N0
(x
L
)a
= N0s
a (140)
where N0 = N(x = L) we get
Q′′(s)− as−1Q′(s)−MQ(s) = 0. (141)
To understand the boundary conditions for this equation, we need to go back and look at
the pressure through the osmotic intake (135). At x→ 0 this gives
dQ
dx
=
1
L
dQ
ds
→ 2pir0N(s→ 0)Lp(RTc− p0) (142)
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in which we need to determine p0, which we assume is going to a constant. This can be done
via the Darcy relation (136)
p0 − p(L) = 8η
pir40
∫ L
0
Q(x)
N(x)
dx (143)
and we keep p(L) as a parameter in the calculation, assuming that it is either directly
specified or implicitly given by the resistance at the exit - i.e. the stem resistance for the
case of a needle on a conifer. The particular case p(L) = 0 might be interesting, describing
the situation where the tubes exit into a medium with ambient pressure.
A. Solution in terms of Bessel functions
The substitution z = ms = mx/L transforms (141) to the universal equation
Q′′(z)− az−1Q′(z)−Q(z) = 0 (144)
which has a singular point at z = 0. The ansatz
Q(z) = zbv(z) (145)
leads to the equation
zb−2
(
z2v′′ + (2b− a)zv′ − (z2 − b(b− 1− a))v) = 0. (146)
If we set 2b− a = 1 or a = 2b− 1, we get b(b− 1− a) = −b2 and
z2v′′ + zv′ − (z2 + b2)v = 0 (147)
which is the modified Bessel equation of order b with solutions
v(z) = AIb(z) +BKb(z) (148)
where Ib(z) ∼ zb and Kb(z) ∼ z−b for small z. These two terms correspond to solutions for
Q behaving as x2b and x → 0, respectively, as x → 0. If we assume that p0 6= RTc or at
least that p0 does not diverge at x = 0 we conclude from (135) that Q
′(x) vanishes at x = 0
at least like N(x) ∼ xa which means that Q cannot be regular at x = 0. On the other hand,
the solution going like z2b gives Q′(z) ∼ z2b−1 ∼ za ∼ N(z) correctly. We conclude that
v(z) = AIb(z) or
Q(s) = (sm)bv(sm) = AmbsbIb(ms). (149)
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From this we get
u(s) =
Q(s)
pir20N(s)
=
A
pir20N0
mbsb−aIb(ms) =
A
pir20N0
mbs1−bIb(ms). (150)
For small z
Ib(z) ≈ kbzb (151)
where
kb =
1
2bΓ(1 + b)
. (152)
To fix A we need to integrate u, given by (150), according to (143)
p0 − p(L) = RTc− p(L)− (RTc− p0)
=
8η
r20
∫ L
0
u(x) dx =
8ηL
r20
∫ 1
0
u(s) ds =
8ηLA
pir40N0
Gb(m) (153)
where
Gb(m) = m
b
∫ 1
0
s1−bIb(ms) ds (154)
Further, for small s
Q(s) = AmbsbIb(ms) ≈ Akbm2bs2b (155)
and
LQ′(x) = Q′(s) ≈ 2Abkbm2bs2b−1 ≈ 2pir0LN0saLp(RTc− p0) (156)
and, again using 2b− 1 = a the s-dependence cancels and we get
A =
pir0LN0Lp
bkbm2b
(RTc− p0). (157)
Using the two equations (153) and (157), we can compute p0 and A as:
A =
2pir0LN0Lp
2bkbm2b +m2Gb(m)
(RTc− p(L)) (158)
and
RTc− p0 = 2bkbm
2b
2bkbm2b +m2Gb(m)
(RTc− p(L)) = RTc− p(L)
1 + (2bkb)−1m2(1−b)Gb(m)
. (159)
As m → 0, G(m) ∼ m2b and the denominator of the RHS of (159) approaches 1 showing
that p0 → p(L) as it should (for low friction).
To do the integral for Gb(m) we use (see e.g.
5, p. 684)∫ 1
0
s1−bIb(as) ds = a−1Ib−1(a)− a
b−2
2b−1Γ(b)
(160)
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so
Gb(m) = m
b
∫ 1
0
s1−bIb(ms) ds = mb−1Ib−1(m)− m
2(b−1)
2b−1Γ(b)
(161)
so that
m2Gb(m) = m
b+1Ib−1(m)−m2bkb−1 (162)
and we are now in a position to evaluate the flux Q(s) from (155):
Q(s) = AmbsbIb(ms) (163)
=
2pir0LN0Lp (RTc− p(L))
2bkbm2b +m2Gb(m)
mbsbIb(ms). (164)
The denominator can be written as
2bkbm
2b +m2Gb(m) = (2bkb − kb−1)m2b +mb+1Ib−1(m) = mb+1Ib−1(m) (165)
where the last equality comes from the fact that
kb =
1
2bΓ(b+ 1)
=
1
2b−12bΓ(b)
=
kb−1
2b
(166)
so 2bkb − kb−1 = 0. We can then write
Q(s) = 2pir0LN0Lp (RTc− p(L)) s
bIb(ms)
mIb−1(m)
= Qmax
sbIb(ms)
Ib−1(m)
(167)
where
Qmax = 2pir0LeffN0Lp (RTc− p(L)) (168)
where Leff is again given by (43). The behaviour of Q(s) is shown in Fig. 9, where we
have chosen a = 1/2 and b = (a + 1)/2 = 3/4. Note the strong similarity with Fig. 2. In
particular the output at x = L is
Q(x = L) = Q(s = 1) = Qmax
Ib(m)
Ib−1(m)
. (169)
Similarly, we can write the expression for the pressure (159) as
RTc− p0
RTc− p(L) =
2bkb
m1−bIb−1(m)
. (170)
For small m we find
Q(x = L)→ 1
2b
2pir0LN0LpRTc. (171)
For large m we can use the asymptotic behaviour:
In(x) ≈ e
x
√
2pix
(172)
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L/L    = 0.1eff
L/L    = 10.0eff
L/L    = 1.0eff
FIG. 9. The flux Q(s) through a system of pipes with length distribution N(x) ∼ xa with a = 1/2
as function of s = x/L, given by (167) scaled by Qmax defined in (168).
together with (169) to get
Q(x = L) = Qmax
Ib(m)
Ib−1(m)
→ Qmax (173)
which means that the output becomes independent of L in this limit (for fixed pressure p(L)
at the outlet). Similarly, the pressure p0 becomes, for large m:
RTc− p0
RTc− p(L) → 2bkb(2pi)
1/2mbe−m (174)
so p0 approaches RTc exponentially.
In order to compare results with different exponents a (and b = (a + 1)/2), it would
perhaps be most meaningful to constrain the system by demanding that the total volume of
pipes should be fixed. Returning to the density of starting tubes ρ(x) = N ′(x) and assuming
as above that they all have the same radius r0, we can express the total volume V0 of tubes
through their length as
V0
pir20
=
∫ L
0
ρ(x)(L− x)dx =
∫ L
0
N ′(x)(L− x)dx = LN(L)−
∫ L
0
N ′(x)xdx
=
∫ L
0
N(x)dx = L
∫ 1
0
N(s)ds =
LN0
a+ 1
=
LN0
2b
. (175)
Using this expression to eliminate N0 = 2bV0/(pir
2
0L) in (169) gives the output
Q(L) =
4bV0Lp (RTc− p(L))
r0
Ib(m)
mIb−1(m)
= 2Qm
bIb(m)
Ib−1(m)
(176)
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FIG. 10. The exit flux Q(L) from (176) for a system of pipes with length distribution N(x) ∼ xa
and length L = Leff (i.e. m = 1) as function of b = (a + 1)/2, scaled by the value Qm, given by
(177). Here we have chosen p(L) = 0 (ambient pressure at the base).
where
Qm =
2V0LeffLp
r0L
(RTc− p(L)) (177)
is independent of b and we have (again) used (43):
m =
L
Leff
= 4
(
ηLp
r0
)1/2
L
r0
. (178)
The dependence of Q/Qm on b with fixed m is shown in Fig. 10.
To get a direct relation between ∆p and Q we first invert (176), with Q = Q(L), as
RTc− p(L) = r0
4bV0Lp
mIb−1(m)
Ib(m)
Q (179)
We then use (170) together with (166) to get
RTc− p(L) = m
1−b2bΓ(1 + b)Ib−1(m)
2b
(RTc− p0) (180)
which, inserted into (179), gives
RTc− p0 = r0
2V0Lp
(m
2
)b 1
Γ(1 + b)Ib(m)
Q (181)
Subtracting this equation from (179) then gives
p0 − p(L) = ∆p = r0
2V0Lp
1
Ib(m)
(
mIb−1(m)
2b
−
(m
2
)b 1
Γ(1 + b)
)
Q (182)
30
FIG. 11. The resistance ∆p/Q for system of pipes with length distribution N(x) ∼ xa as function
of b = (a+1)/2 from (182) for L = Leff , i.e., m = 1, suppressing the constant prefactor r0/(2V0Lp)
The behaviour of the resistance ∆p/Q from this equation, as function of b is shown in Fig.
11 for m = 1.
B. Viscous dissipation for a system of pipes
For a single pipe, we have computed the viscous dissipation in Section 4. For our present
system of pipes, we assumed that the concentration is constant, so the pertinent result for
a single pipe is (126)
W˙tot = [(RTc− p)Q]L0 = (RTc− p(L)) Q(L)− (RTc− p(0)) Q(0). (183)
For the pipe-system the dissipation would similarly be (with N ′(x) pipes starting per length)
W˙tot =
∫ L
0
[(RTc− p)Q]Lx N ′(x)dx (184)
= (RTc− p(L))Q(L)
∫ L
0
N ′(x)dx−
∫ L
0
(RTc− p(x))Q(x)N ′(x)dx (185)
= N0 (RTc− p(L))Q(L)−
∫ L
0
(RTc− p(x))Q(x)N ′(x)dx (186)
=
∫ L
0
N(x)
d
dx
[(RTc− p(x))Q(x)] dx. (187)
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Using
Q′(x) = 2pir0LpN(x)(RTc− p(x)) (188)
we can rewrite W˙ as
W˙tot =
1
2pir0Lp
∫ L
0
N(x)
d
dx
(
Q(x)Q′(x)
N(x)
)
dx
=
1
2pir0LLp
∫ 1
0
N(s)
d
ds
(
Q(s)Q′(s)
N(s)
)
ds
=
1
4pir0LLp
∫ 1
0
(
d2
ds2
Q2(s)− N
′(s)
N(s)
d
ds
Q2(s)
)
ds
=
1
4pir0LLp
((
Q2(s))′(1)− (Q2(s))′(0))− ∫ 1
0
d logN(s)
ds
d
ds
Q2(s)ds
)
=
1
4pir0LLp
((
Q2(s))′(1)− (Q2(s))′(0))− a∫ 1
0
1
s
d
ds
Q2(s)ds
)
=
1
4pir0LLp
((
Q2(s))′(1)− (Q2(s))′(0))− a∫ 1
0
1
s2
Q2(s)ds− aQ2(1)
)
(189)
where we have used thatN ′(s)/N(s) = a/s and thatQ(s) ∼ sb for small s, soQ2(s)s−1 ∼ s2b−1 =
sa → 0 for s→ 0. Using (167), we have
Q(s) = 2pir0LN0Lp(RTc− p(L)) s
bIb(ms)
mIb−1(m)
(190)
and, inserting N0 = 2bV0/(pir
2
0L)
Q(s) =
4bV0Lp(RTc− p(L))
r0
sbIb(ms)
mIb−1(m)
(191)
which should be inserted into (189) to get the final expression.
In13 the dissipation is given as W˙ = Q(L)∆p, where ∆p is the pressure drop along the
pipes, i.e., ∆p = p0 − p(L), which can differ significantly from our expressions (125) for a
single pipe with general concentration field and (183) for a single pipe with constant con-
centration as well as (184) for a system of pipes with constant concentration. On the basis
of the dissipation rate W˙ = Q(L)∆p, it is shown in13 that there is a value a = 1/2 of the
exponent for the pipe length distribution N = N0(x/L)
a which minimizes the dissipation
rate - independently of m. With our dissipation function (189), which includes additional
terms, no extremum seems to exist. As an example, Fig. 12 shows the dissipation rate for
m = 10 as function of b = (a + 1)/2, and it is monotonically growing with b. However,
in the constant loading case, as shown by15 and4, the exponent a = 1/2 corresponds to a
minimum in the pressure drop ∆p = p0 − p(L) for a given flow.
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FIG. 12. The viscous dissipation W˙ (b) in a long (L/Leff = m = 10) system of pipes with length
distribution N(x) ∼ xa as function of b = (a+ 1)/2 from (189).
VI. CONCLUSIONS
We have studied the fluid dynamics of osmotically driven flows in very simple systems,
starting with the simplest possible case: the flow in a single pipe of constant radius and
permeability, generalising the famous Hagen-Poiseuille pipe-flow. We have assumed that
the osmotic drive for the flow is limited by a maximal osmotic pressure, i.e. a maximal
solute concentration. For plants this is reasonable, since the sugar concentration in the
sieve tubes of the phloem is dictated by the sugar production in the mesophyll cells and the
mechanism, whereby this is loaded into the phloem tubes. The Poiseuille flow in a long,
narrow pipe driven by a given pressure gradient would be extremely weak due to the large
resistance. Osmotic flows under similar conditions would not necessarily be very weak, but
they would be very inefficient in carrying solute all the way from the tip to the exit, since
the flow would only occur in the last part of the pipe of the length Leff given in (43) as
already shown in12. We also show that this lack of efficiency cannot be remedied by allowing
the concentration to vary along the pipe. An important characteristic of these flows, which
apparently has not been studied before, is the viscous energy dissipation. We obtain a
surprisingly simple and general form of this dissipation, generalising that of a normal pipe
flow. Here it is important not only to include the dissipation in the bulk flow in the pipe,
but also the dissipation in the pores through which the osmotic uptake occurs. These results
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are first obtained by assuming that the pores are cylindrical, and all have the same radius,
but a second derivation in terms of surface integrals shows that they are quite general. We
finally discuss systems of parallel pipes, such as occurs in conifer needles. We show that for a
system of strongly connected pipes the flows are very analogous to the flows in a single pipe.
The hyperbolic functions characterising the single pipe flows are, for linear pipe systems
with uniform radii and power law distributed lengths, replaced by modified Bessel functions
with very similar properties governed by the same characteristic length Leff.
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