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I. INTRODUCTION 
The following is a quotation from Morse and Grubbs [31 p. 209]; 
It might be mentioned that the method of differences is 
of value in estimating goodness of fit. If the fit is good, 
then our estimate of <r derived from least squares should 
on the average be equal to the estimate derived from a suit­
able d|j (where dSx „ is equal to the statistic V„ defined in 
(3. 7) of'&is thesis). ' ^  ^ 
The statistic suggested by Morse and Grubbs to test for goodness of fit 
was the ratio of the least squares estimate of variance to the appropriate 
estimate of variance based on the statistic dî. defined above. The N, p 
statistic to be studied in this thesis, the generalized mean square succes­
sive difference statistic, is the reciprocal of the ratio statistic defined 
above. 
The mean square successive difference statistic introduced by von 
Neumann et. al. [34] is the statistic on which this generalization was 
based and a review of the literature concerning the mean square succes­
sive difference statistic is given in Chapter II. 
The variate difference statistic, which has been discussed in statisti­
cal literature since the late 1800's, appears in the numerator of the 
generalized mean square successive difference statistic and a review of 
the more recent literature concerning the variate difference statistic 
appears in Chapter III. Particular emphasis has been placed on the use 
of the variate difference statistic in testing for polynomial trend. 
The remainder of this thesis is concerned with the definition, prop­
erties and applications of the generalized mean square successive differ­
ence statistic and can be outlined as follows. In Chapter IV the 
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generalized mean square successive difference statistic, u^ , is defined 
and the main theoretical results concerning u^ , including the mean, 
variance and asymptotic distribution under certain conditions, are de­
rived. In Chapter V a test procedure incorporating u^ is presented and 
applications of the test procedure in polynomial trend situations are dis­
cussed and exemplified. 
In Chapter VI results are given for two Monte Carlo studies, one of 
which was undertaken to examine the distribution of Uj and u^ and the 
other of which was undertaken to study the power of the tests based on u^ 
and u^ in certain situations and to compare the power of Uj and u^ 
with the power of simple least squares procedures and with the procedure 
which was proposed by Rao and Tintner [40] using the varia te difference 
statistic. In Chapter VII results are presented which give theoretical 
support for one of the applications of the test procedures utilizing 
which was proposed in Chapter V. Chapter VIII contains a summary of 
the thesis and suggestions for further research, and the Appendix pres­
ents a proof of a property of the variance of Uj^ . 
f 
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II. THE MEAN SQUARE SUCCESSIVE DIFFERENCE STATISTIC 
REVIEW OF THE LITERATURE 
Suppose that y^, y^. • • • i y^^ is a set of normally distributed 
independent observations for which y^ ^ N(ii^, cr^) i = I, 2, . . ., N. If 
this set is a random sample from one normal distribution, |i^ = for all 
i and j . A test sensitive to nonrandomness in a sample, where the non-
randomness is due to a trend in the means, was proposed by von Neumann 
et al. [34]. These hypotheses can be stated more precisely as 
Hg: y^ = n + i=l,2, N (2.1) 
H^: y. = f(i) + Cj i=l,2, .... N (2.2) 
2 
where, for HQ and H^ , ~ NI(0, or ) and f(i) is considered to be a 
polynomial function of the i or one which can be approximated by a 
polynomial function in i . 
With 
2  N-1  2  
d^ = S (y, . , - y.) /N-1 (2.3) 
i= l  ^  
and 
2 N - 7 
S = 2 (y , -y )VN-l  (2 .4 )  
i= l  ^  
the appropriate test statistic, known as the mean square successive 
4 
difference statistic (MSSDS), is 
u = d^/2S^ . (2.5) 
It should be noted that von Neumann defined 
2 N _ . 
S = S (y. - y)VN 
i=l  ^ 
so that his statistic was slightly different from (2. 5). The N-1 
2 2 denominator for S , which gives an unbiased estimate of or  ,  is, how­
ever, more usual in more recent literature. 
Under the null hypothesis of randomness of the sample, von Neumann 
[32] showed that u is independent of and that E(d^/2) = E(S^) = cr^ 
so that, 
E(u) = = 1 . (2.6) 
E(S^) 
von Neumann [32] also showed that, under this null hypothesis, the 
distribution of u is symmetric and the asymptotic distribution of u is 
normal. Brownlee [5] suggested that the normal approximation is good 
for N > 10 . The asymptotic normality of the statistic u under the 
hypotheses of randomness and normality of the observations has also 
been shown by Kamat [23] by applying a theorem due to Cramer [6]. 
Hart [18], approximated the distribution of u by an expansion in terms 
of Beta functions and, using von Neumann's definition of , tabulated 
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P[d^/S^ < k] for values of k and N considered to be useful in practi­
cal applications. 
It has been mentioned that the statistic u is sensitive to nonrandom-
ness. This property will now be examined further. Under the alternative 
hypothesis given in (2. 2) that a trend in the means exists, the statistics 
2 2 2 
s and d /2 can overestimate or because of differences in the |x^ as 
noted, for example in Bennett and Franklin [4a]. In general, according to 
Hald [ 17 ], these differences in the |ji^ will probably affect the statistic 
2 2 2 S more than the statistic d /2 since S involves the whole scatter of 
the population means (see 2. 7) while d^ includes only the differences 
between successive values (see 2.8). 
More specifically, with = pi + 8^ so that 
E(y^) = ji + 9^ i=l,2, ...,N 
Kamat [24] has shown that 
2  2  I  N - 1  p  
E(dV2)  =  [1+  ^  Z (8  8 . ) '^]  (2 .7 )  
2 (N- l )a  i= l  
and 
E(S^) = (r^[l + 2(8.-8)^] (2.8) 
(N-1)0- 1=1 ^ 
6 
N 
where 9 = S 0./N . The magnitude of expressions (2. 7) and (2.8) have 
i= 1 ^ 
not been investigated for a general polynomial; for a linear trend, how­
ever, that is 0^ = i(3 , (2. 7) becomes 
7 ?  1  ^  7 
E(dV2)  = <r {1+  S  [ ( i+ l )p- ip]^}  
2(N- l )<r  i= l  
= (T^ + pf/2 . (2. 9) 
Also (2. 8) becomes 
E(S^) = 0-^11+ ^ Z 
{N- l )a  i= l  ^  
= /  + (Z.10)  
It follows from (2.9) and (2. 10) that 
E(d^/2) < E(S^) 
provided 
7 
that is, provided, 
2 < N . 
2 2 Accordingly, for all N > 2 , E(d /2) < E(S ) when the trend is linear. 
From (2. 9) and (2. 10) it is evident that if d^/2 and are con­
sidered as estimates of cr^ when a linear trend of the form E(y^) = p. + 
ip , i=l,2, ...,N , exists, the bias of d^/2 is p^/2 and the bias of 
is ^ N(N+1) ^ a,n example of the difference in the biases, Kamat [24] 
has shown that if E(y^) = |x + i(0. 05cr^), for i=l, 2, . .., 15 , then the bias 
of d^/2 is . 13% and the bias of is 5%. The bias of in this case 
is about 40 times the bias of d /2 . Such large bias difference should 
give a strong indication for rejection of the null hypothesis of equal means 
when there is indeed a trend in the means. 
Several other statistics based on differences that are sensitive to 
trend are available. Among these are v, V, U, w and W defined as 
N-2  2  7  2  2  
V  =  S  ( y . ^ ^ - ^ Y i + i + Y i )  / ( N - 2 ) S ^  =  d ^ / S ^  
i= 1 
N-2  
V = S  |y i+ i -2y i+ i+yJ/ (N-2)s  =  d^/s  
i= l  
N-1  
u = S = d'/s 
i= i  ^  
8 
w = dg/d' 
W = d^/d' . 
It may be pointed out that v and w involve sums of squares of differ­
ences while U, V and W are formed as sums of absolute values of differ­
ences. 
Kamat [22] using the method of No ether [35] has investigated the 
asymptotic relative efficiencies (A. R. E. ), relative to one another, of v, 
V, U, w and W defined above, along with the statistic u defined in (2. 5) 
under the following alternative hypotheses. 
(1) = ia 
(2 )  jjL^ =  a  
(3)  = or sin (•—) 
where a is a constant which is small enough so that powers of a beyond 
can be neglected and K is large but small compared to N . 
For present purposes the results of Kamat's study can be summa­
rized as follows; (1) Under the null hypothesis of randomness and under 
all three alternatives investigated, the distributions of statistics u, U, 
V, V, w and W are asymptotically normal. (2) The statistics u, v and 
w, based on squared differences, are always more efficient than the 
corresponding statistics U, V and W , based on absolute differences. (3) 
For the three alternatives the statistics separate into two groups (a) u, U, 
V, V and (b) w, W. The statistics in group (b) have zero A. R. E. when 
compared with those in groiip (a). When the statistics in group (a) are 
ranked on the basis of their ability to discriminate each alternative 
hypothesis, the order from best to worst is u, U, v, V. 
In addition Kamat states, but does not prove, that the ranking of the 
A. R. E. 's of the above statistics in their ability to discriminate trends 
of higher order than second degree is the same as the ranking for the 
above three alternatives. It should be noted that the type of trend that 
Kamat investigates is a gradual trend as evidenced by his restriction on a . 
The reason for this restriction is not clear except that the restriction on 
a simplifies some of the calculations in Kamat's procedures. 
The performances of the statistics u, U, v, V, w and W as defined 
before under another alternative hypothesis have also been investigated 
by Kamat and Sa the [26]. Under this hypothesis the y^ have equal 
means but common correlation coefficient p between successive obser­
vations, where ) p| < l/Z . The results may be summarized as follows: 
(1) All statistics studied are distributed asymptotically normal under this 
alternative hypothesis. (2) The statistics based on squares of successive 
differences, u, v and w , are more efficient than the corresponding 
statistic based on absolute values of successive differences, U, V and W. 
(3) V is slightly more efficient than U . (4) For large sample sizes and 
for  va lues  of  |p |  c lose  to  0  ,  the  power  funct ions  and the  A.  R.  E .  ' s  
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indicate that the statistics can be ranked from highest to lowest in their 
ability to detect the correlation coefficient as follows: u, v, V, U, w, W. 
Moore [30c] in investigating the properties of the MSSDS in samples 
from several distributions, has examined the efficiency of the estimator 
2 2 2 d /2 of or when compared to the estimator S in certain situations. 
It is well known that in situations where the sample is a random sample 
2 from one normal distribution S is the minimum variance estimate of 
2 2 (T in the class of unbiased estimates so that d /2 can never be so 
2 2 
efficient an estimator of cr as S in that situation. Moore has shown, 
however, that as the kurtosis of the sample distribution increases, the 
relative efficiency of d /2 does increase rapidly. 
The numerator of u, d /2 , which is based on first differences of 
the observations, is the first of a group of statistics based on first, 
second and higher differences of the observations which are known as 
variate difference statistics. Further literature concerning such variate 
difference statistics is discussed in Chapter III Section B. 
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m. THE VARIATE DIFFERENCE METHOD 
A. General 
Suppose (t = 1, Z, , N) is a series of observations which are 
of the form 
t = l , 2 , N  ( 3 . 1 )  
where is either a polynomial function in t , or a function in t that 
can be approximately represented locally by a polynomial, and the e^'s 
are independent random variables e: 
Specifically it will be supposed that 
ach with mean 0 and variance cr^ . 
Pt  =  Pp+P^t  +  P^t^ +  . . .  +Pk-1^^"^'  l<k<N (3 .2)  
and this will be termed the systematic element, while will be termed 
the random element of the observation y^ . 
The variate difference method (VDM) can be used to investigate the 
degree of the polynomial which represents P^ and to estimate or^ . For 
this the process of finite differencing is required as next described. Sup­
pose Wj, w^i • • • I Wp is a series of items for which the operation of 
subtraction is defined. The first finite difference of w. is defined as 1 
and clearly there are P- 1 such differences. The second finite differ­
ence is defined as 
12 
^^(w.) = ^(^(w^)) = - ^(w^) = w^+2" ' 
and there are p-2 such differences. Continuing in the same manner 
differences up to the (p- l)th can be defined. 
In agreement with the above it is readily seen that the kth finite 
difference of may be written as 
=  S  ( ^ ) ( - .  ( 3 . 3 )  
If the w^ are polynomials in i of degree k , that is of the form 
w.  =  a -  +a , i+a , i^+ .  . .  +  a ,  i^  1 0 12 k 
for i=l, 2, ..., p, the (k- l)st finite difference will be a constant and the 
kth finite difference will be zero, as noted, for example in Goldberg 
[13]. Accordingly if 
y t  =  +  (3 .4 )  
as defined in (3. 1) with as defined in (3. 2), the kth difference of the 
y^'s gives 
Art> - . (3.5) 
The kth variate difference statistic has been defined by Tintner [44] 
as 
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= ^Z^[^^(y^)]^/(N-k)(^) (3.6) 
k. 
where (^) = S (^)^ . If y is defined as in (3.4), then (3.6) becomes 
^  A=0 ^  
Vj^ = ^Z^(^^(€^))^/(N-k)(^) . (3.7) 
The expectation of the numerator of (3. 7) is 
N-k  ,  2  k  2  
E{  S  ( .»  (€ . ) )  }  =  S  E( .» '^(€ . ) )  
t= l  ^  t= l  ^  
N-k  k  1 f l  1  9  
S  E{  S  (-1)  
t= l  A=0 
N-k k 
tf. 
^ k 2 2 
= (N-k) S (5''/ 
i=0 ^  
= (N-k)(^)0-^ . (3.8) 
It follows from (3. 7) and (3. 8) that 
E(V^) = cr^ 
In summary, for the series of y^'s defined in (3.4), the kth variate 
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difference statistic eliminates the systematic element from each and 
gives an unbiased estimate of the variance, cr^ . 
The following procedure based on the variate difference statistic has 
been given in Kendall and Stuart [27] as a method for estimating the 
degree of polynomial representing the systematic component of a series 
of observations and to estimate the variance component of the series 
when the distribution of the random element of the series is not known. 
The variate difference statistic, , is calculated for k=l,2,... until 
the values of the V^'s stop decreasing and remain constant except for 
variability attributable to sampling. The decision to stop at a particular 
statistic, say , is not based on any objective criterion, but is left to 
the discretion of the observer. At the stage when the V^'s stop de­
creasing, the systematic component is assumed to be eliminated leaving 
only the random portion. The final value, , obtained in this way gives 
the estimate of variance of the random element of the series while (s-1), 
the order of the difference of decreased by one, gives the estimate 
of the degree of polynomial representing the systematic component. Thus 
if, for example, at the fifth differencing it is found that the systematic 
component has been eliminated, a fourth degree polynomial is indicated 
for the systematic component of the series and Vg is used to estimate 
the variance of the random element of the series. 
B. Review of Literature 
In his book The Variate Difference Method Tintner [44] has briefly 
reviewed research on the VDM up to 1940 and, as there indicated, the 
VDM has had a long and somewhat controversial history. 
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In addition in The Variate Difference Method, Tintner discussed 
some criticisms of the VDM (see Section D) and proposed a test for 
smooth trend incorporating the variate difference statistic where the term 
smooth trend is used to describe trends which can be approximated more 
or less closely by polynomials. The test, which the author admitted was 
inefficient, was constructed by taking the ratio of to , say, 
where and are calculated in the same manner as and 
except that separate parts of the sample are used in the calculation 
of each; the observations being divided so that no observation which 
appears in one of or appears in the other. For example if 
there are 12 observations and it is desired to calculate and V^, 
might be composed of the differences yj2" Zy^^ + y^^ and y^- Zy^+y^ 
and Vj would, in this case, be composed of the differences Yg " Yg > 
y^- y^ anct y^- y^ . The purpose of using different observations in 
calculating and is to ensure that the two statistics are inde­
pendent. However in calculating the two statistics in this manner the 
efficiency of each as estimates of is less than the corresponding 
statistics and because of the fewer observations involved in 
the calculation of V,' , , and V,' . k+1  k  
Quenouille [36] presented an extensive study which was concerned 
with deriving more sensitive tests for the existence of trend using variate 
difference statistics and finding more accurate estimates of variances 
and covariances of the residual elements from any set of variate differ­
ences assumed to be free of trend. Quenouille also discussed a 
16 
modification of the above procedures to adapt the tests to situations in 
which serial correlation is present among the trend-free residuals. 
Tintner [42] derived the distribution of another statistic, , com­
posed of the sum of squares of kth finite differences which, suitably 
standardized, was defined as 
= Z^[^(y^)]^/(^)N (3.9) 
where (y^) is the kth finite difference of the observation y^ . The y^ 
were presumed to be of the form (3.4) where the were distributed 
NI(0, (T^) and to come from a circular universe, taken as one for which 
%+t " ^-N+t ^ ^t ' 
For practical purposes it was assumed that for large values of N the 
distribution of would approximate the distribution of defined in 
(3 .6 ) .  
Rao and Tintner [39] obtained the exact distribution of 
where is defined in (3.9) with the same assumptions on y^ . For 
N < 25 , exact .05 and .01 values of V^/V'j' were found by numerical 
methods. For larger values of N , a normal approximation was used to 
tabulate .05 and .01 points for V^/V'^ . For N > 20 a normal ap­
proximation was used to tabulate .05 and .01 points of • 
In addition to the foregoing, Rao and Tintner [40] obtained the joint 
asymptotic distribution of V'^/VQ, V^/VJ, • • • , ^k+l'^^k 
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offered a test procedure based on ^q/^q i detecting degree of poly­
nomial trend present in a series of observations. A detailed discussion 
of this paper appears in Section D of this chapter. 
C. Shortcomings of the VDM 
According to Quenouille [37]: 
The chief criticisms of the variate difference method 
are that it is unable to deal with short term effects and 
ser ia l  corre lat ions  in  the  ser ies .  
Concerning short term effects Tintner [44] mentions that "... the 
individual items (of the series) cannot be such that high and low values 
follow each other in regular fashion. " As one example where the method 
fails, Kendall and Stuart [27] gave the series -1, 1, -1, 1, . . . for which 
the first differences give the series 2, -2, 2, -2,... and the second 
differences give the series -4, 4, -4, 4,... . In this situation 
tends to increase without limit and no useful estimate of the variance of 
any random element present can be obtained. 
Even one outlier, which may be thought of as representing a short 
term effect in the series of observations, can cause the variate difference 
statistic to give misleading results. In this situation the differences 
involving the outlier observations can become large enough to account for 
a large fraction of the value found for the variate difference statistic. 
With further differencing the disturbances of the differences involving the 
outlier become more evident. This leads to an overestimate of the 
variance of the random component of the series and loss of power in any 
testing procedure for detection of trend involving the variate difference 
statistic. 
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Another important shortcoming of the VDM lies in its sensitivity to 
ser ia l  corre lat ion  among the  random e lements  in  a  ser ies .  I f  the  as ­
sumption of independence of the random elements in the series does not 
hold, the variate difference statistic does not give an unbiased estimate 
of variance after the trend is eliminated. In this case the test for poly­
nomial trend posed by Rao and Tintner [40] based on the variate 
difference statistic is no longer valid. This is a serious drawback 
because in data situations, especially time series, the observations do 
often exhibit serial correlation. 
The sensitivity to serial correlation of vy , where 
N 2 
VV = S [.»(yj] /2N 
^ t= l  ^  
is the statistic defined in (3.9) for k = 1 , can be appreciated because of 
the identity given in Kendall and Stuart [27] 
where r j is the serial correlation coefficient for lag 1 defined by 
Anderson [1]. 
The fact that the von Neumann statistic, u as defined in (2. 5), is 
used to test for nonrandomness in the form of serial correlation also 
shows the sensitivity to serial correlation of Vj and VQ = where 
=  S ( y . - 7 ) V N - 1 .  
i= l  ^  
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As mentioned in Section B, Quenouille [36] has proposed a modifi­
cation of the variate difference procedure which may be applied if serial 
correlation between the random elements of the series is assumed. This 
modified procedure consists of transforming the original observations to 
eliminate the serial correlation and then working with the transformed 
variables. The procedure requires lengthy calculations, but, according 
to the author, offered a procedure which appeared to be less biased and 
more efficient than the procedures available at the time for dealing with 
series that exhibit serial correlation. 
D. A Test Procedure Using Variate Difference Statistics 
Rao and Tintner [40] proposed a testing procedure using variate 
difference statistics for finding the degree of polynomial which describes 
a series of observations from normal distributions with equal variances 
and for estimating the variance of the distributions. The method, which 
is similar to a method given by Anderson [3a] for detecting the degree of 
polynomial using least squares procedures, can be described as follows. 
Suppose that y^ = where 
P t  =  +  . . .  +  P k - 1 ^ ^ " ^  l < k < N  
as in (3. 2) and define 
N-k 
\ (p{N-k)  
as  in  (3 .6 ) .  
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The first step is to specify the highest order of the difference, say 
q+1 , at which to start testing. The quantities , V^/V^ ^ • 
are  then  success ive ly  tes ted  unt i l  a  s igni f icant  va lue  i s  obta ined .  I f  kg  
is such that V, , ,/V. is not significant but that V, /V, , is signif-
kQ+l  kg  ^  V  kQ-l  
icant, Rao and Tintner regarded the systematic part as eliminated in the 
k-th difference and take V, as an estimate of cr^ . U Kg 
Exact critical values for were not obtained but to get 
approximations the authors began by defining 
Vj^ = Z [^^(y^)]^/(^)N 
where y^^^ = y_^^^ = y^ and y^ = as defined in (3.2). 
The joint characteristic function of V^, . ., was found from 
which the exact joint distribution of the ratios could be 
obtained. In fact, however, only the asymptotic joint distribution of the 
ratios was obtained because of the intractibility of the expressions 
involved in evaluating the true distribution percentage points. Rao and 
Tintner used the central limit theorem for a sequence of m-dependent 
random variables given by Hoeffding and Robbins [19] to prove that the 
asymptotic joint distribution is multivariate normal. 
Since tables were available for only bivariate and trivariate normal 
d is tr ibut ions ,  approximate  procedures  had to  be  used  in  some cases  to  
obtain percantage points Xjj where 
21 
® (3 .10)  
^h q ^ h+1 
for Of = . 05 and .01 . One approximate procedure was to treat the 
sequence of ratios V", ,/V", V"/V" as a Markov chain. Then if q+l '  q  q  q-  i  
XI' are  the  percentage  po ints  def ined  in  (3 .  10)  and Xj are the percentage 
points from the Markov chain approximation, X' = X", X' , = X" , and q  q  q-1  q-1  
X^ for h < q- 2 were obtained from 
^ ^h+1^ " 
for a =  . 0 5  and .01. 
Rao and Tintner felt that for large N the . 05 and . 01 points 
obtained by the above procedure achieved a good approximation to the 
true percentage points X^ where 
V,  ^  ^  V  • "  '  V,  ,  ^  \+ l^  " ® h <1 h+1 
for a =  . 0 5  and .01 . Therefore in practical situations the 
statistics are calculated to form the test statistic and the approximations 
to the true percentage points outlined above are used as critical values. 
Because of the approximations made in the distribution of the ratios, 
the authors labeled their method as "quick and dirty. " It will be shown 
that the method of testing for polynomial trend developed in this thesis 
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may not be so quick but is not so "dirty" in the sense that the power of 
the proposed test for many of the situations considered is higher than the 
power for the test based on the variate difference statistic. 
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IV. THE GENERALIZED MEAN SQUARE SUCCESSIVE 
DIFFERENCE STATISTIC 
A. Assumptions and Notation 
The basic data to be analyzed will be a sequence of observations y 
. ., y^T where y. is of the form 
'N 1 
y .  =  PQ+Pj i  +  P2 i^+. . .  +Pg_j i®"^+e .  i=1 .2  N 
for some integer valued s and NI(0, <r ) . 
If a vector of observations is denoted by Y' = [y^, y^, . . ., y^] and 
the (N-i, N-i+1) matrix D^ is defined as 
°i = 
- 1  1  0  .  0  0  0  
0  - 1  1  .  0  0  0  
0  0  0  .  - 1  1  0  
0  0  0  .  0  - 1  1  
it can quickly be seen that the first order successive differences y^-
yj^_ !'•••' ^j+l" yj ' ' ' ' ' 72" y I can be generated as the matrix product 
DjY. Similarly, second order differences y^- 2y^ y^ 2' • * * • 
Zy^^j + y^, . .., y^- Zy^+y^ can be generated as the matrix product 
DgD^Y , and, continuing serially, the kth successive difference can be 
generated as the matrix product D^D^ 1 * " ' ^2^1^ ' 
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The mean square of the kth order successive difference will be taken 
as df where k 
(N-k)d^ = (D^ .. . D2DjY)'(Dj^ .. . D^DjY) 
which can be written as 
(N-k)d^ = (AJ^Y)' ( \Y)  (4 .1 )  
where 
Further, residual mean squares are defined by the equation 
(N-k)S^ = Y'[I-M^]Y (4.2) 
where 
= X(X'X)"^X'  
and X is the X-matrix for fitting the polynomial regression 
y^ =  PQ+Pj i  +  (32 i^+.  .  •  i= l ,2 ,  
(4 .3 )  
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The generalized mean square successive difference statistic 
(GMSSDS), Uj^ , will now be defined as 
d? Y'AJA, Y/N-k 
U], = -zïTT = 2k r : (4.4) 
(pY'[l-M^]Y/N-k 
2 2 
where d^ and are defined in (4. 2) and (4. 3) respectively. Noting 
that 
/E - Vk (4.5) 
^k ' 
where is defined in (3.6), (4.4) can also be written as 
"k = V®k • 
B. Theoretical Development 
When k = 1, Uj^ , as defined in (4.4), reduces to the usual MSSDS, 
Y'D'jDjY/N-1 
^1 ^ 2Y'(I-Mj)Y/N-1 
where Y'(I-Mj)Y is the residual sum of squares after fitting the model 
i=l, 2, .. ., N 
for which Mj = 1/N where £' = (1, 1, ..., 1). 
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For the development of this special case von Neumann [32] obtained 
an orthogonal transformation to convert the matrix Y'D^D^Y , in the 
numerator of (4. 6), into a diagonal matrix and then showed that the 
transformation also diagonalized the matrix Y'(I-Mj)Y in the denomina­
tor of (4.6). For the general case, however, a more convenient proce­
dure is to diagonalize the two matrices Y'D^D^Y and Y'(I-Mj^)Y simul­
taneously. For this the following theorem is required. 
Theorem 1: There exists an orthogonal transformation C such that 
N-k "^N-k, k 
^k, N-k ^"k, k 
= A 
say, and 
C(I-M^)C' = 
N-k 
9 
^N-k,k 
k, N-k ^k, k 
for all k = 1, 2, . .., N- 1, where A^ ^ is a diagonal matrix with diagonal 
elements equal to the eigenvalues of and is the zero 
matrix of degree N-k, k . 
Proof: Theorem 1. 32 in Graybill [14] states that a necessary and 
sufficient condition that there exists an orthogonal matrix which simulta­
neously diagonalize s two square symmetric matrices is that the two 
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matrices commute. Accordingly, for present purposes, it is required to 
show that 
or equivalently, that 
= K\^ k • (4 7) 
Since Mj^ = X(X'X) ^X' , (4. 7) will be true provided that 
= "PN-k.k • 
This requirement can be established as follows. 
If .5^ is a difference operator such that for a real valued function 
l p ( z )  
= j/)(z+l) - j|)(z) , 
two known properties of £• , proved in Goldberg [13], are that 
y'[j/)(z)] = S Ç)(-l)""'j;)(z+r) (4.8) 
r=0 ^ 
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and 
JS^(z^'^) = 0 (4.9) 
for 0 < r < n . 
Now the ith row of is 
... 
i-1 N-k-i 
(4. 10) 
for i=l,2, N-k , while the jth column of X is 
(ij'^j"^ ... N^'^' , j=l,2,...,k . 
(4.11) 
The inner product of the ith row of and jth column of X is the i, jth 
element of A^^X and this, from (4. 8), (4. 10) and (4. 11), equals 
k'H. 
s A^'\-l)^"''^"'^(-^-) i=l, 2, . .. ,N-k and 
Jj=i j=l,2, ....k. (4.12) 
Letting r = i-i , (4. 12) becomes 
k 
s (-l)^"'(r+i)j"^^) = .fi-^(i)j"^ = 0 (4.13) 
r=0 ' 
from (4. 8) and (4.9) • 
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It follows that every element of Aj^X is 0 , and hence that 
- ^N-k,k 
which completes the proof of the theorem. 
Next, if C is the orthogonal transformation matrix in Theorem 1 
and Z = CY , it follows from (4. 4) that 
Y'A^A^Y Z'CA^Aj^C'Z 
" ,2k.„ = TIE (^)Y'(I-)^)Y (j^nZ'C(I-Mj^)C'Z 
N-k 2 
# • # k i=: ' 
where is the ith non-zero diagonal element of A . Also Z ^N(Cii, 
2 2 (T I) on the assumption that Y ^ N(fj„ cr I) . 
The form of u^ given in (4. 14) will be useful for finding the positive 
integral moments and the asymptotic distribution of u^ under a particu­
lar hypothesis. The results for the first two moments will now be stated 
and proved as Theorem 2. 
Theorem 2; Under the null hypothesis, say, that the means, [j l^ , 
of the observations are of the form = Pq+Pji+(32i^+ • • • + ^i^" ^  , 
the mean and variance of u^ are given by 
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E(UJ^) = 1 (4.15) 
• r 2 
lïgWlZBEEZl. 
(N-k+2)(N-k) 
Corollary: If k = 1 , 
E(uj) = 1 and V(Uj) = N-2/N^- 1 
Proof; The first and second moments of df and S? under H„, can be k k Ok 
found using a result due to Lancaster [29]. This states that if W N(0, 
I), where 0 is the zero vector, then the sth cumulant of a quadratic 
form W'AW is 
2®"\s-l)i trA® . (4.17) 
In the present context where Y ~ N(p,, or^I) so that ^ N(0, I) , the 
first cumulant, that is the mean, is therefore given by 
or, equivalently, 
E{(Y-hl)'A^\(Y-|JI)} = ArA^Aj^. (4. 18) 
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Expanding the quadratic form under the expectation operator gives 
Now, under that there is a (k-1) degree polynomial trend in the 
means of the , A^n = 0 . This follows because a typical element in 
the jth row of the column vector A^p. is 
k 
z A(-1)^-'|1.,. = = 0 . (4. 19) 
i=0 J J 
by the result given in (4. 9) in the proof of Theorem 1. It follows from 
(4. 19) therefore that 
E(Y'A^A^Y) = E[(Y-n)'A^A]^(Y-H.)] = Ar(A^A^) (4.20) 
and from (4. 17), that 
V(Y'A^A^^Y) = 2Ar(A^A^)^ . (4.21) 
The quantity E[Y'A^A^Y]^ needed subsequently can also be simply 
obtained as 
E(Y'A^A^Y)^ = V[Y'A^A^Y] + E[Y'A^A^Y]^ 
= [2tr(A^A]^)^+ [tr(A^A^)]^]/ . (4.22) 
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The moments of under can be found by using the fact that 
(N-k)S^ = Y'[l-Mj^]Y 
2 2 is distributed as or ^ . This follows from the fact that, for example 
from Graybill [14] Theorem 4.6, under 
(Y-XP)'(I->Aj^)(Y-XP) ~ (4. 23) 
since is idempotent of rank N-k . 
Next, because is symmetric and X'(l-M^) = , 
(Y-X|3)'(I-MJ^)(Y-Xp) = Y'(I-M^)Y (4.24) 
and accordingly 
It follows that under 
E{Y'(I-M J^)Y] = E(N-k)S^ = (N-k)cr^ 
so that 
E(S^) = cr^ (4. 25) 
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Further, it is a standard result, for example Cramer [6], that 
so that 
E{(N-k)S^}^ = (N-k+2)(N-k)<r^ , 
Provided ~ NI(0, cr^), i= 1, 2, . . . , N , Koopmans [28] has shown 
that, for statistics of the form (4. 14), the ratio is independent of the 
denominator. Koopman's result does not appear to be immediately-
applicable to (4. 14) because E(z^) = 0 , for all i=l, 2, . . . , N. It will now 
be shown, however, that u^ can be written in the desired form. 
From (4. 19) 
(Y-n)'A^A^(Y-HL) = Y'A^A^Y 
and from (4. 24) (Y-X|3) '(I-M^)(Y-X|3) = Y'(1-M^)Y so that (4. 4) becomes 
Y'A'A, Y (Y-H.)'A;A^(Y-hl) 
= 2k = -2k — : (4.26) 
(pY'a-Mk)Y (p(Y-Xp)'(I-Mk)(Y-X(3) 
which from (4. 14) is 
Uk = 2k^^ (4.26a) 
( k ) Z ' Z  
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where Z = CY and C is the orthogonal transformation matrix in 
Theorem 1. Since (Y-^ji) N(0, cr^I), Z^N(0, or^I) so that z. ^ NI(0, o*^) 
RV FSF 1 
which is the form required for the application of Koopman's result. 
The fact that the denominator, , is independent of the statistic Uj^, 
implies, that for integer values of s , 
as shown in Durbin and Watson [8]. 
Thus, for s = 1 
E(d?) cr^tr(A'A, )/N-k tr(A7A, ) 
It is known, for example Graybill [15], Theorem 9- 1.9, that if H is 
any real-valued matrix, tr(HH') = sum of squares of the elements of H . 
Applying this result in the present context gives 
tr(A^Aj^) = sum of squares of the elements of . (4. 29) 
From (4. 10) it is readily seen that the sum of squares of the elements of 
^ k Z 
each column of A7 is S (. ) , and since A? has (N-k) columns, 
^ j = 0 J ^ 
= (N-k)(?^ . (4.30) tr(A^Aj^) = (N-k) S^Ç)" ^ 
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Accordingly, from (4. 28) 
tr(AJ & ) 
E(u,) = ^ ^ = 1 . (4.31) 
(p{N-k) 
Further, for s = 2 , (4. 27) gives 
, 2  
^'"k' (Ekj2j,(g2|2 
which, from (4.22) and (4.26a), becomes 
2 /[2tr(A'A, )^+ [tr(A'A. )]^} 
= -TZ  ^
0- (p (N-k+2)(N-k) 
so that 
V(u^) = E(u^)^- {E(uj^)}^ 
2tr(A^Aj^)^+[tr(A^Aj^)]^ [tr(A^A^^)]^ 
(^)^(N-k+2)(N-k) (^)^(N-k)^ 
2tr(A^A^)^(N-k) - [(N-k)- (N-k+2)][tr(A^A^)]^ 
(^)^(N-k+2)(N-k)^ 
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[tr(A^A^)]^ 
2{tr(A; A, )^- N-k } 
2 k 2  •  ( 4 . 3 2 )  (p^(N-k+2)(N-k) 
Expressions (4.31) and (4. 32) conclude the proof of Theorem 2. 
Proof of Corollary: That E(uj^) = 1 follows immediately. In the expres­
sion for the variance it is easy to see that tr(DjDj^) = 2(N-1) using (4. 29) 
for k=l . Another application of Theorem 9- 1. 9 in Graybill [15] gives 
tr(D'jDj)^ = 2(3N-4), so that 
2 tr(D'DJ^ 
2{tr(DiDp . } 
r - 4(N+1)(N-1) 
• (4.33) 
N - 1 
This completes the proof of the corollary. 
The expression (4.32) for the variance of u^ can be written in the 
alternative form using (4. 30) as 
2tr(AJA. 1 
An explicit expression for tr(A^A^)^ in terms of N and k , how­
ever, has not been obtained but evaluation of (4. 32) can be implemented 
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by using a result due to Guest [ 16]. Guest showed that the second mo­
ment of (N-k)d^ can be written as 
E[(N-k)d^}^ = [[(N-k)^-k](^^)^+2{N-k)(^)}(r^ (4.35) 
which leads to the following useful computation formula for V(Uj^) 
2(N-k)(% - (2N-k)(^)^ 
V(u^) = 2k2^ ' (4.36) 
(p''(N-k+2)(N-k) 
The asymptotic distribution of u^ under will now be consid­
ered. Anderson [1] showed that statistics of the form 
S d.w^ 
- = ^ (^-^7) 
S w 
i=l ^ 
where D is a diagonal matrix and W N(0, <r^I) are asymptotically 
normally distributed as t gets large. It was shown in the proof of 
Theorem 2 that u^ is in the form required by (4. 37) so that u^^ is 
asymptotically normal for large N . As previously noted in Chapter II, 
Brownlee [5] has suggested that the approximation is close for N = 10, 
k = 1; the approximation for u^ for N = 20, 50, 75 and 100 has been 
investigated using a Monte Carlo technique and will be discussed in 
Chapter VI Section A. 
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C. A Special Property of 
As a special property of it will now be shown that if N = k+1, 
Uj^ = 1 identically for all N and k • 
The following lemma will be needed in the proof of the property. 
Lemma: For N equally-spaced observations, y^^, . . . , y^, the coeffi­
cients of the orthogonal polynomials of degree N- 1 can be obtained by 
taking ^ \y, where £• is the difference operator defined in Chapter 
III Section A. 
Proof of lemma; Fisher [10] stated that, for equally-spaced observa­
tions, the orthogonal polynomial coefficients for the rth degree can be 
found by constructing a sequence A = (a^y • • • > from the 
original sequence of observations (y^, y^, • • • , y^) and then taking the 
rth successive difference of the sum of the terms of A . The coeffi­
cients, a^ , of the y^ in the sequence A are found by taking a^^ = 1 
and 
for i=l, 2, . . ., N . Equivalently therefore 
For the particular case r=N- 1 , that is when trying to find the 
coefficients for the orthogonal polynomial of degree N- 1 , the sequence 
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A is constructed as follows; 
ai = 1 
»2 = ^ 0 . ,4.40, 
It follows using (4. 39) that a^ = a^ = . . . = a^ = 0 and therefore that the 
orthogonal polynomial coefficients for a polynomial of degree N- 1 are 
N- 1 given by (Yj) • This completes the proof of the lemma. 
N _ 2 
Proof of Property 1: S (y.- y) can be split into individual orthogonal 
i= 1 ^ 
contrasts for polynomials of first degree, second degree, . . . , (N-2)nd 
degree and (N-l)st degree. If N=k+1 and a curve of (k-l)st degree is 
N . 2 
fitted, y. being the ith fitted value, S (y.- y.) is precisely the square 
i=l 
of the kth order orthogonal polynomial contrast normalized to be an 
unbiased estimate of . From the preceding lemma this contrast is 
3 (yj) in which case 
2 k+1 _ 2 
< = 'n-n» = r-
1=1 Z A2 'k ' 
j8=0 
which is the numerator of u^ so the proof is complete. 
Another property of u^ , that of monotone increasing variance for 
fixed N = NQ for NQ > 3k+l , is proved in the Appendix. 
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V. A TEST PROCEDURE EMPLOYING THE GMSSDS 
A. Test Procedure 
As mentioned in Chapter II, the von Neumann statistic, defined in 
(2. 5), has been used to test for nonrandomness of a sample of normally 
distributed observations when the nonrandomness is in the form of a 
change in the means, that is, a trend. A procedure employing the 
GMSSDS will now be described which can be used to characterize the 
trend further and to estimate the variance of the random component of the 
observations. The procedure presented involves sequential testing so 
that, strictly, preliminary testing methodology analogous to that intro­
duced, for example, in Larson and Bancroft [30a ] and [30b ] for least 
squares regression is applicable. Details of this methodology have, how­
ever, not yet been established in the context of this presentation. 
The null hypothesis of randomness of a sample from a normal distri­
bution was stated in (2. 1) as 
Hqi: y. = IJ. + C. i=l, 2, . . ., N 
where, here and throughout this chapter, it will be assumed that 
~NI(0, (T^) for i=l, 2, . . . , N . The alternative hypothesis was stated 
in (2. 2) as 
i=l, 2 N 
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where is a function which is a polynomial function or can be ap­
proximated by a polynomial function sufficiently for practical purposes. 
The statistic Uj^ defined in (2.5) is used to test and, under 
, both numerator and denominator give unbiased estimates of cr^ . 
As mentioned in Chapter II, it was shown by von Neumann [32] that the 
asymptotic distribution of Uj^ under is normal and E(u^) = 1 so 
that the actual test statistic is taken as 
^ /Viir(uj) 
where, under approximately asymptotically normally distri­
buted with mean 0 and variance 1 . Regarding the numerator and 
denominator as estimates of cr^ , if is true, the bias in the denom­
inator is larger than the bias in the numerator (see Chapter II). Accord­
ingly the critical region for the test statistic is that region in which 
small values of Uj are to be expected if is true. If the null 
hypothesis is not rejected, it is well known that the minimum variance 
2 2 
unbiased estimate of cr is Sj as defined in (4.2). 
If the null hypothesis of randomness is rejected, a test employing 
u^ may be used to test the following hypothesis that the trend in the 
means in linear. 
^02- ^i = Po+Pl' + ^ i i=l, 2, . . . ,N 
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against the alternative hypothesis 
i=l, 2. 
• • • > N 
where ^2^^^ is a polynomial of degree 2 or higher or can be approximated 
by such a polynomial function. 
It has been shown in Chapter IV Section B that, under , the 
distribution of u^ is asymptotically normal with E(u2) = 1 so that the 
actual test statistic is taken as 
where is a standard normal variate. Under » however, the 
2 bias of the denominator as an estimator of <r is larger than the bias 
in the numerator as an estimator of cr^ • If, for example, the correct 
model is y. = shown in Chapter VII Section B that the bias 
of the numerator is 
while the bias in the denominator is 
z 2 /Var(ûp 
(N-l)(N)(N+l)(N+2)p^ 
(5.2) 180 
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It is easy to see that (5. 2) is greater than (5. 1) for all values of N 
greater than 3 . The discussion above also indicates that the critical 
region of the test is that region in which small values of U2 are expected 
to fall under • If the null hypothesis is not rejected, the minimum 
2 2 
variance unbiased estimate of <r is S^, defined in (4. 2). 
Continuing in this way statistics u^. , u^ may be used to 
construct tests for polynomial trend of degrees 2, 3, , p- 1 succes­
sively. In general, the null hypothesis can be written as 
^Ok- Yi = ....N 
where k < N-1 , and correspondingly the alternative hypothesis is 
written as 
^Ak* ^i " ^k^^^ + i=l, 2, . . ., N 
where f^(i) is a polynomial of degree k or higher or can be sufficiently 
approximated by such a polynomial function. 
Under the numerator and denominator of u^ are unbiased 
estimates of , as shown in Chapter IV Section B. It was also shown 
in the same section that the asymptotic distribution of u^ under is 
normal and that E(u^) = 1 so that the test statistic is taken as 
, (5.3) 
I 
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where is a standard normal variate. Under the particular alterna-
tive hypothesis that y^ = |3^i + for i=l, 2, . . ., N , it is shown in 
Chapter VII Section B that the bias of the numerator of u^ is given by 
[(k!)V(k^]Pk (5.4) 
while it is also shown that, for k = 1, 2, 3 , the bias of the denominator 
is given by 
{(N-k+l)(N-k+2) ... (N-1)(N)(N+1) ... (N+k)/(^)(^^)(k+l)]p^ . (5.5) 
Although it has been shown only for the cases k=l, 2, 3 that the bias of 
the denominator is given by (5. 5), it seems reasonable to assume that 
the result holds for k = 1, 2, .. ., N- 1 . That assumption will be made in 
the discussion that follows. 
For N = k+1 the numerator of u^ is identical to the denominator 
of u^ from the property proved in Chapter IV Section D in which case 
the bias expressions (5.4) and (5.5) are equal. Since (5.5) is increasing 
in N and (5.4) is constant for all N , for N > k+1 the expression (5.5) 
is greater than expression (5.4). Accordingly the critical region of the 
test is again, and in general, that region in which small values of u^ 
fall under . Again also, if the null hypothesis is not rejected, the 
2 2 
minimum variance unbiased estimate of c is S^ defined in (4. 2). 
As previously described the above procedure can be used to test for 
the degree of polynomial in ascending order, from degree 0, 1, 2, . . . 
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The statistic can also be employed in a downward testing procedure. 
The bias of this procedure is that, either from previous experiments or 
otherwise, the highest degree that the polynomial can attain can safely 
be assumed to be say q . The tests presented above are then performed 
for the polynomials of descending orders q , q-1, . . . • In this testing 
situation the general hypotheses specifications can be stated as 
^Ok* ^i ^ Pq  •*" • * "*'^k-l^^'^''"^i i=l,2, ...,N 
^Ak' ^i ^ i=l, 2, . . . , N 
where g^(i) is a polynomial function of degree k-2 or can sufficiently 
be approximated by such a function. If is not rejected but HQ^ ^ 
is rejected, the degree of polynomial indicated is k- 1 and the estimate 
2 2 
of cr is taken as . It is this test procedure which is used in 
Examples 1 and 2 in Section C. 
B. Applications of the Test Procedures 
The test procedures presented in Section A have two main applica­
tions as follows. If the observations are assumed to be independent, 
normally distributed random variables with equal variances and are 
assumed to follow a trend which is a polynomial function, either of the 
testing procedures can be used to estimate the degree of polynomial and 
the variance of the distributions. 
This first application is also an application of the VDM proposed by 
Rao and Tintner [40] and of standard least squares polynomial regression 
methods (LSM). From the results of the Monte Carlo studies presented 
in Chapter VI Section B it appears that the LSM has the highest power 
in detecting the degree of polynomial which represents the trend. The 
GMSSDS procedure seems to have higher power than the VDM of Rao and 
Tintner, but lower power than the least squares procedure in some cases. 
Example 1 in Section C shows the results of the VDM, LSM and GMSSDS 
procedures when applied to data from Tintner [43 ] concerning quantity 
of meat consumed in the United States from 1919-1941. 
The second application of the GMSSDS test procedures presented in 
Section A may be described as follows. If the observations are assumed 
to be normally distributed random variables with equal variances and 
are assumed to follow a polynomial trend, either GMSSDS test procedure 
may be used, in conjunction with the LSM procedures, to find additional 
information, such as the possibility of negative serial correlation or the 
presence of outliers, among the observations. 
The second application, in fact, may reveal useful information about 
the observations that might be overlooked if the ordinary least squares 
procedure alone is applied. For example, if one or more of the observa­
tions are outliers, the differences involving these outliers can inflate 
Vj^ , the numerator of the u^ statistic, as mentioned in Chapter III 
Section C. In this case the numerator of u, does not decrease as the k 
trend component is eliminated. The denominator, because of its least 
squares property, is not likely to be affected so much by the outliers. 
In such situations therefore, the degree of polynomial indicated by the 
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GMSSDS procedure is expected to be less than the degree of polynomial 
suggested by the LSM procedure. 
When negative serial correlation is present in the data, the proposed 
GMSSDS procedures will also, in many cases, indicate a lower degree of 
polynomial than the correct degree because the bias caused by negative 
correlation is greater in the numerator than in the denominator thus 
keeping the u^ statistic out of the critical region. This situation is 
further discussed in Chapter VII. Example 2 shows the application of the 
GMSSDS procedure in conjunction with the LSM procedure for detecting 
negative serial correlation among observations which also exhibit trend. 
If the degree of polynomial indicated by the least squares procedures 
is greater than the degree suggested by the procedure using u^ , the 
possibility that either outliers or negative serial correlation, or both, 
are present among the observations should be considered. An examina­
tion of the observations and, especially, of the residuals from the fitted 
regression, may, in most cases, suggest whether or not outliers are to 
be suspected. If there are no suspected outliers, or if for some other 
reason negative serial correlation is suspected, a test for negative 
serial correlation as given, for example in Durbin and Watson [8] and 
[9] or Theil and Naggar [41] may be performed. 
C. Examples 
Example 1: The following data, taken from Tintner [43], show the 
quantity of meat consumed in the United States by years from 1919 to 
1941. 
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Year Quantity Year Quantity Year Quantity 
1919 171.5 1927 168.6 1935 146.7 
1920 167.0 1928 164.7 1936 160.2 
1921 164.5 1929 163.0 1937 156. 8 
1922 169.3 1930 162. 1 1938 156. 8 
1923 179.4 1931 160. 2 1939 165.4 
1924 179. 2 1932 161.2 1940 174. 7 
1925 172.6 1933 165.8 1941 178. 1 
1926 170.5 1934 163. 5 
The VDM described in Chapter III Section D, the GMSSDS procedure 
described in Chapter V Section A and the LSM for fitting polynomials 
suggested, for example in Bancroft [3b], will be used to estimate the 
degree of polynomial which represents the trend in the data and to 
estimate the variance of the series. For the VDM the highest degree of 
polynomial, say q , at which to start the test procedure must be 
specified. The procedure is then used to test for degree q , then degree 
q- 1 , and so on until a Significant result is found. Since the GMSSDS 
procedure and LSM procedure are not affected by this specification of • 
highest degree, the assumption that the highest degree is 4 has been , 
made in the analysis of the data for each method. 
Inferences from the above three procedures are made as follows: 
For the VDM, if V^^^V^ is not significant and V^/V^_ ^ is significant, 
the trend is said to be of degree k- 1 and V^ is taken as the estimate of 
cr^ . For the GMSSDS procedure, if u^ is not significant and u^_ ^ is 
significant, the trend is said to be of degree k-1 and the estimate of cr^ 
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O 
is taken as . For the LSM employed here if is not significant 
and F^ is significant, F^ being the usual F statistic, the trend is said 
2 2 to be of degree k- 1 and is taken as the estimate of cr . 
The results of the three procedures are given in Table 5.1. From 
Table 5. 1 it is seen that the VDM indicates a linear trend and gives an 
estimate = 14. 844 of while the GMSSDS procedure and LSM 
2 2 indicate a cubic trend and give an estimate = 23. 99 of cr . Since the 
GMSSDS and LSM procedures indicate the same degree of polynomial, the 
results of the GMSSDS are accepted. Further, from the agreement 
between the GMSSDS and LSM procedures here it can be inferred that 
there is no indication of outliers or negative serial correlation between 
the observations. 
Example 2: The following data, taken from a standard exposition of 
orthogonal polynomial fitting in Fisher and Yates [11], represent the 
difference in yields in bushels per acre of two plots of Broadbalk, a 
famous Rothamsted, England, wheat field, for the 30 years 1855-1884. 
There was a slight difference in the fertilizer treatments on the two plots. 
Year Diff. in yield Year Diff. in yield Year Diff. in yield 
1855 -3.4 1865 +3.9 1875 +3.9 
1856 -4. 5 1866 +2.6 1876 
00 +
 
1857 - 1 . 0  1867 +6.9 1877 +21.0 
1858 - 1 . 3  1868 +8.6 1878 +5.0 
1859 -4. 7 1869 + 10. 8 1879 +4. 7 
1860 +4.9 1870 +4. 1 1880 -0. 2 
1861 -1. 1 1871 + 12. 1 1881 +9.3 
Table 5.1. Analysis of data in Example 6. 1 
VDM GMSSDS LSM 
II IT) > 12.989 VG/V^ = .990 ^5 = . 537 ^5 = - 1 .  099 4 = 24. 188 ^5 = . 84 
II >
 13.122 V4/V3 = . 964 - "4 = . 547 ^4 = - 1 .  188 23.990 ^4 = 23.6** 
^3 = 13.608 ^3/^2 = . 9 1 7  ^3 = . 266 ^3 = - 2. 192* 51. 59 ^3 = 3. 64 
II N
 
>
 14. 844 ^2/^1= . 722* ^2 = . 258 ^2 = - 2 .  658^* ®2 = 57. bT7 ^2 = 2 . 6 1  
^1 = 20.565 ^l/^o = .348** UI = . 333 ^1 = - 3. 347** 4 = 61. 757 ^1 = 10283.2** 
II O
 
>
 59. 07 
* Implies significant at the . 05 level. 
** Implies significant at the . 01 level. 
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Year Diff. in yield Year Diff. in yield Year Diff. in yield 
1862 +7.5 1872 +11.6 1882 -3.0 
1863 +1.9 1873 +13.0 1883 +7.0 
1864 +5.3 1874 -1.4 1884 +2.6 
Based on the assumption that the highest specified degree of polyno­
mial is 3 , the results of the three analyses appear in Table 5. 2. The 
results show that the VDM indicates the series is not random, but does 
2 
not identify the trend present. The estimate of (r is = 25.447. 
The GMSSDS indicates that the series is random and gives an estimate 
2 2 Sj^ = 35.051 of cr . The LSM indicates that a quadratic trend exists 
2 2 
and gives an estimate = 21. 879 of cr . 
The large discrepancy between the GMSSDS results and the LSM 
results indicate that one or more of the assumptions necessary for 
simple least squares analysis may not be obtaining in this data. One of 
these assumptions is independence of observations and, to examine this, 
a test for negative serial correlation is indicated. One test for negative 
serial correlation is due to Dur bin and Watson [8], [9]- To apply this 
test the following statistic is calculated 
N-1 , 
S 
' • f r -
i=l ^ 
where is the residual from the polynomial fitted by least squares. 
The calculated value of 9 , a quadratic polynomial being fitted in this 
Table 5.2. Analysis of data in Example 6. 2 
VDM GMSSDS LSM 
II >
 31. 632 V4/V3 = 1. 065 ^4 = 1. 401 ^4 = 1. 206 84 = 22. 578 I
I 0 . 1 6  
^3 = 29.712 V3/V2=  1. 080 U3 = 1. 358 ^3 = 1. 219 ®3 = 21.879 II 12. 27** 
<
 
N
 
II
 27.496 <
 
N
 
<
 
II
 1. 080 ^2 = 0. 896 ^2 = -0. 421 ®2 = 30. 687 ^2 = 5. 12* 
^1 = 25. 447 V/Vo  = 0. 751* ui = 0. 726 ^1 = - 1 .  550 35.051 I
I 17. 05** 
<
 
O
 II
 33.883 
* Implies significant at the . 05 level. 
** Implies significant at the . 01 level. 
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case, is 2. 48. Using the procedure which is outlined in Durbin and 
Watson rS] to test for negative serial correlation, 4 - çp = 4-2. 48 = 1. 52. 
The value, however, falls in the range of values of the test statistic for 
which the test is inconclusive. Using the tables of Theil and Naggar [41] 
for this test statistic, the .05 point for N = 30 and k' = 2, where k' is 
the number of independent variables in the model, is 1.49. The calcu­
lated value 1. 52 is not less than 1. 49, but is close enough that the possi­
bility of negative serial correlation cannot be discounted. 
The data for this example are shown plotted in Figure 5.1. From 
this it may be seen that substantial oscillations occurred between the 
years 1859 and 1864 and also between the years 1879 and 1884. The very 
high value for year 1877 also is noteworthy. In all it is considered that 
these features are responsible for the above discrepancies between the 
results from the GMSSDS and the LSM procedures. 
20 
1864 1855 1869 1859 1874 1879 1884 
Figure 5. 1. Plot of Fisher Yates data 
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VI. MONTE CARLO STUDIES 
A. Empirical Distributions 
Since the smal l  sample distributions of u^, u^. • • • are not known 
at this time, a Monte Carlo study using the IBM 360 Model 60 at Iowa 
State University was undertaken to examine the empirical distribution of 
Uj and under certain hypotheses. 
As stated in Chapter II, the u^ statistic can be used to test the null 
hypothesis of randomness of a sample from a normal distribution. This 
hypothesis has been stated in (2. 1) as 
^01* ^i " ^ ^ ^i i=l,2, ...,N 
where ç. ^NI(0, cr^). von Neumann [32] showed that under the 
2 distribution of u^ is independent of the values of ji and (r . Accord­
ingly no loss of generality is incurred by reducing the model to 
y^ = N(0, 1) i=l, 2, ...,N 
and this was the model used in the Monte Carlo study. Five hundred 
samples each of size N , for N = 20, 50, 75 and 100, were generated 
on the IBM 360. For each sample u^ was calculated. The 500 values 
of u^ for each N were ordered from the smallest value of u^ to the 
largest and the lower . 05 and .01 per cent points given in Table 6. 1 were 
obtained. For comparison the values obtained by Hart [18], who 
evaluated a linear combination of incomplete Beta functions as an 
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Table 6.1. Lower . 05 and . 01 points of Monte Carlo distribution and 
Hart's distribution 
Monte Carlo Hart 
N . 05 . 0 1  . 05 . 0 1  
20 . 6 3 7  . 4 7 9  . 6 5 0  . 520 
50 . 795 . 6 9 8  . 7 6 9  . 686 
75 . 806 .  7 1 2  
100 . 839 . 7 8 9  
* Indicates this value was not available in Hart's Tables. 
approximation to the distribution of Uj , are given in Table 6. 1. For 
N=20 Hart's values are slightly higher and for N=50 slightly lower, 
but in all four cases the values are the same in at least the first decimal 
place after rounding. In addition, to investigate the accuracy of the 
normal approximation to the true distribution, the .05 and .01 points of 
the empirical distribution and of Hart's distribution were normalized to 
give z-values where, 
1 " / 2 ' 
/N-2/N - 1 
The lower .05 and .01 percentage points for the Monte Carlo distribution 
and Hart's distribution z-normalized are shown in Table 6. 2 along with 
Table 6. 2. Lower . 05 and . 01 points for normalized distributions for Monte Carlo procedure, 
Hart's distribution and normal distribution 
Monte Carlo Hart's Normal 
N . 0 5  . 0 1  . 05 . 01 . 05 . 0 1  
20 - 1 .  7 1 0  - 2 .  4 5 6  -  1 . 6 5  - 2 .  2 6  - 1 . 6 4 5  - 2 .  3 2 6  
50 - 1 .  5 1 0  - 2 .  2 2 4  - 1 . 6 9  - 2 .  3 0  - 1 . 6 4 5  - 2 .  3 2 6  
75 - 1 . 6 9 8  - 2 .  5 2 2  - 1 . 6 4 5  - 2 .  3 2 6  
100 -  1 . 6 3 0  - 2 .  1 3 4  - 1 . 6 4 5  - 2 .  3 2 6  
* Indicates values not available in Hart's tables. 
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corresponding values for the standard normal distribution. It may be 
seen from Table 6. 2 that for N as small as 20 the normal approxima­
tion to the distribution of u^ is satisfactory. 
To obtain some information on the shape of the whole distribution 
for each sample size a histogram was plotted for the empirical distribu­
tion of u^ . Each histogram was constructed using 10 classes, the 
number suggested by the following formula which appears in Hunts berger 
[ 21 ]  
k  =  1  +  3 . 3  l o g  n  ( 6 .  1 )  
where k is the number of classes and n is the number of numerical 
values which comprise the data, in this case 500. Each histogram was 
constructed on the same scale so that the forms of the histograms could 
be compared for the different sample sizes. The histograms for u^ 
f o r  s a m p l e  s i z e s  2 0 ,  5 0 ,  7 5  a n d  1 0 0  a r e  g i v e n  i n  F i g u r e s  6 .  1 - 6 . 4  
respectively. It may be seen from Figures 6. 1-6.4 that each empirical 
distribution has a mean that is close to unity and that the variance seems 
to decrease with increasing sample size. Also it appears that each 
figure has a strong tendency towards symmetry. 
To check the accuracy of the empirical distributions as approximat­
ions to the theoretical distributions the mean, variance and third mo­
ment about the mean of the theoretical and empirical distributions were 
calculated for each N . These values appear in Table 6. 3. It is evident 
from Table 6. 3 that differences between the theoretical and empirical 
o 
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Figure 6.1. Empirical distribution of u^ for N 
2 . 1 3  I . 0 0  
o  
Figure 6. 2. Empirical distribution of Uj for N = 50 
Figure 6.3. Empirical distribution of u^ for N= 75 
2 . 1 3  0 . 6 3  I .  0 0  
Figure 6. 4. Empirical distribution of u^ for N= 100 
Table 6. 3. Mean, variance and third moment about the mean of the theoretical distribution and 
empirical distribution of Uj 
Third moment Third moment 
Mean of Theoretical Variance of Theoretical 
about mean about mean 
N emp. dn. mean emp. dn. variance 
of emp. dn. of th. dn. 
2 0  . 9 8 4  1 . 0  . 0 4 5 6  . 0 4 5 0  - . 0 0 0 0 2 8  0 . 0  
5 0  . 9 9 6  1 . 0  . 0 1 8 0  . 0 1 9 0  . 0 0 0 7 3 2  0 . 0  
7 5  1 . 0 0 0  1 . 0  . 0 1 2 8  . 0 1 3 0  - . 0 0 0 3 2 2  0 . 0  
100 1.005 1.0 .0010 .0098 -.000013 0.0 
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values are small which seems to indicate that the empirical distribution 
gives a good approximation to the true distribution at least up to the 
third moment about the mean. 
To study the distribution of u^ under the null hypothesis of a linear 
trend in the observations, 500 samples each of size N , for N = 20, 50, 
75 and 100, were generated on the IBM 360 using the model 
y .  =  i  +  € .  € .  ^ N I ( 0 ,  1 )  i = l , 2 ,  . . . , N  ( 6 . 2 )  
and U2 was calculated for each sample. The values of the slope of the 
linear trend and of the variance of the were chosen for simplicity 
because, as can be seen from (4. 27), the distribution of U2 under the 
assumption of a linear trend is independent of the value of the variance 
of , provided the variance is constant for all i , and is independent 
of the value of the slope of the trend-
As before, for each N the 500 values of u^ were ordered from 
smallest to largest and the lower . 05 and . 01 per cent points were found. 
These . 05 and . 01 points of the empirical distribution appear in Table 
6. 4 together with the corresponding normalized values obtained as 
^ / Var(u2) 
For comparison . 05 and . 01 points of the normal approximation are also 
given in Table 6.4. It appears from Table 6. 4 that, for practical appli­
cations, the normal approximation is satisfactory for N as small as 20. 
Table 6.4. .05 and .01 points for the empirical Monte Carlo distribution, normalized 
points and normal approximation values 
MC . 0 5  -  . 0 5  S t a n d a r d  QJ MC . 0 1  -  . 0 1  S t a n d a r d  
standardized normal ' standardized normal 
2 0  . 5 3 9  - 1 . 5 4 8  - 1 . 6 4 5  . 3 8 4  - 2 . 0 6 8  - 2 . 3 2 6  
5 0  . 7 0 5  - 1 . 5 3 7  - 1 . 6 4 5  . 6 0 3  - 2 . 0 6 6  - 2 . 3 2 6  
7 5  . 7 4 8  - 1 . 4 9 2  - 1 . 6 4 5  . 6 3 3  - 2 . 1 7 0  - 2 . 3 2 6  
100 .778 -1.621 -1.645 .706 -2.143 -2.326 
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It also appears that, in every case, the test based on the normal approxi­
mation would reject fewer points than tests based on the Monte Carlo 
distribution. 
For each N histograms for the empirical distributions were plotted 
using equation (6. 1) to determine the number of classes. Also, as in the 
case of Uj , each histogram was constructed on the same scale so that 
the forms of the histograms could be compared for each sample size. 
The histograms for u^ for sample sizes 20, 50, 75 and 100 are given 
i n  F i g u r e s  6 .  5 - 6 .  8  r e s p e c t i v e l y .  I t  c a n  b e  s e e n  f r o m  F i g u r e s  6 .  5 - 6 .  8  
that the mean of each distribution is close to unity and that the variance 
seems to decrease with increasing sample size. While the distributions 
do not seem to have so strong a tendency towards symmetry as those 
distributions in Figures 6. 1-6. 4 for u^ , they do not seem to have a 
strong tendency towards skewness to either the right or left. 
To check the accuracy of the empirical distributions for approximat­
ing the theoretical distributions the mean and variance of both the 
theoretical and empirical distributions were again calculated for each 
N. These values appear in Table 6. 5. It can be seen from Table 6. 5 
that, for the moments examined, the moments of the empirical distribu­
tion do not differ from the values of the moments of the theoretical 
distribution by more than .013. 
B. Power Studies 
Monte Carlo procedures were employed to investigate the power of 
Uj for several alternatives of linear trend to the null hypothesis of 
randomness and also to investigate the power of u^, ^2^^\ the 
E .  1 3  0 . 6 3  1.00 
Figure 6. 5. Empirical distribution of Ug for N= 20 
Z .  1 3  1.00 
"Figure 6.6. Empirical distribution of u^ for N- 50 
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Figure 6. 8. Empirical distribution of u^ for N = 100 
Table 6.5. Mean and variance of the theoretical and empirical distribution for 
N 
Mean of 
empirical 
distribution 
Theoretical 
mean 
Variance of 
empirical 
distribution 
Theoretical 
variance 
20 
50 
75 
100 
. 9 8 7  
1.011 
. 9 9 7  
. 9 8 2  
1. 0 
1.0  
1.0 
1 .0  
. 0 9 1  
. 0 3 8  
. 0 2 4  
. 0 1 7  
. 0 8 9  
. 0 3 7  
. 0 2 8  
. 0 1 9  
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least squares procedure for alternatives of quadratic trend to the null 
hypothesis of linear trend. 
It should be noted that since the statistics u^ and V^/Vg are 
related by the equation 
^1 = ' 
the power of u^ and V^/VQ is the same for all alternatives to the null 
hypothesis of randomness. 
The power study for u^ was carried out for sample sizes N=20 
a n d  N=50 using the linear model y^ = io + for or-values of.01, . 05, 
. 10, .50 and 1.0 and for ^ N1(0, cr^) with or^ = 4, 16, 64 and 100. 
The .05 and .01 percentage points for u^ were obtained from the normal 
approximation to the distribution of u^ by solving for u^ in the ex­
pression 
where is the lower .05 (or .01) point of the standard normal distri­
bution. The normal approximation points were used because the avail­
ability of the normal tables makes the normal approximation points more 
likely to be used in practice than the Hart or the Monte Carlo points 
given in Section A. 
The results of the study appear in Tables 6. 6 and 6. 7 for N=20 and 
N=50 respectively. In Tables 6. 6 and 6. 7 the following four points may 
Table 6.6. Power of Uj at significance levels .05(.01) for model y\= i + e. , N = 20 
« = . 0 1  # = . 0 5  a  = . 1 0  o r  =  .  5 0  O f  =  1 .  0  
2  ( T  =  4  .  042(.  010) .  066{.  004) .  108(.018) .994(.934) 1.000(1.  000) 
2 (T = 16 .  044(.  008) .  058(.  008) .  066(.  008) .  504(.  248) .  982( .928) 
2 (T = 64 .  052(.  002) .  082(.  006) .048(.008) .  178(.  050) .510( .274) 
2 (T = :  100 .  052{.  010) .048(.  008) .056(.012) .  102(.  036) .336( .  108) 
Table 6.7. Power of Uj at significance levels .  0 5 ( .  0 1 )  f o r  m o d e l  = i + C. , N = 50 
ûf = . 01 or = . 05 # = . 1 0  a = • 50 a  =  1 . 0  
II 
N
 b .  0 6 2 ( .  0 0 8 )  . 208(. 066) .  8 3 4 ( . 5 9 2 )  1 .  0 0 0 ( 1 .  0 0 0 )  1 . 0 0 0 ( 1 .  0 0 0 )  
= 16 .  0 4 0 ( . 0 0 2 )  . 088(. 010) . 222{. 068) 1 .  0 0 0 ( 1 .  0 0 0 )  1 . 0 0 0 ( 1 .  0 0 0 )  
(T^ = 64 . 048(. 008) . 0 5 8 ( . 0 1 6 )  . 0 7 6 ( . 0 0 8 )  . 9 5 2 (  . 8 5 6 )  "  1 . 0 0 0 ( 1 .  0 0 0 )  
0-^ = 100 . 0 3 8 ( . 0 0 2 )  . 066(. 012) . 0 5 8 ( . 0 1 2 )  . 7 9 0 (  .  5 5 0 )  1 . 0 0 0 ( 1 .  0 0 0 )  
75 
be noted: (1) The power of is less than . 25 for all cases except one 
of a = .01, .05 and . 10 and all values of cr^ and N , the exception 
being the case a = . 10, 0-^ = 4, N = 50 where the power is • 834. (2) 
The difference in the power for N=20 and N=50 is evident for a in 
the range .10 to 1.0 showing the dependency of the power of u^ on 
sample size for a in that range. (3) For N=50 the power appears to be 
close to unity for a > . 50. (4) For fixed N and a , the power decreases 
with increasing variance. 
A Monte Carlo study was conducted for sample sizes N=20 and 
N=50 to compare the power of u^i the least squares proce­
dure for detecting the alternative hypothesis 
y^ = ia + i^p + e^, ^ NI(0, ir^) i=l,2, ...,N 
for a = .01, . 50, p = .01, .05 and . 10 and o"^ = 4, 16, 64 and 100. The 
.05 and .01 percentage points for the distribution of u^ were obtained 
from the normal approximation by solving for u^ in the expression 
/"vâr(û^ 
where is the lower .05 (or .01) point of the standard normal distri­
bution. The .05 and .01 percentage points for I obtained 
from the tables in Rao and Tintner [40]. Three different values are 
given for the . 05 and . 01 points of V^/V^ depending on the highest 
specified degree of polynomial, q = 2, 3, 4. The . 05 and . 01 points of 
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the F-statistic used in the least squares procedure were obtained from 
Fisher and Yates [11]. 
The results of the study for N=20 are given in Tables 6. 8-6. 11, 
those for N=50 are given in Tables 6. 12-6. 15. In Tables 6. 8-6. 15 the 
statistic is denoted by T and the highest specified degree in the 
variate difference procedure is denoted by q . The statistic used in the 
least squares procedure is denoted by F . The following four points 
may be noted in Tables 6. 8-6. 15. (1) The power of all three statistics 
decreases with increasing values of cr^ . (2) The power of each of the 
three statistics is greater for j^=50 than for N=20. (3) For fixed N 
the power of all three statistics is in most cases greater for or = . 50 
than for a = .01. (4) The power of the least squares F-test is greatest 
in almost all cases. For several cases when N=20 , the power of V^/V^ 
seems greater than the power of the F-test. This, however, may be due 
to an inaccuracy of the size of the test based on caused by the 
approximate procedures employed by Rao and Tintner to calculate . 05 
and . 01 percent points. This is discussed further in Section C. (5) For 
N=20 in most cases the power of \ greater than the power of 
U2 • This may also be attributable to the inaccuracy mentioned in (4) 
above of the .05 and . 01 points for the distribution of ^2^^\ ' For 
N=50 in most cases the power of u^ is greater than the power of V^/V^. 
The notable exceptions occur for p = . 01 at both values of a and both 
values of N . (7) The sample size greatly affects the power of u^ and 
V^/Vi , the power for N=50 being larger than for N=20 . 
Table 6. 8. Power of Uy, T, F a t s  ignificanci s levels .  0 5 ( .  0 1 )  f o r  m o d e l  y .  =  a i  +  p i ^  with 
< r  = 4 ,  N = 20 
a = . 01 a = . 50 
p = . 01 P = • 05 P = • 10 p =  . 0 1  P = . 05 P = . 10 
Uz .  0 3 8 ( .  0 0 4 )  . 344( . 0 5 4 )  . 920( . 544) .  0 3 8 (  . 0 0 2 )  . 332( . 0 7 8 )  • 9 3 4 (  . 6 2 2 )  
T:q=4 .  1 4 8 ( . 0 4 6 )  . 540( . 314) . 9 7 4 (  .920) . 302( . 132) .  816(  . 6 3 2 )  
• 
9 9 8 (  . 9 8 2 )  
T:q=3 .  2 2 6 ( .  0 5 8 )  . 6 6 2 (  . 334) . 9 9 2 (  . 9 2 8 )  . 4 2 2 (  .  1 4 4 )  . 884( .  6 6 6 )  1. 0 0 0 (  . 9 8 8 )  
T:q=2 .  2 5 8 ( . 0 6 4 )  .  6 9 6 (  . 360) . 9 9 4 (  . 9 4 0 )  . 478( . 152) . 9 0 4 (  . 6 8 2 )  1. 0 0 0 (  . 9 9 0 )  
F . 774(. 492) 1 . 0 0 0 ( 1  .  0 0 0 )  1. 000(1 . 0 0 0 )  1 .  0 0 0 ( 1 .  0 0 0 )  1 . 0 0 0 ( 1  . 0 0 0 )  1. 0 0 0 ( 1 . 0 0 0 )  
Table 6. 9. Power of U2. T, F at significance levels . 05(. 01) for model = ai + (3i^ + with 
0 " ^  =  1 6 ,  N  =  2 0  
a = . 01 a = . 50 
p = . 01 (3 = . 05 p = . 10 p = . 01 p = . 05 P = . 10 
"2 .  0 5 2 ( .  0 0 0 )  . 086( . 0 1 2 )  .  3 8 2 (  . 0 6 6 )  . 0 3 6 ( . 0 0 0 )  . 092( . 008) .  3 1 2 (  . 0 4 0 )  
T;q=4 .  1 3 2 { . 0 4 4 )  . 246( . 102) . 5 6 4 {  . 3 4 8 )  . 154(. 048) . 3 3 6 (  . 148) . 6 5 4 (  . 4 3 8 )  
T;q=3 .  1 9 4 ( . 0 5 2 )  . 3 5 2 (  .  1 1 8 )  . 6 8 0 (  . 3 7 6 )  .  2 4 6 ( . 0 5 8 )  . 4 7 8 (  .  1 5 6 )  . 788{ . 4 6 8 )  
T:q=2 . 242(. 054) . 4 0 0 (  . 124) .  7 2 2 (  . 4 0 2 )  .  2 9 2 ( . 0 6 8 )  . 5 2 6 (  .  1 7 2 )  . 820( . 4 8 2 )  
F .  2 6 2 ( .  1 0 0 )  1 , 0 0 0 ( 1  . 000) 1 .  0 0 0 ( 1 .  0 0 0 )  . 9 9 4 ( . 9 5 0 )  1 . 0 0 0 ( 1  . 000) 1 . 0 0 0 ( 1  . 000) 
Table 6. 10. Power of U^» T, F at significance levels . 05(. 01) for model = od + pi^ + e. with 
o"^ = 64, N = 20 
a = . 01 a = . 50 
p = . 01 P = . 05 p = . 10 o I
I CO
. 
P = m 
o
 P = . 10 
. 0 3 2 ( . 0 0 4 )  . 0 5 0 ( .  0 0 4 )  . 0 9 0 (  .  0 1 0 )  .  0 3 8 ( .  0 0 0 )  .  0 5 0 ( .  0 0 4 )  . 104( . 0 0 8 )  
T;q=4 .  1 3 2 ( .  0 3 8 )  .  1 5 0 ( .  0 6 8 )  . 2 3 8 {  .  1 1 8 )  .  1 3 0 { . 0 5 8 )  .  1 7 4 ( .  0 6 6 )  . 268( .  1 2 6 )  
T;q=3 .  2 1 4 ( . 0 4 2 )  .  2 3 0 ( .  0 7 6 )  . 3 2 0 (  .  140) .  2 3 6 ( .  0 6 8 )  .  2 6 0 ( .  0 8 0 )  . 358( . 134) 
T:q=2 .  2 4 0 ( . 0 5 2 )  .  2 6 0 ( .  0 8 6 )  . 3 6 8 (  .  1 5 2 )  .  2 7 4 ( . 0 7 2 )  .  3 1 4 ( . 0 8 6 )  . 4 0 4 (  . 150) 
F .  1 2 6 ( . 0 4 2 )  .  8 9 2 ( . 6 8 0 )  1 .  0 0 0 ( 1 .  000) . 6 0 2 ( . 3 3 8 )  . 9 9 6 ( . 9 7 2 )  1 .  0 0 0 ( 1 .  0 0 0 )  
Table 6. 11. Power of U^i T, F at significance levels . 05(. 01) for model = ai + pi^ + with 
0 - ^  =  1 0 0 ,  N  =  2 0  
a = . 01 or = . 50 
p = . 01 P = . 05 P =  . 1 0  P =  . 0 1  p  =  . 0 5  p = . 10 
"2 .  0 5 0 ( .  0 0 0 )  .  0 5 0 ( .  0 0 2 )  . 0 8 2 ( . 0 0 4 )  . 0 3 6 ( . 0 0 0 )  . 044(. 000) . 0 6 0 (  . 008) 
T:q=4 .  1 3 2 ( . 0 4 4 )  .  1 6 2 ( .  0 4 8 )  . 2 2 2 ( . 0 8 4 )  .  1 3 0 ( . 0 3 6 )  .  1 5 4 ( . 0 6 0 )  . 2 1 0 (  . 0 8 6 )  
T;q=3 .  1 9 2 ( .  0 5 2 )  .  2 5 2 { .  0 6 4 )  . 304(. 108) .  2 1 0 { .  0 4 8 )  . 240(. 068) . 320{ . 0 9 6 )  
T:q=2 .  2 3 6 ( .  0 5 2 )  .  2 9 2 ( . 0 8 2 )  . 340(. 120) . 2 4 8 ( . 0 5 4 )  .  2 9 2 ( .  0 7 0 )  . 3 6 6 (  . 108) 
F . 084(. 018) . 738(. 428) . 998(. 986) . 424(. 198) . 9 7 4 ( . 8 3 0 )  1 . 0 0 0 ( 1  . 000) 
Table 6. 12. Power of U,, T, F at significance levels . 05(. 01) for model y. = ori + pi + g. with 
2 ^ ^ (T = 4, N = 50 
a = . 01 a = . 50 
p = . 01 P = . 05 P =  . 1 0  p = . 01 P = . 05 P =  . 1 0  
^2 .866( .580) 1. 000(1. 000) 1.000(1. 000) .948( . 592) 1.000(1 . 000) 1. 000(1. 000) 
T:q=4 . 228( . 088) 1.000(1. 000) 1. 000(1. 000) . 646 ( .422) 1.000(1 . 000) 1. 000(1. 000) 
T;q=3 .338( . 106) 1.000(1. 000) 1.000(1. 000) . 780( . 460) 1.000(1 . 000) 1. 000(1. 000) 
T:q=2 .392( . 120) 1.000(1. 000) 1.000(1. 000) . 820( .480) 1.000(1 .000) 1. 000(1. 000) 
F 1.000(1.000) 1.000(1. 000) 1.000(1.000) 1.000(1.000) 1.000(1 .000) 1.000(1.000) 
Table 6. 13. Power of U^. T, F at significance levels . 05(. 01) for model = ai + |3i^ + g. with 
cr^ = 16, N = 50 
or = . 01 a =. 50 
P = • 01 P = " 05 p = . 10 p = • 01 P = . 0 5  P =  . 1 0  
^2 . 246( .076) 1.000(1 . 0 0 0 )  1. 000(1. 000) . 232( . 076) 1.000(1.000) 1.000(1.000) 
T:q=4 . 150( .070) .958( . 854) 1.000(1. 000) . 248( . 110) . 986( .938) 1.000(1. 000) 
T:q=3 . 230( .078) .992( . 878) 1.000(1. 000) .346( . 124) .992( . 960) 1.000(1.000) 
T:q=2 . 286{ . 086) .996( . 886) 1. 000(1. 000) .410( . 136) . 998( .960) 1. 000(1. 000) 
F 1. 000(1 .000) 1.000(1 . 000) 1.000(1.000) 1. 000(1 .000) 1.000(1.000) i. 000(1.000) 
Table 6. 14. Power of Ug, T, F at significance levels . 05(. 01) for model y^= m + pi^ + with 
0"^ = 64, N= 50 
a = 
. 01 a = . 50 
p =  . 0 1  P = . 05 p = . 10 p = . 01 P = .05 p = . 10 
^2 . 102( .016) .984( . 842) 
o
 
o
 
o
 000) .090( .012) . 980( . 872) 1.000(1. 000) 
T:q=4 . 130( .044) .324( . 144) .954( . 814) . 124( .036) .460( .224) .968( .894) 
T:q=3 .210( .046) .430( . 176) .982( . 848) . 216( .038) .614( .038) .992( .906) 
T;q=2 . 244( .054) .490( . 844) . 988( . 864) . 248( . 044) . 664( . 268) .994( .923) 
F 1. 000(1 .000) 1.000(1 . 000) 1. 000(1. 000) 1.000(1 .000) 1.000(1 .000) 1.000(1.000) 
Table 6. 15. Power of Up» T, F a t s  ignificance levels . 05(. 01) for model y. = ad + (3i^ + with 
0- = 100, N = 60 
a = . 01 a = . 50 
p = . o i  P  = . 05 P = . 10 P = . 01 |3 = . 05 p  = . 10 
Uz .066( .008) .914( .604) 1.000(1. 000) .064( .008) .886( . 574) 1. 000(1. 000) 
T:q=4 . 110( .034) . 272( . 108) . 704( .492) . 132( .038) .326( . 134) .840( .620) 
T;q=3 . 188{ .044) .400( . 126) . 828( .520) .200( .048) .454( . 154) .924( .650) 
T:q=2 .228( .052) .454( , 140) . 858( .536) . 254( .054) .506{ . 166) . 948L .680) 
F 1. 000(1. 000) 1.000(1 . 000) 1.000(1. 000) 1. 000(1. 000) 1.000(1 .000) 1.000(1.000) 
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C. Discussion of Rao and Tintner's . 05 and . 01 Points 
The results of the Monte Carlo study given in Section B showed that 
the power of appears to be greater than the power of u^ against 
all alternatives considered for N=20 and against some alternatives con­
sidered for N=50 as well as greater than the power of the F statistic in 
some cases for N=20. In this section the validity of the indicated power 
of the VDM for N=20 will be investigated. 
As mentioned in Section B, the statistics VJ/VQ and Uj are 
related by the following expression 
(Vj/Vq)(N/N-1) = Uj . 
Therefore the .05 and .01 points for the distribution of V^/Vg with q=0 
are equal respectively to the . 05 and . 01 points of the distribution of u^ 
multiplied by N- 1/N . Three sources of approximations to the . 05 and 
.01 points for u^ are available. These are; (1) The points generated 
by the Monte Carlo procedure in Section A, (2) tables which appear in 
Hart [18] and (3) the normal approximation. The values of these . 05 
and .01 points together with the .05 and .01 points of V^/V^ for q=0 
from Rao and Tintner [40], multiplied by , appear in Table 6. 16. 
From Table 6. 16 it is apparent that for N=20 the values of the . 05 
and . 01 points obtained from Rao and Tintner's tables are larger than 
the values given from the other three sources. This strongly suggests 
that Rao-Tintner approximation to the . 05 and . 01 points may not be 
accurate for N=20 . The fact that the . 05 and • 01 points are too large 
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Table 6. 16. .05 (.01) values of ~ ^1 
Normal 
Rao and Tintner Monte Carlo Hart approximation 
N=20 .666 (.540) .627 (.482) .650 (.520) .650 (.505) 
N=50 .776 (.685) .790 (.706) .769 (.686) .771 (.677) 
may indicate the true size of the test is larger than the size indicated. 
Therefore the power indicated in the Monte Carlo procedure is not the 
power corresponding to the indicated size, but corresponding to a larger 
size. 
The false indication of size of the test may be explained by the 
method used to calculate the . 05 and . 01 points . Rao and Tintner ob­
tained the . 05 and . 01 points used for V^/V^ for q = 0 by taking the 
exact . 05 and . 01 points which appear in Anderson [1 ] for the serial 
correlation coefficient r ^  defined by 
N _ 
S (y- - y)(y., 1- y) 
i=l ^ 
^1 " N 
z (y.- y) 
i=l ^ 
where y^^^ ~ V-i > using the relation VJ /VQ  = 1- R ^  previously 
mentioned in Chapter III Section C. No evidence is presented in Rao and 
Tintner to substantiate the goodness of the distribution of V^/VQ as an 
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approximation to the distribution of V^/V^ so that for N=20 the ap­
proximation may not be good,thereby giving rise to the apparent discrep­
ancy. For N=50, however, the Rao and Tintner values are very close 
to the values given by Hart and by the normal approximation suggesting 
that for this sample size the distribution of V^/VQ is a good approxi­
mation for the distribution of V^/V^ . 
As a check on the approximation to the distribution of given 
by the distribution of V^/vy , a Monte Carlo procedure was used to 
generate 1000 samples each of size N=20 and N=50 using the model 
y^ = i + with ^NI(0, 1). The statistic was calculated for 
each sample and the . 05 and . 01 points were obtained from the empirical 
distribution constructed from the 1000 samples. The .05 and .01 points 
were compared with those of Rao and Tintner for with q = 1. 
The corresponding values are compared in Table 6. 17. 
Table 6. 17. . 05 (. 01) points of using Monte Carlo procedure and 
Rao and Tintner's Tables. 
Monte Carlo Rao Tintner (q=l) 
N=20 .645 (.498) . 800 (. 715) 
N=50 .772 (.666) . 884 (. 839) 
Table 6.17 shows that the Rao and Tintner points are much larger 
than the points obtained from the Monte Carlo procedure for both N=20 
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and N=50 , so that again the size of the test conducted using Rao and. 
Tintner's points is likely to be larger than the size indicated by the . 05 
or . 01 level. 
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VII. RESULTS CONCERNING THE APPLICATION OF THE 
GMSSDS TEST PROCEDURE FOR DETECTION OF NEGATIVE 
SERIAL CORRELATION AMONG THE OBSERVATIONS 
A. Introduction 
It was mentioned in Chapter VI that, as an application of the GMSSDS, 
it could be used in conjunction with the LSM to test for possible negative 
serial correlation among the observations. In this chapter, after requi­
site theoretical treatment, some results will be shown for particular 
situations in which this application can be made. 
The general problem to be considered may be described as follows. 
Suppose 
i=l, 2 N (7. 1) 
for N>k and c^N(0, cr^V) where e = [e,, ç,,..., g ]' and V is 
an N X N matrix with elements v.. defined by ij 
1 if i = j 
p if |i-j) = 1 (7.2) 
0 otherwise 
with - 1 < p < 1 . It is the purpose of this chapter to examine under 
what conditions HQ^^ , defined as 
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' i=1.2.-.-.N (7.3) 
e ^N(0, o-^I) 
will be accepted when the true model is given by (7. 1). It should be 
noted from (4. 13) and (4. 19) that, under HQ^ given in (7. 3), the model 
in (7. 1) is effectively equivalent to the model 
^i ~ PQ+ P^i + ^ ^i i-1,2, ...,N 
f. ~ N(0, o-^V) 
so that for simplicity the model in (7. 1) will be used subsequently. 
The method that will be used to examine the question posed above is 
to calculate E(V^), E(S^) and E(MSR^), the expectation of the mean 
square due to polynomial regression of degree k , given that the model 
in (7. 3) has been fitted when the true model is given in (7. 1). In terms 
of p , (T^ , N and |3^ conditions are sought under which 
E(S^) 
and 
E(V ) 
f- > 1 (7.4) 
E{MSR, ) 
^ < 1 . (7.5) 
E(S^) 
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It should be noted that it has not been shown that u^ is independent of 
under the model of (7. 1) so that E(u^) may not equal E(V^)/E(S^) in 
these situations. For the purposes of this study, however, (7.4) will be 
used as a working approximation to the true value. Also, the value 1 
has been used in (7.4) because, under of (7.3), the mean of u^ is 
unity and the critical region for u^ is that region in which small values 
of u^ are expected to lie if is true. Therefore, if (7.4) holds, 
the statistic u^ is expected to acquire values which will be too large to 
fall in the critical region for testing of (7. 3). A similar reason 
2 
was used for employing the value 1 in (7.5). The conditions on p, o* , 
N and will be compared for the GMSSDS and LSM procedures above 
toward recognizing situations in which (7.4) holds when (7. 5) does not 
hold since these are situations which make the GMSSDS effective in 
detecting negative serial correlation between adjacent observations. 
The method considered here for examining this question is heuristic 
in nature. An approach which may give more accurate results would be 
to examine the distributions of the two test statistics under the model in 
(7. 3) with values of the parameters which are thought to be exemplary 
and to compare the situations in which the GMSSDS does not reject 
while the LSM does reject it. However the difficulty in dealing with the 
distributions involved, especially the distribution of u^ , makes such a 
study intractable at this time. 
B. Theoretical Derivations 
As mentioned in Section A, it will be necessary to obtain E(V^) , 
E(S^) and E(MSR^) given that the true model is of the form (7. 1) but 
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that the model fitted is (7.3). In this section a general expression for 
E(Vj^) under the above hypotheses is obtained and, although general 
2 2 
expressions for E(Sj^) and E(I^SRj^) have not been found, E(S^) and 
E(MSR^) are given for k=l, 2, 3 together with an expression for E(S^) 
that holds for k=l, 2, 3. 
The result E(V^) is now established as Lemma 7. 1. 
Lemma 7.1: If 
y. = p^i^+€. i=l,2, ...,N (7.6) 
e  ^N(O.o -^V)  
with V defined in (7. 2), and if the model fitted to the observations is 
given by 
y. = (3Q+Pji + P2i^+---+Pj^.ii^"^+€. ,i=1.2 ,N (7.7) 
€ ^N(0,(r^I) 
then 
E(Vj^) = ]^+(r^[(^)- 2p(^^^)]]/(^) (7.8) 
Proof: From (3. 6) 
N-k ^ 2 
S [.r(y^)r 
^k (7-9) 
{p(N-k) 
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so that 
2k ^ k 2 (N-k ) (  V .  =  ( 7 . 1 0 )  
K K i^l 1 
Using (7. 6) the right hand side of (7. 10) can be written as 
N-k , y N-k T, 1, o 
z  ( y . ) ]  =  z  W  [ W  + € : ] ]  ( 7 . 1 1 )  
1=1 ^ i=i ^ ^ 
or equivalently 
N-k , y y N-k , , , N-k , , N-k , , 
S U (yJ] = Pk S iJrcn +  S  (p i^+€ )(p f+ c . ) +  S  
i=l ^ i=l ^ i/j ^ ^ ^ J i=l ^ 
(7. 12) 
N-k , , y N-k , , y N-k , , 
E{ suNyjr} = su^ni'^+o+E z [^(ejr • (7.13) 
i=l ^ ^ i=l ^ i=l ^ 
Using a result shown in Goldberg [13] that 
.^ ^(i^ ) = kJ (7. 14) 
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and expanding the second term on the right hand side of (7. 13), it is seen 
that 
N-k V ? ? ? N-k k y y 
E{ S[^^y )] } = p (k!) (N-k)+ S{E[sf)'^€ ] 
i=l ^ ^ i=l j=0 J 
which can be written as 
= (N-k){p^(k!)^+ S f)^<r^-2pa-^ S )3 
i=l ^ ^ j=0 J j=lJ 
Next, using the easily proven result that 
z = (^\) > (7. 16) 
j=l J J" 
(7. 15) becomes 
E{\^[^Ny.)]^] = (N-k){[Pj^kI]^+<r^[(^^-2p(j^_^^)]]. (7.17) 
i= 1 
From (7. 10) and (7. 17) then 
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E(V^) = [[p^k! ]^+o-'^[(^)- 2p(^^^)]]/(^) (7.18) 
which completes the proof of Lemma 7. 1. 
Next Lemmas 7.2, 7.3 and 7.4 give E(S^) under the assumptions 
of Lemma 7. 1, for k=l, 2, 3 respectively. 
Lemma 7. 2; Under the assumptions of (7. 6) and (7. 7) of Lemma 7. 1 
for k= 1 
E(S^) = (7. 19) 
Proof: It was noted in Chapter IV Section B that 
(N-l)Sj = Y'[I-M^]Y (7. 20) 
where Mj^ = ^ ^ J and jù' = [1, 1, 1]. It follows that 
E[(N-l)Sj] = E[Y'(I-ij)y] = E(Y'Y)-^ E(Y'JY) (7.21) 
which, using (7. 6) with k= 1 and using Example 10. 4. 4 in Graybill [15], 
can be written as 
E[(N-l)Sj] = Et S (pji+€.)^}-^{[pj[l 2. 
i= 1 
. N]J + trj((r V)] . 
(7 .22)  
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N 2 
Obtaining the expression for S i from Beyer [4b], (7. 22) can be 
i=l 
written as 
EIN-DsJ = . / tr(JV) (7.23) 
from which it easily follows, using the definitions of J and V , that 
E(N-1)S^ = [N(N+in2N+l)p2^j^^2^ _N(N+1) p^-^{(N-2)(l+2p) + 2(l+p)] 
(7. 24) 
which, after simplification, can be written as 
E(N-l)Sj = Pi + (N-l)cr^[l-^] 
so that, finally 
E(S^) = + (7.25) 
which completes the proof of Lemma 7. 2. 
Lemma 7. 3: Under the assumptions of (7. 6) and (7. 7), of Lemma 7. 1, 
with k= 2 , 
2 |3;(N-l)(N)(N+l)(N+2) . 4n 
E(Sp = [gô +(r'^[l-^]. (7.26) 
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Proof: From (4. 2) with k=2 
(N-2)S2 = Y'[I-X(X'X)"^X']Y (7.27) 
where 
X' = 
1 1 . 
1 2 . 
1 
N (7. 28) 
Using Example 10.4.4 in Graybill [15], E[(N-2)S,] can be written as 
E[(N-2)S2] = E(Y')[l-X(X'X)"^X']E(Y)+tror^[l-X(X'X)"^X']V (7.29) 
where V is defined in (7. 2). Using (7.6) with k=2 , the first term on 
the right hand side of (7. 29) becomes 
E(Y')[I-X(X'X)"^X']E{Y) P^[l 4. N^][I-X(X'X)"^X'] 
N 
(7.30) 
which using (7. 28) can be written more simply as 
2 ^ 4  2  ^  2  ^  1  P;[ S i*]- p;{[ z 1 -2 i^Kx'x)"^ 
i=i ^ i=i i=i 
i=l 
i=l 
(7.31)  
Using the expression for (X'X) ^ 
[7] with x.= i and employing the 
N 2 ' 
S i obtained from Beyer [4b], 
i=l 
E(Y')[l-X(X'Xr^X']E(Y) = 
97 
ft 
for k=2 given in Draper and Smith 
N 4 N 
expressions for Si, Si and 
i= 1 i= 1 
(7. 31) becomes 
(3^{{16N^+ 15N^+ lON^- N)/30} 
«2 N^(N+1)^ r2N+l 
P? 2 L A 
N(N+1) n 
4 
2(N+1)(2N+1) 
-6(N+1) 
-6(N+1) 
1 2  
)1 (2N+1) 6 
N(N+1) 
L 4 J 
(7.32) 
for which the right hand side can be simplified to 
|3^[(16N^+ 15N^+ lON^- N)/30 - (7N^+4N-2)(N^+2N^+N)/36} (7.33) 
and so, after simplifying (7.33) 
E(Y')[I-X(X'X)'^X']E(Y) = (N-2)(N-l)jN)(N+l)(N+2) (7^34) 
Now the second term on the right hand side of (7. 29) can be written as 
o-^tr[I-X(X'X)"^X']V = (r^tr[I-X(X'X)"^X'](I+W) (7.35) 
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where I is the N x N identity matrix and W is the N x N matrix given 
by 
W = V-I . (7.36) 
Now (7. 35) becomes 
(r^tr[l-X(X'X)'^X']V = (r^{tr 1 +tr W - tr X(X'X)" ^ X'tr X(X'X)" ^ X'W] 
(7.37) 
= C(N-2) - trX(X'X)~^X'W}cr^ (7.38) 
Commuting under the trace operation does not change the value of the 
trace so that 
tr(X(X'X)"^X'W) = tr(X'WX(X'X)"^ . (7.39) 
Examining X'WX with X' given in (7.28) and W in (7.36) 
X ' W X  =  p  
1 2 
2 4 
2 1 
2(N-1) (N-1) 1 N 
= P 
2(N-1) 
N^- 1 
2 1 N - 1 
2N(N^- 1) 
3 
(7.40) 
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Now (7. 39) becomes 
tr(X(X'X)"^X'W) = 
p tr 
2(N-1) N^- 1 
j,2_ J 3N(N^- 1) 
2(N+1)(2N+1) -6(N+1) 
-6(N+1) 12 
/N(N^ -1 
(7.41) 
or equivalently 
tr(X(X'X)"^X'W) = Y^^^^[4(N+1)(2N+1)-6(N+1)^-6(N+1)^+4(2N)(2N+1)] 
(7.42) 
which after simplification becomes 
tr(X(X'X)"^X'W) = 4p(N-2)/N . (7.43) 
Now from (7. 37), (7. 38) and (7. 43) 
cr^tr[l-X(X'X)'^X']V = or^[(N-2) - 4p(N-2)/N] . (7.44) 
Substituting (7. 34 and (7.44) into (7. 29) gives 
E[(N-2)S2] = (N-2)[(N-l)(N)(N+l)(N+2)p^/l80 + o-^[l- 4p/N]} 
100 
so that 
ECS^) = (N-l)(N)(N+l)(N+2)p^/l80+(r^[l- 4p/N] (7.45) 
which concludes the proof of Lemma 7.3. 
Lemma 7. 4: Under the assumptions of (7. 6) and (7. 7), of Lemma 7. 1, 
with k=3 
E(Sg) = (N-2)(N-l)(N)(N+l){N+2)(N+3)p2/2800+(r^{l-6p/N3 • 
(7.46) 
Proof: From (4. 2) with k=3 
(N-3)S^ = Y'[I-X(X'X)"^X']Y (7.47) 
where 
X' 
1 1 
1 2 
1 4 
1 
N 
n' 
(7.48) 
Again using Example 10.4.4 in Graybill [15], 
E[(N-3)S^] = E(Y')[I-X{X'X)"^X']E(Y)+tro-^[I-X(X'X)"^X']V (7.49) 
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where V is defined in (7.2). Using (7.6) with k=3 the first term on 
the right hand side of (7. 44) becomes 
E(Y')[I-X(X'X)"^X']E(Y) = p^[l 8... N^][I-X(X'X)"^X'] 
which, using (7. 48), can be written as 
E(Y')[I-X(X'X)"^X']E(Y) = 
? N / 
P ^ C Z i h  
^ i=l 
;  N . N . N .  ,  
paC S i"^ Si S i^](X'X) 
i= 1 i= 1 i= 1 
N' 
(7.50) 
i=i 
i=l 
i=l J 
(7.51) 
The expression for (X'X) ^ , which can be obtained by any of the 
standard matrix inversion techniques, is given by 
(X'X)'^=| 
(N+1)(N+2)(3N +3N+2) -6(N+1)(N+2)(2N+1) 10(N+l)(N+2) 
-6(N+1)(N+2)(2N+1) 4(2N+1)(8N+11) -60(N+1) 
10(N+l)(N+2) -60(N+1) 60 
where K is defined as (N-1)(N-l)(N)(N+l)(N+2). (7.52) 
102 
N 3 N 4 N 5 
Now, using the values of Si, Si and S i obtained from Beyer 
i=1 i=1 i=l 
[4b] and (7. 52), it can be seen that 
E(y)X(X'X)-' = -16N^-^1^5N-n (7.53, 
and further that 
E(Y')[X(X'X)"^X']E(Y) = %oQ {171N^+429N^+177N^- 177N^-44N+44} . 
(7.54) 
N / 
Using the value of Si obtained from Beyer [4b], (7.51) becomes 
i=l 
E(Y')[I-X(X'X)"^X']E(Y) = [N(N+1)(2N+1|PN +6N -3N+1) 
- ^^^^^^{171N^+429N'^+177N^-177N^-44N+44}]|33 (7.55) 
which can be written more simply as 
E(Y')[X(X'X)"^X']E(Y) = 
{(N-3)(N-2)(N-l)(N)(N+l)(N+2)(N+3)}{p3/2800} . (7.56) 
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Now the second term on the right hand side of (7. 49) can be written as 
o-^tr[I-X(X'X)"^X']V = (r^tr[l-X(X'X)"^X'](I+W) (7.57) 
where I is the N x N identity matrix and W is defined in (7. 36). Thus 
(7. 57) can be written as 
(r^tr[I-X(X'X)"^X']V = (N-3)(r^-(r^trX(X'X)" ^ X'W . (7.58) 
Again commuting under the trace operation 
tr(X(X'X)"^X'W) = tr[X'WX(X'X)"h (7.59) 
Examining X'WX where X' is defined in (7.48) and W in (7.36) 
X'WX = p 
1 2 
2 4 
4 10 
2(N-1) 
N^+(N-2)^ 
1 
N-1 
(N-1)' 
1 1 1 
1 2 4 
I N N^ 
which is 
X'WX = p 
2(N-1) 
N^-1 
2N^+N-3 
N^-1 
2N(N -1) 
3 
N^(N^-l) 
2 
2N +N-3 
3 
N^(N^-l) 
N(N-l) 
30 
(7. 60) 
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Using (X'X) ^ as in (7.52) and X'WX as in (7.60), it can be seen that 
tr[(X'WX)(X'X)"h = 
which, after simplification becomes 
tr[(X'WX)(X'X)"^] = 6(N-3)p/N . (7.62) 
From (7.49), (7.56), (7.58) and (7.62) it is seen that 
E(N-3)Sg = [ (N- 3 ) (N- 2 ) (N- 1 ) (N) (N+1 ) (N+2 ) (N+3 )} (3^/280+(N- 3 )(r ^  {1 - 6 p/N} 
(7.63) 
from which 
E(Sg) = {(N-2)(N-l)(N)(N+l)(N+2)(N+3)}p2/2800+(r^{l-6p/N] (7.64) 
and the proof of Lemma 7. 4 is complete 
Using the results of Lemmas 7. 2, 7. 3 and 7. 4, a canonical form for 
E(S^) for k=l, 2, 3 can be obtained. From (7. 19), (7. 26) and (7. 46) it 
is seen that the canonical form is given by 
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E(S^) = ;(N-Wl)(N.kt2). . . 
(7.65) 
where K can be obtained by setting k=N-1 and using the property-
proved in Chapter IV Section C that for k=N- 1 , identically. 
This means that, for k=N-1 , (7.65) equals (7.8) or equivalently that 
(k+l-k+l)(k+l-k+Z). . . (k-'hl)(k+2). . . (2k+l).2 _ Pk^ 
K Pk " .2k. U-bb) 
^k ' 
so that 
K = (k+l)(k+2). . . (2k-H)j^2k^ (7.67) 
(k!)^ ^ 
and finally that 
K = (k+l)(^i)(^) 
Therefore from (7.65) and (7.68), the canonical form for E(S^) for 
k= 1, 2, 3 is 
E(S^) = {(N-k+l)(N-k+2).. . (N- 1)(N)(N+1). . . (N+k)p^]/(k+l)(^Y)(5 
+ o-^[l-2kp/N] . (7.68) 
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The following lemma gives E(MSRj^) under the assumptions of 
Lemma 7. 1 for k=l, 2, 3. 
Lemma 7.5: Under assumptions (7.6) and (7.7), of Lemma 1, the 
following relations hold 
(1) E(MSRp = N(N+l)^pj/4+o-^[l+2(N-l)p/N] (7.69) 
(2) ECMSR^) = {N(N+l)[(7N^+4N-2)(N+l)]}p2/'72+o-^[l+2(N-2)p/N] 
(7.70) 
(3) E(MSR^) = {N(N+1)[171N®+429N'^+177N^-177N^-44N+44]3 
X pg/3600+(r^[l+2(N-3)p/N] . (7. 71) 
Proof: It is well known that the mean square due to fitting a polynomial 
regression of degree k is given by 
{Y'[X(X'X)" ^ X']Y}/k = Y'Mj^Y/k (7. 72) 
where X is defined in (4.3) and in (4.2). Therefore, from 
Example 10.4.4 of Graybill [15], under the assumptions stated above 
E(MSRj^) = E[Y'M^Y]/k = (E(Y')M^E(Y)]/k4-{(r^tr(M^V)]/k. (7.73) 
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For k=l , therefore, it follows from (7. 21), (7. 23) and (7. 24) that 
E(MSR^) = E(Y'MjY) = + o-^[ 1 + 2(N-l)p/N] • (7.74) 
For k=2 , it follows from (7.32), (7.33), (7.38) and (7.43) that 
E(Y'M2Y) = [ (7N^+4N- 2) (N^f 2N^+N) ] |3^/36+(r ^  [2+4(N- 2) p/N] 
so that 
E(MSR^) = ^^^{(7N^+4N-2)(N+l)]p^+(r^[l+2p(N-2)/N] . (7.75) 
Finally, for k=3 , it follows from (7.54), (7.57), (7.58) and (7.62) that 
E(Y'MgY) = ^j^^{171N^+429n'^+177N^-177N^-44N+44} 
+ (r^[3+6p(N-3)/N] (7.76) 
so that 
E(MSRg) = ~^^[171N^+429N'^+177N^-177N^-44N+44} 
+ (r^[l+2p(N-3)/N] . (7.77) 
Expressions (7. 74), (7. 75) and (7. 77) complete the proof of Lemma 7. 5. 
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C. Results 
1. Introduction 
In this section the results of Section B will be used to find conditions 
2 in terms of cr for which the inequalities 
hold for the values N=20, 50, p = -l/4, -1/2, -3/4 and = .01, .10, 
. 50, 1. 0. In particular the results of (7. 78) and (7. 79) will be examined 
to find situations in which (7. 78) holds but (7. 79) does not. These situa­
tions will be the ones in which the GMSSDS test procedure can be used 
in conjunction with the LSM test procedure discussed in Chapter VI to 
detect negative serial correlation between adjacent observations. 
2. The case k = 1 
For k=l using (7. 8) and (7. 19) the inequality in (7. 78) can be writ­
ten as 
E(V^) > E(S^) (7.78) 
and 
E(MSR^) < E(S^) (7.79) 
P^/2 + o-^[l-p] > N(N+l)pj/2 + o-^[l-2p/N] (7.80) 
which can equivalently be written as 
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-po-^ > [N(N+l)-6]p^/l2(l-2/N) . (7.81) 
Since N > 2 , it follows immediately that p must be negative, and there­
fore that an equivalent inequality is 
0-^ > [N(N+l)-6]Pj/l2[l-2/N](-p) . (7.82) 
Minimum values of necessary for the inequality in (7. 82) to hold for 
the values (3 = . 01, . 10, . 50, 1.0, p = -1/4, -1/2, -3/4 and N = 20, 50 
are given in Table 7. 1. It can be seen from Table 7. 1 that the required 
values of cr^ are larger for N=50 than for N=20 for all values of p 
and and that the minimum values of ar^ increase with increasing |3^ 
for fixed p and N . 
Now from (7.69) and (7. 19) for k=l (7. 79) can be written as 
N(N+l)^pj/4 + cr^[l+2(N-l)p/N] < N(N+l)p^/l2+ (r^[ 1-2p/N] (7.83) 
which can equivalently be written as 
-por^ > N(N+l)(3N+2)pj/24 (7.84) 
which again holds only if p < 0 so that (7. 84) is equivalent to 
<r^ > N(N+l)(3N+2)Pj/24( - p )  (7.85) 
Table 7.1. Minimum values of cr® necessary for Expression (7. 82) to hold 
N = 20 N = 50 
P = . 01 
o
 
II C
Q
.
 
P = . 50 P = 1. 0 
o
 
II C
Q
.
 
o
 
II C
Q
.
 
p = . 50 o I
I C
Q
.
 
•
o II 1 . 015 1.53 38. 33 153.33 . 089 8. 814 221. 860 887.440 
1 p = - 2 . 077 . 767 19. 16 76.67 .044 4- 41S 110.930 443.720 
1 II C
L 
. 005 . 511 12. 28 51. 11 . 030 2. 958 73.887 295.813 
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Minimum values of o* necessary for (7. 85) to hold for the indicated 
values of Pj, p and N are given in Table 7. 2. It can be seen from 
Table 7. 2 that, as in Table 7. 1, the minimum values of o"^ are larger 
for N=50 than for N=20 for all p and and that the minimum values 
of or^ increase with increasing for fixed N and p . 
Comparing the results of Table 7. 2 with those of Table 7. 1 it can be 
seen that the minimum values of necessary for (7. 79) to hold are 
larger than the corresponding values of (r^ necessary for (7.78) to hold. 
In fact each value in Table 7. 2 is at least 5 times the corresponding value 
in Table 7. 1. The interpretation o.f the difference in the corresponding 
2 2 
values of cr in the two tables is that for values of cr less than the 
value in Table 7. 2 and greater than the value in Table 7. 1, the GMSSDS 
test procedure can be used in conjunction with the LSM test procedure 
given in Chapter VI to detect negative serial correlation, p , for the 
indicated values of p and . 
3. The case k = 2 
For k=2 using (7. 8) and (7. 26) the inequality in (7. 78) can be writ­
ten as 
|p2 + <r^[l-4p/3] > (N-l)(N)(N+l)(N+2)p^/l80 + (r^{l-4p/N} (7.86) 
which can be written, again with p < 0 , as 
0-^ > [(N-l)(N)(N+l)(N+2)-120}p^/(l-3/N)240(-p) . (7.87) 
Table 7. 2. Minimum values of cr^ necessary for Expression (7. 85) to hold 
N = 20 N = 50 
o
 
II CQ
. 
= . 10 Pj = . 50 Pj = 1.0 Pl = .01 o II c
û. 
P = .50 Pi = 1. 0 
p = 1 
" 4 .434 43.4 1085.0 43400 6. 46 646. 0 16150.0 64600. 0 
p = 1 
• 2 . 217 21. 7 592. 5 21700 3. 23 323. 0 8075.0 32300. 0 
p = 3 
- 4 . 145 14. 5 361. 7 14467 2. 15 215.3 5383. 3 21533. 3 
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Minimum values of or necessary for (7. 87) to hold are given in Table 
7. 3 for the indicated values of P N . The results of Table 7. 3 
are similar to those of Table 7. 1 except that the values in* Table 7. 3 are, 
in most cases, on the order of 10 times larger than the corresponding 
values in Table 7. 1. 
Using (7. 70) and (7. 26), foT k=2 (7. 79) can be written as 
N(N+l)[(7N^+4N-2)(N+l)]|3^/72+(r^[l+2(N-2)p/N] 
< (N- l)(N)(N+l)(N+2)p^/l80 +(r^( l-4p /N] (7.88) 
which can be written, for p < 0, , as 
0-^ > N(N+l){7N^+4N-2)(N+l)/72- (N-l)(N+2)/l80]p^/2( -p)  .  
(7.89) 
Again, minimum values of o"^ necessary for (7. 89) to hold for the indi­
cated values of » P N are given in Table 7.4. The results of 
Table 7. 4 are similar to those of Table 7. 2 except the values in Table 
7.4 are on the order of 1000 times larger than the corresponding values 
in Table 7. 2. 
Comparing the results of Tables 7. 3 and 7. 4, the values in Table 
7. 4 are at least 100 times as large as the corresponding values in Table 
7. 3 thereby giving a wide range of the variance in each case for which 
the GMSSDS test procedure can be used in conjunction with the LSM test 
Table 7. 3. Minimum values of tr® necessary for Expression (7. 87) to hold 
N = 20 N = 50 
^2=•01 P2= . 10 ^2= • 50 (32= 1' 0 (32" .01 ^2=- 10 P2= . 50 
^2" 
p = - 1 
4 . 34 34. 40 860.00 3440.0 11.52 1152. 00 28800.0 115202 
p = - 1 
2 . 17 17. 20 430. 00 1720. 0 5. 76 526. 00 14400.3 57601 
p = - 3 
4 . 12 11. 47 286.67 1146.7 1.92 192. 00 4600.0 19200 
Table 7.4. Minimum values of necessary for Expression (7. 89) to hold 
N = 20 N = 50 
o
 
II N
 
O
Q
.
 
^2= • 10 ^2= • 50 p2= 1.0 (32=. 01 o II N
 
C
Û. 
^2= . 50 ^2= 1.0 
p = - 1 
4 493.36 49338 1233454 4933816 6815 681535 17038370 68153480 
p = - 1 
2 246.68 24668 616727 2466908 3408 340767 8519185 34076740 
p = - 3 
4 164.45 16446 411151 1644605 2272 227178 5679790 23717827 
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procedure to detect negative serial correlation, p , for the indicated 
values of p and * 
4. The case k = 3 
For k=3 using (7. 8) and (7. 46) the inequality in (7. 78) can be writ­
ten as 
I P3+(r^[l-3/2p]>[(N-2)(N-l)(N)(N+l){N+2)(N+3)p3}/2800 +cr^[l-6p/N} 
(7.90) 
or, with p < 0 , can be written equivalently as 
<r^ > [(N-2)(N-1)(N). .. (N+3)-l680]Pg/[l-4/N](1400)(-p) . (7.91) 
Minimum values of (r^ necessary for (7. 91) to hold for the indicated 
values of N , p are given in Table 7.5. The results of Table 
7. 5 are similar to those in Tables 7. 1 and 7. 3 except that each entry in 
Table 7. 5 is on the order of 10 times as large as the corresponding entry 
in Table 7. 3 and at least 100 times as large as the entry in Table 7. 1. 
Finally, using (7. 71) and (7. 46), for k=3 (7. 79) becomes 
N(N+1 ) { 171N^+429N^+177N^- 177N^- 44N+44} P3/36OO + o" ^  [ 1+3 (N- 3) p/N] 
> {(N-2)(N-l)(N){N+l)(N+2)(N+3)}p2/2800+(r^[l-6p/N] (7.92) 
Table 7. 5. Minimum values of tr^ necessary for Expression (7. 91) to hold 
N = 20 N = 50 
P3-.01 ^3= . 10 P3= . 50 ^3= 1.0 ^3=.01 p3= . 10 (33= • 50 ^3= 1.0 
•
o II 1 8.6 865 21630 86520 478 47828 1195702 4782808 
1 p = - 2 4. 3 . 432 10815 43260 239 23914- 597851 2391404 
3 
P = - 4 2. 8 288 7208 28840 159 15943 199284 1594269 
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which, with p < 0 , can be written as 
0-^ > N(N+l)C9(171N^+429N^+177N^-177N^-44N+44)]p2/D 
- 7{(N-2)(N-l)(N)(N+l)(N+2)(N+3)}p3/D (7.93) 
where D = (75600)( 1-5/N)(-p) . The minimum values necessary for 
(7. 93) to hold are given in Table 7. 6. The results of Table 7. 6 are 
similar to those of Tables 7. 2 and 7. 4. Again, however, the values in 
Table 7. 6 are in most cases at least 100 times larger than the corre­
sponding values in Table 7. 4 and therefore are on the order of 10, 000 
times as large as the corresponding values in Table 7. 2. 
Comparing the values in Tables 7. 5 and 7. 6 it can be seen that the 
values in Table 7.6 are at least 1000 times the corresponding values in 
Table 7. 5 thereby, again, giving a wide range of the variance in each 
case for which the GMSSDS test procedure can be used in conjunction 
with the LSM test procedure to detect negative serial correlation, p , for 
the indicated values of p and • 
5. Conclusions 
The results of this study may be stated as follows. (1) It is evident 
from Tables 7. 1-7. 6 that there are situations in which the GMSSDS pro­
cedure may be used in conjunction with the LSM procedure of Chapter VI 
to test for negative serial correlation. This means that if, in the above-
mentioned situations, the GMSSDS procedure and the least squares pro­
cedure are applied together and the degree of polynomial indicated by the 
Table 7.6. Minimum values of tr® necessary for Expression (7.93) to hold 
N = 20 N = 50 
p3=.01 p3=. 10 ^3=•50 P3- 1 •0 Pj=.01 P3= • 10 ^2= • 50 (33= 1. 0 
"
D
 
il 1 2.44x10^ 2.44x10^ 6 . 34x10^ 2.44x10® 1.11x10^° 1. 11x10^^ 2.77x10^^ 14 1.11x10^^ 
1 
P = - 2 1.22x10'^ 1. 22x10^ 3.17x10^ 1.22x10® 5.55x10^ 5.55x10^^ 1.38x10^^ 5.55x10-^ 
3 
P = - 4 8. 13x10^ 8. 13x10^ 2.11x10^ 8.13x10^ 3.70x10^ 3. 70x10^^ 9 . 23x10^^ 3.70x10^^ 
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LSM is greater than the degree indicated by the GMSSDS procedure, then 
there is a possibility that negative serial correlation among the observa­
tions is responsible for this discrepancy. (2) It is also evident from 
Tables 7. 1-7. 6, that the minimum variance necessary for the GMSSDS 
procedure to be correctly used in conjunction with the LSM to detect 
negative serial correlation increases with k for fixed N and . 
This indicates that, if the degree of the polynomial is large, the minimum 
variance necessary for the effective joint application of the GMSSDS and 
LSM procedure under discussion may be quite large. For example if 
k=2 , from Table 7.5 the minimum variance necessary for N=50, p=1.0 
and p=- 1/4 is o-^=4. 8 x 10^ . (3) It can also be seen from Tables 7. 1-
7. 6 that the minimum variance necessary for this application of the 
GMSSDS increases with increasing for fixed k and N . This indi­
cates that the stronger the trend of degree k , the larger the minimum 
variance must be to ensure the method proposed here will be able to 
detect negative serial correlation. (4) For fixed k and the 
minimum variance necessary increases with N . (5) Example 2 of 
Chapter V Section C will now be examined to see if the application of the 
GMSSDS to test for negative serial correlation used in that example can 
be justified using the results in this chapter. Assuming the degree of 
polynomial indicated by the LSM is the correct degree, then in this case 
2 2 k=2 . Using the estimates S^ = 21.9 and b^ = -.0125 of cr and 
respectively in (7. 87) and (7. 89), with N=30 (7. 87) becomes 
S 3  >  6 . 2 / ( - p )  (7.94) 
and (7. 89) becomes 
1 2 1  
S3 >  203/ ( -p)  .  (7 .95)  
It can be seen that for -p as small as . 28, (7.94) is satisfied. Also no 
value of -p in the range 0 < - p < 1 will satisfy (7. 95). This indicates, 
therefore, that if -p > . 28 , the GMSSDS procedure may be used in 
conjunction with the LSM to test for negative serial correlation. It 
should be mentioned that the value for -p obtained here is approximate 
because of the use of the extimates of k , cr^ and instead of their 
true values. 
The method employed in obtaining the results above is, as mentioned 
before, a heuristic one. More accurate results could, perhaps, be 
obtained by working with the distributions of the u^ and F statistics 
under the proposed models or by doing Monte Carlo studies using the 
proposed models. Because of the lack of knowledge concerning the true 
distribution of the u^ statistichowever, and its mathematical 
intractibility a study incorporating the distributions of the statistics is 
not at present envisaged. 
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Vm. SUMMARY AND SUGGESTIONS FOR FURTHER RESEARCH 
A. Summary 
In this thesis a generalization of von Neumann's mean square succes­
sive difference statistic has been given along with some properties and 
applications of the generalized statistic. The generalized mean square 
successive difference statistic, Uj^ , was defined in Chapter IV. A meth­
od for obtaining the integral moments of u^ under the assumption of 
polynomial trend of degree k-1 was also given in that chapter. Using 
this method, expressions for the mean and variance of u^ were obtained. 
Further, the asymptotic distribution of Uj^ was shown to be normal when 
the observations are normally distributed. Finally in Chapter IV it was 
shown that for sample size N = k+1, u^ = 1 identically. 
A forward test procedure and a backward test procedure for degree 
of polynomial trend employing u^ were given in Chapter V. Two appli­
cations of the test procedures were presented and can be outlined as 
follows. (1) If the observations are assumed to be independent, normally 
distributed random variables with equal variances and are assumed to 
follow a trend which is a polynomial function, either of the testing proce­
dures can be used to estimate the degree of polynomial and the variance 
of the distributions. (2) If the observations are assumed to be normally 
distributed random variables with equal variances and are assumed to 
follow a polynomial trend, either of the testing procedures may be used, 
in conjunction with ordinary least squares procedures, to find additional 
information, such as the possibility of negative serial correlation or the 
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1 ; 
presence of outliers, about thè observations. Two examples were dis­
cussed. 
In Chapter VI the results of two Monte Carlo studies were presented. 
The aim of the first Monte Carlo study was to obtain empirical informa­
tion on the distributions of u^ and u^ for N = 20, 50, 75 and 100 under 
the respective hypotheses of randomness and linear trend in the observa­
tions. Histograms and .05 and .01 per cent points of the empirical 
distributions generated in this study showed that in both cases the normal 
approximation to the distribution seemed to work well for N as small as 
even 20. The purposes of the second Monte Carlo study were as follows; 
(1) to compare the power of Uj with the power of the least squares F 
statistic in situations where the alternative hypothesis is in the form of 
linear trend and (2) to compare the power of u^ with the power of Vg/V^, 
the statistic used in the test procedure of Rao and Tintner [40], and with 
the power of the F statistic used in the least squares procedure in situa­
tions where the alternative hypothesis is in the form of quadratic trend. 
The results of the former showed that the F statistic had higher power 
in almost all cases. The results of the latter showed that the F statistic 
seemed to have highest power in almost all cases considered while the 
power of u^ was greater than that of V^/V^ in most cases for N = 50. 
For N = 20, it was shown that the .05 and .01 values of Rao and Tintner 
appear to be inaccurate so that proper comparison of the powers of V^/V^ 
and u^ was not possible. 
The results of a heuristic study, which was undertaken to give theo­
retical basis for the application of the GMSSDS, mentioned earlier, for 
\ 
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detecting negative serial correlation among the observations, have been 
2 given in Chapter VII. In this study the expectation of V^ , Sj^ and MSR 
were found under the hypotheses of polynomial trend of degree k when 
serial correlation is present between adjacent observations. The mini­
mum values of o-^ were found for which 
E(V^)/E(S^) > 1 (8.1) 
and 
E(MSR^)/E(S^) < 1 . (8.2) 
By noting the values of for which the inequality in (8. 1) held while the 
inequality in (8. 2) did not hold, conditions were found under which the 
GMSSDS could be correctly applied to detect negative serial correlation. 
The results showed that in all cases considered the minimum value of o"^ 
necessary for (8. 1) to hold was smaller than the minimum value neces­
sary for (8. 2) to hold so that there are many situations in which the above 
application of the GMSSDS can be made. It was also found that the mini­
mum variance necessary for (8. 1) to hold, and similarly for (8. 2), in­
creased with k for fixed N and , increased with for fixed k 
and N and increased with N for fixed k and . 
B. Suggestions for Further Research 
Several problems which seem to deserve further research consider­
ation have arisen in the course of this thesis. These may be described 
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as follows. (1) The exact distribution of u^ is known only for k=l (see 
von Neumann [32]) at this time. Derivation of the exact distributions of 
u^. u^, •. • would be helpful in the study of these statistics and would 
give exact percentage points which could be used in the tests suggested in 
this thesis. (2) A more extensive study of the power of the tests incorpo­
rating the Uj^ statistics would give more insight into the proper applica­
tion of the tests suggested. One method might be to undertake Monte 
Carlo studies examining different alternatives from the ones examined in 
this thesis, especially looking at the power in situations where the alter­
native hypothesis has degree which is more than one degree higher than 
the null hypothesis, for example examining the alternative of cubic trend 
when the null hypothesis is a linear trend. Another method might be to 
investigate the power function associated with the asymptotic distribution 
of u^ . This may be a difficult task. (3) A study to examine more 
closely the questions that were examined in Chapter VII may be under­
taken. One method to accomplish this would be to use Monte Carlo pro­
cedures with particular models to see when the GMSSDS procedures would 
accept the given hypothesis while the LSM would reject it. Another meth­
od might be to find the asymptotic distribution of Uj^ under the required 
hypotheses and then to work directly with the distributions to see when 
the GMSSDS procedure would accept the hypothesis under consideration 
while the LSM rejects it. 
126 
IX. BIBLIOGRAPHY 
1. Anderson, R. L, Distribution of the serial correlation coefficient. 
The Annals of Mathematical Statistics 13; 1-13. 1942. 
2. Anderson, R. L. and Houseman, E. E. Tables of orthogonal poly­
nomial values extended to N - 104. Iowa State University of Science 
and Technology Agricultural Experiment Station Research Bulletin 
297. 1942. 
3a. Anderson, T. W. The choice of the degree of a polynomial regres­
sion as a multiple decision problem. The Annals of Mathematical 
Statistics 33: 255-265. 1962. 
3b. Bancroft, T. A. Topics in intermediate statistical methods. Vol. 1. 
Ames, Iowa, The Iowa State University Press. 1968. 
4a. Bennett, C. A. and Franklin, N. L. Statistical analysis in chem­
istry and the chemical industry. New York, N. Y., John Wiley and 
Sons, Inc. 1954. 
4b. Beyer, William H., ed. Handbook of tables for probability and 
statistics. Cleveland, Ohio, The Chemical Rubber Co. 1966. 
5. Brownlee, K. A. Statistical theory and methodology in science and 
engineering. 2nd ed. New York, N.Y., John Wiley and Sons, Inc. 
1965. 
6. Cramer, H. Mathematical methods of statistics. Princeton, New 
Jersey, Princeton University Press. 1945. 
7. Draper, N. R. and Smith, H. Applied regression analysis. New 
York, N.Y., John Wiley and Sons, Inc. 1966. 
8. Durbin, J. and Watson, G- S. Testing for serial correlation in 
least squares regression I. Biometrika 37: 409-428. 1950. 
9- Durbin, J. and Watson, G. S. Testing for serial correlation in 
least squares regression II. Biometrika 38: 159-178. 1951. 
10. Fisher, R. A. Statistical methods for research workers. 10th ed. 
Edinburgh, Oliver and Boyd. 1946. 
11. Fisher, R. A. and Yates, F. Statistical tables for biological, ag­
ricultural and medical research. London, Oliver and Boyd. 1938. 
12. Geisser, S. The modified mean square successive difference and 
related statistics. The Annals of Mathematical Statistics 27: 819-
824. 1956. 
127 
1 3 .  G o l d b e r g ,  S .  I n t r o d u c t i o n  t o  d i f f e r e n c e  e q u a t i o n s .  N e w  Y o r k ,  N . Y . ,  
John Wiley and Sons, Inc. 1958. 
14. Graybill, F. A. An introduction to linear statistical models. Vol. 
1. New York, N.Y., McGraw-Hill Book Co., Inc. 1961. 
15. Graybill, F. A. Introduction to matrices with applications in sta­
tistics. Belmont, California, Wadsworth Publishing Co., Inc. 
1969. 
16. Guest, P. G. The estimation of the standard error from succes­
sive finite differences. Royal Statistical Society Journal, Series B, 
13; 233-237. 1951. 
17. Hald, A. Statistical theory with engineering applications. New 
York, N. Y., John Wiley and Sons, Inc. 1952. 
18. Hart, B. I. Tabulation of the probabilities for the ratio of the 
mean square successive difference to the variance. The Annals of 
Mathematical Statistics 13; 207-214. 1942. 
19. Hoeffding, W. and Robbins, H. The central limit theorem for de­
pendent random variables. Duke Mathematical Journal 15; 773-
780. 1948. 
20. Ho el, P. G. On testing for the degree of a polynomial. Techno-
metrics 10: 757-767. 1968, 
21. Huntsberger, D. V. Elements of statistical inference. 2nd ed. 
Boston, Mass., Allyn and Bacon, Inc. 1967. 
22. Kamat, A. R. Asymptotic relative efficiencies of certain test cri­
teria based on first and second differences. Journal of Indian So­
ciety of Agricultural Statistics 15; 213-222. 1963. 
23. Kamat, A. R. Contributions to the theory of statistics based on 
the first and second successive differences. Metron 19; 97-119. 
1958. 
24. Kamat, A. R. On the mean square successive difference and its 
ratio to the root mean square. Biometrika 40; 116-127. 1953. 
25. Kamat, A. R. Some properties of estimates for the standard devi­
ation based on deviations from the mean and variate differences. 
Royal Statistical Society Journal, Series B, 15; 233-240. 1953. 
2 6 .  Kamat, A. R. and Sathe, Y. S. Asymptotic power of certain test 
criteria (based on first and second differences) for serial correla­
tion between successive observations. The Annals of Mathemati­
cal Statistics 33; 186-200. 1962. 
128 
27. Kendall, M. and Stuart, A. The advanced theory of statistics. 
Vol. 3. New York, N. Y., Hafner Publishing Co. 1966. 
28. Koopmans, T. Serial correlation and quadratic forms in normal 
variables. The Annals of Mathematical Statistics 13; 14-33. 
1942. 
29. Lancaster, H. O. Traces and cumulants of quadratic forms in 
normal variables. Royal Statistical Society Journal, Series B, 
16: 247-254. 1954. 
30a. Larson, Harold J. and Bancroft, T. A. Sequential model building 
for prediction in regression analysis, I. The Annals of Mathemat­
ical Statistics 34; 462-479- 1963. 
30b. Larson, Harold J. and Bancroft, T. A. Biases in prediction by 
regression for certain incompletely specified models. Biometrika 
50: 391-402. 1963. 
30c. Moore, P. G. The properties of the mean square successive dif­
ference in samples from various populations. American Statis­
tical Association Journal 50; 434-456. 1955. 
31. Morse, A. P. and Grubbs, F. E. The estimation of dispersion 
from differences. The Annals of Mathematical Statistics 18; 194-
214. 1947. 
32. von Neumann, J. Distribution of the ratio of the mean square 
successive difference to the variance. The Annals of Mathemati­
cal Statistics 12: 367-395. 1941. 
33. von Neumann, J. A further remark concerning the distribution 
of the ratio of the mean square successive difference to the vari­
ance. The Annals of Mathematical Statistics 13; 86-88. 1942. 
34. von Neumann, J., Kent, R. H., Bellinson, H. R. and Hart, B. I. 
The mean square successive difference. The Annals of Mathe­
matical Statistics 12: 153-162. 1941. 
35. Noether, G. On a theorem of Pitman* The Annals of Mathemati­
cal Statistics 26; 64-69. 1955. 
36. Quenouille, M. H. Modifications to the variate difference method. 
Biometrika 40; 383-408, 1953. 
37. Quenouille, M. H. The variate difference method in theory and 
practice. Review of the International Statistical Institute 2; 1-9. 
1951. 
129 
38. Rao, J. N. K. A note on mean square successive differences. 
American Statistical Association Journal 54: 801-806. 1959-
39. Rao, J, N. K. and Tintner, G. The distribution of the ratio of 
the variances of variate differences in the circular case. Sankhya: 
The Indian Journal of Statistics, Series A, 24: 385-394. 1962. 
40. Rao, J. N. K. and Tintner, G. On the variate difference method. 
The Australian Journal of Statistics 5; 106-116. 1963. 
41. Theil, H. and Naggar, A. L. Testing the independence of regres­
sion disturbances. American Statistical Association Journal 56; 
793-806. 1961. 
42. Tintner, G. The distribution of the variances of variate differ­
ences in the circular case. Metron 17: 43-52. 1955. 
43. Tintner, G. Econometrics. New York, N. Y., John Wiley and 
Sons, Inc. 1952. 
44. Tintner, G. The variate difference method. Bloomington, Indiana, 
Principia Press, Inc. 1940. 
130 
X. ACKNOWLEDGMENTS 
The author wishes to thank Professor C. P. Cox for his guidance 
throughout this research and Eric West for programming support. 
Special thanks go to my wife, Jean, for her patience and encourage­
ment throughout my graduate work. 
This research was supported by the Public Health Service Grant No. 
5T01 GM00034-13. 
1 3 1  
XI. APPENDIX 
The following property of the variance of will now be proved. 
For fixed N = NQ and NQ > 3k+l , the variance of is monotone in­
creasing. 
Proof: From (4. 36) 
2(N-k) A - (2N-k)(%^ 
V(u ) = 2kT^ — (A.l) 
^ (p^{N-k+2)(N-k) 
and therefore 
V(u ) = 2(k+l) 2 (A. 2) 
{ 1 P  [ N -  ( k + 1  ) + 2  ]  [ N -  ( k + 1  )  ]  
which can be written as 
V(%+l) = 
2(N-k- 1 )(4k+4)(4k+3)(4k+2)(4k+1 ) ,4k. 4(k+l)^(2k+I)^ .2k.2 
(2k+2)"f2k+l)' (,^)-(2N-k-l) (k) 
4(k+l) (Zk+1) (^)Z(N-k+l)(N-k-l) 
(k+l) 
(N-k-l)(4k+3)(4k+l)(k+l) (4k) _ (2N-k-l)(^h^ 
— .  ( A .  3 )  
{ p ^ ( N - k + l ) ( N - k - l )  
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From (A. 3) and (A. 1) the ratio of the variance is 
|-(N-k-l)(4k+3)(4k+l)(k+l) ^4kj _ (2N-k-l)(^)^} (N-k+2)(N-k) 
(2k+l)^ 
{2(N-k)(2^) - (2N-k)(^)^}(N-k+1 )(N-k- 1 ) 
which exceeds 
(N-k-l)4k+3)(4k+l)(k+l)(2^) - (2N-k-l)(^)^ 
2(N-k)(2^) - (2N-k)(^)^ 
which in turn exceeds 
(N-k-l)(4k+3)(4k+l)(k+l) 
2{N-k)(2^) 
Accordingly V^ ) > V(u^) if 
4 k  (N-k-l)(4k+3)(4k+l)(k+l) > 2(N-k)(2^) . (A. 4) 
An equivalent inequality to (A. 4) is 
N[(4k+3)(4k+l)(k+l) - 2(2k+l)3} > (k+l)^(4k+3)(4k+l) - 2k(k+l)^ 
133 
which is true provided 
N > L I (4k+3)(4k+l)(k+l) 
(4k+3)(4k+l)(k+l) - 2(2k+l)^ 
which can be written as 
N > 3k + + 17k + 1 
8 k ^ +  1 3 k +  1  
Since k > 0 , 
6 k ^ + 1 7 k + l  <  8 k ^ + 1 3 k + l  
and hence > V(u^) provided N > 3k + 1 . 
It may be noted from the proof given above that a smaller value than 
3k + 1 could, perhaps, be obtained as a lower bound necessary for the 
m o n o t o n i c i t y  o f  t h e  v a r i a n c e .  H o w e v e r ,  i n  v i e w  o f  t h e  f a c t  t h a t  t h e  a s ­
ymptotic distribution is used for critical values, N > 3k+ 1 is itself not 
a severe restriction on the sample size and so, for at least practical pur­
poses, it does not seem necessary to find a smaller lower bound for N . 
