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DIRAC–SOBOLEV SPACES AND SOBOLEV SPACES
TAKASHI ICHINOSE AND YOSHIMI SAITO¯
Abstract. The aim of this work is to study the first order Dirac-Sobolev spaces in
Lp norm on an open subset of R3 to clarify its relationship with the corresponding
Sobolev spaces. It is shown that for 1 < p < ∞, they coincide, while for p = 1,
the latter spaces are proper subspaces of the former.
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1. Introduction
In the recent work [2], Balinski-Evans-Saito¯ introduced an Lp-seminorm ‖(α ·
p)f ‖p,Ω of a C4-valued function f in an open subset Ω of R3, relevant to a massless
Dirac operator
(1.1) α · p =
3∑
j=1
αj(−i∂j) (∂j = ∂/∂xj),
where p = −i∇, and α = (α1, α2, α3) is the triple of 4× 4 Dirac matrices
(1.2) αj =
(
02 σj
σj 02
)
(j = 1, 2, 3)
with the 2× 2 zero matrix 02 and the triple of 2× 2 Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
They used this seminorm to give a group of inequalities called Dirac–Sobolev inequal-
ities in order to obtain Lp-estimates of the zero modes, i.e. eigenfunctions associated
with the eigenvalue λ = 0, of the Dirac operator (α · p) +Q, where Q(x) is a 4 × 4
Hermitian matrix-valued potential decaying at infinity. We believe that our above
notation “p ” for the differential operator −i∇ will not be confused with another
“p” which appears as the superscript 1 ≤ p <∞ of the space Lp.
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Let Ω be an open subset of R3 and let the first order Dirac–Sobolev space
H1,p0 (Ω), 1 ≤ p <∞, be the completion of [C∞0 (Ω)]4 with respect to the norm
(1.3)
‖f ‖D,1,p,Ω :=
{∫
Ω
(|f (x)|pp + |(α · p)f (x)|pp ) dx
}1/p
=
(‖f ‖pp,Ω + ‖(α · p)f ‖pp,Ω)1/p,
where f (x) = t(f1(x), f2(x), f3(x), f4(x)), the norm of a vector a =
t(a1, a2, a3, a4) ∈
C4 being denoted by
(1.4) |a|p =
[ 4∑
k=1
|ak|p
]1/p
.
As one of the simplest Dirac–Sobolev inequalities ([2], Corollary 2), they showed:
If Ω is a bounded open subset of R3 and f ∈ H1,p0 (Ω) with 1 ≤ p < ∞, then for
1 ≤ k < p(p+ 3)/3 there exists a positive constant C such that
(1.5) ‖f ‖k,Ω ≤ C‖(α · p)f ‖p,Ω ,
where ‖g‖p,Ω stands for the norm of g = t(g1, g2, g3, g4) ∈ [Lp(Ω)]4 given by
(1.6) ‖g‖p,Ω =
{∫
Ω
|g(x)|pp dx
}1/p
=
{∫
Ω
4∑
j=1
|gj(x)|p dx
}1/p
.
Now let β be the fourth Dirac matrix given by
(1.7) β =
(
12 02
02 −12
)
,
where 12 is the 2 × 2 unit matrix. It has been known that the free massless Dirac
operator α · p or the free Dirac operator α · p + mβ with positive mass m and
the relativistic Schro¨dinger operator
√
m2 −∆ may bring similar properties in L2
sometimes but not necessarily in Lp with p 6= 2. On the other hand, the following
two norms are equivalent: for 1 < p <∞,{
(‖ψ‖pp + ‖∇ψ‖pp)1/p,
‖√1−∆ψ‖p.
where ψ is a scalar-valued function in R3 (Stein [6], p.135, Theorem 3 or p.136,
Lemma 3). However, for p = 1 or p = ∞, these two norms are not equivalent, in
fact, the one does not dominate the other ([6], p.160, 6.6).
For an open subset Ω of R3 and 1 ≤ p <∞, let Ap(Ω) be all C∞ functions ψ on
Ω such that ψ and ∇ψ belong to Lp(Ω) and let H1,p(Ω) be the completion of Ap(Ω)
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with respect to the norm given by
(1.8) ‖ψ‖1,p,Ω =
{∫
Ω
(|ψ(x)|p + |∇ψ(x)|p ) dx
}1/p
= {‖ψ‖pp,Ω + ‖∇ψ‖pp,Ω}1/p,
where |∇ψ(x)|p = ∑3j=1 |∂jψ(x)|p. Let C∞0 (Ω) be the space of all C∞ functions φ
on Ω such that support of φ is contained in Ω and let H1,p0 (Ω) be the completion
of C∞0 (Ω) with respect to the norm (1.8). The space H
1,p
0 (Ω) is a closed subspace
of H1,p(Ω). The norm ‖ · ‖S,1,p,Ω of the Banach space [H1,p(Ω)]4 (and [H1,p0 (Ω)]4) is
given by
(1.9) ‖f ‖S,1,p,Ω =
{∫
Ω
(|f (x)|pp + |∇f (x)|pp ) dx
}1/p
,
where f = t(f1, f2, f3, f4) ∈ [H1,p(Ω)]4 and
(1.10)


|f (x)|pp =
4∑
k=1
|fk(x)|p,
|∇f (x)|pp =
3∑
j=1
|∂jf (x)|pp =
3∑
j=1
4∑
k=1
|∂jfk(x)|p
(cf. (1.4)).
Definition 1.1. Let Ap,D(Ω) be all [C∞(Ω)]4 functions f on Ω such that f and
(α · p)f belong to [Lp(Ω)]4. Then the Dirac-Sobolev spaces H1,p(Ω) and H1,p0 (Ω) are
the completion of Ap,D(Ω) and [C∞0 (Ω)]4 with respect to the norm
(1.11) ‖f ‖D,1,p,Ω =
{∫
Ω
(|f (x)|pp + |(α · p)f (x)|pp ) dx
}1/p
,
respectively, where f (x) = t(f1(x), f2(x), f3(x), f4(x)), and
(1.12)


|f (x)|pp =
4∑
k=1
|fk(x)|p ,
|(α · p)f (x)|pp = |
3∑
j=1
αjpjf (x)|pp =
4∑
k=1
∣∣∣( 3∑
j=1
−iαj∂jf
)
k
(x)
∣∣∣p
p
It should be noted that in the paper [2] the space H1,10 (Ω) of our paper was
denoted by H1,1(Ω) without subscript ‘0’. We have adopted this notation, following
the usual Sobolev space convention.
Remark 1.2. (i) As in the case of Sobolev spaces, we have H1,p(R3) = H1,p0 (R
3)
since [C∞0 (R
3)]4 is dense in Ap,D(R3) with respect to the norm (1.11).
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(ii) Let W1,p(Ω) be defined by
W1,p(Ω) = {f ∈ [Lp(Ω)]4 ; (α · p)f ∈ [Lp(Ω)]4},
where (α ·p)f is taken in the sense of distributions. As in the case of Sobolev spaces
(see, e.g., Adams-Fournier [1], Theorem 3.17), by approximating elements inW1,p(Ω)
using the molifier, we have W1,p(Ω) = H1,p(Ω), where 1 ≤ p <∞ and Ω is an open
subset of R3 .
In this work we are going to investigate the relationship of the Dirac–Sobolev
spaces H1,p(Ω) and the ordinary Sobolev spaces [H1,p(Ω)]4 as well as the relationship
of the Dirac–Sobolev spaces H1,p0 (Ω) and the ordinary Sobolev spaces [H
1,p
0 (Ω)]
4.
To proceed, we note the inclusions [H1,p(Ω)]4 ⊂ H1,p(Ω) and [H1,p0 (Ω)]4 ⊂
H1,p0 (Ω) to hold, which we shall see precisely later in the next section, Proposition
2.2. So for an open subset Ω of R3, define the linear map JΩ and J0,Ω by
(1.13)
{
JΩ : [H
1,p(Ω)]4 ∋ f 7→ JΩf = f ∈ H1,p(Ω),
J0,Ω : [H
1,p
0 (Ω)]
4 ∋ f 7→ J0,Ωf = f ∈ H1,p0 (Ω).
Our main result is as follows:
Theorem 1.3. Let Ω be an open subset of R3 and let JΩ and J0,Ω be as above.
(i) Then, for 1 ≤ p <∞, the map both JΩ and J0,Ω are one-to-one and contin-
uous. The Sobolev space [H1,p0 (Ω)]
4 is a dense subspace of the Dirac–Sobolev spaces
H1,p0 (Ω).
(ii) Let 1 < p < ∞. Then [H1,p0 (Ω)]4 = H1,p0 (Ω), i.e., the map J0,Ω is not only
one-to-one and continuous, but also they are onto with continuous inverse map J−10,Ω.
(iii) For p = 1 the map neither JΩ nor J0,Ω are onto, or we have [H
1,1(Ω)]4 $
H1,1(Ω) and [H1,10 (Ω)]
4 $ H1,10 (Ω). For p = 1, the norms ‖ · ‖D,1,1,Ω and ‖ · ‖S,1,1,Ω
of these two spaces are not equivalent; ‖ · ‖D,1,1,Ω is dominated by ‖ · ‖S,1,1,Ω, but not
conversely.
Remark 1.4. We don’t know in (ii) whether or not it holds for a proper open subset
Ω that [H1,p(Ω)]4 = H1,p(Ω), i.e., that the map JΩ is onto with continuous inverse
map J−1Ω when Ω $ R
3, although it holds by (ii) for Ω = R3 that [H1,p(R3)]4 =
H1,p(R3), because this space coincides with [H1,p0 (R
3)]4 = H1,p0 (R
3).
For the proof we shall use a method of classical analysis rather than a subtle
pseudo-differentical calculus, in particular, in the case p = 1.
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In Section 2 we shall prove Theorem 1.3, (i) (Proposition 2.2). In Section 3 we
are going to give the proof of Theorem 1.3, (ii) by first dealing with JΩ and then
J0,Ω. Theorem 1.3, (iii), the case that p = 1, will be discussed and proved in Section
4.
2. Continuity of the map JΩ
In this section we are going to prove Theorem 1.3, (i). Let αj, j = 1, 2, 3, be
the Dirac matrices given in (1.2). Then we have
Lemma 2.1. Let a = t(a1, a2, a3, a4) ∈ C4. Then, for p ∈ [1,∞),
(2.1) |αja|p = |a|p (j = 1, 2, 3),
where the norm | · |p is given by (1.4).
Proof. By the definition of α1 we have
α1a =
t(a4, a3, a2, a1),
and hence
|α1a|pp = |a4|p + |a3|p + |a2|p + |a1|p = |a|pp .
In quite a similar manner (2.1) can be proved for j = 2, 3. 
Now we are in a position to show the continuity of the map JΩ and J0,Ω given
by (1.13).
Proposition 2.2. Let Ω be an open subset of R3 and let f ∈ [H1,p(Ω)]4. Then,
for p ∈ [1,∞), we have f ∈ H1,p(Ω) and there exists a positive constant C = Cp,
depending only on p, not on Ω, such that
(2.2) ‖f ‖D,1,p,Ω ≤ C‖f ‖S,1,p,Ω,
where the norms ‖f ‖D,1,p,Ω and ‖f ‖S,1,p,Ω are given in (1.11) and (1.9), respectively.
Thus the identity maps JΩ on [H
1,p(Ω)]4 and J0,Ω on [H
1,p
0 (Ω)]
4 are continuous,
one-to-one maps from [H1,p(Ω)]4 into H1,p(Ω), and [H1,p0 (Ω)]
4 into H1,p0 (Ω). Further
[H1,p0 (Ω)]
4 is a dense subset of H1,p0 (Ω).
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Proof. Let f = t(f1, f2, f3, f4) ∈ [H1,p(Ω)]4. By using Lemma 2.1 and Ho¨lder’s in-
equality for p > 1 or the triangle inequality for p = 1, we have
|(α · p)f |pp = |(
3∑
l=1
−αli∂l)f |pp ≤
( 3∑
l=1
|αli∂lf |p
)p
=
( 3∑
ℓ=1
|∂lf |p
)p
≤ [( 3∑
l=1
1q
)1/q( 3∑
ℓ=1
|∂lf |pp
)1/p]p
= 3p−1|∇f |pp ,
where p−1 + q−1 = 1 and see (1.10) for the definition of |∇f |p. It follows that
(2.3) ‖(α·p)f ‖p,Ω =
(∫
Ω
|(α·p)f |pp dx
)1/p
≤ 3 p−1p
(∫
Ω
|∇f |pp dx
)1/p
= 3
p−1
p ‖∇f ‖p,Ω ,
where ‖(α · p)f ‖p,Ω is the norm of (α · p)f ∈ [Lp(Ω)]4 given by (1.6), and ‖∇f ‖p,Ω is
given by
‖∇f ‖p,Ω =
{∫
Ω
|∇f |pp dx
}1/p
.
Then it is easy to see that (2.3) implies (2.2). The map J is one-to-one since, for
fj ∈ [H1,p(Ω)]4, j = 1, 2, we have
(2.4) JΩf1 = JΩf2 in H1,p(Ω) =⇒ f1 = f2 in [Lp(Ω)]4 =⇒ f1 = f2 in [H1,p(Ω)]4.
Using (2.2) and proceeding as in (2.4), we see that the identity map J0,Ω on [H
1,p
0 (Ω)]
4
is also continuous and one-to-one on [H1,p0 (Ω)]
4. Since [C∞0 (Ω)]
4 is dense in both
[H1,p0 (Ω)]
4 and H1,p0 (Ω), [H
1,p
0 (Ω)]
4 is a dense subset of H1,p0 (Ω). This completes the
proof. 
3. Range of the map J0,Ω
In this section we are going to prove Theorem 1.3, (ii).
Proposition 3.1. Let 1 < p <∞. Then the map J0,R3 is onto H1,p0 (R3).
The proof will be given after the following two lemmas.
Lemma 3.2. Let 1 < q <∞. Then ∆(C∞0 (R3)) is dense in Lq(R3).
Proof of Lemma 3.2. Suppose that f ∈ Lr(R3) with 1/q + 1/r = 1 satisfies
〈f,∆φ〉 =
∫
f(x)∆φ(x)dx = 0, for all φ ∈ C∞0 (R3).
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Then we obtain in the sense of distributions ∆f = 0, namely, ∆ annihilates f . By
elliptic regularity, we see that f must be C∞, and hence f(x) is a polynomial of x.
Since f(x) should belong to Lr(R3), we have f = 0. This proves Lemma 3.2. 
Remark 3.3. Lemma 3.2 does not hold for q = 1, since, in this case, the Laplacian
∆ always annihilates a constant C 6= 0 which is a nonzero element of L∞(R3) =
L1(R3)∗.
Lemma 3.4. Let 1 < q <∞. Let Ω ⊂ R3 be an open set. Then, for each pair (j, k),
j, k = 1, 2, 3, there exists a positive constant C = Cjk such that
(3.1) ‖∂j∂kφ‖q,Ω ≤ C‖∆φ‖q,Ω (φ ∈ C∞0 (Ω)).
Proof. By Stein [6], p.59, Proposition 3, there exists a positive constant C = Cjk
such that
‖∂j∂kφ‖q ≤ C‖∆φ‖q, φ ∈ C∞0 (R3).
Of course, this holds for φ ∈ C∞0 (R3). 
Proof of Proposition 3.1. The proof will be divided into four steps.
(I) Let f = t(f1, f2, f3, f4) ∈ H1,p0 (R3). Then f ∈ [Lp(R3)]4, and
g := (α · p)f = −i[α1∂1f + α2∂2f + α3∂3f ]
belongs to [Lp(R3)]4. Using the definition (1.2) of the Dirac matrices αj , j = 1, 2, 3,
we can rewrite this with g = t(g1, g2, g3.g4) as
(3.2)


ig1 = (∂1 − i∂2)f4 + ∂3f3,
ig2 = (∂1 + i∂2)f3 − ∂3f4,
ig3 = (∂1 − i∂2)f2 + ∂3f1,
ig4 = (∂1 + i∂2)f1 − ∂3f2.
Then from the first and second equations of (3.2) we have
(∂1 + i∂2)ig1 = (∂
2
1 + ∂
2
2)f4 + ∂3(∂1 + i∂2)f3
= (∂21 + ∂
2
2)f4 + ∂3(ig2 + ∂3f4),
so that
∆f4 = (∂
2
1 + ∂
2
2 + ∂
3
3)f4 = (∂1 + i∂2)(ig1)− ∂3(ig2),
and hence, by applying ∂j to both sides of the above equation, we have, for j = 1, 2, 3,
(3.3) ∆∂jf4 = (∂j∂1 + i∂j∂2)(ig1)− ∂j∂3(ig2).
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Similarly we have from (3.2)
(3.4)


∆∂jf3 = (∂j∂1 − i∂j∂2)(ig2)− ∂j∂3(ig1),
∆∂jf2 = (∂j∂1 + i∂j∂2)(ig3)− ∂j∂3(ig4),
∆∂jf1 = (∂j∂1 − i∂j∂2)(ig4)− ∂j∂3(ig3).
The equalities in (3.3) and (3.4) should be interpreted as equalities in the space
D′(R3) of distributions on R3.
(II) Our first goal is to show that each distribution ∂jfk actually belongs to
Lp(R3), where j = 1, 2, 3 and k = 1, 2, 3, 4, namely, for each j and k there exists
Fjk ∈ Lp(R3) such that
(3.5) 〈∂jfk, φ〉 =
∫
R3
Fjk(x)φ(x) dx
for any φ ∈ C∞0 (R3), where the left-hand side is a bilinear form on D′(R3)×C∞0 (R3).
This will show that f belongs to [H1,p(R3)]4. We shall prove (3.5) for k = 4 and
j = 1, 2, 3 since other cases can be proved in a similar manner. After that, finally
we show that f belongs to [H1,p0 (R
3)]4 to complete our proof.
(III) Let q be the conjugate of p or let q satisfy p−1 + q−1 = 1. We see from
(3.3) that for φ ∈ C∞0 (Ω),
〈∂jf4,∆φ〉 = 〈∆∂jf4, φ〉 = 〈(∂j∂1 + i∂j∂2)(ig1)− ∂j∂3(ig2), φ〉
= 〈ig1, (∂j∂1 + i∂j∂2)φ〉 − 〈ig2, ∂j∂3φ〉.
Hence by Lemma 3.5 we have
(3.6) |〈∂jf4,∆φ〉| ≤ ‖g1‖p‖(∂j∂1 + i∂j∂2)φ‖q + ‖g2‖p‖∂j∂3φ‖q
≤ (Cj1 + Cj2)‖g1‖p‖∆φ‖q + Cj3‖g2‖p‖∆φ‖q
= [(Cj1 + Cj2)‖g1‖p + Cj3‖g2‖p]‖∆φ‖q.
Since ∆C∞0 (R
3)) is dense in Lq(R3) as has been shown in Lemma 3.2, the inequality
(3.6) is extended uniquely to a continuous linear form on Lq(R3). Since Lp(R3) is
the dual space of Lq(R3), there exists a function Fj4 ∈ Lp(R3) such that 〈∂jf4, ψ〉 =∫
R3 Fj4(x)ψ(x) dx , ψ ∈ Lq(R3), which implies (3.5) with k = 4 and j = 1, 2, 3. In
particular, we have also shown that
(3.7) ‖∂jfk‖p ≤ C0{Σ4k=1‖gk‖pp}1/p = C0‖g‖p,
with a positive constant C0 for all j = 1, 2, 3 and k = 1, 2, 3, 4.
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(IV) Finally, since f is H1,p0 (R
3), by definition there exist a sequence {fn}∞n=1 in
C∞0 (R
3) with fn = (fn,1, fn,2, fn,3, fn,4) such that with gn = (gn,1, gn,2, gn,3, gn,4) :=
(α · p)fn,
‖fn − f‖pD,1,p,R3 = ‖fn − f‖pp + ‖(α · p)(fn − f)‖pp
= ‖fn − f‖pp + ‖gn − g‖pp → 0, n→∞.
Since by the same argument used to get (3.7) we have ‖∂j(fn,k−fk)‖p ≤ C0‖gn−g‖p
for all j = 1, 2, 3 and k = 1, 2, 3, 4, it follows that ‖fn − f‖pS,1,p,R3 → 0 as n→∞, so
that f ∈ [H1,p0 (R3)]4. This completes the proof of Proposition 3.1. 
Proposition 3.5. Let 1 < p < ∞. Let Ω ⊂ R3 be an open set and J0,Ω be given
in (1.13). Then the map J0,Ω is onto H
1,p
0 (Ω). Further, the inverse map J
−1
0,Ω is well-
defined as a bounded linear operator.
Proof. (I) We have seen in Propositions 3.1 that [H1,p0 (R
3)]4 = H1,p0 (R
3) as sets and
there exist positive constants C1 and C2 such that
(3.8) C1‖f ‖D,1,p ≤ ‖f ‖S,1,p ≤ C2‖f ‖D,1,p
for f ∈ [H1,p0 (R3)]4 = H1,p0 (R3).
(II) Let f ∈ [H1,p0 (Ω)]4. Then there exists a sequence {φn}∞n=1 ⊂ [C∞0 (Ω)]4 such
that
(3.9) ‖f − φn‖S,1,p,Ω → 0 (n→∞).
Since each φn can be naturally extended to be an element of [C
∞
0 (R
3)]4 by setting
φn(x) = 0 for x ∈ R3 \ Ω, we have
(3.10) ‖f − φn‖S,1,p → 0 (n→∞),
where f is also extended to be a function on R3 by setting 0 outside Ω, and hence
f ∈ [H1,p(R3)]4 with support in the closure of Ω. Therefore f ∈ H1,p(R3) and f
satisfies (3.8). Then, (3.10) is combined with (3.8) to yield
(3.11) ‖f − φn‖D,1,p → 0 (n→∞),
which implies, together with the fact that and φn have support in Ω, that
(3.12) ‖f − φn‖D,1,p,Ω → 0 (n→∞).
Thus we have f ∈ H1,p0 (Ω), and we obtain from (3.8)
(3.13) C1‖f ‖D,1,p,Ω ≤ ‖f ‖S,1,p,Ω ≤ C2‖f ‖D,1,p,Ω.
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(III) Let f ∈ H1,p0 (Ω). Then, starting with f ∈ H1,p0 (Ω) proceeding as in (II), we
can show that f ∈ [H1,p0 (Ω)]4 and the estimates (3.13) are satisfied, which completes
the proof. 
Proof of Theorem 1.3, (ii). Theorem 1.3, (ii) follows from Propositions 3.1 and 3.5.

4. The case p = 1
The goal of this section is to prove Theorem 1.3, (iii), that is, to prove [H1,1(Ω)]4
and [H1,10 (Ω)]
4 are proper subspaces of H1,1(Ω) and H1,10 (Ω), respectively. First, we
are going to show, for Ω = R3, that [H1,10 (R
3)]4 = [H1,1(R3)]4 is a proper subspace
of H1,10 (R
3) = H1,1(R3) (Proposition 4.4). Then all other statements in Theorem 1.3,
(iii) will follow from Proposition 4.4. In the following, when speaking of H1,10 (R
3) or
H1,1(R3), and [H1,10 (R
3)]4 or [H1,1(R3)]4, we shall use the latter, namely, H1,1(R3)
and [H1,1(R3)]4. As easily seen, H1,p(R3) is also the subspace of [Lp(R3)]4 consisting
of all f ∈ [Lp(R3)]4 such that (α ·p+β)f ∈ [Lp(R3)]4 instead of (α ·p)f ∈ [Lp(R3)]4,
where β is the fourth Dirac matrix β given by (1.7).
Lemma 4.1. The map
(α · p) + β : H1,1(R3) ∋ f 7→ (α · p+ β)f ∈ [L1(R3)]4
maps H1,1(R3) one-to-one and onto [L1(R3)]4.
Proof. (I) We define the Dirac operator H0 = (α · p) + β as a linear operator in
[L1(R3)]4 with domain D(H0) = H1,1(R3). It is easy to see that H0 is a closed oper-
ator in [L1(R3)]4. Let the operator H = (α ·p)+β be defined as a pseudodifferential
operator acting on [S ′(R3)]4, the dual space of [S(R3)]4, with 4× 4 matrix symbol
(4.1) σH(ξ) = α · ξ + β =
3∑
j=1
ξjαj + β.
Then the operator H0 can be viewed as the restriction of the operatorH to H1,1(R3).
Let B be a pseudodifferential operator acting on [S ′(R3)]4 with symbol
σB(ξ) = (1 + |ξ|2)−1σH(ξ) = σH(ξ)[(1 + |ξ|2)−1I4].
By the anti-commutative relation
αjαk + αkαj = 2δjkI4 (j, k = 1, 2, 3, 4, α4 = β),
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where I4 is the 4× 4 unit matrix, we see that
σH(ξ)σB(ξ) = σB(ξ)σH(ξ) = I4,
which implies that
(4.2) HBf = BHf = f (f ∈ [S ′(R3)]4),
i.e., the operator B is the inverse operator of H on [S ′(R3)]4.
(II) Note that
(4.3) B = HB(1),
where the symbol σB(1)(ξ) of B
(1) is given by σ
(1)
B (ξ) = (|ξ|2 + 1)−1I4. Let σ0(ξ) =
(|ξ|2 + 1)−1 and let σ0(p) be the pseudodifferential operator on S ′(R3) with symbol
σ0(ξ). The symbol σ0(ξ) is a C
∞ function on R3ξ and bounded together with all their
derivatives. Then, by noting that the integrand (|ξ|2 + 1)−1(Fφ)(ξ) is a function in
S(R3ξ) for φ ∈ S(R3), we have
(σ0(p)φ)(x) = lim
R→∞
(2π)−3/2
∫
|ξ|<R
eix·ξ(|ξ|2 + 1)−1(Fφ)(ξ) dξ
= (2π)−3 lim
R→∞
∫
R3
{∫
|ξ|<R
ei(x−y)·ξ(|ξ|2 + 1)−1 dξ
}
φ(y) dy.
= (2π)−3 lim
R→∞
∫
R3
{∫
|ξ|<R
eiy·ξ(|ξ|2 + 1)−1 dξ
}
φ(x− y) dy.
for φ ∈ S(R3). Since (|ξ|2 + 1)−1 ∈ L2(R3ξ), the integral
∫
|ξ|<R
eiy·ξ(|ξ|2 + 1)−1 dξ
converges in L2(R3y) as R→∞. At the same time it is known that the limit
lim
R→∞
(2π)−3
∫
|ξ|<R
eiy·ξ(|ξ|2 + 1)−1 dξ = G(y)
exist for y 6= 0 with
G(y) =
e−|y|
4π|y| ,
which is the Green function of the operator 1−∆. Thus we have
(σ0(p)φ)(x) = (G ∗ φ)(x) (φ ∈ S(R3)),
where G ∗ φ denotes the convolution of G and φ, which implies that
(4.4) σ
(1)
B (p)φ(x) = (G ∗φ)(x) = t((G ∗φ1)(x), (G ∗φ2)(x), (G ∗φ3)(x), (G ∗φ4)(x))
for φ = t(φ1, φ2, φ3, φ4) ∈ [S(R3)]4.
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(III) Let B be the pseudodifferential operator as in (I). It follows from (4.4)
that
(4.5) Bφ(x) = σH(p)σ
(1)
B (p)φ(x) =
( 3∑
j=1
−iαj∂j + β
)
(G ∗ φ)(x)
for φ(x) ∈ [S(R3)]4, where ∂j = ∂/∂xj . Define a 4 × 4 matrix-valued function
K(x) = (Kkℓ(x))1≤k,ℓ≤4 on R3 by
K(x) =
( 3∑
j=1
−iαj∂j + β
)
G(x) (G(x) = t(G(x), G(x), G(x), G(x)).
Therefore we have
(4.6) K(x) =
1
4π
[ 3∑
j=1
iαj
( xj
|x|3 +
xj
|x|2
)
+ β
1
|x|
]
e−|x|,
and each element Kkℓ(x) of K(x) belongs to L
1(R3). Thus the k-th component
(Bφ)k, k = 1, 2, 3, 4, of Bφ is expressed as
(Bφ)k(x) =
4∑
ℓ=1
(Kkℓ ∗ φℓ)(x),
which allows us to apply Young’s inequality to see that
‖Bφ‖1 ≤ C‖φ‖1 (φ ∈ [S(R3)]4)
with a positive constant C. Therefore B restricted on [S(R3)]4 is uniquely extended
to a bounded linear operator on [L1(R3)]4 which will be denoted by B0. The operator
B0 is actually the restriction of B to [L
1(R3)]4.
(IV) Let g ∈ [L1(R3)]4. Let {gm}∞m=1 ⊂ [S(R3)]4 be a sequence such that gm → g
in [L1(R3)]4 as m→∞. It follows from (4.2) that
H0B0gm = (α · p+ β)B0gm = gm (m = 1, 2, · · · ).
Therefore, recalling that B0 is a bounded operator on [L
1(R3)]4, we have
(4.7)
{
B0gm → B0g ,
(α · p+ β)B0gm = gm → g
in [L1(R3)]4 as m → ∞. Since the operator H0 = α · p + β defined on H1,1(R3) is
a closed operator, we see from (4.7) that B0g ∈ H1,1(R3) and H0B0g = g , which
implies that H0 = α · p+ β is onto [L1(R3)]4.
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(V) Suppose that f ∈ H1,1(R3) such that H0f = (α ·p+β)f = 0. Let {fm}∞m=1 ⊂
[C∞0 (R
3)]4 such that fm → f in H1,1(R3) as m→∞. Thus we have
(4.8) fm → f , (α · p+ β)fm → (α · p + β)f in [L1(R3)]4.
On the other hand, we have from (4.2)
(4.9) B0(α · p+ β)fm = (α · p+ β)B0fm = fm (m = 1, 2, · · · ).
Letting m→∞ in (4.9), noting that B0 is a bounded operator and using (4.8), we
see that
0 = B0(α · p+ β)f = lim
m→∞
(α · p+ β)B0fm = lim
m→∞
fm = f
in [L1(R3)]4, which implies thatH0 is one-to-one. This completes the proof of Lemma
4.1. 
Remark 4.2. As has been seen, the key element of the proof of the above Lemma
4.1 is to show that the pseudodifferential operator B given by (4.3) is a bounded
linear operator on [L1(R3)]4. Actually it can be shown that B is a bounded linear
operator on [Lp(R3)]4 for 1 ≤ p < ∞. Thus we can prove that Lemma 4.1 holds
for any 1 ≤ p < ∞. In fact, for 1 < p < ∞, a theorem in Fefferman [3] (Theorem,
a), p.414) can be applied to show that B is a bounded linear operator on [Lp(Rn)]4
with n = 3. Let σ(x, p) be a pseudodifferential operator in Rn whose symbol σ(x, ξ)
belongs to the Ho¨rmander class S−b1−a,δ(R
n) with 0 ≤ δ < 1− a < 1. Then it follows
from the above theorem by Fefferman that σ(x, p) is a bounded operator on Lp(Rn)
if b < na/2 and ∣∣∣∣1p − 12
∣∣∣∣ ≤ bn
[ n
2
+ λ
b+ λ
] (
λ =
na
2
− b
1− a
)
.
By taking n = 3, b = 1, δ = 0, the above two condition becomes
(4.10) 3
∣∣∣∣1p − 12
∣∣∣∣ ≤ 1a < 32 .
For p > 1 there exists a ∈ (0, 1) which satisfies (4.10). For p = 1, however, there
is no a which satisfies (4.10) since both sides of (4.10) become 3/2. Indeed, our
pseudodifferential operator B has symbol σB(ξ) belonging to the Ho¨rmander class
S−11−a,0(R
3). To prove Lemma 4.1, which is the case p = 1, we have discussed the
integral kernel of the Dirac operator.
To proceed, we need some facts on the local Hardy space h1(R3), which is
introduced in Goldberg [5] in connection with the Hardy space H1(R3). The Hardy
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space is (see e.g. Fefferman-Stein [4]) the proper subspace of L1(R3) consisting of
the functions f ∈ L1(R3) such that Rjf ∈ L1(R3) for j = 1, 2, 3, where Rj :=
∂j · (−∆)−1/2 are the Riesz transforms, having symbols iξj/|ξ|. Let ϕ be a fixed
function in the Schwartz space S(R3) such that ϕ = 1 in a neighborhood of the
origin. By definition a distribution f belongs to h1(R3) if and only if f ∈ L1(R3) and
rjf ∈ L1(R3) for j = 1, 2, 3, where rj , j = 1, 2, 3, are pseudodifferential operators
with symbol σrj (ξ) = (1 − ϕ(ξ))(iξj/|ξ|) ([5], Theorem 2 (p.33)). The definition is
independent of the choice of ϕ. It is a Banach space with norm ‖f‖h1 = ‖f‖L1 +∑3
j=1 ‖rjf‖L1. The space h1(R3) is a proper subspace of L1(R3), which is strictly
larger than the Hardy space H1(R3) (see e.g. [5], p.33, just after Theorem 3).
Now, we are introducing the following operator
(4.11) r′j = ∂j(1−∆)−1/2 =
∂j
(−∆)1/2
(−∆)1/2
(1−∆)1/2 = Rj ·
(−∆)1/2
(1−∆)1/2 ,
where we note that the pseudodifferential operator (−∆)1/2/(1−∆)1/2 is a bounded
operator on L1(R3) (see Stein [6], p.133, Eq.(31)).
The proof of the lemma below was inspired by the proof of [5], Theorem 2
(p.33).
Lemma 4.3. A distribution f in R3 belongs to h1(R3) if and only if f ∈ L1(R3)
and r′jf ∈ L1(R3) for j = 1, 2, 3.
Proof. (I) It is sufficient to show that rj−r′j , j = 1, 2, 3, are bounded linear operators
on L1(R3) (or, more exactly, the pseudodifferential operator rj−r′j defined on S(R3)
can be uniquely extended to a bounded linear operator on L1(R3)). Note that the
operators rj and r
′
j have symbols
(4.12) σrj (ξ) =
(1− ϕ(ξ))iξj
|ξ| , σr′j (ξ) =
iξj
(1 + |ξ|2)1/2 ,
and both symbols are C∞ functions in R3ξ and bounded together with all their
derivatives, and we have
σrj (ξ)− σr′j (ξ) =
(1− ϕ(ξ))iξj
|ξ|
(
1− |ξ|
(1 + |ξ|2)1/2
)
− ϕ(ξ)iξj
(1 + |ξ|2)1/2
=: σ1j(ξ) + σ2j(ξ).
As in the proof of Lemma 4.1, we are going to show that, for each j = 1, 2, 3, the
pseudodifferential operator with symbols σ1j and σ2j have integral kernels belonging
to L1(R3), in other words, that their inverse Fourier transforms Fσ1j(x) and Fσ2j(x)
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belong to L1(R3), where F is given by
Fφ(x) = (2π)−3/2
∫
R3
eix·ξφ(ξ) dξ.
It is easy to see that Fσ2j ∈ L1(R3), because σ2j belongs to S(R3), so that Fσ2j
belongs to S(R3) and hence it belongs to L1(R3). In the rest of the proof we are
going to show that Fσ1j ∈ L1(R3).
(II) By definition we have
σ1j(ξ) = i(1− ϕ(ξ)) ξj|ξ|(1 + |ξ|2)1/2(|ξ|+ (1 + |ξ|2)1/2) ,
and hence, σ1j(ξ) = O(|ξ|−2) as |ξ| → ∞. Thus, by noting that 1−ϕ(ξ) is 0 around
the origin ξ = 0, we see that σ1j ∈ L2(R3). Therefore Ij(x) = (Fσ1j)(x) exists as a
function in L2(R3x). Let ρ(t) be a real-valued C
∞ function on [0,∞) such that
ρ(t) = 1 (0 ≤ t ≤ 1), = 0 (t ≥ 2).
Then, since σ1j(ξ)ρ(ǫ|ξ|), ǫ > 0, converges to σ1j(ξ) in L2(R3ξ) as ǫ ↓ 0, we have, by
setting
Ij(x, ǫ) := F(σ1j(ξ)ρ(ǫ|ξ|)),
Ij(x, ǫ) converges to Ij(x) in L
2(R3x) as ǫ ↓ 0, and hence there exists a decreasing
sequence
1 ≥ ǫ2 > ǫ2 > · · · > ǫm > → 0
such that Ij(ǫm, x) → Ij(x) a.e. x as m → ∞. For the sake of the simplicity of
notations, we shall use ǫ ≤ 1 instead of ǫm.
(III) Let α = (α1, α2, α3) be a multi-index. Then we have
(4.13) |∂αξ σ1j(ξ)| ≤ Cj,α(1 + |ξ|)−2−|α| (ξ ∈ R3ξ)
with a constant Cj,α > 0, where we should note that 1− ϕ(ξ) is bounded and
∂αξ (1− ϕ(ξ)) = −∂αξ ϕ(ξ) ∈ S(R3ξ)
for α 6= 0. Let ℓ be a positive integer and k = 1, 2, 3. Then, by integration by parts,
(4.14) (2π)3/2xℓkIj(x, ǫ) =
∫
R3
{
(−i∂ℓξk)eix·ξ
}
σ1j(ξ)ρ(ǫ|ξ|) dξ
= (−i)ℓ(−1)ℓ
∫
R3
eix·ξ∂ℓξk
{
σ1j(ξ)ρ(ǫ|ξ|)
}
dξ.
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Here, by the Leibniz formula, we have
∂ℓξk
{
σ1j(ξ)ρ(ǫ|ξ|)
}
=
(
∂ℓξkσ1j(ξ)
)
ρ(ǫ|ξ|) +
ℓ∑
m=1
ℓCm
(
∂ℓ−mξk σ1j(ξ)
)(
∂mξkρ(ǫ|ξ|)
)
=: J0(ξ, ǫ) + J1(ξ, ǫ)
with ℓCm = ℓ/(m!(ℓ−m)!). For m = 1, 2, · · · , ℓ, we have
ξ ∈ supp(∂mξkρ(ǫ|ξ|)) =⇒ 1 ≤ ǫ|ξ| ≤ 2 =⇒ ǫ ≤
2
|ξ| ,
where supp(f) denotes the support of f . Thus we can replace ǫ in ∂mξkρ(ǫ|ξ|) by 2|ξ|−1
when we evaluate |∂mξkρ(ǫ|ξ|)|. Therefore it follows that
(4.15) |∂mξkρ(ǫ|ξ|)| ≤ c(1 + |ξ|)−mχǫ(ξ),
where c = cj,k,m is a positive constant and χǫ(ξ) is the characteristic function of
the set Aǫ = {ξ : ǫ−1 ≤ |ξ| ≤ 2ǫ−1}. Since it is supposed that ǫ ≤ 1, we have
Aǫ ⊂ {ξ : |ξ| ≥ 1}. The inequalities (4.13) and (4.15) are combined to give
|J1(ξ, ǫ)| ≤ C(1 + |ξ|)−2−ℓχǫ(ξ) (ξ ∈ R3ξ)
with positive constant C = Cj,k,ℓ. Let ℓ ≥ 2. Then it is seen that |J1(ξ, ǫ)| is
dominated by C(1 + |ξ|)−2−ℓ, which is in L1(R3ξ), and J1(ξ, ǫ) → 0 for each ξ ∈ R3ξ
as ǫ→ 0, and hence, by the Lebesgue convergence theorem, we have∫
R3
eix·ξJ1(ξ, ǫ) dξ → 0 (ǫ→ 0).
Similarly, since |J0(ξ, ǫ)| is dominated by |∂ℓξkσ1j(ξ)| which is in L1(R3ξ), and J0(ξ, ǫ)
converges to ∂ℓξkσ1j(ξ) for each ξ ∈ R3ξ as ǫ→ 0, we have∫
R3
eix·ξJ0(ξ, ǫ) dξ →
∫
R3
eix·ξ∂ℓξkσ1j(ξ) dξ (ǫ→ 0).
Therefore, by letting ǫ→ 0 in (4.14), we obtain
(4.16) xℓkIj(x) = x
ℓ
k(Fσ1j)(x) = iℓ(2π)−3/2
∫
R3
eix·ξ∂ℓξkσ1j(ξ) dξ
a.e. x ∈ R3 for ℓ ≥ 2 and j, k = 1, 2, 3. Here the right-hand side is uniformly bounded
for x ∈ R3. Thus, by considering the case ℓ = 2 and ℓ = 4, it follows that
|(Fσ1j)(x)| ≤ Cj min(|x|−2, |x|−4) (j = 1, 2, 3)
with a positive constant Cj, which implies that Fσ1j ∈ L1(R3). This completes the
proof of Lemma 4.3. 
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Now we are going to prove that [H1,1(R3)]4 is a proper subspace of H1,1(R3),
which is the most crucial part of Theorem 1.3, (iii) in the following strategy: Let
g ∈ [L1(R3)]4 \ [h1(R3)]4, where h1(R3) is the local Hardy space which can be
defined, by Lemma 4.3, as the space of all distributions f such that f ∈ L1(R3)
and r′jf ∈ L1(R3) for j = 1, 2, 3, where r′j is given by (4.11). Set f = (α · p+ β)−1g .
Then, by using Lemma 4.1, we have f ∈ H1,1(R3). Then we shall be able to show
that f /∈ [H1,1(R3)]4.
Proposition 4.4. H1,1(R3) is strictly larger than [H1,1(R3)]4.
Proof. (I) It follows from Lemma 4.1 that, for every g ∈ [L1(R3)]4 there exists a
unique f ∈ H1,1(R3) such that g = (α · p + β)f . The equation g = (α · p + β)f can
be written as 

g1 = −i(∂1 − i∂2)f4 − i∂3f3 + f1,
g2 = −i(∂1 + i∂2)f3 + i∂3f4 + f2,
g3 = −i(∂1 − i∂2)f2 − i∂3f1 − f3,
g4 = −i(∂1 + i∂2)f1 + i∂3f2 − f4.
Solving the above equation for f1, f2, f3 and f4, we obtain
(4.17)


(1−∆)f1 = −i(∂1 − i∂2)g4 − i∂3g3 + g1,
(1−∆)f2 = −i(∂1 + i∂2)g3 − i∂3g4 + g2,
(1−∆)f3 = −i(∂1 − i∂2)g2 − i∂3g1 − g3,
(1−∆)f4 = −i(∂1 + i∂2)g1 − i∂3g2 − g4,
where ∂j = ∂/∂xj . Here each equation in (4.17) should be viewed as equations in
S ′(R3). As has been shown in the proof of Lemma 4.1, the differential operator 1−∆
has the inverse (1−∆)−1 as a pseudodifferential operator with symbol (1 + |ξ|2)−1,
and hence, by applying (1−∆)−1 and ∂j to each of the equations in (4.17), it follows
that
(4.18)

∂jf1 = −i(∂j∂1 − i∂j∂2)(1−∆)−1g4 − i∂j∂3(1−∆)−1g3 + ∂j(1−∆)−1g1,
∂jf2 = −i(∂j∂1 + i∂j∂2)(1−∆)−1g3 + i∂j∂3(1−∆)−1g4 + ∂j(1−∆)−1g2,
∂jf3 = −i(∂j∂1 − i∂j∂2)(1−∆)−1g2 − i∂j∂3(1−∆)−1g1 − ∂j(1−∆)−1g3,
∂jf4 = −i(∂j∂1 + i∂j∂2)(1−∆)−1g1 + i∂j∂3(1−∆)−1g2 − ∂j(1−∆)−1g4.
(II) By Lemma 4.3 we can choose g0 ∈ L1(R3) \ h1(R3) such that r′3g0 =
∂3(1−∆)−1/2g0 /∈ L1(R3). Then define g = t(g1, g2, g3, g4) ∈ [L1(R3)]4 by
g1(x) = g3(x) = g4(x) = 0 and g2(x) = g0(x).
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Then we have from (4.18)
(4.19) ∂jf4 = i∂j∂3(1−∆)−1g2 (j = 1, 2, 3).
Since r′3g2 /∈ L1(R3), we have necessarily r′3g2 /∈ h1. Then
(
r′1(r
′
3g2), r
′
2(r
′
3g2), r
′
3(r
′
3g2)
)
does not belong to [L1(R3)]3. It follows from (4.11) that the symbol sj3(ξ) of r′jr
′
3 is
given by
sj3(ξ) =
iξj
(1 + |ξ|2)1/2
iξ3
(1 + |ξ|2)1/2 = (iξj)(iξ3)(1 + |ξ|
2)−1,
and hence by using (4.11) again, we see that
(4.20) r′jr
′
3g2 = (∂j(1−∆)−1/2)(∂3(1−∆)−1/2)g2 = ∂j∂3(1−∆)−1g2
for j = 1, 2, 3. Thus we have from (4.19) and (4.20)
(∂1f4, ∂2f4, ∂3f4) = i(r
′
1r
′
3g2, r
′
2r
′
3g2, r
′
3r
′
3g2) /∈ [L1(R3)]3,
which implies that f /∈ [H1,1(R3)]4. This completes the proof of Proposition 4.4. 
Proposition 4.5. Let Ω be an open subset of R3. Then
(i) [H1,10 (Ω)]
4 is a proper subspace of H1,10 (Ω).
(ii) [H1,1(Ω)]4 is a proper subspace of H1,1(Ω).
Proof. (I) We are going to show the norms ‖f‖S,1,1,Ω of [H1,10 (Ω)]4 and ‖f‖D,1,1,Ω of
H1,10 (Ω) are not equivalent on [C
∞
0 (Ω)]
4 (see (1.9) and (1.11) for the definition of
these norms). To this end we use Proposition 4.4. Without loss of generality, we may
assume that Ω contains the unit ball {x : |x| ≤ 1} with center at the origin. As in
(1.6) (with p = 1), we denote the norm of [L1(Ω)]4 by ‖f ‖1,Ω, i.e.,
‖f ‖1,Ω =
∫
Ω
4∑
j=1
|fj(x)| dx (f (x) = t(f1(x), f2(x), f3(x), f4(x)).
By Proposition 4.4 and the fact that [C∞0 (R
3)]4 is dense in both [H1,1(R3)]4 and
H1,1(R3) (Theorem 1.3, (i)), the norms ‖f ‖S,1,1,R3 and ‖f ‖D,1,1,R3 are not equivalent
on [C∞0 (R
3)]4. Therefore, by taking note of Proposition 2.2, (2.2) with Ω = R3, which
says that the norm ‖f ‖D,1,1,R3 is dominated by the norm ‖f ‖S,1,1,R3, there exists a
sequence {fn}∞n=1 of functions in [C∞0 (R3)]4 such that fn 6= 0 and ‖fn‖S,1,1,R3 ≥
(n+ 1)‖fn‖D,1,1,R3 , or
(4.21) ‖fn‖1,R3 + ‖∇fn‖1,R3 ≥ (n+ 1)[‖fn‖1,R3 + ‖(α · p)fn‖1,R3 ]
for each n = 1, 2, · · · . Each fn has support in some ball {x : |x| ≤ Rn} with radius
Rn > 0 and center at the origin. We may assume with no loss of generality that
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Rn ≥ 1 (n = 1, 2, · · · ). Put gn(x) = R3nfn(Rnx). Then gn has support in the unit ball
{x : |x| ≤ 1}, and hence in Ω, so that {gn} ⊂ [C∞0 (Ω)]4 for each n. We have
‖gn‖1,Ω = ‖fn‖1,R3 and ‖∂jgn‖1,Ω = Rn‖∂jfn‖1,R3
for j = 1, 2, 3. Then by (4.21) we have
‖gn‖1,Ω + 1
Rn
‖∇gn‖1,Ω ≥ (n+ 1)[‖gn‖1,Ω + 1
Rn
‖(α · p)gn‖1,Ω],
and hence, by noting Rn ≥ 1
1
Rn
‖∇gn‖1,Ω ≥ n‖gn‖1,Ω + n + 1
Rn
‖(α · p)gn‖1,Ω
≥ n
Rn
[‖gn‖1,Ω + ‖(α · p)gn‖1,Ω‖].
Therefore
‖∇gn‖1,Ω ≥ n[‖gn‖1,Ω + ‖(α · p)gn‖1,Ω],
which implies that ‖gn‖S,1,1,Ω ≥ n‖gn‖D,1,1,Ω for n = 1, 2, · · · . This proves that the
norms ‖f‖S,1,1,Ω and ‖f‖D,1,1Ω are not equivalent on [C∞0 (Ω)]4, showing (i).
(II) As we have seen in the proof of (i), the norms of [H1,10 (Ω)]
4 and H1,10 (Ω) are
not equivalent. In fact, there exists a sequence {gn} ⊂ [C∞0 (Ω)]4 such that
‖gn‖S,1,1,Ω ≥ n‖gn‖D,1,1,Ω, n = 1, 2, . . . .
Since clearly this sequence is also contained in [H1,1(Ω)]4, this implies that the norms
of [H1,1(Ω)]4 and H1,1(Ω) are not equivalent. This shows (ii), completing the proof
of Proposition 4.5. 
Proof of Theorem 1.3, (iii). Theorem 1.3, (iii) follows from Propositions 4.5. 
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