This paper presents a novel image representation method for generic object recognition by using higher-order local autocorrelations on posterior probability images. The proposed method is an extension of the bag-of-features approach to posterior probability images. The standard bag-of-features approach is approximately thought of as a method that classifies an image to a category whose sum of posterior probabilities on a posterior probability image is maximum. However, by using local autocorrelations of posterior probability images, the proposed method extracts richer information than the standard bag-of-features. Experimental results reveal that the proposed method exhibits higher classification performances than the standard bagof-features method.
Introduction
Generic object recognition technologies have many possible applications such as automatic image search. However, generic object recognition involves some very difficult problems, because one has to deal with inherent object/scene variations as well as difficulties in viewpoint, lighting, and occlusion. Thus, although many methods of generic object recognition have been developed so far, the classification performance of these conventional methods are still insufficient, and a method that can achieve high classification accuracy is strongly desired.
The bag-of-features approach is the most popular approach for generic object recognition [1] because of its simplicity and effectiveness. This approach is originally inspired from the text recognition method called "bag-of-words,"
and this method treats an image as an orderless collection of quantized appearance descriptors extracted from local patches. The main steps of the bag-of-features are (1) detection and description of image patches. (2) assigning patch descriptors to a set of predetermined codebooks with a vector quantization algorithm, (3) constructing a bag of features, which counts the number of patches assigned to each codebook, and (4) applying a classifier by treating the bag of features as the features vector and thus determining the category which an image can be assigned.
It is known that the bag-of-features method is robust with regard to background clutter, pose changes, and intraclass variations and offers good classification accuracy. However, several problems exist with regard to its application to image representation. To solve these problems, many methods have been proposed. These methods include spatial pyramid binning that utilizes location information [2] , higher level codebook creation based on local co-occurrence of codebooks [3, 4, 5] , improvement of codebook creation [6, 7, 8, 9] , and image matching based on the region of interest [10] . All these methods are based on the histogram of local appearance, and information pertaining to semantic class labels is not used for feature representation.
In this paper, we present a novel method that improves upon the bagof-features method. The main feature of the proposed method is that it utilizes posterior probability images for semantic feature extraction. The standard bag-of-features method is approximately thought of as a method that classifies an image to a category whose sum of posterior probabilities on a posterior probability image is maximum. This method does not utilize local co-occurrence of posterior probability images. We applied higher-order local autocorrelations [11] on posterior probability images, so as to extract richer information regarding these images. We call this image representation method as "probability higher-order local autocorrelations (PHLAC)." PHLAC has certain desirable properties for image recognition, namely, shift invariance, additivity, and synonymy [12] invariance. Furthermore, the feature dimension of PHLAC is independent of the codebook size, and it depends on the class number, which is usually much smaller than the codebook size.
We confirm that the classification performance of this image representation method (PHLAC) is considerably better than that of the standard bag-offeatures method and offers competitive performance to the bag-of-features using spatial information.
We also extend PHLAC to autocorrelations of posterior probability cal-culated from multiple image features. We call this image representation method as "multiple features probability higher-order local autocorrelations (MFPHLAC)." It is confirmed that MFPHLAC can achieve a slightly better performance than PHLAC. This paper is an extended version of the paper cited in [13] . The extensions include an algorithm of MFPHLAC, experimental results of multiple spatial intervals, and discussions on feature dimension.
Related Studies
We intend to improve the classification accuracy of the bag-of-features method by introducing local co-occurrence and information pertaining to semantic class labels. From these points of view, the following related studies have been reported.
Image feature extraction using local co-occurrence is recognized as an important concept [11] for image recognition. Recently, several methods have been proposed using local co-occurrence. These methods are categorized as the methods that use feature level co-occurrence and those that use codebook level co-occurrence. The examples of the methods that use feature level co-occurrence are the local self similarity method [14] , gradient local autocorrelations (GLAC) [15] , and color index local autocorrelation (CILAC) [16] . Low-level co-occurrence of image properties such as edge direction and color can be represented by these features, whereas the codebook level cooccurrence can capture the co-occurrence of local appearance of images. The examples of the methods that use codebook level co-occurrence are correlatons [4] and visual phrases [5] . For using codebook level co-occurrence, we need a large number of dimensions, e.g., even when the co-occurrence of only two codebooks is considered, the dimensions should be in proportion to the square of the codebook sizes. It is known that a large number of codebooks improves the classification performance [7] , and hundreds to thousands number of codebooks is generally used. Thus, the features selection method or dimension reduction method is necessary for using codebook level co-occurrence, and current researches are focused on methods to mine frequent and distinctive codebook sets [17, 5, 12] . The expressions of cooccurrence using a generative model such as latent Dirichlet allocation have also been proposed [3, 18] . However, these methods require a complex latent model and expensive parameter estimations. A simpler method is favorable for real applications. Our proposed method can be easily implemented, and its feature dimension is relatively low (linear size of the number of categories) and effective for classifications, because it is based on autocorrelations of continuous values on posterior probability images.
From the viewpoint of the semantic feature representation using class label information, Rasiwasia et al. [19] proposed feature representation by using the bag-of-features method based on the Gaussian mixture model. In their study, each theme vector indicated the probability of each class label, and they refer to this type of scene labeling as casual annotation. Using this feature, they could achieve high classification accuracy with low feature dimensions. Methods that provide posterior probability to a codebook have also been proposed by Shotton et. al. [20] . However, these methods do not employ the co-occurrence of codebooks.
Probability Higher-order Local Autocorrelations

Posterior probability images
Let I be an image region, and r = (x, y) t be a position vector in I. The image patches whose center is r k are quantized to M codebooks {V 1 ,...,V M } by local feature extraction and the vector quantization algorithm VQ(r k ) ∈ {1,...,M}. These steps are the same as that of the standard bag-of-features method [2] . Posterior probability P (c|V m ) of category c ∈ {1, ..., C} is assigned to each codebook V m using image patches on training images. Several forms of estimating the posterior probability can be used. In this study, we use two types of estimation methods.
(a) Bayes' theorem: The posterior probability is estimated by using Bayes' theorem as follows. 
(b) SVM weight: In our method, posterior probability is not restricted to the theoretical definition of posterior probability. Pseudo posterior probability, which indicates the degree of support received by each category from a codebook, is also considered. The weight of each codebook, when learnt by using the one-against-all linear SVM [21] , is used to define pseudo posterior probability. Assume that we use K local image patches from one image; then, the histogram of bag of features H = (H(1), ..., H(M )) can be represented as follows.
Using this histogram, the classification function of the one-against-all linear SVM can be represented as follows.
where α c,m is the weight of each histogram bin and b c is the learned threshold.
We . Then, we can obtain the pseudo posterior probability by using the SVM weight as follows.
We use the SVM weight to obtain pseudo posterior probability, because the proposed method becomes a complete extension of the standard bagof-features method when this pseudo posterior probability is taken into consideration (Sec. 3.3).
In this study, the grid sampling of local features [2] is carried out at pixel interval of p for simplicity. We denote the set of sample points as I p and the map of (pseudo) posterior probability of the codebook of each local region as a posterior probability image. Examples of posterior probability images are shown in Fig. 1 . White color represents the high probability. The data are obtained from the IG02 dataset used in the following experiment (Sec. 4.1). The dataset contains three categories, namely, BIKE, CAR, and PEOPLE. It is observed that the human-like contours appear in the posterior probability image of the PEOPLE category. Thus, the posterior probability images contain some spatial information about the category.
PHLAC
Autocorrelation is defined as the product of signal values from different points and represents the strong co-occurrence of these points. Higher-order local autocorrelation (HLAC) [11] has been proposed for extracting spatial autocorrelations, and its effectiveness has been demonstrated in several applications such as face and texture classification [22] . To capture the spatial autocorrelations of posterior probability, we define HLAC features of posterior probability images in terms of PHLAC. The definition of the Nth order PHLAC is as follows.
In practice, many forms of Eq. (5) can be obtained by varying the parameters N and a n . In this paper, these parameters are restricted to the following subset: N ∈ {0, 1, 2} and a nx , a ny ∈ {±∆r × p, 0}. By eliminating duplicates that arise from shifts of center positions, the mask patterns of PHLAC can be represented as shown in Fig. 2 . These mask patterns are the same as the 35 HLAC mask patterns [11] . Thus, PHLAC inherits the desirable properties of HLAC for object recognition, namely, shift invariance and additivity. Although PHLAC does not exhibit scale invariance, it can be realized by using several sizes of mask patterns and local features that exhibit scale invariance.
By calculating the correlations in local regions, PHLAC becomes robust against small spatial difference and noise. These local regions can be preprocessed by calculating their values in terms of various alternatives such as their max, average, or median. We found that the optimum alternative is the average. Thus, the practical formulation of PHLAC is given by
1) Create codebooks by using local features and a clustering algorithm.
2) Configure posterior probability of each codebook.
Training and Test Image:
3) Create C posterior probability images by using p pixel intervals.
4) Preprocess posterior probability images (local averaging).
5) Calculate HLAC features on posterior probability images by sliding HLAC mask patterns.
where L a represents the local averaging on a (∆r 
Interpretation of PHLAC
Bag of features (0th) + local autocorrelations (1st + 2nd) : If we use
SVM weights as pseudo probabilities, then the 0th order of the PHLAC becomes the same as that obtained during the classification by the standard bag-of-features method using linear SVM. Because H is a histogram (see Eq.
(2)), Eq. (3) is rewritten as follows. 
where ). In this case, the SVM weight is used as the pseudo posterior probability; however, it is expected that other posterior probabilities may also posses a similar property of the 0th order PHLAC. Because the histogram of the standard bag of features is created without using local co-occurrences, the 0th order of PHLAC is almost thought of as a one-against-all bag-of-features classification. Higher-order features of PHLAC have richer information on posterior probability images (e.g., the shape of local posterior probability distributions). Thus, if any commonly existing patterns are contained in specific classes, this representation can be expected to achieve better classification performance than the standard bag-of-features method.
The relationship between the standard bag-of-features method and PHLAC classification is shown in Fig. 4 . In our PHLAC classification, we train an additional classifier using the 0th order PHLAC {R N =0 (1), ...,R N =0 (C)} and use the higher-order PHLAC as a feature vector. In following experiment (Sec. 4.1.1), the classifier is also trained when only the 0th order PHLAC is used. Thus, only the 0th order PHLAC can possibly perform better than the standard bag-of-features method.
Synonymy invariance : Synonymous codebooks are codebooks that have similar posterior probabilities [5] . PHLAC classification can be carried out directly on the posterior probability images, and the same features can be extracted even when a local appearance of an image is exchanged with other appearances whose posterior probabilities are the same as the local appearance. This synonymy invariance is important for creating compact image representations [12] .
MFPHLAC
Recently, it has been reported that high classification performance can be achieved by implementing methods that use multiple local features in generic object recognition problems [23, 24] . Although PHLAC can be calculated from posterior probability images estimated by several features independently, it is expected that richer information can be extracted by autocorrelations of posterior probability by using multiple features. We extend PHLAC to autocorrelations of posterior probability calculated from multiple image features. We call this image representation method as MFPHLAC.
Assuming that we use T (T ≥ 2) types of local features, the definition of the Nth order MFPHLAC can be expressed as follows. , t 0 , ..., t N a 1 , ..., a N 
R(c
Here P t indicates the posterior probability estimated by feature type t∈ {1, ..., T }.
As in the case with PHLAC, the parameters N and a n are restricted to the following subset: N ∈ {0, 1, 2} and a nx , a ny ∈ {±∆r × p, 0}. Thus, the practical formulation of MFPHALC is given by
Here, MFPHLAC is calculated by sliding extended mask patterns from PHLAC 
Experiment
We compared the classification performances of the standard bag-offeatures method and PHLAC using three commonly used image datasets:
Algorithm 2. MFPHLAC computation Training Image:
1) Create T types of codebooks by using local features and a clustering algorithm.
2) Configure T posterior probabilities of each codebook type.
Training and Test Image:
3) Create C × T posterior probability images by using p pixel intervals.
5) Calculate MFPHLAC on posterior probability images by sliding MF-PHLAC mask patterns.
IG02 [25] , a dataset having 15 natural scene categories [2] , and Caltech101 dataset [32] .
To obtain reliable results, we repeated the experiment 10 times except for Caltech101 dataset. Ten random subsets were selected from the data to create 10 pairs of training and test data. For each of these pairs, a codebook was created by using k-means clustering on the training set. For classification, a linear one-against-all SVM was used. For the implementation of SVM, we used LIBSVM. Five-fold cross validation was carried out on the training set to tune the parameters of SVM. The classification rate reported by us is the average of the per-class recognition rates, which in turn are averaged over 10 random test sets. With regard to Caltech101 dataset, we repeated the experiment 5 times.
As local features, we used a SIFT descriptor [26] sampled on a regular grid. The modification by the dominant orientation was not used and the descriptor was computed on a 16×16 pixel patch sampled every 8 pixels (p = 8). In the codebook creation process, all the features sampled every 16 pixels on all training images were used for k-means clustering. We used the L2-norm normalization method for both the standard bag-of-features method and PHLAC. In PHLAC, the features were L2 normalized by each order of autocorrelations. We denote the classification of PHLAC using posterior probability by Bayes' theorem as PHLAC Bayes and PHLAC using pseudo probability by SVM weight as PHLAC SV M . It should be noted that al-though the SVM of the standard bag-of-features method is used in Eq. (4) of PHLAC SV M , the result of the 0th order PHLAC SV M is different from the result of the standard bag-of-features method because we train an additional linear SVM as mentioned in Sec. 3.3.
Results of IG02 dataset
Basic property
First, we used the IG02 [25] (INRIA Annotations for Granz-02) dataset, which contains large variations of the target size. The classification task is to classify the test images into 3 categories, i.e., CAR, BIKE, and PEOPLE.
The number of training images in each category is 162 for CAR, 177 for BIKE, and 140 for PEOPLE. The number of test images is the same as that of the training images. We resampled 10 sets of training and test sets from all images. The image size was 640×480 pixels or 480×640 pixels. Maraszalek et al. prepared mask images that indicated the locations of the target objects. We also attempted to estimate the posterior probability of Eq. (1) by using only the local features of the target object region. We denote these PHLAC features as PHLAC M ASK . The experimental results are shown in Overall performance: The basic settings used were a spatial interval ∆r = 12 and the classification using PHLACs of all categories (PHLAC.All). In all the codebook sizes, all types of PHLACs achieve higher classification performances than the standard bag-of-features method ( Fig. 6(a) ). PHLAC SV M achieves higher classification rates than PHLAC Bayes . By using mask images for estimating the posterior probability, the performance of PHLAC M ASK improves when the codebook size is larger than 400.
Recognition rates per category:
The classification rates of PHLAC are higher than those of the standard bag-of-features method in almost all cases (Fig. 6(b) ). Especially, the classification rates of the PEOPLE category using PHLAC are higher than those using the standard bag-of-features method for any settings of PHLAC. This is because human-like contours (shown in Fig. 1 ) appear in the posterior probability images obtained from images of PEOPLE; these contours were less visible in the posterior probability images obtained from images of other categories.
Spatial interval:
The spatial interval appears to be better near ∆r = 12
(12×8 = 96 pixels) for all settings except for PHLAC SV M (Fig. 6(c) ). 
Order of autocorrelation:
In the cases of PHLAC Bayes and PHLAC M ASK , the classification rates increase with the order of autocorrelation (Fig. 6(d) ).
PHLAC SV M exhibit a higher classification performance than other PHLACs using only 0th order autocorrelations. Thus, the PHLAC SV M did not decrease the classification performance compared to other PHLACs in the non optimal spatial intervals ( ∆r > 22 ). For experiments using up to 2nd order autocorrelations, PHLAC SV M can achieve the best classification per-formance. Especially in the optimal spatial interval of PHLAC SV M (∆r = 20), the classification using the 2nd order autocorrelation was 5.01% better than 0th order autocorrelation (Fig. 6(c) ).
Preprocessing: As can be observed from Fig. 6(e) , the graphs of the local averaging and no preprocessing cases appear to be comparable. However, when the codebook size and spatial intervals are changed, the local averaging often outperformed the no preprocessing case. Thus, we recommend the use of local averaging for preprocessing.
Classification type:
Of the different classification types, PHLAC.All exhibits better performance than PHLAC.Clw ( 
Multiscale spatial interval
A multiscale spatial interval can capture several spatial co-occurrences.
Thus, such an interval is expected to exhibits a higher classification performance than a single spatial interval, described in the paper cited in [22] . 
Results of Scene-15 dataset
Results of PHLAC
Next, we performed experiments on the Scene-15 dataset [2] . The Scene- We selected 100 random images from each category as a training set and the remaining images as the test set. Some examples of dataset images and posterior probability images are shown in Fig. 10 .
We used PHLAC.All, and experimentally set the spatial interval to ∆r 
Results of MFPHLAC
Next, we compared MFPHLAC and PHLAC using a multiscale spatial interval. The number of features used simultaneously is restricted to 2 (T = 2). We use 5 features as local features. These are Intensity, GLAC [15] , CS-LBP [27] , Texton in addition to the SIFT-like features (S) described in the beginning of Sec. 4. 
Intensity (I)
:
Texton (T):
The histogram of filter responses in a 16×16 pixel patch is used. We used 13 types of Schmid filters [28] and 8 directions and 3 sizes of the multi resolution Gabor filter [29] . We considered the positive and negative responses of the Schmid filter; thus, the number of dimensions of the filter was 26. We considered the amplitude of the responses of Gabor filter; thus, the dimension of the filter was 24. In total, the number of dimensions of Texton was 50. We applied L2 normalization to each filter type.
For all features, we created 200 codebooks by k-means clustering. In PHLAC and the bag-of-features method using multiple features, the results were obtained by using a concatenated feature vector having multiple feature type. Posterior probability images were created by using Bayes' theorem.
PHLAC.All was used for the classification method.
We concatenated the feature vector calculated from different sizes of mask patterns, as described in Sec. 4.1.2. We experimented with all combinations of ∆r by using the values {1, 2, 4, 8, 12} for each number of spatial intervals.
The classification result reported in this paper is the best classification rate 
Results of Caltech101 dataset
Finaly, we compared PHLAC and BOF using Caltech101 dataset [32] . independently. This gives 3×128 dimensional feature. We applied L2-Hys normalization to each color space.
We used 400 codebooks created by k-means clustering. The reuslts are shown in Fig. 14 . In this dataset, the PHLAC achieved also better perfor- 
Discussion on feature dimension
One of the advantages of PHLAC is its feature dimension. The comparison of the dimension of different feature representation are listed in Table 2 .
The dimension of the bag-of-features method depends on the codebook size M. Thus, to achieve high accuracy, the training time of a classifier should be increased and a large memory size is required. Furthermore, it is necessary for larger dimensions to utilize spatial grid information. On the other hand, the dimension of PHLAC depends on the number of categories C, and it is independent of the codebook size M. At least, the 0th order of PHLAC can reflect the reliable estimation of large codebook size; thus, the accuracy of PHLAC can be increased by not increasing the feature dimension.
PHLAC SV M must train SVM using bag-of-features for estimations posterior probability of codebook; However PHLAC SV M is not effective to Scene-15 dataset which contains large number of category compared to PHLAC Bayes .
Thus, we highly recommend the use of PHLAC using Bayes' theorem when the codebook size and number of categories are large. Although it is obvious that the dimension of PHLAC for all categories becomes large for a problem which involving a very large number of categories, the number of the category that is classified once undergoes reduction by hierarchal category recognition.
Furthermore, the PHLAC feature can be compressed effectively by principle component analysis (PCA). The recognition rates per compressed dimension by PCA are shown in Fig. 15 . In this experiment, PHLAC Bayes and PHLAC.All were used. Because redundancy exists owing to similar properties of mask patterns and similar posterior probability images of different categories, the performances do not decrease even when the dimension is less than 40% of the original PHLAC dimension. Thus, the feature dimension of PHLAC can be further reduced from linear size of the categories with maintaining the classification accuracy. 
Conclusion
In this paper, we proposed an image description method using higherorder local autocorrelations on posterior probability images called "probability higher-order local autocorrelations (PHLAC)." This method is regarded as an extension of the standard bag-of-features method. Our method overcomes the limitation of spatial information by utilizing the co-occurrence of local spatial patterns in posterior probabilities. This method possesses the properties of shift invariance and additivity as does HLAC [11] . Experimental results revealed that the proposed method achieved a higher classification performance than the standard bag-of-features method by an average of 2%
and 15% in the case of the IG02 and Scene-15 datasets, respectively, using 200 codebooks. In Caltech-101, the proposed method improved x% using 400 codebooks. We also extended PHLAC to autocorrelations of posterior probability calculated from multiple image features, which is called "multiple features probability higher-order local autocorrelations (MFPHLAC)."
MFPHLAC was able to achieve a slightly better performance than PHLAC.
We also compared the proposed methods with the bag-of-features method using spatial information. PHLAC was able to achieve a competitive result compared to the bag-of-features method using spatial information. 
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