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Genomic  selection  (GS)  offers  breeders  the  possibility  of using  historic  data  and  unbalanced  breeding
trials  to form  training  populations  for predicting  the  performance  of new  lines.  However,  when  using
datasets  that  are  unbalanced  over  time  and  space,  there  is  increasing  exposure  to  different  genotype
–  environment  combinations  and  interactions  that may  make  predictions  less  accurate.  Global  cross-
validated  genomic  prediction  accuracies  may  be high  when  using  large  historic  datasets  but  accuracies
for  individual  years  using  a forward-prediction  approach,  or accuracies  for individual  locations,  are  often
much  lower.  The  objective  of  this  study  was  to evaluate  the overall  accuracy  of  genomic  predictions
for  untested  genotypes  using  an  unbalanced  dataset  to train  a  genomic  selection  model,  and  to explore
ways  of  combining  genomic  selection  and  genotype-by-environment  (G×E)  interaction  models  to  better
target  untested  lines  to different  locations.  Using  the International  Center  for Maize  and  Wheat  Improve-
ment’s  (CIMMYT)  Semi-Arid  Wheat  Yield  Trials  (SAWYT)  we  assessed  the  accuracy  of  genomic  predictions
and  the  potential  to subset  these  nurseries  using  the  concept  of  mega-environments  (ME)  adapted  to a
genomic  selection  context.  We  found  that  there  was  no difference  in  accuracy  between  models  accounting
for  G×E interactions  and  global  models.  Data-driven  methods  of  clustering  locations  based  on similarities
in  genomic  predictions  also failed  to  improve  accuracies  within  clusters.  Using  a  simulation  based  on  the
empirical  SAWYT  data,  we  found  that  if  there  were  different  true genotypic  values  between  clusters,  there
was  an  advantage  to modeling  G×E  in  prediction  models.  In the  SAWYT  dataset  it appears  that  there  is
not  a consistent  pattern  of  genotype-by-environment  interaction  among  the  ME,  and  this  dataset  is not
tion  i
 201balanced  enough  to  parti
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1. Introduction
1.1. Potential of genomic data to improve the utility of
unbalanced historical datasets
The ubiquity of unbalanced historic datasets in plant breeding
programs is a longstanding challenge. Breeding lines are selected
and promising lines are advanced to a point where enough seed is
available for multi-locational trials of candidates for release. Other
than possibly one or two  long term checks, the entries in these tri-
als change yearly. The use of phenotypic data from relatives and
ancestors has been limited by the challenge of maintaining ade-
quate pedigree records and the expense of obtaining genotypic data
Open access under CC BY-NC-SA license.on hundreds of lines at early stages in a breeding program.
This  situation is rapidly changing, however, as new genotyping
platforms have made it possible to obtain high-density markers at
very low cost (Elshire et al., 2011; Poland and Rife, 2012). Software
cense.
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nd database tools have become available that make it possible to
eep track of phenotypic, genotypic and pedigree records for thou-
and of individuals over many years. Because of improvements in
enotyping and statistical methods that can handle this type of
ata, genomic selection has become possible for many breeding
rograms. Genomic selection makes predictions of performance for
ew lines or improves estimates of performance for these lines
y using phenotypic and genomic data from related genotypes
Heffner et al., 2009; Lorenz et al., 2011). While there is much
nterest in using genomic selection and historical data to improve
urrent selection programs, this has not yet been put into practice
ecause of logistical difﬁculties in assembling data and questions
bout the best data and sets of genotypes (“training populations”)
o use in model training for individual breeding programs or target
nvironments. The challenges are greater for breeding programs
hat span very diverse environmental conditions, as these pro-
rams are faced with high levels of G×E interactions, both across
ears within a target population of environments, and among target
opulations of environments.
The  question of how to use historical data most effectively in
he presence of large G×E interactions is particularly relevant for
he international breeding programs of the Consultative Group on
nternational Agricultural Research (CGIAR). These breeding pro-
rams typically conduct selection in a limited number of locations
nd then distribute new breeding lines and varieties for use by
ational agricultural research and breeding programs in diverse
ountries and regions. International selection programs could ben-
ﬁt from being better able to use data returned by international
ollaborators, especially if data could be used to deﬁne regions with
ifferent patterns of genotypic performance to better target partic-
lar environmental conditions. National breeding programs could
reatly beneﬁt from using data from other programs with similar
nvironmental conditions, combined with their own  historical data
nd the international center data, in order to increase their power
o detect superior lines for their target environments.
The objective of this study was to assess the accuracy of genomic
redictions in a large unbalanced dataset. We  used CIMMYT’s inter-
ational semi-arid wheat yield trial (SAWYT), with data reported
n grain yield for genotypes sent out by CIMMYT over a period of
7 years. See Appendix A for more information and references on
he CIMMYT international yield trials. We  ﬁrst looked at the global
ccuracy and variation in accuracy over time. Then we  tested dif-
erent methods of accounting for G×E interaction when making
enomic predictions. This included the most common methods for
ncluding a G×E component of variation in classic phenotypic anal-
sis, with the inclusion of genomic data to address the issue of
nbalanced genotypes in the trials over time (background infor-
ation on G×E interaction analysis is presented in Appendix A).
e also used simulated data to examine how different methods
f accounting for G×E responded to changing levels of genotypic
alance and G×E in multi-year, multi-locational trials. Our goal
as to evaluate prediction models that could enable international
reeding programs to target lines from their selection candidate
urseries to particular types of environments using information
rom related genotypes in international trials.
. Materials and methods
.1.  Genotypic data
The  wheat genotypes included in SAWYT 1–17, indexed by
heir genotypic identiﬁcation number (GID), were characterized
sing genotyping-by-sequencing following the same procedure as
escribed in Poland et al. (2012). A total of 45,818 SNP mark-
rs were obtained, and 34,843 were retained with a maximum ofsearch 154 (2013) 12–22 13
70% missing data for each individual marker. The marker-based,
additive relationship matrix (Am) for the 622 genotypes was  cal-
culated with the function A.mat in R package rrBLUP, version 4.1
(R Development Core Team, 2012; Endelman, 2011), which centers
(but does not standardize) each marker by the population mean
(VanRaden, 2008). Missing data were imputed with the “EM” option
in A.mat, which implements a multivariate normal expectation-
maximization (EM) algorithm (details in Poland and Rife, 2012).
2.2.  Data curation
Phenotypic data for the SAWYT was obtained from the CIMMYT
bioinformatics unit after initial data cleaning to remove outliers.
Yield was  the most complete trait; out of a total of 723 trials
in the dataset, yield was measured in 611 individual trials and
237 unique locations over 17 years (planted in years 1992–2009,
excluding 1993 because no SAWYT was sent out that year). Each
year a separate set of lines was  sent to international collaborators
who requested seed for the trial. Most trials in the SAWYT had three
replications in the ﬁrst year (1992), two replications in years 2–5
(1994–1997) and two  replications with incomplete blocks within
reps starting with the sixth year. Data were curated to keep only
genotypes with GBS marker data available (622 total). Repeated
checks (Dharwar Dry and Cham 6) were eliminated in all years
subsequent to their ﬁrst occurrence because a single check was
not considered adequate to characterize environmental conditions
or G×E over the 17 years of data available.
Two criteria were used to identify and eliminate trials
with errors in matching genotypes and phenotypes. The ratio
Va/(Va + Ve), the proportion of variance due to additive genetic
effects, was  used to eliminate trials where genotypes did not match
phenotypic data. Trials with this ratio less than 0.01 were consid-
ered to have errors. Variance components Va & Ve were calculated
using the relationship matrix Am with the kin.blup function in
the package rrBLUP (Endelman, 2011). Replicated trials were also
curated based on having Vg/(Vg + Ve) greater than 0.01. Variance
components Vg & Ve were calculated using the lmer function in the
R package lme4 (Bates et al., 2012). Low values were likely due to
mismatched plots of the same genotype from the different reps of
the trial. This ratio is referred to as the repeatability or broad-sense
heritability, the proportion of variance due to all genetic variance
effects, calculated with variance components assuming indepen-
dent genotypes. This step was  used only to eliminate trials that
must have had errors in data reporting, and thus near-zero values
of these ratios. The ﬁnal dataset had a total of 168 unique locations
and 424 individual trials.
2.3.  Clustering methods for grouping similar locations
Because global genomic predictions may  not be the most rele-
vant to individual breeding programs in particular environments,
several methods were used to attempt to group locations into sim-
ilar environmental clusters to improve the accuracy of genomic
predictions within each cluster. CIMMYT has deﬁned global mega-
environments (ME) using climatic patterns, farming systems, water
regimes, and the incidence of biotic and abiotic stress in the major
wheat growing regions of the world. Trials were assigned to ME
by breeders and the bioinformatics group at CIMMYT. A complete
description of these classiﬁcations is available in Rajaram et al.
(1993). The ME  present in the SAWYT database, as well as their
average yields and yield variability, are shown in Table 1. ME 3,
with acidic soil, was  only present in two years at one location in
the SAWYT dataset and so was eliminated. The remaining ME were
represented in at least 16 of the 17 years. ME  2/4, alternating high
and low rainfall, was  considered to be part of ME 2 to balance the
ME representation across years, and the subsets 4A, 4B and 4C of
14 J.C. Dawson et al. / Field Crops Research 154 (2013) 12–22
Table 1
CIMMYT mega-environments (ME) in the curated SAWYT dataset.
ME No. loc No. trial No. cycle Mean yield (Mg ha−1) Std. dev. Description
1 34 82 16 4.85 1.84 Irrigated, low rainfall, temperate
2 30 62 17 4.70 2.32 High rainfall, temperate
4  66 166 17 2.77 1.52 Low Rainfall
5  27 80 16 3.40 1.30 Irrigated, hot
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E  4 present in later years of the SAWYT were considered to be
art of ME  4 for the analysis. Although merging ME  subsets into a
ingle group is less than ideal, the highly unbalanced nature of the
ataset made some simpliﬁcation of the data structure necessary.
While  CIMMYT ME  provide pre-deﬁned clusters, the classi-
cations are not necessarily based on the relative performance
f genotypes within each ME.  Data-driven clustering methods
ay provide an alternative grouping of locations based on simi-
ar genotypic performance. These clusters can then be used either
o identify relevant locations to include in an analysis for a partic-
lar group of locations, or to use as target environments in a more
omplex model accounting for G×E interactions. Because of the
nbalanced nature of the SAWYT dataset, typical clustering analy-
es could not be used with individual locations, as neither locations
or genotypes were balanced over years. Cluster analysis requires a
omplete distance matrix calculated from genotypic performance
mong the locations to be clustered, which usually requires the
ame genotypes to be evaluated in all environments. The use of
enomic prediction can overcome this limitation, as genotypes that
ere not evaluated in a particular location still have a predicted
enotypic value for that location based on the relationship matrix.
e used the strategy of Heslot et al. (2013) and calculated genomic
redictions for every genotype in each location.
The distance matrix among locations based on the genomic pre-
ictions for all genotypes was used with four different clustering
ethods: Ward’s, complete linkage, K means and model-based
lustering. Details of these clustering methods are presented in
ppendix. Ward’s hierarchical clustering method and the complete
inkage method were implemented with the function hclust and
he K means method was implemented with the function kmeans
n the R package stats (R Development Core Team, 2012). Model
ased clustering was implemented in the R package mclust (Fraley
t al., 2012).
The  clusters identiﬁed by these four methods and the
IMMYT ME  were used in a mixed model analysis for
ach year individually to calculate variance components in
he model yield = block(rep) + rep(trial) + trial(cluster) + cluster + GID
 cluster * GID + trial(cluster) * GID + error, with all effects random
nd no relationship matrix, meaning that genotypes (GIDs) were
ssumed independent. This was done to determine the relative
agnitude of different sources of variation within the SAWYT
ataset and the within-year relevance of clusters developed using
 multi-year dataset.
.4.  Global genomic predictions and predictions for speciﬁc target
nvironments
All genomic predictions were made using a G-BLUP model,
hich calculates best linear unbiased predictors (BLUPs) for
enotype yield using a covariance matrix among genotypes
hat is proportional to the realized relationship matrix, Am. We
an models using two different training sets, one with plot
ields from all trials prior to the validation year and a sec-
nd with plot yields from all trials in a sliding window of
hree years prior to the validation year. The genomic prediction2.03 High latitude, low rainfall
model  was  yield = block(rep) + rep(year) + year(loc) + loc + GID + error
with all effects random and the covariance matrix for genotypes
proportional to Am. ASReml (Butler, 2009) was used to estimate
variance components and make genomic predictions. BLUPs based
on yield phenotypes in the validation dataset were used to cal-
culate the accuracy of genomic predictions. Details on calculation
of validation yield estimates are in Appendix A. GS accuracies are
reported as the correlation between the genomic prediction and
the validation values, corrected by the average square root of the
repeatability for the validation set (Dekkers, 2007).
We  also performed cross-validation with 16 random folds,
which ensures that the size of the validation sets is comparable
to that of the forward prediction. Cross-validation using random
folds are often used as a metric for evaluating the predicted accu-
racy of genomic selection models. We  ﬁrst adjusted the plot yields
for the average year effect based on the assumption of independent
genotypes using the R package lme4 (Bates et al., 2012). The dataset
was divided at random into 16 equal sets, or folds, and the model
was developed using 15 of these golds and validated on the 16th.
This was repeated 16 times so that each fold was used for validation
once.
We also evaluated the accuracy of global and environment-
speciﬁc predictions for the CIMMYT ME  clusters and clusters
deﬁned by the four clustering methods described above. Four statis-
tical models were tested, the ﬁrst ignores G×E, the second and third
are different models that account for G×E using data from all clus-
ters, and the fourth performs a separate analysis for each cluster.
Parentheses indicate nesting. The term trial is deﬁned by a location-
year-cluster combination. This distinction is needed because some
locations planted two  nurseries in the same year, one irrigated
(ME1) and one rain-fed (ME4). Data-driven clustering using all four
methods was done separately for each training dataset before mod-
els were ﬁt.
1)  global (GL): makes one genomic prediction over all clusters for
each  genotype:
yield = block(rep) + rep(trial) + trial + cluster + loc(cluster)
+ GID + error
2) interaction (IN): ﬁts a main effect of the genotype and a cluster
by  genotype interaction effect to make a genomic prediction for
each genotype in each cluster, with the estimated covariance for
the cluster as the identity matrix:
yield = block(rep) + rep(trial) + trial + cluster + loc(cluster)
+ GID(cluster) + error
3) factor analytic (FA): uses all data and the estimated covariances
among  cluster to ﬁt the GID(cluster) term and make a genomic
prediction for each genotype in each cluster with the estimated
covariance for the cluster estimated from the data:
yield = block(rep) + rep(trial) + trial + cluster + loc(cluster)
+ GID(fa[cluster]) + error
ops Research 154 (2013) 12–22 15
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Fig. 1. Comparison of global forward prediction accuracy for the SAWYT using eitherJ.C. Dawson et al. / Field Cr
) speciﬁc (SP): uses data from each cluster separately to make a
genomic  prediction for each genotype in each cluster:
yield = block(rep) + rep(trial) + trial + loc + GID + error
(model ﬁt separately within each cluster)
The last six years of the SAWYT (2004–2009) were used as six
eparate validation datasets. For each validation year, all years up
o but not including the validation year were used as the train-
ng dataset. Locations in the validation dataset were matched
o locations in the training dataset for assignment to clusters.
SReml (Butler, 2009) was used to make genomic predictions
or each genotype using all years prior to the validation year as
he training dataset. All effects were considered random, and the
ovariance among genotypes (GID) was always proportional to
m.
Differences among model accuracies for SAWYT ME
nd data-driven clusters were analyzed using SAS PROC
IXED (SAS Institute Inc, 2012). For the CIMMYT ME  the
omparison of accuracies was done with the model accu-
acy = Model + ME  + Model * ME  + Year + Year * ME + error, with Model
GL, IN, SP, FA} and Year = validation year {2004, 2005, 2006,
007, 2008, 2009}. Year and Year*ME were considered ran-
om effects, Model, ME  and their interaction were considered
xed. For the different clustering methods, the comparison of
ccuracies was done using the model accuracy = Model + Method
 Model * Method + Cluster(Method) + Model * Cluster(Method) + Year
 Year * Cluster + error with effects as described above.
.5. Simulation of multi-environment trial data
Because of the high level of unbalance in the SAWYT dataset
nd the low ratio of genetic to environmental variance, the effec-
iveness of dividing the data into target clusters in the SAWYT may
ot be representative of other breeding programs across multiple
arget environments. To look at the relative performance of global
s. cluster-speciﬁc predictions, simulated data were used based on
he empirical data from the SAWYT. The genotypes used for the
imulation come from the last ﬁve years of the SAWYT (2005–2009,
 = 208). Parameters varied were 1) the number of years each geno-
ype was present, 2) the genetic correlation between target clusters,
nd 3) the ratio of genetic to environmental variances, using vari-
nce components calculated from the SAWYT data as a baseline.
very prediction was based on 80% of the lines, corresponding to
our years of simulated data, and validated using simulated true
reeding values from the remaining year. All ﬁve years were used
or validation, so for every combination of parameters in the sim-
lation there were ﬁve validation experiments and 50 replicates.
urther details on the simulation are provided in Appendix. The
odels used to predict breeding values were the same as described
bove for the actual data (GL, IN, SP, FA), with the exception that
ccuracy was calculated as the correlation between the true breed-
ng value from the simulation and the genomic prediction. SAS
ROC MIXED and Tukey’s multiple comparison procedure were
sed to test for differences among the prediction models and for
he effects of the three parameters that were varied.
.  Results
.1. Clustering of similar locationsClustering based on the correlation of genomic predictions
cross locations grouped different locations together and did not
orrelate with the CIMMYT ME.  A year by year analysis of thea sliding window of three years or all prior years as the training dataset. A G-BLUP
model  was used for all GS predictions. Genotypes were only present in a single year
so there is no overlap between the training and validation datasets.
SAYWT data showed that the interaction between genotype and
ME or cluster component of variance was  always smaller than the
variance due to the interaction of genotypes with locations within
ME or cluster (Table 2). In many of the individual cycles, one or
more of the clustering methods produced clusters that explained
none of the variance, with all of the location variance being within
rather than between clusters. As the clusters were developed with
the full dataset, it is possible that within a year they explain little
of the variation in the set of genotypes present that particular year.
This is an indication that clustering may  not produce groupings of
locations that have similar variety performance across years. How-
ever, as locations were highly unbalanced across years it was not
possible to ﬁt an interaction term between locations and genotypes
across years. A simpliﬁcation of the G×E interaction was necessary
to produce prediction models with data from multiple years.
3.2.  Accuracy of global genomic predictions
The global accuracy of forward genomic predictions for years
2–17 of the SAWYT is shown in Fig. 1. The phenotypic accuracy is
high (upper line, mean of 0.85) because each genotype in the vali-
dation year was tested at 30–50 locations with replications within
locations. This gives a good estimate of the true genotypic value.
Prediction accuracy (lower two lines) is expected to be lower than
this because none of the validation genotypes are present in the
training set. The forward prediction accuracy can be quite high but
is also variable. For forward prediction using all data the mean accu-
racy across years was  0.44 and for forward prediction using a sliding
window the mean accuracy across years was 0.43. There was no
correlation between the average phenotypic accuracy in the train-
ing years and the prediction accuracy (r<0.01 for both training on
all prior years and training on a sliding window). For random 16-
fold cross-validation, the average accuracy was 0.56. One would
expect the random cross-validation to be higher because the train-
ing and validation sets both had genotypes present in each year of
the SAWYT, so the environmental effects were shared.
3.3.  Accuracy of predictions for speciﬁc target environmentsThe accuracy across 6 validation years is shown in Fig. 2. F-
tests showed no signiﬁcant effect for Model, ME or ME*Model. In
addition, no signiﬁcant differences were identiﬁed among mod-
els within individual ME.  The accuracy was  highly variable across
16 J.C. Dawson et al. / Field Crops Research 154 (2013) 12–22
Table 2
Mean  variance component estimates for yield (Mg  ha−1) over years from single-year analyses using different clustering methods.
Method Blocks (rep) rep (loc) loc (ME) ME  GID ME*  GID loc(ME) *GID Residual
Ward’s 0.325 0.072 0.028 3.111 0.036 0.021 0.197 0.295
Complete  0.177 0.074 0.026 3.206 0.035 0.023 0.196 0.294
M  clust 0.098 0.073 0.028 3.287 0.035 0.018 0.199 0.294
K  means 0.103 0.073 0.026 3.281
ME  0.91 0.067 0.030 2.565
Table 3
Correlation between global estimated yields and ME-speciﬁc estimated yields in
each validation dataset.
Year CIMMYT mega-environment
1 2 4 5 6
2004 0.74 0.68 0.75 0.55 0.43
2005 0.78 0.58 0.80 0.65 0.52
2006 0.70 0.46 0.80 0.59 0.01
v
o
t
c
t
m
t
c
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t
(
h
c
l
t
n
d
F
22007 0.89 0.32 0.45 0.52 0.45
2008 0.76 0.76 0.58 0.37 0.42
2009 0.83 0.29 0.86 0.83 0.33
alidation years and model ranks changed considerably depending
n the validation year. The average accuracy of the GL predic-
ions validated on ME-speciﬁc yield estimates was 0.27, which was
onsiderably less than the accuracy of 0.44 for the global predic-
ions validated on global yield estimates. The data-driven clustering
ethods were also not signiﬁcantly different from each other in
erms of mean accuracy across models, and there were no signiﬁ-
ant differences among models for any of the clustering methods
Fig. 3). Correlations between the ME-speciﬁc yield estimates and
he global yield estimates were fairly high for the 6 validation years
Table 3), other than ME  6 in 2006, which was unusually low. ME4
as the highest number of locations and trials in the dataset, which
ontributes to its high correlation to the global yield estimates. The
ow correlation of ME6  to the global yield estimates is probably due
o the fact that ME6  represents high latitude environments, and
ormally SAWYT lines do not adapt well because of photoperiod
ifferences.
ig. 2. Accuracy of genomic predictions for each CIMMYT ME  using global (GL), interactio
004–2009. There was no signiﬁcant difference in accuracy among models overall or wit 0.035 0.026 0.194 0.294
 0.038 0.022 0.197 0.294
3.4. Accuracy of predictions in simulated ME
In the simulations, model performance was  most affected by
the genetic correlations among ME.  The relative performance of
the prediction models was very similar regardless of the level of
balance of genotypes across years or the ratio of environmen-
tal to genetic variance in the simulated phenotypic data. While
we expected that improving the balance of genotypes so that
there was more overlap of genotypes across years would increase
accuracy, this did not have a major effect. Increasing the level of
environmental noise also did not have an appreciable effect on
the relative performance of models, even though accuracies for all
models decreased slightly. Over all levels of the genotypic balance,
genetic correlation and ratios of genotypic to environmental vari-
ance, accuracies were as follows: IN (0.50) > FA (0.49) > SP (0.48) >
GL (0.39).
Accuracies of the GL, IN, FA and SP models vs the genetic corre-
lation matrix are shown in Fig. 4 for the case of genotypic balance
and genotypic to environmental variance that most closely matches
that of the SAWYT. The GL model had the lowest accuracy until
the levels of genetic correlation among environments reached a
high level, between 0.7 and 0.9. When the genetic correlation is
high, the distinction among ME  is minimal and the GL model would
be expected to do well. The FA and IN models have good relative
accuracies across levels of genetic correlation. The SP model accu-
racy varies the least across levels of genetic correlation. Its accuracy
does not depend on the level of genetic correlation among ME as
it only uses data from one ME.  The SP model accuracy is as high
n (IN), factor analytic (FA) and speciﬁc (SP) models for each of the validation years
hin any individual ME.  Error bars represent the standard error of the mean.
J.C. Dawson et al. / Field Crops Research 154 (2013) 12–22 17
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alidation years 2004–2009. HC, hierarchical clustering using complete linkage; HW
lustering. There was  no signiﬁcant difference among models for the global average 
s the FA and IN models until the level of environmental correla-
ion reaches about 0.5, at which point the FA and IN models have
uperior performance. The estimated correlation matrix using the
A model in the SAWYT dataset is close to compound symmetric
xcept for ME2, and falls between the 0.1 and 0.3 compound sym-
etric matrices. From the simulations, we would expect to see a
eneﬁt from modeling G×E in the SAWYT but this was not the case.
Accuracy vs. correlation among environments
correlation matrix
ac
cu
ra
cy
0.25
0.30
0.35
0.40
0.45
0.50
1 2 3 4 5 6
FA
GL
IN
SP
Estimated    CS 0.1    CS 0.3     CS 0.5     CS 0.7    CS 0.9
Factor analytic
Global
Interaction
Specific
ig. 4. Accuracy of genomic predictions of the four models for simulated data. The
enetic correlation estimated from SAWYT data and compound symmetric (CS)
orrelation matrices among different ME is shown on the x-axis. The accuracy of
enomic predictions compared to true simulated breeding values is shown on the
-axis. Standard errors for accuracy were <0.02.al (GL), interaction (IN), factor analytic (FA) and speciﬁc (SP) models for each of the
archical clustering using Ward’s method; KC, K means clustering; MC,  model based
 clusters or within any individual cluster. Error bars are standard error of the mean.
4. Discussion
4.1. Expected performance of combined GS and G×E models
In  simulated data with true ME  that had different breeding val-
ues for genotypes within ME,  the prediction models performed as
expected, with models that accounted for G×E (IN and FA) having
superior performance over different levels of genetic correlation,
and the GL model reaching an equivalent level of accuracy only at
the highest level of genetic correlation among ME.  The change in
ranking of the SP relative to the IN and FA models was probably due
to the ability of these two models to draw on more data for predic-
tions relative to the SP model that is limited to data from a single ME.
The additional data were more effective at improving predictions
at high levels of genetic correlation among ME.  This behavior of the
different models is what would be expected if the data followed our
assumptions and reﬂected differences among ME  in the SAWYT.
The IN model has an advantage for use with large datasets because
of its signiﬁcantly faster computing time than the FA model. The
IN model also avoids problems of model convergence, which may
occur when using the FA model on unbalanced datasets. The rel-
ative performance of the different models did not depend on the
balance of genotypes over years, and accuracies were similar for
the cases of fully balanced data (all genotypes present all four
years in the training dataset) and completely unbalanced data (all
genotypes only present one out of 4 years in the training dataset).
This suggests that a relationship matrix calculated with genomic
data can be used to tie together genotypically unbalanced datasets.
However, genomic data may  not be able to overcome the limita-
tions of datasets that are highly unbalanced over environments.4.2.  Mega-environments in the SAWYT dataset
It appears that the ME  in the SAWYT are not distinct enough
to justify sub-setting the international nursery to target genomic
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redictions of yield to speciﬁc environmental conditions or for use
n training genomic prediction models. The global model validated
n global estimated yields had the highest accuracy, followed by
he global model validated on ME-speciﬁc estimated yields, and
ll models attempting to make genomic predictions for each ME.
iven that in the simulations we saw a beneﬁt to targeting genomic
redictions to speciﬁc environments, if the SAWYT had true ME,
ith similar performance of genotypes within ME  and fairly low
evels of genetic correlation among ME,  we would expect to see the
L model ranked last and the IN, FA or SP models performing the
est.
We may  ask whether 1) there actually are no true ME  present
n the SAWYT or 2) the nature of the dataset prevents us from
ffectively identifying and using existing ME  for predictions. It
eems unlikely that the wide range of global locations present in
he SAWYT all represent the same target environment, but SAWYT
enotypes were developed for broad international adaptation and it
ay  not be possible to detect adaptation to speciﬁc ME  with this set
f genotypes. If there are true ME  for yield in this set of genotypes,
here are several possibilities for our failure to detect them. There is
ore genotype*location interaction within ME  than genotype*ME
nteraction for any given year, and locations in the dataset may  be
isclassiﬁed as the cluster analysis did not group locations in the
ame CIMMYT ME  together. Data driven clusters did not improve
redictions, so it may  not be possible to improve on the current
ocational assignments. In addition, the lack of locational balance
cross years or the high levels of year-to-year variation within loca-
ions may  mean it is not possible to meaningfully cluster locations
ased on genotypic performance. The highest yielding genotype
ay be different from one year to the next, or the changing set of
ocations combined with the changing set of genotypes may  make
t impossible to measure what the best genotype would be over
ears for a particular ME.
If  the ME  division had signiﬁcant explanatory power for geno-
ype yields, so that there was less G×E among locations within ME
han between ME,  we would expect to see a beneﬁt from model-
ng G×E, with consequent differences in accuracy between models
hat take G×E into account (IN or FA), or only use data from the
ndividual MEs  to train separate models for each ME  (SP). This was
ot the case, and the GL model had equivalent performance to the
odels that make separate predictions for each ME.  The location by
enotype interaction within ME  was at least ten times greater than
he genotype by ME  interaction, which may  help explain why ME
ccuracies were lower despite high correlations among global and
E-speciﬁc estimated yields. This means that correlations between
he individual trials and the global or ME-speciﬁc estimated yields
re likely to be variable.
This  has been shown to be the case in previous analyses of this
ataset (Trethowan et al., 2002; Manès et al., 2012). These stud-
es examined locational clusters based on phenotypic correlations
mong locations that shared genotypes over a subset of the years
resent in the complete dataset (Trethowan et al., 2002). In an
nalysis of phenotypic data for grain yield from the 17 years with
AWYT data available, Manès et al. (2012) found that a few loca-
ions in Argentina and India were signiﬁcantly correlated over 50%
f the time with the global mean for the lowest yielding 50% of tri-
ls. They proposed that low yielding locations should be grouped
nto more uniform and meaningful clusters in order to improve
he correlation of locations within clusters and the gain from
election for stressed environments. The present study attempted
o overcome the limitations of phenotypic correlations by using
he realized relationship matrix to make genomic predictions for
ach location in each year. This made it possible to compare all
ocations rather than only the subset that were present in any
articular year, but we still did not ﬁnd explanatory groupings of
ocations.search 154 (2013) 12–22
The study by Burguen˜o et al. (2012) found that modeling G×E
improved the genomic prediction accuracy within environments
for lines that had not been tested in that environment but which
had already been phenotyped in other environments. They did not
see any improvement for lines that had no phenotypic data, which
is the situation of the SAWYT where a new set of genotypes is
evaluated each validation year. Burguen˜o et al. (2012) concluded
that single environment models may  perform similarly to multi-
environment models for untested genotypes, which agrees with
our ﬁnding that there was no signiﬁcant difference between the SP
model and the IN or FA model for SAWYT genotypes. While the FA
model may  improve predictions in some cases by modeling more
complex covariance structures among environments, there may
be no signiﬁcant improvement in prediction for new genotypes
(Burguen˜o et al., 2012). This appears to be the case in the SAWYT.
However, the international breeding programs do have prelimi-
nary yield trial data in selection environments for the lines that
are candidates for the international trials, and the use of genomic
predictions for lines with some phenotypic data available may  be
a strategy to improve selection of candidates for inclusion in these
trials. Using this preliminary yield trial data could be the focus of
future work.
In  our study, clustering methods based on genomic predictions
within locations did not identify better groupings of locations for
the purpose of making genomic predictions in subsequent years. In
addition, these clustering methods did not explain a large propor-
tion of the G×E within individual years of the SAWYT, or identify
groups of locations that were known to be similar in terms of cli-
mate or geography. In the CIMMYT East-African Maize programs,
grouping trials into high and low-yielding environments produced
a better characterization of G×E for the maize breeding programs
than the existing ME,  and selecting for performance within ME  did
not improve predicted gains compared to selecting for performance
across ME  (Windhausen et al., 2012). Heslot et al. (2013) used a
European barley multi-locational dataset and identiﬁed four clus-
ters but no predictive environmental factors for the assignment of
locations to clusters. The use of these methods with unbalanced
data may  be unsatisfactory because generating genomic predic-
tions within locations based on a limited number of genotypes and
years may  be sensitive to the particular environmental conditions
of the years and sets of genotypes evaluated in that location. Cor-
relating genomic predictions with potentially low accuracy across
multiple locations is subject to high levels of uncertainty and this
may lead to very low predictive power for data-driven clustering
methods.
4.3. Predicting broad and speciﬁc adaptation for
mega-environments
Plant breeders seek to develop varieties with the best per-
formance for their target environment or environments. Most
research on genomic selection has focused on accurately predicting
the genotypic mean performance over all environments, assum-
ing that all trial locations belong to the same target population of
environments. Accuracies of global genomic predictions for global
estimated yields were relatively high for such a diverse and unbal-
anced dataset, and these predictions provide valuable information
on potential broad adaptation of breeding lines. However, these
accuracies varied signiﬁcantly over years. This may  make it difﬁcult
for breeders to decide how much weight to give these predictions
in selection decisions. The forward prediction scenario is realistic
for breeding programs, which would use data before the selec-
tion year to train the model and then predict breeding values for
new lines. Interestingly, global forward prediction accuracies with
either training set (using all the data before the validation year
or a sliding window of training years before the validation year)
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roduced approximately the same accuracy. This implies that the
dditional data in the training set including years farther back in
ime from the validation set did not improve predictions. Further
esearch on potential factors impacting accuracy with empirical
atasets is needed.
The  strategy CIMMYT uses to identify lines with broad adapta-
ion has led to genotypes that perform similarly on average across
E globally. This leads to a higher global mean value of new lines,
hich is important to broad adaptation. However, including only
ines with high global mean values may  be less suited to identifying
ines with superior performance in any particular ME.  As geno-
yping becomes less expensive, we must consider how it might
ransform the approach. Options available are to continue the cur-
ent approach of seeking to develop broadly adapted and advanced
fully inbred and homogeneous) lines and testing those under
egional conditions. In this approach, a relatively small fraction of
he lines are adapted and usable in any given regional program. For
 genomic selection approach, this offers only a small set of training
ines adapted to each environment, but may  be more resourceful
or regional programs with limited capacity for crossing, selection
nd testing.
There is also the possibility of testing a broader array of lines,
ossibly at an earlier generation, in regional programs. However,
his is logistically more challenging. The use of genomic data would
llow for higher accuracy evaluation of these lines within an envi-
onment despite lower replication. The global breeding program
ould then obtain a larger number of phenotypes from adapted
ines within each key location. With central coordination of geno-
yping efforts and phenotypic databases, these data could be used
o better deﬁne genotypic response to different environments. This
s particularly important for the stress environments represented
n the SAWYT, and may  not be as critical in CIMMYT’s irrigated trials
hat show less environmental variation.
. Conclusion
The purpose of this research was to explore the possibility of
sing genomic selection strategies to improve targeting of lines
o different target environments in a global breeding program.
his does not appear to be effective in this particular dataset,
hich was produced by a breeding program designed for pheno-
ypic selection. While the SAWYT represents the most extensive
lobal database of wheat yield trials for stress environments, it
emains a relatively limited sample of genotypes used in global
heat breeding programs. It may  be more difﬁcult to detect con-
istent ME  effects in this dataset, where growing conditions are
trongly affected by year-to-year variation. An analysis of pat-
erns of environmental adaptation should include lines selected
n many different environments, rather than lines selected in a
imited number of environments and then distributed for global
valuation. A key role of the global breeding programs could be
he development of infrastructure and tools for more decentralized
election by a set of regional programs in key locations. This would
oth increase the capacity of regional programs to use genetic
nformation and improve the accuracy their trial data, and would
mprove the ability of the global breeding programs to better tar-
et germplasm to the environments where it is most likely to be
dapted.
cknowledgementsThis research was supported by a grant from the Bill and Melinda
ates Foundation. The authors would like to thank all of CIMMYTs
nternational collaborators for participating in the SAWYT network
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Appendix  A.
A.1.  Supplemental background
A.1.1.  CIMMYT international bread wheat yield trials
CIMMYT started distributing global wheat yield trials in 1964.
Initially, there was one international trial distributed each year.
In 1979, CIMMYT also began distributing an Elite Spring Wheat
Yield Trial (ESWYT), targeted towards high production regions of
the world (Byerlee and Dubin, 2009). Due to the large genotype-
by-environment interactions identiﬁed in analyses of these trials,
regions were grouped into “Mega-environments” (ME), or areas of
similar variety adaptation, based on climatic conditions (Rajaram
et al., 1993). To better target speciﬁc environmental conditions in
these ME,  three additional trials complementary to the ESWYT were
established in 1992: the Semi-Arid Wheat Yield Trials (SAWYT),
the High Temperature Wheat Yield Trial (HTWYT), and the High
Rainfall Wheat Yield Trial (HRWYT) (Trethowan and Crossa, 2007).
There is still germplasm exchange among the breeding programs
that feed into these trials and some lines may do well under irri-
gated and drought conditions but selection nurseries are managed
separately and lines included in the SAWYT are selected for drought
tolerance.
Previous authors have analyzed the different CIMMYT wheat
yield trials in order to deﬁne patterns of environmental variation
and identify similar locations in terms of genotypic performance
(Trethowan et al., 2001, 2002, 2003; Lillemo et al., 2004; Singh
et al., 2007; Manès et al., 2012). This has proved challenging due
to the highly unbalanced representation of locations and geno-
types across years. Even when the dataset is restricted to locations
with data from multiple years, patterns of genotypic adaptation
are difﬁcult to interpret in a way  that is useful for breeders mak-
ing selection decisions, as an individual location may  cluster with
different groups of locations in different years (Trethowan et al.,
2001). For the SAWYT trials, the primary selection location is in
Ciudad Obregon, Mexico, with speciﬁc disease screening nurseries
in other locations in Mexico. From previous analyses, genotypic
performance for grain yield in Ciudad Obregon may correlate well
with locations in South Asia but not well with other global loca-
tions (Manès et al., 2012). The lines in SAWYT 1–6 (1992–1997)
were selected under well watered conditions and screened under
drought. Later entries of SAWYT trials were also selected under
drought stress using improved irrigation systems to control the
degree of stress. Selection under drought alternated with selec-
tion under well watered conditions to select for yield potential
(Trethowan et al., 2001). Controlled trials at the Ciudad Obregon
selection location use drip irrigation to create drought conditions
during vegetative growth, and terminal drought conditions dur-
ing grain ﬁll (Bennett et al., 2012). CIMMYT breeders in Ciudad
Obregon have recently merged the high rainfall and drought stress
target ME  and modiﬁed the irrigation regimes in Ciudad Obregon
to mimic different patterns of drought stress that correspond to
different global environmental conditions (Trethowan and Crossa,
2007).
There is also generally a delay of up to two  years between
trial distribution and receipt of international data by CIMMYT.
This means that the trials are constructed of new lines each year
rather than repeating high yielding lines from the previous year
(Trethowan et al., 2002). This practice has recently changed, with
the inclusion of the best performing lines in trials after SAWYT 18.
While international collaborators use the best lines in their own
breeding programs, this information is generally not included in
the CIMMYT databases and the percent of lines from one of the
international yield trials that might be adapted to any particular
location is estimated at 5–10% (Trethowan et al., 2002). Using data
from multiple locations or years growing is not common among the
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(the centroid of the cluster) and calculating the new means and
dispersal of clusters until individual observations no longer change
clusters. Model based clustering uses a Bayesian Information Crite-
rion to select the optimal number of clusters for the data and then
Table A.4
Analysis of variance table: F-tests of signiﬁcance for principal components from an
singular value decomposition of the relationship matrix and a regression of the ﬁrst
ﬁve principal components on the genotype least square (LS) mean grain yield.
PC Df Sum Sq Mean Sq F-value Pr(>F)
PC 1 1 0.006 0.00587 0.0331 0.8558
PC 2 1 0.408 0.40834 2.2981 0.13000 J.C. Dawson et al. / Field Cr
ollaborators receiving these trials as the international trial data
re not immediately available. Also, the combination of locations
eporting data changes each year, as some locations report data
lmost every year and others only infrequently. It has been sug-
ested that CIMMYT should publish multi-locational performance
nd stability analysis of lines in the international trials on a regular
asis in order to help international collaborators identify lines for
heir particular regions (Singh et al., 2007).
.1.2. Statistical methods for modeling G×E
Breeding programs often seek to minimize the amount of
rossover interaction in genotype performance across locations,
n an effort to develop broadly adapted lines with high levels of
tability within the target environment. These programs are most
nterested in genotypes with a high mean yield and low yield vari-
nce with respect to the environmental mean yield across locations.
egression analysis was developed by Finlay and Wilkinson (1963)
n order to measure relative genotypic performance and stability
cross multiple locations. The methods of additive main effects
nd multiplicative interaction (AMMI) built on this approach to
etter characterize patterns of G×E and group genotypes by their
elative performance and patterns of adaptation to different loca-
ions. A principal component analysis of the G×E interaction term
rom an ANOVA can summarize complicated G×E interactions in a
elatively limited number of principal components, making inter-
retation for breeding and selection decisions easier (Gauch, 1988;
mith et al., 2005). However, the AMMI  approach implies that the
×E variance and the genetic correlation among target environ-
ents are uniform (Meyer, 2009). Removing this constraint and
eplacing the compound symmetric variance–covariance structure
or the G×E term with an unstructured matrix quickly leads to
omputational problems because the covariance is then calculated
eparately for all genotypes and environments. The factor analytic
FA) approach to characterizing G×E has been used extensively for
ulti-environment trial data, and is the extension of the regres-
ion or AMMI  approaches to a mixed model framework. FA models
se principal component analysis on the G×E term to estimate a
eterogenous variance-covariance matrix for the target environ-
ents that captures the majority of the G×E interaction variance
sing only a few principal components (Meyer, 2009; Smith et al.,
005; Piepho, 1998). This makes it possible to use a more com-
lex variance-covariance structure for the G×E interaction for large
atasets, which is particularly important when correlations among
airs of environments differ signiﬁcantly (Piepho and Mohring,
005). The use of mixed model approaches to multi-locational trials
as been reviewed by van Eeuwijk et al. (2001), Smith et al. (2005),
eyer (2009) who concluded that the mixed model framework
mproved the estimation of effects in multi-locational trials.
In  a mixed model framework, it is also possible to include a
enetic covariance matrix calculated from pedigree or molecu-
ar marker data rather than assuming genotypes are independent,
hich may  improve the estimation of genetic effects if a good esti-
ate of this covariance matrix is available (Piepho and Mohring,
005; Beeck et al., 2010; Burguen˜o et al., 2012). This covariance
atrix can be used regardless of whether the genetic covariance
mong environments is assumed to be heterogeneous or uniform.
he use of high-density genetic marker data to calculate a real-
zed relationship matrix as an estimate of the genetic covariance
atrix can allow the analysis of datasets that are unbalanced for
enotypes and locations over time, by providing a genetic covari-
nce structure that relates genotypes across locations even when
ines are not present in all locations. Where there are different tar-
et regions in a breeding program, models that account for G×E
hould be superior to models that only use data from the partic-
lar target region or that use a global average value for genotypic
erformance (Piepho and Mohring, 2005).search 154 (2013) 12–22
Burguen˜o  et al. (2012) described the combination of genetic and
environmental covariance matrices in a FA model. They ﬁrst esti-
mated genotypic values from multi-locational irrigated wheat trials
within each of four ME.  Using the estimated genetic covariances
between these four ME,  they tested prediction accuracies for geno-
types evaluated in all but one ME,  and for genotypes that had not
been evaluated in any ME.  They found that modeling both genetic
and environmental covariances improved predictions of genotypes
in a target environment when they had already been evaluated
in correlated environments, but was  not effective at improving
predictions for genotypes that had not yet been tested in any envi-
ronment.
A.2. Supplemental methods
A.2.1.  Data curation
Population structure can have a signiﬁcant effect on the results
of genome-wide association analysis if it is not identiﬁed. While
population structure is less of an issue in terms of genotypic rank-
ing in genomic selection, the presence of unidentiﬁed population
structure in the training and validation populations can inﬂate
the observed accuracies of genomic predictions. Population struc-
ture for the SAWYT genotypes was examined using singular value
decomposition (SVD) of the relationship matrix. The presence of
population structure was  tested using linear regression of yield on
the ﬁrst ﬁve principal components from the SVD using the lm func-
tion in R. Based on an F-test (Table A.4), none of the PC were found to
be signiﬁcant, so the relationship matrix alone was considered suf-
ﬁcient to control for relatedness among genotypes in subsequent
analyses.
A.2.2. Clustering methods
Ward’s  algorithm (Ward, 1963) uses the squared Euclidian dis-
tance between locations and attempts to minimize the sum of
squared distances within clusters and maximize the sum of squared
distances between clusters. The complete linkage method (Johnson,
1967) uses the maximum distance between observations in any
two clusters by calculating the distance between all pairs of obser-
vations in two  clusters and taking the maximum pairwise distance
as the distance between those two  clusters. All observations start
in their own cluster and clusters are merged based on having the
minimum maximum distance between pairs of observations. The
K means method developed by Hartigan (1975) requires the user
to ﬁrst deﬁne the number of clusters, K, and then partitions indi-
viduals into K clusters so that the within cluster sum of squares is
minimized. The algorithm searches for a local optimum by moving
points from one cluster to another and recalculating the within and
between cluster sums of squares. The algorithm repeats the steps
of assigning observations to clusters with the closest mean valuePC 3 1 0.042 0.04248 0.2391 0.6250
PC 4 1 0.001 0.00085 0.0048 0.9448
PC 5 1 0.038 0.03753 0.2112 0.6460
Resid. 616 109.454 0.17769
J.C. Dawson et al. / Field Crops Re
Table  A.5
Covariances among ME  from the Factor Analytic model averaged over the validation
years 2004–2009.
ME 1 2 4 5 6
1 0.078 0.009 0.020 0.021 0.011
2 0.009 0.006 0.014 0.015 0.008
4 0.020 0.014 0.143 0.033 0.017
5 0.021 0.015 0.033 0.284 0.018
6 0.011 0.008 0.017 0.018 0.084
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year; where each genotype was evaluated 3 years there were 4
locations per year; and where each genotype was evaluated 4 years
T
Relects membership in clusters based on minimizing the resulting
ithin-cluster variability (Fraley et al., 2012). The optimal number
f clusters was selected using the BIC using the mclust function,
nd this number of clusters was used for the kmeans, Ward’s
nd complete linkage methods. Ward’s method and the complete
inkage method assign all individuals to their own cluster at ﬁrst
nd then group individuals and clusters in a hierarchical fashion,
o the optimal number of clusters indicates the cutoff point in the
gglomeration of clusters.
.2.3.  Validation values
The  validation values for each genotype were determined
rom the year-speciﬁc model yield = block(rep) + rep(loc) + loc + GID +
rror, assuming independent genotypes and all effects random.
est linear unbiased predictors (BLUPs) were obtained for each
enotype in the validation set. Each validation value i has an asso-
iated accuracy Hi equal to the square root of the repeatability,
hich was calculated from the prediction error variance (PEVi) as
i =
√
(1 − PEVi/Vg) (Clark et al., 2012).
For cross-validation, adjustments for the year effect were
alculated based on the model yield = block(rep) + rep(loc) + loc +
ID + year + error, with year ﬁxed and all other effects random. Best
inear unbiased estimators (BLUEs) for each year were calculated
sing the lmer function in R package lme4 (Bates et al., 2012),
ssuming all other effects random. Plot values were adjusted for
hese year effects.
For  each validation dataset in the comparison of the four
ifferent G×E models, global or cluster-speciﬁc yield estimates
ere calculated in ASReml assuming independent genotypes and
ll effects random, using the model: yield = blocks(rep) + rep(loc) +
luster + loc(cluster) + GID(cluster) + error
.2.4. Simulations
Simulations were done in R (R Development Core Team, 2012).
enotypic data from SAWYT GIDs was used to calculate the rela-
ionship matrix using the package rrBLUP Endelman (2011) for the
ost recent 200 GIDs. Phenotypic data were simulated as follows:
The ﬁrst parameter in the simulation was  the number of
ears (Nyear) of phenotypic data available for each genotype. This
arameter was varied from Nyear = 1, which was completely unbal-
nced (like the SAWYT), up to Nyear = 4 (completely balanced).
The second parameter was to vary the genetic correlation matrix
etween a set of ﬁve simulated ME.  The true breeding value for
enotype i = 1 . . . n in ME  k = 1 . . .5 was modeled as gik = aik + bk,
able A.6
atio  of variance components to genotypic variance from single-year analyses for CIMMY
Statistic Blocks (rep) Rep (loc) loc (ME) 
Mean 6.44 2.42 145 
Median  1.38 0.834 94.4 
Std.  dev. 17.2 4.82 179 search 154 (2013) 12–22 21
where the mean effect for each ME  bk was  normal with zero mean
and variance Vme. The aik term follows
vec(a) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a11
a21
...
an1
...
a15
a25
...
an5
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∼N(0,  ⊗ AmVa), (A.1)
where   is the genetic correlation matrix for the ME  and Am is
the marker-derived relationship matrix. Six different genetic cor-
relation matrices were simulated. The ﬁrst was estimated from the
average of the FA covariance matrices for the actual data from 2004
to 2009 (Table A.5). The remaining ﬁve were compound symmetric
matrices with correlations of 0.1, 0.3, 0.5, 0.7, or 0.9.
The  third parameter () controlled the ratio between the envi-
ronmental and genetic variances. At a value of  = 1 the ratios were
comparable to that observed in the actual SAWYT data, and then
we simulated lower environmental variances with  = 0.5 and 0.25.
For the  = 1 baseline, we  conducted a year-by-year analysis of the
SAWYT data, the results of which are shown in Table A.6. Because
the estimated variance components were not normally distributed
(there was  a heavy tail on the high end of the distribution for most
variance components), the median value across all 17 years was
used in the simulation. The year variance was arbitrarily set equal
to the location within ME  variance as this could not be estimated
due to the lack of genotypes repeated over years in the SAWYT.
Variation among locations and variation among years for yield has
been found to be similar in studies with genotypes repeated in the
same locations over years (Becker and Leon, 1988). The ratio of each
variance component to the genetic variance component was  used
in the simulation of phenotypic data as described below.
Random variates were added to each true breeding value (within
ME) to simulate phenotypes across locations and years. The phe-
notype for genotype i in year l(k) and location j(k) of ME  k was
yijkl = gik + cj(k) + dl(k) + εijkl, where cj(k) ∼ N(0, Vloc), dj(k) ∼ N(0, Vyear),
and  εijkl ∼ N(0, Verr). The levels of the variance components were
modeled as (1) ME  variance Vme = 32Vg , (2) location variance
Vloc = 94Vg , (3) year variance Vyear = 94Vg , and (4) error variance
Verr = 12Vg . The number of locations per year depended on the
genotypic balance so as to maintain the same number of obser-
vations per genotype. In the simulations where each genotype was
evaluated in only one year, there were 12 locations per year; where
each genotype was  evaluated 2 years there were 6 locations perthere were 3 locations per year. The median genetic variance across
the years was  Vg = 0.03 Mg2 ha−2, and this was reduced by the mean
T ME.
ME GID ME*  loc (ME) *(GID) Residual
37.1 0.129 9.46 16.1
32.5 0.109 7.01 10.9
44.9 0.132 7.66 13.3
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f the diagonal elements of Am to calculate Va = 0.02 (Endelman and
annink, 2012).
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