Résultants de polynômes de Ore et Cryptosystèmes de McEliece sur des Codes Rang faiblement structurés by Murat, Gaetan
Re´sultants de polynoˆmes de Ore et Cryptosyste`mes de
McEliece sur des Codes Rang faiblement structure´s
Gae´tan Murat
To cite this version:
Gae´tan Murat. Re´sultants de polynoˆmes de Ore et Cryptosyste`mes de McEliece sur des
Codes Rang faiblement structure´s. Ordinateur et socie´te´ [cs.CY]. Universite´ de Limoges, 2014.
Franc¸ais. <NNT : 2014LIMO0061>. <tel-01161777>
HAL Id: tel-01161777
https://tel.archives-ouvertes.fr/tel-01161777
Submitted on 9 Jun 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
UNIVERSITÉ DE LIMOGES
École doctorale no 521 - Sciences et Ingéniérie pour l’Information, Mathématiques
Faculté des Sciences et Techniques
Département de mathématiques et d’informatique - Laboratoire XLIM-DMI
Thèse de Doctorat
Pour obtenir le titre de
DOCTEUR DE L’UNIVERSITÉ DE LIMOGES
Spécialité : Informatique
Présentée et soutenue par
Gaétan MURAT
le 09/12/2014
Résultants de polynômes de Ore et
Cryptosystèmes de McEliece
sur des Codes Rang faiblement structurés
Jury
Rapporteurs
Jean-Pierre TILLICH INRIA Directeur de recherche
Felix ULMER Université de Rennes 1 Professeur
Directeurs de thèse
Philippe GABORIT Université de Limoges Professeur
Olivier RUATTA Université de Limoges Maître de conférences
Examinateurs
Thierry BERGER Université de Limoges Professeur
Ayoub OTMANI Université de Rouen Professeur
1
2
3
Résumé
Les techniques de chiﬀrement les plus utilisées en cryptographie, basées sur des problèmes de
théorie des nombres, présentent malgré leur eﬃcacité des défauts notamment une vulnérabilité aux
attaques menées à l’aide d’ordinateur quantiques. Il est donc pertinent d’étudier d’autres familles
de cryptosystèmes. Nous nous intéressons ici aux cryptosystèmes basés sur les codes correcteurs ,
introduits par McEliece en 1978 dans [McEl], qui, étant basés sur des problèmes diﬃciles de théorie
des codes, ne présentent pas cette vulnérabilité. Ces cryptosystèmes présentent des inconvénients,
qui font qu’ils sont peu utilisés en pratique. Selon le code choisi, ils peuvent être vulnérables aux
attaques structurelles, mais surtout ils nécessitent des clés de taille très importante.
Récemment [Mis], [MTSB] une nouvelle famille de codes appelés codes MDPC a été introduite ainsi
qu’un cryptosystème basé sur cette famille de codes. Les codes MDPC semblent être distinguables
seulement en trouvant des mots de poids faibles dans leur dual, les aﬀranchissant ainsi d’une
éventuelle vulnérabilité aux attaques structurelles. De plus, en utilisant une des matrices quasi-
cycliques, ils obtiennent des clés de taille très compacte.
Nous avons pour notre part, travaillé dans le contexte de la métrique rang , une nouvelle
métrique introduite en 1985 [Gab1] par Gabidulin qui semble bien adaptée à une utilisation en
cryptographie :
• Nous avons commencé par travailler autour de la notion de polynôme de Ore [Ore1] et le cas
particulier important des q-polynômes [Ore2]. Ces derniers sont des combinaisons linéaires
des itérés de l’automorphisme de Frobenius sur un corps ﬁni.
Ces polynômes constituent un objet d’étude important en métrique rang, de par leur
utilisation dans les premiers cryptosystèmes dans cette métrique. Nous présentons sous
une nouvelle forme des résultats déjà connus, et de nouveaux algorithmes pour le calcul du
PGCD de deux polynômes de Ore et le calcul des résultants et sous-résultants de polynômes
de Ore (ainsi que de polynômes usuels en généralisant au calcul des sous-résultants la
formule déjà connue pour les résultants) en utilisant une matrice de multiplication à droite
plus petite que la matrice de Sylvester utilisée habituellement.
Ces résultats peuvent être réexploités indirectement dans le cryptosystème présenté par la
suite bien que celui-ci ne soit pas basé sur les q-polynômes.
• La partie suivante de notre travail est consacrée à l’introduction d’une nouvelle famille de
codes en métrique rang appelés codes LRPC (pour Low Rank Parity Check codes). Ces
codes ont la particularité d’avoir une matrice de parité de poids rang faible (et peuvent donc
être vus comme une généralisation des codes LDPC ou MDPC à la métrique rang).
Nous présentons le cryptosystème LRPC, un cryptosystème de type Mc Eliece en
métrique rang basé sur les codes LRPC. Ces codes sont très peu structurés et sont
donc vraisemblablement résistants aux attaques structurelles. La matrice de parité peut
être choisie doublement circulante (on parle alors de codes DC-LRPC) ce qui diminue
considérablement la taille de la clé.
Ainsi, le cryptosystème DC-LRPC cumule les avantages d’oﬀrir une bonne sécurité en
étant basé sur un problème diﬃcile (comme tous les cryptosystèmes basés sur les codes
correcteurs), d’être faiblement structurés, de disposer d’une clé de taille assez petite
(quelques milliers de bits au plus) et d’un algorithme de décodage eﬃcace.
Une attaque a été trouvée dans le cas du cryptosystème DC-LRPC. Cette attaque basée
sur la notion de code replié permet de baisser signiﬁcativement la sécurité du cryptosystème
dans le cas où le polynôme Xk−1+Xk−2+ ···+ 1 est scindable (k désignant la dimension
du code). Cependant ce n’est pas le cas pour les paramètres présentés où le cryptosystème
reste valide.
Mots-Clés : Cryptographie, codes correcteurs d’erreurs, cryptosystème de McEliece,
q-polynômes, matrice de multiplication à droite, métrique rang, matrice doublement
circulante
4
Abstract
Weakly Structured Error Correcting Codes in Rank Metric and their Application to
Cryptography
The most commonly used encryption techniques in cryptography are based on problems in number
theory. Despite their eﬃciency, they are vulnerable to post-quantum cryptographic attack.
Therefore it is relevant to study other types of cryptosystems. In this work we study error-
corrector codes based cryptosystmems , introduced by McEliece in 1978 [McEl] ; being based on
hard problems in coding theory, these cryptosystems do not have this weakness. However these
cryptosystems are almost not used in practice because they are vulnerable to strucural attacks
and they require a key with very big length.
Recently [Mis], [MTSB] a new family of codes named MDPC codes has been introduced as well as
a cryptosystem that is based on these codes. It seems that MDPC codes are distinguishable only
by ﬁnding words with weak weight in their dual, thus preventing them from structural attacks.
Furthermore, they can have compact keys by using quasi-cyclic matrices.
In the present paper we use the rank metric, a new metric for codes that was introduced by
Gabidulin in [Gab1] and seems suited for a cryptographic use :
• At ﬁrst we studied Ore Polynomials [Ore1] and the special case of q-polynomials [Ore2],
the latter being iterates of the Fobenius automorphism on a ﬁnite ﬁeld.
These polynomials are widely in rank metric due to their use in the ﬁrst code-based
cryptosystems in rank metric. We reformulate already known results and give new results
regarding the computation of GCD, resultants and subresultants of two Ore polynomials
(as well as usual polynomials for which we give a generalization of the resultant computation
to subresultants) using a right-hand multiplication matrix which is smaller than the well-
known Sylvester matrix.
These results may be reused in the cryptosystem we introduce in the next chapters, though
this cryptosystem is not based on q-polynomials.
• In the next part of our work we deﬁne the LRPC codes (for Low Rank Parity Check Codes),
a new family of codes in rank metric. These codes have a parity check matrix whose rank
weight is low (and thus they can be seen as a generalization of LDPC or MDPC codes to
rank metric).
We present the LRPC cryptosystem, a McEliece cryptosystem in rank metric based on
LRPC codes. These codes are weakly structured and so are likely to resist structural attacks.
We can choose a double-circulant parity check matrix which greatly lowers the key size (we
name these particular codes DC-LRPC codes).
Thus the DC-LRPC cryptosystems have a good security (being based on a hard problem
in coding theory), are weakly structured, have small public keys and can be quickly decoded.
An attack was found for DC-LRPC cryptosystem. This attack relies on folded codes and may
greatly lower the security of the cryptosystem, however it works only when the polynomial
Xk−1 + Xk−2 + ··· + 1 has a divisor with big degree. We give parameters for which the
cryptosystem remains valid.
Keywords : Cryptography, Error-Correcting Codes, McEliece Cryptosystem, Ore
Polynomials, q-Polynomials, Right-Hand Multiplication Matrix, Rank Metric, Double
Circulant Matrix
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Introduction
1 Contexte d’étude
La cryptographie désigne l’ensemble des techniques consistant à masquer le contenu d’un message
de façon à ce que seul son destinataire soit capable d’y avoir accès. De telles techniques sont
utilisées depuis l’antiquité mais ont pendant longtemps relevé davantage de l’artisanat que de la
science. C’est dans la deuxième moitié du vingtième siècle que la cryptographie est devenue un
thème de recherche scientiﬁque à part entière, et qu’elle a pris de plus en plus d’importance avec
le développement des télécommunications.
Les cryptosystèmes classiques sont basés sur des problèmes de théorie des nombres (les plus connus
étant la factorisation de grands nombres et le logarithme discret). Ces cryptosystèmes oﬀrent une
bonne sécurité tout en nécessitant une implémentation peu coûteuse, de l’ordre du millier de bits.
Cependant, des méthodes de plus en plus performantes existent pour résoudre ces problèmes,
on dispose notamment d’algorithmes sous-exponentiels [BGJT] et d’algorithmes utilisables en
cryptographe post-quantique [MR].
Il est donc pertinent d’étudier d’autres familles de cryptosystèmes ne présentant pas cette
vulnérabilité. Il en existe plusieurs types. Nous nous intéressons ici aux cryptosystèmes basés
sur les codes correcteurs, introduits par McEliece en 1978 dans [McEl], dont la sécurité repose
sur l’indistinguabilité d’un code donné avec un code aléatoire, et sur le fait que le décodage
d’un code (d’apparence) aléatoire est un problème diﬃcile, que l’on ne sait pas résoudre en temps
polynomial : le problème du décodage par syndrome pour la distance de Hamming est un problème
fondamental en théorie de la complexité, beaucoup de travaux lui ont été consacrés depuis plus
de 30 ans, depuis que la NP-complétude du problème a été prouvée par Berlekamp, McEliece et van
Tilborg [BET]. Le problème du décodage est d’une importance fondamentale par ses applications
en théorie de l’information et ses liens avec les treillis. En plus de leur sécurité, les cryptosystèmes
basés sur les codes correcteurs ont aussi l’avantage de bénéﬁcier d’opérations de chiﬀrement et
de déchiﬀrement très rapides
Cependant, ces cryptosystèmes présentent aussi des inconvénients, qui font qu’ils sont peu utilisés
en pratique : l’indistiguabilité avec un code aléatoire dépend de la famille de codes choisie, et
certains codes ont une structure tellement forte qu’il est impossible de la masquer. Les codes de
Reed-Solomon [RS] sont ainsi de bons candidats en théorie pour le cryptosystème de McEliece mais
leur forte structure rend les cryptosystèmes très vulnérables [SiSh]. Le principal inconvénient des
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cryptosystèmes de McEliece tels qu’ils avaient été introduits initialement reste cependant la taille
des clés : pour un tel cryptosystème, la clé est une matrice, qui peut prendre beaucoup de place. Le
cryptosystème de McEliece a été introduit initialement en utilisant les codes de Goppa [CFS] qui,
étant indistinguables de codes aléatoires, oﬀrent une bonne résistance aux attaques structurelles.
Cependant les codes de Goppa ont une capacité de correction très faible et nécessitent des clés
publiques de taille très importantes pour être viables.
Suite à la notion de distance de Hamming pour les codes correcteurs et la notion de distance
euclidienne pour les réseaux, le concept de métrique rang a été introduit en 1951 par Loo-Keng
Hua [Hua] comme une « distance arithmétique » pour des matrices à coeﬃcients dans un corps
Fq. On rappelle que pour deux matrices M et N ∈Mn(Fq), la distance rang entre M et N notée
dr(M,N) est déﬁnie par le rang de la matriceM −N soit dr(M,N)= rk(M −N). En 1978 Delsarte
déﬁnit dans [Del] la notion de distance rang pour un ensemble de formes bilinéaires (que l’on peut
voir comme des matrices rectangulaires). Il introduit une borne de type borne de Singleton pour
ces codes et donnes la construction de codes matriciels optimaux. Un code matriciel sur Fq pour
la métrique rang est déﬁni comme l’ensemble des Fq-combinaisons linéaires d’un ensemble M de
matrices de dimension m×n sur Fq. Ce sont des codes linéaires sur Fq et le nombre k de matrices
indépendantes dans M est borné par nm.
En 1985 Gabidulin [Gab1], dans la suite des travaux de Delsarte, introduit les codes en métrique
rang en représentation vectorielle (et non plus en représentation matricielle comme dans les
travaux de Delsarte) Un code en métrique rang C[n, k] de longueur n et dimension k sur Fqm
en représentation vectorielle est déﬁni comme un Fqm-sous-espace de dimension k de (Fqm)n.
A tout vecteur x = (x1, ..., xn) ∈ (Fqm)n on associe une matrice Mat(x) ∈ Mm×n(Fq) déﬁnie
de la manière suivante : soit B une base de Fqm vu comme un Fq-espace vectoriel, la colonne
i ∈ {1...n} de la matrice est égale à (x1,i, ..., xm,i)T , ce vecteur correspondant aux coordonnées
de xi écrites dans la base B. Le poids rang de x est alors déﬁni par wR(x) = rk(Mat(x)) et
la distance rang entre deux vecteurs quelconques x et y est déﬁnie par dR(x, y) = rk(Mat(x) −
y). On déﬁnit ainsi une nouvelle distance sur les codes linéaires, qui permet « d’étaler » les
erreurs sur toutes les composantes du vecteur erreur tout en gardant un poids très faible. Les
méthodes de décodage classiques en métrique de Hamming par ensemble d’information ne sont
donc plus utilisables dans ce contexte. Les meilleurs algorithmes de décodage en métrique rang
sont plus complexes qu’en métrique de Hamming, on peut donc espérer construire par ce biais
des cryptosystèmes dont la clé pourrait être de taille plus petite.
Les codes en métrique rang en représentation vectorielle, que nous appellerons aussi codes rang sur
des extensions de corps , peuvent être vus comme des codes correcteurs d’erreurs classiques sur Fqm,
vu comme un espace métrique muni de la métrique rang à la place de la métrique de Hamming.
On peut ainsi déﬁnir les notions de matrice génératrice et matrice de contrôle de parité. Tout code
rang en représentation vectorielle est linéaire sur Fqm et peut être vu comme un code matriciel
déﬁni avec des matrices km×n sur Fq mais l’inverse n’est pas vraie. Une matrice quelconque de
cette forme n’admet pas en général de représentation vectorielle. La représentation vectorielle est
intéressante car de tels codes sont plus faciles à décrire et à manipuler.
Dans [Gab1] Gabidulin redécouvre les codes rang optimaux de Delsarte qui s’avèrent être linéaires
sur l’extension de corps. Ces codes sont des codes d’évaluation analogues aux codes de Reed-
Solomon mais dans un contexte de métrique rang, où tout monôme de la forme xα est remplacé
par un monôme linéarisé de la forme xq
α
introduits par Ore en 1933 dans [Ore2]. Gabidulin a mis
en avant les analogies avec les codes de Reed-Solomon de façon plus approfondie que dans l’article
de Delsarte et a formalisé les problèmes de décodages pour ces codes à présent connus sous le nom
de codes de Gabidulin :
Rank Syndrome Decoding Problem (RSD)
Données : Une matrice H ∈M(n−k)×n(Fqm), un syndrome s∈ (Fqm)n−k et un entier w.
Question : Existe-t-il x∈ (Fqm)n tel que Hxt= s et wR(x)�w ?
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Rank Minimum Distance Problem (RMD)
Données : un code rang C[n, k], un entier w
Question : Existe-t-il x∈ C tel que wR(x)�w ?
Remarque 1. Ces deux problèmes diﬀèrent fondamentalement du problème dénomméMinRank
problem qui est aussi associé à la métrique rang mais dans un cas plus général.
Dans la foulée, Gabidulin introduit la notion de codes de Gabidulin, qui sont un équivalent des
codes de Reed-Solomon en métrique rang, et propose un cryptosystème de type McEliece basé
sur ces codes. Cependant, ils souﬀrent du même défaut que les codes de Reed-Solomon : une
trop grande vulnérabilité aux attaques structurelles. Les cryptosystèmes ultérieurs utilisant la
cryptographie en métrique rang présentent également cette vulnérabilité.
2 Travaux précédents
2.1 En théorie de la complexité
Etonnament, les complexités théoriques de la résolution algorithmique des problèmes RSD et RMD
pour la métrique rang ne sont pas connues, alors que le problème et ses variations a été étudié de
manière intensive pour la distance de Hamming ou les treillis. En particulier au-delà de la NP-
complétude du problème de décodage par syndrome pour la distance de Hamming prouvé dans
[Var], le problème de distance minimale pour Hamming a été prouvé NP-complet par Vardy dans
[Var] ainsi que des variations de ce problème dans [QD].
Comme nous l’avons expliqué dans le paragraphe précédent il est possible de considérer le problème
du décodage et celui de la distance minimale pour des codes matriciels. Ces problèmes peuvent être
vus comme des généralisations des problèmes RSD et RMD. Par exemple dans le cas du problème
de décodage pour les codes rang matriciels, nous connaissons un ensemble M= {M1, ..., Mk} de
matrices n×n sur Fq, une matrice M sur Fq et un entier w. La question est de décider s’il existe
une matriceM0 sur Fq de rang �w telle queM −M0 puisse être exprimée comme une combinaison
Fq-linéaire de matrices de M (i.e. appartienne au code rang matriciel Fq-linéaire engendré par les
matrices de M). Remarquons que le code est linéaire si l’on prend le petit corps Fq comme corps
des scalaires mais nécessairement si l’on prend l’extension Fqm.
Ces deux problèmes (décodage et distance minimale pour des codes matriciels) sont apparus dans
une forme légèrement plus générale, tous les deux (ce qui peut être source de confusion) sous le
même nom de « MinRank Problem » dans la littérature. Dans [Co] Courtois remarque que ces
deux problèmes sont NP-complets en observant qu’un code en métrique de Hamming dans (Fq)n
peut être « injecté » dans un code rang en représentation matricielle simplement en transformant
un vecteur x∈ (Fq)n en matrice diagonale avec les composantes de x écrites sur la diagonale, ce qui
permet, à partir d’un code de Hamming de dimension k et distance minimale d, d’obtenir un code
rang en représentation matricielle avec M en ensemble de k matrices correspondant aux vecteur
de la base, et une distance rang minimale d.
Cette transformation permet d’obtenir la NP-complétude du problème de décodage pour les codes
matriciels à partir de la NP-complétude du problème de décodage par syndrome pour les codes
en métrique de Hamming. De même, la NP-complétude du problème de distance minimale pour
les codes rang matriciels peut être obtenue à partir de la NP-complétude du problème de distance
minimale pour la métrique de Hamming.
Cependant, dans le cas de représentation matricielles, la structure des matrices à coeﬃcients
dans Fq est plus simple que la structure pour les codes rang en représentation vectorielle qui sont
linéaires si le corps des scalaires est l’extension Fqm et plus seulement le « petit corps » de base Fq.
Le « MinRank Problem » apparaît comme une variation peut structurée des problèmes RSD et
RMD. La remarque précédente de Courtois marche bien pour les codes rang matriciels Fq-linéaires
mais ne s’applique pas aux codes rang vectoriels [n, k] Fqm-linéaires.
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2.2 En cryptographie basée sur les codes correcteurs (depuis les travaux
de Gabidulin)
La métrique rang (vectorielle) a été introduite par Gabidulin en 1985 dans [Gab1] en même temps
que les codes de Gabidulin qui sont un équivalent des codes de Reed-Solomon pour la métrique
rang. Depuis, les codes en métrique rang ont connus de nombreuses applications : en théorie des
codes, citons notamment le space-time coding et le network coding, et aussi en cryptographie.
Jusqu’à présent l’outil principal pour la cryptographie en métrique rang consistait à masquer la
structure des codes de Gabidulin [GPT] de plusieurs façons et d’utiliser un cryptosystème de type
McEliece ou Niederreiter avec ces codes. Entre temps la plupart des systèmes ont été attaqués
avec succès, par des attaques structurelles utilisant la structure particulière des codes de Gabidulin
([Ove], [FL], [BL], [Loi2], [Gab2]). Une situation similaire existe dans le cas de Hamming, où tous
les cryptosystèmes basés sur les codes de Reed-Solomon ont été brisés pour la même raison : les
codes de Reed-Solomon sont si structurés que leur structure est diﬃcile à masquer et que l’on
parvient toujours à obtenir des renseignements sur la structure du code.
Depuis l’introduction de la cryptographie basée sur les codes par McEliece en 1978, les diﬀérents
cryptosystèmes (dans le contexte de la métrique de Hamming) étaient basés sur le fait de masquer
la structure d’une famille particulière de codes décodables tels les codes de Goppa, de Reed-Muller
ou de Reed-Solomon. Ces codes sont très structurés ce qui permet des clés publiques de petite
taille, cependant des attaques peuvent être trouvées sur cette structure, pour s’en prémunir il faut
augmenter les paramètres des codes ce qui augmente la taille de la clé.
En 1996 et 1997, deux cryptosystèmes basés sur les treillis ont été proposés indépendamment :
le cryptosystème NTRU [HPS] et le cryptosystème GGH [GGH] qui peuvent être vus comme des
cryptosystèmes dans un schéma de McEliece mais pour la distance euclidienne. Remarquons que la
cryptographie basée sur les treillis n’est rien de plus que la cryptographie basée sur les codes avec
des codes q-aires mais avec la distance euclidienne plutôt que la distance de Hamming. Les deux
cryptosystèmes NTRU et GGH sont basés sur la même idée : la connaissance d’une base aléatoire
de vecteurs de poids faibles permet d’obtenir un algorithme de décodage adapté à la cryptographie.
De plus le cryptosystème NTRU (qui peut être vu comme un cas optimisé du cryptosystème GGH
[Loi3]) introduit pour la première fois l’idée d’utiliser des matrices doublement circulantes de façon
à faire décroître la taille de la clé publique ; cette idée étant rendu possible grâce au caractère
aléatoire de la petite base duale. Remarquons enﬁn que depuis 15 ans le cryptosystème NTRU
n’a jamais connu d’attaques basées sur sa structure doublement circulante, en eﬀet les meilleures
attaques restent des attaques générales LLL sur les réseaux.
Dans un contexte classique de cryptographie en métrique de Hamming, Gaborit introduit en 2005
[Gbt] l’idée d’utiliser des codes quasi-cycliques pour faire décroître la taille de la clé publique,
cependant l’idée d’ajouter une structure quasi-cyclique à une famille de codes déjà très structurée
conduit à des ensemble extrêmement structurés et le système a été brisé [OTD]. Cette idée était
alors utilisée avec d’autres familles de codes structurés quasi-cycliques (ou quasi-dyadiques) tels les
codes de Goppa quasi-dyadiques [MB] ou les codes alternés quasi-cycliques [BCG], ces systèmes
menant à des clés beaucoup plus petites, mais ils ont ﬁnalement été attaqués dans [FOPT] et
bien que l’idée reste valide, la cryptanalyse de [FOPT] a montré que l’utilisation des codes quasi-
cycliques ou quasi-dyadiques ne pouvait pas aboutir à des clés publiques sûres de quelques milliers
de bits, mais plutôt quelques dizaines de milliers.
Plus récemment de nouvelles propositions ont été faites dans l’esprit du cryptosystème NTRU
initial avec la métrique de Hamming, d’abord en utilisant des codes LDPC quasi-cycliques, puis plus
récemment avec les codes MDPC ([MTSB], [Mis].) Barreto, Misoczki, Sendrier et Tillich proposent
un cryptosystème basé sur un nouvelle famille de codes en métrique de Hamming appelés codes
MDPC (Moderate Density Parity Check), qui sont une généralisation des codes LDPC introduits
par Gallager dans [Gal]. Les codes MDPC semblent être distinguables seulement en trouvant des
mots de poids faibles dans leur dual, les aﬀranchissant ainsi d’une éventuelle vulnérabilité aux
attaques structurelles. De plus, en utilisant une des matrices quasi-cycliques, ils obtiennent des clés
de taille très compacte. Cette famille de codes permet d’obtenir le même types de caractéristiques
que le cryptosystème NTRU : une clé très petite (4800 bits) et une sécurité basée sur le décodage
par une matrice duale aléatoire avec un poids faible.
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3 Notre contribution
Philippe Gaborit, Olivier Ruatta, Julien Schreck, Gilles Zémor et moi-même avons pour notre part
travaillé dans le contexte de la métrique rang :
• Nous avons commencé par travailler autour de la notion de polynôme de Ore [Ore1] ainsi
que le cas particulier des polynôme linéarisés ou q-polynômes [Ore2]. Les polynômes de Ore,
à coeﬃcients dans Fqm (le corps ﬁni de cardinal qm) sont des polynômes munis d’une loi
de multiplication non-commutative (si a ∈Fqm alors Xa= σ(a)X + δ(a) où σ ∈Aut(Fqm)
et δ est une σ-dérivation). Les q-polynômes, quant à eux, sont des polynômes de la formeP
aiX
qi avec ai∈Fqm. Un anneau de q-polynômes est muni de la loi d’addition habituelle,
la loi de multiplication (non commutative) étant la loi de composition. Les q-polynômes
sont des applications linéaires.
Ces polynômes constituent un objet d’étude important en métrique rang, de par leur
utilisation dans la construction des codes de Gabidulin et le cryptosystème associé qui
utilise les q-polynômes.
Nous formalisons et nous démontrons avec le vocabulaire des espaces vectoriels des résultats
déjà connus sur la structure des racines d’un q-polynôme. Nous introduisons un nouvel
algorithme de calcul du PGCD de deux q-polynômes, qui peut être adapté pour déterminer
l’intersection de deux espaces vectoriels.
Nous introduisons de nouveaux algorithmes de calcul des résultants et sous-résultants
de deux polynômes de Ore et de calcul des sous-résultants de polynômes usuels. Ces
algorithmes sont basés sur l’utilisation de la matrice de multiplication à droite, qui est
une matrice de taille plus petite que la matrice de Sylvester utilisée habituellement pour
le calcul des résultants et sous-résultants.
Ces résultats sont présentés dans la deuxième partie de notre travail (la première
étant consacrée à des généralités). Ils peuvent être réexploités indirectement dans le
cryptosystème présenté par la suite bien que celui-ci ne soit pas basé sur les q-polynômes.
• L’autre partie de notre travail est consacrée à l’introduction d’une nouvelle famille de codes
en métrique rang appelés codes LRPC (pour Low Rank Parity Check codes). Ces codes ont
la particularité d’avoir une matrice de parité de poids rang faible (et peuvent donc être vus
comme une généralisation des codes LDPC ou MDPC à la métrique rang).
Plus précisément, les coeﬃcients d’une matrice de parité des codes LRPC appartiennent à un
sous-espace vectoriel de Fqm (on rappelle que Fqm peut être vu comme un espace vectoriel
sur le corps des scalaires Fq) dont la dimension est majorée par un « petit » nombre d. Ceci
permet d’obtenir un algorithme de décodage très rapide que nous présentons, basé sur une
multiplication matricielle dans le « petit corps » Fq et non plus l’extension Fqm.
Nous présentons le cryptosystème LRPC, un cryptosystème de McEliece en métrique rang
basé sur les codes LRPC. Ces codes sont très peu structurés et sont donc vraisemblablement
résistants aux attaques structurelles. La matrice de parité peut être choisie doublement
circulante (on parle alors de codes DC-LRPC) ce qui diminue considérablement la taille de
la clé.
Ainsi, le cryptosystème DC-LRPC cumule les avantages d’oﬀrir une bonne sécurité en
étant basé sur un problème diﬃcile (comme tous les cryptosystèmes basés sur les codes
correcteurs), d’être faiblement structurés, de disposer d’une clé de taille assez petite
(quelques milliers de bits au plus) et d’un algorithme de décodage eﬃcace.
Cependant, une attaque possible a été trouvée contre le cryptosystème DC-LRPC mais
cette attaque ne marche a priori que dans le cas où où le polynôme Xk−1+Xk−2+ ···+1
est scindable (k désignant la dimension du code)..
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4 Plan
Cette thèse est partagée en trois parties, chacune étant partagée en deux chapitres :
Dans la Première partie : Généralités, nous rappelons des résultats fondamentaux dans le
contexte où nous travaillons :
• Le Chapitre I répertorie les résultats les plus importantes en théorie des codes (dans
le contexte de la métrique de Hamming). Nous rappelons notamment les déﬁnitions de
code linéaire, matrice génératrice, matrice de parité qui se généralisent immédiatement
à la métrique rang et seront couramment utilisés dans notre travail. Nous rappelons
l’algorithme de décodage par syndrome et sa complexité. Nous redonnons des méthodes
de construction algorithmiques de matrices de parité aﬁn de préparer le terrain
pour les algorithmes du chapitre VI.
Nous détaillons l’utilisation des codes dans un contexte cryptographique via
l’introduction du cryptosystème de McEliece (et le cryptosystème alternatif proposé
par Niederreiter). Nous redonnons les avantages et les inconvénients de ce type de système
et réexpliquons en quoi il a motivé les travaux ultérieurs en cryptographie basée sur la
théorie des codes.
• Dans un court Chapitre II nous redonnons des résultats importants sur les corps
ﬁnis qui constituent une structure mathématique fondamentale en théorie des codes,
particulièrement en métrique rang où la bijection entre (Fqm), le corps ﬁni à qm éléments,
et (Fq)m, espace vectoriel de dimension m sur le corps des scalaires Fq, est utilisée pour
déﬁnir la distance rang. Nous rappelons l’existence de cette bijection ainsi que d’autres
résultats théoriques, et nous rappelons aussi comment construire explicitement de tels corps.
Nous donnons des tableaux de correspondance pour des petits corps auxquels nous nous
référerons par la suite pour pouvoir faire directement des calculs en métrique rang.
Dans la Deuxième partie : polynômes de Ore, q-polynômes et applications, nous
rappelons des résultats théoriques sur les polynômes de Ore et le cas particulier, important dans
la cryptographie en métrique rang, des q-polynômes. Nous reformalisons certains résultats déjà
connus et nous donnons de nouveaux résultats sur les polynômes de Ore via l’utilisation de la
matrice de multiplication.
• Dans le Chapitre III nous rappelons des résultats fondamentaux sur les polynômes de
Ore [Ore1] et le cas particulier des q-polynômes [Ore2], important dans la théorie des codes
en métrique rang. Les polynômes de Ore sont des polynômes de la forme
P
aiX
i où
les ai appartiennent au corps ﬁni Fqm. Un anneau de polynômes de Ore est muni de la loi
d’addition standard sur les polynômes. La multiplication à droite de X par a ∈ Fqm est
déﬁnie par Xa = σ(a)X + δ(a) où σ est un automorphisme de Fqm (nous verrons que les
automorphismes de Fqm sont des itérés de l’automorphisme de Frobenius θ:x 7→xq) et δ
une σ-dérivation. Nous déduisons de cette égalité la loi de multiplication (non commutative)
de deux polynômes de Ore.
La loi de multiplication choisie permet de munir ces anneaux de polynômes d’une division
euclidienne à droite ce qui permet de déﬁnir des notions de plus grand diviseur commun
à droite et plus petit multiple commun à droite pour ces polynômes.
Nous détaillons le cas particulier des q-polynômes également introduits par Ore. Les q-
polynômes sont des polynômes
Pdeg
i=0
aiX
qi où les ai appartiennent au corps ﬁni Fqm. Le
nombre deg est appelé le q-degré du q-polynôme. L’addition de deux q-polynômes est
l’addition usuelle, la multiplication (non commutative) est égale à la loi de composition i.e.
(A×B)(X)=A ◦B(X) =A(B(X)) où A et B sont des q-polynômes.
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Nous reformalisons certains résultats déjà donnés par Ore avec le vocabulaire des espaces
vectoriels. Nous voyons que l’ensemble des racines d’un polynôme de Ore a une structure
d’espace vectoriel sur Fq, et réciproquement que pour tout espace vectoriel V sur Fq il
existe un unique q-polynôme PV de coeﬃcient dominant 1 dont l’ensemble des racines est
exactement V . Nous montrons que le polynôme associé à l’intersection de deux espaces
vectoriels V et W est égal au PGCD à droite de PV et PW et que le polynôme associé à la
somme V +W est égal au PPCM à droite de PV et PW .
• Dans le Chapitre IV, nous commençons par rappeler les déﬁnitions des résultants et des
sous-résultants de polynômes usuels et la méthode de calcul des résultants par la matrice
de multiplication dont nous rappelons la déﬁnition.
Nous utilisons la matrice de multiplication pour donner une nouvelle méthode de calcul
des sous-résultants de polynômes usuels.
Nous généralisons ces résultats aux polynômes de Ore. Nous introduisons pour cela la notion
de matrice de multiplication à droite.
Etant donnés deux polynômes de Ore A et B, la matrice de multiplication à droite par B
modulo A est égale à la matrice de l’application linéaire qui à tout polynôme de Ore P de
degré strictement inférieur à celui de A associe PBmodA. A partir de cette matrice nous
déﬁnissons la notion de résultant de polynômes de Ore et nous en déduisons un nouvel
algorithme de recherche du PGCD à droite pour deux polynômes de Ore.
En nous inspirant des travaux de Li [Li], mais dans une forme plus simpliﬁée adaptée à notre
travail, nous déﬁnissons la notion de sous-résultants pour des polynômes de Ore et nous
donnons un nouvelle méthode de calcul des sous-résultants de polynômes de Ore à partir
de la matrice de multiplication.
Dans la Troisième partie : Métrique rang et cryptosystème LRPC, nous redonnons
les notions de base sur les codes correcteurs d’erreurs en métrique rang. Nous présentons les
codes LRPC, une nouvelle famille de codes en métrique rang, et le cryptosystème LRPC, un
cryptosystème de type McEliece basé sur ces codes.
• Dans leChapitre V, nous redonnons les principaux résultats concernant lamétrique rang
pour un code linéaire, plus généralement un sous-espace vectoriel de (Fqm)n. On a établi
l’isomorphisme Fqm =∼ (Fq)m. Pour tout x = (x1, ..., xn) on écrit chaque xi ∈ Fqm comme
un vecteur (colonne) de (Fq)m. On obtient ainsi une matrice à m ligne et n colonnes. On
déﬁnit le poids rang de x comme le rang de cette matrice, et la distance rang entre deux
vecteurs x et y comme le poids rang de (x−y).
On montre que l’on déﬁnit bien ainsi une distance. On retrouve les paramètres d’un code
linéaire pour cette distance. On montre que la métrique rang est bien adaptée à une
utilisation en cryptographie. On redonne l’exemple des codes de Gabidulin, qui sont
des codes d’évaluation de q-polynômes, et du cryptosystème GPT.
• Dans le Chapitre VI, nous déﬁnissons une nouvelle famille de codes en métrique rang, les
codes LRPC. Les codes LRPC sont déﬁnis à partir de leur matrice de parité qui est une
matrice de poids rang faible i.e. dont les composantes appartiennent à un sous-espace
vectoriel de Fqm de faible dimension d. Grâce à cette particularité nous sommes en mesure
de donner un algorithme de décodage très rapide en nous ramenant à une multiplication
matricielle dans Fq.
Nous déﬁnissons le cryptosystème LRPC qui est un cryptosystème de type McEliece
basé sur ces codes oﬀrant une bonne sécurité et, comme tous les cryptosystèmes basés sur
la théorie des codes, une résistance aux attaques menées à l’aide d’ordinateurs quantiques.
Les codes LRPC sont faiblement structurés ce qui rend ce cryptosystème résistant
aux attaques structurelles. En prenant comme matrice de parité une matrice doublement
circulante (on parle alors de codes DC-LRPC) on obtient une clé publique de petite taille.
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Nous présentons une première attaque qui a été trouvée contre les codes DC-LRPC. Cette
attaque utilise des codes repliés ce qui permet de chercher des éléments du dual dans un
code de plus petite dimension. Nous expliquons comment contrer cette attaque par des
paramètres bien choisis.
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Première partie : Généralités
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Chapitre I :
Notions essentielles en théorie des codes ;
Applications à la cryptographie
Dans cette première partie nous réintroduisons les notions fondamentales de la théorie des codes
correcteurs d’erreurs, qui représente le domaine d’étude de notre travail. Nous redonnons la
métrique de Hamming qui permet de munir un code correcteur d’une structure d’espace métrique.
Nous travaillerons pour notre part essentiellement avec la métrique rang qui sera réintroduite
dans un chapitre ultérieur. Nous rappelons dans le présent chapitre les déﬁnitions et les propriétés
les plus importantes pour les codes munis de la métrique de Hamming ; nous redonnerons leurs
équivalents en métrique rang dans le chapitre correspondant.
Nous redonnons également des notions essentielles en cryptographie. Nous rappelons comment nous
pouvons utiliser une structure de code correcteur pour construire un cryptosystème de McEliece.
Nous expliquons les attaques possibles contre un tel système lorsque l’on utilise la métrique de
Hamming. Nous verrons que l’utilisation de la métrique rang permet de limiter ce type d’attaque.
Les démonstrations des résultats généraux de théorie des codes peuvent être trouvées par exemple
dans [JH] ou [MS].
1 Théorie de l’information
L’ingénieur en télécommunications américain Claude Shannon pose les bases de la théorie de
l’information dans un article publié à la ﬁn des années 1940 [Sha] La théorie de l’information décrit
les aspects les plus fondamentaux des systèmes de communication, à l’aide essentiellement de la
théorie des probabilités.
1.1 Transmission d’un signal
La théorie des communications étudie les moyens de transmettre un message depuis une source
jusqu’à un destinataire, via un canal .
La source peut être une voix (onde acoustique), une onde électromagnétique, une onde lumineuse
(dans une ﬁbre optique), un signal numérique (représenté en langage binaire)...
Le canal peut être une ligne téléphonique, une liaison radio, un support (bande magnétique,
DVD...) Lors de la transmission par le canal, le signal est susceptible d’être dégradé ou modiﬁé
par un bruit (perturbations électriques parasitaires, rayures...).
Le codage du signal représente l’ensemble des opérations eﬀectuées entre la sortie de la source et
la transmission par le canal. On peut séparer le codage en deux parties : le codage de source et le
codage de canal . Le codage de source consiste à représenter le signal en sortie de la source en un
format adapté au canal, et ceci de la façon la plus économique possible. Le codage de canal consiste
à modiﬁer le signal de façon à ce qu’il soit transmis le plus ﬁdèlement possible malgré le passage
à travers le canal bruité.
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C’est au codage de canal que l’on s’intéresse dans la théorie des codes correcteurs. Pour diminuer
au maximum la probabilité de mauvaise transmission, l’idée fondamentale est d’ajouter de la
redondance au message, du contenu supplémentaire qui n’ajoute aucune information, ne servant à
rien d’autre que retrouver le message de départ.
Enﬁn, le décodage du signal consiste à restituer le plus ﬁdèlement possible le signal de départ à
partir du signal à la sortie du canal.
Source
source canal
Codeur deCodeur de
Canal Bruit
Dest.
Décodeur
de source
Décodeur
de canal
Domaine d’étude de la théorie des codes correcteurs
Figure 1. Système de communication avec codeurs de source et de canal séparés
1.2 Codage de canal
On se place dans le cas du canal discret sans mémoire : à l’entrée du canal, le signal est constitué
d’une suite ﬁnie de symboles appartenant à un alphabet A={a1, ..., aK}. Une telle suite ﬁnie sera
appelée un mot . A la sortie du canal, et suite aux perturbations éventuelles, le signal est une suite
de symboles appartenant à un alphabet B= {b1, ..., bJ} éventuellement égal à A.
Ainsi, un canal peut être vu comme une variable aléatoire telle que chaque élément ak de A entrant
dans le canal peut donner à la sortie un des divers éléments de B avec une certaine probabilité
dépendant uniquement de ak (d’où la terminologie canal discret sans mémoire). Ainsi un canal
discret sans mémoire est entièrement décrit par la donnée des probabilités conditionnelles P (bj |ak)
pour tous k, j ∈ {1...K}× {1...J }.
Exemple 2. Nous nous placerons souvent dans le cas du canal binaire symétrique :
• Le signal à l’entrée est un train binaire. Chaque symbole entrant dans le canal est un bit
égal à 0 ou 1 (alphabet d’entrée : A= {0; 1})
• De même, chaque symbole sortant dans le canal est égal à 0 ou 1 (alphabet de sortie :
B=A= {0; 1})
• A cause du bruit, chaque symbole est mal transmis (i.e. le symbole de sortie est diﬀérent du
symbole d’entrée) avec une probabilité p et donc bien transmis avec une probabilité (1− p).
0 0
(1− p)
p
p
(1− p)1 1
Figure 2. Canal binaire symétrique
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Le modèle du canal binaire symétrique est simple à modéliser mathématiquement puisque
indépendamment du symbole d’entrée, l’apparition d’une erreur revient à ajouter 1 dans le corps
F2.
Exemple 3. Le canal q− aire symétrique est une généralisation du cas précédent :
• Les alphabets d’entrée et de sortie contiennent tous les deux q éléments (A=B={a1, ...,aq})
• La probabilité qu’un symbole entrant soit bien transmis est (1− p).
• Si un symbole entrant est mal transmis, les diﬀérentes possibilités de mauvaise transmission
sont équiprobables (et donc de probabilité p
q − 1).
Par exemple, le canal 3-aire symétrique peut se modéliser ainsi :
0
1
2
0
1
2
(1− p)
p
2
Figure 3. Canal 3-aire symétrique
2 Théorie des codes correcteurs d’erreurs
Dans ses travaux, Claude Shannon s’est intéressé à la probabilité de transmettre un message
sans erreur à travers un canal bruité. Ces travaux nous renseignent sur la quantité minimale de
redondance que doit contenir un code de canal, mais ne donnent pas vraiment de renseignements
sur la façon de construire de tels codes qui peuvent être trop peu structurés.
On va donc chercher à déﬁnir des codes munis d’une structure mathématique, tels que le codage
et le décodage puissent se faire par des opérations mathématiques ou à l’aide d’algorithmes. C’est
l’objet de la théorie des codes correcteurs d’erreurs . Nous verrons que la structure d’espace vectoriel
sur un corps ﬁni est particulièrement bien adaptée à la construction de tels codes.
Si Shannon est considéré comme le père fondateur de la théorie de l’information, c’est à un
autre mathématicien américain, Richard Hamming, que l’on doit les premiers travaux en théorie
des codes. Après avoir travaillé pendant la deuxième guerre mondiale sur le projet Manhattan,
Hamming entre en 1946 au département de mathématiques des laboratoires Bell, où il devient
collègue de Claude Shannon :
« [At ] Bell Labs I came into a very productive department. Bode was the department
head at the time; Shannon was there ... I shared an oﬃce for a while with Shannon.
At the same time he was doing information theory, I was doing coding theory. It is
suspicious that the two of us did it at the same place and at the same time - it was
in the atmosphere. »
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En 1947, Hamming utilise les calculateurs des laboratoires Bell pour lancer un long calcul qui doit
être fait pendant un week-end. Le lundi matin, il découvre qu’une erreur s’est produite tôt dans
les calculs, rendant tous ses résultats caducs. Il a alors l’idée d’ajouter à chaque bloc de bits un bit
de contrôle de parité (parity check bit) aﬁn de repérer les blocs de bits contenant une erreur. En
ajoutant d’autres parity checks, il parvient à repérer la position des erreurs. Il formalise les bases
de la théorie des codes en 1950 [Ham].
2.1 Code et principales caractéristiques d’un code
Déﬁnition 4. Un alphabet A est un ensemble ﬁni. On supposera sauf mention contraire que A
est un corps ﬁni.
Un symbole ou une lettre est un élément de l’alphabet.
Un mot noté a est une suite ﬁnie d’éléments de A.
L’alphabet pourra être le corps ﬁni de Galois à deux éléments (A = F2 = {0; 1}). C’est
la modélisation mathématique naturelle pour un mot correspondant à une suite de bits. On
rencontrera aussi les corps Fqm où q est une puissance d’un nombre premier.
On tronçonne le train de lettres entrant dans le codeur canal en paquets de k lettres. A chaque
mot de k lettres ainsi formé, l’opération de codage canal consiste à rajouter rajoute (n−k) lettres
dépendant uniquement des k lettres initiales.
Déﬁnition 5. Un codage (canal) est une application de Ak dans An. (k et n sont deux entiers
naturels ﬁxés avec k � n). On parle ici plus précisément de codage systématique en bloc, car on
rajoute des blocs de (n−k) à des blocs de k lettres. Les (n−k) lettres supplémentaires sont appelées
lettres redondantes ou lettres de parité.
Un code noté C est un sous-ensemble de An.
Le nombre n est appelé la longueur du code.
M = |C | est la taille du code. On dit que C est de paramètres (n,M).
Le rendement du code est égal à R= k
n
. Il mesure la proportion de lettres utiles transmises par mot
de code.1
2.2 Structure d’espace métrique sur C
On va voir que l’on peut considérer un code comme un espace métrique. On va alors chercher à
construire des mots de code le plus « éloignés » possibles au sens la distance de cet espace métrique ;
on verra en eﬀet que plus les mots sont éloignés, mieux on arrive à décoder.
Déﬁnition 6. Soit un code C de paramètres (n,M) sur l’alphabet A=Fqm.
Soient a=
�
a1, ..., an

et a′=(a1
′ , ..., an
′ ) deux mots du code.
La distance de Hamming entre a et a′ notée dH(a, a′) est égale au nombre de lettres diﬀérentes
entre a et a′.
dH(a,a
′)=#{(ai, ai
′), i∈ {1...n}, ai=/ ai′}
Le poids de Hamming de a noté wH(a) est égal au nombre de lettres du a non nulles.
wH(a)=#{ai, i∈ {1...n}, ai=/ 0}
1. Le rendement se mesure normalement en bits utiles par lettre émise, et la formule est R =
k
n
log2|A|. Comme
chaque lettre correspond à log2 |A| bits, on retrouve la formule
k
n
en lettres utiles par lettre émise.
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Remarque 7. La notion de lettre non nulle a un sens car on rappelle que l’alphabet est un corps
ﬁni donc muni d’un élément neutre pour l’addition.
La notation w est l’initiale du mot anglais weight (poids).
On peut déﬁnir le poids à partir de la distance (wH(a) est égal à la distance entre a et le mot nul)
et réciproquement la distance à partir du poids (dH(a, a′) =wH(a− a′) où la soustraction se fait
composante par composante).
Exemple 8. Prenons A = F2, n = 6, a = 010101 et a′ = 010110, alors wH(a) = wH(a′) = 3 et
dH(a,a′)= 2
Proposition 9. La distance de Hamming est une distance au sens classique du terme. Ainsi, un
code C possède une structure d’espace métrique.
Déﬁnition 10. Soit un code C de paramètres (n,M) sur l’alphabet A=Fqm.
La distance minimale de C notée d est égale à
d=min{dH(a,b);a,b∈ C , a=/ b}
On rajoute d dans les paramètres du code. Ainsi les paramètres d’un code C seront notés (n,M ,d).
Proposition 11. Pour tout code C, d existe et d∈N∗.
2.3 Décodage
Comme on l’a vu, lors du passage par le canal, certains symboles du mot sont susceptibles d’être
mal transmis ou non transmis. Le nombre d’erreurs est le nombre de symboles mal transmis.
A la sortie du canal, le mot ainsi bruité, toujours de taille n, n’appartient plus nécessairement au
code, mais à un ensemble A′n contenant An.
Le décodage consiste à associer à tout mot reçu (potentiellement bruité) un mot du code C.
Evidemment, le but est de retrouver ainsi le mot envoyé initialement. Nous allons voir que c’est
possible si le taux d’erreur ne dépasse pas une certaine borne.
Soit un code C de paramètres (n, M) sur l’alphabet A. Un décodage peut être vu comme une
application de A′n dans C.
(x1, ..., xk)
↓ codage canal
mot codé x (x1, ..., xk xk+1, ..., xn)
↓ transmission
mot reçu bruité y∈A′n⊃An (y1, ..., yk yk+1, ..., yn) ← bruit
↓ décodage canal
mot décodé x˜∈ C ⊂An (x˜1, ..., x˜k x˜k+1, ..., x˜n)
Si le mot est décodé correctement x˜=x.
Figure 4. Procédure de codage/transmission/décodage de paramètres (n, M = |A|k). Certains symboles
sont bien transmis (yi= xi), d’autres mal transmis (yi=/ xi)
Exemple 12. Le code par bit de contrôle de parité de longueur n sur le corps F2 est l’ensemble
des éléments (x1, ..., xn) ∈ F2n où x1, ..., xn−1 sont des éléments quelconques de F2 et xn vaut 0
(resp.1) s’il y a un nombre pair (resp. impair) de bits dans x1, ..., xn−1, c’est à dire plus précisément
xn=
�P
i=1
n−1
xi

mod 2.
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On se place à nouveau dans le cas du canal binaire symétrique étudié au chapitre précédent. On
note p la probabilité de mauvaise transmission. On a vu qu’on pouvait toujours de ramener au cas
où p< 1
2
(sauf dans le cas particulier p= 1
2
qui donne un code aléatoire).
Lemme 13. Supposons que l’on reçoive le mot y = (y1...yn), alors le mot du code C le plus
probablement émis est le mot x=(x1...xn) tel que la distance de Hamming entre x et y soit la plus
petite possible.
Autrement dit, à y ﬁxé, le mot x maximisant P (x|y) est le même que celui qui minimise d(x, y).
On supposera donc que le mot envoyé est le mot le plus proche du mot reçu au sens de la distance
de Hamming. On dit que l’on décode au maximum de vraisemblance.
Proposition 14. Soit un code C de paramètres (n,M , d).
On suppose que l’on envoie un mot x et que l’on reçoit un mot y.
Si le mot reçu y contient moins de t=
j
d− 1
2
k
erreurs, alors
• Il existe un unique mot de C minimisant la distance de Hamming avec y.
• Ce mot est égal au mot émis y.
Ainsi, si on décode au maximum de vraisemblance, le mot décodé est bien égal au mot envoyé
initialement.
Démonstration. Par déﬁnition de la distance minimale, les boules de rayon t centrées sur les
mots du code sont disjointes. Si le mot reçu y contient moins de t erreurs, il existe donc une unique
boule de rayon C centrée sur un mot du code contenant y. Le centre de cette boule est le mot x.
x′x d(x,x
′)>d
t=
j
d− 1
2
ky
dH(x,y)� t
�
On voit ainsi que la distance minimale est une notion fondamentale pour un code : plus elle est
grande, plus le code va pouvoir corriger eﬃcacement d’erreurs.
Déﬁnition 15. Le nombre t=
j
d− 1
2
k
est appelé capacité de correction du code.
On suppose que le mot émis après codage canal est x = (x1, ..., xn) et que le mot reçu est
y=(y1, ..., yn). On peut écrire
y=x+ e
Le vecteur e = (e1, ..., en) = y − x est appelé le vecteur erreur . Pour tout i ∈ {1...n} dire que le
symbole d’indice i est bien transmis revient à dire que ei=0, ainsi yi= xi. Au contraire, si ei=/ 0
alors yi=/ xi et le symbole est mal transmis.
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Le poids du Hamming wH(e) du vecteur erreur est égal au nombre d’erreurs produites pendant
la transmission. Ainsi, si wH(e)<
j
d− 1
2
k
, le décodage au maximum de vraisemblance permet de
retrouver le mot émis.
2.4 Codes linéaires
Les codes linéaires, qui représentent des sous-espaces vectoriels de An, forment la quasi totalité
des codes correcteurs.
On rappelle que l’alphabet A est un corps ﬁni Fqm. L’ensemble (Fqm)n est naturellement muni
d’une structure d’espace vectoriel. Le corps Fqm peut être pris comme corps des scalaires.
2.4.1 Généralités
Déﬁnition 16. Un code C de longueur n sur l’alphabet A=Fqm est dit linéaire si C est un sous-
espace vectoriel de An.
La dimension du code notée k est égale à la dimension de C en tant qu’espace vectoriel.
Pour un code linéaire C de longueur n et de dimension k, on note ses paramètres
[n, k, d]
où d représente la distance minimale du code telle que déﬁnie au paragraphe précédent.2
Proposition 17. Si C est un code linéaire alors d= min
x∈C ,x=/ 0
wH(x).
2.4.2 Bornes sur les paramètres d’un code
Nous redonnons deux bornes importantes sur les paramètres des codes linéaires :
La borne de Gilbert-Varshamov permet de déterminer des paramètres pour lesquels on est sûr
qu’un code linéaire existe :
Proposition 18. Borne de Gilbert-Varshamov :
Il existe un code linéaire de longueur n, de dimension k et de distance minimale �d sur l’alphabet
Fq lorsque l’inégalité suivante est vériﬁée :
qn−k− 1>
Xd−2
i=1

n− 1
i

(q− 1)i
De la proposition 17 on déduit la borne de Singleton :
Proposition 19. Borne de Singleton :
Notons |C | le cardinal du code |C |, alors :
|C |� qn−d+1
Dans le cas d’un code linéaire C de paramètres [n, k, d] on a |C |= qk et ce qui précède implique
d�n− k+1
2. Ainsi, lorsque l’on note les paramètres d’un code linéaire, on écrit sa dimension k au lieu de son cardinal M .
Dans le cas d’un code linéaire M = |A|k.
30
Lorsque d=n− k+1 on dit que le code est parfait ou MDS (Maximum Distance Separable).
2.4.3 Matrice génératrice, matrice de contrôle de parité
Déﬁnition 20. Une matrice génératrice de C, notée G, est une matrice à k lignes et n colonnes
dont les vecteurs lignes forment une base de C en tant que sous-espace vectoriel de An.
Remarque 21. Un sous ensemble {j1...jk} de {1...n} tel que la matrice carrée formée des colonnes
(cj1, ..., cjk) est inversible est appelé un ensemble d’information.
Si {1...k} est un ensemble d’information on peut se ramener par des opérations sur les lignes à une
matrice de la forme
n colonnes
G= k lignes




1 0 ... 0 × ... ×
0 1 ···
···
···
···
··· 0
0 ··· 0 1 × ... ×




= ( Ik | M )
où M est une matrice de dimensions k× (n− k).
On dit qu’une telle matrice est sous forme systématique.
Exemple 22. Le code par bit de contrôle de parité de longueur n sur F2 est un code linéaire de
paramètres [n, n− 1, 2]. Il est MDS. Sa matrice génératrice est




1 0 ... 0 1
0 1 ··· 1
···
··· 0
···
0 ··· 0 1 1




Déﬁnition 23. Soit un code linéaire C[n, k, d].
Une matrice H de dimension (n− k)×n est une matrice de parité pour C si elle vériﬁe
C=ker (H)
(On fait l’analogie entre la matrice et l’application linéaire)
Autrement dit pour tout x∈ (Fqm)n on a l’équivalence
x∈ C⇔HxT =0
où 0 désigne le vecteur colonne nul à (n− k) composantes.
Proposition 24. Expression de la matrice de parité :
Considérons un code C[n, k, d] dont on donne la matrice génératrice G sous forme systématique
G= ( Ik | M ) où M est de dimension k× (n− k).
Alors la matrice
H =
�
−MT | In−k

est une matrice de parité de C.
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Exemple 25. Le code de Hamming Hm est un code linéaire dont on donne la matrice de parité.
Cette matrice notéeHm est constituée des 2m−1 vecteurs colonnes non nuls de (F2)m. Par exemple
pour m=3 on a
H3=


1 1 0 1 1 0 0
1 0 1 1 0 1 0
0 1 1 1 0 0 1


On a choisi l’ordre des vecteurs colonnes de façon à écrire H3 directement sous la forme H3 =
�
− tM | I3

. Ceci permet d’écrire la matrice génératrice
G3=




1 0 0 0 1 1 0
0 1 0 0 1 0 1
0 0 1 0 0 1 1
0 0 0 1 1 1 1




=( I4 | M )
Par construction de G3 on voit que le code H3 est de longueur 7 et de dimension 4.
Dans la matriceM on trouve tous les éléments de (F2)3 de poids supérieur ou égal à 2 de sorte que
tout vecteur ligne de G3 a un poids supérieur ou égal à 3. Si on additionne deux vecteurs lignes vi
et vj distincts de G3 le vecteur résultat a au moins 3 bits égaux à 1 : les bits I4i,i et I4j,j et comme
M regroupe des vecteurs lignes distincts de (F2)3 il existe au moins un indice k tel queMi,k=/ Mj,k
de sorte que Mi,k +Mj,k = 1. On a trouvé trois bits égaux à 1 donc la distance minimale d est
supérieure ou égale à 3.
Comme il existe des mots de poids 3 on a ﬁnalement d=3.
Le code de Hamming H3 est un code sur F2 de paramètres [7, 4, 3]. Il est MDS.
On généralise ce résultat pour tout entier m :
Le code de Hamming Hm est un code sur F2 de paramètres [2m− 1, 2m−m− 1, 3].
Remarquons que l’on peut utiliser la matrice de parité pour déterminer l’intersection de deux sous-
espaces vectoriels de An :
Proposition 26. Soit C1 et C2 deux codes sur An (ce sont donc deux sous-espaces vectoriels
quelconques de An) de matrices de parité respectives H1 et H2. Alors la matrice H =

H1
H2

déﬁnie
par blocs est une matrice de parité de C1∩ C2.
Démonstration. Pour tout vecteur v = (v1, ..., vn) ∈ An on a Hvt =

H1
H2

vt =
 
H1v
t
H2 v
t
!
. Ce
vecteur est nul si et seulement si H1v
T et H2v
T sont nuls tous les deux i.e. v∈Ker(H1)=C1∩C2=
Ker(H2). �
2.4.4 Code dual
Soient de vecteurs v=(v1, ..., vn) et w=(w1, ..., wn) de An. On déﬁnit sur An la forme bilinéaire
symétrique suivante :
<.|.> :
An×An → A
(v,w) 7→ <v|w>=
Xn
j=1
vjwj
On appellera produit scalaire sur An cette forme bilinéaire. On fait ainsi un léger abus de langage
car le caractère déﬁni n’est pas vériﬁé, il existe des vecteurs v =/ 0An tels que <v|v � 0. De tels
vecteur sont dits isotropes.
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Généralisant la déﬁnition usuelle, on dit que v et w sont orthogonaux pour ce produit scalaire si
<v|w>=0.
On en déduit la déﬁnition de code dual :
Déﬁnition 27. Soit C un code (linéaire) de An, le code dual de C, noté C⊥, est l’ensemble des
éléments de An orthogonaux à tous les éléments de C.
C⊥= {w∈An ; ∀v∈ C , <v|w>=0}
On vériﬁe que C⊥ est aussi un code linéaire, plus précisément :
Proposition 28. Soit C un code linéaire de paramètres [k,n] de matrice génératrice G et de matrice
de parité H, alors C⊥ est un code linéaire de paramètres [n− k, n] de matrice génératrice H et de
matrice de parité G. On a également C⊥⊥= C.
Ainsi, pour avoir une matrice génératrice de l’intersection de deux espaces vectoriels C1 et C2,
on peut déterminer une matrice de parité de C1, une matrice de parité de C2, en déduire par
concaténation une matrice de parité de C1∩C2, ce qui donne une matrice génératrice de (C1∩C2)⊥,
dont on reprend à nouveau une matrice de parité qui génère donc C1∩ C2.
2.4.5 Exemples d’algorithmes de calcul pour la matrice de parité
Nous nous attardons un peu plus longuement sur les méthodes de calcul des matrices de parité qui
jouent un rôle prépondérant dans les codes que nous introduisons au chapitre VI. Il y a deux cas
où nous avons été amenés à calculer des matrices de parité :
D’une part, mentionnons le cas (fréquent) où k= n
2
, pour lequel nous avons le résultat suivant :
Proposition 29. Lorsque k=
n
2
la matrice génératrice du code peut s’écrire par blocs G=(A|B)
où A et B sont des matrices carrées de dimension k.
Si A et B sont inversibles (ce qui se produit dans le contexte où nous en avons besoin au chapitre
VI) alors une matrice de parité du code est donnée par la matrice par blocs suivante :
H =
�
−A−1T |B−1T

Démonstration. La produit par bloc GHT est égal à (−AA−1+BB−1) = (−I + I) = (0) �
L’autre situation où nous avons eu besoin, dans nos travaux, de calculer une matrice de parité,
est une généralisation de la situation présentée dans la proposition (24). Dans la pratique, rien ne
garantit que la matrice G puisse s’écrire sous forme systématique G = (I |M). En eﬀectuant des
opérations sur les lignes de G (on reste dans une base de l’espace vectoriel engendré par les lignes
de G) on peut écrire la matrice sous forme échelonnée de la façon suivante :
G=










0 ... 1 0 0 × ... ×
0 ... 0 ... 1 ···
···
···
··· 0 ... 1 ... × ... ×
··· 0
···
··· 0 ... 0
···
···
0 0 0 0 ... 0










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Quitte à enlever les dernières lignes de la matrice on peut supposer que G est de rang k.
Si l’on notemj les vecteurs colonnes de G nous obtenons l’écriture suivante pourG après opérations
sur les lignes :
G=
n





m11 ... m1 (c1−1) 1c1 m1(c1+1) ... m1(c2−1) 0 m1(c2+1) ... 0 ... m1(n−k)
m21 ··· 0
···
··· 1c2
···
···
···
···
···
··· 0
mk1 mk (c1−1) 0 mk (c1+1) mk (c2−1) 0 mk(c2+1) 1ck mk(n−k)





k
Les k colonnes grisées d’indices {c1, ..., ck} (ensemble d’information) sont les colonnes de la matrice
identité Ik.
Nous en déduisons l’expression d’une matrice de parité :
Proposition 30. Avec les notations précédentes pour la matrice G, on déﬁnit la matrice H
suivante :
H =
n







1 0 ... m11 ... m21 ... m31 ... 0
··· 1
···
···
···
···
···
0
0 m1(n−k) m2(n−k) m3(n−k) 1







n− k
c1 ... c2 ... ck
La matrice H ainsi obtenue est une matrice de parité pour G.
Démonstration. Si l’on eﬀectue sur les indices la permutation circulaire


c1 c2 ck 1 2 n− k
↓ ↓ ... ↓ ↓ ↓ ... ↓
1 2 k k+1 k+2 n

, on voit que dans les coeﬃcients du produit HGT les termes qui
interviennent dans la somme sont exactement les mêmes que dans la proposition ( 24) mais dans
un ordre diﬀérent, ainsi H est bien une matrice de parité pour G. �
On en déduit un l’algorithme suivant pour la génération d’une matrice de parité :
Entrée : La matrice G.
Sortie : Le rang de G, une matrice H de parité pour G.
• On écrit G sous forme échelonnée. Quitte à enlever des lignes on suppose que G est de
rang k.
• Au fur et à mesure de la mise sous forme échelonnée on relève un ensemble d’information
{c1, ..., ck} pour G (par exemple en construisant itérativement l’entier
P
i=1
k
2ck)
• On construit la matrice H de la façon suivante :
− Les colonnes c1, ..., ck de H sont formées des transposées des lignes 1, ..., k de G
auxquelles on a enlevés les coeﬃcients d’indice (i, ci).
− Les (n− k) autres colonnes de H sont les colonnes de la matrice identité In−k.
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2.5 Aspects algorithmiques du décodage ; exemples
Il est toujours possible de décoder un mot de code via un dictionnaire répertoriant tous les mots
codés. Evidemment cette façon de procéder est très longue et dans la pratique on utilise la structure
mathématique des codes pour trouver des algorithmes de décodage plus eﬃcaces. Nous présentons
rapidement deux algorithmes de décodage utilisables pour tout code linéaire ; d’autres algorithmes
plus eﬃcaces sont spéciﬁques au type de code utilisé, comme l’algorithme de Berlekamp-Welch
pour les codes de Reed-Solomon.
2.5.1 Décodage d’un code linéaire par syndrome
On reprend les notations précédentes. On note x= (x1, ..., xn) le mot émis, y= (y1, ..., yn) le mot
reçu et e= (e1, ..., en) le vecteur erreur de sorte que
y = x+ e
(y1, ..., yn) = (x1+ e1, ..., xn+ en)
Déﬁnition 31. Pour tout élément y ∈ (Fqm)n, le syndrome de y noté S(y) est le vecteur de
(Fqm)
n−k déﬁni par
S:
(Fqm)
n → (Fqm)n−k
y 7→ S(y)=HyT
Remarque 32. Quitte à prendre la transposée nous supposerons que le syndrome est écrit en ligne.
On va déﬁnir à partir du syndrome une relation d’équivalence R telle que pour tous y,y ′∈ (Fqm)n
on a yRy ′ lorsqu’ils ont le même syndrome (S(y) = S(y ′)) ce qui revient à dire, l’opération de
syndrome étant linéaire, que S(y−y ′)= 0, autrement dit y−y ′∈ C par déﬁnition de H .
Pour tout y notons R(y) la classe d’équivalence de y pour la relation R.
On a vu que H est de rang (n− k) donc tout élément de (Fqm)n−k est un syndrome possible. Il y
a donc (qm)n−k classes d’équivalence pour cette relation.
Chaque classe d’équivalence comporte tous les éléments qui ont le même syndrome s, c’est à dire
tous les éléments de C auxquels on a ajouté s. Autrement dit chaque classe d’équivalence comporte
(qm)k éléments.
Pour chacune des classes d’équivalence, l’élément de poids de Hamming minimal est appelé le chef
de classe. Il n’est pas nécessairement unique.
Par déﬁnition de H on a pour tout mot x du code S(x) = 0. Ainsi pour tout mot reçu y= x+ e,
x∈ C, on a
S(y) =H (x+ e)=HxT +H eT =H eT =S(e)
Pour tout mot reçu y on calcule son syndrome S(e). L’erreur e peut être égale à nimporte
quel élément de la classe d’équivalence correspondante. Comme on décode au maximum de
vraisemblance le vecteur erreur e le plus probable est le chef de classe qui est le vecteur erreur
de poids minimal donnant y comme mot reçu.
On suppose ﬁnalement que le mot émis est
x=y− e
où e est le chef de la classe S(y).
2.5.2 Le problème du décodage par syndrome et sa complexité
Nous formalisons le problème du décodage par syndrome qui, dans une forme généralisée à la
métrique rang, est un résultat fondamental dans notre travail :
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Problème du décodage par syndrome (Syndrome Decoding problem, ou SD) :
Soit H une matrice de parité de dimension (n− k)×n sur Fqm avec k�n et soit s∈ (Fq)n−k et
un entier w :
Existe-t-il un élément x∈ (Fqm)n tel que wH(x)�w et HxT = s ?
Si pour certaines valeurs ce problème peut être résolu en tamps polynomial, Berlekamp, McEliece
et van Tilborg ont prouvé en 1978 dans [BET] que ce problème était NP-complet3, ce qui légitime
son utilisation dans un contexte cryptographique, nous parlerons notamment du cryptosystème de
McEliece dans la partie suivante.
2.5.3 Décodage d’un code linéaire par ensemble d’information
Le décodage par ensemble d’information est basé sur le résultat suivant ([Ste], [BJMM]) :
Proposition 33. Soit un code linéaire C[n, k, d] et {j1, ..., jk} un ensemble d’information. Soit
(y1, ..., yk) un vecteur de A
k. Il existe un unique mot x∈ C que ∀i∈ {1...k}, xji= yi. Le calcul de
x à partir de y se fait par inversion matricielle.
On suppose que le mot transmis est y=x+e où e est une erreur de poids t. On choisit un ensemble
d’information {j1, ..., jk}. D’après ce qui précède il existe un unique mot de code x˜ coincidant
avec y sur l’ensemble d’information. Si d(x˜, y)� t on décode y par x˜, sinon on choisit un nouvel
ensemble d’information.
Remarquons en particulier que si le vecteur erreur est nul sur l’ensemble d’information alors y
coincide avec x sur cet ensemble et le décodage renvoie bien x. On montre que ceci se produit avec
une probabilité

n− t
k


n
k
 . Si le poids de l’erreur est faible cette probabilité tend vers 1. Nous allons
voir que ceci peut être exploité pour attaquer un cryptosystème de McEliece.
2.6 Codes cycliques
Soit q une puissance d’un nombre premier et m un entier, on considère Fqm le corps ﬁni à qm
éléments. On sait que Fqm peut être vu comme l’anneau quotient Fqm[X ]/(P ) où P est le polynôme
primitif d’un élément α qui engendre Fqm∗ . Des détails sur ces notions sont donnés au chapitre
suivant.
Déﬁnition 34. Un code linéaire C de longueur n sur le corps Fqm est dit cyclique s’il est stable
par permutation circulaire des lettres de chaque mot i.e.
(a0, a1, ..., an−1)∈C⇒ (an−1, a0, ..., an−2)∈C
A chque mot a=(a0, a1, ..., an−1) du code on peut associer le polynôme a(X) de Fqm[X] déﬁni par
a(X)= a0+ a1X + ···+ an−1Xn−1
de sorte que le code C peut être vu comme un sous espace vectoriel de (Fqm[X ])n−1.
Ainsi le code est cyclique si le polynôme a˜(X) suivant est lui aussi associé à un mot du code :
a˜(X) = an−1+ a0X + ···+ an−2Xn−1
Or le polynome a˜(X) est égal au reste du polynôme Xa(X) dans la division euclidienne parXn−1,
de sorte que a(X)= a˜(X) si on les identiﬁe à leurs images par la surjection canonique dans l’anneau
quotient Fqm[X ]/(Xn− 1).
3. Des rappels sur la diﬃculté des problèmes sont redonnés dans la partie suivante.
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Ainsi, en identiﬁant chaque mot a avec le polynôme a(X), on obtient que C est cyclique s’il est
stable par multiplication par X, soit, par linéarité, s’il est stable par la multiplication par tout
polynôme. Autrement dit :
Proposition 35. Un code cyclique de longueur n sur le corps Fqm est un idéal de Fqm[X ]/(X
n−
1).
Exemple 36. Le code de Reed-Solomon de longueur n et de dimension k sur Fqm a été introduit
dans [RS] comme étant l’ensemble
C= {(P (a1), ..., P (an)), P ∈Fqm[X], deg (P )<k}
où les a1, ..., an sont k éléments distincts de Fqm.
Les codes de Reed-Solomon sont MDS.
On montre que si α est un élément primitif de Fqm, ce code admet pour matrice génératrice une
matrice de Vandermonde égale à
G=







1 1 1 ... 1
0 α α2 ... αn
02 α2 (α2)2 ... (αn)k−1
···
···
···
···
0k−1 αk−1 (α2)k−1 ... (αn)k−1







Dans [BW] Berlekamp et Welch proposent un algorithme de décodage des codes de Reed-Solomon.
Dans [Sud] et [GS] Gurusami et Sudan proposent un algorithme de décodage en liste de ces codes.
Cet algorithme est une généralisation de l’algorithme de Berlekamp-Welch.
3 Utilisation des codes correcteurs dans un contexte
cryptographique
3.1 Notion de cryptosystème
3.1.1 Déﬁnition
La cryptographie désigne l’ensemble des techniques permettant de chiﬀrer des messages (via
l’utilisation d’un algorithme de chiﬀrement nécessitant une clé de chiﬀrement), c’est à dire de
les rendre incompréhensibles sans une action du destinataire légitime du message (habilité à le
déchiﬀrer à l’aide d’une clé de déchiﬀrement) ou d’une tierce personne qui peut essayer d’attaquer
le message, c’est à dire d’en trouver le contenu sans connaissance de la clé de déchiﬀrement.
Un cryptosystème peut être modélisé de la façon suivante :
Chiﬀrement Déchiﬀrement
Clé de chiﬀrement Clé de déchiﬀrement
Message chiﬀré
Message clairMessage clair
Figure 5. Cryptosystème
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La transmission d’un message sous forme chiﬀrée permet de répondre à des contraintes de
conﬁdentialité (seul le destinataire légitime doit pouvoir accéder au contenu du message),
d’authenticité (assurer l’identité de la source) et d’intégrité (seules les personnes ayant accès au
contenu du message sont habilitées à modiﬁer son contenu).
En 1883 le cryptologue Auguste Kerkchoﬀs énonce le principe, en vigueur depuis, selon lequel les
algorithmes de chiﬀrement et de déchiﬀrement peuvent être connus publiquement, seules les clés
devant être tenues secrètes, notamment la clé de déchiﬀrement.
3.1.2 Cryptosystèmes symétriques, cryptosystèmes asymétriques
Les cryptosystèmes symétriques sont les plus anciens. Dans un cryptosystème symétrique, la clé
de chiﬀrement et la clé de déchiﬀrement sont identiques. Pour qu’un système symétrique soit
inconditionnellement sûr il faut que la taille de la clé soit égale à la taille du message. Ainsi, le
cryptosystèmes symétriques ne sont dans la pratique jamais utilisés seuls. On les utilise dans des
systèmes hybrides, pour transmettre des clés privées de cryptosystèmes asymétriques :
En 1976 Diﬃe et Hellman introduisent les algorithmes de chiﬀrement et de déchiﬀrement
asymétriques : la clé de chiﬀrement est diﬀérente de la clé de déchiﬀrement, et la connaissance
de la première ne permet pas de retrouver la seconde. La clé de chiﬀrement peut ainsi être connue de
tous ; on parle de clé publique pour la clé de chiﬀrement et de clé privée pour la clé de déchiﬀrement.
Les algorithmes asymétriques sont basés sur des problèmes complexes c’est à dire dont il n’existe
pas de méthode suﬃsamment rapide pour les résoudre, les exemples les plus courants étant la
factorisation de grands nombres ou la détermination de la réciproque de certaines fonctions dans
un anneau quotient. Les algorithmes asymétriques sont plus lents et nécessitent des clés de grande
taille mais ne nécessitent pas que l’émetteur et le destinataire partagent le secret de la clé.
3.1.3 Sécurité d’un cryptosystème
En essayant de manière exhaustive toutes les combinaisons possibles, il est théoriquement possible
pour un attaquant de trouver la clé de déchiﬀrement, d’autant plus que pour garantir de bonnes
performances aux algorithmes on essaie de limiter la taille des clés. Pour qu’un procédé de
chiﬀrement soit sûr il est donc nécessaire qu’une attaque exhaustive ne puisse pas être faite dans
un temps « raisonnable ». Nous allons préciser ce point dans le paragraphe suivant.
Nous considèrerons notamment lorsque nous présenterons les cryptosystème LRPC qu’un
cryptosystème est sûr lorsqu’une attaque exhaustive nécessite un nombre d’opérations de l’ordre
de 280. La puissance de calcul des ordinateurs évoluant avec le temps ce nombre est évidemment
appelé à augmenter.
Cependant, il est toujours possible qu’un attaquant trouve un autre algorithme de décryptage
plus eﬃcace lui permettant de décrypter le message (c’est à dire d’en déterminer le contenu sans
avoir au préalable la clé de déchiﬀrement). On considère qu’un cryptosystème est viable lorsque
la complexité du décryptage croît exponentiellement en fonction de la taille des paramètres alors
que la complexité du chiﬀrage et du déchiﬀrage croît polynomialement.
3.1.4 Notion de problème diﬃcile
La sécurité des cryptosystèmes repose sur donc le fait que le décryptage est un problème « diﬃcile »
à résoudre. Cette notion de « diﬃculté » est reliée à la classe de complexité des problèmes étudiés.
Rappelons les principales classes de complexité (voir [AR] pour des détails) :
• Classe P : Ce sont les problèmes qui peuvent être résolus algorithmiquement en temps
polynomial. Ils sont considérés comme « faciles ».
• Classe NP : Cette classe est associée aux problèmes décisionnels (ceux auquels on doit
répondre par oui ou non). Un problème de décision revient à décider si un mot fait partie
d’un langage donné. On désigne souvent le problème de savoir si un mot appartient à un
langage Q par la même lettre Q. Soit Q un problème de décision, il est dans la classe NP
s’il existe un algorithme A tel que :
38
a) à chaque mot du langage Q (i.e. à chaque instance I tel que I ∈Q, i.e. les mots I pour
lesquels la réponse est « oui ») un certiﬁcat C(I) est associé tel que si la paire (I ,C(I)) est
donnée en entrée de A, celui-ci reconnait que I ∈Q ;
b) si I est un mot qui n’appartient pas à Q, alors il n’existe aucun certiﬁcat tel que A recon-
naisse I ;
c) l’algorithme A, s’arête en temps polynomial.
Pour être clair, la classe NP est la classe des problèmes de décision pour lesquels il est facile
de vériﬁer qu’une solution est correcte. Ici, on ne parle pas de trouver une solution, mais
uniquement de la vériﬁer.
• Classe NP-diﬃcile (NP-hard) : Problèmes au moins aussi diﬃciles que tous les problèmes
de la classe NP.
• Classe NP-complet (NP-complete) : Sous-classe de NP vériﬁant que tous les problèmes
NP-complets se ramènent à tout problème NP-complet via une réduction polynomiale. Les
problèmes NP-complets sont aussi NP-diﬃciles.
P
NP-diﬃcile
NP-complet
NP
Figure 6. Représentation ensembliste des diﬀérentes classes de complexité en supposant P=/NP.
3.2 Application des codes correcteurs à la cryptographie : le
cryptosystème de McEliece
3.2.1 Présentation du cryptosystème
Les cryptosystèmes de McEliece introduit dans [McEl] sont basés sur la fait que le décodage
d’un code aléatoire (c’est à dire dont la matrice génératrice est générée aléatoirement) est un
problème diﬃcile. L’algorithme de déchiﬀrement va consister à décoder un mot sur un code dont
la structure est masquée. Si ce code est indiscernable d’un code aléatoire, un attaquant ne dispose
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donc pas d’algorithme eﬃcace pour décoder le mot. La structure du code va faire oﬃce de clé de
déchiﬀrement.
• Génération de clés :
On choisit un code C sur Fqm de matrice génératrice G. On suppose que l’on sait décoder
t erreurs pour C. On génère aléatoirement R, une matrice inversible de dimension k × k
sur Fqm et P , une matrice de permutation de dimension n×n.
La clé publique est
G′=RGP
La clé privée est constituée de R,G et P .
• Chiﬀrement :
On veut transmettre le message x. L’émetteur génère un vecteur erreur e aléatoire de
poids t et envoie
y=xG′+ e
• Déchiﬀrement :
Connaissant la clé privée, on calcule yP−1=xRG+eP−1 qui correspond un mot du code
auquel on ajouté t erreurs ; on décode l’erreur ce qui permet de retrouver xRG, puis le
message initial pré-encodage xR et enﬁn x par multiplication par R−1.
Figure 7. Cryptosystème de McEliece
En 1986 [Nie] Niederreiter propose un cryptosystème équivalent du point de vue de la sécurité et
un peu plus eﬃcace en termes de calculs :
• Génération de clés :
On choisit un code C sur Fqm de matrice de parité H . On suppose que l’on sait décoder
t erreurs pour C. On génère aléatoirement R, une matrice inversible de dimension (n −
k)× (n− k) sur Fqm et P , une matrice de permutation de dimension n×n.
La clé publique est
H ′=RHP
La clé privée est constituée de R,H et P . Le destinataire doit aussi connaître un algorithme
de décodage par syndrome pour C.
• Chiﬀrement :
On veut transmettre le message x. On suppose que wH(x) � t (x représente une erreur
décodable), on envoie le syndrome de x :
y=H ′xT
• Déchiﬀrement :
Connaissant la clé privée, on calcule R−1y = HP xT , puis on retrouve P xT à l’aide du
décodage par syndrome, et enﬁn on retrouve x en multipliant à gauche par P−1.
Figure 8. Variante de Niederreiter
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3.2.2 Sécurité du cryptosystème de McEliece
Un attaquant a deux approches pour tenter de décrypter le système : soit il essaie de décoder
directement le mot du code (en tentant par exemple une attaque par ensemble d’information),
ce qui est diﬃcile si le code est indiscernable d’un code aléatoire, soit il essaie de trouver une
décomposition valide de la clé publique (attaque structurelle), ce qui est diﬃcile si la structure du
code est diﬃcile à déterminer.
La sécurité de ce cryptosystème dépend donc de la famille de codes utilisée. Les codes de Goppa
[CFS] sont supposés indiscernables de codes aléatoires et représentent donc naturellement de bons
candidats. Cependant la capacité de correction t des codes de Goppa est très basse et l’utilisation de
la métrique de Hamming rend alors le système vulnérable aux attaques par ensemble d’information
à moins de choisir une clé publique de grande taille importante ce qui est déjà, on va le voir, le
principal point faible des cryptosystèmes de McEliece.
Les codes de Reed-Solomon, au contraire des codes de Goppa, sont optimaux, et constituent
théoriquement de bons candidats pour le cryptosystème de McEliece : pour une clé publique
de taille relativement faible, on peut introduire des erreurs de poids plus importants, ce qui
augmente la résistance aux attaques par ensemble d’information. Cependant ces codes sont
tellement structurés qu’il est possible d’eﬀectuer une attaque structurelle en temps polynomial
[SiSh] ce qui les rend inutilisables en pratique.
3.2.3 Avantages et inconvénients de la cryptographie basée sur les codes correcteurs
Le cryptosystème de McEliece est très peu utilisé en pratique pour plusieurs raisons, principalement
à cause de sa clé publique qui est une matrice dont la taille est de nk log2 (qm). Cette taille
est beaucoup trop importante par rapport aux tailles des clés publiques d’autres systèmes
asymétriques : pour une sécurité de 2128 bits, par exemple, le cryptosystème classique RSA nécessite
une clé publique (représentant un grand nombre) de quelques milliers de bits alors que l’on dépasse
le million de bits pour un cryptosystème de McEliece.
Cependant le cryptosystème de McEliece présente plusieurs avantages. On peut notamment
mentionner que les opérations de chiﬀrement et de déchiﬀrement, correspondant à des opérations
d’encodage et de décodage, peuvent être faites de manière très rapide. Mais surtout, comme
il est basé sur un problème diﬃcile lié au codes linéaires, il est résistant aux attaques eﬀectuées
à l’aide d’ordinateurs quantiques permettant d’attaquer facilement des cryptosystèmes basés sur
les nombres premiers ou le logarithme discret.
4 Conclusion
La cryptographie basée sur les codes correcteurs présente les deux avantages de permettre un
chiﬀrement et un déchiﬀrement extrêmement rapide et d’être résistante à certaines attaques,
contrairement aux cryptosystèmes basés sur des problèmes tels que la factorisation des grands
nombres premiers. Nous ne disposons pas de la technologie pour lancer ces attaques mais si les
ordinateurs quantiques deviennent une réalité nous disposons déjà de cryptosystèpes viables.
Le principal inconvénient des cryptosystèmes basés sur les codes correcteurs est la taille des clés :
dans un tel cryptosystème, la clé est une matrice, dans le stockage des coeﬃcients nécessite dans
l’absolu une place très importante. C’est principalement pour cette raison que la cryptographie
basée sur les codes correcteurs reste peu utilisée en pratique.
Au chapitre 5 nous présentons une nouvelle métrique : la métrique rang, qui, nous le verrons, permet
d’avoir de « petites » erreurs qui ont malgré tout un impact sur toutes les composantes du mot et
ont par exemple l’avantage de rendre les cryptosystèmes basés sur cette métrique résistants aux
attaques par ensemble d’information. Nous redonnerons aussi d’autres résultats en cryptographie
basée sur les codes correcteurs aﬁn de mettre en avant ce qui a motivé notre travail.
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Au chapitre 6 nous présentons un cryptosystème basé sur une nouvelle famille de codes en métrique
rang, faiblement structurée, qui, en utilisant des matrices adaptées, peut être muni d’une clé dont la
taille est de l’ordre de grandeur du millier de bits et pour laquelle nous disposons d’un algorithme
de décodage eﬃcace.
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Chapitre II :
Construction des corps ﬁnis
La structure de corps ﬁni est fondamentale dans notre travail, notamment dans l’étude des codes
correcteurs en métrique rang. Aussi, il nous a paru pertinent de rappeler des résultats déjà connus
sur l’existence et l’unicité corps ﬁnis et d’en détailler la construction eﬀective aﬁn d’avoir un
contexte d’étude clair dans les chapitres ultérieurs.
Dans cette partie nous redonnons les résultats principaux sur la structure des corps ﬁnis,
notamment que tout corps ﬁni a pour cardinal une puissance d’un nombre premier , est unique
à isomorphisme près , et que lorsque m1 divise m2 le corps à m2 éléments peut être vu comme
un espace vectoriel sur le corps à m1 éléments.
Nous rappelons comment construire eﬀectivement cette structure d’espace vectoriel, qui sera
utilisée lors de l’implémentation des codes en métrique rang, notamment dans la dernière partie
pour le décodage des codes LRPC. Nous donnons des exemples sur lesquels nous nous baserons
pour les calculs en métrique rang.
Des détails et les démonstrations des résultats peuvent être trouvées par exemple dans [MS] ou
[Zém].
1 Idée de base : quotient d’un anneau de polynômes par un
polynôme irréductible
SoitK[X ] l’anneau des polynômes en une indéterminéeX à coeﬃcients dans un corpsK. L’identité
de Bézout est vériﬁée dans cet anneau, pour deux polynômes A et B ∈K[X ] de degrés respectifs
dA et dB, il existe deux polynômes U et V tels que AU +BV =PGCD(A,B). En particulier si A
est un polynôme irréductible, nous avons pour tout polynôme B qui ne soit pas un multiple de A
l’égalité AU +BV =1.
Considérons l’anneau quotient K[X ]/(A) constitué formellement des restes dans la division
euclidienne des polynômes de K[X] dans la division euclidienne par A. Il s’agit d’un anneau
que l’on peut aussi voir comme un espace vectoriel dont une base est {1, X, ..., XdA−1} (en
particulier le neutre pour la multiplication est dans K[X ]/(A)). L’égalité de Bézout précédente
transposée dans cet anneau quotient devient BV = 1 pour tout B qui n’est pas un multiple
de A. Ceci permet de trouver un inverse à tout élément B dans K[X]/(A). Nous construisons
ainsi un corps à |K|dA éléments.
Nous allons rappeler rapidement dans la suite pourquoi nous pouvons ainsi construire tous les corps
ﬁnis, dont le cardinal est nécessairement une puissance d’un nombre premier, deux corps de même
cardinal étant isomorphes.
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2 Cardinal d’un corps ﬁni
Tout corps ﬁni a pour caractéristique un nombre premier p. Le corps Fp est isomorphe à Z/pZ.
Si L et K sont deux corps avec L ⊂ K alors K possède une structure de L-espace vectoriel de
dimension ﬁnie dimL (K). Ainsi, Si L contient q éléments, K contient qdimL(K) éléments. On en
déduit :
• Tout corps ﬁni K est une extension de son sous-corps premier Fp et son cardinal vaut donc
pr, r∈N.
• Si L⊂K avec #L= ps et #K = pr alors s divise r (en eﬀet pr=(ps)dimL(K)= ps dimL(K))
Fp⊂L=Fps⊂K =Fpr avec s=rm
Exemple 37. Le corps F16 = F24 peut être vu comme un F2-espace vectoriel ou un F4-espace
vectoriel mais pas un F8-espace vectoriel.
Dans notre travail les notations standards pour un corps ﬁni seront Fq ou Fqm où q est une
puissance d’un nombre premier p.
3 Groupe multiplicatif d’un corps ﬁni
Le groupe multiplicatif d’un corps ﬁni K =Fq, noté Fq∗, est cyclique d’ordre q− 1.
On note α un générateur de ce groupe. On dit que α est un élément primitif de Fq.
On peut ainsi décrire la totalité des éléments d’un corps ﬁni :
Fq= {0, 1,α,α2, ...,αq−2}
Tout élément x∈Fq∗ vériﬁe xq−1=1 soit xq= x.
4 Unicité d’un corps ﬁni à isomorphisme près
De ce qui précède on déduit :
Théorème 38. Si s est un diviseur de r, il existe à isomorphisme près un seul sous-corps de Fpr
de cardinal Fps. C’est l’ensemble des x∈Fpr tels que xp
s
= x soit xp
s− x=0
En particulier pour s= r :
Théorème 39. A isomorphisme près il existe un seul corps de cardinal pr, c’est le corps de
décomposition du polynôme Xp
r−X.
5 Construction eﬀective
Soient un corps L et un élément β appartenant à une extension de L. Le plus petit corps contenant
L et β est appelé extension de L par β et noté L(β).
On note Iβ l’ensemble des polynômes de L[X ] ayant β comme racine. Iβ est un idéal (non vide)
de L[X ], principal car L[X ] est euclidien.
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Le générateur de cet idéal (que l’on choisit de coeﬃcient dominant 1) est appelé polynôme minimal
de β sur L. Il est irréductible dans L[X]. On le note irr(β , L,X).
Notons L[β] l’ensemble obtenu par évaluation des polynômes de L[X] en β. Comme irr(β ,L, β)=0
on obtient en prenant le reste dans la division euclidienne par irr(β , L,X) l’isomorphisme de corps
L[β] =∼ L[X ]/Iβ
L[β] contient des combinaisons linéaires de puissances de β à coeﬃcients dans L, ces éléments sont
dans L(β) car L(β) est un corps donc L[β]⊂L(β) et comme L(β) est le plus petit corps contenant
L et β on a
L(β) =L[β]
L’ensemble L(β) est donc un L-espace vectoriel de dimension deg (irr, β , L,X) dont une base est

1, β , ..., βdeg(irr,β,L,X)−1
	
.
Il reste une question importante : comment choisir l’élément β et le polynôme minimal associé ?
Dans le cas où l’on souhaite construire Fpm=(Fp)m où p est un nombre premier, on choisit ce que
l’on appelle un polynôme primitif , c’est l’objet du paragraphe suivant.
Dans le cas où l’on souhaite construire Fqm= (Fq)m où q= pr n’est pas un nombre premier mais
une puissance d’un nombre premier, le meilleur moyen pour obtenir un polynôme irréductible P sur
Fq est de générer aléatoirement des polynômes, puis de tester leur irréductibilité. La probabilité
qu’un polynome de degré n soit irréductible sur Fq vaut environ
1
n
ce qui donne un nombre d’essais
raisonnable4 ; de plus les tests d’irréductibilité sur des polynômes à coeﬃcients dans des corps ﬁnis
peuvent être faits très rapidement, bien plus que les tests de primalité d’entiers par exemple. Une
fois que l’on a un polynôme irréductible P on peut construire l’anneau quotient Fq[X]/(P ).
Comme Fqm=F(pr)m=Fprm, on peut aussi simplement construire (Fp)rm, puisqu’on a établi qu’il
y avait de toutes façons isomorphisme entre (Fpr)m et (Fp)rm.
Il existe des méthodes de construction beaucoup plus eﬃcaces d’un point de vue de
l’implémentation où les opérations dans le corps sont hard-codées, nous verrons ce point par
la suite.
6 Cas particulier important : construction d’un corps par
adjonction d’un élément primitif à son sous-corps premier
Dans cette partie on s’intéresse à la construction des corps comme extensions de leurs sous -corps
premiers, soit avec les notations précédentes s = 1 et r = m. Aﬁn de pouvoir faire directement
certains calculs dans les paragraphes ultérieurs sans avoir à refaire la division euclidienne à chaque
fois, nous donnons quelques exemples exhaustifs de corps ﬁnis.
Soit K=Fpr=Fpm le corps ﬁni à pm éléments, Fp son sous-corps premier et α un élément primitif
de Fpm∗ .
On appelle polynôme primitif de K le polynôme minimal d’un élément primitif de K.
Par déﬁnition Fp(α) = Fp[α]⊂K, de plus les éléments de K = {0, 1, α, α2, ..., αpm−2} sont dans
Fp[α] (0 correspondant au polynôme nul, les αi à des monômes), on a K ⊂Fp[α] et ﬁnalement
K =Fp[α] =Fp(α)
Pour tous p et m il est toujours possible de trouver un polynôme primitif. Les plus répandus sont
les polynômes de Conway. Des détails sur leur existence et leur construction peuvent être trouvés
dans [Wer].
4. Le nombre de polynômes irréductibles unitaires est déduit dans ce cas de la formule de Möbius [Rol].
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Les polynômes de Conway sont implémentés dans la plupart des logiciels de calcul formel gérant
la manipulation des corps ﬁnis. Par exemple dans Magma la commande donnant le polynôme de
Conway Cp,m est ConwayPolynomial(p,m).
Nous donnons quelques exemples de polynômes de Conway dont nous nous servirons pour illustrer
nos résultats :
p=2 p=3
r=1 X +1 X +1
r=2 X2+X +1 X2+2X +2
r=3 X3+X +1 X3+2X +1
r=4 X4+X +1 X4+2X3+2
r=5 X5+X2+1 X5+2X +1
r=6 X6+X4+X3+X +1 X6+2X4+X2+2X +2
Une liste de polynômes de Conway pour de nombreuses valeurs de p est disponible par exemple
sur [Lue]
On obtient ﬁnalement
Fpm=∼Fp[X ]/(P )
où P est un polynôme primitif de Fpm, par exemple le polynôme de Conway Cp,m.
Une base de Fpm comme Fp-espace vectoriel est donnée par
{1,α, ...,αm−1}
A tout élément αi∈Fpm∗ on associe le reste dans la division euclidienne de Xi par P (à 0 on associe
évidemment 0)
Fqm=Fpm =∼ Fp[X ]/(P )
αi 7→ XimodP
Par linéarité de la division euclidienne, on obtient bien ainsi un isomorphisme d’espaces vectoriels.
Nous donnons à présent quelques exemples de corps construits de cette façon. Nous nous référerons
à ces exemples pour des calculs faits dans les chapitres ultérieurs.
Exemple 40. Construction de F4=F22 :
Le polynôme de Conway C2,2 est égal à X2 + X + 1. Soit α la classe d’équivalence de X dans
F2[X ]/(C2,2). D’après ce qui précède, F4=∼F2(α).
Les éléments de F4 sont {0, 1=α0,α,α2}. A chaque élément on associe son reste dans la division
euclidienne formelle par α2+α+1 que l’on exprime dans la base {1,α} :
Elément de F4 Elément correspondant de (F2)2 dans la base {1,α}
0 (0, 0)
1 (1, 0)
α (0, 1)
α2 (1, 1)
Exemple 41. Construction de F8=F23 :
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Le polynôme de Conway C2,3 est égal à X3 + X + 1. Soit α la classe d’équivalence de X dans
F2[X ]/(C2,3). D’après ce qui précède, F8=∼F2(α).
Les éléments de F4 sont {0, 1 = α0, α, α2, ..., α6}. A chaque élément on associe son reste dans la
division euclidienne formelle par α3+α+1 que l’on exprime dans la base {1,α,α2} :
x∈F8 =∼(F2)3, base {1,α,α2} x∈F8 =∼(F2)3, base {1,α,α2}
0 (0, 0, 0) α3 (1, 1, 0)
1 (1, 0, 0) α4 (0, 1, 1)
α (0, 1, 0) α5 (1, 1, 1)
α2 (0, 0, 1) α6 (1, 0, 1)
Exemple 42. Construction de F16=F24 à l’aide du polynôme de Conway C2,4=X4+X+1. Un
raisonnement analogue donne :
x∈F16 ∈(F2)4, base {1,α,α2,α3} x∈F16 ∈(F2)4, base {1,α,α2,α3}
0 (0, 0, 0, 0) α7 (1, 1, 0, 1)
1 (1, 0, 0, 0) α8 (1, 0, 1, 0)
α (0, 1, 0, 0) α9 (0, 1, 0, 1)
α2 (0, 0, 1, 0) α10 (1, 1, 1, 0)
α3 (0, 0, 0, 1) α11 (0, 1, 1, 1)
α4 (1, 1, 0, 0) α12 (1, 1, 1, 1)
α5 (0, 1, 1, 0) α13 (1, 0, 1, 1)
α6 (0, 0, 1, 1) α14 (1, 0, 0, 1)
Exemple 43. On étudiera des exemples ou le corps de base n’est pas de cardinal premier. On a
vu par exemple que F16 pouvait aussi être vu comme une extension du corps F4. On reprend donc
le corps F4 = {0, 1, β , β2 = 1 + β} tel qu’il a été construit dans l’exemple 40. On montre que le
polynôme P (X)=X2+ βX+1 est irréductible sur F4. On construit l’anneau quotient F4[X ]/(P ).
Soit γ la classe de X dans cet anneau quotient. Les éléments de F4[X]/(P ) sont écrits sous la
forme (λ1,λ2) dans la base {1, γ}, où λ1 et λ2 sont des éléments de F4.
Le corps F16 ainsi construit ainsi est isomorphe à celui construit dans l’exemple précédent. En
reprenant les notations des deux exemples on a β=α5 et γ=α6. On obtient la description suivante
de F16 :
x∈F16 ∈(F4)2, base {1, γ} x∈F16 ∈(F4)2, base {1, γ}
0 (0, 0) α7 (β2, 1)
1 (1, 0) α8 (β2,β2)
α (0,β2) α9 (β , 1)
α2 (β , β2) α10 (β2, 0)
α3 (β , β) α11 (0, β)
α4 (1, β2) α12 (1, β)
α5 (β , 0) α13 (1, 1)
α6 (0, 1) α14 (β2, β)
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Exemple 44. Prenons un exemple en caractéristique 3 : Construction de F9 = F32 à l’aide du
polynôme de Conway C3,2=X2+2X +2. Un raisonnement analogue donne :
x∈F9 =∼(F3)2, base {1,α} x∈F9 =∼(F3)2, base {1,α}
0 (0, 0) α4 (2, 0)
1 (1, 0) α5 (0, 2)
α (0, 1) α6 (2, 2)
α2 (1, 1) α7 (2, 1)
α3 (1, 2)
7 Implémentation
Pour le cryptosystème LRPC vu au chapitre 6 nous avons eu besoin de programmer une structure
de code en langage C. Nous avons pour cela utilisé la librairie MPFQ [mpfq] qui gère les structures
de corps ﬁnis dans C. Cependant pour des tests avec la librairie bitvector, ne gérant pas les
structures de corps ﬁnis, nous avons aussi été ramenés à redéﬁnir des structures de corps ﬁnis « à
la main ».
Les éléments du corps Fqm sont alors directement représentés comme des vecteurs (soit, dans
C, des tableaux) de (Fq)m. Les coordonnées de ces vecteurs sont les coeﬃcients des éléments de
Fq(X)/(P ) où P =
Pm
i=0
ciX
i est irréductible de degré m. Dans ce qui suit on fait l’analogie entre
les vecteurs et les polynômes.
L’addition et la multiplication scalaire correspondent aux opérations correspondantes sur les
vecteurs.
Pour tout vecteur v = (v0, ..., vm−1) correspondant à
Pm−1
i=0
viX
i, la multiplication par X (soit
(0, 1, 0, ..., 0)) donne
Pm−2
i=0
viX
i+1+ (vm−1XmmodP ) (seul le dernier monôme, de degré �m, doit
être divisé par P ). Ceci revient à eﬀectuer le produit matriciel suivant :
Xv=










0 0 ... 0 − co
cm
1 0 0 − c1
cm
0 1 ···
···
··· 0
···
···
0 0 1 −cm−1
cm










× v
La matrice intervenant est appelée matrice compagnon du polynôme P .
Remarque 45. Lesm−1 premières colonnes de la matrice précédente ont pour eﬀet de décaler les
m− 1 première coordonnées du vecteur d’un rang vers la droite, ceci peut être fait sans nécessiter
d’opérations dans Fq. Seule la dernière colonne de la matrice correspond à des multiplications dans
Fq. Le nombre de multiplications est égal au nombre de coeﬃcients non nuls dans le polynôme P .
Selon les valeurs de q et m il peut être possible de trouver des polynômes irréductibles P ayant
très peu de coeﬃcients non nuls, par exemple pour p=2 et m= 41 le polynôme de Conway C2,41
est égal à X41+X3+ 1 et dans ce cas la multiplication matricielle précédente ne coûte que deux
multiplications dans F2.
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Pour eﬀectuer le produit par le monôme Xk on peut répéter k fois la multiplication précédente.
Pour eﬀectuer le produit de deux polynômes on procède monôme par monôme et on ajoute
successivement les résultats obtenus.
Si nous sommes dans le cas favorable mentionné dans la remarque précédente la multiplication
par la matrice compagnon coûte une constante λ≪m multiplications dans Fq. Ainsi dans ce cas
la multiplication de deux éléments de Fqm peut être faite en O(λm) opérations dans Fq ce qui est
très performant même comparé à des algorithmes de type Karatsuba.
Remarque 46. Pour les corps de petit cardinal le plus rapide est d’implémenter directement la
multiplication par des tableaux exhaustifs.
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Deuxième partie : Polynômes de Ore, q-
polynômes et applications
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Chapitre III :
Polynômes de Ore et q-polynômes
Ce chapitre et le suivant reprennent des résultats parus dans l’article [GMR] écrit par Philippe
Gaborit, Olivier Ruatta et moi-même.
Nous introduisons dans cette partie la notion de polynôme de Ore telle qu’elle a été introduite
par Oystein Ore dans [Ore1]. Un anneau de polynômes de Ore est un anneau non commutatif de
polynômes en une variable X déﬁnis sur un corps K que dans notre travail nous supposons ﬁni ; cet
anneau de polynômes est non commutatif dans le sens où pour a∈K, aX =/ Xa. Nous présentons
les propriétés de ces polynômes, nous voyons notamment qu’un anneau de polynômes de Ore est
euclidien. Dans un chapitre ultérieur nous généraliserons la notion de résultant et de sous-résultants
à des polynômes de Ore.
Nous étudions ensuite un cas particulier de polynômes de Ore appelés polynômes linéaires ou q-
polynômes. Nous étudions la structure de l’ensemble des racines d’un polynôme linéaire. Nous
formalisons des résultats déjà connus sur les racines de polynômes linéarisés avec le vocabulaire
des espaces vectoriels.
Dans toute cette partie, q est une puissance d’un nombre premier, m un entier. Les polynômes de
Ore peuvent être déﬁnis sur un corps de cardinal inﬁni, cependant dans notre travail nous nous
placerons toujours dans le cas où K (qui désignera le corps des coeﬃcients des polynômes) est le
corps ﬁni à qm éléments (déﬁni à isomorphisme près). On rappelle que Fqm peut être vu comme
un Fq-espace vectoriel de dimension m.
K=Fqm=∼ (Fq)m
1 Automorphismes des corps ﬁnis
Nous étudions dans cette partie les automorphismes de corps ﬁnis. Nous introduisons
l’automorphisme de Frobenius et nous montrons que tout automorphisme de corps ﬁni est un itéré
de l’automorphisme de Frobenius. Les polynômes linéaires, introduits dans un chapitre ultérieur,
pourront ainsi être considérés comme des combinaisons linéaires d’automorphismes de corps ﬁnis.
Déﬁnition 47. Pour un corps ﬁni Fqm, l’automorphisme de Frobenius noté θ s’il n’y a pas
d’ambiguïté est l’application déﬁnie pour tout x∈Fqm par
θ:x 7→xq
52
Proposition 48. L’automorphisme de Frobenius est un isomorphisme sur Fqm vu comme un
Fq-espace vectoriel, en particulier θ est Fq-linéaire i.e. pour tous x1 et x2 ∈ Fqm et λ ∈ Fq,
θ(λx1+ x2)=λθ(x1)+ θ(x2).
Démonstration. Remarquons d’abord que ∀i ∈ {0...m − 1} on a θ(x1 + x2) = (x1 + x2)qi =
x1
qi+ x2
qi= θ(x1) + θ(x2) (en développant avec la formule du binôme, un facteur q apparaît devant
tous les autres termes qui ainsi disparaissent car on est en caractéristique p et q est un multiple
de p).
D’autre part θ(λx1) = (λx1)q
i
=λqix1
qi=λx1
qi=λθ(x1) (en eﬀet λ∈Fq donc λq=λ).
Les deux points précédents montrent que θ est une application linéaire.
De plus θ est clairement injective (xq=0⇔x=0) donc bijective par égalité de dimensions. �
Pour vériﬁer que l’automorphisme de Frobenius est bien un automorphisme de corps il reste à
vériﬁer que θ(1)=1 et que pour tous x, y∈Fqm θ(xy)=θ(x)θ(y). Ces deux points sont immédiats.
Etablissons maintenant que tout automorphisme de corps ﬁni est un itéré du Frobenius :
Proposition 49. Soit σ un automorphisme de Fqm, alors il existe k ∈ {0, ..., m − 1} tel que σ
s’obtient en itérant k fois l’automorphisme de Frobenius, autrement dit :
Pour tout σ ∈Aut(Fqm) il existe un unique k ∈ {0, ..., m− 1} tel que σ= θk:x 7→ xq
k
Démonstration. Avec les mêmes notations que précédemment, soit α un élément primitif de Fqm∗
et P son polynôme minimal. Par construction les racines de P sont α,αq, ...,αqm−1 les images de α
par les itérés successifs du Frobenius, en eﬀet par linéarité P (θi(α))=θi(P (α))=0∀i∈{0, ...,m−1}
ce qui permet de trouver la totalité des m racines de P.
Soit σ ∈Aut(Fqm) un automorphisme de Fqm, alors P (σ(α)) = σ(P (α)) = 0 et σ(α) est donc une
racine de P donc il existe un unique k ∈ {0, ..., m − 1} tel que σ(α) = θk(α). Comme α est un
élément primitif on généralise cette formule à α2 (σ et θ sont des un automorphismes de corps
donc σ(α2)=σ(α)σ(α)= θk(α)θk(α)= θk(α2)), puis α3, α4... plus généralement tout x∈Fqm∗ ; de
plus comme σ est un automorphisme, σ(0) = 0 = θk(0) ce qui achève de montrer la formule pour
tout x∈Fqm. �
2 Polynômes de Ore
2.1 Déﬁnition
Pour une description complète de ces polynômes le lecteur pourra se référer à [Ore1]
Déﬁnition 50. Un anneau de polynômes de Ore en une variable X, noté K[X, σ , δ] ou plus
simplement K[X,σ] si δ≡ 0, est l’ensemble(
A(X)=
X
i=0
dA
aiX
i, ai∈K, dA∈N
)
que l’on munit des opérations suivantes :
• L’addition de deux polynômes est l’addition usuelle.
• La multiplication de deux constantes est la multiplication usuelle dans K.
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• Pour tout a∈K on a
Xa= σ(a)X + δ(a) (1)
On souhaite que cet ensemble soit eﬀectivement muni d’une structure d’anneau. Certaines des
propriétés d’un anneau sont évidentes pourK[X,σ ,δ], d’autres non, et vont imposer des propriétés
sur σ et δ.
Par exemple, pour avoir un anneau, il est nécessaire que la multiplication soit distributive par
rapport à l’addition ce qui impose
X(a+ b) = Xa+Xb
σ(a+ b)X + δ(a+ b) = σ(a)X + δ(a)+ σ(b)X + δ(b)
Par égalité des coeﬃcients on souhaite donc choisir donc σ et δ de façon à avoir
σ(a+ b)= σ(a)+ σ(b) (2)
δ(a+ b) = δ(a)+ δ(b) (3)
On souhaite aussi que la multiplication soit associative, ce qui impose
X(ab) = (Xa)b
σ(ab)X + δ(ab) = (σ(a)X + δ(a))b
σ(ab)X + δ(ab) = σ(a)Xb+ δ(a)b
σ(ab)X + δ(ab) = σ(a)σ(b)X +σ(a)δ(b)+ δ(a)b
On souhaite donc choisir donc σ et δ de façon à avoir
σ(ab)= σ(a)σ(b) (4)
δ(ab)= σ(a)δ(b)+ δ(a)b (5)
D’après (2) et (4), σ doit être un morphisme de l’anneau K.
Une application δ vériﬁant (3) et (5) est appelée une σ-dérivation.
En choisissant pour σ une morphisme de corps et pour δ une σ-dérivation, on munit eﬀectivement
K[X,σ , δ] d’une structure d’anneau. Par contre il est évident que K[X,σ , δ] n’est pas un anneau
commutatif puisqu’on voit immédiatement que Xa=/ aX .
Remarque 51. Lorsque δ≡ 0, on parle d’anneau de polynômes tordus (Skew polynomials).
Si σ= Id on retrouve les opérateurs diﬀérentiels.
Si σ= Id et δ≡ 0 on retrouve l’anneau des polynômes commutatifs K[X ].
Lorsque δ≡ 0 et σ est l’automorphisme de Frobenius x 7→ xq, on parle de polynômes linéarisés ou
q-polynômes. Ce cas particulier, important dans notre travail, fera l’objet d’une étude spéciﬁque.
2.2 Sous-corps des éléments commutatifs pour la multiplication
Comme σ un morphisme de corps, l’ensemble σ(K) = {σ(a), a ∈K} est un sous-corps de K. De
plus, l’ensemble des éléments a de K tels que σ(a) = a est un sous-corps de K appelé corps des
invariants de K.
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D’autre part, on vériﬁe immédiatement que l’ensemble des éléments a de K tels que δ(a) = 0 est
un sous-corps de K appelé corps des constantes de K.
Proposition 52. L’ensemble des éléments a de K tels que Xa= aX est le plus grand sous-corps
de K inclus à la fois dans le corps des invariants et le corps des constantes.
2.3 Exemples de calculs
Lemme 53. Si on note a[n] = σn(a) (i.e. σ composée n fois) et a(n) = δn(a) (i.e. δ composée n
fois) alors on a
Xn a=Sn,0(a)X
n+Sn,1(a)X
n−1+ ···+Sn,n(a)
avec
Sn,i(a) =
�
a[n−i]

(i)+ σ
��
(a)[n−i−1]

(i)

+ ···+
�
(a)(i)

[n−i]
autrement dit Sn,i(a) représente la somme de la totalité des (i
n) éléments obtenus lorsqu’on utilise
(n− i) fois l’opérateur σ et i fois l’opérateur δ sur a, dans n’importe quel ordre.
On a notamment Sn,0(a)= a
[n] andSn,n(a) = a(n)
Démonstration. On obtient ce résultat en itérant la formule Xa = σ(a)X + δ(a) ce qui donne
par exemple sur les premiers termes :
X2a = X (σ(a)X + δ(a)) = Xσ(a)X + Xδ(a) =
�
a[2]X + δ(σ(a))

X + σ(δ(a))X+a(2) =
a[2]X2+(δ(σ(a))+ σ(δ(a)))X+a(2)
X3 a=XX2a=X
�
a[2]X2+ (δ(σ(a)) + σ(δ(a)))X+a(2)

a= a[3]X3+ (σ(δ(σ(a))) + (δ(a))[2])X2+
(σ(a(2))+ σ(a)(2)+ δ(σ(δ(a))))X+a[3] �
On en déduit la formule suivante [Ore1]:
Proposition 54. Soit deux polynômes de Ore A=
P
i=0
dA
aiX
i et B=
P
i=0
dB
biX
i, alors
A(X)B(X)=
X
i=0
dA+dB
ciX
i
où les coeﬃcients ci sont déﬁnis par
ci=
Xi
j=0
bj
Xi−j
k=0
SdB−j,i−j−k(ak)
2.4 Degré d’un polynôme de Ore
Déﬁnition 55. Soit A=P
i=0
dA
aiX
i∈K[X,σ, δ]. Comme dans le cas commutatif, le plus grand i tel
que ai=/ 0 est appelé le degré du polynôme et noté deg (P ).
Par convention on choisit deg (0)=−∞.
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On supposera sauf exception que le coeﬃcient de XdA est non nul de sorte que deg (A)= dA.
Proposition 56. Soit deux polynômes de Ore P1 et P2, alors
1. deg (A+B)�max (deg (A), deg (B))
2. deg (AB) =deg (A)deg(B)
Démonstration. 1. est immédiat, 2. vient de la proposition précédente : le coeﬃcient du monôme
XdA+dB est égal à adAbdB
[dB] et il est donc non nul car σ est un automorphisme. �
2.5 Division euclidienne à droite
Nous allons voir qu’un anneau de polynômes de Ore est euclidien. Cependant, le fait que la
multiplication ne soit pas commutative impose de déﬁnir une division euclidienne à droite et une
division euclidienne à gauche.
Nous allons voire que la division euclidienne à droite est toujours possible, alors que la division
euclidienne à gauche n’est pas toujours possible.
Par la suite, lorsque ce ne sera pas précisé, nous utiliserons toujours la division euclidienne à droite.
SoientA=
P
i=0
dA
aiX
i etB=
P
i=0
dB
biX
i deux polynômes avec les mêmes notations que dans la proposition
54. On suppose dB� dA.
D’après cette même proposition le terme dominant du polynôme XdA−dBB est bdB
[dA−dB]XdB. Le
terme dominant du polynôme adA

bdB
[dA−dB]
−1
XdA−dBB est donc adAX
dA, soit exactement le
même que A. On en déduit que le polynôme
A− adA

bdB
[dA−dB]
−1
XdA−dBB (6)
est de degré strictement inférieur à A.
Si on note Q1= adA

bdB
[dA−dB]
−1
XdA−dB et R1=A−QB on a donc la relation
A=Q1B+R1 avec deg (R1)<deg (A) (7)
On va itérer ce calcul pour construire un algorithme d’Euclide sur K[X, σ, δ] : on refait la même
manipulation avec R1 et trouver Q2 et R2 tels que
R1=Q2B+R2 avec deg (R2)< deg (R1)
On va ainsi construire une suite ﬁnie de polynômes (Qk)k�1 et (Rk)k�0 (en notant R0=A), les Rk
étant de degrés strictement décroissants, tels que Rk=Qk+1B+Rk+1. Il va donc exister un indice
l tel que deg (Rl)< deg (B).
On a donc A=Q1B+R1=Q1B+(Q2B+R2)= ...=(Q1+ ...Ql)B+Rl. En notant Q=Q1+ ...+Ql
et R=Rl on obtient :
Proposition 57. Pour tous polynômes A,B∈K[X,σ,δ] avec deg (A)�deg(B), il existe un unique
polynôme Q et un unique polynôme R tel que
A=QB+R et deg (R)<deg (B)
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Autrement dit, K[X,σ, δ] peut être muni d’une division euclidienne à droite.
Des exemples seront donnés ultérieurement dans le cas particulier des polynômes linéaires.
On retrouve les notions habituelles lorsqu’on travaille sur un anneau euclidien. Les résultats
suivants ne sont pas démontrés car il s’agit de résultats connus sur les anneaux euclidiens :
Déﬁnition 58. Si R=0 i.e. A=QB on dit que B est un diviseur à droite de A.
On généralise aux polynômes de Ore la notion de plus grand diviseur commun et plus petit multiple
commun :
Proposition 59. Pour deux polynômes de Ore quelconques A et B, il existe un unique polynôme
de Ore de degré maximal qui divise A et B à droite. Ce polynôme est appelé plus grand diviseur
commun (à droite) et on le notera RGCD(A,B).
Comme dans le cas commutatif, le RGCD correspond au dernier reste non nul dans la suite des
divisions euclidiennes.
Déﬁnition 60. Si RGCD(A,B)= 1 on dit que A et B sont premiers entre eux à droite.
Théorème 61. (identité de Bézout)
Si un polynôme de Ore D est divisible à droite par RGCD(A, B) (i.e. il existe D˜ tel que D =
D˜ RGCD(A,B)) alors il existe deux polynômes de Ore P1 et P2 tels que
P1A+P2B=D
�
=D˜ RGCD(A,B)

Proposition 62. Pour deux polynômes de Ore quelconques A et B, il existe un unique polynôme
de Ore de degré minimal qui est divisible par A et B à droite. Ce polynôme est appelé union à
droite ou plus petit multiple commun à droite et on le notera RLCM(A,B).
Le degré de ce polynôme est égal à dA+ dB− dRGCD.
2.6 Division euclidienne à gauche
Etablir une division euclidienne à gauche dans un anneau de polynômes de Ore revient à trouver,
pour deux polynômes de Ore quelconques A et B avec deg (A)� deg (B), deux polynômes de Ore
Q et R avec
A=BQ+R et deg (R)< deg (B)
On souhaite refaire la même construction que dans (6) et (7) mais en multipliant B à droite. On
souhaite donc trouver un monôme λXd−d′ tel que le terme dominant de BλXd−d′ soit égal à adXd
aﬁn d’annuler le terme dominant de A.
Le terme dominant de BλXdA−dB=
P
i=0
dB
biX
iλXdA−dB est bdBXdBλXdA−dB= bdBλ[dB]XdA.
On cherche donc à établir l’égalité adA= bdBλ[dB] soit
σdB(λ)= adAbdB
−1
On souhaite pouvoir faire cette manipulation pour deux polynômes quelconques donc adA et bdB
représentent potentiellement deux éléments quelconques de K.
57
Il y a un cas où il est clair que l’on peut trouver λ vériﬁant l’équation précédente, c’est lorsque σ
est un automorphisme de K. Dans ce cas σdB est aussi un automorphisme et il suﬃt de prendre
λ=σ−dB(adAbdB).
Proposition 63. Lorsque σ est un automorphisme de K, l’anneau K[X,σ ,δ] peut être muni d’une
division euclidienne à gauche.
Nous ne détaillerons pas davantage les explications puisque de toutes façons nous supposerons sauf
exception que la division euclidienne est à droite.
2.7 Evaluation d’un élément par un polynôme de Ore
Le morphisme d’évaluation habituel pour un polynôme consistant pour un élément a∈Fqm ﬁxé à
remplacer X par a dans l’expression du q-polynôme n’est plus un morphisme d’anneau dans le cas
commutatif. Par exemple, si on note θ:x 7→x2 le Frobenius nous avons sur F4[X, θ, 0]=F2(α)[X,
θ , 0] l’égalité
X2+1=(X +α)(X +α2)
En remplaçant X par 1 on obtient 0= 1.
On est conduit à adopter une nouvelle déﬁnition pour l’évaluation d’un élément de Fqm par un
polynôme de Ore :
Déﬁnition 64. Avec les notations précédentes, soit P un polynôme de Ore sur Fqm[X,σ , δ] et un
élément a ∈Fqm, l’évaluation de a par P est égale au reste dans la division euclidienne de P par
(X − a).
P (a)=
déf
P mod (X − a)
Les propriétés de la division euclidienne assurent qu’on obtient bien ainsi un morphisme d’anneau.
Remarque 65. Dans le cas de polynômes dans un anneau commutatif, cette déﬁnition est
équivalente à la déﬁnition naturelle consistant à remplacer X par a dans P (X).
2.8 Racine d’un polynôme de Ore
Avec la déﬁnition précédente nous obtenons :
Déﬁnition 66. On dit que a est une racine de P si P est divisible par (X − a).
3 Anneaux de q-polynômes (ou polynômes linéarisés)
Les polynômes linéaires sont un cas particulier de polynômes de Ore, qui leur a consacré une étude
spéciﬁque dans [Ore2].
3.1 Déﬁnitions et premières propriétés
Déﬁnition 67. On rappelle que q est une puissance d’un nombre premier et m∈N∗.
On considère l’ensemble des polynômes de la forme
A(X) = adAX
qdA+ adA−1X
qdA−1+ ···+ a0X =
X
i=0
dA
aiX
qi avec ai∈Fqm
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Un tel polynôme est appelé polynôme linéarisé ou q-polynôme5 (sur Fqm). Les éléments X q
i
sont
appelés des q-monômes.
Pour i∈ {1...d} notons6 X [i]=X qi. Ainsi la notation d’un q-polynôme devient
A(X)= adAX
[dA]+ adA−1X
[dA−1]+ ···+ a0X
[0]=
X
i=0
dA
aiX
[i]
Le nombre dA est appelé q-degré du q-polynôme. On note
dA= degq (A)
Exemple 68. On note F8= {0, 1,α, ...,α6}. Le polynôme X8+αX2+X =X2
3
+αX21+X20 est
un 2-polynôme sur F8, son 2-degré est 3.
Remarque 69. Si on note θ:x 7→xq l’automorphisme de Frobenius dans Fq alors un q-polynôme
peut également s’écrire
A(X)= adAθdA(X)+ adA−1θdA−1(X)+ ···+ a0X =
X
i=0
dA
aiθi(X)
Remarquons enﬁn que la linéarité de l’automorphisme de Frobenius que nous avons établie
au chapitre précédent permet de considérer un polynôme linéaire comme un polynôme
d’endomorphismes et écrire
A= adAθdA+ adA−1θdA−1+ ···+ a0Id
Ainsi le terme de polynôme linéarisé est justiﬁé : un p-polynôme sur Fqm est une application
linéaire7 sur Fqm vu comme un Fq-espace vectoriel i.e. A(λx1+x2)=λA(x1)+A(x2) pour λ∈Fq
et x1, x2∈Fqm.
Il est clair que la somme de deux q-polynômes est encore un q-polynôme, et qu’un q-polynôme
multiplié par un élément de Fq est encore un q-polynôme. Ainsi, L’ensemble des q-polynômes sur
Fqm est un Fq-espace vectoriel.
Un q-polynôme élevé à la puissance q est toujours un q-polynôme (plus précisément A(X)q =P
i=0
dA
aiX
[i+1], en développant les autres termes disparaissent car un facteur q correspondant à une
puissance de p apparaît et on est en caractéristique p).
3.2 Produit de q-polynômes
On vient de voir que l’ensemble des q-polynômes était stable par combinaison linéaire et par
l’automorphisme de Frobenius. Cependant, cet ensemble n’est pas stable par multiplication puisque
le produit de deux q-monômes X q
i
et X q
j
est égal à X q
i+qj et ne peut en général pas s’écrire
comme un q-monôme X q
k
.
5. Prenons la précaution de rappeler que l’exponentiation n’est pas associative ; les monômes sont bien Xq
i
=X(q
i)
et non pas (Xq)i=Xqi.
6. Nous voyons que cette notation est cohérente avec la notation a[i] = σi(a) du chapitre précédent car ici σ va
désigner l’automorphisme de Frobenius.
7. Attention aux ensembles auxquels appartiennent les diﬀérents éléments, l’égalité est par exemple fausse pour
λ∈Fqm.
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Aﬁn d’obtenir une loi de multiplication interne, on va donc déﬁnir le produit de deux q-polynômes
comme étant leur composée, au sens de la composition des applications :
Déﬁnition 70. Soient deux q-polynômes A(X)= P
i=0
dA
aiX
[i] et B(X)=
P
i=0
dB
biX
[i], alors
A(X)×B(X) =====
déf
A ◦B(X)=A(B(X))
Avec cette loi de multiplication, le produit de deux q-polynômes est encore un q-polynôme, en eﬀet
on remarque que pour deux q-monômes aiX [i]= aiθi(X) et bjX [j]= bjθj(X) on a
aiX
[i]× bjX
[j]= aiθi(bjθjX)= ai bj
[i]
X [i+j]
On en déduit par linéarité l’expression du produit de deux q-polynômes :
A(X)×B(X)=A(B(X)) =
X
i=0
dA
aiθi


X
j=0
dB
bjθj(X)

=
X
i=0
dAX
j=0
dB
aibj
[i]
X [i+j]
Avec cette loi de multiplication, le produit de deux q-polynômes est donc bien un q-polynôme
(remarquons aussi que degq (A×B) =degq (A)+ degq (B)).
L’exemple du produit de deux q-monômes montre que cette loi de multiplication n’est évidemment
pas commutative. Remarquons notamment, ce qui servira au paragraphe suivant, que
X [1]× aX [0]= a[1]X [1]= θ(a)X [1] (8)
L’anneau des polynômes de Ore sur Fqm muni de la loi d’addition usuelle et de cette loi de
multiplication sera noté
Fqm[X
q, θ]
Exemple 71. On se place sur le corps de caractéristique 2 F8= {0,1,α, ...,α6}=∼F2[X]/(C2,3) tel
que nous l’avons établi dans un chapitre précédent. On considère les deux 2-polynômes A(X) =
X4+αX2+X et B(X)=α2X2+X . On obtient8 :
A(X)B(X)=A(B(X))=(α2X2+X)4+α(α2X2+X)2+α2X2+X=α8X8+X4+α(α4X4+X2)+
α2X2 + X = αX + X4 + α5X4 + αX2 + α2X2 + X = (1 + α5)X4 + (α + α2)X2 + (1 + α)X =
α4X4+α4X2+α3X
B(X)A(X)=B(A(X))=α2(X4+αX2+X)2+X4+αX2+X=α2(X8+α2X4+X2)+X4+αX2+
X =(1+α4)X4+(α+α2)X2+(1+α2)X =α5X4+α4X2+α6X
3.3 Les q-polynômes vus comme des cas particuliers des polynômes de
Ore
3.3.1 Bijection entre un anneau de Ore et un anneau de q-polynômes
Nous allons voir dans cette partie qu’à isomorphisme près les q-polynômes peuvent être considérés
comme des cas particuliers des polynômes de Ore tels qu’introduits au paragraphe précédent dont
on reprend les notations. On considère l’anneau suivant :
Fqm[X, θ, 0]
8. Les opérations dans F8 ont été faites en utilisant la méthode donnée dans le chapitre sur les corps ﬁnis.
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C’est un anneau des polynômes de Ore sur Fqm ; on a pris comme morphisme σ = θ
(l’automorphisme de Frobenius) et comme σ-dérivation la dérivation triviale δ≡ 0.
Dans ce cas le produit Xa devient
Xa= σ(a)X + δ(a)= θ(a)X
D’après la formule (8), il existe donc une bijection entre l’ensemble des polynômes linéaires sur
Fqm et l’anneau des polynômes de Ore Fqm[X,θ,0]. Cette bijection est la correspondanceX [i] 7→X i.
Fqm[X
q, θ] =∼ Fq[X, θ]
A(X)=
X
i=0
dA
aiX
[i] ↔bijection
X
i=0
dA
aiX
[i] (9)
3.3.2 Conséquences
Tous les résultats établis sur les polynômes de Ore vont donc s’adapter aux q-polynômes, en
particulier :
Proposition 72. L’anneau Fqm[X
q,θ] est un anneau euclidien à droite, c’est à dire que pour deux
q-polynômes A et B (on suppose degq (B)< degq (A)) il existe deux q-polynômes uniques Q et R
avec degq (R)< degq (B) tels que
A=QB+R
Si R=0 on dit que B divise A à droite.
Les notions de plus grand diviseur commun à droite (RGCD(A,B)) et d’union à droite (RLCM(A,
B)) vues au paragraphe précédent, se généralisent aux q-polynômes.
Le plus grand diviseur commun à droite de A et B est égal au dernier reste non nul dans la suite
des divisions euclidiennes de A par B puis les restes successifs.
Il existe deux q-polynômes tels que P1A+P2B=RGCD(A,B)
Si RGCD(A,B)= 1 on dit que A et B sont premiers entre eux à droite.
Remarque 73. Lorsque B divise A à droite alors B divise aussi A au sens classique du terme. En
eﬀet, B divise A à droite signiﬁe qu’il existe Q tel que A=QB donc avec la loi de multiplication
sur Fqm[X q,θ] signiﬁe A= P
i=0
deg(Q)
qi×B
qi en notant qi les coeﬃcients de Q ( à ne pas confondre avec
q le cardinal de Fq ) ; la multiplication qi×Bq
i
est ici la multiplication normale. Le monôme de
plus petit degré dans un q-polynôme étant X q
0
=X , on peut écrire l’égalité suivante dans l’anneau
commutatif Fq[X ] :
A=
 X
i=0
deg(Q)
qiB
qi−1
!
×B
On voit donc que si B divise A à droite dans Fqm[X q, θ] alors B divise A dans Fq[X ].
3.4 Complexité des opérations arithmétiques dans Fqm[Xq, θ]
Il est simple de voir que l’isomorphisme (9) peut être calculé en temps linéaire ainsi que son
inverse. La complexité des opérations de base est donc la même pour les polynômes de Ore et les
q-polynômes.
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Nous considérons la complexité en nombres d’opérations dans Fq en admettant que nous ayons
une représentation adaptée de Fqm. La taille d’un éléments de Fqm est en O(m) et l’addition est
également linéaire. La multiplication dans Fqm peut être obtenue en M(m) opérations dans Fq
avec M(m)∈O(m2) par un algorithme naïf et M(m)∈O(m log (m)log(log (m))) avec l’algorithme
de Schönhage et Strassen [ScSt] ou Schönhage [Sc] ou Cantor et Kaltoﬀen [CK] ; nous avons vu
dans le chapitre 2 que pour certaines valeurs de m on pouvait descendre jusqu’à M(m)=O(m) en
hard-codant la multiplication.
Pour un automorphisme σ de Fpm on peut calculer σ(a), ...,σm−1(a) pour a∈Fqm en utilisant les
résultats de Von zur Gaten et Shoup [GS].
Le coût d’une multiplication matricielle dans un corps K vaut MM(n) opérations dans K avec
MM(n)∈O(n3) par multiplication naïve et MM(n)∈O(n2.376...) par l’algorithme de Coppersmith
et Winograd. Le coût de résolution d’un système linéaire dans K est identique.
Les résultats suivants peuvent être trouvés dans [Gie] :
Lemme 74. Soient A et B ∈Fqm[X,σ], de degrés bornés par d, on peut calculer A+B en O(dm)
opérations dans Fq et AB with O(d
2M(m) + dmM(m)log(m)) opérations dans Fq.
Lemme 75. Soient A et B ∈ Fqm[X, σ], avec deg (A) = dA et deg (B) = 0 � dB � dA, on peut
calculer Q et R∈Fqm[X,σ] tels que A=BQ+R, deg (R)<deg (B) en O(dB(dA− dB)m+ dBm2)
opérations dans Fq.
Lemme 76. Soient A et B ∈Fqm[X,σ], avec deg (A)= dA et deg (B)= 0� dB� dA, on peut par
l’algorithme d’Euclide étendu calculer RGCD(A,B) avec une complexité de O(d2M(m)m log (m))
opérations dans Fq.
3.5 Racines de q-polynômes
Soit A∈Fqm[X q, θ] un q-polynôme à coeﬃcient dans Fqm.
Nous allons étudier dans cette partie la structure de l’ensemble des racines d’un q-polynôme. Il
s’agit ici de racine au sens « classique » du terme c’est à dire de solution de l’équation A(x) = 0,
autrement dit, A étant linéaire, l’ensemble des racines (dans Fqm) de A est le noyau de A.
De même l’opération d’évaluation d’un q-polynôme est déﬁnie au sens classique.
3.5.1 Structure de l’ensemble des racines d’un q-polynôme
On a vu qu’un q-polynôme A est une application linéaire. L’ensemble des racines de A forme le
noyau de cette application linéaire. On en déduit :
Proposition 77. Soit A∈Fqm[X q, θ] un q-polynôme de q-degré dA. On suppose que le coeﬃcient
de X [0] est non nul (ce qui est le cas dans le contexte qui nous intéresse).
L’ensemble des racines Ker(A) de A est un Fq-sous-espace vectoriel de Fqm de dimension dA.
Pour déterminer explicitement une base de cet espace vectoriel, on procède de la façon suivante
[Ber] :
Soit A un q-polynôme de q-degré dA sur Fqm vu comme un Fq-espace vectoriel ayant pour base
(β1, ..., βm). On évalue P (β1), ..., P (βm). On cherche à résoudre
λ1β1+ ···+λmβm∈Ker(A) ;λi∈Fq
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Ce qui revient à résoudre le système linéaire
λ1A(β1)+ ···+λmA(βm) = 0;λi∈Fq
Ce système sous-déterminé a m inconnues (les λi) et dA�m équations données par l’évaluation de
chaque monôme de A. En résolvant ce système on trouve donc dA éléments indépendants formant
une base du noyau :
Proposition 78. Pour tout q-polynôme A de q-degré dA sur Fqm il est possible de trouver une
base des racines de A en mdA opérations.
Démonstration. L’évaluation de A sur chaque (βi)1�i�m se fait en dA opérations, ce qui fait un
total de mdA opérations.
La résolution du système linéaire se fait en dA
3 opérations mais il s’agit d’opérations dans Fq et
leur coût est donc négligeable par rapport aux opérations dans Fqm �
Remarque 79. Les résultats de ce paragraphe ont été énoncés dans le cas où le coeﬃcient de X [0]
est non nul. Plus généralement la dimension de l’ensemble des racines est dA−dmin où dmin désigne
le q-degré du plus petit coeﬃcient non nul de A. Le lecteur est invité à consulter le Théorème 1
de [CLU] pour plus de détails.
3.5.2 Polynôme associé à un espace vectoriel
Intéressons nous à présent au problème inverse : on va voir que tout espace vectoriel sur Fq
correspond à l’ensemble des racines d’un q-polynôme. Pour expliciter la construction de ce
polynôme on part du résultat suivant présent dans [Ore2] :
Lemme 80. Le q-polynôme A admet α pour racine si et seulement si A est divisible à droite par
X q−αq−1X.
Etant donné un sous-espace vectoriel de Fqm, on va se servir de ce résultat pour construire un q-
polynôme dont l’ensemble des racines est exactement cet espace vectoriel :
Proposition 81. Soit V un sous-espace vectoriel de Fqm =∼ (Fq)m de dimension k. Il existe un
unique q-polynôme de Fqm[X
q,θ] noté PV, unitaire de q-degré k, tel que V est l’ensemble des racines
de PV.
Démonstration. Ore donne une construction explicite dans [Ore2]. Soit (α1, ...,αk) une base de
V . On construit itérativement une suite (Pi)i de polynômes déﬁnie par :
Lorsque i=1 on pose P1(X) =X q−α1q−1X . Il est clair que P1(α1)= 0.
Pour i � 2 on pose Pi(X) = (X q − Pi−1(αi)q−1 X) × Pi−1(X), ce qui correspond avec la loi de
multiplication choisie à
Pi(X)= (θq−Pi−1(αi)q−1 Id) ◦Pi−1(X)
On a Pi−1(α1) = ...=Pi−1(αi−1) = 0 ; comme on compose à gauche par des applications linéaires
on obtient Pi(α1) = ...=Pi(αi−1)= 0
Pour vériﬁer que l’ensemble des racines de Pi est Vect{α1, ...,αi} il reste à vériﬁer
Pi(αi)= (θq−Pi−1(αiq−1 Id) ◦Pi−1(αi) =Pi−1(αi)q−Pi−1(αi)q−1Pi−1(αi)= 0
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Le polynôme cherché est égal au terme de rang k dans cette suite :
PV (X)=Pk(X)= (X q−Pk−1(αk)q−1X)× (X q−Pk−2(αk−1)q−1X)× ...× (X q−α1q−1X) (10)
�
Remarque 82. Dans [CLU] les auteurs montrent comment calculer un tel polynôme sur un corps
plus petit.
Dans [Ore2] Ore donne une autre expression possible pour PV (X), qui n’est pas utilisée en pratique
car sa complexité est moins bonne que la méthode précédente, mais dont nous aurons besoin pour
la preuve de certains résultats :
PV (X) =









α1 α2 ... αk X
α1
q α2
q
···
···
α1
qk αk
qk
X q
k


















α1 α2 ... αk
α1q α2q
···
···
α1q
k−1 αk
qk−1









=
défΔ(α1, ...,αk, X)
Δ(α1, ...,αk)
(11)
Le fait que {α1, ...,αk} forme une famille libre garantit que Δ(α1, ...,αk) =/ 0.
On vériﬁe que ce calcul de déterminant permet bien d’obtenir un q-polynôme répondant aux
contraintes posées : un développement par rapport à la dernière colonne permet d’établir que
le déterminant est bien une combinaison linéaire de X, ..., X q
k
ce qui correspond à l’expression
formelle d’un q-polynôme. Le terme de X q
k
est Δ(α1, ...,αk)
Cette expression permet de mettre en avant le fait que le calcul de PV (X) est bien indépendant du
choix de la base, en particulier du choix de l’ordre des vecteurs dans la base : un changement de
base revient à eﬀectuer des combinaisons linéaires sur les colonnes du déterminant (en exprimant
la nouvelle base en fonction de {α1, ..., αk}). Ces combinaisons linéaires laissent le déterminant
inchangé ou reviennent à le multiplier par un scalaire mais dans ce cas la multiplication se faisant
dans Δ(α1, ...,αk, X) et Δ(α1, ...,αk) l’expression globale de PV (X) reste inchangée.
Exemple 83. On se place sur le corps de caractéristique 2 F8= {0,1,α, ...,α6}=∼F2[X]/(C2,3) tel
que nous l’avons établi dans un chapitre précédent. On souhaite construire un 2-polynôme de 2-
degré 2 dont les racines sont par exemple le F2-vectoriel V =Vect{1,α3}.
On obtient
PV (X)=







1 α3 X
1 α6 X2
1 α12 X4











1 α3
1 α6




=







1 α3 X
1 α6 X2
1 α5 X4











1 α3
1 α6




=
(α3+α6)X4+(α3+α5)X2+(α5+α6)X
α3+α6
La construction de F8 établie au chapitre précédent donne α3 + α6 = α4, α3 + α5 = α2 et
α5+α6=α. Ainsi le quotient précédent vaut PV (X) = α
4X4+α2X2+αX
α4 =X
4+α−2X2+α−3X =
X4+α5X2+α4X .
On peut vériﬁer avec cette formule que PV (1) = PV (α3) = 0. L’ensemble des racines de PV est
Vect{1,α3}= {0, 1,α3, 1+α3=α}.
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3.5.3 Complexité
La formule précédente fait intervenir un calcul de déterminant. Les méthodes usuelles de calcul de
déterminant de taille k × k ont une complexité plus que quadratique, par exemple O(k2.376) avec
l’algorithme de Coppersmith-Winograd. La construction itérative présentée dans la formule (10)
donne une meilleure complexité :
Lemme 84. Soit V un sous-espace vectoriel de Fqm de dimension dV. Si l’on connaît une base de
V, la construction du polynôme PV peut se faire en O(dV
2 + dV log (m)) opérations.
Démonstration. A chaque appel récursif nous devons évaluer un q-polynôme et additionner
X q Pi−1(X) avec Pi−1(αk)q−1XPi−1(X), le q-degré de Pi−1(X) étant de degré i − 1. Ainsi
chaque appel récursif coûte i + log (m) et le coût est proportionnel à
PdV
i=0
(i + log (m)) ∈ O(dV2 +
dV log (m)). �
3.5.4 Structure des racines du RGCD, du RLCM de deux q-polynômes
Dans cette section nous reformulons des résultats présents dans [Ore2] avec le vocabulaire des
espaces vectoriels :
Proposition 85. Soit V et W deux sous-espaces de Fqm, alors le q-polynôme associé à
l’intersection de V et W est égal au plus grand diviseur commun à droite de PV et PW :
PV ∩W =RGCD(PV , PW)
Démonstration. Soit dim (V )= k1, dim (W ) = k2 et dim (V ∩W ) = d.
Soit (α1, ...αd) une base de V ∩W.
Soit (α1, ...αd, vd+1, ... vk1) une base de V.
Soit (α1, ...αd, wd+1, ... wk2) une base de W.
D’après la démonstration de la proposition 81 on connaît l’expression de PV ∩W :
PV ∩W (X) = (X q−Pd−1(αd)q−1X)× (X q−Pd−2(αd−1)q−1X)× ...× (X q−α1q−1X)
PV (X) = (X q−Pk1−1(vk1)q−1X)× ...× (X q−PV ∩W(vd+1)q−1X)×PV ∩W(X)
Ceci prouve que PV ∩W est un diviseur à droite pour PV. De même PV ∩W est un diviseur pour PW.
Ainsi PV ∩W est un diviseur à droite pour PV et PW.
Soit un q-polynôme P˜ tel que RGCD(PV , PW)= P˜ ×PV ∩W. Les racines de P˜ seraient dans V et W,
or tous les éléments communs à V et W ont déjà été dénombrés donc la seule possibilité est P˜ = Id
(l’espace vectoriel associé étant {0}) ainsi PV ∩W est le plus grand diviseur commun à droite de
PV et PW. �
Corollaire 86. Si W ⊂V alors PW divise PV.
Démonstration. Ici V ∩W =W donc RGCD(PV ;PW)=PV ∩W =PW donc PW est eﬀectivement
un diviseur de PV. �
Corollaire 87. W et V sont en somme directe⇔PV et PW sont premiers entre eux à droite (au
sens des q-polynômes i.e. RGCD(PV , PW)= x)
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Proposition 88. Soit V et W deux sous-espaces de Fqm, alors le q-polynôme associé à la somme
de V et W est égal à l’union à droite de PV et PW :
PV +W =RLCM(PV , PW)
Démonstration. On reprend les notations de la proposition 81. Soit dim (V )=k1, dim (W )=k2
et dim (V ∩W )= d.
Soit (α1, ... αd) une base de V ∩W, (α1, ... αd, vd+1, ... vk1) une base de V et (α1, ... αd,wd+1, ... wk2)
une base de W.
En utilisant la démonstration de la proposition 81, et en prenant en compte que d’après la formule
11 on sait que quel que soit l’ordre des racines choisi dans la base précédente on obtiendra la même
expression pour PV +W, on va calculer PV +W de deux manières :
Soit (α1, ...αd, vd+1, ..., vk1, wd+1, ... wk2) une base de V +W, alors
PV +W (X)= (X
q−Pk2+k1−1(wk2)q−1X)× ...× (X q−Pk1−1(vk1)q−1X)× ...× (X q−α1q−1X)
PV +W (X)= (X q−Pk2+k1−1(wk2)q−1X)× ...×PV (X)
Cette expression montre que PV +W est divisible à droite par PV.
Si on choisit comme ordre pour les éléments de la base (α1, ... αd, wd+1, ..., wk2, vd+1, ... vk1) alors
un raisonnement analogue montre que PV +W est divisible à droite par PW.
Ainsi PV +W est un q-polynôme divisible à droite par PV et PW.
Remarquons pour conclure que degq (PV +W) = d + k1 + k2 ; or, comme RLCM(PV , PW) doit
par déﬁnition avoir pour racines tous les éléments de (α1, ... αd, vd+1, ..., vk1, wd+1, ... wk2), on a
degq (RLCM(PV , PW))� d+ k1+ k2 donc nécessairement RLCM(PV , PW)=PV +W.
Remarquons que nous avons en même temps redémontré le résultat degq (RLCM(PV , PW)) =
degq (PV )+ degq (PW)− degq (RGCD(PV , PW)). �
3.6 Application : utilisation des q-polynômes pour déterminer
l’intersection de deux sous-espaces vectoriels
On déduit de ce qui précède un nouvel algorithme de recherche de l’intersection de deux sous-
espaces vectoriels de Fqm :
Algorithme 1
Entrée : Une base de V et une base de W , deux sous-espaces vectoriels de Fqm
Sortie : Une base de V ∩W
• Construire PV , le q-polynôme dont V est une base des racines, en suivant la méthode de
la démonstration de la proposition 81.
• Construire de même PW .
• Calculer RGCD(PV ;PW). Ceci peut être fait par l’algorithme d’Euclide, nous présentons
une nouvelle façon de le faire via l’utilisation de la matrice de multiplication à droite dans
le chapitre suivant.
• Déterminer une base de l’ensemble des racines de PV ∩W =RGCD(PV ;PW) de la façon vue
dans [Ber] et la proposition 78.
Cet algorithme, d’une complexité comparable aux algorithmes existants, a l’intérêt d’être clair et
simple à mettre en oeuvre, l’intersection d’espaces vectoriels se faisant par le biais d’un calcul de
PGCD.
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Cet algorithme pourra être intégré à l’algorithme de décodage des codes LRPC vu au paragraphe
4.2 du chapitre VI, dans lequel on est amené à déterminer l’intersection d’espaces vectoriels.
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Chapitre IV :
Matrice de multiplication à droite pour des q-
polynômes et applications
Les travaux que nous avons eﬀectués sur les codes en métrique rang nous ont fréquemment amenés à
manipuler des espaces vectoriels, nous verrons par exemple que l’algorithme de décodage des codes
LRPC nécessite de calculer l’intersection de d espaces vectoriels pour une erreur de poids rang d
(ces notions seront introduites dans le prochain chapitre). Or nous avons vu lors de l’étude des q-
polynômes que tout espace vectoriel pouvait être vu comme l’ensemble des racines d’un q-polynôme
(et réciproquement) et nous avons formalisé le lien entre les opérations sur les espaces vectoriels
et celles sur les q-polynômes, nous avons vu en particulier que si on a deux espaces vectoriels V et
W sur un corps ﬁni et PV , PW les q-polynômes associés, alors V ∩W est l’espace vectoriel associé
au RGCD de PV et PW (autrement dit PV ∩W =RGCD(PV , PW)).
Nous avons donc été amenés à étudier de façon plus approfondie l’arithmétique des q-polynômes,
et plus généralement des polynômes de Ore.
On rappelle la déﬁnition d’un anneau de polynômes de Ore :
Soit K un corps, σ un automorphisme de K et δ une σ-dérivation ( c’est à dire que pour tous a et
b∈K on a δ(ab)= σ(a)δ(b) + δ(a)b ).
On déﬁnit l’anneau des polynômes K[X,σ , δ] de la façon suivante :
• L’addition de deux polynômes est l’addition usuelle.
• La multiplication de deux constantes est la multiplication usuelle dans K.
• Pour tout a∈K on a
Xa= σ(a)X + δ(a)
L’anneau K[X,σ , δ] n’est pas commutatif mais peut être muni d’une division euclidienne à droite,
c’est à dire que pour tous polynômes A,B∈K[X,σ ,δ], il existe Q,R∈K[X,σ ,δ], deg(R)<deg (A),
tels que A=QB+R. En tant qu’anneau euclidien, il est en particulier principal.
Dans la suite, si nous parlons de division euclidienne sans plus de précisions, il s’agira toujours de
la division euclidienne à droite dans K[X,σ, δ].
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Dans ce chapitre nous commençons par des rappels sur les notions de résultants et de sous-
résultants dans un anneau commutatif de polynômes ainsi qu’une méthode de recherche du PGCD
à partir des sous-résultants. Nous donnons aussi une nouvelle méthode de calcul des sous-résultants
à partir d’une matrice extraite de la matrice de multiplication.
Nous généralisons la notion de matrice de multiplication aux polynômes de Ore que nous avons
vus précédemment. L’introduction de la matrice de multiplication à droite de deux polynômes de
Ore nous permet de construire un algorithme de calcul du RGCD.
Nous détaillons ensuite la notion de résultants et sous-résultants de deux polynôme de Ore. Cette
notion a été étudiée par Chardin dans [Cha] dans le cas des opérateurs diﬀérentiels (c’est à dire, avec
les notation précédentes, σ= Id). Ces résultats ont été généralisés par Li dans [Li]. Nous reprenons
le formalisme de Li que nous simpliﬁons pour l’adapter à notre travail. Nous proposons une nouvelle
méthode de calcul des résultants et sous-résultants de polynômes de Ore via l’utilisation de la
matrice de multiplication à droite. Nous travaillons ainsi avec une matrice de plus petite taille que
la matrice de Sylvester utilisée habituellement.
Remarque 89. Dans beaucoup d’ouvrages les résultants et les sous-résultants sont présentés « en
ligne » c’est à dire que les lignes de la matrice à partir de laquelle ils sont calculés correspondent
aux coeﬃcients des polynômes qui interviennent. Pour notre part nous présenterons les coeﬃcients
des polynômes dans des vecteurs colonnes aﬁn de présenter directement ces matrices comme des
matrices d’applications linéaires, les vecteurs colonnes étant les images de la base.
1 Résultants et sous-résultants sur un anneau commutatif
Dans toute cette partie on se place dans K[X] anneau de polynômes commutatifs à une variable
X à coeﬃcients dans un corps K.
A=
P
i=0
dA aiX
i et B=
P
i=0
dB biX
i sont deux polynômes de degrés dA et dB. On suppose dA� dB.
Nous rappelons des résultats classiques sur les résultants et les sous-résultants [AJ].
1.1 Résultant de deux polynômes
1.1.1 Déﬁnition à partir de la matrice de Sylvester et propriétés
On rappelle que la matrice de Sylvester de A et B est la matrice de dimension l’expression de la
matrice de Sylvester. Le résultant de A et B est égal au déterminant de cette matrice :
Res(A,B)= det (Sylv(A,B))=
dA+ dB colonnes
A ... XdB−1A B ... XdA−1B
dA+ dB lignes
1
x
···
XdA+dB−1













a0 (0) b0 (0)
a1 a0 b1 b0
··· a1 a0
··· b1 b0
ap ··· a1 bq
··· b1
ap ··· bq
···
(0) ap (0) bq













L’application la plus importante du calcul du résultant est la détermination de la coprimalité de
A et B :
Théorème 90. Res(A,B)= 0⇔A et B ont un facteur commun non trivial dans K[X ].
Corollaire 91. Res(A,B)=/ 0⇔A et B sont premiers entre eux dans K[X ].
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1.1.2 Matrice de multiplication et application au calcul du résultant
Avant de nous intéresser au calcul des sous-résultants, commençons par rappeler la formule qui
permet de calculer le résultant de A et B noté Res(A,B) à partir de la matrice de multiplication
par B dans K[X ]/(f). Cette formule est donnée par exemple dans [AJ]
On introduit la matrice de multiplication par B dans K[X ]/(A) :
Déﬁnition 92. La matrice de multiplication par B dans K[X]/(A), notée MB, est la matrice
carrée de dimension dA × dA dont les vecteurs colonnes sont les coeﬃcients des polynômes
BmodA ;XBmodA ; ...;XdA−1BmodA dans la base 1, X...,XdA−1.
MB=
�
BmodA XBmodA ... XdA−1BmodA

Théorème 93. A une constante multiplicative non nulle près,
adA
dBdetMB=Res(A,B) (12)
Comme adA=/ 0 ceci revient à
det (MB)= adA
−dBRes(A,B)
Démonstration. L’idée de la construction consiste, par des combinaison linéaires sur les dA
dernières colonnes, à faire apparaître un bloc correspondant à MB dans la matrice de Sylvester :
1 ... XdB−1 BmodA ... XdA−1BmodA
1
X
···
XdA−1
XdA
···
XdA+dB−1
















a0 (0)
a1 ··· MB
··· a0
···
adA a1 0 ... 0
···
···
··· (0)
···
(0) adA 0 ... 0
















On sera amené à généraliser cette démonstration pour l’adapter au cas des sous-résultants ; on
donnera les détails à ce moment-là. �
Remarquons notamment que si le coeﬃcient dominant de A vaut 1, le déterminant de MB est
exactement égal au résultant de A et B.
Corollaire 94. On retrouve le résultat principal des résultants : det (MB) = 0⇔ A et B ont un
facteur commun dans K[X].
On partira de cette formule pour généraliser la déﬁnition du résultant de deux polynômes sur des
anneaux de polynômes de Ore.
1.2 Suites des sous-résultants
Dans cette partie nous nous proposons de généraliser la formule précédente aﬁn de calculer les
coeﬃcients sous-résultants à partir des coeﬃcients apparaissant dans la matrice de multiplication.
Commençons par rappeler la déﬁnition des coeﬃcients sous-résultants, des polynômes sous-
résultants et leurs propriétés :
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Soit k ∈ {0...inf(dA, dB)} et Ψk l’application linéaire ainsi déﬁnie :
Déﬁnition 95.
Ψk:

K[X]dB−k−1×K[X ]dA−k−1 → K[X]dB+dA−k−1
(U , V ) 7→ AU+BV
Ecrivons MatΨk la matrice associée à Ψk :
MatΨk=
dA+ dB− 2k colonnes
A ... AXdB−k−1 B ... BXdA−k−1
dA+ dB− k lignes
1
x
···
XdA+dB−k−1








a0 (0) b0 (0)
a1 ··· b1
···
··· a0
··· b0
adA a1 bdB b1
···
···
···
···
(0) adA (0) bdB








(13)
Remarque 96. Lorsque k=0, MatΨ0=Sylv(A,B)
Déﬁnition 97. On considère la matrice carrée de dimension (dA + dB − 2k) formée de la
(i+1)ème ligne et des (dA+ dB− 2k− 1) dernières lignes de MatΨk.
On note srk,i le déterminant de cette matrice :
srk,i(A,B)= det
dA+ dB− 2k colonnes
1 ... XdB−k−1 1 ... XdA−k−1
dA+ dB− 2k lignes
X i
Xk
···
XdA+dB−k−1






ai (0) bi (0)
ak bk
···
···
···
···
(0) adA (0) bdB






Le nombre srk,i(A,B) est appelé (k, i)ème coeﬃcient sous-résultat associé à A et B.
Déﬁnition 98. Le k-ème polynôme sous-résultant associé à A et B, noté Srk(A, B), est le
polynôme déﬁni par
Srk(A,B)=
X
i=0
k
srk,i(A,B)Xi
Proposition 99. Nous avons les propriétés suivantes :
1. Lorsque i > k, srk,i(A,B)= 0 puisqu’il y a deux lignes identiques dans la matrice doncX
i=0
dA+dB−k−1
srk,i(A,B)Xi=
X
i=0
k
srk,i(A,B)Xi
est eﬀectivement un polynôme de degré k.
2. sr0,0(A,B)=Res(A,B).
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3. Lorsque dB < dA on obtient SrdB(A, B) = 0 (Srk(A, B) est déﬁni dans ce qui suit) et
srdB,dB(A,B)= (bdB)
dA−dB.
Déﬁnition 100. Le kème polynôme sous-résultant associé à A et B, noté Srk(A, B), est le
polynôme déﬁni par
Srk(A,B)=
X
i=0
k
srk,i(A,B)Xi
Comme nous l’avons vu dans la remarque précédente le degré de ce polynôme est eﬀectivement k.
Remarque 101. Attention à ne pas confondre les notations Srk et srk,i.
1.3 Lien entre sous-résultants et PGCD
Lemme 102. Pour tout k ∈ {0...inf(dA, dB)} on a Srk(A,B)∈ Im(Ψk).
Démonstration. Notons (ci,j)(i,j)∈{1...dA+dB−2k}×{0,dA+dB−k−1} les coeﬃcients de la matrice
Mat(Ψk).
On eﬀectue un développement de srk,j(A, B) par rapport à la première ligne, qui correspond, on
le rappelle, à la ligne i de la matrice Ψk :
srk,i(A,B)=
X
j=1
dA+dB−2k
(−1)1+ici,jmi,k
où mi,k est le déterminant de la matrice formée par les (dA + dB − 2k − 1) dernières lignes de
Mat(Ψk) et toutes les colonnes sauf la ième.
Le polynôme Srk(A,B) vaut
Srk(A,B)=
X
i=0
dA+dB−k−1
sri,k(A,B)X i=
X
i=0
dA+dB−k−1 X
j=1
dA+dB−2k
(−1)j+1ci,jmk,jXi
=
X
j=1
dA+dB−2k
(−1)j+1mk,j
X
i=0
dA+dB−k−1
ci,jX
i=
X
j=1
dA+dB−2k
(−1)j+1mk,jPj
avec Pj=
P
i=0
dA+dB−k−1 ci,jXi.
Rappelons que les ci,j sont les coeﬃcients de Mat(Ψk). Ainsi à j ﬁxé nous avons Pj=X j−1A pour
1� j� dB− k et Pj=X j−1−dB+kB pour dB− k+1� j� dA+ dB− 2k :
j
1 ... ↓ XdB−k−1 1 ... XdA−k−1
1
x
···
xdA+dB−k−1











a0 0X
0 (0) b0 (0)
a1 0X
1 ··· b1
···
···
··· a0
··· b0
adA a0X
j−1 a1 bq b1
···
···
···
···
···
adAX
dA+j−1
(0) (0) adA (0) bdB











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Ainsi les Pj appartiennent à Im(Ψk). Comme Im(Ψk) est stable par combinaison linéaire, Srk(A,
B)∈ Im(Ψk). �
Proposition 103. Soit D=PGCD(A,B), d= deg (D) et k ∈ {0...d}.
On a :
1. k <d⇔Ψk est non injective⇔Srk(A,B) =0⇔ srk,k(A,B)= 0
2. k= d⇒ srk,k(A,B) =/ 0 et Srk(A,B)=PGCD(A,B)
Démonstration.
1. k <d⇒Ψk non injective : il existe (A1, B1)=/ (0; 0) tels que A=A1D et B=B1D. Comme
d> k alors deg (A1) = dA− d� dA− k− 1 et deg (B1) = dB − d� dB − k− 1, de sorte que
(−B1, A1) appartient à K[x]dB−k−1 × K[x]dA−k−1, l’ensemble de départ de Ψk. On a de
plus Ψk(−B1;A1) =−B1A+A1B =−B1A1D+A1B1D= 0. Ainsi (−B1;A1) ∈Ker(Ψk) et
donc Ψk n’est pas injective.
Ψk non injective ⇒Srk(A, B) = 0 : comme Ψk n’est pas injective, les colonnes de Mk sont
linéairement dépendantes donc les « sous-colonnes » à k coeﬃcients le sont aussi, ainsi
les déterminants des matrices carrées k ×k extraites de Mk sont nuls, en particulier les
coeﬃcients sous-résultants sont nuls donc Srk(A,B) est nul.
Srk(A, B) = 0⇒ srk,k(A, B) = 0 : immédiat car srk,k(A, B) est le coeﬃcient dominant de
Srk(A,B).
srk,k(A,B)= 0⇒ k <d : c’est la contraposée de 2.
2. Si k= d, par le théorème de Bézout il existe U et V dans K[X] tels que deg (U)� dB− d−
1, deg (V )� dA− d− 1 et D=AU +BV donc U et V sont dans l’ensemble de départ de Ψd
donc Ψd(U , V )=D ∈ Im(Ψd).
D’autre part Im(Ψd), l’ensemble des polynômes AU +BV, est un idéal de K[X], principal
car K[X ] est euclidien donc principal.
Il est clair que tout diviseur commun à A et B divise tout élément de Im(Ψd), donc D divise
tout élément de Ψd, donc l’idéal Im(Ψd) est engendré par D.
Par le lemme précédent, Srd(A,B)∈ Im(Ψd) donc Srd(A,B) est un multiple de D. Comme
on a vu que deg (Srd(A,B))�d alors Srd(A,B)=λD,λ∈K. Comme srd,d(A,B)=/ 0,λ=/ 0,
donc à une constante multiplicative non nulle près, Srd(A,B)=PGCD(A,B). �
2 Calcul des coeﬃcients sous-résultants à partir d’une
matrice extraite de la matrice de multiplication
Dans cette partie nous généralisons au calcul des sous-résultants le théorème 93. Nous proposons
une nouvelle manière de calculer les sous-résultants grâce à des matrices extraites de la matrice de
multiplication.
2.1 Polynôme déterminantal et application au calcul des sous-résultants
Pour calculer les sous-résultants à partir de la matrice de multiplication nous serons amenés à
faire des opérations sur les colonnes ; nous introduisons la notion de polynôme déterminantal,
une autre façon de présenter le calcul des sous-résultants, qui permet de vériﬁer facilement que
les opérations sur les colonnes ne changent pas la valeur des polynômes sous-résultants (à une
constante multiplicative près)
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Déﬁnition 104. Soit M = (mi,j) une matrice de dimensions r × c à coeﬃcients dans K. On
suppose r� c.
On déﬁnit la matrice Mi, 0� i� c− r comme la matrice c× c formée des (c− 1) dernières lignes
de M et de la (i+1)-ème.
Mi=
ligne i→
↑
dernières (c− 1) lignes
↓











m1,1 ... m1,c
···
···
mi,1 mi,c
···
···
mr−(c−2),1 mr−(c−2),c
···
···
mr,1 ... mr,c











On déﬁnit le polynôme déterminantal de M, noté DetPol(M), comme
DetPol(M)=
X
i=0
c−r
det (Mi)X i
Avec cette notation il est clair que le kème polynôme sous-résultant associé à A et B est égal au
polynôme déterminantal de la matrice (13).
Observons que l’on peut faire facilement des combinaisons linéaires sur les colonnes de la matrice
intervenant dans un polynôme déterminantal. Comme de telles opérations reviennent à multiplier
la matrice à droite par une matrice inversible U nous avons plus précisément
Lemme 105. Pour toute matrice inversible U de dimension c× c nous avons
DetPol(MU)=Det(U)DetPol(M)
Démonstration. Faire des opérations sur les colonnes dans la matriceM revient à faire les mêmes
opérations sur les colonnes dans les matrices carrées Mi. Ainsi nous avons
DetPol(MU)=
X
i=0
c−r
det (MiU)X i=
X
i=0
c−r
det (Mi)det(U)X i=Det(U)DetPol(M)
�
2.2 Utilisation de la matrice de multiplication
Théorème 106. Rappelons que MB désigne la matrice de multiplication par B dans K[X ]/(A).
Notons MB,k,i la matrice carrée formée
• des dA− k premières colonnes de MB ;
• de la ième ligne de MB ;
• des dA− k− 1 dernières lignes de MB.
Alors on a
srk,i= det (Uk)adA
dB−kdet(MB,k,i)
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Où Uk est une matrice inversible dépendant uniquement de k. On explique dans la démonstration
à quoi correspond Uk.
Démonstration. Rappelons l’écriture de la matrice de Ψk :
MatΨk=
dA+ dB− 2k colonnes
1 ... XdB−k−1 1 ... XdA−k−1
dA+ dB− k lignes
1
x
···
xdA+dB−k−1








a0 (0) b0 (0)
a1 ··· b1
···
··· a0
··· b0
adA a1 bdB b1
···
···
···
···
(0) adA (0) bdB








Les dB − k premières colonnes de la matrice sont formées des coeﬃcients des polynômes
A,XA, ...XdB−k−1A dans la base canonique (1, ..., XdA+dB−k−1).
Les dA − k dernières colonnes de la matrice sont formées des coeﬃcients des polynômes
B,XB, ...XdA−k−1B dans la base canonique (1, ..., XdA+dB−k−1).
Pour tout l ∈ {0...dA− k− 1}, eﬀectuons la division euclidienne de X lB par A :
XlB=QlA+Rl avec deg (Rl)�deg (A)− 1= dA− 1
Remarquons que pour tout l∈ {0...dA− k− 1} on a
deg (Ql)= deg (X lB)− deg (A)� l+ dB− dA� dB− k− 1
Ceci implique que QlA peut être exprimé comme une combinaison linéaire des polynômes A,
XA, ...XdB−k−1A, autrement dit QlA peut être exprimé comme une combinaison linéaire des
dB− k premières colonnes de la matrice de Ψk.
Dans les dA − k dernières colonnes de la matrice de Ψk on va remplacer les coeﬃcients des
polynômes xlB par les coeﬃcients des polynômes Rl = xlB − QlA, ce qui correspond à des
combinaisons linéaires de la (dB − k + l)ème colonne et des (dB − k) premières, et ne change
donc pas la valeur du résultant à une constante multiplicative près, et cette constante multiplicative,
qui correspond au déterminant de la matrice inversible Uk correspondant aux opérations sur les
colonnes utilisées pour faire faire apparaître la matrice K, est la même pour tous les srk,0, ...,
srk,k comme on l’a vu dans le paragraphe précédent.
Comme deg (Rl)< deg (A)= dA on a rl∈Vect(1, X, ...XdA−1)
En notant K la matrice des coeﬃcients des rl on peut donc écrire
1 ... XdB−k−1 1 ... XdA−k−1
1
X
···
XdA−1
XdA
···
XdA+dB−k−1
















a0 (0)
a1 ··· K
··· a0
···
adA a1 0 ... 0
···
···
··· (0)
···
(0) adA 0 ... 0
















(14)
La matrice K étant constituée des restes de B,XB, ...,XdA−k−1B dans la division euclidienne par
A, elle est en fait constituée des dA− k premières colonnes de la matrice MB.
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Rappelons que srk,i correspond au déterminant de la matrice obtenue à partir de la matrice
précédente en prenant les dA+ dB− 2k− 1 dernières lignes et la ième.
D’après les règles de calcul de déterminants par blocs, seules les (dA−k−1)èmes lignes de K et la
ième vont intervenir car après combinaison linéaire on a fait apparaître un bloc nul sur les (dB−k)
dernières lignes et les (dA− k) dernières colonnes de Mat(Ψk) :
1 ... XdB−k−1 1 ... XdA−k−1
1
X
···
XdA−1
XdA
···
XdA+dB−k−1
















a0 (0)
a1 ··· K
··· a0
···
adA 0 ... 0
···
···
··· (0)
···
(0) adA 0 ... 0
















↑
dA
↓
↑
dB− k
↓
i
↑ ↑
dA+ dB− 2k− 1 dA− k− 1
↓
↓
D’après les règles de calcul de déterminants par blocs on obtient bien
srk,i= det (Uk)adA
dB−kdet(MB,k,i) (15)
où Uk est la matrice inversible correspondant aux opérations sur les colonnes utilisées pour faire
apparaître K (donc det (Uk)=/ 0)
et où MB,k,i est la matrice carrée formée
• des dA− k premières colonnes de MB ;
• de la ième ligne de MB ;
• des dA− k− 1 dernières lignes de MB. �
Corollaire 107. A une constante multiplicative non nulle près,
Srk(A,B) =
X
i=0
k
det (MB,k,i)X i
3 Résultant de deux polynômes de Ore
La notion de résultant (et de sous-résultant) de polynômes de Ore a été étudiée par Chardin
[Cha] dans le cas des opérateurs diﬀérentiels (σ= Id) puis par Li [Li] dans un cadre général. Nous
redéﬁnisssons ces notions à partir de la matrice de multiplication à droite.
Après avoir rappelé les règles de calcul sur les polynômes dans un anneau de Ore, nous donnerons
une déﬁnition du résultant de deux polynômes dans un tel anneau. Nous montrons que les
propriétés fondamentales des résultants sont conservées.
3.1 Utilisation de la matrice de multiplication à droite
3.1.1 Idée générale
On peut déﬁnir, tout comme dans la cas commutatif, l’application
Ψ: K[X,σ , δ] → K[X,σ , δ]
(U , V ) 7→ UA+VB
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L’absence de commutativité rend une écriture de MatΨ plus diﬃcile à expliciter. Par exemple,
si δ ≡ 0, on a pour tout entier k, XkA=XkP
i=0
dA aiX
i=
P
i=0
dA XkaiX
i=
P
i=0
dA σk(ai)X i+k et la
matrice devient
dA+ dB colonnes
A ... XdB−1A B ... XdA−1B
dA+ dB lignes
1
x
···
XdA+dB−1













a0 (0) b0 (0)
a1 σ(a0) b1 σ(b0)
··· σ(a1) σdB−1(a0) ··· σ(b1) σdA−1(b0)
adA
··· σdB−1(a1) bdB ··· σdA−1(b1)
σ(adA) ··· σ(bdB) ···
(0) σdB−1(adA) (0) σdA−1(bdB)













D’autres exemples seront posés plus tard avec δ≡/ 0.
On ne va pas utiliser cette formule explicite, mais s’intéresser à la déﬁnition formelle de la matrice,
comme matrice formée des vecteurs colonnes (A,XA, ...XdB−1A,B,XB, ...XdA−1B).
Comme K[X, σ , δ] est euclidien, on peut immédiatement généraliser au cas non commutatif le
théorème (93) : les quotients des XkB dans la division euclidienne à droite par A peuvent être
exprimés comme des combinaisons linéaires des colonnes A, XA, ...XdB−1A ( remarquons que
les Xk sont multipliés par A à droite, ainsi il s’agit bien d’une division à droite ). Ainsi, par
combinaison linéaire des colonnes, on peut changer les XkB en XkB mod A, et faire apparaître
une matrice de la même forme que (14)
Ainsi, la partie inférieure gauche de la matrice est triangulaire à coeﬃcients diagonaux non nuls,
le déterminant de cette matrice est donc égal à celui de MB à une constante multiplicative non
nulle près.
On va utiliser cette idée pour déﬁnir le résultant de deux polynômes de Ore.
Dans l’exemple donné ici on avait δ ≡ 0 mais on va voir que les résultats se généralisent pour δ
quelconque.
3.1.2 Matrice de multiplication à droite et nouvelle déﬁnition du résultant
On note à nouveau dA=deg (A) et dB=deg (B). On suppose dA� dB.
Notons K[X,σ , δ]/(A) l’ensemble des restes des polynômes de K[X,σ , δ] dans la division à droite
par A. C’est un K-espace vectoriel de dimension dA dont une base est 1, X...XdA−1.
Notons MB la matrice dont les vecteurs colonnes sont formés des coeﬃcients des restes des XiB
pour i∈ {0...p− 1} dans la division à droite par A dans la base 1, X...XdA−1.
MB=
�
BmodA | XBmodA | ... | XdA−1BmodA

MB est la matrice associée à l’application linéaireMB de multiplication à droite par B dans K[X,
σ , δ]/(A) :
MB:

K[X,σ, δ]/(A) → K[X,σ , δ]/(A)
P 7→ PBmodA
On va déﬁnir le résultant de deux polynômes de Ore comme le déterminant de cette matrice :
Déﬁnition 108. Le résultant des deux polynômes de Ore A et B, à nouveau noté Res(A, B) est
déﬁni par
Res(A,B) =det (MB)
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Remarque 109. Cette formule permet de retrouver le résultant dans le cas commutatif à une
constante multiplicative non nulle près.
3.2 Propriétés du résultant de deux polynômes de Ore
Le plus grand diviseur commun de A et B pour la division euclidienne à droite sera noté RGCD(A,
B).
Proposition 110. L’application linéaire MB est de rang maximal dA si et seulement si A et B
sont premiers entre eux à droite (c’est à dire si RGCD(A,B)= 1).
Démonstration. Si MB est de rang maximal, c’est un isomorphisme donc 1 ∈ Im(MB). Ainsi
il existe P ∈K[X, σ , δ]/(A) tel que PB=1. On peut considérer que P ∈K[X, σ, δ] avec dP <dA.
Ceci signiﬁe qu’il existe L∈K[X,σ , δ] tel que PB=1+LA soit PB −LA=1. Une telle relation
de Bézout9 implique que RGCD(A,B) =1.
Réciproquement, si RGCD(A, B) = 1, la relation de Bézout précédente existe c’est à dire PB −
LA = 1 avec dP < dA, autrement dit PB mod A = 1. Comme10 dP < dA, P est dans l’ensemble
de départ de MB et MB(P ) = 1. En multipliant à gauche par Xk, k � dA − 1, on a donc
Xk(PB −LA) =Xk1=Xk∈ Im(MB). Donc Im(MB) contient une suite de polynômes de degrés
échelonnés {0...dP − 1}, donc Im(MB)=K[X,σ , δ]/(A) et MB est de rang maximal. �
Corollaire 111. Les polynômes A et B sont premiers entre eux à droite si et seulement si
det (MB)=/ 0 soit Res(A,B)=/ 0.
Proposition 112. Pour tous A,B,C ∈K[X,σ , δ], on a Res(A,BC)=Res(A,B)Res(A,C).
Démonstration. Res(A,BC)=det (MBC)=det (MCMB)=det (MC)det(MB)=Res(A,B)Res(A,
C). �
La proposition suivante est une généralisation de la proposition 110. Nous utiliserons cette
proposition pour introduire un nouvel algorithme de recherche du PGCD de deux polynômes
de Ore.
Proposition 113. Soient A, B ∈K[X, σ , δ] et D=RGCD(A, B), alors deg (D) = dA− rk(MB)
où rk(MB) désigne le rang de l’application linéaire MB.
Plus précisément, Im(MB) est un idéal à gauche de K[X,σ, δ]/(A) engendré par D (on utilise ici
le terme d’idéal à gauche par commodité mais il faut bien prendre garde au fait que K[X,σ, δ]/(A)
n’est pas nécessairement un anneau ; cependant les degrés des polynômes qui interviennent sont
choisis de façon à ce que les opérations eﬀectuées soient des opérations dans K[X,σ , δ]).
Démonstration. On généralise la preuve de la proposition 110 : si RGCD(A,B)=D, la relation
de Bézout est vériﬁée : il existe P et L dans K[X, σ, δ] tels que PB + LA =D avec notamment
dP < dA − dD, autrement dit PB mod A = D. Comme dP < dA − dD, P est dans l’ensemble
de départ de MB et MB(P ) = D. En multipliant à gauche par Xk, k � dA − 1, on a donc
Xk(PB+LA)=XkD ∈ Im(MB).
9. L’ensembleK[X,σ , δ]/(A) n’est pas un anneau euclidien a priori mais on s’est ramené à des polynômes deK[X,
σ, δ] qui, lui, est un anneau euclidien ce qui garantit l’existence d’une relation de Bézout.
10. Ce point est important est sera utilisé souvent dans ce paragraphe. Comme on travaille avec des polynômes de
degré strictement inférieur à dA, on n’a pas besoin de quotienter et les opérations dans K[X,σ, δ]/(A) se ramènent
en fait à des opérations dans l’anneau K[X, σ, δ].
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Par déﬁnition du RGCD, il est impossible d’avoir dans Im(MB) un polynôme de degré strictement
inférieur à dD donc dim (Im(MB)) � dA − dD − 1. Or on vient de voir que la famille {D,
XD, ..., XdA−dD−1D} est dans Im(MB), et cette famille est libre car les polynômes sont de
degrés échelonnés. On a donc exactement dim (Im(MB))=dA−dD−1 et Im(MB)=<D,XD, ...,
XdA−dD−1D> . �
Corollaire 114. D est l’unique polynôme de degré minimal dans Im(MB).
4 Application : algorithme de recherche du PGCD de deux
polynômes de Ore
De la proposition précédente on déduit l’algorithme suivant :
4.1 Algorithme de recherche du PGCD
Algorithme 2
Entrée : A et B de degrés dA et dB.
Sortie : RGCD(A,B)
• B<0>←BmodA
• pour i de 1 à (d− 1) faire
B<i>←XB<i−1>modA
• ﬁn pour
• Construire MB=(B<0>|B<1>|...|B<d−1>)
• Ecrire MB sous forme échelonnée.
• Les vecteurs colonnes de la matrice représentent les coeﬃcients de polynômes de K[X,σ,
δ]/(A). D’après la proposition 113 et son corollaire, la colonne associée au polynôme de
plus petit degré donne les coeﬃcients de D.
MB=
Coeﬃcients de D
↓
















0 ... 0 × × ... ×
···
···
···
×
0 ···
··· × ...
0 ···
··· ×
0
···
0 ... 0 0 0 ... 0
















4.2 Etude de la complexité
La complexité de l’algorithme sera comptabilisée en nombre d’opérations dans K.
Lemme 115. Il est possible de calculer B mod A avec une complexité de O(dA(dB − dA))
opérations.
Remarque 116. Ce coût est quasiment linéaire en dB lorsque le degré A est petit ou au contraire
proche de celui de B. Comme dA� dB on peut majorer ce coût par O(dB
2
2
).
79
Reprenons chaque étape de l’algorithme :
• B<0>←BmodA
D’après le lemme précédent le coût de cette opération est en O(dA(dB− dA)).
• pour i de 1 à (dA− 1) faire B<i>←XB<i−1>modA
Seul le monôme dominant de XB<i−1> est éventuellement de degré dA et doit donc être
divisé à droite par A. Cela nécessite O(dA) opérations dans K ; en eﬀet, si on reprend la
méthode du lemme précédent, comme le monôme que l’on divise est de degré dA, une seule
itération suﬃt pour obtenir un reste de degré �p− 1.
Comme on répète cette opération (dA− 1) fois on a une complexité de O(dA(dA− 1))
• EcrireMB sous forme échelonnée : pour écrireMB sous cette forme on va utiliser la méthode
du pivot de Gauss. On rappelle que chaque étape du pivot de Gauss peut être considérée
comme une multiplication matricielle, et qu’il y a en tout dA étapes. Si on suppose que le
coût d’une multiplication matricielle est en O(dA
µ), le coût de l’écriture de MB sous forme
échelonnée est donc de O(dA
1+µ).
Comme µ� 1, ﬁnalement la complexité de l’algorithme est en O(dA1+µ+ dA(dB− dA)).
5 Sous-résultants de deux polynômes de Ore
Dans cette partie nous déﬁnissons les sous-résultants de deux polynômes de Ore en nous basant
sur les opérateurs de Ore tels qu’ils sont introduits par exemple dans la thèse de Ziming Li [Li].
Dans un souci d’adapter ses résultats à notre travail, le formalisme de certaines notions sera
cependant simpliﬁé. En eﬀet, Li manipule des polynômes de Ore à coeﬃcients dans un anneau,
nous utilisons des polynômes de Ore à coeﬃcients dans un corps. Li introduit également la notion
de modules de polynômes de Ore aﬁn de pouvoir utiliser les polynômes de Ore pour modéliser des
problèmes d’équations diﬀérentielles linéaires non homogènes. Notre motivation étant de trouver
des méthodes de recherche de PGCD, nous continuerons pour notre part à travailler dans des
anneaux de polynômes de Ore comme nous le faisons jusqu’à présent. Le fait de se placer dans un tel
ensemble (anneau de polynômes de Ore à coeﬃcients dans un corps) est plus restrictif mais permet
de simpliﬁer notablement l’énoncé et la démonstration de certains résultats que nous redonnerons
dans ce contexte.
On se place sur l’anneau des polynômes K[X ].
5.1 Opérateurs de Ore
Déﬁnition 117. On appelle opérateur de Ore toute application Θ: K[X] → K[X ] vériﬁant les
propriétés suivantes :
• Θ(P +Q)=Θ(P ) +Θ(Q) pour tous P , Q∈ K[X].
• Θ(Xn)=Xn+1
• deg (Θ(A))= degA+1 pour tout A∈K[X ].
• (règle multiplicative) Il existe deux applications σ et δ de K dans lui-même telles que pour
tout a∈K et A∈K[x],
Θ(aA)= σ(a)Θ(A)+ δ(a)A (16)
On déﬁnit Θk(A)=Θ ◦Θ... ◦Θ(A) (k fois).
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Le lemme suivant sera réutilisé dans les parties suivantes pour déterminer de façon explicite les
coeﬃcients dominants de certains polynômes, qui donneront les coeﬃcients diagonaux de certaines
matrices :
Lemme 118. Si A =
P
i=0
dA aiX
i alors deg (Θk(A)) = deg (A) + k et le coeﬃcient dominant de
Θk(A) est σk(adA).
Démonstration. Notons A˜=adA
−1P
i=0
dA aiX
i. A˜ est un polynôme de coeﬃcient dominant 1 et on
a A= adAA˜.
Θk(A) = Θk(adAA˜) = Θk−1(Θ(adAA˜)) = Θk−1(σ(adA)Θ(A˜) + δ(adA)A˜) = Θk−1(σ(adA)Θ(A˜)) +
Θk−1(δ(adA)A˜))
Comme deg (Θk−1(σ(adA)Θ(A˜)) = deg (A˜) + k et deg (Θk−1(δ(adA)A˜) = deg (A˜) + k −
1, le terme dominant est à chercher dans Θk−1(σ(adA)Θ(A˜)) = Θk−2(Θ(σ(adA)Θ(A˜))) =
Θk−2(σ(σ(adA))Θ2(A˜) + δ(σ(adA)Θ(A˜))
En répétant k fois ce procédé de manière récursive on voit que le coeﬃcient dominant de Θk(A) est
égal au coeﬃcient dominant de σk(adA)Θk(A˜). Comme le coeﬃcient dominant de A˜ est 1, c’est
également le cas pour Θk(A˜) (par linéarité de Θ).
Ainsi le coeﬃcient dominant de σk(adA)Θk(A˜) donc de Θk(A) est bien égal à σk(adA) × 1 =
σk(adA). �
La proposition suivante permet de faire le lien avec ce qui été introduit dans la partie précédente :
Proposition 119. Soit Θ un opérateur de Ore déﬁni comme dans ce qui précède, alors
• σ est injective
• σ(a+b)= σ(a)+ σ(b) pour a, b∈K
• σ(ab)= σ(a)σ(b) pour a, b∈K ( ce qui implique entre autres σ(1)= 1)
• δ(a+ b)= δ(a)+ δ(b) pour a, b∈K
• δ(ab)=σ(a)δ(b) + δ(a)b
Réciproquement, si σ et δ satisfont aux propriétés précédentes, alors il existe un unique
opérateur de Ore satisfaisant à la règle multiplicative de la déﬁnition.
Dans ce cas σ est appelé conjugaison et δ est appelé pseudo-dérivation.
Démonstration. Soient a, b∈K. D’après la règle 16, on a
Θ((a+ b)X)= σ(a+ b)X2+ δ(a+ b)X
mais aussi, comme Θ est linéaire,
Θ((a+ b)X)=Θ(aX + bX)=Θ(aX) +Θ(bX)= (σ(a) +σ(b))X2+(δ(a) + δ(b))X
Ce qui prouve par identiﬁcation que σ(a+ b) =σ(a) +σ(b) et δ(a+ b)= δ(a)+ δ(b).
En prenant b=0 on obtient Θ(aX)=σ(a)X2+ δ(a)X. Comme il est nécessaire que deg (Θ(aX))=
deg (aX) + 1, si a=/ 0 alors σ(a) =/ 0. Ceci, avec la règle σ(a+ b)= σ(a) + σ(b), prouve que σ est
injective.
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En reprenant la règle 16 on peut écrire
Θ((ab)X) =σ(ab)X2+ δ(ab)X
et
Θ((ab)X)=Θ(a(bX))= (σ(a)σ(b))X2+(σ(a)δ(b)+ δ(a)b)X
ce qui par identiﬁcation des coeﬃcients donne σ(ab)= σ(a)σ(b) et δ(ab)= σ(a)δ(b)+ δ(a)b.
Réciproquement, supposons que σ et δ satisfont aux conditions précédentes. Supposons qu’il existe
un opérateur de Ore Θ associé à σ et δ, alors nécessairement Θ doit satisfaire 16 et pour tout
monôme aXn on a Θ(aXn)= σ(a)Θ(Xn) + δ(a)Xn et Θ(Xn)=Xn+1.
On pose ainsi
Θ(aXn) =σ(a)Xn+1+ δ(a)Xn (17)
Ceci montre l’existence de Θ:aXn 7→σ(a)Xn+1+ δ(a)Xn, qui est bien un opérateur de Ore, et son
unicité, car Θ est déﬁni de manière unique sur les éléments d’une base de K[X]. �
Remarque 120. Dans ce cas on a δ(1)= 0 (en eﬀet δ(b)= δ(1b) = σ(1)δ(b)+ δ(1)b= δ(b) + δ(1)b
donc pour b=/ 0 on obtient bien δ(1)= 0).
5.2 Sous-résultants de deux polynômes de Ore
Déﬁnition 121. On garde les notations précédentes. Pour 0�k�dA, on déﬁnit le k-ème polynôme
sous-résultant comme
Srk(A,B)=DetPol(Mat(A,Θ (A), ...ΘdB−k−1(A), B,Θ(B), ...,ΘdA−k−1(B)))
où Mat(...) désigne la matrice dont les vecteurs colonnes sont les coeﬃcients des polynômes qui
interviennent.
Les coeﬃcients d’un polynôme sous-résultant sont, comme dans le cas commutatif, appelés
les coeﬃcients sous-résultants. Le coeﬃcient associé au monôme Xi sera comme dans le cas
commutatif noté srk,i. Ainsi on retrouve la même notation :
Srk(A,B)=
X
i=0
k
srk,i(A,B)Xi
Exemple 122. On considère deux polynômes de Ore A = a3X3 + a2X2 + a1X + a0 et B =
b2X
2+ b1X + b0.
La formule 17 et la linéarité de Θ permettent d’établir les résultats suivants :
Θ(A)= σ(a3)X4+(δ(a3)+ σ(a2))X3+(δ(a2)+ σ(a1))X2+(δ(a1)+ σ(a0))X + δ(a0)
Θ(B)= σ(b2)X3+(δ(b2) +σ(b1))X2+(δ(b1)+ σ(b0))X + δ(b0)
Θ2(B)= σ2(b2)X4
+(δ(σ(b2)) +σ(δ(b2)) +σ2(b1))X3
+(δ2(b2)+ δ(σ(b1))+ σ(δ(b1))+ σ2(b0))X2
+(δ2(b1)+ δ(σ(b0))+ σ(δ(b0)))X
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+δ2(b0)
Ainsi nous avons
Sr2(A,B)=DetPol(B)=DetPol


b0
b1
b2

= b0+ b1X + b2X
2=B
Sr1(A,B)=DetPol(A,B,Θ(B))
=DetPol




a0 b0 δ(b0)
a1 b1 δ(b1)+ σ(b0)
a2 b2 δ(b2)+ σ(b1)
a3 0 σ(b2)




=






a0 b0 δ(b0)
a2 b2 δ(b2) +σ(b1)
a3 0 σ(b2)






+






a1 b1 δ(b1) +σ(b0)
a2 b2 δ(b2) +σ(b1)
a3 0 σ(b2)






X
Sr0(A,B)=DetPol(A,Θ(A), B,Θ(B),Θ2(B))
=











a0 δ(a0) b0 δ(b0) δ2(b0)
a1 δ(a1)+ σ(a0) b1 δ(b1)+ σ(b0) δ2(b1)+ δ(σ(b0))+ σ(δ(b0))
a2 δ(a2)+ σ(a1) b2 δ(b2)+ σ(b1) δ2(b2)+ δ(σ(b1))+ σ(δ(b1))+ σ2(b0)
a3 δ(a3)+ σ(a2) 0 σ(b2) δ(σ(b2))+ σ(δ(b2))+ σ2(b1)
0 σ(a3) 0 0 σ2(b2)











6 Calcul des coeﬃcients sous-résultants de deux polynômes
de Ore à partir d’une matrice de multiplication
Soit K un corps, σ un automorphisme de K et δ une σ-dérivation.
On déﬁnit l’anneau des polynômes de Ore K[X, σ, δ]. Pour toute constante a on rappelle que
Xa= σ(a)X + δ(a).
6.1 Liens entre les deux points de vue sur les polynômes de Ore
On considère l’application Θ:P 7→XP pour tout polynôme de Ore P .
Proposition 123. L’application Θ ainsi déﬁnie est un opérateur de Ore associé à la conjugaison
σ et la pseudo-dérivation δ.
Démonstration. Pour tous P , Q∈K[X],Θ(P +Q)=X(P +Q)=XP +XQ=Θ(P )+Θ(Q)
Θ(Xn)=XXn=Xn+1
Il est évident que deg (Θ(P ))= deg (XP ) =deg (P )+ 1
Pour a ∈K, on a Θ(aP ) =XaP = (Xa)P = (σ(a)X + δ(a))P = σ(a)XP + δ(a)P = σ(a)Θ(P ) +
δ(a)P.
Les quatre points de la déﬁnition sont vériﬁés, Θ est bien un opérateur de Ore. �
6.2 Généralisation de la formule vue dans le cas commutatif
Dans cette partie on va généraliser au cas des polynômes de Ore la formule (15).
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D’après ce qu’on a vu dans la partie précédente, le k-ème polynôme sous-résultant associé à A et
B est ici déﬁni par
Srk(A,B)=DetPol(A,Θ(A), ...,ΘdB−k−1(A), B,Θ(B), ...,ΘdA−k−1(B))
Srk(A,B)=DetPol(A,XA, ..., XdB−k−1A,B,XB, ..., XdA−k−1B)
Srk(A,B)=
Xk
i=0
srk,i(A,B)X i
Notons M la matrice dont les vecteurs colonnes sont les coeﬃcients de (A,XA, ...,XdB−k−1A,B,
XB, ..., XdA−k−1B) dans la base canonique de K[X ]dA+dB−k−1 :
dA+ dB− 2k colonnes
A ... XdB−k−1A B ... XdA−k−1B
M = dA+ dB− k lignes
1
X
···
XdA+dB−k−1











a0 ... × b0 ... ×
a1 b1
···
···
adA
··· bdB
···
σ(adA) σ(bdB)
···
···
(0) σdB−k−1(adA) σdA−k−1(bdB)











Par déﬁnition de DetPol, srk,i(A,B) est le déterminant de la matrice extraite de M constituée des
dA+ dB− 2k− 1 dernières lignes de M et de la (i+1)ème.
srk,i(A,B)=
dA+ dB− 2k colonnes
1 ... XdB−k−1 1 ... XdA−k−1
dA+ dB− 2k lignes
Xi
Xk
Xk+1
···
XdA+dB−k−1

















ai ... × bi ... ×
ak ... × bk ... ×
ak+1 bk+1
···
···
adA
··· bdB
···
σ(adA) σ(bdB)
···
···
(0) σdB−k−1(adA) σdA−k−1(bdB)

















Nous en déduisons la formule suivante généralisant celle vue dans le cas commutatif :
Théorème 124. Rappelons que MB est la matrice de multiplication par B dans K[X,σ , δ]/(A).
Notons MB,k,i la matrice formée
• des dA− k premières colonnes de MB
• de la ième ligne de MB
• des A− k− 1 dernières lignes de MB
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Le coeﬃcient sous résultant srk,i(A,B) vaut
srk,i(A,B)=
YdB−k
j=0
σj(adA)× det (MB,k,i)
Démonstration. La démonstration donnée dans le cas commutatif fait intervenir des opérations
sur les colonnes de la matrice pour faire apparaître les restes des X jB dans la division euclidienne
par A. Cette opération se généralise au cas non commutatif où l’anneau K|X, σ , δ | est lui aussi
muni d’une division euclidienne.
On ne va pas rappeler cette démonstration, seulement les étapes importantes et les changements
par rapport au cas commutatif.
En notant K la matrice des coeﬃcients des restes des X jB(0 � j � p − k − 1) dans la division
euclidienne à droite par A on peut écrire
1 ... XdB−k−1 1 ... XdA−k−1
1
···
XdA−1
XdA
···
XdA+dB−k−1

















a0 ... ×
a1 ... × K
···
adA
··· 0 ... 0
σ(adA) ··· ···
···
(0) σdB−k−1(adA) 0 ... 0

















La matrice K est constituée des restes de B, XB, ..., XdA−k−1B dans la division euclidienne par
A ce qui revient à dire qu’elle est constituée des dA− k premières colonnes de la matrice MB.
Rappelons que srk,i correspond au déterminant de la matrice obtenue à partir de la matrice
précédente en prenant les dA+ dB− 2k− 1 dernières lignes et la ième.
D’après les règles de calcul de déterminants par blocs, seules les (dA− k − 1)èmes lignes de K et
la i-ème vont intervenir car après combinaison linéaire on a fait apparaître un bloc nul sur les
(dB− k) dernières lignes et les (dA− k) dernières colonnes :
D’après les règles de calcul de déterminants par blocs on obtient bien
srk,i(A,B)=
YdB−k
j=0
σj(adA)× det (MB,k,i)
�
Le seul véritable changement par rapport au cas commutatif est l’apparition du terme
QdB−k
j=0
σj(adA)
au lieu d’une simple exponentiation de adA. Cependant comme adA =/ 0 et que σ est un
automorphisme, tous les σj(adA) sont non nuls donc
QdB−k
j=0
σj(adA) =/ 0 et on retrouve bien le
corollaire important observé dans le cas commutatif à savoir
Corollaire 125. srk,i(A,B)=/ 0⇔ det (MB,k,i)=/ 0
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Troisième partie :
Métrique rang et cryptosystème LRPC
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Chapitre V :
Codes correcteurs en métrique rang, applications à
la cryptographie
La métrique rang a été introduit en 1985 dans [Gab1] comme une alternative à la métrique
de Hamming. Peu adaptée à une utilisation concrète en théorie des codes car les canaux de
transmission ne permettent pas de modéliser eﬃcacement les erreurs dans cette métrique, elle
est en revanche bien adaptée à une utilisation cryptographique.
Avant d’introduire le cryptosystème LRPC dans le prochain chapitre, nous rappelons ici
les résultats fondamentaux sur la métrique rang. Nous expliquons comment les premiers
cryptosystèmes basés sur des codes très structurés ont pu être attaqués ce qui a motivé
l’introduction de cryptosystèmes basés sur des codes moins structurés. Nous redonnons le problème
du décodage par syndrome en métrique rang et les algorithmes utilisés pour résoudre ce problème.
La plupart des résultats généraux de ce chapitre ont été tirés de [Loi] et [Loi3].
1 Déﬁnitions
On reprend les notations du chapitre 1. On considère un code linéaire C de longueur n dont
l’alphabet est le corps ﬁni Fqm. Les mots du code C sont des vecteurs de (Fqm)n que l’on choisit
par convention de représenter en ligne.
On a vu au chapitre 2 que tout élément de Fqm pouvait être exprimé comme un vecteur de (Fq)m.
Ainsi, si on choisit de représenter ces vecteurs en colonne, chaque mot de C peut être représenté
par une matrice de (Fq)m×n de la manière suivante :
Soit B=(β1, ..., βm) une base de Fqm comme Fq-espace vectoriel. Soit x=(x1, ..., xn)∈C⊂ (Fqm)n
un mot du code C. On va associer à ce mot la matrice à m lignes et n colonnes dont la colonne i est
égale au vecteur t(x1,i, x2,i, ..., xm,i) représentant les coeﬃcients du vecteur xi dans la base (β1, ...,
βm). La matrice ainsi associée à x sera notée Mat(x) où simplement X s’il n’y a pas d’ambiguïté.
(Fpm)
n → (Fp)m×n
( x1, ..., xn )
Mat : x=(x1, ..., xn) 7→ X =


x1,1 ... x1,n
···
···
xm,1 ... xm,n


β1
···
βm
88
Cette façon de représenter les éléments de (Fqm)n va nous permettre de déﬁnir une nouvelle
métrique sur (Fqm)n :
Déﬁnition 126. Métrique rang :
Soit x=(x1, ..., xn) un élément de (Fqm)
n , le poids rang de x, noté wr(x), est égal au rang de la
matrice X :
wR(x)= rk(X) (18)
Soit y=(y1, ..., yn) un autre élément élément de (Fpm)n, la distance rang de x à y, notée dr(x, y),
est égale au rang de la matrice correspondant au vecteur (x− y) :
dR(x, y)= rk(X −Y ) (19)
On vériﬁe que l’on déﬁnit bien ainsi une distance sur (Fqm)n :
Proposition 127. La distance rang est une distance au sens classique du terme sur (Fqm)
n. Ainsi,
l’espace vectoriel (Fqm)
n (ou plus généralement tout code linéaire C sur Fqm) peut être muni d’une
structure d’espace métrique grâce à cette distance.
Démonstration. Il est immédiat que dr(x, y)= dr(y, x) (symétrie)
dr(x, y) =0⇔Mat(x− y) est de rang 0⇔x− y=0m×n ⇔x= y (séparation)
Soit un troisième vecteur z alors dr(x, z) = rk(X − Z) = rk(X − Y + Y − Z). Supposons ce
qui ne restreint pas la généralité que z = 0. Notons y = (y1, ..., yn). On veut montrer que
dr(x, 0) � dr(x, y) + dr(y, 0) soit rk(X) � rk(X − Y ) + rk(Y ). Si rk(Y ) � rk(X) le résultat est
immédiat, dans le cas contraire si on note r le rang de rk(Y ) alors il existe une base dans laquelle
y peut s’écrire (y1, ..., yr,0, ...,0). Si on calcule x− y dans cette base les (n− r) dernières colonnes
sont égales aux (n− r) dernières colonnes de x, ainsi le rang du vecteur x− y est au moins égal
au rang du vecteur obtenu en ne prenant que les (n − r) dernières colonnes de x, et ce rang est
minoré par rk(X)− r. On obtient ﬁnalement
rk(X −Y )+ rk(Y )� rk(X)− r+ r� rk(X)
Ce qui montre l’inégalité triangulaire. �
Exemple 128. On choisit p=2, m=4 et n=5. On se place donc sur F16=∼F2[X]/C2,4 tel qu’il
a été introduit au chapitre 2. On considère le vecteur x= (1, 0, α4, α11,α12)∈ (F16)5. En écrivant
les coordonnées du vecteur en colonne dans F2[X ]/C2,4 nous pouvons identiﬁer ce vecteur avec la
matrice à m=4 lignes, n=5 colonnes et à coeﬃcients dans Fp=F2 :
Mat(1, 0,α4,α11,α12) =




1 0 1 0 1
0 0 1 1 1
0 0 0 1 1
0 0 0 1 1




Dans cette matrice les colonnes c1, c3 et c4 sont indépendantes, par contre c5= c1+ c3 donc elle est
de rang 3 et le poids rang de x vaut wR(x)= 3.
On peut remarquer que dans cet exemple le poids de Hamming est supérieur au poids rang puisque
wH(x)= 4. C’est une propriété générale :
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Proposition 129. Comparaison entre la métrique rang et la métrique de Hamming :
Notons wH(x) le poids de Hamming d’un mot x et dH(x, y) la distance de Hamming entre x et y,
alors
wR(x)�wH(x)
On en déduit immédiatement :
dR(x, y)� dH(x, y)
Démonstration. Le rang de la matrice Mat(x) est majoré par le nombre de colonnes non nulles
de cette matrice qui correspond au poids de Hamming. �
Remarquons que si m = 1 alors pour tout vecteur x on a Mat(x) = x, par contre en général
wr(x)<wH(x), par exemple sur (F21)n le vecteur (1, ..., 1) a pour poids rang 1 et pour poids de
Hamming n. Cet exemple met en avant le fait que si l’alphabet du code est (Fq1) le poids rang d’un
mot est soit 0 soit 1 ; ainsi, l’utilisation de la distance rang devient pertinente lorsque l’alphabet
est Fqm avec m> 1.
2 Codes en métrique rang
2.1 Déﬁnitions
On déﬁnit dans cette partie la notion de code en métrique rang. On retrouve beaucoup de
déﬁnitions et de propriétés du chapitre 1 qui se généralisent à la métrique rang :
Déﬁnition 130. Un code en métrique rang de longueur n sur le corps Fqm, noté C, est un sous-
ensemble de (Fqm)
n, où cet espace, vu comme un espace métrique, est muni de la distance rang.
S’il n’y a pas d’ambiguïté on parlera de code rang ou même simplement de code puisque dans ce
chapitre et le suivant nous n’utiliserons que des codes en métrique rang.
Un tel code est dit linéaire si c’est un sous-espace vectoriel de (Fqm)n.
La distance minimale d’un code rang est d=
déf
min
x=/ y∈C
dR(x, y). Dans le cas d’un code linéaire ce
nombre est égal à d=min
x∈C
wR(x).
Si un code rang linéaire C a pour longueur n, dimension k et distance minimale d, on dira que C
est un code [n, k, d]r. On n’aura pas toujours besoin de mentionner la distance minimale, dans ce
cas on dira que C est un code [n, k]r.
Tout comme pour les codes linéaires en métrique de Hamming, on retrouve pour les codes rang
linéaire les notions de matrice génératrice, de matrice de parité et de code dual qui sont déﬁnies
de manière identique.
2.2 Bornes sur les codes en métrique rang
On retrouve les équivalents des bornes en métrique de Hamming.
2.2.1 Borne de Singleton
La borne de Singleton donne une borne sur la capacité de correction :
Proposition 131. Borne de Singleton :
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Soit Aqm(n, d) le nombre maximal de mots dans un code rang sur Fqm de longueur n et distance
minimale d, alors
|C |� qmin(m(n−d+1),n(m−d+1))
Dans le cas des codes linéaires avec n�m cette inégalité équivaut à
d�n− k+1
Si n>m on peut réécrire
d� 1+

(n− k)m
n

Déﬁnition 132. Si n�m et |C |= qm(n−d+1), soit d= n− k+ 1 pour un code linéaire, alors on
dit que le code est MRD (pour Maximum Rank Distance). C’est l’équivalent des codes MDS pour
la distance rang.
2.2.2 Borne de Gilbert-Varshamov
La borne de Gilbert-Varshamov permet d’assurer l’existence de codes rang pour certains
paramètres :
Le nombre d’éléments S(m, q, t) dans une sphère de rayon t dans (Fqm)n, est égal au nombre de
matrices q-aires de rang t. Pour t=0, S0=1, puis ([Loi3])
S(n,m, q, t)=
Yt−1
j=0
(qn− qj)(qm− qj)
qt− qj
Remarque 133. La quantité
Qt−1
j=0
qm− qj
qt− qj , appelée binôme de Gauss et notée

m
t

q
, est égale au
nombre d’espaces vectoriels de dimension t dans Fqm. C’est une généralisation du binôme de
Newton.
A partir de cette formule nous déduisons le volume d’une boule B(n, m, q, d) de rayon d dans
(Fqm)
n :
B(n,m, q, d)=
Xd
i=0
S(n,m, q, i)
Proposition 134. Il est possible de construire un code rang linéaire C[n, k, d]r lorsque
B(n,m, q, d)< qm(n−k)
La borne de Gilbert-Varshamov d’un code rang linéaire sur Fqm, notée GVR(n,k,m, q) est le plus
petit entier d˜ tel que B
�
n,m, q, d˜

� qm(n−k).
La borne de Gilbert-Varshamov pour un code rang C ayant H pour matrice duale correspond au
plus petit poids rang pour lequel, pour tout syndrome s, il existe en moyenne un mot x de poids
rang r tel que HxT = s. Pour donner une idée du comportement de cette borne, on sait [Loi3]
qu’asymptotiquement, lorsque m=n, on a
GVR(n, k,m, q)
n
∼ 1− k
n
r
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3 Décodage en métrique rang
3.1 Problèmes liés au décodage en métrique rang
3.1.1 Problème du décodage par syndrome en métrique rang
On généralise à la métrique rang le problème du décodage par syndrome en métrique de Hamming :
Problème du décodage par syndrome en métrique rang (Rank Syndrome Decoding
problem, ou RSD) :
Soit H une matrice de parité de dimension (n− k)× n sur Fqm avec k� n et soit s∈ (Fqm)n−k
et un entier r :
Existe-t-il un élément x∈ (Fqm)n tel que wr(x)� r et HxT = s ?
Dans ce cas il n’est pas prouvé que le problème est NP-diﬃcile mais ce problème est très proche du
problème de décodage par syndrome qui est NP-diﬃcile, de plus le problème peut être vu comme
une version structurée du problème MinRank qui est aussi NP-diﬃcile (le problème RSD peut être
attaqué comme un problème MinRank mais dans la pratique l’attaque ne marche pas car il y a
trop d’inconnues), de plus le problème a été étudié pendant plus de 20 ans les meilleures attaques
sont exponentielles, on pense donc que le problème RSD est NP-diﬃcile.
3.1.2 L’algorithme d’Ourivski-Johanson
La première attaque non triviale a été proposée par Chabaud et Stern [CS] en 1996, ensuite en 2002
Ourivski et Johansson [OJ] ont amélioré l’attaque précédente et ont proposé une nouvelle attaque.
L’algorithme d’Ourivski-Johanson est basé sur la proposition suivante :
Proposition 135. Soit C[n, k, d] un code rang linéaire de matrice génératrice G. On considère un
mot reçu y=x+ e avec x∈ C et wR(e)� d− 12 .
Soit C˜ le code [n, k+1] engendré par la matrice G˜=Gy. Les vecteurs non nuls de rang minimum
dans C˜ sont les multiples de e de la forme αe,α∈Fqm.
On va donc chercher un mot de poids faible e˜ = αe dans C˜ puis retrouver e grâce à l’égalité
H e˜T =αHyT .
On suppose pour cela, quitte à eﬀectuer une permutation, que {1, k + 1} forme un ensemble
d’information de C˜ . On considère G′=(Ik+1|M) et H ′=(−MT |In−k−1) des matrices génératrice
et de parité de C˜ sous forme systématique.
Soit x = (x1, ..., xn) ∈ C un mot de longueur n poids rang r � d− 12 . Il existe un vecteur
b=(b1, ..., br)∈M1×r(Fqm) dont les composantes sont linéairement indépendantes11 sur Fq et une
matrice A∈Mr×n(Fq) tels que x=bA. En notant A1 (resp. A2) la matrice formée des n2 premières
(resp. dernières) colonnes de A on obtient x=b(A1|A2). Remarquons que comme G′=(Ik+1|M)
on a bA1M =bA2. On est donc amené à résoudre le système
b(A2−A1M) =0
Pour résoudre ce système on peut procéder de deux façons :
• Par énumération des bases : On énumère les familles libres (b1, ..., br). Par symétrie le nombre
de familles à énumérer est majoré par q(m−r)(r−1). Pour chaque famille on tente de résoudre
le système précédent à mr(n− k− 1) équations et nr inconnues.
11. b représente une base des coordonnées de x. Pour chaque xi on a xi∈<b1, ..., br>
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S’il existe un mot de code x tel que dR(x, y) � r on peut donc le trouver en un nombre
d’opérations de l’ordre de
O
�
(k+ r)3q(r−1)(m−r)+2

• Par énumération des coordonnées : On cherche une matrice A2−A1M de rang �r−1. On
doit tester le rang de qr(k+1) matrices. Une fois qu’on a trouvé une telle matrice on résout
le système précédent. Cette méthode donne une complexité de
O
�
(k+ r)3r3q(r−1)(k+1)

3.1.3 Un nouvel algorithme
On peut se dire intuitivement qu’un code plus long est plus facile à décoder. Pourtant, les deux
attaques ne tenaient pas compte de la valeur de n dans l’exposant. Très récemment les deux
attaques précédentes ont été généralisées par Gaborit, Ruatta et Schreck dans [GRS] (et utilisées
pour briser des réparations du cryptosystème GPT) et une nouvelle conﬁguration algébrique a été
proposée.
On suppose que les coeﬃcients de l’erreur e sont dans un espace E de dimension �r (on dit que
E est le support de e). L’idée de cet algorithme est de chercher un espace vectoriel E ′ ⊃ E de
dimension r ′�r. L’équation du syndrome donne n−k équations dans Fqm donc (n−k)m équations
dans Fq. On peut résoudre ce système si nr ′� (n− k)m donc r ′�
j
m(n− k)
n
k
=m+
j
−km
n
k
.
La probabilité d’avoir E⊂E ′ est égale au nombre de sous-espaces vectoriels de E ′ de dimension r
divisé par le nombre total de Fq-sous-espaces vectoriels de dimension r de Fqm soit
P (E ⊂E ′)=

r ′
r

q

m
r

q
= q−r(m−r
′)
En prenant r ′=m+
j
−km
n
k
ceci donne q
r
l
km
n
m
.
Comme nous l’avons vu dans l’algorithme d’Ourivski-Johanson, il est plus eﬃcace de chercher un
multiple de e dans le code C˜ [n, k + 1]. Comme il existe des multiples de l’erreur dont 1 est une
coordonnée (par exemple e1
−1e) on peut chercher comme support d’un multiple de l’erreur un espace
E ′ de dimension r ′ dont on sûr qu’il contient 1, ainsi on va pouvoir chercher dans E ′ des espaces
de dimension r− 1.
Dans ce contexte on a donc nr ′ inconnues et m(n − k − 1) équations. Un calcul analogue au
précédent donne
r ′=m+

−(k+1)m
n

et P (E ⊂E ′)=

r ′
r− 1

q

m
r− 1

q
= q−(r−1)(m−r
′)= q
(r−1)
l
(k+1)m
n
m
En prenant en compte le coût des opérations algébriques, les nouvelles complexités pour les
attaques les mieux connues sont à présent dans notre contexte
(n− k)3m3q(r−1)
l
(k+1)m
n
m
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pour la généralisation des attaques précédentes incluant m dans le coeﬃcient exponentiel et
q
r
l
r(k+1)−(n+1)
r
m
, une borne inférieure pour une attaque hybride utilisant la base de Groebner de
[GRS]. Remarquons qu’il y a plusieurs autres attaques avec les bases de Groebner (Kipnis-Shamir
ou des attaques par des mineurs) mais elles ne sont pas signiﬁcatives dans le contexte où nous
travaillons (voir [GRS] pour des détails), sauf les attaques de [LP] qui peuvent être plus eﬃcaces
que celles de [GRS] dans le cas où q est élevé.
Remarque 136. Dans le calcul précédent on supposait qu’on connaissait un vecteur 1∈E ′. Si on
connaît a vecteurs de E ′ la complexité baisse signiﬁcativement car on obtient un exposant r − a
au lieu de r ou r−1. Cette remarque est également valable pour l’algorithme d’Ourivski-Johanson.
3.2 Importance de la complexité algorithmique du décodage des codes
en métrique rang
Les meilleurs algorithmes de décodage pour des codes génériques de Hamming de taux ﬁxé ont une
complexité temporelle exponentielle en la longueur n et sont décrits par une matrice génératrice ou
une matrice de parité nécessitant Ω(n2) bits. Un code rang constitué par exemple de matrices n×n
à coeﬃcients dans F2 sans autre structure que la F2-linéarité nécessite de même d’être décrit par
une matrice génératrice ou une matrice de parité de longueur n2 et nécessite par conséquent Ω(n4)
bits. D’un autre côté, la meilleure complexité connue pour un algorithme de décodage de code rang
sans structure particulière est exponentielle en n2 ce qui donne empiriquement un comportement
similaire au niveau de la complexité en fonction du nombre de bits d’entrée comparé aux codes en
métrique de Hamming.
Cependant, lorsqu’il est pourvu de cette linéarité supplémentaire sur Fqm, le code peut être décrit
par une matrice génératrice de longueur n dans le corps à 2n éléments ce qui veut dire qu’il
peut être décrit en Ω(n3) bits au lieu des Ω(n4) bits mentionnés précédemment. On suppose que
cette linéarité supplémentaire ne nécessite pas d’être introduite au prix de procédés de décodage
signiﬁcativement plus rapides. Pour des applications cryptographiques on essaie souvent de se baser
sur le fait qu’il est diﬃcile de décoder une sous-classe de codes qui ont une description compacte, par
exemple les codes quasi-cycliques, mais aucun résultat théorique de complexité algorithmique n’est
connu pour ces sous-classes. Dans [GZ] Gaborit et Zémor donnent une représentation compacte
des codes tout en conservant une estimation théorique de la complexité.
La cryptographie basée sur la métrique rang appartient à la classe plus large des cryptosystèmes
post-quantiques, qui constituent une classe alternative de cryptosystèmes a priori résistants à des
attaques par un ordinateur quantique performant. En eﬀet, pour la cryptographie post-quantique,
la sécurité du cryptosystème est d’habitude reliée à un problème NP-diﬃcile. Evidemment, la
notion de NP-diﬃculté étant une réduction au pire cas, c’est une estimation grossière pour la
cryptographie mais pour avoir une idée ﬁable de la diﬃculté intrinsèque d’un problème c’est mieux
que de n’avoir pas de résultat théorique du tout comme le montrent les récentes avancées sur le
problème du logarithme discret dans des petites caractéristiques [BGJT]
Le premier cryptosystème basé sur la métrique rang a été proposé en 1991 par Gabidulin,
Paramonov et Tretjakov (le cryptosystème GPT [GPT] qui est une adaptation du cryptosystème
de McEliece pour la métrique rang et les codes de Gabidulin).
L’une des particularités des problèmes basés sur la métrique rang, comparés aux réseaux ou à la
métrique de Hamming, est que la complexité en pratique des meilleures attaques pour les problèmes
basés sur la métrique rang [GRS] croît très vite comparé aux problèmes analogues en métrique
de Hamming (attaques par ensemble d’information [BJMM]). Comme nous l’avons mentionné
précédemment, de telles attaques ont un terme quadratique (lié aux paramètres du code rang)
dans leur coeﬃcient exponentiel, alors que pour les problèmes en distance de Hamming (et d’une
certaine façon aussi pour les attaques heuristiques LLL pour la cryptographie basée sur les treillis),
les meilleures attaques en pratique ont un terme exponentiel dont l’exposant est seulement linéaire
en les paramètres du code. Ceci conduit à des codes rang ayant une complexité en exp
�
Ω
�
N2/3

,
au lieu de exp
�
Ω
�
N1/2

pour les codes de Hamming, où N est la taille des éléments en entrée
i.e. le nombre de symboles q-aires nécessaires pour décrire le code.
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Dans la pratique cela signiﬁe qu’il est possible d’obtenir des paramètres sûrs (e.g. les tailles des clés)
de seulement quelques milliers de bits pour les structures cryptographiques basées sur la diﬃculté
du décodage de codes génériques en métrique rang alors qu’au moins 100000 bits sont nécessaires
pour les codes en distance de Hamming ou les treillis. Des instances génériques de codes rang
sont utilisées par exemple pour de l’authentiﬁcation sans divulgation d’information dans [GSZ]
et des instances faiblement structurées sont utilisées pour le cryptosystème LRPC, similaire au
cryptosystème NTRU [HPS] pour les treillis ou au récent cryptosystème MDPC [MTSB] pour les
codes, que nous allons présenter (voir [GMRZ] et chapitre suivant). On peut aussi l’utiliser pour
une méthode de signature détaillée dans [GRSZ] que nous mentionnerons ici car elle est basée sur
une méthode de décodage analogue à celle du cryptosystème LRPC.
Evidemment, avec les codes en métrique de Hamming et les treillis, il est possible de faire décroître
la taille des paramètres jusqu’à quelques milliers de bits avec une structure additionnelle ([BCGO],
[LPR]), mais alors on se ramène à des problèmes de décodage pour des classes spéciales de codes
dont on ne connaît pas la complexité et on perd les propriétés de réduction aux problèmes diﬃciles.
Remarquons en particulier que le schéma d’identiﬁcation de [GRSZ] est le seul cryptosystème avec
une clé publique de seulement quelques milliers de bits dont la sécurité est liée au fait de résoudre
une instance générale d’un problème (décoder des codes rang génériques) avec une réduction de
sécurité à un problème NP-diﬃcile.
Mentionnons aussi que les codes rang ont également trouvé de nombreuses applications en théorie
des codes, particulièrement en space-time coding et en network coding, deux domaines qui ont
connu des développements importants depuis leur parution ([TSC], [LYC]). Les codes de Gabidulin,
et une variante, les codes de Koetter-Kschichang [KK], sont prédominants dans ces domaines et
leur décodage optimal est devenu un challenge ([GX], [GNW], [MV])
Remarquons enﬁn que puisque les codes utilisés pour des applications (cryptographiques ou autres)
en métrique rang ont tendance à être des codes rang dans le sens présenté ici, c’est à dire linéaires
sur l’extension Fqm, les problèmes de décodage et de distance minimale sont plus pertinents que
les mêmes problèmes pour la classe plus vague des codes matriciels, dont on s’est référé à la NP-
complétude de nombreuses fois.
4 Un exemple fondamental : les codes de Gabidulin
Dans cette partie nous étudions les codes de Gabidulin introduits dans [Gab1]. Ces codes sont un
équivalent des codes de Reed-Solomon pour la métrique rang.
Pour la construction de ces codes nous aurons fréquemment besoin de notions vues au chapitre
3 concernant l’automorphisme de Frobenius et les q-polynômes. Nous rappelons rapidement les
principales notations :
On note θ:x 7→xq l’automorphisme de Frobenius sur Fqm vu comme un Fq-espace vectoriel. Pour
tout gj ∈ Fqm =∼ (Fq)m, on note gj[i] = θi(gj) la puissance ième de l’automorphisme de Frobenius
évalué en gj, tel qu’introduit dans le chapitre 3.
L’anneau des q-polynômes (ou polynômes linéarisés) en une indéterminée X, noté, Fqm[X, θ], est
l’ensemble des polynômes
A(X)=
X
i=0
dA
aiX
qi avec ai∈Fqm
Cet anneau est muni de l’addition usuelle de polynômes, la multiplication (non commutative) de
deux q-polynômes est égale à leur composition i.e. A×B(X)=A ◦B(X)=A(B(X)).
4.1 Déﬁnition
Déﬁnition 137. Soit g = (g1, ..., gn) un vecteur de (Fqm)n. On considère chaque gj comme un
vecteur de (Fq)
m comme expliqué précédemment. On suppose que la famille {g1, ..., gn} est libre
dans (Fq)
m (ce qui n’est possible que si n�m, ce que l’on suppose donc aussi).
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On considère la matrice
G=



g1 ... gn
···
···
g1
[k−1]
... gn
[k−1]



Le code de Gabidulin sur Fqm de dimension k et de vecteur générateur g est le code rang linéaire
de matrice génératrice G. Ce code est noté Gabk(g).
4.2 Propriétés
Nous rappelons quelques propriétés des codes de Gabidulin :
Le code de Gabidulin Gabk(g) est un code d’évalution de q-polynômes de q-degré strictement
inférieur à k sur le vecteur g :
Gabk(g) =
(
(A(g1), ..., A(gn));A(X)=
X
i=0
k−1
aiX
[i], ai∈Fqm
)
Remarque 138. Les codes de Gabidulin sont une généralisation à la métrique rang des codes de
Reed-Solomon en métrique de Hamming. On a vu au chapitre 1 que les codes de Reed-Solomon
étaient des codes d’évaluation de polynômes.
Les codes de Gabidulin sont MRD.
La matrice suivante est une matrice génératrice de Gabk(g) sous forme systématique :
Gsyst=




1 0 ... 0 P1(gk+1) ... P1(gn)
0 1 ··· 0 P2(gk+1) ... P2(gn)
···
···
···
···
···
···
···
0 0 ... 1 Pk(gk+1) ... Pk(gn)




où pour i= 1...k, Pi est l’unique q-polynôme de q-degré k vériﬁant pour tout j � k Pi(gj) = δi,j.
L’unicité de ce q-polynôme vient de l’indépendance linéaire des gj et de la proposition 81 du
chapitre 3.
Une matrice de parité de Gabk(g) est donnée par
H=



h1 ... hn
···
···
···
h1
[d−2]
... hn
[d−2]



avec h=

λ1
[d]
, ...,λn
[d]

et les λi solutions de l’équationXn
i=1
λigi
[j]=0
4.3 Décodage des codes de Gabidulin
L’algorithme de décodage par syndrome présenté au chapitre I se généralise au cas des codes de
Gabidulin et plus généralement aux codes en métrique rang.
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Remarquant que les codes de Gabidulin sont des codes d’évaluation de polynômes linéaires au
même titre que les codes de Reed-Solomon sont des codes d’évaluation de polynômes, Loidreau
propose dans [Loi] un algorithme de décodage pour les codes de Gabidulin, d’une complexité
quadratique, qui s’inspire de l’algorithme de Berlekamp-Welch pour les codes de Reed-Solomon
reconstruisant le polynôme de positions d’erreurs du mot reçu.
Les similarités entre les codes de Gabidulin et les codes de Reed-Solomon sont ﬂagrantes à ce point
qu’il est naturel de chercher pour les codes de Gabidulin un algorithme de décodage en liste du type
de celui proposé par Sudan dans [GS] et qui permet d’ « augmenter » la capacité de correction d’un
code en autorisant à décoder au-delà de ladite capacité de correction. Une telle avancée trouverait
immédiatement des applications en cryptographie basée sur les codes correcteurs où on a vu que
la sécurité était liée à la capacité de correction des codes utilisés.
A l’heure actuelle ce problème n’a toujours pas été résolu. L’algorithme de Sudan fait intervenir
des polynômes multivariés dont il n’existe pas d’équivalent dans les q-polynômes. La non-
commutativité de la loi de multiplication sur les q-polynômes rend a priori une généralisation
de l’algorithme de Sudan diﬃcile à concevoir.
5 Cryptographie en métrique rang
Nous présentons rapidement dans cette partie le cryptosystème original GPT présenté dans [GPT]
et expliquons en quoi sa forte structure le rend vulnérable. Nous renvoyons le lecteur au chapitre
I pour des rappels sur la construction d’un cryptosystème de McEliece.
Des rappels sur les travaux ultérieurs en cryptographie basée sur les codes correcteurs, en métrique
rang ou en métrique de Hamming, ont été donnés dans l’introduction de la thèse.
5.1 Introduction
L’usage de la métrique rang pour détecter ou décoder des erreurs paraît peu pertinent car les
erreurs commises sur les canaux réels de communication sont rarement modélisables en métrique
rang. La métrique rang est cependant adaptée au network coding ([TSC], [LYC]).
En cryptographie basée sur les codes, la métrique rang semble intéressante car elle permet de
neutraliser les attaques par ensemble d’information. Précisons ce point :
Il est aisé de voir que pour des vecteurs quelconques x et y ∈ (Fqm)n on a dR(x, y)� dH(x, y) et
wR(x) � wH(x), en eﬀet toute composante nulle dans x est également de rang 0 et « ne compte
pas » non plus pour le poids rang.
Prenons par exemple le vecteur e=(α, ...,α)∈ (Fqm)n où α est un élément quelconque non nul de
Fqm. Le poids de Hamming de e vaut wH(e) =n alors que le poids rang de e vaut wR(e)= 1.
Il existe ainsi des vecteurs non nuls dont le poids rang est très faible alors que toutes leurs
composantes sont non nulles. Si e représente le vecteur erreur lors d’une transmission, il va donc
modiﬁer toutes les composantes du mot émis ce qui empêche de retrouver ce mot par des attaques
par ensemble d’information. Ainsi, les meilleurs algorithmes de décodage sont beaucoup moins
performants qu’en métrique de Hamming ce qui permet d’envisager de réduire la taille de la
clé publique.
Partant de cette observation, Gabidulin, Paramonow et Tretjakov proposent dans [GPT] le
cryptosystème GPT, un cryptosystème en métrique rang utilisant les codes de Gabidulin.
Cependant, la forte structure des codes de Gabidulin rend ce cryptosystème facilement attaquable.
5.2 Le cryptosystème GPT
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La première version du cryptosystème GPT [Gab1] a été attaquée dans [Gib]. Gabidulin et Ourivski
rajoutent dans [GO] une matrice de distorsion pour parer l’attaque. C’est cette version que nous
présentons puisqu’elle englobe le cas cas initial.
• Génération de clés :
On choisit un code de Gabidulin C[n, k, d]r sur Fqm de matrice génératrice G. On suppose
que l’on sait décoder t erreurs pour C, pour les codes de Gabidulin on a t=
j
n− k
2
k
. On
génère aléatoirement R, une matrice inversible de dimension k×k sur Fqm, Z, une matrice
à k lignes et t1 colonnes à coeﬃcients dans Fqm appelée matrice de distorsion, et T , une
isométrie linéaire de dimension (n+ t1)× (n+ t1).
La clé publique est
G′=R( G | Z )T
La matrice concaténée ( G | Z ) a donc k lignes et n+ t1 colonnes.
La clé privée est constituée de R,G, Z et T .
• Chiﬀrement :
On veut transmettre le message x. L’émetteur génère un vecteur erreur e aléatoire de
poids t et envoie
y=xG′+ e
• Déchiﬀrement :
Connaissant la clé privée, on calcule yT−1 = xR ( G | Z ) + eT−1, il supprime les t1
dernières coordonnées de yT−1 puis décode dans C.
Figure 9. Cryptosystème GPT
La matrice de distorsion Z a été rajoutée pour se présmunir d’une première attaque proposée dans
[Gib].
D’autres variantes du cryptosystème GPT ont été introduites par la suite, citons par exemple [BL]
et [OGHA].
5.3 Attaque structurelle
Nous rappelons rapidement dans cette section l’attaque structurelle présentée par Overbeck dans
[Ove]. Cette attaque structurelle est basée sur le fait qu’en faisant agir l’automorphisme de
Frobenius sur un code de Gabidulin, on retrouve « beaucoup » d’éléments communs avec le code
lui-même. Comme s’agit d’une propriété inhérente aux codes de Gabidulin, il est envisageable
d’utiliser cette attaque pour d’autres cryptosystèmes basés sur ces codes.
Pour réaliser cette attaque on construit la matrice par blocs G′ suivante déﬁnie par
G′=





R 0 ... 0
0 R[1] ···
···
··· 0
0 ... 0 R[n−k−1]










G Z
G[1] Z[1]
···
···
G[n−k−1] Z [n−k−1]





T =
notation
R˜
�
G˜ | Z˜

T
où la matrice R[i] est obtenue en appliquant la puissance i-ème de l’automorphisme de Frobenius
θi:x 7→xqi à tous les coeﬃcients de R (on a une déﬁnition analogue pour G[i] et R[i]).
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Remarquons que la matrice T étant à coeﬃcients dans Fq on aurait T [i]=T .
On montre que le rang de G˜ est égal à n − 1 et que le rang de Z˜ est égal à t1 avec une forte
probabilité si la matrice Z est aléatoire et si t1≪ k(n − k). Ainsi le rang de � G˜ | Z˜  est égal à
n+ t1− 1 avec une forte probabilité.
Lorsque ce rang est exactement égal à n+ t1−1 On va construire une attaque basée sur le résultat
suivant :
Lemme 139. Si le noyau de G′ est de dimension 1 alors :
• Il existe h= (h1, ..., hn)∈ (Fq)n, de rang n, tel que Ker
�
G′

= {T−1(αh|0)T ;α∈Fqm}.
• Si y∈Ker
�
G′

alors pour toute matrice carrée Q∈Mn+t1(Fq) vériﬁant Qy= ( x | 0 )T alors
Q est inversible et vériﬁe
TQ−1=

A B
0 D

où A est de dimension n×n inversible et D de dimension t1× t1 inversible. Il est possible
de trouver une telle matrice Q en temps polynomial.
La matrice R˜
�
G˜ | Z˜

T a n+ t1 colonnes. Lorsque son rang est de dimension exactement égale à
n+ t1−1 le rang du noyau vaut 1 et on est donc dans les conditions d’application de la proposition
précédente.
On peut alors attaquer le système en construisant une matrice Q vériﬁant les propriétés du lemme
précédent. La matrice G′Q−1 est égale à R( GA | Z ′ ). La matrice GA est une matrice génératrice
du code Gabk(gA). Gabidulin montre dans [Gab2] comment déterminer le support de Gabk(gA).
A partir de là il est possible de déterminer GA, puis R et Z ′.
Loidreau montre dans [Loi] comment se prémunir contre cette attaque : elle n’est réalisable que si le
rang de
�
G˜ | Z˜

est exactement n+ t1−1. En choisissant une matrice de distorsion Z de faible rang
on montre que la dimension du noyau de G′ augmente ce qui rend l’attaque précédente inapplicable.
Cependant un tel choix implique que t1>n−k ce qui a pour conséquence d’augmenter la taille de
la clé publique. Loidreau propose notamment un cryptosystème basé sur une clé publique de 18432
bits ce qui représente une taille très faible comparés aux cryptosystèmes de McEliece plus anciens
mais reste nettement supérieur aux taille des clés des cryptosystème basés sur la factorisation de
grands nombres ou les courbes elliptiques.
6 Conclusion
La métrique rang semble être une alternative intéressante à la métrique de Hamming pour la
cryptographie basée sur les codes correcteurs, car elle a la propriété de neutraliser les attaques par
ensemble d’information.
Les premiers travaux allant dans ce sens ont été faits dans [GPT]. Le cryptosystème GPT
présenté dans cet article est cependant vulnérable aux attaques structurelles, à moins d’augmenter
considérablement la taille de la clé publique, ce qui rend alors le cryptosystème peu compétitif
par rapport aux cryptosystèmes « classiques » dont les clés publiques restent beaucoup plus petites.
Des cryptosystèmes alternatifs présentés ultérieurement mais toujours très structurés, ont pu être
attaqués également et la communauté regarde ces cryptosystèmes avec circonspection d’autant
plus que les propriétés calculatoires intrinsèques à la métrique rang ne sont pas encore bien connues.
Dans le prochain chapitre nous présentons un nouveau cryptosystème basé sur une nouvelle famille
de codes très peu structurés ce qui le prémunit de ce type d’attaques.
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Chapitre VI :
Codes LRPC ; cryptosystème LRPC
Cette partie est basée sur l’article [GMRZ] écrit par Philippe Gaborit, Olivier Ruatta, Gilles Zémor
et moi-même.
Dans cette partie nous introduisons une nouvelle famille de codes en métrique rang : les codes Low
Rank Parity Check (LRPC) pour lesquels nous proposons un algorithme de décodage probabiliste
performant. Cette famille de codes peut être vue comme l’équivalent des codes LDPC pour la
métrique rang. Nous proposons ensuite ces codes pour une utilisation cryptographique dans le
schéma de chiﬀrement de McEliece. Nous proposons un algorithme de décodage probabiliste
performant. Nous présentons une attaque possible dans le cas particulier des codes DC-LRPC
et nous expliquons pourquoi cette attaque ne marche pas si l’on choisit des paramètres adéquats
pour le code.
A la diﬀérence des précédents algorithmes de chiﬀrement basés sur la métrique rang -
particulièrement ceux basés sur les codes de Gabidulin - les codes que nous utilisons sont très
peu structurés. Notre cryptosystème peut être vu comme un équivalent du cryptosystème NTRU
[HPS] (et aussi du récent cryptosystème MDPC [MTSB]) dans le contexte de la métrique rang.
Globalement notre système aboutit à la création d’une clé publique d’une très petite taille de
1517 bits pour une sécurité de 280, de plus notre système est est plus de 100 fois plus rapide
que [MTSB] (en terme de nombre d’opérations) avec une complexité de déchiﬀrement dont l’ordre
de grandeur est 217 opérations dans le corps de base et une probabilité d’échec que l’on peut
rendre arbitrairement petite.
Nous nous référons à l’introduction du présent document pour des éléments sur l’historique de la
cryptographie en métrique et la motivation de la création du cryptosystème LRPC.
1 Généralités
Soit q = pr une puissance d’un nombre premier p, un entier m et Vn un Fqm-espace vectoriel de
dimension n. Soit β= {β1, ..., βm} une base de Fqm=∼ (Fq)m vu comme un Fq-espace vectoriel.
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Soit Fi l’application de Fqm dans Fq qui à tout élément v vu comme un vecteur de (Fq)m associe
sa i-ème coordonnée dans la base β.
Fi :
Fqm → Fq
v= v1β1+ ···+ vmβm 7→ Fi(v) = vi
Comme nous l’avons vu au chapitre précédent, à tout vecteur x = (x1, ..., xn) ∈ Vn, on associe la
matrice X ∈Mm,n(Fq) dans laquelle Xi,j=Fi(xj). Chaque composante xj ∈Fqm est vue comme
un vecteur (colonne) de (Fq)m écrit dans la base β.
X =
( x1 ... xn )


x11 ... x1n
···
···
xm1 ... xmn


β1
···
βm
Le poids rang de x noté wr(x) est le rang de X ; la distance rang de deux éléments x et y de (Fqm)n
notée dr(x, y) est le rang de X −Y .
Un code rang C de longueur n et dimension k sur Fqm est un sous-espace de dimension k de Fqm
muni de la métrique rang. La distance minimale du code correspond au rang du vecteur non nul
de rang minimal.
Nous nous référons au chapitre précédent pour plus de détails sur la distance rang.
Déﬁnition 140. Soit x=(x1, ..., xn)∈ (Fqm)n un vecteur de rang r. Notons E le Fq-sous espace
vectoriel de Fqm engendré par x1, ..., xn. L’espace vectoriel E est appelé support de x.
Remarque 141. L’espace E est de dimension r. On note {E1, ..., Er} une base de E.
Remarque 142. La notion de support d’un mot de code pour la distance de Hamming et celle
introduite dans la déﬁnition précédente sont diﬀérentes même si elles ont un point commun : dans
les deux cas, étant donné un syndrome de poids faible associé à x, une fois que le support est connu,
dans les deux cas, il reste seulement à résoudre un système linéaire.
Remarque 143. Pour un code quelconque, l’action du groupe général linéaire ne change pas le
poids des mots. Dans le cas des codes rang, cette action ne change pas non plus les supports des
mots. Remarquons aussi que dans le cas de la distance de Hamming sur Fq le fait d’augmenter
la valeur de q permet d’augmenter la distance minimale d’un code mais ne change pas le type du
support (qui reste un coeﬃcient binomial de même longueur) alors qu’en métrique rang, augmenter
q augmente considérablement la taille du support (i.e. le nombre de bases que l’on peut trouver
dans le Gaussien binomial).
Notation 144. Dans tout ce qui suit C désigne un code rang [n, k]r sur le corps Fqm.
Sauf mention contraire on prendra k=
n
2
, autrement dit n− k= k.
On prend une matrice génératrice de C qui sera notée G et une matrice de parité notée H.
2 Résultats sur le produit de deux sous-espaces
Avant d’introduire les codes LRPC nous avons besoin d’introduire des résultats sur le produit
de deux sous-espaces. Aﬁn de ne pas distraire l’attention du lecteur sur des points techniques de
démonstration, lesdites démonstrations seront données en ﬁn de chapitre.
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Déﬁnition 145. Soient A et B deux Fq-sous-espaces vectoriels de Fqm de dimensions respectives
α et β et {A1, ..., Aα} et {B1, ..., Bβ} deux bases respectives de ces espaces (les Ai et Bj étant des
éléments de Fqm).
Nous notons hA.Bi l’espace produit engendré par {a.b, a∈A, b∈B}.
La famille {A1.B1, ..., A1.Bβ , ..., Aα.B1, ..., Aα.Bβ} est génératrice pour hA.B i et la dimension de
hA.B i est bornée par αβ.
Pour déﬁnir notre algorithme de décodage probabiliste, nous avons besoin de déterminer la
probabilité que la dimension ne soit pas maximale (i.e. αβ<m) lorsque α et β sont relativement
petits. Nous supposons αβ<m et nous allons déterminer la dimension de l’espace produit hA.B i.
Soient A et B deux Fq-sous-espaces aléatoires de Fqm de dimensions respectives α et β. Nous
supposons αβ<m.
Nous allons nous baser sur le constat suivant :
Lemme 146. Soient A′ et B deux sous-espaces de Fqm de dimensions α′ et β telles que
dim hA′B i = α′β. Soit A = A′ + hai où a est un élément aléatoire uniformément choisi de
(Fq)
m, alors
Prob(dim hAB i<α′β+ β)� q
α′β+β
qm
Proposition 147. Soit B un sous-espace ﬁxé, supposons que nous construisons un sous-espace
aléatoire A en choisissant α vecteurs aléatoires de Fqm indépendamment (indépendamment dans le
sens probabiliste du terme) et soit A le sous-espace engendré par ces α vecteurs indépendants, alors
Prob(dim hAB i=αβ)� 1−αq
αβ
qm
Soit B un sous-espace ﬁxé de Fqm contenant 1 et soit hB2i le sous-espace engendré par tous les
éléments de B. Soit β2=dim hB2i. Soit A un sous-espace aléatoire de Fqm de dimension α. D’après
la proposition précédente nous avons
Prob(dim hAB2i=αβ2)� 1−αq
αβ2
qm
Remarque 148. Nous avons β2� β(β+1)2
Lemme 149. Supposons que dim hAB2i=αβ2. Soit e∈ hAB i avec e∈/ A. Supposons eB⊂ hAB i,
alors il existe x∈B, x∈/ Fq, tel que xB⊂B.
Proposition 150. Supposons que m est premier. Soient A et B deux sous-espaces de dimensions
respectives α et β. Soit (bi) une base de B et S= hAB i, alors
Prob
\
i
bi
−1S=A

� 1−αq
α β(β+1)
2
qm
Proposition 151. Soit B un sous-espace de dimension β contenant 1 tel que dim (B+Bb−1) =
2β − 1 pour un certain b∈B. Soit A un sous-espace choisi aléatoirement de dimension α, alors
Prob(hABi∩ hAB ib−1=A)� 1−αq
α(2β−1)
qm
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Remarque 152. Il est intéressant de remarquer que, dans la pratique, la probabilité qu’une borne
supérieure soit donnée dans les propositions 150 et 151 décroît beaucoup plus vite vers 0. En eﬀet
lorsque le degré de l’extension m augmente de 1 (pour m� rd) la probabilité que
T
i
bi
−1S=/ A est
divisée par un facteur d’au moins qr−1. Ceci signiﬁe qu’en pratique la borne supérieur précédente
est assez mauvaise et que l’on peut considérer que dès que m est supérieur à rd de 8 ou plus, la
probabilité est bien en dessous de 2−30. Ce sera le cas lorsque nous choisirons les paramètres dans
la dernière section.
3 Low Rank Parity Check Codes
L’idée à la base de ces codes consiste à généraliser l’approche classique des codes LDPC en métrique
de Hamming à la métrique rang. Il y a une analogie naturelle entre matrices avec faibles densité
et matrices avec faible rang.
3.1 Contexte d’utilisation et déﬁnitions
Déﬁnition 153. Un code avec matrice de parité de faible rang, en anglais Low Rank Parity
Check code (LRPC), de rang d, longueur n et dimension k sur le corps Fqm est un code rang
dont la matrice de parité H de dimension (n− k)×n est telle que le sous-espace de Fqm engendré
par les coeﬃcients (hij)1�i�n−k;1�j�n de H a pour dimension au plus d. Nous appellerons cette
dimension le poids (rang) de H.
Notons F le sous-espace de Fqm engendré par les coeﬃcients de H et {F1, ..., Fd} une base de F.
Dans la pratique cela signiﬁe que pour tout 1� i�n− k; 1� j� n, il existe des (hijk)1�k�d∈Fq
tels que
hij=
Xd
k=1
hijkFk
Nous pouvons déﬁnir une sous-classe spéciale des codes LRPC :
Déﬁnition 154. Un code quasi-cyclique avec matrice de parité de faible rang (Quasi-Cyclic Low
Rank Parity Check, ou QC-LRPC) de rang d est un code quasi-cyclique ayant une matrice de parité
H quasi-cyclique de faible poids d.
3.2 Cas particulier important : les codes DC-LRPC (Double Circulant
Low Rank Parity Check)
3.2.1 Matrices circulantes ; matrices coublement circulantes
Déﬁnition 155. Soit A = (ai,j)1�i�k,1�j�n ∈ Mk×n(Fqm). On dit que A est une matrice
circulante si pour tout i, j � 2 on a ai,j = ai−1,j−1 et ai,1= ai−1,n. Si A est carrée circulante de
dimension k× k on peut donc écrire :
A=




a0 a1 ... ak−1
ak−1 a0 ... ak−2
···
a1 a2 ... a0




En posant le calcul il est facile de voir que la somme et le produit de deux matrices circulantes
sont des matrices circulantes. La transposée d’une matrice circulante est elle aussi une matrice
circulante.
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L’ensemble des matrices circulantes de Mk(Fqm) que nous noterons est isomorphe à l’anneau
quotient de polynômes Fqm[X ]/(Xk− 1), plus précisément nous avons :
Fqm[X ]/(X
k− 1) =∼ {A∈Mk(Fqm), A circulante}
Apol=
Xk−1
j=1
ajX
j ↔ Amat=




a0 a1 ... ak−1
ak−1 a0 ... ak−2
···
a1 a2 ... a0




Nous ferons par la suite l’analogie entre la matrice et le polynôme. Nous notons Amat une matrice
circulante et Apol le polynôme associé. S’il n’y a pas d’ambiguïté nous noterons simplement A la
matrice.
On en déduit en particulier que la matrice Amat est inversible si et seulement si le polynôme associé
est premier avec Xk− 1 et dans ce cas Amat−1 est encore une matrice circulante.
Nous présentons pour ﬁnir le résultat suivant utilisé dans le paragraphe 6.2. On peut en trouver
une démonstration dans [Hau] :
Proposition 156. Le rang de Amat est égal à deg (PGCD(Apol, Xk− 1)).
Corollaire 157. Soient deux matrices circulantes A et B. Soit un polynôme Dpol qui divise X
k−1,
alors le rang de la matrice (DAmat|DBmat) est majoré par (k− deg (Dpol)).
Remarque 158. La matrice (DAmat|DBmat) est la concaténation de deux matrices circulantes.
On dit qu’une telle matrice est doublement circulante (voir paragraphe suivant).
3.2.2 Codes DC-LRPC
Nous portons un intérêt particulier au cas des codes LRPC doublement circulants (DC-LRPC) de
rang d, qui sont des codes dont la matrice de parité H est une matrice doublement circulante de
poids d.
On rappelle qu’une matrice doublement circulante est la concaténation de deux matrices
circulantes, plus précisément dans notre cas une matrice doublement circulante peut s’écrire
H =( A | B )=




a0 a1 ... ak−1 b0 b1 ... bk−1
ak−1 a0 ... ak−2 bk−1 b0 ... bk−2
···
···
a1 a2 ... a0 b1 b2 ... b0




avec k= n
2
, A et B ∈Mk(Fqm) et comme précédemment dim<a0, ..., ak−1, b0, ..., bk−1>=d.
Il y a une forte probabilité pour que les matrices B et notamment A soient inversibles, dans ce cas
on peut mettre la matrice H sous forme systématique en eﬀectuant les opérations sur les lignes
correspondant à la multiplication à gauche par A−1 :
H ′=
�
Ik |A−1B

Dans ce cas une matrice génératrice du code sous forme systématique est
�
−A−1BT | Ik

, dans les
exemples que l’on prend on est en caractéristique 2 donc cette matrice peut s’écrire :
G′=
�
A−1BT | Ik

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Nous verrons ultérieurement que G′ correspond à la clé publique du cryptosystème DC-LRPC
D’après ce que nous avons établie au paragraphe précédent la matrice A−1BT est circulante. Ainsi,
pour transmettre G′, il n’y a pas besoin de transmettre tous les coeﬃcients mais seulement ceux
de la première ligne de A−1BT . Ceci permet un gain signiﬁcatif sur la taille de la clé publique que
nous détaillerons dans le paragraphe correspondant.
3.3 Création d’une matrice de décodage à coeﬃcients dans le corps de
base Fq à partir de la matrice de parité
Dans ce qui suit nous nous intéresserons aussi à une matrice particulière AH
r qui permet de décoder
les codes LRPC d’une manière très eﬃcace :
Dans cette section nous voyons comment nous pouvons écrire les équations du syndrome dans Fqm
comme des équations dans le corps de base Fq aﬁn d’obtenir un algorithme de décodage que nous
détaillerons dans la section suivante. Nous introduisons notamment la matrice AH
r qui correspond
à la matrice H « dépliée » dans Fq. Nous utiliserons cette matrice pour le décodage.
Notons H la matrice de parité telle qu’introduite au paragraphe précédent. Notons e = (e1, ...,
en) ∈ (Fqm)n le vecteur erreur. On suppose que la dimension du sous-espace vectoriel de Fqm
engendré par {e1, ..., en} est égale à r c’est à dire qu’il existe {E1, ..., Er}∈Fqm tels que pour tout
1� i� n, il existe des scalaires eiu ∈Fq tels que ei=
Pr
u=1
eiuEu. Ainsi l’espace E =<E1, ..., Er>
est le support de l’erreur.
L’équation du syndrome dans Fqm s’écrit H eT = s soit





h11 h12 ... h1n
h21 ···
···
h(n−k)1 ... h(n−k)n









e1
e2
···
en




=




s1
s2
···
sn−k




(20)
On considère l’espace hF .E i=<FvEu, 1� v� d, 1� u� r > . Supposons que la dimension de cet
espace est exactement dr.
En exprimant les coordonnées de H dans la base des Fl, les coordonnées de e dans la base des
Eu et les coordonnées de s dans la base des FlEu, nous allons réécrire l’équation (20) comme un
système linéaire dans Fq :
Choisissons une unique composante du syndrome, par exemple s1, qui vériﬁe l’équation
( h11 h12 ... h1n )




e1
e2
···
en




= ( s1 ) (21)
On peut décomposer s1 dans la base {FvEu, 1 � v � d, 1 � u� r} et ainsi écrire s1 =
Pn
j=1
h1jej =Pn
j=1
Pd
v=1
Pr
u=1
h1jv ejuFvEu où les hijv eju sont dans Fq.
On décompose les éléments (hij)1�j�n en vecteurs colonnes à d composantes dans la base des Fv
et les (ej)1�j�n en vecteurs lignes dans la base des Eu, de sorte que l’équation (21) devient




h111 h121 ... h1n1
h112 h122 ... h1n2
···
···
···
h11d h12d ... h1nd








e11 e12 ... e1r
e21 e22 e2r
···
···
···
···
en1 en2 ... enr




=




s111 s112 ... s11r
s121 s122 ... s12r
···
···
···
s1d1 s12d ... s1dr




(22)
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où la matrice de droite correspond aux coordonnées du syndrome dans la base des FvEu c’est à
dire avec les notations précédentes s1vu=
P
j
h1jv eju
Aﬁn d’obtenir un unique système linéaire on va écrire les vecteurs colonnes de la matrice des
(eju) comme un seul vecteur colonne. Pour cela, dans la matrice de gauche, à la place de chaque
coeﬃcient h1jv on écrit une matrice diagonale de dimension r× r dont les coeﬃcients valent tous
h1jv : l’équation (22) équivaut à
(22)⇔
















h111 0 0 h121 0 0 ... h1n1 0 0
0 ··· 0 0
··· 0 0
··· 0
0 0 h111 0 0 h121 0 0 h1n1
h112 0 0 h122 0 0 h1n2 0 0
0 ··· 0 0
··· 0 0
··· 0
0 0 h112 0 0 h122 0 0 h1n2
···
h11d 0 0 h12d 0 0 h1nd 0 0
0 ··· 0 0
··· 0 0
··· 0
0 0 h11d 0 0 h12d 0 0 h1nd






































e11
e12
···
e1r
e21
e22
···
e2r
···
en1
en2
···
enr






















=






















s111
s121
···
s1d1
s112
s122
···
s12d
···
s11r
s12r
···
s1dr






















On obtient ainsi un système linéaire dans Fq à nr inconnues (les eju) et à dr équations.
La ligne d’indice u+ vr correspond à la coordonnée de s1 suivant FvEu.
Ce système a été obtenu pour une seule composante du syndrome. En procédant de la même façon
pour chacune des (n−k) composantes on obtient en tout (n−k)×dr équations linéaires ayant pour
inconnues les (eju). Ceci donne le système suivant dans Fq. La matrice de gauche est une matrice
déﬁnie par blocs, la matrice Aijv étant égale à la matrice diagonale dont les coeﬃcients valent hijv :

















H111 ... H1n1
···
···
H11d ... H1nd
H211 ... H2n1
···
···
H21d ... H2nd
···
···
H(n−k)11 ... H(n−k)n1
···
···
H(n−k)1d ... H(n−k)nd







































e11
e12
···
e1r
e21
e22
···
e2r
···
en1
en2
···
enr






















=

















s111
···
s1dr
s211
···
s2dr
···
s(n−k)11
···
s(n−k)dr

















avec Hijv=hijv× Idr
Notons AH
r la matrice par blocs ainsi déﬁnie. Plus formellement nous avons :
Déﬁnition 159. Description de AHr :
La matrice AH
r est une matrice de dimensions (n−k)rd×nr à coeﬃcients dans Fq. Les coeﬃcients
notés ai˜ , j˜, 1� i˜ � (n−k)rd,1� j˜ �nr, sont donnés à partir de ceux de H de la manière suivante :
pour 1� i� (n− k), pour 1� j�n, pour 1� l� d, pour 1� u� r :
au+(v−1)r+(i−1)rd,j+(u−1)r=hijv
107
Les autres coeﬃcients de AHr valent 0.
On note AH une matrice inversible de dimension nr×nr extraite de AH
r , et DH=AH
−1 une matrice
de décodage de H .
Notons que la matrice AH
r ne dépend pas de l’erreur reçue ni même de son support, uniquement
de son poids rang. Ainsi, si on connaît une borne du poids rang des erreurs reçues, les matrices
AH
r , AH et surtout DH peuvent être générées a priori et utilisées directement dans le décodage ce
qui permet de baisser signiﬁcativement sa complexité.
Déﬁnition 160. Déﬁnition de la matrice AHr :
Soit H = (hij) une matrice de parité (n − k) × n de faible poids d sur Fqm telle que les hij
appartiennent à F = <F1, ..., Fd > de sorte que pour 1 � i � n − k; 1 � j � n on ait l’égalité
hij=
Pd
k=1
hijkFk avec hijk∈Fq.
Supposons que nous ayons une erreur e de faible rang, notons r ce rang. Soit E le support de e tel
que déﬁni précédemment et {E1, ..., Er} une base de E.
Nous allons construire une matrice AH
r dépendant de F et r mais pas directement de E. En fait, la
construction suivante peut être vue comme un « dépliage » de la matrice H dans le petit corps Fq
dans une base « symbolique » de l’espace produit hE.F i tel qu’introduit au paragraphe précédent. La
matrice en question, de dimension (n− k)rd×nr, est une matrice AHr =(aij) dont les coeﬃcients
sont déﬁnis de la manière suivante : on commence par mettre tous les aij égaux à 0 puis on écrit :
awr+v+1+urd,j+vn= hijw
pour 0� u�n− k− 1, 0� v� r− 1, 1� j�n et 0�w� d− 1
La matrice AH
r correspond à une réécriture formelle du système H.eT = s où e= (e1, ..., en) avec
ei ∈E =<E1, ..., Er> et ei =
Pr
j=1
eijEj. Remarquons que la matrice AH
r ne dépend pas du sous-
espace F dans lequel elle est écrit symboliquement.
Tous les si peuvent être écrits dans la base formelle {F1E1, F1E2..., F1Er, F2E1, ..., FdEr} surFq.
La matrice AH
r vériﬁe alors :
AH
r .(e11, e21, ..., en1, e12, e22, ..., en2, ..., er1, ..., ern)
T =(s1, ..., sn−k)T
où chaque si est écrit dans la base formelle de l’espace produit {F1E1,F1E2...,F1Er,F2E1, ...,FdEr}
avec les coordonnées dans le même ordre , en conséquence (s1, ..., sn−k) est considéré comme un
vecteur de longueur (n− k)rd à coeﬃcients dans Fq.
Par exemple, la première ligne de AH
r représente l’impact du vecteur erreur e sur (h11, ..., h1n), la
première ligne de H , sur l’élément F1E1 de la base symbolique. Puisque les e ij sont ordonnées selon
l’ordre précédemment donné, la première ligne de AH
r joue seulement sur la projection de h1 j sur
l’élément F1 de la base, en conséquence les h1 j1 sont dans Fq. A présent, puisque l’on considère
pour la première ligne l’impact sur F1E1, les premières n coordonnées a1j de la première ligne de
AH
r sont a1j= h1j1 pour 1� j � n et les coordonnées restantes sont a1 j=0 pour (n+1)� j �nr
puisqu’elles font intervenir E2, E3, ...
Remarquons que si l’on prend des valeurs aux hasard des coordonnées pour un faible rang H , il
est facile de trouver des matrices AH
r de rang maximal nr.
Déﬁnition 161. Dans la suite nous notons AH une matrice inversible nr×nr extraite de AHr et
nous notons DH=AH
−1 une matrice de décodage de H.
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Remarque 162. La matrice DH permet de retrouver directement les nr valeurs eij à partir de
nr positions des si écrits dans la base de l’espace produit par une simple multiplication.
4 Algorithme de décodage pour les codes LRPC
4.1 Idée générale
L’idée générale de l’algorithme est d’utiliser le fait que le poids de la matrice de parité est faible ;
l’espace <s1, ..., sn−k > engendré par les coordonnées du syndrome permet de retrouver tout
l’espace produit P =hE.F i du support de l’erreur et la petite base connue deH . Le fait de connaître
la totalité de l’espace P et de l’espace F permet de retrouver l’espace E. Par suite, connaissant le
support E de l’erreur e, il est très simple de retrouver la valeur exacte de chaque coordonnée en
résolvant un système linéaire. Cette approche ressemble beaucoup à la méthode de décodage des
codes BCH par exemple, où l’on retrouve le polynôme localisateur d’erreur, qui donne le support
de l’erreur, puis la valeur des coordonnées de l’erreur.
4.2 Présentation de l’algorithme de décodage
Considérons un code C[n, k]r sur Fqm de faible rang d, notons G une matrice génératrice k×n et
H et une matrice de parité (n−k)×n, telles que toutes les coordonnées hij de H appartiennent à
un espace F de rang d dont une base est {F1, ..., Fd}, et supposons que comme dans le paragraphe
précédent H est choisie de sorte qu’il existe une matrice de décodage inversible associée DH.
Supposons que le mot reçu est y=xG+e avec x et e dans (Fqm)n et où e=(e1, ..., en) est le vecteur
erreur de rang r dont le support est E = {E1, ..., Er} ce qui veut dire que chaque composante ei
peut être écrite ei =
Pr
j=1
eijEj où les coeﬃcients eij sont dans Fq.
Nous présentons ci-après un algorithme général de décodage ; nous étudierons ensuite la validité
de cet algorithme, la probabilité d’échec et la complexité. A la ﬁn du paragraphe nous donnons
des exemples de paramètres pour lesquels l’algorithme marche.
Algorithme 3
1. Génération de l’espace syndrome :
Calculer le vecteur syndrome H .yt= s=(s1, ..., sn−k) et l’espace syndrome
S=<s1, ..., sn−k>
2. Détermination du support de l’erreur :
Déﬁnir Si = Fi−1S, le sous-espace où tous les générateurs de S sont multipliés par Fi−1.
Générer le support de l’erreur E=S1∩S2∩ ...∩Sd. Pour cela déterminer S1∩S2 et calculer
sa dimension. Si cette dimension est égale à celle de E alors E = S1 ∩ S2, sinon calculer
(S1∩S2)∩S3 et ainsi de suite.
Générer ensuite une base {E1, ..., Er} de E.
3. Retrouver le vecteur erreur e :
Ecrire ei,1� i�n, dans le support de l’erreur c’est à dire ei=
Pr
j=1
eijEj, résoudre le système
H.et= s où les équations H.et et les coordonnées du syndrome si sont écrites comme des
éléments de l’espace produit P = hE.F i dans la base {F1E1, ..., F1Er, ..., FdE1, ..., FdEr}.
Le système a nr inconnues (les eij) et (n− k) rd équations à partir du syndrome.
4. Retrouver le message x :
Retrouver x à partir de xG= y− e
Remarque 163. Pour l’étape 2 on montre qu’en fait le calcul de S1 ∩ S2 ∩ ... ∩ Sd est rarement
nécessaire. Il y a une forte probabilité pour avoir E = S1∩ S2 ce qui diminue signiﬁcativement la
complexité de l’algorithme. Le lecteur est invité à consulter [GRSZ] pour plus de détails.
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Remarque 164. Pour déterminer l’intersection des espaces vectoriels on peut utiliser l’algorithme
du paragraphe 3.6 du chapitre III.
4.3 Preuve de la validité de l’algorithme
Nous prouvons la validité de l’algorithme dans le cas idéal où dim (hE.F i) = rd, dim (S) = rd et
dim (S1∩ S2∩ ...∩ Sd) = r, nous verrons dans le prochain sous-paragraphe que c’est en fait le cas
général.
1. Génération de l’espace syndrome :
Cette étape est évidente.
2. Détermination du support de l’erreur :
Nous voulons prouver que E ⊂S1∩S2∩ ...∩Sd. Nous avons déﬁni Si=Fi−1S= {Fi−1x, x∈
S}, par suite puisque par hypothèse S est exactement l’espace produit hE.F i= {a.b|a∈E,
b∈F }, nous avons Fi.Ej∈S ,∀1� j� r, donc Ej∈Si et par conséquent E⊂Si, donc E est
inclus dans S1∩S2∩ ...∩Sd ; par hypothèse dim (S1∩S2∩ ...∩Sd)= dim (E) et ﬁnalement
par égalité de dimensions,
E=S1∩S2∩ ...∩Sd
3. Retrouver le vecteur erreur e :
Une fois que le support E de l’erreur est connu, on peut écrire x =
P
1�i�n,1�j�r eijEj
pour eij∈Fq, puis résoudre le système linéaire H.xt= s où les nr inconnues sont les eij. Ce
système a donc nr inconnues dans Fq et (n−k) rd équations dans Fq provenant des (n−k)
équations du syndrome dans Fqm. Le paramètre r est choisi tel que r� (n− k)mn . Remarquons
de plus que l’on peut considérer l’espace produit hE.F i pour un F déﬁni formellement de
sorte que les équations du système sont uniquement liées à la matrice H . Alors H peut être
choisie de sorte qu’une matrice de décodage DH existe et permette de résoudre le système
linéaire par une simple multiplication par DH de l’ensemble des si écrits dans la base de
l’espace produit.
4. Retrouver le message x :
Cette étape est évidente.
4.4 Probabilité d’échec
Nous étudions à présent les diﬀérents possibilités d’échec, il y a trois cas à considérer : le cas où
dim (hE.F i) = rd correspond à la proposition 147 du paragraphe 2, le cas E = S1 ∩ S2 ∩ ... ∩ Sd
correspond à la proposition 150 du même paragraphe. Dans les deux cas la probabilité peut être
rendu exponentiellement petite selon les paramètres, surtout si l’on prend en compte qu’en pratique
les bornes supérieures données sont très élevées comparées aux résultats expérimentaux.
Le dernier cas est dim (S)= rd. Nous avons la proposition suivante :
Proposition 165. La probabilité que les (n − k) syndromes n’engendrent pas l’espace produit
P = hE.F i est inférieure à q−(1+(n−k)−rd).
Démonstration. Par construction tous les si appartiennent à l’espace produit P et puisque
l’erreur est prise aléatoirement les si peuvent être vus comme des éléments aléatoires de P, par
suite si l’on considère un ensemble de (n − k) vecteurs aléatoires d’un espace de dimension rd
(avec n − k � rd) la probabilité que cet ensemble n’engendre pas l’espace entier est environ
de q−(1+(n−k)−rd) c’est à dire la probabilité qu’une matrice de dimension rd × (n − k) = rd ×
(rd+(n− k)− rd) aléatoire sur Fq ne soit pas inversible. �
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Par conséquent, ce qui précède montre qu’en fonction des paramètres la probabilités d’échec de
l’algorithme précédent peut être rendue arbitrairement petite et que la probabilité principale que
nous devons considérer est la probabilité donnée dans la proposition 165 qui n’est pas une borne
supérieure mais ce qui se passe dans la pratique.
4.5 Complexité du décodage
Détaillons la complexité des diﬀérentes étapes de l’algorithme :
1. Génération de l’espace syndrome :
La complexité de cette étape est négligeable par rapport aux autres.
2. Détermination du support de l’erreur :
Le coût de cette étape est le coût de l’intersection d’espaces vectoriels ce qui coûte 4r2d2m
opérations dans le corps de base. Il s’agit d’une estimation dans le pire des cas : comme il
y a une forte probabilité d’avoir E=S1∩S2 on peut en fait se ramener au cas d=2 ce qui
donne 16r2m opérations.
Remarquons que cette opération peut se faire en utilisant les q-polynômes en mettant en
oeuvre les outils que nous avons présentés dans les deux chapitres de la deuxième partie,
voir notamment le paragraphe 3.6 du chapitre 3.
3. Retrouver le vecteur erreur e :
Le coût de cette étape est le coût de la résolution du système H.et= s où le support E de
l’erreur est connu ; si l’on procède naïvement il y a nr inconnues et la méthode du pivot
de Gauss donne une complexité en O(n3r3) pour l’inversion matricielle, mais comme nous
l’avons remarqué dans le paragraphe précédent nous pouvons ici utiliser la matrice DH (qui
est générée une fois pour toutes et stockée) et retrouver les eij en multipliant par DH les nr
positions de s1, ..., sn−k (écrits comme des éléments de Fq dans la base de hE.F i ordonnée
comme nous l’avons expliqué précédemment). Nous n’avons plus alors besoin de procéder
à une inversion mais simplement une multiplication matricielle dont le coût est en O(n2r2).
4. Retrouver le message x :
La complexité de cette étape est négligeable par rapport aux autres.
Nous obtenons ﬁnalement une complexité, en nombre d’opérations dans le corps de base, de l’ordre
de
O(4r2d2m+n2r2)
Il y a une forte probabilité pour que l’on puisse se ramener au cas d = 2 ce qui donne alors un
nombre d’opérations de
O(r2(16m+ r2))
4.6 Bilan
Si nous résumons tous les résultats de ce paragraphe nous obtenons :
Théorème 166. Soit H une matrice de parité de dimension (n−k)×n d’un code LRPC avec un
rang faible d� 2 sur Fqm, alors l’algorithme que nous avons donné permet de décoder un vecteur
erreur aléatoire e de rang faible r tel que rd�n− k avec une probabilité de
q−(n−k+1−rd)
111
et une complexité en nombre d’opérations dans Fq de l’ordre de
O(r2(4d2m+n2))
Cette complexité est une estimation dans le pire des cas et il y a une forte probabilité pour que la
complexité soit en fait de l’ordre de O(r2(16m+ r2)).
Démonstration. Ce théorème vient directement des résultats précédents. �
Remarque 167. En termes de pure capacité de décodage, les codes LRPC sont moins intéressants
que les codes de Gabidulin puisque la capacité de décodage atteint diﬃcilement n− k
2
et qu’en
plus l’algorithme est probabiliste, cependant ils sont parfaitement adaptés à une utilisation
cryptographique comme nous allons le voir dans ce qui suit.
4.7 Exemple
Etudions un exemple avec des petites valeurs des paramètres pour expliciter la construction de la
matrice AH
r et le fonctionnement de l’algorithme de décodage.
On choisit un code sur F211=∼F2[α] = {0, 1,α, ...,α9}=∼F2[X ]/(P ) où on choisit comme polynôme
primitif le polynôme de Conway P =C2,11=X11+X2+1.
On se place sur un code de longueur n=6 et de dimension k=3. On suppose que l’erreur appartient
à un espace de dimension 1 (r = 1) engendré par E1 = α. On suppose que les coeﬃcients de la
matrice H appartiennent à un espace de dimension 2 (d=2) engendré par F1=1 et F2=α2.
Supposons que la matrice H est donnée par
H =



1 α2 1 1+α2 0 0
0 α2 1 α2 1 1+α2
1 0 α2 0 0 1+α2



et que l’on reçoive un mot y=x+ e où x est un mot du code et e est un vecteur erreur de rang 1
égal à
e= ( 0 α 0 0 0 α )
1. Détermination de l’espace syndrome :
Le syndrome vaut
s=Hyt=Het=



α3
α
α+α3



Comme α et α3 sont linéairement indépendants sur F2, l’espace S engendré par les
coordonnées du syndrome vaut S=<α,α3> .
2. Détermination du support de l’erreur :
L’espace S1 vaut S1=<1−1α, 1−1α3>=<α,α3>
L’espace S2 vaut S2=<(α2)−1α, (α2)−1α3>=<α−1,α>
L’élément α−1 n’appartenant pas12 à S1 il est clair que S1∩S2=<α>=E.
12. Sinon nous aurions une relation du type α−1= λα+ µα3⇔ µα4+ λα2− 1= 0 ce qui est absurde car la famille
1,α2,α4 est libre dans F211.
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3. Détermination de l’erreur en écrivant les coordonnées dans le corps de base :
Décomposons les coordonnées du syndrome s dans la base {F1E1,F2E1}={α,α3}. L’élément
obtenu est noté sF2 :
sF2=








0
1
1
0
1
1








Décomposons chaque coeﬃcient de H en vecteur colonne dans la base {F1, F2} = {1, α2}
aﬁn d’obtenir la matrice AHr :
AH
r =








1 0 1 1 0 0
0 1 0 1 0 0
0 0 1 0 1 1
0 1 0 1 0 1
1 0 0 0 0 1
0 0 1 0 0 1








On a choisi la matrice H de façon à ce que AH
r soit carrée inversible, ainsi AH
r =AH et
DH=AH
−1=








0 1 0 1 1 0
1 1 0 0 1 1
0 1 0 1 0 1
1 0 0 0 1 1
0 0 1 0 0 1
0 1 0 1 0 0








Pour retrouver le vecteur erreur on calcule
DH × sF2=








0 1 0 1 1 0
1 1 0 0 1 1
0 1 0 1 0 1
1 0 0 0 1 1
0 0 1 0 0 1
0 1 0 1 0 0
















0
1
1
0
1
1








=








0
1
0
0
0
1








= et
On retrouve bien les coordonnées du vecteur erreur écrites dans la base {E1}.
5 Application à la cryptographie : le cryptosystème LRPC
Dans ce qui suit nous proposons un nouveau cryptosystème dans l’esprit du cryptosystème NTRU
ou plus récemment du cryptosystème MDPC.
5.1 Le cryptosystème LRPC
Pour ce nouveau cryptosystème nous utilisons le schéma cryptographique de McEliece. Le schéma
de Niederreiter pourrait aussi être utilisé mais nous connaissons moins bien la sécurité sémantique
dans cette conﬁguration.
Soit C un code LRPC ou DC-LRPC dont on connaît une matrice de parité H . Nous supposons que
k=
n
2
de sorte que H est de dimension n
2
×n. Nous supposons aussi que H est de rang d et que le
code corrige des erreurs de rang r. Nous dissimulons la matrice H à l’aide d’une matrice aléatoire
inversible R, dans le cas des codes DC-LRPC cette matrice est une matrice circulante aléatoire de
dimension n
2
×
n
2
. Nous présentons le cryptosystème LRPC :
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Cryptosystème LRPC
1. Création de la clé
Choisir au hasard C un code LRPC sur Fqm de faible rang d ; le code est déterminé à partir
de la matrice de parité H dont les coeﬃcients sont des éléments du support F =<F1, ...,
Fd> . On note G une matrice génératrice de C et DH une matrice de décodage corrigeant
les erreurs de poids �r, comme introduite dans le paragraphe précédent.
Déterminer une matrice R à coeﬃcients dans Fqm inversible de dimension (n−k)× (n−k).
• Clé secrète : La matrice de rang faible H , la matrice masquante R.
• Clé publique : La matrice G′=RG.
2. Chiﬀrement
Convertir le vecteur information v en un mot de code x, choisir une erreur aléatoire e de
rang r sur Fqm. Le chiﬀrement de v est c= xG′+ e.
3. Déchiﬀrement
Calculer le syndrome s=H.ct et retrouver le vecteur erreur e, puis xR, puis x.
Remarque 168. Dans le cas des codes DC-LRPC, nous avons vu au paragraphe 3.2.2 que la
matrice G′ pouvait être écrite G′=

A−1BT


In
2

où A et B sont deux matrices circulantes de faible
rang d pour le même espace F . Dans ce cas la seule connaissance d’une ligne de A−1BT permet
de reconstruire G′ par cyclicité. Ainsi, pour générer la matrice, on n’a pas besoin de nk log2 (qm)
bits pour stocker les coeﬃcients mais seulement13 de n
2
log2 (qm) bits. Ce point est important car
c’est en procédant ainsi que l’on arrive à faire signiﬁcativement baisser la taille de la clé publique
ce qui est, on le rappelle, le principal inconvénient des cryptosystèmes basés sur les codes.
5.2 Paramètres du cryptosystème LRPC
1. Taille en bits de la clé publique : (n − k)(n − k)m log (q) pour les LRPC ; nm
2
log(q) pour
les DC-LRPC
2. Taille en bits de la clé secrète : Un vecteur aléatoire peut être utilisé pour retrouver les
diﬀérents paramètres.
3. Taille du message : (n− k)m log (q) pour les LRPC ; nm
2
log(q) pour les DC-LRPC
4. Taux de chiﬀrement : r(m+n)
(n− k)m pour les LRPC ;
2r(m+n)
nm
pour les DC-LRPC
5. Complexité du chiﬀrement : (n − k)(n − k)mr opérations dans Fq pour les LRPC ; n
2mr
4
opérations dans Fq pour les les DC-LRPC
6. Complexité du déchiﬀrement : r2(n2+4d2m) opérations dans Fq.
7. Complexité de la meilleure attaque usuelle : O

(n−k)3m3q(r−1)
j
(k+1)m
n
k
pour une attaque
du support ; q
r
l
(k+1)−(n+1)
r
m
pour la borne inférieure d’une attaque algébrique (base de
Groebner), et les résultats heuristiques de [LP].
13. On rappelle que k=
n
2
.
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Remarque 169. Dans le cas des DC-LRPC, puisque la matrice est doublement circulante, la
complexité du chiﬀrement peut être optimisée.
6 Sécurité du cryptosystème LRPC
6.1 Sécurité sémantique
La sécurité de notre système est basée sur le problème suivant :
Le problème LRPC : Etant donné une matrice G′ correspondant à la clé publique il est diﬃcile
de retrouver un vecteur de faible poids rang d dans le code dual.
Ce problème est une adaptation des problèmes NTRU et MDPC mais dans le cas de la métrique
rang. Les matrices utilisées ne sont clairement pas aléatoires, mais les attaques sur la structure
sont infructueuses sur NTRU depuis l’introduction de ce cryptosystème. Il en est de même pour
le cryptosystème MDPC.
En termes de sécurité sémantique, l’approche développée pour le cryptosystème MDPC dans
[MTSB] sur l’indistinguabilité par rapport aux codes aléatoires peut être adaptée au contexte
de la métrique rang, de plus la conversion CCA-2 de Kobara et Imai [KI] peut aussi être adaptée
à la métrique rang mais cette discussion irait beaucoup trop loin par rapport au présent sujet.
Concernant l’échec du déchiﬀrement, il est aussi possible d’utiliser l’approche de Fujisaki et
Okamoto [FO] qui permet qu’aucune information ne soit donnée en cas d’échec du déchiﬀrement
(la même approche ayant été proposée pour NTRU et MDPC).
6.2 Sécurité pratique
Passons en revue les diﬀérentes attaques :
6.2.1 Attaque du message
Attaquer le message : dans ce cas l’attaquant essaie de retrouver directement le message x en
essayant de retrouver e de rang r avec des attaques classiques sur le code.
6.2.2 Attaque par clé contrefaite (Spurious key)
Tout comme dans le cas NTRU (voir [HPS]) cette attaque consiste à trouver des mots de poids rang
faible mais légèrement plus grand que d et de les utiliser pour décoder. Bien que théoriquement
possible cette attaque ne marche pas dans la pratique puisque le fait que H contienne des mots
de poids faible implique en eﬀet que beaucoup de mots de poids 2d existent. Nous ne rentrerons
pas dans les détails ici, signalons juste que comme pour les codes MDPC [MTSB], lorsque le poids
augmente la complexité des attaques augmente plus vite que le nombre de vecteurs de faible poids,
ainsi cette attaque ne marche pas en pratique, pas plus que pour NTRU ou MDPC.
6.2.3 Attaque sur la clé secrète par repliement du code
Nous rappelons (voir chapitre 5, paragraphes 3.1.2 et 3.1.3, notamment la remarque 136)
l’existence d’un algorithme générique de décodage en métrique rang de complexité exponentielle
permettant de retrouver le support d’un vecteur de Fqm de poids rang d si on connaît a éléments
de ce support (vus comme des vecteurs de Fq) avec une probabilité de
q
−(d−a)
l
km
n
m
(23)
Nous présentons une attaque détaillée par Adrien Hauteville dans [Hau], qui utilise la structure
doublement circulante des codes DC-LRPC. Nous reprenons les notations du paragraphe 3.2.
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6.2.4 Une première remarque
Rappelons que les coeﬃcients de la matrice parité H sont dans un support F de poids rang d.
Si on fait des combinaisons linéaires des lignes de H , les coeﬃcients de la matrice obtenue après
combinaison linéaire sont toujours dans F .
Si on additionne toutes les lignes de H , grâce à la structure doublement circulante (chaque vecteur
colonne de la matrice contient les mêmes coeﬃcients simplement dans un ordre diﬀérent) on obtient
une ligne de la forme (β , ..., β , γ , ..., γ) où β et γ apparaissent n
2
fois chacun. Ainsi on connaît
deux éléments β et γ de F .
Dans le cas des DC-LRPC, à partir de la clé publique G′ =

A−1BT


In
2

on peut retrouver une
matrice de parité sous forme systématique H ′=

In
2
|A−1B

. En additionnant les lignes de H ′ on
obtient (1, ..., 1,α, ...,α). On obtient donc deux éléments 1 et α d’un multiple β−1F de F .
De la façon présentée dans le paragraphe 3.1.3 du chapitre 5 on cherche un espace vectoriel de
dimension d′ contenant β−1F . on a nd′ inconnues et mk équations donc d′=
j
km
n
k
=
 m
2

.
D’après l’équation (23) un algorithme probabiliste permet de retrouver β−1F puis F avec une
probabilité de

d′
d− 2

q

m
d− 2

q
= q−(d−2)(m−d
′)= q
−(d−2)
l
km
n
m
6.2.5 Code replié
Nous introduisons la notion de code replié. Nous nous référons au paragraphe 3.2 du présent
chapitre pour les résultats théoriques et les notations :
Déﬁnition 170. Soit C

n, k=
n
2

un code rang doublement circulant sur Fqm dont G= (G1|G2)
est une matrice génératrice doublement circulante et H une matrice de parité. On suppose comme
précédemment que les coeﬃcients de H sont dans un espace F de dimension r.
Soit D∈Fq[X ] un diviseur de Xk−1. Le code replié de C par D noté Crep,D ou Crep s’il n’y a pas
d’ambiguïté est le code engendré par DG=(DG1|DG2).
On a vu au paragraphe 3.2 que la dimension de ce code est majorée par k−deg (D).
Si la matrice G1 est inversible alors la matrice G′=
�
Ik|G1
−1G2

est une matrice génératrice de C
sous forme systématique, dans ce cas DG′=
�
D |DG1
−1G2

est une matrice génératrice de Crep et
la dimension de Crep vaut alors exactement k− deg (D).
6.2.6 Amélioration de l’attaque grâce à un repliement du code
Comme D∈Fq[X ], le fait de replier un code revient à faire des combinaisons linéaires des lignes de
la matrice génératrice. Ceci veut dire que le support du code replié est inclus dans le support du
code non replié. Comme ici le support F du code dual C⊥ est d’une petite dimension d, en repliant
ce code on va pouvoir garder le même support. Ainsi, au lieu de chercher F à partir du code de
départ on va le chercher à partir d’un code replié de plus petite dimension, la recherche sera donc
plus rapide.
Pour replier un code on doit trouver un diviseur de Xk − 1. Il en existe toujours au moins deux,
le polynôme X − 1 et le polynôme Pk−1
i=0
X i. Choisir D = X − 1 ne donne pas un gain important
et choisir D=
Pk−1
i=0
Xi donne un code replié de dimension 1 ce qui ne donne pas de renseignement
supplémentaire par rapport à la première attaque du paragraphe 6.2.4.
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Pour que l’attaque soit eﬃcace il est donc a priori nécessaire qu’il existe des diviseurs de Pk−1
i=0
X i
de degré assez élevé ce qui n’est pas toujours possible suivant les valeurs de k.
Les calculs sur les gains de complexité donnant les résultats de l’exemple suivant sont détaillés
dans [Hau]. L’estimation de la complexité donnée par Adrien Hauteville, en utilisant l’algorithme
d’Ourivski-Johanson et en prenant en compte le fait que la première attaque permet de diminuer
de 2 la taille du support, est égale à
O

m3

d− 2+

2(k+ d− 2)
m− 2

3
q
(d−2)

k+
l
2(k+d−2)
m−2
m
+2

Exemple 171. Prenons les exemples qui seront présentés dans le paragraphe suivant :
• Pour n= 74, k = 37, m= 41, q = 2, d= 4, r = 4 il n’est pas possible de replier le code car le
polynôme X37− 1 se factorise seulement en (X − 1)P36
i=0
X i. Dans ce cas l’attaque n’est pas
eﬃcace.
• Pour n=94, k=47,m=47, q=2, d=5, r=5, le polynôme X47−1 se factorise en (X −1)PQ
où P et Q sont de degré 23. En choisissant D=(X −1)P ou D=(X −1)Q on peut donc se
ramener à un code replié de dimension k ′= 23 au lieu de 47. L’estimation de la complexité
donne une sécurité de 2101 ce qui fait baisser signiﬁcativement la sécurité du cryptosystème,
cependant le cryptosystème reste sûr.
• Pour n= 68, k= 34,m= 23, q=24, d=4, r=4, le polynôme se factorise en facteurs de degré
2. Il est possible de replier le code jusqu’à avoir un code de dimension k ′= 4 ce qui donnel
2(k ′+ d− 2)
m− 2
m
=1 et fait signiﬁcativement baisser la complexité. Dans ce cas l’évaluation de
la complexité donne un nombre d’opérations en 266 ce qui est en dessous de la sécurité de
280, le système ne peut plus être considéré comme sûr.
6.2.7 Protection contre cette attaque
Une attaque a été trouvée dans le cas des codes DC-LRPC, cependant pour que cette attaque soit
eﬃcace il faut que le polynôme Xk − 1 admette un diviseur de petit degré (à part X − 1)ce qui
n’est pas toujours possible.
Dans [GRSZ2] de nouveaux paramètres des codes sont présentés pour lesquels les codes gardent une
sécurité et une probabilité d’échec du déchiﬀrement quasiment identiques (meilleurs dans certains
cas) mais pour lesquels l’attaque par repliement n’est plus valable. Ceci se fait fait au prix d’une
légère augmentation de la taille de la clé mais celle-ci reste très raisonnable, quelques centaines de
bits seulement au maximum.
Les nouveaux paramètres sont donnés dans le paragraphe suivant.
7 Exemples de paramètres et comparaison avec les MDPC
7.1 Exemples de paramètres
7.1.1 Premiers exemples
Nous donnons trois exemples de paramètres pour le cas du DC-LRPC : un exemple avec une
sécurité de 280 qui optimise la taille de la clé publique à 1500 bits14 avec une probabilité d’échec
de déchiﬀrement de 2−22, un exemple avec une sécurité de 2128, et enﬁn un exemple avec une
probabilité d’échec de déchiﬀrement de 2−80.
14. La taille de la clé est dans le cas des DC-LRPC, on le rappelle, égale à k log2 (q
m)
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Dans le tableau suivant Echec signiﬁe probabilité d’échec du déchiﬀrement, Coût dcf. est le coût
du déchiﬀrement en nombre d’opérations dans Fq, et les deux dernières colonnes donnent le coût
des meilleurs attaques connues : l’attaque du support et l’attaque algébrique [GRS].
Nous donnons des paramètres pour diﬀérents niveaux de sécurité mais aussi pour diﬀérentes
probabilités d’échec de déchiﬀrement, en particulier on voit que l’on peut atteindre 2−80 facilement
en doublant la taille de la clé. Remarquons que les paramètres sont très versatiles. Bien qu’aucune
attaque spéciale ne soit connue pour des nombres non premiers nous préférons en général utiliser
tout de même des nombres premiers. De plus nous avons besoin de la primalité de m pour prouver
certains résultats théoriques.
n k m q d r Echec(log2 ) Clé publique(bits) Coût dcf.(log2 ) Att.supp.(log2 ) Att.alg.(log2 )
74 37 41 2 4 4 −22 1517 17 84 82
94 47 47 2 5 5 −23 2209 19 128 145
68 34 23 24 4 4 −80 3128 17 153 100
7.1.2 Nouveaux paramètres résistants à l’attaque par repliement
Suite à l’attaque par repliement vue au chapitre précédent, de nouveaux paramètres ont été donnés
dans [GRSZ2] pour empêcher cette attaque tout en gardant des tailles de clés quasiment identiques :
n k m q d r Echec(log2 ) Clé publique(bits) Sécurité (log2 , meilleure attaque)
82 41 41 2 5 4 −22 1681 80
106 53 53 2 6 5 −24 2809 128
74 37 23 24 4 4 −88 3404 110
7.2 Comparaison avec le cryptosystème MDPC
Le système que nous proposons présente trois avantages par rapport au cryptosystème MDPC :
• La taille de la clé peut être trois fois plus petite ;
• Le système est beaucoup plus rapide (au moins 100 fois plus, la complexité de MDPC est
en λw2r pour w proche de 90 et r autour de 5000) ;
• On a plus de contrôle sur la probabilité d’échec de déchiﬀrement, en doublant notamment
la taille des paramètres on peut la faire décroître jusqu’à 2−80 au lieu de 2−23.
8 Implémentation et temps d’exécution
Nous avons implémenté le cryptosystème LRPC sur un ordinateur dont le processeur est cadnecé à
1.2 GHz (sur un processeur plus récent et plus puissant, les temps d’exécution seraient sans doute
meilleurs). Pour les opérations sur les corps ﬁnis nous avons utilisé la librairie MPFQ [mpfq] qui
permet de faire très vite les opérations sur les corps ﬁnis. Cependant la librairie MPFQ ne gère pas
directement les extensions de corps intermédiaires ( par exemple F16 vu comme une extension de
F4 au lieu de F2 ) et les temps de calcul sur de tels corps ne sont donc pas optimisés. Aussi, nous
présentons seulement les temps de calcul pour les exemples ou le corps « de base » est le corps
premier F2 :
Temps en millisecondes :
n k m q d r Encodage Calcul du syndrome Décodage xR−1 Total
82 41 41 2 5 4 0.1 0.2 0.4 0.1 0.8
106 53 53 2 6 5 0.2 0.5 0.4 0.2 1.1
Les temps d’exécution sont plus rapides que pour le cryptosystème MDPC et peuvent
vraisemblablement être encore améliorés par une optimisation des programmes.
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Remarque 172. Pour implémenter le code nous avons utilisé les résultats du chapitre I sur les
matrices de parité.
9 Pistes de recherche
L’implémentation du cryptosystème est a priori encore nettement améliorable en ce qui concerne
les temps d’exécution. Nous avons réalisé l’implémentation sans chercher à optimiser la vitesse
d’exécution et nous pouvons encore gagner du temps notamment sur l’étape du décodage
proprement dit. A cette étape les opérations se font dans le corps de base Fq et non plus dans
l’extension Fqm et devraient donc théoriquement être beaucoup plus rapides, alors qu’actuellement
c’est l’étape la plus longue comme on le voit dans le tableau précédent. L’étape la plus coûteuse
est normalement le calcul du syndrome qui correspond à une multiplication matrice/vecteur dans
l’extension Fqm. Si ces estimations sont justes on peut donc arriver à un temps total d’exécution
de l’ordre de la milliseconde, voire moins.
Une piste de recherche intéressante à explorer est l’implémentation de ce cryptosystème avec une
librairie plus légère : la librairie MPFQ, si elle permet de faire très rapidement les opérations
sur les corps ﬁnis, est relativement volumineuse (plusieurs milliers voire dizaines de milliers de
lignes) et nécessite l’installation de plusieurs outils additionnels pour la génération des codes et
la compilation. Nous avons eﬀectué une ébauche d’implémentation avec la librairie bitvector qui
comme son nom le suggère permet de manipuler eﬃcacement des vecteurs de bits. Nous pouvons
utiliser ces bitvectors pour représenter des éléments de F2m de la façon que nous avons vue au
chapitre 2. L’avantage de cette librairie est qu’elle est très légère (quelques centaines de lignes) et
ne nécessite pas l’installation de programmes tiers pour fonctionner ce qui permettrait notamment
d’embarquer ce cryptosystème sur des composants disposant d’assez peu de mémoire comme des
cartes à puce par exemple.
Les premiers tests eﬀectués avec la librairie bitvector avec le corps F241 donnent un temps
d’exécution de l’ordre de O(0.01s). Ces résultats sont encourageants (les programmes ont pour
l’instant été faits simplement pour les tests, sans souci d’optimisation), mais la vitesse d’exécution
doit encore pouvoir être signiﬁcativement améliorée jusqu’à être comparable à celle des programmes
utilisant la librairie MPFQ.
Une attaque a été explicitée dans le cas des codes DC-LRPC : l’attaque par code replié. Cette
attaque n’est a priori eﬃcace que lorsque le polynôme Pk−1
i=0
X i admet des diviseurs de degré élevé.
Si cette attaque est amenée à évoluer, ou si d’autres attaques sont trouvées, il faut voir dans quelle
mesure on peut s’en protéger en modiﬁant les paramètres du code.
Signalons d’autre part que suite à nos travaux sur le cryptosystème LRPC, un algorithme de
signature utilisant les mêmes techniques a été mis au point par Gaborit, Ruatta, Schrek et Zémor
dans [GRSZ].
10 Conclusion
Dans ce chapitre, tout comme dans l’article récent sur le cryptosystème MDPC [MTSB], nous
avons généralisé l’approche du cryptosystème NTRU [HPS] dans le contexte de codage mais avec la
métrique rang. Pour ce faire nous avons introduit un nouveau type de codes, les codes LRPC, pour
lesquels nous proposons un algorithme de décodage eﬃcace. Dans l’ensemble, tout comme c’est
souvent le cas pour la métrique rang, les résultats obtenus sont bons comparés aux cryptosystèmes
en distance de Hamming puisque les attaques connues augmentent en diﬃculté.
De plus, alors que les cryptosystèmes en métrique rang ont connu de nombreuses attaques basées
sur le recouvrement de la structure des codes de Gabidulin, le cryptosystème que nous proposons
est le premier cryptosystème en métrique rang aléatoire, faiblement structuré, et qui n’est pas basé
sur les codes de Gabidulin.
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Une attaque possible a été trouvée dans le cas des codes DC-LRPC, mais cette attaque n’est a
priori eﬃcace que lorsque Pk−1
i=0
X i admet des diviseurs de degré élevé et n’invalide pas la sécurité
des deux premiers cryptosystèmes présentés dans 7.1 même si elle baisse tout de même la sécurité
d’un facteur 227 dans un cas.
De nouveaux paramètres pour les codes sont proposés dans [GRSZ2] qui permettent de protéger les
codes contre l’attaque par repliement tout en conservant une sécurité et une probabilité d’échec de
décodage quasiment identiques. Cette protection supplémentaire nécessite une légère augmentation
de la taille de la clé publique, très peu pénalisante puisque l’augmentation la plus importante sur
les paramètres est une augmentation de 600 bits, faisant passer la taille de la clé de 2209 bits à
2809 bits.
Ce cryptosystème devra bien sûr être étudié de manière plus approfondie mais il semble ouvrir des
opportunités intéressantes.
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Appendice : Démonstrations des résultats du paragraphe 2
Lemme 173. Soient A′ et B deux sous-espaces de Fqm de dimensions α′ et β telles que
dim hA′B i=α′β. Soit A=A′+ hai où a est un élément aléatoire uniformément choisi de Fqm, alors
Prob(dim hAB i<α′β+ β)� q
α′β+β
qm
Démonstration. Nous avons dim hAB i<α′β+β si et seulement si aB∩ hA′Bi=/ {0}. Par suite,
Prob(hA ′B i∩ aB=/ {0})�
X
b∈B,b=/ 0
Prob(ab∈ hA′B i) (24)
�(|B |− 1)q
α′β
qm
(25)
puisque pour tout a=/ 0 ﬁxé, ab est distribué uniformément dans Fqm. Comme |B |− 1� |B |= qβ
nous obtenons le résultat voulu. �
Proposition 174. Soit B un sous-espace ﬁxé, supposons que nous construisons un sous-espace
aléatoire A en choisissant α vecteurs aléatoires de Fqm indépendamment (indépendamment dans le
sens probabiliste du terme) et soit A le sous-espace engendré par ces α vecteurs indépendants, alors
Prob(dim hAB i=αβ)� 1−αq
αβ
qm
Démonstration. On applique le lemme précédent α fois en commençant avec un sous-espace
aléatoire A′ ⊂ A de dimension 1, et on ajoute un nouvel élément à A′ jusqu’à ce qu’on obtienne
A. �
Soit B un sous-espace ﬁxé de Fqm contenant 1 et soit hB2i le sous-espace engendré par tous les
éléments de B. Soit β2=dim hB2i. Soit A un sous-espace aléatoire de Fqm de dimension α. D’après
la proposition précédente nous avons
Prob(dim hAB2i=αβ2)� 1−αq
αβ2
qm
Remarque 175. Nous avons β2� β(β+1)2
Lemme 176. Supposons que dim hAB2i=αβ2. Soit e∈ hAB i avec e∈/ A. Supposons eB⊂ hAB i,
alors il existe x∈B, x∈/ Fq, tel que xB⊂B.
Démonstration. Soit (ai) une base de A. On a
e=
X
i
λiaibi
avec λi∈Fq pour tout i et bj∈/ Fq et λj=/ 0 pour un certain j, autrement e∈A contrairement à ce
que nous avons supposé. Soit b un élément de B. Par hypothèse eb∈ hAB i ce qui signiﬁeX
i
λiaibib=
X
i
µiaibi
′
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avec bi
′∈B. Le fait que hAB2i soit de dimension maximale implique que
λjajbjb= µjajbj′
d’où nous déduisons bjb ∈ B. Puisque ceci est vrai pour n’importe quel b ∈ B, nous obtenons
bjB⊂B. �
Proposition 177. Supposons que m est premier. Soient A et B deux sous-espaces de dimensions
respectives α et β. Soit (bi) une base de B et S= hAB i, alors
Prob
\
i
bi
−1S=A

� 1−αq
α β(β+1)
2
qm
Démonstration. Si ce n’est pas le cas il existe un sous-espace E � A tel que hEB i = hAB i.
D’après la remarque 175 , les conditions du lemme 176 sont vériﬁées. Mais alors il existe x∈/ Fq
tel que xB⊂B. Ceci implique que Fq(x)B⊂B, mais le fait que m soit premier implique qu’il n’y
a pas d’extension intermédiaire entre Fq et Fqm donc Fqm⊂B ce qui est une contradiction. �
On peut atteindre une meilleure borne : montrons qu’avec une bonne probabilité, lorsque A et B
sont choisis aléatoirement avec une dimension suﬃsamment petite, alors nous avons le résultat
suivant avec une probabilité proche de 1 :\
b∈B
hAB ib−1=A
Sans perte de généralité nous pouvons supposer que 1 ∈ B. Nous allons montrer que un b ∈ B
aléatoire nous avons
hAB i∩ hAB ib−1=A
avec une probabilité proche de 1.
Nous avons besoin de deux lemmes intermédiaires :
Lemme 178. Soit B1 un sous-espace de dimension β1. Soit b un élément aléatoire de (Fq)m
uniformément distribué, alors
Prob(b∈B1+B1b−1)� 2q
2β1
qm
Démonstration. Ceci peut se produire seulement si b est une racine d’une équation de la forme
x2− b1x− b1′ =0
Il y a au plus |B1|
2= q2β1 équations de cette forme et chacune d’elles a au plus deux racines.
Soit B1 un espace vectoriel quelconque contenant 1 et de dimension β1. Soit b un élément aléatoire
uniformément distribué dans (Fq)
m, posons B =B1+<b >Notons β = dimB = β1+ 1 (avec une
probabilité 1− q
β1
qm
). Puisque b−1 est lui aussi uniformément distribué, nous avons B1∩B1b−1=/ {0}
avec une probabilité d’au plus
(|B1|− 1) |B1|
qm
� q
2β1
qm
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Par conséquent, avec une probabilité d’au moins
1− q
2β1
qm
nous avons
dim (B1+B1b−1)= 2β1
�
A partir de ce lemme on obtient :
Lemme 179. Prob(dim (B+Bb−1)= 2β − 1)� 1− 3q
2β1
qm
Proposition 180. Soit B un sous-espace de dimension β contenant 1 tel que dim (B+Bb−1) =
2β − 1 pour un certain b∈B. Soit A un sous-espace choisi aléatoirement de dimension α, alors
Prob(hABi∩ hAB ib−1=A)� 1−αq
α(2β−1)
qm
Démonstration. D’après la proposition 174 nous obtenons qu’avec une probabilité d’au moins
1−αq
α(2β−1)
qm
nous avons
hAB i∩ hAB ib−1=A
Nous pouvons aussi établir, dans les conditions des lemmes précédents,
dim hA(B+Bb−1)i=α(2β − 1)= 2αβ −α
D’autre part remarquons que
dim hA(B+Bb−1)i=dim hABi+dim hABb−1i− dim (hABi∩ hABb−1i)
=2αβ − dim (hAB i∩ hABb−1i)
d’où l’on déduit
dim (hAB i∩ hABb−1i)=α
Mais ceci prouve le résultat puisque A⊂ hAB i∩ hABb−1i et dimA=α. �
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Conclusion et pistes de recherche
Nous avons travaillé sur des domaines liés au codes correcteurs d’erreurs en métrique rang.
Deux domaines se sont dégagés, qui ont été présentés dans les deux grandes parties de cette
thèse : premièrement, l’étude des q-polynômes d’un point de vue principalement théorique ;
deuxièmement, la conception et l’implémentation du cryptosystème LRPC, un cryptosystème basé
sur des codes rang faiblement structurés déﬁnis par une matrice de parité de poids faible. Nous
présentons dans cette partie une synthèse de nos travaux et une ouverture à des pistes de recherche.
1 Concernant les q-polynômes
Les q-polynômes sont connus depuis longtemps mais certains résultats déjà connus les concernant,
notamment par rapport à la structure d’espaces vectoriels de leurs racines et aux opérations sur ces
espaces vectoriels, n’avaient jamais été formalisés. C’est ce que nous avons fait au chapitre 3 avec
le formalisme de l’algèbre linéaire sur des corps ﬁnis. Nous avons vu qu’à tout espace vectoriel V
sur un corps ﬁni on peut associer un q-polynôme PV dont l’ensemble des racines est exactement
V ; le q-polynôme associé à l’intersection de deux espaces vectoriels V ∩W est le PGCD à droite
de V et W , et le q-polynôme associé à V +W est le PPCM à droite de V et W .
Au chapitre 4 nous avons présenté de nouveaux résultats concernant les q-polynômes. Nous avons
vu comment calculer le PGCD à droite de deux q-polynômes via l’utilisation de la matrice de
multiplication et comment cette même matrice nou permettait de calculer les sous-résultants de
deux q-polynômes, les sous-résultants étant déﬁnis en adaptant à notre travail la déﬁnition de Li
[Li].
En combinant ces résultats nous avons décrit une nouvelle façon de déterminer l’intersection de
deux espaces vectoriels V et W : on calcule PV et PW , puis leur PGCD à droite (par exemple avec
la matrice de multiplication) puis l’espace vectoriel des racines de ce PGCD ; cet espace est V ∩W .
La valeur de cet algorithme est essentiellement théorique puisque sa complexité est comparable
aux algorithme existants.
En raison notamment de la non-commutativité de leur loi de multiplication, les q-polynômes
restent assez peu étudiés. De nombreuses techniques de calcul sur les polynômes classiques n’ont
pas d’équivalent sur les q-polynômes, par exemple il n’existe pas d’équivalent d’algorithme de
Karatsuba pour eﬀecture une multiplication rapide.
Les q-polynômes ont également une utilisation pratique en théorie des codes, dans la création des
codes de Gabidulin et leur utilisation pour le cryptosystème GPT. Cependant nous avons vu que
la forte structure de ces codes rendait le cryptosystème très vulnérables aux attaques structurelles.
2 Concernant la cryptographie sur les codes correcteurs en
métrique rang
Par rapport aux cryptosystèmes usuels basés par exemple sur la factorisation de grands entiers ou
les courbes elliptiques, les cryptosystème basés sur les codes correcteurs présentent l’avantage d’être
basés sur la résolution de problèmes NP-diﬃciles ce qui les rend résistants aux attaques menés par
des ordinateurs quantiques. Les cyryptosystèmes basés sur des codes correcteurs ont également
l’avantage de proposer des opérations de chiﬀrement et de déchiﬀrement très rapide.
Cependant ces cryptosystèmes ont notamment deux défauts qui fait qu’ils sont peu utilisés en
pratique : leur principal défaut est la taille très importante de leur clé publique qui est une matrice ;
ils peuvent aussi avoir le défaut, selon la famille de codes choisie, d’être vulnérable aux attaques
structurelles. En général, les moyens mis en oeuvre pour diminuer cette vulnérabilité reviennent
d’une façon ou d’une autre à augmenter la taille de la clé, qui est déjà très importante.
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En se basant sur des travaux antérieurs, Gabidulin introduit dans [Gab1] la métrique rang
qui est peu adaptée à la théorie des codes mais semble bien convenir pour des applications
cryptographiques car les cryptosystèmes en métrique sont immunisés aux attaques par ensemble
d’information. Gabidulin introduit les codes de Gabidulin, une famille de codes dont les mots
sont des évaluations de q-polynômes, et le cryptosystème GPT [GPT], un cryptosystème de type
McEliece basé sur les codes de Gabidulin. Cependant il souﬀre de la même vulnérabilité aux
attaques structurelles et est attaqué par Overbeck dans [Ove]. Par la suite, les améliorations
et variantes ultérieures apportées au cryptosystème GPT ont toujours pu ﬁnalement être attaquées
à cause de cette forte structure. Il y a donc des raisons de penser que des améliorations ultérieures
seront aussi attaquées, et donc d’être assez pessimiste quant à la viabilité des cryptosystèmes
basés sur les codes de Gabidulin et plus généralement sur des codes trop structurés.
Nous avons développé un cryptosystème qui conserve les avantages des cryptosystèmes en métrique
rang tout en corrigeant leurs défauts : nous avons présenté le cryptosystème LRPC, que l’on peut
voir comme une généralisation à la métrique rang du récent cryptosystème MDPC [MTSB]. Le
cryptosystème LRPC est un cryptosystème de McEliece basés sur les codes LRPC, une famille de
codes en métrique rang faiblement structurés et donc a priori résistants aux attaques structurelles.
Ces codes sont déﬁnis par leur matrice de parité qui est de poids rang faible ce qui permet, en se
ramenant à des opérations dans le corps de base, d’avoir un algorithme de décodage eﬃcace. En
choisissant pour la matrice de parité une matrice doublement circulante (on parle dans ce cas de
codes DC-LRPC) on peut générer toute la matrice à partir d’une seule ligne ce qui permet de
diminuer considérablement la taille de la clé, nous avons notamment présenté une clé de 1517 bits
avec une sécurité de plus de 280.
L’algorithme de déchiﬀrement proposé a le défaut d’être probabiliste, cependant nous avons vu que
la probabilité d’échec de déchiﬀrement peut être rendue arbitrairement basse tout en gardant une
clé de taille raisonnable ; nous avons donné un exemple de clé de 3128 bits avec une probabilité
d’échec de déchiﬀrement de 2−80.
Une attaque a été proposée dans le cas des codes DC-LRPC en se basant sur la notion de code
replié. Cette attaque ne semble baisser signiﬁcativement la sécurité que si le polynôme Pk−1
i=0
X i
admet des diviseurs de degré élevé (k étant la dimension du code). Dans certains cas l’attaque ne
permet donc pas de baisser signiﬁcativement la sécurité. Dans les cas où cette attaque est eﬃcace
de nouveaux paramètres pour les codes ont été trouvés qui permettent de contrer l’attaque tout
en gardant une probabilité d’échec de déchiﬀrement arbitrairement basse. Cette protection se fait
au prix d’une légère augmentation de la taille de la clé, taille qui reste de quelques milliers de bits.
L’amélioration des performances des ordinateurs, et notamment la mise au point des ordinateurs
quantiques, pourrait rendre obsolètes tous les systèmes de chiﬀrement classiques. Il est pertinent
d’étudier des cryptosystèmes ne présentant pas cette vulnérabilité. Les cryptosystèmes basés sur
les codes correcteurs oﬀrent des résultats prometteurs dans ce sens. Le cryptosystème MDPC et
notre cryptosystème LRPC sont deux exemples de cryptosystème où nous parvenons à baisser
signiﬁcativement la taille de la clé tout en gardant une bonne sécurité.
En particulier, la cryptographie en métrique rang reste ﬁnalement assez peu étudiée. Cette
métrique est peu adaptée à la théorie des codes sauf dans des cas particuliers, et ses premières
applications cryptographiques ont toutes été attaquées. Le cryptosystème LRPC que nous
présentons est le premier cryptosystème existant en métrique rang dont la clé est petite et qui
ne soit pas vulnérable aux attaques structurelles. Peu de résultats sont connus en métrique rang
alors que cette métrique est naturellement adaptée à une utilisation en cryptographie et beaucoup
de résultats restent probablement à découvrir.
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