It is well-known that exploiting label correlations is important to multi-label learning. Existing approaches either assume that the label correlations are global and shared by all instances; or that the label correlations are local and shared only by a data subset. In fact, in the real-world applications, both cases may occur that some label correlations are globally applicable and some are shared only in a local group of instances. Moreover, it is also a usual case that only partial labels are observed, which makes the exploitation of the label correlations much more difficult. That is, it is hard to estimate the label correlations when many labels are absent. In this paper, we propose a new multi-label approach GLOCAL dealing with both the full-label and the missing-label cases, exploiting global and local label correlations simultaneously, through learning a latent label representation and optimizing label manifolds. The extensive experimental studies validate the effectiveness of our approach on both full-label and missing-label data.
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INTRODUCTION
I N real-world classification applications, an instance is often associated with more than one class labels. For example, a scene image can be annotated with several tags [1] , a document may belong to multiple topics [2] , and a piece of music may be associated with different genres [3] . Thus, multi-label learning has attracted a lot of attention in recent years [4] .
Label correlations can provide important information in multi-label learning. For example, if labels "amusement park" and "Mickey Mouse" are present, it is very likely that label "Disney" will also appear; Similarly, if "blue sky" and "white cloud" both appear, it is very likely that label "fog" will not be present. Current studies on multi-label learning try to incorporate label correlations of different degrees [4] . However, they mostly focus on global label correlations shared by all instances [5] , [6] , [7] . In fact, some label correlations are only shared by a local data subset [8] , [9] . For example, "apple" is related to "fruit" in gourmet magazines, but is related to "digital devices" in technology magazines. Previous studies focus on exploiting either global or local label correlations. However, considering both of them is obviously more beneficial and desirable.
Another difficulty with label correlations is that they are usually difficult to be specified manually. Usually, they are estimated from observed data. Some approaches assume that the labels are related in the form of a hierarchy, and learn the corresponding label hierarchy by hierarchical clustering [10] or Bayesian network structure learning [11] , [12] . However, this assumed hierarchical structure may not exist in some applications. For example, labels "desert", "mountains", "sea", "sunset" and "trees" do not naturally belong to a hierarchy. Others estimate label correlations by label co-occurrence in the training data [13] , or equivalently constructing a label kernel [48] . However, it may cause over-fitting. Moreover, co-occurrence estimation is less reliable for labels with very few positive instances.
In multi-label learning, human labelers may sometimes ignore labels they do not know or of little interest, or following the guide by some algorithm to reduce labeling costs [49] , [50] . Thus, some labels may be missing from the training set, which is a kind of weakly supervised learning [51] . To address this problem, there have been attempts to recover the missing labels by exploiting label correlations [12] , [14] . For example, as labels are correlated, one can assume the label correlation matrix and/or instance-label mapping matrix to have internal linear dependence structure and thus low-rank (i.e., its rank is smaller than its size) [14] , [15] . A common approach to encourage this low-rank assumption during inference is by using the nuclear-norm regularizer [16] , [17] . However, optimization may be computationally expensive [18] . A more direct approach to enforce this lowrank assumption on the label matrix is by approximating it as a product of two smaller matrices [19] , [20] .
Though this low-rank structure can be regarded as implicitly exploiting label correlations, it is still desirable to use label correlations explicitly. This has been shown to facilitate the recovery of missing labels [15] . However, estimation of label correlations becomes even more difficult in the presence of missing labels, as the observed label distribution is different from the true one. The aforementioned methods (based on hierarchical clustering and co-occurrence) will produce biased label correlation estimates, which will even do harm to the performance.
In this paper, we propose a new approach called "Multi-Label Learning with GLObal and loCAL Label Correlation" (GLOCAL), which simultaneously recovers the missing labels, trains the linear classifiers, explores and exploits both global and local label correlations. Classifier outputs are encouraged to be similar on highly positively correlated labels, and dissimilar on highly negatively correlated labels. We do not assume the presence of external knowledge sources specifying the label correlations. Instead, these correlations are learned simultaneously with the latent label representations and instance-label mapping.
The rest of the paper is organized as follows. In Section 2, related works of multi-label learning with label correlations are introduced. In Section 3, the problem formulation and the GLOCAL approach are proposed. Experimental results are presented in Section 4. Finally, Section 5 gives some concluding remarks.
Notations. For a n Â m matrix A A ¼ ½A i;j , where i 2 f1; . . . ; ng, j 2 f1; . . . ; mg, A A > , denotes its transpose, trðA AÞ ¼ P n i¼1 A i;i is A A's trace, kA Ak F ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P n i¼1 P m j¼1 A 2 i;j q is its Frobenius norm, diagðA AÞ returns a vector containing the diagonal elements of A A, and Diagðc cÞ returns a diagonal matrix with c c on the diagonal. For two matrices of the same size, A A and B B, A A B B denotes the Hadamard (element-wise) product. For a k-dimensional vector c c ¼ ½c i , kc ck ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P k i¼1 c 2 i q is its ' 2 -norm. 1 1 is an all-one vector.
RELATED WORK 2.1 Multi-Label Learning
In multi-label learning, an instance can be associated with multiple class labels. Let C C ¼ fc 1 ; . . . ; c l g be the set of l class labels. We denote the d-dimensional feature vector of an instance by x x 2 X R d , and denote the ground-truth label vector byỹ y 2 Y fÀ1; 1g l , where ½ỹ y j ¼ 1 if x x is with class label c j , and À1 otherwise.
Multi-label learning has been widely studied in recent years. Based on the degree of label correlations used, it can be divided into three categories [21] : (i) first-order; (ii) secondorder; and (iii) high-order. For the first group, label correlations are not considered, and the multi-label problem is transformed into multiple independent binary classification problems. A well-known example is the binary relevance (BR) algorithm [1] , which trains a classifier independently for each label. For the second group, pairwise label relations are considered. For example, calibrated label ranking (CLR) [5] transforms the multi-label learning problem into a pairwise label ranking problem. Finally, for the third group, all other labels' influences imposed on each label are taken into account. For example, classifier chain (CC) [7] transforms the multi-label learning problem into a chain of binary classification problems, with the ground-truth labels encoded into the features. Another way to consider all label correlations together is by learning a latent label space to capture higher-level label semantics. Usually, this is obtained by low-rank decomposition of the label matrix [22] (low-rank modeling will be reviewed in Section 2.2). Analogously, Jing et al. [23] used dictionary learning to obtain embedded labels. Recently, Yeh et al. [24] also proposed a deep learning approach to learn a joint feature and label embedding. These methods are highly related to canonical correlation analysis (CCA) [25] , which learns a latent subspace to align the instance representations with the corresponding labels. An extensive experimental study on various approaches can be found in [26] .
Most previous studies focus on global label correlations. However, sometimes label correlations may only be shared by a local data subset. To alleviate this problem, multi-label learning using local correlation (MLLOC) [8] extends the feature representation of each instance by embedding a code, which encodes the influence of the instance's labels to the local label correlations. MLLOC achieved success in exploiting local correlations. Its performance may be enhanced if global and local correlations are exploited together, and its application area can be expanded if high-dimensional data and partially observed labels (i.e., some labels may be missing [12] , [15] , as Section 1 mentioned) can be handled.
Recently, multi-label learning with missing labels has attracted much attention. In this paper, we adopt the general setting that both positive and negative labels can be missing [15] , [18] , [19] . The observed label vector is denoted by y y, where ½y y j ¼ 0 if class label c j is not labeled (i.e., missing), and ½y y j ¼ ½ỹ y j otherwise. Given the training data D ¼ fðx x i ; y y i Þg n i¼1 with n labeled instances, our goal is to learn the mapping C : X ! Y.
In order to deal with missing labels, Matrix completion using side information (MAXIDE) [15] is based on fast lowrank matrix completion, and has strong theoretical guarantees. It focuses on the transductive learning setting, and a label correlation matrix is needed as an input. It would be desirable, if it could be adapted to an inductive setting and learn the label correlation matrix automatically from data. Low-rank empirical risk minimization for multi-label learning (LEML) [18] is very efficient, which also relies on a lowrank structure, and works in an inductive learning setting. It does not explicitly use label correlations. Learning lowrank label correlations for multi-label classification (ML-LRC) [14] achieves success in capturing global label correlations by adopting a low-rank structure on the label correlation matrix, and addresses the missing labels by introducing a supplementary label matrix. It focuses on global label correlations only, and local label correlations are not considered. Obviously, it would be more desirable to learn both global and local label correlations simultaneously.
Low-Rank Modeling in Multi-Label Learning
An n Â m matrix is low-rank if its matrix rank is smaller than minðn; mÞ. Because the labels are correlated in multi-label learning, the label matrix is often assumed to be low-rank [22] , [24] . Specifially, letỸ Y ¼ ½ỹ y 1 ; . . . ;ỹ y n 2 fÀ1; 1g lÂn be the ground-truth label matrix, where eachỹ y i is the label vector for instance i. Let the rank ofỸ Y be k < l.Ỹ Y can then be written as the productỸ
of two smaller matrices, where U U 2 R lÂk and V V 2 R kÂn . Intuitively, V V represents the latent labels capturing higher level concepts that are more compact and semantically abstract than the original labels; while U U reflects how the original labels are correlated to the latent labels. In general, labels may only be partially observed. Lowrank modeling plays a central role in matrix completion [27] , and the low-rank decomposition on the observed labels provides a natural solution for missing label recovery. Specificially, let the observed label matrix be Y Y ¼ ½y y 1 ; . . . ; y y n 2 fÀ1; 0; 1g lÂn , and V be the set containing indices of the observed labels in Y Y (i.e., indices of the nonzero elements in Y Y ). Assume that Y Y is the same as the ground-truth label matrixỸ Y on the observed labels, andỸ Y can be modeled as U UV V . We focus on minimizing the reconstruction error on the observed labels. In other words, we minimize
and 0 otherwise. The full-label task (i.e., all elements observed) can be regarded as a special case with Y Y ¼ỸỸ and so P V ðY À Y À UV Þ ¼Ỹ À UṼ Y À UV . After U U and V V are obtained, a missing label at ði; jÞ = 2 V in Y Y can be recovered as signðu u i;: v v :;j Þ, where u u i;: is the ith row of U U and v v :;j is the jth column of V V .
Manifold Regularization
Manifold regularization [28] exploits instance similarity by encouraging predictions on similar instances to be similar. Specifically, let S i;j be the similarity between the ith and jth instances. This is often defined by a Gaussian function or as cosine similarity between the ith and jth instances [52] . The similarities on a set of n instances can then be stored in a n Â n matrix S S ¼ ½S i;j , which is also known to be positive semidefinite. 1 In a binary classification problem, let f i and f j be the label prediction on the ith and jth instances, respectively. The manifold regularizer tries to minimize
where f f is the vector containing predictions on all n instances, and L L ¼ DiagðS S1 1Þ À S S is the Laplacian matrix.
THE PROPOSED APPROACH
In this section, we propose the GLOCAL algorithm, which explores and exploits both global and local label correlations in learning the classifier. It can be used on tasks with either full labels or missing labels. Its success is mainly due to four factors: (1) It uses the low-rank structure of the label matrix to obtain a more compact and abstract latent label representation, which also provides a natural solution to missing label recovery (Section 3.1); (2) It exploits both global and local label correlations, and so the label classifier can utilize information from all labels (Section 3.2); (3) It learns the label correlations directly from data, without the need for mundane and difficult manual specification of the correlation matrix (Section 3.3); (4) It integrates the above into one joint learning problem, and adopts an efficient alternating minimization strategy for optimization (Section 3.4).
Basic Model
The basic GLOCAL model applies low-rank decomposition on the label matrix to obtain latent labels, and learns a mapping from the feature space to the latent labels. Hence, we can obtain a more compact and abstract latent label representation, which is dense, real-valued, and lower-dimensional. Learning the mapping from feature space to latent label space is also much easier than learning the one to the original label space (which is sparse, binary-valued and higher dimensional). Besides, it directly provides the solution to missing label recovery.
Specifically, we use (1) to decompose the label matrixỸ Y to two low-rank matrices U U and U U, in which V V represents the latent labels and U U reflects how the original labels are correlated to the latent labels. Matrices U U and V V can be obtained via minimizing the reconstruction error kỸ Y À U UV V k 2 F . To map instances to the latent labels, we learn a matrix W W 2 R dÂk . This W W can be obtained by minimizing the square loss kV À W V À W > X Xk 2 F , where X X ¼ ½x x 1 ; . . . ; x x n 2 R dÂn is the matrix containing all the instances. Subsequently, the label predicted for x x x x is signðf fðx xÞÞ, where f fðx xÞ
We can concatenate f fðx xÞ for all x x 2 X X together as
Combining reconstruction error minimization for lowrank matrix decomposition and square loss minimization for learning the linear mapping from instances to latent labels, we obtain the following optimization problem for the basic GLOCAL model
where RðU; V; W U; V; W Þ is a regularizer and , 2 are tradeoff parameters. While the square loss is used in problem (2), it can be replaced by any differentiable loss function.
Global and Local Manifold Regularizers
Exploiting label correlations is essential to multi-label learning. Here, we use label correlations to regularize the model. Note that global and local label correlations may coexist. In this section, we introduce label manifold regularizers to incorporate both of them.
The basic idea of the global manifold regularizer is adapted from the instance-level manifold regularizer (Section 2.3) [28] . Specifically, the more positively correlated two labels are, the closer the corresponding classifier outputs should be, and vice versa. In other words, positively correlated labels will encourage their corresponding classifier outputs to be similar to each other, while negatively correlated labels will push the corresponding outputs in opposite directions.
Recall that predictions on all n instances are stored in the l Â n matrix F F 0 , with its ith row f f i;: containing predictions for the ith label. If the ith and jth labels are more positively correlated, f f i;: should be more similar to f f j;: , and vise versa. Analogous to the instance-level manifold regularizer [28] , [29] , the label manifold regularizer can be defined as 
where S S 0 is the l Â l global label correlation matrix. If labels i and j are positively correlated, ½S S 0 i;j is also positive. By minimizing (3), kf f i;: À f f j;: k 2 2 will be small. Let D D 0 be the diagonal matrix with diagonal S S 0 1, where 1 is the vector of ones. The manifold regularizer in (3) can be equivalently written as trðF
As label correlations may vary from one local region to another, we introduce the local manifold regularizer. Assume that the dataset X X is partitioned into g groups fX X 1 ; . . . ; X X g g, where X X m 2 R dÂnm has n m instances. This partitioning can be obtained by domain knowledge (e.g., gene pathways [31] and networks [32] in bioinformatics applications) or clustering. Let Y Y m be the label submatrix in Y Y corresponding to X X m , and S S m 2 R lÂl be the local label correlation matrix of group m. Similar to global label correlations, we encourage the classifier outputs to be similar (resp. dissimilar) on the positively (resp. negatively) correlated labels, and minimize trðF F > m L L m F F m Þ, where L L m is the Laplacian matrix of S S m and F F m ¼ UW UW > X X m is the classifier output matrix for group m.
Adding global and local manifold regularizers to problem (2), we have the following optimization problem
where ; 2 ; 3 ; 4 are tradeoff parameters. Global label correlations are encoded in the Laplacian matrix L L 0 and local label correlations are encoded in the L L m 's. Intuitively, a large local group contributes more to the global label correlations. In particular, the following Lemma shows that when the cosine similarity is used to compute S S ij , we have S S 0 ¼ P g n S S m . In general, when the global label correlation matrix is a linear combination of the local label correlation matrices, the following Proposition shows that the corresponding global label Laplacian matrix is also a linear combination of the local label Laplacian matrices with the same combination coefficients.
Using Lemma 1 and Proposition 1, problem (4) can then be rewritten as follows:
Learning Label Correlations
The success of label manifold regularization hinges on a good label correlation matrix (or equivalently, a good label Laplacian matrix). In multi-label learning, one rudimentary approach is to compute the correlation coefficient between two labels by the cosine distance [33] . However, the estimate can be noisy since some labels may only have very few positive instances in the training data. When labels can be missing, this estimate may even become misleading, since the observed label distribution can be very different from the true label distribution. In this paper, instead of specifying any correlation metric or label correlation matrix, we learn the Laplacian matrices directly. Note that the Laplacian matrices are symmetric positive definite. Thus, for m 2 f1; . . . ; gg, we decompose L L m as Z Z m Z Z > m , where Z Z m 2 R lÂk . For simplicity, k is set to the dimensionality of the latent representation V V . As a result, learning Laplacian matrices is transformed to learning Z Z fZ Z 1 ; . . . ; Z Z g g. Note that optimization w.r.t. Z Z m may lead to the trivial solution Z Z m ¼ 0. To avoid this problem, we add the constraint that the diagonal elements in each Z Z m Z Z > m are 1. This also enables us to obtain a normalized Laplacian matrix [34] of L L m . fix V V ; U U; W W , update Z Z m by solving (7); 5: end for 6: fix U U; W W ; Z Z, update V V by solving (8); //learn latent labels 7: fix V V ; W W ; Z Z, update U U by solving (9); //learn mapping from original labels to latent labels 8: fix U U; V V ; Z Z, update W W by solving (10); //learn mapping from instance to latent labels 9: until convergence; 10: output U U; : bmV ; W W , and Z Z fZ Z 1 ; . . . ; Z Z g g.
Let J J ¼ ½J ij be the indicator matrix with J ij ¼ 1 if ði; jÞ 2 V, and 0 otherwise. P V ðY À UV Y À UV Þ can be rewritten as the Hadamard product J J ðY À UV ðY À UV Þ. Combining the decomposition of Laplacian matrices and the diagonal constraints of Z Z m , we obtain the optimization problem
Moreover, we will use the standard regularizer RðU; V;
Learning by Alternating Minimization
Problem (6) can be solved by alternating minimization (Algorithm 1), which enables us to iteratively adjust the variables to find a satisfying solution. In each iteration, we update one of the variables in fZ Z; U U; V V ; W W g with gradient descent, and fix the others. The whole optimization problem is then reduced to several simpler subproblems that are easier to solve. Specifically, the MANOPT toolbox [35] is utilized to implement gradient descent with line search on the euclidean space for the update of U U; V V ; W W , and on the manifolds for the update of Z Z. The detailed update procedures for U U; V V ; W W , and Z Z will be discussed in the following sections.
Updating Z Z m (Line 4 in Algorithm 1)
With U U; V V ; W W fixed, problem (6) reduces to
for each m 2 f1; . . . ; gg. Due to the constraint diagðZ Z m Z Z > m Þ ¼ 1, it has no closed-form solution, and we solve it with projected gradient descent. The gradient of the objective w.r.t. Z Z m is
To satisfy the constraint diagðZ Z m Z Z > m Þ ¼ 1, we project each row of Z Z m onto the unit norm ball after each update z z m;j;: z z m;j;: =kz z m;j;: k;
where z z m;j;: is the jth row of Z Z m .
Updating V V (Line 6 in Algorithm 1)
With Z Z m 's and U U; W W fixed, problem (6) reduces to
Notice that the columns of V V are independent of each other, and thus V V can be obtained column by column. Let j j i and v v i be ith column of J J and V V , respectively. The optimization problem for v v i can be written as
Setting the gradient w.r.t. v v i to 0, we obtain the following
This involves computing a matrix inverse for each i. If this is expensive, we can perform gradient descent on (8) instead. The gradient of the objective in (8) 
Updating U U (Line 7 in Algorithm 1)
With Z Z m 's and V V ; W W fixed, problem (6) reduces to
Again, we use gradient descent, and the gradient w.r.t. U U is:
The gradient w.r.t. W W is
EXPERIMENTS
In this section, extensive experiments are performed on text and image datasets. Performance on both the full-label case and the missing-label case are discussed
Learning with Full Labels
In this experiment, we consider the simplest case that all elements in the training label matrix are observed, i.e., J J in problem (6) is an all one matrix.
Data Sets
In our experiments, we conduct comparisons on several commonly used benchmark datasets for multi-label learning tasks on text and image classification to validate the effectiveness of our approach. Specifically, on text, eleven Yahoo datasets 2 (Arts, Business, Computers, Education, Entertainment, Health, Recreation, Reference, Science, Social and Society) and the Enron dataset 3 are used. On images, the Corel5k 4 and Image 4 datasets are used. In the sequel, each dataset is denoted by its first three letters. 5 These datasets have been widely used in multi-label learning literatures [7] , [8] , [11] , [14] , [15] , [22] , [26] , [36] , [37] , [38] , [39] , [40] , [41] , [42] etc. Detailed information of the datasets are shown in Table 1 .
For each dataset, we randomly select 60 percent of the instances for training, and the rest for testing.
Performance Evaluation
Let p be the number of test instances, C C þ i ; C C À i be the sets of positive and negative labels associated with the ith instance; and Z Z þ j ; Z Z À j be the sets of positive and negative instances belonging to the jth label. Given input x x, let rank f f ðx x; yÞ be the rank of label y in the predicted label ranking (sorted in descending order). 2 . http://www.kecl.ntt.co.jp/as/members/ueda/yahoo.tar 3. http://mulan.sourceforge.net/data sets-mlc.html 4. http://cse.seu.edu.cn/people/zhangml/files/Image.rar 5. "Society" is denoted "Soci", so as to distinguish it from "Social".
For performance evaluation, we use the following popular metrics in multi-label learning [4]: 1) Ranking loss (Rkl): This is the fraction that a negative label is ranked higher than a positive label.
Average Area Under the ROC Curve (Auc): This is the fraction that a positive instance is ranked higher than a negative instance, averaged over all labels. Specifically, for label j, defineQ Q j ¼ fði 0 ; i 00 Þ j f j ðx
This counts how many steps are needed to move down the predicted label ranking so as to cover all the positive labels of the instances. 
Baselines
In the GLOCAL algorithm, we use the kmeans clustering algorithm to partition the data into local groups. The solution of problem (2) is used to warm-start U U; V V and W W . The Z Z m 's are randomly initialized. GLOCAL is compared with the following state-of-the-art multi-label learning algorithms: 1) Binary relevance (BR) [1] : It trains a binary linear SVM (using the LIBLINEAR package 6 [43] ) for each label independently; 2) Hierarchy of multi-label classifiers (HOMER) [44] : It transforms a multi-label classification task into a tree hierarchy of simpler multi-label classification subtasks, with each subtask handling only a smaller number of labels. In the experiments, we use the implementation in the Mulan package 7 [45] . 3) Random forest with predictive clustering trees (RF-PCT) [46] , [47] : It is an ensemble of predictive clustering trees that maximizes cluster homogeneity in the partition at each internal node. We use the implementation in the Clus package. 8 
4)
Multi-label learning using local correlation (MLLOC) [8] : It exploits local label correlations by encoding them into the instance's feature representation; 5) Low-rank empirical risk minimization for multilabel learning (LEML) [18] : It learns a linear instanceto-label mapping with low-rank structure, and implicitly takes advantage of global label correlation; 6) Learning low-rank label correlations for multi-label classification (ML-LRC) [14] : It learns and exploits low-rank global label correlations for multi-label classification with missing labels. On the aspect of exploiting label correlations, BR and RF-PCT do not take label correlation into account; HOMER exploits global label correlations by building a hierarchy of meta-labels (which are subsets of the original labels); MLLOC considers only local label correlations; LEML implicitly uses global label correlations; ML-LRC models global label correlation matrix directly; and GLOCAL exploits both global and local label correlations. On the ability to handle missing labels, BR, MLLOC, HOMER, and RF-PCT can only learn with full labels, while LEML, ML-LRC, and GLOCAL can handle missing labels.
For simplicity, we set ¼ 1 in GLOCAL. The other parameters, as well as those of the baseline methods, are selected via 5-fold cross-validation on the training set. HOMER and RF-PCT are implemented in JAVA, while the other approaches are implemented in Matlab (with some C++ code for BR and LEML).
Results
Performance on the test data is shown in Table 2 . As can be seen, GLOCAL is better than the other compared approaches in general. On most datasets, GLOCAL is among the best two approaches on all measures. The success of GLOCAL is due to simultaneous optimizing the low-rank decomposition of label matrix, feature space mapping to latent labels, and Laplacian matrices encoding both global and local label correlations. With the low-rank decomposition of label matrix, we obtain more compact and informative latent labels. It is easier to learn the mapping from feature space to the dense, real-valued, lower-dimensional latent label space than that to the sparse, binary-valued, higher-dimensional original label space. This is especially the case in the presence of minority labels with few positive instances. Besides, the global label manifold provides information on how labels are correlated as a whole, and helps learning of the minority labels. If a minority label is positively (resp. negatively) correlated to the other labels, we can encourage its label classifier outputs to be more similar (resp. dissimilar) to those of the other labels. The local label manifold further allows local adaptation of the label classifiers. The learning of Laplacian matrices discovers label correlations that best fits the global and local data subsets, and avoids the often mandane and difficult task of manually specifying label correlations. GLOCAL obtains slightly worse results on the datasets of Computers, Health, and Entron. We speculate that this is because GLOCAL involves nonconvex optimization, and may get stuck in local minimum. On the other hand, the other approaches under comparison only exploit some of the above aspects. BR does not consider label correlation, and its performance is almost always the worst or second-worst. For labels with few positive instances, it is hard for BR to obtain a good classifier without the help of label correlations (e.g., in the Coral5k dataset, there are over 100 labels each with fewer than 10 positive instances). RF-PCT, though it does not explicitly consider label correlations, achieves the best performance on Computers, Entertainment, Health, and Enron. This is mainly due to strong discriminating power of the random forest. When many labels are imbalanced, for each base classifier, labels with few positive instances may be dominated by those with many positive instances (e.g., the Coral5k dataset). As a result, though RF-PCT is an ensemble while GLOCAL is only one single classifier, RF-PCT still performs worse than GLO-CAL overall. HOMER only uses the label correlations to build meta-labels via label clustering. At the leaf nodes, there may not be sufficient instances to build good models. Besides, obtaining good label clusters requires a large enough number of labels. On datasets such as Entertainment, there are only 21 labels and 6 of them have fewer than 10 positive instances. Hence, HOMER is outperformed by GLOCAL. LEML uses the low-rank structure, and does not explicitly exploit label correlations. MLLOC learns local label correlations only, while ML-LRC learns global label correlations only. However, both global and local label correlations can be potentially useful.
To show the example correlations learned by GLOCAL, we use two local groups extracted from the Image dataset. Fig. 1 shows that local label correlation does vary from group to group, and is different from global correlation. For group 1, "sunset" is highly correlated with "desert" and "sea" (Fig. 1c ). This can also be seen from the images in Fig. 1a . Moreover, "trees" sometimes co-occurs with "deserts" (first and last images in Fig. 1a ). However, in group 2 (Fig. 1d ), "mountain" and "sea" often occur together and "trees" occurs less often with "desert" (Fig. 1b ). Fig. 1e shows the learned global label correlation: "sea" and "sunset", "mountain" and "trees" are positively correlated, whereas "desert" and "sea", "desert" and "trees" are negatively correlated. All these correlations are consistent with intuition.
To further validate the effectiveness of global and local label correlations, we study two degenerate versions of GLOCAL: (i) GLObal, which uses only global label correlations; and (ii) loCAL, which uses only local label correlations. Note that the local groups obtained by clustering are not of equal sizes. For some datasets, the largest cluster contains more than 40 percent of instances, while some small ones contain fewer than 5 percent each. Global correlation is then dominated by the local correlation matrix of the largest cluster (Proposition 1), making the performance difference on the whole test set obscure. Hence, we focus on the performance of the small clusters. As can be seen from Table 3 , using only global or local correlation may be good enough on some data sets (such as Health). On the other hand, considering both types of correlation as in GLOCAL achieves comparable or even better performance.
Learning with Missing Labels
In this section, experiments are conducted on datasets with missing labels, and evaluations are performed to validate the effectiveness on both the missing label recovery and the prediction tasks.
Setting
The datasets are the same as those in the full label experiments. To generate missing labels, we randomly sample r percent of the elements in the label matrix as observed, and the rest as missing. When r ¼ 100, it reduces to the full-label case. The performance measures are again the same as those in the full label experiments. Evaluation is performed both on the prediction of labels on the unseen testing instances, and also on the recovery of missing labels on the training set.
Among the baseline methods, only LEML and ML-LRC (together with the proposed GLOCAL) can directly handle missing labels. For the other baseline methods (BR, MLLOC, HOMER and RF-PCT), we have to first recover the full labels (here, we use the matrix completion using side information (MAXIDE) algorithm in [15] ) before they can be used. The resultant combinations of MAXIDE+BR and MAXIDE+MLLOC are denoted MBR and MMLLOC, respectively. We do not compare with MAXIDE+HOMER because of the poor performance of HOMER in the full label case and its inability to directly handle missing labels. We also do not include MAXIDE+RF-PCT, because RF-PCT often has to ensemble many trees 9 and is very slow in both training and testing. Fig. 1 . Example images from two local groups in the Image data set, and the corresponding 5 Â 5 label correlation matrices. The labels are (topto-down, left-to-right) "desert", "mountains", "sea", "sunset", and "trees".
9. On many datasets, the number of trees required is between 500 and 1000. Table 4 shows the results on recovering the training data's missing labels at different ratios of observed training labels. As discussed above, BR and MLLOC cannot directly handle missing labels, and so we compare with MAXIDE instead. Table 5 shows the label prediction results on the test data. To fit the tables onto one page, we do not report the standard deviation. Moreover, MBR performs the worst, and so is not shown in Table 5 because of the lack of space.
Results
As can be seen from both tables, performance improves with more observed labels. This agrees with the intuition that as more elements in the label matrix are observed, more supervised information can be provided.
Overall, GLOCAL performs best at different r's on both missing-label recovery and test label prediction. The reasons for its superiority are similar to those discussed in Section 4.1.4, namely the joint learning of latent labels, instance-label mapping, and exploitation of both global and local label correlations. Moreover, as can be seen from the results on MMLLOC in Table 5 , the two-stage approach of first recovering the missing training labels and then classification is not effective in predicting the test set labels. This is because MAXIDE will induce errors in the label recovery process (as can be seen from Table 4 ), which then propagate to the classification procedure.
Convergence
In this section, we empirically study the convergence of GLOCAL. Fig. 2 shows the objective value w.r.t. the number of iterations for the full-label case on the Arts, Business, Enron and Image datasets. As can be seen, the objective converges quickly in a few iterations. A similar phenomenon can be observed on the other datasets. Table 6 shows the timing results (in second) on learning with missing labels (with r ¼ 70). GLOCAL and LEML train a classifier for all the labels jointly, and also can take advantage of the low-rank structure of either the model or label matrix during training. Thus, they are the fastest. However, GLOCAL has to be warm-started by Eqn. (2) , and requires an additional clustering step to obtain local groups of the instances. Hence, it is slower than LEML. ML-LRC uses a low-rank label correlation matrix. However, it does not reduce the size of the label matrix or model involved in each iteration, and so is slower than GLOCAL. MBR and MMLLOC require training a classifier for each label, and also an additional step to recover the missing labels. Thus, they are often the slowest, especially when the number of class labels is large. Similar results can be observed with r ¼ 30, which are not reported here.
Sensitivity to Parameters
In this experiment, we study the influence of parameters, including the number of clusters g, regularization Rkl and Cvg are the smaller the better, Auc and Ap are the larger the better. The italics indicates that GLOCAL is significantly better (paired t-tests at 95 percent significance level). The number in brackets shows ranking of the algorithm. Fig. 3 shows the influence on the Enron dataset. When there is only one cluster, no local label correlation is considered. With more clusters, performance improves as more local label correlations are taken into account. When too many clusters are used, very few instances are placed in each cluster, and the local label correlations cannot be reliably estimated. Thus, the performance starts to deteriorate.
Varying the Number of Clusters g
Influence of Label Manifold Regularizers ( 3 and 4 )
A larger 3 means higher importance of global label correlation, whereas a larger 4 means higher importance of local label correlation. Figs. 4 and 5 show their effects on the Enron dataset. When 3 ¼ 0, only local label correlations are considered, and the performance is poor. With increasing 3 , performance improves. However, when 3 is very large, performance deteriorates as the global label correlations dominate. A similar phenomenon can be observed for 4 .
Varying the Latent Representation
Dimensionality k Fig. 6 shows the effect of varying k on the Enron dataset. As can be seen, when k is too small, the latent labels cannot capture enough information. With increasing k, performance improves. When k is too large, the low-rank structure is not fully utilized, and performance starts to get worse. Fig. 7 shows the effect of varying 2 on the Enron dataset.
Influence of 2
As can be seen, GLOCAL is not sensitive to this parameter. Arts  109  8  101  107  8  1  0  98  34  0  34  87  0  87  47  1  20  26  Business  38  6  32  104  6  1  0  97  35  0  35  82  0  82  49  1  24  24  Computers  78  11  67  121  11  1  0  109  46  0  46  94  0  94  53  1  31  21  Education  60  8  52  115  8  1  0  106  45  0  45  64  0  64  45  1  29  15  Entertainment  66  6  60  91  6  1  0  84  42  0  42  73  0  73  53  2  22  29  Health  64  11  53  116  11  1  0  104  41  0  41  75  0  75  67  1  32  34  Recreation  63  4  59  97  5  1  0  91  46  0  46  55  0  55  51  2  22  27  Reference  75  14  61  131  15  9  0  107  38  0  38  91  0  91  78  8  32  38  Science  101  15  86  133  15  1  0  117  53  0  53  103  0  103  77  2  32  43  Social  163  36  127  149  33  8  0  108  37  0  37  147  0  147  90  7  35  48  Society  83  8  75  106  8  1  0  97  32  0  32  117  0  117  44  2  18  24  Enron  47  10  37  59  10  1  0  48  38  0  38  78  0  78  69  1  25  43  Corel5k  458  272  186  1529  268  1  0  1260  307  0  307  709  0  709  413  1  78  344  I m a g e  5  1  4  2 5  2  1  0  2 2  2 8  0  2 8  1 4  0  1 4  1 5  1  5  9 F is the time for missing label recovery. C is the time for clustering, I is the time for initialization, and R is the time of the main learning procedure. A is the total time. Note that some algorithms may not need F, C, or I. In this paper, we proposed a new multi-label correlation learning approach GLOCAL, which simultaneously recovers the missing labels, trains the classifier and exploits both global and local label correlations, through learning a latent label representation and optimizing the label manifolds. Compared with the previous work, it is the first to exploit both global and local label correlations, which directly learns the Laplacian matrix without requiring any other prior knowledge on label correlations. As a result, the classifier outputs and label correlations best match each other, both globally and locally. Moreover, GLOCAL provides a unified solution for both full-label and missing-label multi-label learning. Experimental results show that our approach outperforms the state-of-the-art multi-label learning approaches on learning with both full labels and missing labels. In our work, we handle the case that label correlations are symmetric. It has been disclosed in [42] that, label correlations can be asymmetric in many situations. So it is desirable to study the asymmetric label correlations in our future work. Besides, it is also interesting to extend our work to a multi-instance multilabel setting [53] , where each object is represented by several instances, and structures among them can be taken into account. Fig. 6 . Varying the latent representation dimensionality on the Enron dataset. Fig. 7 . Varying 2 on the Enron dataset.
