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Abstract This paper presents a novel Multiresolution, Perceptual and Vector Quantization
(MPVQ) based video coding scheme. In the intra-frame mode of operation, a wavelet
transform is applied to the input frame and decorrelates it into its frequency subbands. The
coefficients in each detail subband are pixel quantized using a uniform quantization factor
divided by the perceptual weighting factor of that subband. The quantized coefficients are
finally coded using a quadtree-coding algorithm. Perceptual weights are specifically
calculated for the centre of each detail subband. In the inter-frame mode of operation, a
Displaced Frame Difference (DFD) is first generated using an overlapped block motion
estimation/compensation technique. A wavelet transform is then applied on the DFD and
converts it into its frequency subbands. The detail subbands are finally vector quantized
using an Adaptive Vector Quantization (AVQ) scheme. To evaluate the performance of the
proposed codec, the proposed codec and the adaptive subband vector quantization coding
scheme (ASVQ), which has been shown to outperform H.263 at all bitrates, were applied to
six test sequences. Experimental results indicate that the proposed codec outperforms the
ASVQ subjectively and objectively at all bit rates.
Multimed Tools Appl (2012) 58:569–583
DOI 10.1007/s11042-011-0752-y
A. Sheikh Akbari (*)
Faculty of Computing, Engineering and Technology, Staffordshire University, Octagon, Beacon side,
Stafford ST18 0AD, UK
e-mail: a.s.akbari@staffs.ac.uk
P. Bagheri Zadeh
Department of Engineering, Faculty of Technology, De Montfort University, Queens Building,
The Gateway, Leicester LE1 9BH, UK
e-mail: pbz@dmu.ac.uk
T. Buggy
Division of Communications, Networking and Electronics Engineering, School of Engineering
& Computing, Glasgow Caledonian University, 70 Cowcaddens Road, Glasgow G4 0BA, UK
e-mail: t.buggy@gcal.ac.uk
J. Soraghan
Institute of Communications and Signal Processing, Department of Electronic & Electrical Engineering,
University of Strathclyde, Glasgow, UK G1 1XW
e-mail: jjs@eee.strath.ac.uk
Keywords Perceptual weights . Wavelet transforms . Vector quantization and video codec
1 Introduction
Over the past two decades, advances in multimedia technology have dramatically
increased the demands for efficient storage and transmission of digital video data. A
number of standard video compression techniques, i.e. MPEG1, H.261, MPEG2, H.263,
MPEG4 and H.264, and many other non-standard algorithms have been developed to
efficiently code video data for a wide range of applications and bitrates [2, 3, 14, 17,
22]. Since the quality of the decoded videos are finally judged by human observers, the
design of a Human Visual System (HVS) model and embedding the model into the coding
algorithms to minimize the perceptual distortion and increase the achievable compression
ratios by exploiting the limitations of the HVS has been the target of many researches [4,
18, 23]. Due to the tremendous complexity of the physiological structure of the HVS,
HVS-models are based on psychophysical observations. Researchers have performed
many psycho-visual experiments to understand the way that the HVS works. These
experiments show that the HVS is less sensitive to the patterns containing high spatial-
frequencies than those containing low spatial-frequencies. As natural video frames
compose of a variety of spatial frequencies, definition of contrast sensitivity over spatial
frequency, which is known as Contrast Sensitivity Function (CSF), has been a general
way to model the HVS [1, 2, 7, 10, 11, 15, 17, 19, 20, 22].
Wavelet-based video codecs have been proven to be ideally suited for embedding
complete HVS model into the coding scheme, due to the space–frequency localization
properties of the wavelet decompositions [4]. The HVS model has been embedded either
in the quantization stage [7, 20] or in the bit allocation stage [2, 17] of the coding
algorithm and yield significant improvement in the visual quality of the decoded frames.
Antonini et. al. [2] developed a wavelet-based coding scheme using vector quantization
and HVS model. Their codec performs 2D-DWT on the input image and decomposes it
into a number of subbands. The coefficients in the resulting subbands are then vector
quantized. The codec employs a perceptually weighted mean-squared-error (MSE)
criterion, to allocate bits among the different subbands. Voukelatos and Soraghan
reported another wavelet based video coding scheme [22] that employs perceptual
weights in vector selection and bit allocation stage of the encoder when it codes the intra-
frames. They reported superior performance to H.263 at low bitrates. Sheikh Akbari and
Soraghan [17] developed another wavelet based video compression scheme using VQ and
the properties of the HVS. Their codec divides the input video frames into a group of
frames and processes each group of frames independently. Their codec first performs
DWT on each frame within a group of frames and converts the frame data into its
frequency subbands. The codec then divides the coefficients in each resulting high
frequency subband into vectors. The codec employs the perceptually weighted mean
energy of the vectors as a measure to select the significant vectors. The selected vectors in
the same subband from different frames within a group of frame are then joined together
and generate a group of vectors for each subband. The codec finally vector quantizes the
resulting groups of selected vectors of different subbands. They embedded perceptual
weight in bit allocation stage of their encoder. Although several standard and many non-
standard video codecs have been developed over the past two decades, more research
needs to acknowledge increasing demands for high quality video transmission.
570 Multimed Tools Appl (2012) 58:569–583
In this paper a novel wavelet based video coding scheme is presented. The proposed
codec works in either intra- or inter-frame mode of operation. In intra-frame mode of
operation, the proposed codec performs a 2D-DWT on the input frame and decomposes
it into its frequency subbands. The codec losslessly encodes the coefficients in the
resulting baseband. Coefficients in each high frequency subband are first pixel
quantized. The resulting non-zero quantized coefficients are then losslessly coded. A
binary map is generated for each subband to preserve the location of its non-zero
coefficients and quad-tree coded. Perceptual weights are designed for the centre of each
high frequency subband and used to regulate the quantization steps for different
subbands. In inter-frame mode of operation, the codec generates a Displaced Frame
Difference (DFD) for each input inter-frame using an overlapped block motion
estimation/compensation technique. The codec then applies a 2D-DWT to the resulting
DFD frame and transforms it into its frequency subbands. It then divides the
coefficients in each high frequency subband into vectors and selects the significant
vectors in each detail subband according to their mean energy. The selected vectors in
different subbands are finally vector quantized using an Adaptive Vector Quantization
(AVQ) scheme presented in [22]. The rest of the paper is organized as follows: In
Section 2 the calculation of Human visual system coefficients is presented; in Section 3
the proposed video codec is discussed. Experimental results are presented in Section 4
and paper is concluded at Section 5.
2 Calculation of perceptual weight factors
In this section perceptual weights are specifically calculated for visual communication
using handheld videophone devices when using quarter common intermediate format
(QCIF) image sizes. This corresponds to a physical dimension of 1.8×2.2 in. on the
workstation monitor, which is used as the videophone display. Therefore, the pixel
resolution r, which is measured in pixels per inch, in both horizontal and vertical
dimensions, will be 80 pixels/in.. Let assume the viewing distance v, which is measured in
meters, be 0.30 m. This distance is a good approximation to the natural viewing distance of
a human being using a videophone device. The sampling frequency, fs in pixels per degree,
is then calculated using Eq. 1 [13]:
fS ¼
2 v tanð0:5Þ r
0:0254 ð1Þ
If the signal is critically down-sampled at Nyquist rate of 0.5 cycle/pixel, the maximum
frequency represented in the signal will be:
fmax ¼ 0:5 fs thus fmax ¼ 8:246 cycles = deg ð2Þ
Therefore the maximum frequency represented in the QCIF image size with the
30 cm distance will be 8.246 cycles/deg in both horizontal and vertical direction. The
centre radial frequency for each subband is determined by the Euclidean distance of the
centre of that subband from the origin where subbands are in a square of length 8.246
and the baseband is in the origin. Figure 1 shows the centre radial frequencies of
different sub-bands of a three level wavelet decomposition. The Euclidean distance of the
centre of LH1-subband from the origin, which represents the radial frequency of the
centre of the LH1-subband, is also illustrated in this figure.
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Mean detection threshold is the smallest change in the colour that is noticeable by a
human observer and is used to calculate the perceptual weighting factors. It is a function of
spatial frequency, orientation, luminance and background colour. Van Dyck and Rajala
reported the initial mean detection threshold measurements for human eyes in [21]. Their
measurements are in the xyY colour space, where x and y are the C.I.E. chromaticity
coordinates and Y is the luminance. A set of thresholds for various frequencies and
orientations measured along with the luminance, Red-Green and Blue-Yellow directions
when the luminance value Y0 is 5cd/m
2 and background colour is white are listed in [21].
The chromaticity coordinates for white are (x0, y0)=(0.33, 0.35). For transition along the
Red-Green and Blue-Yellow direction each mean detection threshold gives two chroma-
ticity coordinates corresponding to the maximum and the minimum of the sinusoidal
variation as shown in Eqs. 3 and 4 respectively [21].
xi ¼ x0  Δx : t ð3Þ
yi ¼ y0  Δy : t ð4Þ
where t is the mean detection threshold,Δx and Δy are the step sizes for the changes in the x
and y direction. In this paper,Δx andΔy values presented in [21] are used for all three directions.
This paper presents a coding scheme, which compresses the QCIF video using the YIQ
colour space. Therefore, the mean detection thresholds for the YIQ space must be
determined before the perceptual weights can be calculated. The mean detection thresholds
in the xyY space for the centre frequencies of the subbands shown in Fig. 1 are first
calculated by linearly interpolating the values in [21]. In wavelet decomposition, the
diagonal subbands (HH) do not discriminate between the left and right, so an average of the
two values is employed. The resulting thresholds in the xyY space for the centre of the high
frequency subbands are listed in Table 1. By using Eqs. 3 and 4, two chromaticity
coordinates (xi, yi, Y0), where i=1, 2 for each subband can be calculated. These two
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chromaticity coordinates are in the xyY space. Therefore they are converted from the xyY
space to the C.I.E. XYZ space using the Equations in 5: [6].
Xi ¼ xi Y0 = yi
Zi ¼ ð1  xi  yiÞ Y0 = yi
for i ¼ 1 ; 2
ð5Þ
For the luminance direction each mean detection threshold also provides two XYZ
values that are calculated using the Equations in 6:
Xi ¼ X0  ΔY :
X0
Y0
:t
Yi ¼ Y0  ΔY :t
Zi ¼ Z0  ΔY :
Z0
Y0
:t
ð6Þ
where ΔY is given in Table 1, t is the mean detection threshold and i=1,2. The vector (X0,
Y0, Z0) contains the coordinates of the white point, computed from Eq. 6. The resulting
values are then transformed into the YIQ space. The Red-Green line lies approximately in the
I-direction and the Blue-Yellow line lies mostly in the Q direction. The linear transformations in
Eqs. 7 and 8 are used to give two points for each direction in the YIQ space.
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The YIQ mean detection threshold for each direction is the inverse Euclidean distance
between these two points. The computed weighting factors for each subband of the QCIF
video, based on the properties of the HVS, are shown in Table 2.
Table 1 Mean detection thresholds in xyY space for subbands
SUBBAND Mean detection threshold
Luminance R-G B-Y
LH1 8.731 9.939 41.554
HL1 10.546 12.508 39.859
HH1 32.436 48.890 75.188
LH2 6.664 5.793 16.236
HL2 6.462 7.871 17.576
HH2 9.556 13.242 40.877
LH3 6.520 4.750 6.454
HL3 6.514 6.402 8.168
HH3 7.431 7.261 20.839
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3 Multi-resolution, perceptual and vector quantization based video codec
Figure 2 shows a block diagram of the Multiresolution, Perceptual and Vector
Quantization (MPVQ) based video encoder. The MPVQ is a hybrid video codec. In
intra-frame mode of operation, the input frame is transformed into its frequency
subbands using a 2D-wavelet transform. The coefficients in the resulting detail
subbands are pixel quantized and coded. Perceptual weighs, designed in Section 1,
are employed to regulate the quantization step for different subbands. This mode of
operation is discussed in Sub-section 3.1. In inter-frame mode of operation, a Displaced
Frame Difference (DFD-frame) is first generated for the input frame using an overlapped
block motion estimation/compensation algorithm [9]. The resulting DFD-frame is then
coded using an Adaptive Subband Vector Quantization (ASVQ) coding scheme [22].
Inter-frame mode of operation is detailed in Sub-section 3.2.
Table 2 Perceptual weight factors for the YIQ colour domain
SUBBAND Y-DOMAIN I-DOMAIN Q-DOMAIN
LH1 4.3807 2.0482 1.0502
HL1 3.4573 1.6159 1.0992
HH1 1.2372 0.6978 0.6065
LH2 5.9673 3.6449 2.6340
HL2 6.1708 2.7149 2.4728
HH2 4.1934 1.6384 1.1331
LH3 6.1796 4.5685 7.1443
HL3 6.1984 3.3243 5.5495
HH3 5.3931 2.9888 2.2339
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3.1 Intra-frame mode of operation
The red shaded area of Fig. 2 shows the block diagram of the intra-frame mode of
operation of the proposed codec. In this mode of operation, an intra-frame is input to the
encoder. The encoder applies a 2D-DWT on the input frame and decorrelates it into its
Table 3 Average PSNR of the intra frames of the test sequences at different bitrates coded by the MPVQ,
the ASVQ and H.264 video codecs
Sequence MPVQ ASVQ H264 MPVQ ASVQ H264
(a)
Bitrates 128 kbit/s 256 kbit/s
Claire 48.20 34.50 47.32 55.38 35.61 53.58
Carphone 38.37 30.17 45.07 49.40 31.73 53.14
Forman 33.84 29.71 43.91 45.62 32.14 53.66
Grandma 39.15 34.29 44.99 49.13 37.00 53.22
Mis Amrica 47.70 42.25 46.59 54.73 47.39 52.99
Trevor 36.71 32.38 45.91 44.41 36.51 52.99
(b)
Bitrates 384 kbit/s 448 kbit/s
Clair 59.29 35.80 53.58 62.72 35.90 53.58
Carphone 56.43 32.01 53.21 58.88 32.05 53.14
Forman 50.52 32.45 53.66 54.50 32.71 53.66
Grandma 56.41 37.85 53.22 58.87 37.97 53.22
Mis Amrica 58.92 47.71 52.99 62.86 48.95 52.99
Trevor 55.00 39.01 52.99 59.21 39.63 52.99
Table 4 Average PSNR of the first 150 frames of the test sequences at different bitrates coded by the
MPVQ, the ASVQ and H.264 video codecs
Sequence MPVQ ASVQ H264 MPVQ ASVQ H264
(a)
Bitrates 128 kbit/s 256 kbit/s
Clair 37.51 34.05 49.44 38.94 34.14 53.34
Carphone 30.60 29.18 42.07 32.92 29.40 46.36
Forman 24.83 24.51 39.57 27.25 24.72 43.22
Grandma 38.29 36.93 43.46 40.72 37.46 48.49
Mis Amrica 36.93 35.98 48.16 38.32 36.87 48.49
Trevor 27.56 26.98 46.97 28.81 27.31 52.68
(b)
Bitrates 384 kbit/s 448 kbit/s
Clair 39.36 34.24 53.71 39.95 34.27 53.71
Carphone 34.34 29.49 49.77 34.80 29.39 51.11
Forman 28.07 24.87 44.80 28.83 24.57 49.68
Grandma 42.20 37.72 51.27 42.54 37.81 52.48
Mis Amrica 39.07 36.99 53.51 40.33 37.07 51.24
Trevor 31.05 27.94 53.13 31.84 27.97 53.13
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a) Carphone at 128kbps
b) Grandma at 256kbps
c) Clair at 448kbps
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frequency subbands. Since the wavelet transform concentrates most of the frame energy
into the baseband, the baseband is losslessly coded using a differential pulse code
modulation (DPCM) method to preserve its visually important information. The
coefficients in each detail subband are pixel quantized using a quantization factor
specially calculated for that subband. The quantization factor for each high frequency
subband is determined by dividing the input quantization factor on the perceptual
weight of the centre of that sub-band. The application of the perceptual weights in
regulating the quantization steps for high frequency subbands significantly reduces the
visibility of compression artefacts and improves the visual quality of the reconstructed
frames. After quantization stage, resulting non-zero coefficients are scanned and
losslessly coded. To preserve the location of the non-zero coefficients, a binary map
is generated for each subband. In binary map, a ‘1’ corresponds to a coefficient that has
non-zero value and a ‘0’ corresponds to a coefficient that has a zero value. For each
binary map, the number of zeros and ones are counted and this map is coded using
quadtree-coding structure [16] for the group with the higher population.
3.2 Inter-frame mode of operation
The blue shaded area of the Fig. 2 shows the block diagram of the inter-frame mode of
operation of the proposed encoder. In this mode of operation, an inter-frame is input to the
codec. The encoder employs an overlapped block motion estimation/compensation
technique with a quarter of a pixel resolution to generate a predicted frame for the
current input frame [9]. In this paper, the block size for the overlapped block motion
estimation/compensation is set to 16×16 pixels and a 2D raised cosine window function
is used to smooth the best matching block. The predicted frame is then subtracted from
the current frame, generating a DFD-frame. The resulting DFD-frame contains much less
energy than the original input frame [12]. Hence, it increases the achievable compression
ratio of the video codec. The resulting motion vectors are losslessly coded using a
Differential Pulse Code Modulation (DPCM) encoder to exploit the correlation between
them. A 2D wavelet transform is then applied to the resulting DFD-frame converting it
into its frequency subbands. The coefficients in the resulting baseband are losslessly
coded using a lossless DPCM method. The coefficients in high frequency subbands are
first divided into vectors. The most significant vectors, according to their mean energy,
are preserved for the vector quantization stage. To preserve the location of the selected
vectors, a binary significance map for each subband is generated and quad-tree coded.
The selected vectors are finally coded using the adaptive vector quantization scheme
presented in [22].
4 Experimental results
In order to evaluate the performance of the proposed codec, seven QCIF test sequences,
Carphone, Foreman, Miss America, Grandma, Trevor and Claire, were used for the
experiments. These sequences were temporally down-sampled by frame skipping to
generate sequences at 10 frames per second. The resulting dataset was then coded using
Fig. 3 Frame-by-Frame PSNR comparison of MPVQ, ASVQ and H.264 video codecs. a Carphone, b
Grandma, c Claire
R
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the proposed coding scheme, the Adaptive Subband Vector Quantization (ASVQ)
coding algorithm and H.264/AVC [5] at different bitrates. The ASVQ coding technique is
the reference codec, which gives superior performance to the H.263 standard video codec
[19]. Experimental results were produced for the Y-domain of the first 150 frames of these
sequences, where both MPVQ- and ASVQ-codecs use the same parameters in their
coding algorithm. These parameters are: a) a three level lifting based Daubechies 9/7
wavelet transform is used to decompose both the intra- and inter-frames into their
frequency subbands; b) the vector size is set to 4×4 for the first, 2×2 for the second and
1×1 for the third level subbands to convert inter-frame high frequency coefficients to
vectors; c) each Group Of Pictures (GOP) consists of one intra- and four inter-frames; d)
the number of bits assigned to code intra- or inter-frames with the same time index in both
codecs are the same (ASVQ, the reference codec, selects the bitrate for each frame).
The quality of the decoded sequences was measured by the average PSNR of their
frames. The PSNR of each frame is calculated by 10log(255^2/mse) where mse is the mean
square error of the luminance component of the reconstructed frame. The average PSNR
measurements of the Y domain of the intra frames of each encoded sequence at different
bitrates using MPVQ, ASVQ and H.264 codecs were shown in Table 3. Table 4 gives the
average luminance PSNR measurements for each encoded sequence at different bitrates
(a) PSNR = 50.79 dB (b) PSNR = 45.56 dB
(a) PSNR = 50.72 dB (c) PSNR = 53.68 dB
(a) PSNR = 44.77 dB (b) PSNR = 32.70 dB 
(c) PSNR = 53.03dB 
(b) PSNR = 34.66 dB
(c) PSNR = 53.21 dB 
Fig. 4 Decoded frame 76 (intra frame) of Miss America, Clair and Carphone, using a MPVQ b ASVQ and c
H264 video codec at 192 kbps
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using MPVQ, ASVQ and H.264 codecs. From Table 3, it can be seen that the MPVQ intra-
frames have significantly higher PSNR than the ASVQ intra-frames. From this table, it can
also be observed that H.264 outperforms both MPVQ and ASVQ codecs at coding almost
all sequences at different bitrates except Claire and Miss America’s sequences, which have
smooth and dark backgrounds at low bitrates. From Table 4, it is observed that the decoded
video sequences using the MPVQ codec have higher average PSNR than those coded using
the ASVQ. Improvements vary according to the bitrates i.e. up to 3 dBs at 192 kbps and up
to 5 dBs at 448 kbps. From this table, it can be seen that decoded H.264 sequences exhibit
higher PSNR than those of MPVQ and ASVQ codecs. Figure 3a to c illustrate the frame-
by-frame PSNR measurements of the decoded Carphone, Grandma and Claire test
sequences at 128, 256 and 448 kbps using the MSVQ, ASVQ and H.264 coding schemes,
respectively. From these figures, it is clear that the decoded frames using MPVQ always
have higher PSNR to those that coded using ASVQ. It can also be seen that the H.264
decoded frames have the highest PSNR with less deviations at almost all bitrates for all
sequences. However, it is well known that the PSNR is an unreliable metric for measuring
the visual quality of the compressed images [8]. Therefore, to illustrate the true visual
quality obtained using the MPVQ, the ASVQ and the H.264 video codecs, the
reconstructed intra-frames (frame 76) and the reconstructed inter-frames (frame 79) Miss
(a) PSNR = 26.23 dB (b) PSNR = 26.05 dB
(a) PSNR = 32.82 dB (b) PSNR = 31.24 dB
(a) PSNR = 23.98 dB (b) PSNR = 23.80 dB
(c) PSNR = 51.74 dB
(c) PSNR = 52.19 dB
(c) PSNR = 51.680 dB
Fig. 5 Decoded frame 79 (inter-frame) Miss America, Claire and Carphone, using a MPVQ b ASVQ and c
H264 video codec at 192 kbps
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America, Clair and Carphone at bit rate of 192 kbps are shown in Figs. 4 and 5, respectively. It
can be seen from Figs. 4 and 5 that the reconstructed frames using the MPVQ codec, both
intra- and inter-frames, have superior visual quality with less blurs at edges and better surface
details than those coded using the ASVQ. From these figures, it can also be observed that
decoded H.264 intra- and inter-frames exhibit the highest visual quality. The proposed codec
is an extension of the Adaptive Subband Vector Quantization (ASVQ) codec, therefore its
computational complexity is compared to that of the ASVQ. Both codecs use the same
coding algorithm to code the inter-frames, hence the computational complexity of the codecs,
when coding the intra-frames, is discussed. The application of the vector quantization in
coding the intra-frames, which ASVQ codec uses, in contrast to the application of scalar
quantization, which MPVQ codec uses, is computationally significantly costly. However in
terms of decoding complexity MPVQ is as fast as ASVQ [22].
5 Conclusion
In this paper a new hybrid multi-scale perceptual and vector quantization based video codec
was presented. In intra-frame mode of operation, a wavelet transform decomposed the input
frame into its frequency subband. The resulting baseband was losslessly coded while the
high frequency subbands were scalar quantized using a uniform quantization factor.
Perceptual weights were specifically designed for visual communication using handheld
videophone devices when using a quarter common intermediate format (QCIF) image sizes
and used to regulate the quantization steps for different subbands. In inter-frame mode of
operation, an OBMC technique was used to generate a DFD-frame for each input frame.
The resulting-DFD frame was then decorrelated using a 2D-DWT. The resulting baseband
was losslessly coded and the detail subbands were vector quantized. Experimental results
were generated using a number of test sequences. Results show that the MPVQ video codec
significantly outperforms the ASVQ video codec.
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