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Abstract
In this paper we introduce the concept of a boundary class, which is a helpful tool for
classi.cation of hereditary classes of graphs according to the complexity of the independent set
problem. It is shown that in a class X de.ned by a .nite set of forbidden induced subgraphs, the
problem is NP-hard if and only if X includes a boundary class. The paper presents a particular
boundary class and establishes several new polynomially solvable cases for the independent set
problem.
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1. Introduction
Throughout the paper ISP will be used as an abbreviation for the Independent Set
Problem, i.e. the problem of .nding in a simple graph a subset of pairwise nonadja-
cent vertices of maximum cardinality. The problem is known to be NP-hard in general,
which means it is NP-hard in the class of all graphs. Moreover, it remains NP-hard
even when restricted to some particular classes such as triangle-free graphs [13]. We
shall call such classes IS-hard. On the other hand, in some special classes, like bipartite
graphs, the problem has a polynomial time solution. We shall refer to such classes as
IS-easy. Many particular examples of IS-hard and IS-easy classes can be found in the
literature. For the systematic viewpoint, it is purposeful to study representative families
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of graph classes rather than individual classes. In the present article the hereditary
classes are under investigation.
A set of graphs X is called a hereditary class if it is closed under vertex renaming
and vertex deletion. In other words, X is hereditary if every graph isomorphic to an
induced subgraph of a graph in X belongs to X. A set of graphs X will be called a
strongly hereditary class if it is closed under vertex renaming, vertex deletion, and
edge deletion, i.e. every graph isomorphic to a subgraph (not necessarily induced) of
a graph in X belongs to X. For a set of graphs Y, the class of all graphs having no
induced subgraphs isomorphic to graphs in Y will be denoted by Free(Y). For every
hereditary class X, there is a set Y such that X = Free(Y) [1]. The minimal Y with
this property for a given hereditary class X is unique, it will be denoted by Forb(X).
The elements of Forb(X) are called forbidden graphs for X. If Forb(X) is .nite, then
the class X is called 1nitely de1ned.
The .rst diDculty in describing such properties as IS-easiness or IS-hardness is the
choice of terms that permit such a description. For example, there are no maximal
IS-easy hereditary classes. Moreover, for any IS-easy hereditary class X, there is an
in.nite sequence of IS-easy hereditary classes X = X1 ⊆ X2 ⊆ · · · such that
⋃
n Xn is
the set of all graphs. Indeed, the class Free(On) (On is the empty graph with n vertices)
is IS-easy for any n, and one can take Xn = X ∪ Free(On). For IS-hard classes, the
situation is somewhat diEerent. The following theorem was proved in [2]. By T we
denote the class of all graphs in which every connected component is a tree with at
most 3 leaves.
Theorem 1. If X is a 1nitely de1ned class and T ⊆ X, then X is IS-hard.
In Section 2 of the present paper this result will be included in a more general
framework. We introduce the notion of a boundary class and prove that a .nitely
de.ned class is IS-hard if and only if it includes a boundary class. We also show
that the class T is boundary, provided that P = NP, and among the strongly heredi-
tary classes it is the unique boundary class. However, the question whether the fam-
ily of all hereditary classes contains other boundary classes, besides T, remains
open.
Theorem 1 implies that for many IS-easy classes, any .nitely de.ned extensions are
IS-hard. This is the case, for example, for the classes of bipartite graphs, chordal graphs,
comparability graphs, perfect graphs and others. For these classes, .nding a .nitely
de.ned IS-easy extension is equivalent to proving that P = NP. On the other hand,
Theorem 1 shows a perspective direction in the search of such “areas of eDciency”: it
is advisable to consider hereditary classes that have at least one forbidden graph in T.
First of all, the classes with a single forbidden graph in T are of interest. For strongly
hereditary classes, the question is completely solved in [5]:
Theorem 2. If X is a strongly hereditary class and T ⊂ X, then X is IS-easy.
Thus, a .nitely de.ned strongly hereditary class is IS-hard if it includes T, and
IS-easy otherwise.
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Fig. 1.
For general hereditary classes, the situation is diEerent. For classes de.ned by a
single forbidden graph in T, the highest successes are the following:
• The class Free(pK2) is IS-easy for any natural p. This follows from polynomial
upper bounds for the number of maximal independent sets in graphs in these classes
[3,7] and from the existence of an eDcient algorithm that .nds all maximal inde-
pendent sets in arbitrary graphs [16].
• The class Free(F) is IS-easy, where F is the graph obtained from K1;3 by subdivision
of a single edge. This fact has been recently proved by the author [4]. It improves
the previous result on IS-easiness of the class Free(K1;3) [11,14].
So, for any graph G ∈T with at most 4 vertices, the class Free(G) is IS-easy.
Besides F , there are two graphs in T with 5 vertices without isolated vertices (it is
easy to prove that it suDces to consider forbidden graphs without isolated vertices):
P5 and P2 + P3 (“+” denotes the disjoint union of two graphs). The class Free(P5)
and its subsets were investigated in many papers; for a detailed survey see [9]. These
eEorts led to the proof of IS-easiness of some subclasses of this class. Among the
most considerable advances in this direction one can distinguish the following classes
(Fig. 1 represents nonstandard graphs mentioned here).
• Free(P5; C) [12];
• Free(P5; K1;m) for any m [12];
• Free(P5; D) [6];
• Free(P5; H1; H2) [8].
In Section 3, IS-easiness of the class Free(P5; Q) (see Fig. 1) will be proved. The
graph Q contains D as an induced subgraph, hence this class is an extension of the
class Free(P5; D). Also, IS-easiness of the class Free(P2 +P3; K1;m) for any m will be
established.
The class of all (simple) graphs will be denoted by G. Graphs in this paper are
considered abstract, i.e. isomorphic graphs are considered to be identical. Thus, the
statement like “graph G contains a subgraph H” means “graph G contains a subgraph
isomorphic to H”. In this way, G is a countable set.
The set of vertices of a graph G will be denoted by VG. By 〈A〉 we denote the
subgraph of G induced by A ⊆ VG. Also, G−A= 〈VG−A〉, and (G) is the indepen-
dence number of G, i.e. the number of vertices in a maximum cardinality independent
set in G.
Along the article the term “minimal” is used with respect to the relation ⊆.
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2. Boundary classes
A hereditary class X will be called a limit class if there exists a sequence X1 ⊇
X2 ⊇ · · · of IS-hard classes such that
⋂
n Xn = X. Note that every IS-hard class is a
limit class. A minimal limit class will be called a boundary class.
First, let us establish some simple properties of limit classes.
Lemma 1. If X is a limit class and Y ⊇ X, then Y also is a limit class.
Proof. Let X =
⋂
n Xn, where X1 ⊇ X2 ⊇ · · · is a sequence of IS-hard graph classes.
Then the class Yn=Xn∪Y is IS-hard for every n, Y1 ⊇ Y2 ⊇ · · · ; and Y=
⋂
n Yn.
Lemma 2. A 1nitely de1ned class X is a limit class if and only if it is IS-hard.
Proof. Let Forb(X) = {G1; : : : ; Gk}, and X be a limit class, i.e. X =
⋂
n Xn for a
sequence X1 ⊇ X2 ⊇ · · · of IS-hard classes. Clearly, there must exist an n such that
Xn does not contain G1; : : : ; Gk . But then Xi = X holds for every i¿ n, and hence X
is IS-hard.
Lemma 3. If X =
⋂
n Xn, where X1 ⊇ X2 ⊇ · · · ; and Xn is a limit class for every n,
then X is a limit class.
Proof. Let Forb(X)={G1; G2 : : :}. For every k, de.ne X(k) to be the class Free({G1; : : : ;
Gk}). Obviously, for every k, there exists a natural n such that Xn does not contain
G1; : : : Gk , and hence Xn ⊆ X(k). By Lemma 1, X(k) is a limit class for each k, and by
Lemma 2, it is IS-hard. Obviously, X(1) ⊇ X(2) ⊇ · · · ; and X=⋂k X(k). Consequently,
X is a limit class.
Lemma 4. For every IS-hard class X, there is a boundary class Y such that Y ⊆ X.
Proof. Assume that the elements of G are numbered in arbitrary way by natural num-
bers. This numbering de.nes a linear order on G, which will be called standard. Let
us de.ne a sequence of graph classes X = X1 ⊇ X2 ⊇ · · · as follows. Suppose that
the class Xn has been de.ned. Then we .nd the .rst graph G ∈Xn with respect to the
standard order such that Xn ∩ Free(G) is a limit class. If there is no such G, then set
Xn+1 = Xn, otherwise set Xn+1 = Xn ∩ Free(G).
Let us consider the class Y =
⋂
n Xn. Clearly, Y ⊆ X. By Lemma 3, Y is a limit
class. To prove its minimality, assume, to the contrary, there is a limit class Z such
that Z ⊂ Y. Let H ∈Y − Z. Then Z ⊆ Y ∩ Free(H) ⊆ Xk ∩ Free(H) for each k.
Therefore, by Lemma 1, Xk ∩ Free(H) is a limit class for each k. For some k, the
graph H becomes the .rst (under the standard order) graph with this property. But
then Xk+1 = Xk ∩ Free(H), and H does not belong to any class Xn with n¿k, that
contradicts H ∈Y.
The following theorem certi.es the signi.cance of the boundary class notion.
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Fig. 2.
Theorem 3. A 1nitely de1ned class is IS-hard if and only if it includes some boundary
class.
Proof. If X is a .nitely de.ned class that includes a boundary class, then by Lemma
1 X is a limit class, and by Lemma 2 it is IS-hard. The converse statement follows
from Lemma 4.
Let us consider the class T, which was de.ned in the introduction.
Theorem 4. If P = NP, then T is a boundary class.
Proof. The graph obtained from two copies of a P3 by joining their central vertices
with a path of length k will be called a bridge of length k and denoted by Bk (see
Fig. 2).
Let us denote by R(k; l) the set of all graphs that do not have vertices of degree
greater than 3, induced bridges of length less than k and induced cycles of length
less than l. In [2], it has been proven that for every k and l, the class R(k; l) is
IS-hard. Since
⋂
k R(k; k) = T, we conclude that T is a limit class. Now let us prove
its minimality.
Assume there is a limit class X such that X ⊂ T. Let G ∈T − X, then X ⊆
T∩Free(G). Consider a graph H ∈T that contains G as an induced subgraph and has
a vertex of degree 3 in each connected component. Then X ⊆ T ∩ Free(H). Denote
by M the set of all the graphs that contain H as a spanning subgraph (i.e. the graphs
obtained from H by addition of edges). Addition of any edge to H leads to a graph
having a cycle or a bridge. In either case, the resulting graph does not belong to
T. Therefore, every graph in M , except H , contains an induced subgraph which is
forbidden for T. It follows that T ∩ Free(H) ⊂ Free(M) and hence X ⊆ Free(M).
Since Free(M) is a .nitely de.ned class, Lemmas 1 and 2 imply that it is IS-hard. On
the other hand, the class Free(M) is strongly hereditary and does not include T (since
H is a forbidden graph for it). By Theorem 2, it is IS-easy. We have a contradiction
with P = NP.
The author does not know any other boundary class besides T. If such a class
exists, then there must be a graph G ∈T among forbidden subgraphs for it. Then by
Theorem 3 the class Free(G) must be IS-hard. Conversely, if for a graph G ∈T, the
class Free(G) is IS-hard, then it must include some boundary class diEerent from T.
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Thus, the question of existence of other boundary classes is equivalent to the question
of existence of a graph G ∈T such that the class Free(G) is IS-hard.
Clearly the class T is strongly hereditary. The next theorem shows that there are no
other strongly hereditary boundary classes.
Theorem 5. If P = NP, then the class T is the only strongly hereditary boundary
class.
Proof. Suppose that X is a strongly hereditary boundary class diEerent from T. Then
X ⊂ T and there exists a graph G ∈T − X. By Theorem 2, the class Y of all graphs
containing no G as a subgraph (not necessarily induced) is IS-easy. But X ⊆ Y, and Y
is a .nitely de.ned hereditary class (Forb(Y) consists of all graphs obtained from G by
addition of edges). By Theorem 3, the class Y is IS-hard. This contradicts P = NP.
3. Some IS-easy classes
In this section we provide polynomial algorithms to solve ISP in two special classes
of graphs. Both the algorithms use the fact that the problem has a polynomial time
solution in the class Free(pK2), which was mentioned in the introduction. First, let us
show that the class Free(P5; Q) is a subset of a class obtained from Free(3K2) with
an operation that preserves the IS-easiness property.
A clique K of a graph G is called a separating clique if graph G − K has more
connected components than G. A maximal induced subgraph of a given graph without
proper separating cliques will be called a C-block of the graph. Let X be a class of
graphs. The set of all graphs whose every C-block belongs to X will be called the
C-closure of X and denoted by [X]C .
Let K be a separating clique of a graph G. A set of vertices inducing a connected
component of the graph G − K which is not a connected component of G will be
called a branch under K . A C-block is extreme if it is of the form 〈K ∪ B〉, where K
is a separating clique and B is a branch under K .
Lemma 5. If a graph has a separating clique, then it has an extreme C-block.
Proof. Let G be a graph having a separating clique. Among all separating cliques
of G and all branches we choose a clique K and a branch A under K such that the
cardinality of K ∪ A is minimum. Suppose that the graph 〈K ∪ A〉 is not a C-block of
G. Then there is a proper separating clique L in it. Among the branches of the graph
〈K ∪ A〉, there exists at most a single one that intersects K . Thus, one can choose a
branch B under L, which does not intersect K . The vertices in B are not adjacent to
the vertices in (K ∪ A)− (L ∪ B) (since B is a branch under L in the graph 〈K ∪ A〉)
and to the vertices in VG − (K ∪ A) (since B ⊆ A, and A is a branch under K in the
graph G). It follows that L is a separating clique in G, and B is a branch under L.
But this contradicts the choice of K and A, since |L ∪ B|¡ |K ∪ A|.
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A polynomial algorithm for .nding separating cliques has been proposed in [15]. This
algorithm can be used to .nd an extreme C-block in polynomial time, for example, as
follows (assuming that the input graph contains a separating clique).
(1) Find a separating clique K in a given graph G.
(2) Find a branch A of minimum cardinality under K .
(3) Look for separating cliques in the graph 〈K ∪A〉. If such a clique L is found, then
set K = L and go to 2.
(4) 〈K ∪ A〉 is an extreme C-block of G.
Lemma 6. If X is a hereditary IS-easy class, then the class [X]C is IS-easy.
Proof. Let G be a graph in [X]C with a separating clique K , and B = 〈K ∪ B′〉 an
extreme C-block of G, where B′ is a branch under K . Let A= 〈VG − B′〉. Then
(G) =max
{
(B− K) + (A− K);
max
x∈K
{(B− N [x]) + (A− N [x]) + 1}
}
; (1)
where N [x] = {x} ∪ {y: y is adjacent to x}. Let L be the set of all vertices x∈K for
which the inequality (B−N [x])¡(B−K) holds. Obviously, (A−N [x])6 (A−K)
holds for every x∈K . Hence, for every x∈L, we have
(B− N [x]) + (A− N [x]) + 16 (B− K) + (A− K):
Thus, in (1) one can take the inner max over x∈K − L instead of x∈K . Since
(B− N [x]) = (B− K) for x∈K − L, we obtain
(G) = (B− K) + max
{
(A− K); max
x∈K−L
{(A− N [x]) + 1}
}
:
Therefore, for the computation of (G), it is suDcient to implement the following
procedure (we assume that K; B; A are found):
(1) Compute (B− K).
(2) For every x∈K , compute (B− N [x]).
(3) Construct the set L= {x∈K : (B− N [x])¡(B− K)}.
(4) Compute (A− L).
(5) Set (G) = (B− K) + (A− L).
The graph B has no separating cliques and hence belongs to the class X. Therefore,
the graphs mentioned in lines 1 and 2 of the above procedure also belong to X.
Consequently, the recursive call in line 4 is unique in this algorithm. It follows that
the running time of this algorithm will be polynomial for graphs in [X]C .
Lemma 7. Free(P5; Q) ⊂ [Free(3K2)]C .
Proof. Let G be a graph without induced P5 and Q but containing an induced 3K2.
We shall prove that in G there is a separating clique. Let us consider a minimal set
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of vertices S such that in the graph G− S three edges of some induced 3K2 belong to
three diEerent connected components C1; C2; C3. These three components will be called
main. We shall say that a vertex x∈ S is adjacent to a component C if it is adjacent
to at least one vertex in C. If in addition x is adjacent to all the vertices in C, then
we call x strong under C, otherwise the vertex will be called weak. Minimality of S
implies that every vertex in S is adjacent to at least two main components. Hence S
can be partitioned into 4 subsets: S = S1;2 ∪ S1;3 ∪ S2;3 ∪ S1;2;3, where S1;2 is the subset
of vertices of S adjacent to C1 and C2 and nonadjacent to C3, etc. First, let us reveal
some properties of vertices in S.
(A) Every vertex in S is weak under at most one main component.
Indeed, assume that a vertex a∈ S is weak under C1 and C2. Then C1 contains a
vertex x adjacent to a, and a vertex y nonadjacent to a. Therefore, in a path connecting
x to y in C1, there must exist a pair of consecutive (i.e. adjacent) vertices x1 and y1
such that x1 is adjacent to a, and y1 is not adjacent to a. An analogous pair of vertices
x2; y2 exists in C2. But then the set {a; x1; y1; x2; y2} induces a P5.
(B) Every vertex in S1;2;3 is adjacent to all the other vertices in S.
Indeed, assume that a vertex a∈ S1;2;3 is nonadjacent to b∈ S, b = a. First, suppose
that there is a main component, say C1, under which both the vertices, a and b, are
strong. If there is a vertex in C2 ∪ C3 which is adjacent both to a and b, then these
three vertices together with any two adjacent vertices in C1 induce a Q. If there are
no such vertices, then consider any vertex x∈C2 ∪ C3 adjacent to b. For de.niteness,
let x∈C2. Also, let us choose any vertex y∈C3 adjacent to a, and any vertex z ∈C1.
Then the set {a; b; x; y; z} induces a P5. If a and b are not simultaneously strong under
any of the main components, then by (A) there is the unique (up to numbering of
components) possibility: a is strong under C1 and C2, and weak under C3; b is strong
under C3, weak under C1 and nonadjacent to C2. Consider a vertex x∈C1 adjacent to
b, a vertex y∈C3 nonadjacent to a, and any vertex z ∈C2. Then the set {a; b; x; y; z}
induces a P5.
(C) If j = k, then every vertex in Si; j is adjacent to every vertex in Si;k .
Indeed, assume a∈ Si; j is nonadjacent to b∈ Si;k . Consider a shortest path P between
a and b passing through Ci. If we add to P a vertex from Cj adjacent to a and a vertex
from Ck adjacent to b, then we obtain an induced path with at least 5 vertices.
If all the vertices in S are pairwise adjacent, then S is a separating clique. It follows
from (B) and (C) that two vertices in S can be nonadjacent only if they belong to
one of Si; j. Assume there are two nonadjacent vertices a and b in S1;2. We shall show
that in this case S1;3 = S2;3 = ∅. Indeed, let c∈ S1;3. If both vertices a and b are strong
under C2, then a; b; c together with any two adjacent vertices in C2 induce a Q. If a
is weak under C2, then, as in the proof of (A), we can .nd adjacent vertices x and
y such that x is adjacent to a and y is nonadjacent to a. But then a; x; y; c and any
vertex in C3 adjacent to c induce a P5.
So, if there are nonadjacent vertices in S1;2, then outside C3 only the vertices of
S1;2;3 can have neighbors in C3. This implies that S1;2;3 is a separating clique.
The next theorem is a consequence of Lemmas 6, 7 and the fact that ISP is poly-
nomially solvable in the class Free(3K2).
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Theorem 6. The class Free(P5; Q) is IS-easy.
For the class Free(P2 +P3) we use a simpler closure operation. For a set of graphs
X, let us denote by [X]+ the set of all graphs whose every connected component
belongs to X. Clearly if X is IS-easy, then [X]+ is IS-easy as well.
Theorem 7. The class Free(P2 + P3; K1;m) is IS-easy for every m.
Proof. For m= 1, the class in question coincides with the class of empty graphs, and
for m=2, with the class Free(P3). Let us prove that for m¿ 3 the following inclusion
holds:
Free(P2 + P3; K1;m) ⊂ [Free(mK2)]+:
Suppose that in a connected graph G ∈Free(P2+P3; K1;m), there is an induced subgraph
mK2. Let us choose in G a maximal set A of vertices inducing a subgraph with m
connected components each of which is a clique with at least two vertices. These
cliques will be called main. Since G is connected, it contains a vertex b adjacent to
A. If b is adjacent to exactly one main clique K , then, because of maximality of A, K
has a vertex c nonadjacent to b. But then the vertices b and c together with a vertex
in K adjacent to b and two vertices in any other main clique would induce a P2 + P3
in G. Hence, b is adjacent to at least two main cliques. If it is adjacent not to all main
cliques, then the vertex b together with two vertices adjacent to b in diEerent cliques
and two vertices in any main clique nonadjacent to b induce a P2 +P3. Therefore, b is
adjacent to all main cliques. But then G contains a K1;m induced by the set consisting
of b and one vertex adjacent to b in each main clique.
4. Conclusions
1. It is easy to see that the proof of Theorem 3 does not use any speci.c property of
ISP. In fact, the theorem is valid for any NP-hard graph problem under corresponding
concept of a boundary class. Moreover, it is a general property of a wide class of
partially ordered sets, one of which is the set of all hereditary classes of graphs.
It is interesting to look for boundary classes for other graph problems. For example,
for the dominating set problem, there are at least two boundary classes, one of which
is T. This fact can be easily derived from the results of Korobitsyn’s paper [10].
2. Theorem 3 fails for hereditary classes with in.nite set of forbidden graphs. It
remains obscure in which terms one can describe the “lower bound” of the whole
family of hereditary IS-hard classes.
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