We investigate thermalization dynamics of a driven dipolar many-body quantum system through the stability of discrete time crystalline order. Using periodic driving of electronic spin impurities in diamond, we realize different types of interactions between spins and demonstrate experimentally that the interplay of disorder, driving and interactions leads to several qualitatively distinct regimes of thermalization. For short driving periods, the observed dynamics are well described by an effective Hamiltonian which sensitively depends on interaction details. For long driving periods, the system becomes susceptible to energy exchange with the driving field and eventually enters a universal thermalizing regime, where the dynamics can be described by interaction-induced dephasing of individual spins. Our analysis reveals important differences between thermalization of long-range Ising and other dipolar spin models.
Thermalization is a universal feature of most manybody systems [1] [2] [3] [4] [5] [6] , underlying the applicability of equilibrium statistical mechanics. At the same time, it represents an important limitation for the coherent manipulation of large scale quantum systems in quantum information processing. For these reasons, a detailed understanding of thermalization processes in closed, interacting quantum many-body systems is of great interest to both fundamental and applied science.
Recently, it was demonstrated experimentally that thermalization processes in many-body systems can be significantly slowed, or even halted due to strong disorder [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . The suppression of thermalization allows for novel nonequilibrium states of matter that would otherwise be forbidden in equilibrium. One remarkable example is the discrete time crystal phase in periodically-driven (Floquet) systems [18] [19] [20] [21] [22] [23] . This phase is characterized by a spontaneous breaking of the discrete time-translational symmetry of the drive, which is manifested in local observables exhibiting long-lived, robust oscillations at a subharmonic of the fundamental driving frequency. Signatures of discrete time-crystalline (DTC) order have been observed in various experimental platforms such as trapped ions, electronic and nuclear spin ensembles [24] [25] [26] [27] . Since the stability of DTC order is closely related to the suppression of thermalization processes, these observations also raise the intriguing possibility of using the DTC signal as a tool to study thermalization dynamics in an interacting many-body system.
In this Letter, we demonstrate that the stability of DTC order can be used as a sensitive, quantitative probe of thermalization behavior in a quantum many-body dipolar system. Specifically, we coherently manipulate a disordered ensemble of dipolar-interacting spins to engineer Floquet dynamics with three different types of interactions. In all cases, robust, long-lived signatures of DTC order can be observed over some range of parameters. By tuning both the Floquet period and the strength of perturbations, we monitor the corresponding changes in the decay of DTC order that ensue, which allows us to study thermalization dynamics in these systems.
Our experimental observations reveal the presence of three distinct thermalization regimes. In the case where the driving period is short compared to the inverse of disorder strength, DTC order is robust over a wide range of perturbation strengths, and we find that spin dynamics is well described by an effective, static Hamiltonian which sensitively depends on the details of interactions [22, [28] [29] [30] [31] . Thermalization occurs only via rare resonances that are strongly suppressed by the large disorder [32] [33] [34] . At longer periods, the effective Hamiltonian description breaks down as the system can exchange energy with the periodic drive, but long-lived DTC order can still persist. This stability can be attributed to critically slow thermalization dynamics arising from the delicate interplay of the long-range nature of interactions with disorder and driving, in agreement with previous observations of a critical DTC regime [15, 23, 25] . At sufficiently long drive periods, DTC order becomes unstable as the system enters a third thermalizing regime, characterized by universal dynamics independent of the interaction details. This regime can be effectively mod- . In (c,e), blue, gray, and green points correspond to P (t) at t ≡ T, 2T, 3T (mod 3T ), respectively.
eled as individual spins undergoing Markovian dephasing, suggesting that the many-body system serves as its own Markovian bath. However, we find that the crossover to this regime depends strongly on the nature of interactions, indicating differences in thermalization dynamics of long-range Ising and other dipolar spin models [35] . Our results have important implications for the dynamical engineering of Hamiltonians [36, 37] , novel Floquet phases in many-body systems [38] [39] [40] [41] [42] [43] , with applications to quantum metrology [44] and quantum simulations [45] .
Experimental setup.
-Our experiments employ a dense ensemble of nitrogen-vacancy (NV) centers in diamond [46] . Each NV center comprises an S = 1 electronic spin with internal states |m s = 0, ±1 , which can be initialized, manipulated, and read out by optical and microwave pulses. The high NV center concentration (∼45 ppm) in our sample provides strong magnetic dipolar interactions between spins, with interaction strengths significantly exceeding extrinsic decoherence rates [15, 47] . Our sample has also various sources of disorder, with an energy scale generally larger than the interaction strength between NV centers. A more detailed characterization can be found in Ref. [15, 47, 48] .
To probe thermalization dynamics, we use pulsed periodic microwave driving to engineer three distinct types of Floquet evolutions, which we denote as Z 2 -Ising, Z 2 , Z 3 . In all cases, a Floquet cycle consists of time evolution under an interacting Hamiltonian for a tunable duration τ 1 , followed by strong microwave pulses effecting a global spin rotation:
where a ∈ {Z 2 -Ising, Z 2 , Z 3 }, P
(a) θ is the spin rotation parametrized by a tunable angle θ, and H (a) is an effective Hamiltonian for relevant degrees of freedom of the spin ensemble, containing interaction and disorder terms [ Fig. 1(a) ]. The time durations of P (a) θ are fixed at τ 2 = 10 ns (Z 2 -Ising and Z 2 ) or τ 2 = 20 ns (Z 3 ), such that the Floquet time period T = τ 1 + τ 2 is dominated by τ 1 . For Z 2 -Ising and Z 2 , the microwave excitation P (a) θ is resonant with the |0 ↔ |−1 transition, and these two states form an effective two-level system. For Z 3 , P Z3 θ consists of two consecutive pulses, resonant with |0 ↔ |±1 transitions, thereby exploiting all three spin states [ Fig. 1(b) ]. In the ideal case θ = π, P (a) π permutes the populations between two (three) spin states such that they return to the original configuration after two (three) cycles. In the following experiments, we introduce systematic perturbations = θ − π, whose accuracy is limited to about 1% due to spatial inhomogeneity of the applied field and disorder in the system [47] .
The effective spin-spin interactions are different in the three cases. For Z 2 and Z 3 , spins interact via natural dipole-dipole interactions, which involve both Ising-type interactions and spin exchange between resonant transitions, e.g. |0 i ⊗ |±1 j ↔ |±1 i ⊗ |0 j for spins i, j [47] . For Z 2 -Ising, strong transverse microwave driving during τ 1 causes the effective spin-spin interactions in the dressed state basis |±X = (|0 ± |−1 )/ √ 2 to become purely Ising-like [47] . In our experiments, spins are initially polarized along the corresponding quantization axes (|0 for Z 2 , Z 3 and |+X for Z 2 -Ising). After time evolution by the Floquet unitary U (a) F for n cycles, the remaining polarization P (nT ) along the initialization axis is measured via spin-state-dependent fluorescence.
Experimental observations and analyses.-In all three cases, we observe robust subharmonic responses over a wide range of perturbation strengths and Floquet periods T . As an example, Fig. 1(c-f) shows typical time traces of P (nT ) and their Fourier spectra |S(ν)| 2 for Z 3 , for two different T at finite . For very short T , P (nT ) shows a modulated decaying signal, and |S(ν)| 2 displays broad sidepeaks at -dependent locations away from ν = 1/3 [ Fig. 1(c,d) ]. For larger T , P (nT ) instead [47] . Shaded areas denote a universal dephasing regime corresponding to Markovian thermalization. In (a), the dashed line represents the theoretical prediction from Ref. [23] . Errorbars denote 95% confidence intervals of the phase boundary [47] . (d) Short-T phase diagram in linear scale (markers as in (ac)). Open markers indicate points beyond the mean-field regime. (e) Bloch sphere illustrating the screening effect of spin-exchange interactions. hz and hy are mean fields arising from Ising and spin-exchange interactions respectively, and /T is the perturbing field. The black arrow corresponds to the mean field solution |ψMF .
exhibits long-lived oscillations with a period of three cycles, reflected in a sharp spectral peak pinned at ν = 1/3, indicating that the subharmonic response is stabilized by interactions [ Fig. 1(e,f) ]. Generally, we associate the signature of Z m DTC order with the presence of ν = 1/m peaks in the Fourier spectrum that are sharp and robust against perturbations .
To quantitatively probe the stability of DTC order as a function of parameters and T , we examine the crystalline fraction f , defined as the normalized spectral weight at the expected frequency ν = 1/m (m = 2, 3) in the late time (n ≥ 40) dynamics of P (nT ), after initial transients in the dynamics have decayed away. For each T , we identify the value of at f = 0.1 as the phenomenological phase boundary where DTC order is lost [ Fig. 2(a-c) ]. Focusing first on short T , we find in all three cases that the phase boundaries are linear in the -T plane, similar to prior observations [24] [25] [26] . However, closer inspection [ Fig tends to a wider range of in Z 2 & Z 3 than in Z 2 -Ising. This is surprising since spin-exchange interactions should intuitively aid thermalization and make DTC order less stable.
From Fig. 2 (a-c), we observe that the linear phase boundaries do not extend indefinitely with increasing T , but instead bend inwards, albeit with different shapes between the different Floquet Hamiltonians. To investigate thermalization dynamics in this longer T regime, we examine the decay of DTC order. Specifically, we perform a Fourier transform of P (nT ) over a window of cycles n ∈ [n sweep , n sweep + L −1], where L = 36 is fixed, and extract the subharmonic peak height S = |S(ν = 1/m)| 2 , (m = 2, 3). By sweeping the starting position n sweep , we produce a time trace of the peak height, which allows us to track how the DTC order decays in time. Fig. 3 (a-b) shows typical decay profiles of Z 3 DTC order, for two different T . For T slightly beyond the linear phase boundary regime, the decay exhibits a stretched exponential profile, with late-time decay rates Γ nearly independent of [ Fig. 3(a) ]. In contrast, for long T , the decay profile of S approaches a simple exponential, characteristic of Markovian dynamics [ Fig. 3(b) ]. Γ also becomes sensitive to , indicating an instability of the subharmonic signal [ Fig. 3(c) ]. We have verified that the other Floquet Hamiltonians also exhibit qualitatively similar changes in behavior of S [47] .
To quantify the crossover between different decay profiles, we phenomenologically fit S with a stretched ex-
For a given T , we compute the exponent β governing the decay of the stretched exponential, averaged over different . For all Floquet sequences, we find that β increases from ∼0.6 (stretched exponential) with increasing T , before saturating at 1 (single-exponential), albeit with different saturation timescales T * [ Fig. 4 (a)]. We note there is a slight falling off for very long T , which we attribute to convolution effects with the longitudinal spin relaxation (T 1 ) [47, 48] . We employ a saturation fit β = 1/(1 + (c 1 /T ) c2 ) and extract the Floquet period T * at which β = 0.9. Interestingly, T * coincides with the timescale beyond which Γ as a function of collapses onto a universal quadratic shape, with curvature approximately equal to 1/2 up to an offset Γ 0 [ Fig. 4(b) ]. Physically, Γ 0 is attributable to a combination of T 1 depolarization of spins and dephasing during the finite rotation pulses [47] . For the Z 2 -Ising, Z 2 , Z 3 cases, we find that T * = 2.64(5), 1.20 (5), and 0.45(2) µs respectively. As expected, T * is longest for the Z 2 -Ising case, indicating that thermalization proceeds slower when only Ising interactions are present.
Discussion.-The above observations suggest the existence of three thermalization regimes: a short-T regime where spin-exchange interactions seem to stabilize DTC order, an intermediate-T regime where DTC order persists but is less stable, and a long-T , apparently universal regime where subharmonic responses are unstable, decaying at a rate Γ = 2 /2, and thus cannot be associated with stable DTC order.
To explain our observations in the short-T regime, we turn to a mean-field analysis. When T is sufficiently short compared to the inverse of disorder strength, we can describe the dynamics of the amplitude of P (nT ) by an effective, static Hamiltonian D by going into an appropriately chosen moving frame (the so-called toggling frame [47] ). Keeping only the lowest order terms in T and , we obtain
where J ij , r ij are the orientation-dependent coefficient of dipolar interactions and distance between spins i, j, S µ i are spin-1/2 operators for the two levels
, and σ ab i = |a b| with a, b ∈ {0, ±1}. Now, for each Hamiltonian, we seek a self-consistent steady state solution at the mean-field level in the toggling frame, corresponding to a stable subharmonic response in the lab frame. We find that such solutions exist when /T ≤ aJ M F , where J MF is the total mean-field interaction strength and a equals 1/2, 1, and 4/3 for Z 2 -Ising, Z 2 , and Z 3 DTC respectively, which yields a linear phase boundary prediction in reasonable agreement with the experimental data [ Fig. 2(d) ]. The wider phase boundary in Z 2 , Z 3 than Z 2 -Ising, can also be understood as a screening ef- Late-time decay rate Γ as a function of (after a global offset Γ0 has been subtracted, see [47] ) at T = 3.5, 3.5, 2.3 and 0.3 µs for the Z2-Ising, Z2, Z3, and two-group Z3 cases, respectively (markers as in (a)). Solid line indicates a dephasing model fit, predicting Γ = 2 /2 + Γ0. Error bars as in Fig. 3(c) . Cross markers show numerical results of an infinite-range, interacting spin system with both Ising and spin-exchange interactions [47] . Errorbars in the numerics represent the standard deviation of decay rate distributions for different realizations.
fect due to spin-exchange terms having opposite signs to the Ising terms, which partially cancels the perturbing external field under the mean-field approximation (see Fig. 2 (e), [47] ).
The preceding mean-field analysis is expected to break down when T is larger than the inverse of disorder energy scales. Then, resonances due to absorption/emission of energy quanta from/into the drive can occur more readily, giving rise to more thermalization channels. However, the apparent stability of the DTC order even in this regime can be explained-at least in the Z 2 -Ising case-by a critical DTC regime [23] , in which the interplay of long-range interactions, dimensionality, disorder and driving leads to critically slow dynamics, and yields a phase boundary narrowing prediction of ∼ 1/ √ T . Indeed, Fig. 2(a) shows that this scaling fits the experimental data extremely well. In contrast, for the Z 2 and Z 3 cases, signatures of stable DTC order remain but are more fragile, existing only in a relatively narrow region. Furthermore, the scaling of the experimentally obtained phase boundaries differs from the Z 2 -Ising case.
The observed universal quadratic scaling of decay rates at sufficiently long T can be qualitatively explained by dephasing of individual spins, due to a proliferation of resonances, independent of the details of the thermalizing Hamiltonian. We consider a model [47] where each spin is projected onto its quantization axis within one Floquet cycle, leading effectively to Markovian population dynamics, wherein the net ensemble polarization reduces by a factor of cos( ) per cycle. This yields a decay rate Γ = − log[cos( )] ≈ 2 /2, which agrees well with the experimental observations [ Fig. 4(b) ] upon allowing for an offset Γ 0 due to external depolarization processes. To probe the origin of dephasing, we perform an additional Z 3 experiment where the effective spin density is doubled [47] , and find that T * is halved to 0.21(4) µs [ Fig. 4(a) ]. Moreover, the independently estimated dephasing time due to the external bath is much longer than the T * values [47] , strongly suggesting that dephasing dominantly arises from intrinsic, coherent spin-spin interactions. Indeed, exact diagonalization studies of a strongly interacting toy model of N spin-1/2 particles, coupled via all-to-all random interactions
with α = 0, 1, and which are periodically rotated by an angle π + , yield a decay rate 2 /2 of the subharmonic signal for sufficiently long Floquet periods J ij T 1 [ Fig. 4(b) ]. However, we note that the Ising case (α = 0) shows a much slower approach to the Markovian regime in finite-size scaling than the spin-exchange case (α = 1) [47] .
Our observations of the relative stability and distinct scaling of the critical DTC regime in the Z 2 -Ising case as well as its long T * value, indicate important differences in the thermalization dynamics of systems with different types of long-range interactions. This is in broad agreement with recent analytical and numerical studies of thermalization [33, 35, 49] ; however, a detailed and better understanding of these differences is a challenging task which deserves further investigation.
Conclusion.-We have demonstrated that the stability of DTC order can be used to sensitively and quantitatively probe thermalization dynamics of a many-body system. In particular, we have explored how the interplay of disorder, periodic driving, and interactions gives rise to different thermalization regimes. Our results shed light on the mechanisms through which many-body quantum systems approach thermal equilibrium, an important aspect in the quest for full control over quantum matter.
We thank N. Y. Details of our sample and experimental setup have been described previously in Refs. [1] [2] [3] . The nitrogen-vacancy (NV) center in diamond has a spin triplet ground state, labelled as |m s = 0, ±1 . We use a diamond sample containing a high concentration of NV centers (about 45 ppm), which results in strong magnetic dipolar interactions with a typical interaction strength of 2π × 420 kHz. Random positional disorder as well as lattice strain and paramagnetic impurities (P1 centers and 13 C nuclear spins) give rise to a Gaussian-distributed on-site disorder at the NVs with standard deviation 2π × 4.0 MHz.
The diamond sample contains four subgroups of NV centers, each oriented along one of the four different crystallographic axes of the crystal. For the single group measurements, an external magnetic field is applied along one of the crystallographic axes, allowing us to spectrally isolate and independently address the |0 ↔ |+1 and |0 ↔ |−1 transitions of the NV group. By using a resonant microwave with different phases, we can applyx andŷ-rotations to each of the transitions of the spins. At the beginning of each experimental sequence, we initialize the spins into the |0 spin state via 532 nm laser illumination. For high NV density samples, higher laser powers (> 100 µW) induce a charge instability of negatively charged NVs, leading to a decrease in spin-polarization contrast [2, 4] . To avoid such charge dynamics, we operate at a power of 50 µW and use a long repolarization duration of 100 µs. We then apply the desired Floquet pulse sequence. At the end of each experimental sequence, we measure the population difference between the |−1 and |0 states. We also insert a wait time (∼100 µs) between consecutive sequences to allow the charge states to equilibrate and reduce microwave heating effects.
For the two-group measurements, we bring two groups of NV centers into resonance by aligning the magnetic field along the bisecting line of the NV axes, in the (1,1,0) -direction relative to the host diamond lattice (the two NV groups are chosen to be in the (1,1,1) and (1,1,-1) directions) . These two NV groups will thus have identical transition frequencies (to within 2π×2 MHz) and can interact via Ising and spin-exchange interactions, while remaining spectrally isolated from the other NV groups. In addition, the two NV groups are chosen to have similar projections of the microwave driving field, experiencing the same spin rotation for a fixed duration of the microwave pulse. The difference in the rotation angle between the two groups is estimated to be less than 2%.
INTERACTION-LIMITED COHERENCE
To test whether the decoherence of the dense ensemble is dominated by dipolar interactions among NV centers, we employ an XY8-N dynamical decoupling sequence, with N being the number of repetitions of the XY8 block [5] . Dynamical decoupling sequences such as XY8-N and CPMG have been utilized for various spin systems to investigate the effect of an external spin bath [6] . Typically, as N increases, the coherence time of spins is significantly extended due to more effective decoupling from the spin bath, approaching the longitudinal depolarization time T 1 [6] . However, interactions between like spins are not decoupled by these sequences, and hence if the coherence time is limited by their mutual interactions, then we shall not see a significant extension of coherence time.
As shown in Fig. S1 , we measure a decoherence rate 1/T 2 of 0.7 MHz, independent of the number of repetitions N . To reduce finite pulse-width effects in the rotation pulses, we used a short π pulse (6 ns). Furthermore, when doubling the spin-spin interaction strength by using two resonant NV groups, we observe a two-fold-enhanced decoherence rate of 1.5 MHz. The observed linear dependence of the decoherence rate on the NV density has also been identified using a spin-echo sequence [1] . In addition, the correlation time of the external spin bath in our sample was estimated to be τ d ∼ 40 µs [1] , which corresponds to the timescale at which extrinsic noise from the environment can be regarded as Markovian. Indeed, τ d is significantly longer than the decoherence times T 2 ∼ 1 µs measured in the dynamical decoupling sequences. This, together with the long correlation time of the bath, strongly suggests that the coherence time is limited by coherent NV-NV interactions. 
IMPLEMENTING THE FLOQUET HAMILTONIANS
While for the Z 2 -Ising and Z 2 cases, we only address the transition between the |0 and |−1 spin states at resonance frequency ω 1 , in the Z 3 case, the spin transition between |0 and |+1 at resonance frequency ω 2 is also addressed (see Fig. 1(b) in the main text) . In the Z 2 -Ising case, we continuously drive the spins during an interaction period τ 1 (spin-locking) to engineer the spin-spin interaction Hamiltonian. For pulsed rotations, we choose a Rabi frequency of 2π × 50 MHz, corresponding to a π pulse of 10 ns. Perturbations in the global spin rotation are implemented by varying the Rabi frequencies while keeping the pulse duration fixed to τ 2 =10 ns for each pulsed rotation. In the following, we provide detailed explanations for each Floquet Hamiltonian.
Z2-Ising DTC order
The Z 2 -Ising DTC order, exhibiting period-doubled oscillations when the system only has Ising interactions, has already been demonstrated in both ion traps [7] and NV ensembles [3] . Due to the large frequency difference between the |0 ↔ |−1 and |0 ↔ |+1 transitions in the presence of an external magnetic field, the NV center can be thought of as an effective spin-1/2 system when only one transition is resonantly driven. In our experiments, we use the following pulse sequence to realize Z 2 -Ising DTC order. Prior to the Floquet driving, we apply a π/2 pulse along the −ŷ axis to initialize all spins into |+X ≡ (|0 + |−1 )/ √ 2. The Floquet period T consists of an interaction duration lasting τ 1 and a global spin rotation of length τ 2 . During τ 1 , we suppress spin-exchange interactions by continuously driving the spins with a Rabi frequency of 2π × 41.7 MHz along thex axis. Afterwards, we perform a global spin rotation by an angle θ = π + around theŷ axis. After n repetitions of the Floquet period, a π/2 pulse along theŷ axis is applied to read out the spin polarization along thex axis. In the rotating frame, the effective Hamiltonian for the Z 2 -Ising case can be described as
where Ω x (t) and Ω y (t) are the Rabi frequencies for spin-locking and rotation pulses, and are turned on only during the interaction and rotation parts in each period, respectively. Here, J ij is the orientation-dependent interaction strength and r ij is the distance between the NV centers at site i and j, respectively, ∆ i is the on-site disorder field at site i, and S = {S x , S y , S z } are the spin-1/2 operators. It has been shown that the long-time evolution of a driven system is governed by an average Hamiltonian for times exponentially long in the driving frequency [8, 9] . Applying average Hamiltonian theory in the toggling frame (Eq. (2) in the main text) to Eq. (S1) transforms it into
We note that the average Hamiltonian for the Z 2 -Ising case is equivalent to a long-range transverse-field Ising model. Here, = θ − π is the perturbation due to imperfect rotations away from π. Intuitively, the Ising interaction in Eq. (S2) gives rise to a long-range spatiotemporal correlation of spins along thex axis when the total mean-field interaction strength J MF = i J ij /r 3 ij dominates over the perturbation /T . · · · denotes averaging over different positional configurations of disordered spins.
Z2 DTC order
We are also interested in probing period-doubled oscillations in the presence of spin-exchange interactions, which we here denote as Z 2 DTC order to distinguish from the preceding case with Ising terms only. If we work along theẑ axis in the bare basis, without any microwave driving during the interaction period τ 1 , both spin-exchange and Ising interactions will be present in the effective Hamiltonian. In the experiment, we first initialize the spins into the |0 spin state. During τ 1 , spins evolve under the bare dipolar Hamiltonian, which includes both Ising and spin-exchange interactions. After τ 1 , the spins are all rotated by an angle θ = π + around theŷ axis in the subspace spanned by |0 and |−1 . After n repetitions of the Floquet period, we read out the spin polarization along theẑ axis. Treating the NV center as an effective spin-1/2 system, the effective Hamiltonian for the Z 2 DTC order (in the rotating frame) can be expressed as follows:
where
is the spin-exchange interaction term that leads to flip-flop processes between the spins at sites i and j. Here, S ± = S x ± iS y . To capture the long-time behavior of the Z 2 DTC order, we apply average Hamiltonian theory to Eq. (S3), which yields
Compared to the transverse-field Ising model described above, Eq. (S4) additionally contains spin-exchange interactions. Interestingly, the mean-field analysis detailed in the section, Mean-Field Description for Short Interaction Time Regime, reveals that in the fast Floquet driving limit, i.e., 2π/T J ij /r 3 ij , the DTC phase becomes more robust against perturbations due to the presence of the spin-exchange interaction. As depicted in Fig. 2(d) of the main text, we attribute this behavior to the creation of an additional mean-field by the spin-exchange interactions, which counteracts and reduces the perturbation strength .
Z3 DTC order
To observe Z 3 DTC order, in which the system exhibits period-tripled oscillations, we work in the bare basis while utilizing all three spin states |m s = 0, ±1 . We start with all spins polarized into the |0 state and evolve under the bare spin-1 dipolar Hamiltonian for a duration τ 1 . Subsequently, we apply two resonant microwave pulses, first on the transition |0 ↔ |−1 and then on the transition |0 ↔ |+1 . The two consecutive rotation pulses are separated by 1 ns to avoid microwave interference. The combination of these operations defines a Floquet cycle with period T . After n repetitions of the Floquet period, we measure the population difference between the |0 and |−1 spin states. When each of the applied pulses corresponds to a perfect π-pulse, this sequence realizes a cyclic transition with Z 3 symmetry. However, this discrete symmetry is explicitly broken by imperfect rotations whose angle deviates from θ = π. Considering the full spin-1 nature of the NV centers, we describe the effective Hamiltonian for the Z 3 DTC order as
where Ω − (t) and Ω + (t) are the Rabi frequencies for the rotation pulses acting on the lower |0 ↔ |−1 and upper |0 ↔ |+1 transitions, respectively, and are turned on separately only during the rotation period τ 2 . Here, σ ab i = |a i b|, and ∆ − i and ∆ + i are the on-site disorders for the lower and upper transitions of the spin at site i. In our experiment, we choose a common Rabi frequency |Ω − | = |Ω + | and tune its amplitude to control the spin rotation angle θ. For fast Floquet driving, the evolution is governed by the following average Hamiltonian (in the toggling frame):
where, in the first term, ab δ ab (σ 
Two-group Z3 DTC order
By tuning the orientation of an externally applied magnetic field, we spectrally overlap two NV groups to within (2π) × 2 MHz. For the implementation of the Floquet Hamiltonian, we follow the same protocol used for the singlegroup Z 3 DTC order. However, it is noteworthy that the interaction Hamiltonian for the two-group Z 3 DTC order is not perfectly identical to Eq. (S6) owing to different crystallographic axes of the two NV groups. Depending on the spatial orientation of the two spins belonging to different groups, the relative strength as well as sign between the Ising and spin-exchange interactions can be different; on average however, the relative sign between Ising and spin-exchange terms is still negative. Despite such differences, the two-group Z 3 DTC order also shows universal thermalizing dynamics in the long interaction time regime, consistent with the single-group DTC measurements (see the section below, Universality in Long Interaction Time Regime).
PHASE BOUNDARY EXTRACTION
To experimentally extract the DTC phase boundary, we follow the method developed in our previous manuscript, Ref. [3] . In short, we quantify the DTC order by using the crystalline fraction, defined as f = |S(ν = 1/2)| 2 / ν |S(ν)| 2 and f = 2|S(ν = 1/3)| 2 / ν |S(ν)| 2 for the Z 2 and Z 3 DTC order, respectively. For the Z 3 case, the factor of 2 in f takes into account the mirror symmetry of the Fourier-transform spectra with respect to ν = 1/2. At each Floquet period T , we examine f as a function of . Fig. S2 shows representative data together with a phenomenological super-Gaussian fit function
where 0 , σ, p are the central position, characteristic width, and power of the super-Gaussian fit, and f max T is the maximum value of the crystalline fraction for a given Floquet period T . As p increases, the functional profile becomes flat when | − 0 | < σ and rolls off sharply when | − 0 | > σ. We identify the phase boundary at a given T as the value of for which f T = 0.1 (see Fig. 2 (a-c) in the main text). Horizontal errorbars on the phase boundary correspond to a 95% confidence interval from the fit. 
MEAN-FIELD DESCRIPTION FOR SHORT INTERACTION TIME REGIME
In this section, we provide a simple description of the dynamics in the short interaction time regime (or equivalently, fast Floquet drive regime), where the Floquet drive energy scale ω 0 = (2π)/T is larger than the on-site disorder strength as well as typical interaction strengths in the system. In such a case, the system cannot effectively absorb or emit energy from/to the drive, and the dynamics can be well-captured by an average Hamiltonian model [10] .
In the following, we analyze the system under the framework of mean-field theory to understand the conditions for the emergence of an ordered stationary state, which will aid in understanding the phase boundary at short interaction times. Note that our system is favorable to such mean-field analysis as it has long-range interactions among spins in high dimensionality.
First, we consider the case of Z 2 -Ising, where there are only Ising interactions between the spins, arriving at results that are consistent with previous analysis [3] . The average Hamiltonian in two Floquet cycles, with imperfect rotation angle π + , is given by
with C µν being a diagonal matrix with diagonal elements (0, 0, 1) and h µ = (0, T , 0) (we have permuted the basis definition for ease of comparison with the Z 2 case). Here S µ i (µ ∈ {x, y, z}) are the spin-1/2 operators acting on the two-level system of interest, and in the final step we have written the expression in a more general form for ease of analysis under other interparticle interactions. Note that the static on-site disorder has been echoed out to leading order in this effective Hamiltonian owing to periodic rotation pulses in the lab frame.
Under the mean-field approximation, we replace two-body interactions with single-body terms by taking the expectation values of one of the spins: S , we obtain the mean-field Hamiltonian
with C µν and h µ given above. With H MF , we seek a stationary solution for the density matrix of a spin ρ =
I2×2
2 + µ ρ µ S µ under the dynamics defined by H MF :
subject to the self-consistency condition
Solving this set of equations yields two solutions, only one of which allows a nonzero expectation value of S z . This solution imposes ρ x = 2( /T ) JMF and ρ y = 0. Given the restriction tr ρ 2 ≤ 1 (S14) on the density matrix and using the relation tr[S µ S ν ] = δ µν /2, we find that µ ρ 2 µ ≤ 1. Thus, a stationary selfconsistent mean-field solution exists only when /T ≤ J MF /2.
The mean-field approach implies a linear phase boundary at short Floquet periods, with a slope given by the interaction strength of the system with prefactor 1/2; this is consistent with the procedure employed in previous papers, where the same result was derived by examining the rotations of Floquet eigenstates under self-consistent mean-fields. An intuitive understanding of the derivation presented above is that it allows us to find a self-consistent product-state ansatz, for which the rotation induced by interaction with other spins compensates the imperfect rotations imposed by the Floquet drive. Therefore, the robust DTC response can be understood as the existence of a period-doubled trajectory that is stable against perturbations. As we shall see below, a similar intuition applies to the case with spin-exchange interactions as well. Now, we consider the case of Z 2 with Ising as well as spin-exchange interactions. The average Hamiltonian in two Floquet cycles, with imperfect rotation angle π + , is given by
where now the coefficient matrices are: C µν diagonal with elements (−1, −1, 1) and h µ = (0, T , 0). Repeating the same procedure using Eq. (S12) and Eq. (S13), we find that the solution with nonzero expectation value of S z is given by ρ x = 0 and ρ y = ( /T ) JMF . Eq. (S14) gives the normalization condition for a stationary self-consistent mean-field solution as /T ≤ J MF . Thus, we expect the phase boundary at short interaction periods, in the presence of spin-exchange interactions, to remain linear, but with a two-fold increase in slope that results in a phase boundary width twice as wide as the case of Ising interactions.
This result can also be intuitively understood by examining dynamics on the Bloch sphere (see Fig. 2(d) in the main text); in the self-consistent solution above, the spins develop a nonzero expectation value along the positiveŷ axis, which in turn generates a mean-field along the negativeŷ axis due to the spin-exchange terms in the Hamiltonian. This mean-field along theŷ-direction counteracts the applied external perturbation /T , resulting in a smaller effective perturbation. Therefore, the DTC order becomes more robust and the phase boundary expands to a larger value compared to the case where there are only Ising interactions.
We note that the additional stabilizing effect arising from the spin-exchange interactions is present when the initial state is polarized and the spin-exchange terms have opposite signs to the Ising terms, e.g.
, regardless of the overall sign of the interaction. Geometrically, this can be seen by considering how a pair of interacting spins evolves under the action of an applied perturbation (a similar intuition can be generalized to clusters of spins). In the absence of perturbations and with a polarized initial state, a stationary solution occurs when the spins are pointing in the same direction along theẑ-axis; depending on the global sign of the mutual interaction sgn( j J ij ), this will correspond to each spin being either aligned or anti-aligned to its local field. When a perturbation is applied, the spin direction will adiabatically follow the total field. This means that in the case of a positive interaction j J ij > 0 (aligned), the spins will tilt in the same direction as the applied field, while for a negative interaction j J ij < 0 (anti-aligned), the spins will tilt in the opposite direction. The expectation value of the spin vector thus depends on the sign of j J ij , and hence the mean-field acting on each spin, which has an additional factor of J ij , will always have the correct sign to counteract the applied perturbation. Therefore, the spin-exchange terms will lead to a reduction in perturbations only when they have opposite signs to the Ising terms.
Finally, we perform a similar derivation for the case of Z 3 . As previously derived [3] , the effective Hamiltonian over three Floquet periods is given by
where σ ab i = |a i b| for a spin at site i, and in the last line we have re-expressed the Hamiltonian in the orthonormal Gell-Mann matrix basis λ µ , which satisfies tr[λ µ λ ν ] = 2δ µν . The coefficient matrices are: C µν is a diagonal matrix, with diagonal elements C µµ = (− 2 ), and h = ( 3T , 3T , 0, 0, 0, − 3T , 0, 0). Our convention is such that the last two Gell-Mann matrices correspond to nonzero population imbalances between the different spin states.
Working in the spin-1 manifold, we write the density matrix as ρ =
I3×3
3 + µ ρ µ λ µ . Repeating the same procedure using the spin-1 equivalents of Eq. (S12) and Eq. (S13), we find solutions to the self-consistent equations. Of the solutions to this set of equations, the only physically-relevant (normalizable) solution with nonzero expectation value in the population imbalance (in the limit of → 0) is given by
and ρ 7 , ρ 8 are arbitrary numbers depending on the initial conditions and satisfying the normalization requirements. Using the trace orthonormality of Gell-Mann matrices, we find that Eq. (S14) imposes the constraint µ ρ 2 µ ≤ 1/3, which implies that a self-consistent solution exists when /T ≤ 4J MF /3. This shows that the phase boundary is expected to be even wider in the case of Z 3 with Ising and spin-exchange interactions, compared to the preceding two cases.
In conclusion, we have derived the conditions for which a stationary self-consistent mean-field solution exists at the average Hamiltonian level, for each of the different DTC realizations and their associated interaction Hamiltonians. To summarize, we have found that 
As shown in Fig. 2 of the main text, these theoretical predictions are in fairly good agreement with the experimental phase boundaries. We note that the total mean-field interaction strength J M F = 2π× 350 kHz is consistent with the independently extracted typical interaction strength of the system ∼ 2π × 105 kHz [1] , as can be seen from the phase diagrams in Ref. [3, 11] , which used Monte Carlo simulations to estimate the total mean-field on each individual spin due to the combination of all other spins. 
LIFETIME ANALYSIS
The late-time decay rate Γ of the DTC peak height is extracted in two steps. First, the height of the ν = 1/2 (Z 2 ) or ν = 1/3 (Z 3 ) peak is determined by short-time Fourier transforms on local sections of the time trace, covering cycles n sweep to n sweep + L − 1, where n sweep is the starting point of the section and the section length L = 36 is used for both cases. Fig. S3 shows representative traces and decay rates of DTC peak heights for the Z 2 and two-group Z 3 , while data for the Z 2 -Ising and Z 3 can be found in Ref. [3] and the main text, respectively. As shown in the figure, there is a clear difference in the functional profile between short and long T , transitioning from a stretched to simple exponential decay. To extract the late-time decay rate Γ, the peak height data is fitted to a single exponential decay starting from n sweep = 15 − 20, where the transient initial decay is negligible. To account for the influence of the fit starting point, we extract the fit results from n sweep = 15 to n sweep = 20 and associate the mean decay rate with Γ. The errors of the fits are determined by selecting the maximum of the following two error estimates: the mean individual fit error or the standard deviation of the fit results for the set of starting values. Exemplary late-time decay rates are shown in Fig. S3(c,f) for short and long Floquet periods and the two different Hamiltonians. For short Floquet periods, we observe that DTC order is indeed robust to perturbations, manifested as a negligible -dependence of Γ. However, at long Floquet periods, DTC signals are no longer stable against the perturbations, developing a quadratic behavior as a function of with a coefficient close to 1/2. Detailed analysis of this behavior is discussed in the following section.
APPROACH TO DEPHASING REGIME
As seen in Fig. 3(a,b) in the main text, the functional profile of the DTC order decay differs depending on the length of the Floquet period T ; at short T , the decay profile follows a stretched exponential, while at long T , it turns into a single exponential. To quantify these qualitative differences, we phenomenologically fit the DTC order decay profile using a stretched exponential function A exp[−(n sweep /n τ ) β ], with exponent β and characteristic decay constant n τ . In Fig. S4(a) , the extracted β is displayed as a function of T and for the Z 2 case. As seen in the figure, β has a more pronounced dependence on T compared to its dependence on . The same qualitative behavior is also observed for other cases including Z 2 -Ising and Z 3 . Therefore, we proceed to monitor the mean β and its errorbar at each T by estimating the mean and statistical fluctuation of the local β values extracted at different perturbations . As presented in Fig. S4(b) , as T increases, β also increases continuously to ∼1 consistently for all four DTC cases (see Fig. 4 (b) in the main text). We attribute the saturation exponent slightly less than 1 to the convolution of the decay profile with the bare T 1 decay profile, the latter following a stretched exponential profile with exponent 1/2 [2] . In addition to the changes in the functional profile, we also investigate the change in DTC stability at different Floquet periods by examining the late-time decay rate Γ of DTC order. Fig. S4(c) shows the DTC decay rate profiles as a function of , measured at short, intermediate, and long T for the Z 2 case. As expected, at short T , the Z 2 DTC order shows a robust Γ fairly independent of perturbation strength . At intermediate T , however, the plateau region manifesting the rigidity shrinks, and accordingly, DTC order starts to die out at a smaller perturbation than that of shorter T . More interestingly, at long T , we find that the behavior is well captured by a dephasing model predicting Γ( ) = 2 /2 up to a finite global offset Γ 0 . In the main text, we present the Z 3 data exhibiting similar behaviors (see Fig. 3(c) and Fig. 4(b) ).
To identify such crossovers in the dynamics of DTC order, we perform a phenomenological fit using Γ( ) = Γ 0 + a 2 , with a T -dependent offset Γ 0 and curvature a. The extracted a values as a function of T are presented in Fig. S5 , together with the exponent β evaluated independently from the stretched exponential fit. Surprisingly, we find a similar saturation behavior in the curvature a probed as a function of T ; the curvature a also saturates around 0.5 for all cases, consistent with the simple dephasing model explaining the DTC dynamics in the limit of long T (see following section). The correlation between the curvature a and exponent β confirms that there exists a gradual crossover in the late-time DTC dynamics, approaching the dephasing regime associated with thermalization. In order to demarcate the dephasing regime in each of the different DTC realizations, we identify a transition point T where As seen in Figure S6 , Γ 0 increases linearly with T , with a slope that is consistent with the depolarization rate 1/T 1 of our spin system: for the Z 2 -Ising, Z 2 , Z 3 cases, the inverse slopes in units of microseconds are 60(8), 86(10), and 110(26) µs, respectively. The finite offset as one extrapolates the linear curve to T = 0 is likely a result of the finite duration of rotation pulses: for the Z 2 -Ising, Z 2 , Z 3 cases, the finite offsets in units of inverse Floquet cycles are 0.01(5), 0.022(2), and 0.026(2), respectively.
UNIVERSALITY IN LONG INTERACTION TIME REGIME
We now consider the DTC response in the long interaction time regime (or equivalently, slow Floquet drive regime), where the Floquet drive energy scale ω 0 = 2π/T is smaller than both the on-site disorder strength and typical interaction strengths in the system. In this regime, we expect the system to be able to absorb/emit energy from/to the drive to compensate energy differences, leading to a reduced disorder strength that is smaller than typical interaction strengths in the system. Intuitively, many different spin configurations will become resonant with each other due to the significantly reduced disorder, giving rise to faster thermalization.
Phenomenologically, we may describe this limit by a simple model, in which we assume that the system effectively thermalizes during one Floquet cycle. As the dipolar interaction conserves total polarization, we model the dynamics during the interaction period as an effective dephasing, in which the spin coherence is lost and only population information remains.
First, we consider the Z 2 case. In the fully-dephased limit, the microscopic form of the interaction Hamiltonian ceases to matter as long as it conserves total polarization. The action of the DTC sequence on the ensemble-averaged density matrix ρ can be viewed as the alternation of a unitary rotation
and a dephasing channel
where we denote the two spin states as |0 and |1 . As the dephasing channel eliminates coherences in ρ, we can model the time evolution in terms of population dynamics with a rate equation p µ = R Z2,µν p ν , where p µ = ρ µµ is the population in the spin state |µ and the evolution matrix R Z2,µν = |(U Z2, ) µν | 2 . For the Z 2 case, the long-time decay rate γ Z2 is given by the smallest non-zero eigenvalue λ Z2 of R
SIMULATIONS FOR PROBING THERMALIZATION IN LONG INTERACTION TIME REGIME
To lend support to the dephasing picture in the long interaction time regime, we carry out numerical simulations based on the exact diagonalization of a many-body Hamiltonian subject to a periodic drive. More specifically, we consider the following toy model consisting of an infinite-range interacting spin-1/2 system, which captures how spin-spin interactions lead to rapid dephasing of individual spins, and ultimately thermalize the system,
where Ω y (t) = (π + )δ(t − T ) characterizes a periodic imperfect rotation of spins, J ij is a random coupling strength sampled from a uniform distribution, i.e., J ij ∼ U[−1, 1], and α is a coefficient tuning the strength of spin-exchange interactions relative to that of Ising interaction. In the following simulations, we consider only two cases of α = 1 (both spin-exchange and Ising) and α = 0 (pure Ising) for relevance to the experiment. Figure S7 shows the simulation results for the periodically-driven, infinite-range coupled spin system (N = 18, /π = 0.06, JT = 10, where J ≡ max J ij / √ N ). All spins are initially polarized along the same direction (z-axis) and interact with one another via both Ising and spin-exchange interactions with α = 1. We simulate ∼300 disorder realizations and all of them exhibit period-doubled oscillations decaying over time with differing decay constants [ Fig. S7(a) ]. For analysis, we extract the individual decay rates by fitting the late-time data (n > 40) to a simple exponential. Interestingly, we find that a majority of the realizations display a similar decay rate very close to Γ = 2 /2 as seen in Fig. S7(b) . Repeating the same simulations with varying perturbation strength , we identify the most probable decay rates as well as the standard deviation of the distribution from each histogram, and plot them as a function of [ Fig. S7(c) ]. Indeed, the extracted decay rates from the simulations agree well with the expected scaling of Γ = 2 /2, consistent with the experimental observations [see Fig. 4 (b) in the main text]. These numerical results substantiate our picture of thermalization in the long interaction time regime, that the dynamics can be effectively described by single-spin dephasing induced by the rest of the system acting as its own Markovian bath. In (a-c) , the perturbation strength is set to /π = 0.06. We chose a system size N = 18, long Floquet drive period T = 10/J, and included both spin-exchange and Ising interactions between the spins with α = 1. The spins are initially polarized along the same direction (z-axis).
In the case of purely Ising interactions (α = 0), we employ a different initial state |Ψ = |ψ 1 ⊗ |ψ 2,...,N , where |ψ 1 = |↑ and |ψ 2,...,N is a 2 (N −1) -dimensional complex random vector representing a highly entangled state for the remaining (N − 1) spins, to be less sensitive to different disorder realizations. After each Floquet cycle, we probe the local polarization of the initially polarized spin P (t) = ψ 1 (t)| S z 1 |ψ 1 (t) . As shown in Fig. S8 , we find that the resulting late-time decay rates of subharmonic oscillations is also approaching the expected Γ = 2 /2 scaling as the system size N increases. However, the finite-size-scaling approach to the Markovian regime is apparently slower than the case of spin-exchange interactions (α = 1), as the largest system of size N = 24 still yields decay rates that are slower than the Markovian dephasing limit Γ = 2 /2. These observations suggest potential differences in the thermalization dynamics of systems with different types of interaction, requiring further investigations. 
