Myelination plays an important role in the neurological development of infant brain and MRI can visualize the myelination extension as T1 high and T2 low signal intensity at white matter. We tried to construct a convolutional neural network (CNN) machine-learning model to estimate the myelination. Eight layers CNN architecture was constructed to estimate the subject's age with T1 and T2 weighted image at 5 levels associated with myelin maturation in 119 subjects up to 24 months. CNN model learned with all age dataset revealed a strong correlation between the estimated age and the corrected age and the coefficient of correlation, root mean square error and mean absolute error was 0.81, 3.40 and 2.28. Moreover, the adaptation of ensemble learning models with two datasets 0 to 16 months and 8 to 24 months improved that to 0.93, 2.12 and 1.34. Deep learning can be adaptable to myelination estimation in infant brain.
Introduction
Myelination plays a major role in the neurological development of infants. In the central nervous system, oligodendrocytes, which are myelinogenic cells, wrap their cytoplasm around neuronal axons, forming a multilayered structure.
[1] The multiple myelin layers around an axon functions as an insulator, enabling extremely high-speed transmission of electric signals by saltatory conduction. This high-speed electrical signal transmission enables rapid neurological development of infants. Myelination is already initiated before birth; at birth, myelination is seen in the brain stem, cerebellar white matter, posterior limb of the internal capsule, and subcortical white matter of primary motor and sensory cortices. After birth, myelination progresses in the brain caudally to rostrally, posteriorly to anteriorly, and centrally to peripherally. Myelin maturation progresses on a monthly basis. (Figure 1 ) Magnetic resonance imaging (MRI) visualizes myelin maturation in white matter as a high signal intensity on T1-weighted images and a low signal intensity on T2-weighted images. [2] T1 / T2 shortening reflects an increase of lipid and protein and a decrease of water content associated with myelin maturation. [3] MRI evaluation of myelin maturation based on an alteration of MR signal is one of the objective evaluation methods of neurological development of infants. In evaluation of the neurological development of infants and children, T1-weighted images are useful in the early stage of myelination and T2-weighted images in the late stage. Clinically, radiologists and pediatricians often spend their precious time and effort to accurately predict neurological growth in children using brain MRI. A convolutional neural network (CNN) is a machine learning technique that excels in image recognition and classification. CNN architecture is composed of a multilayered convolutional layer and a classifier that can extract features of objects such as size, shape and density patterns from various levels of pixel units in each region. The superior CNN image recognition / classification ability may be able to contribute to the evaluation of myelination using brain MRI. The purpose of this study was to construct a machine learning model to estimate the age of infants from MR signal alteration of myelination using CNN architecture.
Materials and methods
This retrospective non-invasive and non-intervention study was approved by the institutional review board of Juntendo University Hospital and opt-out alternatives was approved to obtaining informed consent for subjects.
Participants
The potentially eligible participants were 908 infants and children from birth to 24 months after birth, whom head MR imaging was performed in our institution from January 2014 to December 2015. Participants with obvious neurological symptoms or received some treatment intervention in the course of the subsequent two years were excluded. 133 participants were extracted under this exclusion condition. In addition, 14 participants with insufficient MR image quality with a motion artifact were excluded. As a result, 119 infants and children up to 2 years old, 40 boys and 79 girls were recruited for this study. (Figure 2 ) Each participants age was corrected by converting gestational age to a full 40 weeks, the corrected ages were from -1.71 to 23.54 months.
MR imaging
Whole brain 2D T1-and T2-weighted images were obtained using a 3T MR unit (Achieva, Philips) in 95 subjects and a 
Data sets
Five T1-and T2-weighted images at the levels of (a) the middle cerebellar peduncle of the pons, (b) midbrain, (c) internal capsule and splenium of corpus callosum, (d) central semiovale, and (e) subcortical white matter, were extracted by a neuroradiologist with 25 years of clinical experience (A.W) and adapted for input of machine learning. The corrected age from a subject's gestational age was adopted as the label of the supervised learning. We prepared two types of data sets to evaluate the effect of preprocessing of data sets on the accuracy of machine learning. One data set consisted of all 119 subjects and the other was composed of two components: from birth to 16 months and from 8 to 24 months.
Machine learning framework
Eight layers CNN architecture was consisting of 2 convolutional layers and 6 fully connected layers were developed using Neural network console ver. 1.2 (https://dl.sony.com/) on a Windows PC Intel Core i7 2.2 GH, with 32 GB memory and an NVIDIA GeForce GTX 1070 graphical processing unit. (Figure 2 ) The input image of 128x128 gray scale mediated by 2 convolution layers (5x5 convolutional kernel with valid padding, strides 1, 1 and out map was 16 and 8) and 2 Max Pooling layers (2x2 kernel and stride 2, 2) and 29 x 29 x8 feature maps was transmitted to Dense / fully connected layer (Dense) with 100 nodes. In each layers the rectified linear unit (ReLU) was applied as activation function. The output from 5 level T1 weighted images are concatenated and transmitted to 2 Dense layers with 100 nodes and concatenated with output from T2 weighted images and transmitted to Dense layers with 200, 50, 25 nodes with activation function ReLU and the learning model was trained to minimize the loss function Squared Error. Dense layer, which works as a classifier, was set in multiple levels at each MR image levels, T1 and T2weighted contrast levels and in all concatenated data. Two algorithms were constructed for infant age estimation using different two types of data sets. (Figure 3 ) One algorithm was a simple machine learning model that learned using the all-age data set. The other was an ensemble algorithm combining two learning models; one model learned with the data set from birth to 16 months and another model learned with the data set from 8 to 24 months. The latter split data set adoption is a configuration that takes into account the weight of myelin-related T1 / T2 signals up to 12 months and after that to 24 month. The following hyperparameters for training were common in both models: 1000 epochs; base learning rate for the untrained model, Adam (learning rate = 0.001, beta1 = 0.9, beta2 = 0.999, epsilon = 0.00000001).
Performance evaluation of the machine learning model
We compared the two machine learning models by Spearman's rank-order correlation test, the root mean square error (RMSE) and the mean absolute error (MAE) to investigate correlations between the estimated age and a subject's corrected age.
Result
There was a strong correlation between the estimated age by the two machine learning models and the corrected age of subjects. In model A, which learned with the all-age data set, the correlation coefficient, RMSE and MAE were 0.81 (p < 0.001), 3.40 and 2.28. In model B, which consisted of an ensemble of two data sets, learning showed a superior correlation coefficient, RMSE and MAE, of 0.93 (p < 0.001), 2.12 and 1.34, respectively. (Figure 4 , Table 1 )
Discussion
Myelination of axons enables high-speed transmission of electrical signals by fast saltatory conduction. Fast neural networks constructed with myelinated nerve fibers support rapid neurological growth and maturation of higher order cognitive functions in neonates and infants. In the central nervous system, the processes of oligodendrocytes, which are myelin-forming cells, become flattened and wind around axons like a roll of paper. The cytoplasm within the process gradually disappears and adjacent membranes adhere to each other, forming a sheath around axons. The myelin sheath is constructed of a multilayered spiral containing lipid layers and proteins. The lipid layers are composed of cholesterol, phospholipids and glycolipids and the ratio is approximately 4:3:2.
[4] Lipid layers support the saltatory conduction of myelinated fibers, allowing high-speed electrical transmission by acting as an insulator. Proteins maintain stability between the multiple membrane layers surrounding an axon. The protein component of myelin sheathes is composed of myelin basic protein and proteolipid protein, which are myelin-specific proteins. Associated with myelination of an infant's brain, the water content of white matter decreases and glycolipids and proteins of cell membranes constituting the myelin sheath increase.
By MRI, myelination of white matter leads to shortening of the T1 / T2 relaxation time; mature myelin exhibits a high T1 signal and low T2 signal compared to gray matter. [2] The high T1 signal originates from an increase of cholesterol and galactocerebroside in the glycolipids that are the main components of the myelin sheath lipid layers. [5, 6] These molecules act on the magnetization transfer effect in adjacent free water to shorten the T1 relaxation time. Myelin maturation begins before birth; the full-term infant brain presents a high signal on the dorsal side of the brainstem, cerebellar peduncle and thalamus on T1-weighted images at birth. These MR signal alterations proceed through the brain from caudal to rostral, posteriorly to anteriorly and centrally to peripherally, along with myelin maturation. Three months after birth, the high T1 signal reaches the cerebellar white matter, the posterior limb of internal capsule, the periventricular white matter, and the subcortical white matter near the central sulcus. By 6 months, it reaches the optic radiation and the splenium of the corpus callosum and by 12 months, it reaches the entire white matter of the cerebral hemispheres.
T1-weighted imaging is sensitive at an early stage of myelination, and its signal pattern visually exhibits an adult type approximately 8 months after birth. [7, 8, 9, 10, 11, 12] Conversely, alteration of the T2 signal is slower than the T1 signal and becomes significant in the late stage of myelin maturation. The T2 signal alteration is derived from the reduction of free water content that accompanies maturity of white matter beyond the biochemical changes. The water molecules inside myelin sheath and outside (at axon and interstitial tissue) directly affect the T2 signal intensity. [7, 8, 9, 10, 11, 12] As the density of the spiral structure of the myelin sheath increases, interstitial water molecules decrease and the hydrocarbon chains present in the lipid layers in the membrane increase the hydrocarbon bundle bands. The completion of alteration of the T2 signal of whole brain white matter is at around 2 years old. [4] CNN is a machine learning method suitable for image recognition that can capture the spatial features of an object. CNN was devised from experimental results of human visual cortex. [13, 14] In the internal structure of CNN, the multilayered convolutional layers extract features of the object at various levels. In the convolutional layer, the matrix format input data is connected to the local receptive field and the convolutional process extracts the features of an object and creates a feature map. Multilayered convolutional layers extract the spatial features of subjects at different levels. The features of the object can be caught step by step from a simple element to a complex structure, from simple units such as pixels, lines and angles to structures such as a person's eyes and nose, as well as more complex parts such as face and body. The feature map created by the convolutional layers is transformed into a vector and transmitted to the following fully connected layer. Multilayered fully connected layers perform a classification or regression analysis of the object as a classifier. However, a proper pre-processing that makes it easy to recognize features of an object leads to improvement in the accuracy of machine learning. As effective preprocessing for image recognition and classification, selection of input data from a large amount of data, cutting of an object from an input image, and adjustment of contrast are worthy of mention. In this study, two pre-processing steps were applied to improve the accuracy of the learning model. As input data, 5 slice images that had characteristics of myelin maturation were selected from 20 or more whole-brain MR images. By this pre-processing, it was expected that the feature map created by CNN would be more related to myelination. In addition, considering that the mechanisms associated with MR signal changes during myelin maturation are different between T1 and T2 signals, two data sets with different target ages were created, and ensemble architecture of two machine learning models was constructed. Improvement of the accuracy of the learning model by these methods was shown by an improvement of the correlation coefficient and error loss.
As a next step, we are preparing for a pipeline that extracts the input data from whole brain MR images, estimates the myelination age by the ensemble machine learning model, and evaluates the delay of myelination in a subject's brain automatically.
There are some limitations in our study. The first limitation is that the number of samples was not large. Generally, in machine learning of image classification, sample sizes from several thousands to tens of thousands are applied. [15] The number of samples in our study was less than this. However, it is equivalent to the median number of samples in a survey study of machine learning of medical images in brain regions within the last 5 years (mean 231, median 120).
[16] The second is that our estimation was performed with two static magnetic field strength MR units of 1.5T and 3T. [17, 18, 19] With 3T MRI, the T1 relaxation time is longer than with 1.5T and may affect myelination evaluation in the early stage of myelination. Creation of a data set and construction of a learning model corresponding to each static magnetic field intensity may improve the accuracy of myelination evaluation.
Conclusion
The CNN machine learning model can estimate the age of infants and children with high accuracy from the MR signal intensity and is adaptable to the assessment of infant brain myelination. Our machine learning model will support the work of radiologists and pediatricians in evaluating the neurological development of infants. The top row is full-term infant, the 2nd row is a child 3 months old, the 3rd row is 6 months old and the bottom row is 12 months old. The full-term infant brain presents a high signal on the dorsal side of the brain stem, cerebellar peduncle and thalamus on T1-weighted images at birth (top row). These MR signal alterations proceed through the brain from caudal to rostral, posteriorly to anteriorly and centrally to peripherally. Eight layers convolution neural network with 5 levels T1 and T2 weighted images as input (a), and detail of the 2 layers convolutional part (b). In convolution part, 128x128 gray scale images mediated by 2 convolution layers; Conv1(5x5 convolutional kernel with valid padding, strides 1, 1 and out map was 16, Conv2 (5x5 convolutional kernel with valid padding, strides 1, 1 and out map was 8) and 2 Max Pooling layers (2x2 kernel and stride 2, 2) and 29 x 29 x8 feature maps was transmitted to following Dense / fully connected layer. In each layers the rectified linear unit (ReLU) was applied as activation function. The output from 5 convolution parts and following Dense / fully connected layer are concatenated and transmitted to 2 Dense layers with 100 nodes and concatenated with output from T2 weighted images and transmitted to Dense layers with 200, 50, 25 nodes with activation function ReLU and the learning model was trained to minimize the loss function Squared Error. 
