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Perturbed Angular Correlations (PAC) spectroscopy is an effective 
local probe technique often employed in the characterization of defects or 
phase transitions in any of a variety of materials. This technique relies 
upon the ability of probe nuclei to function as gauges of the magnetic 
fields and electric field gradients local to the probes once they have been 
introduced (doped) into the lattice in question. It has been seen that 
disturbances in the electronic environment of the probe nucleus due to, 
for instance, the presence and movement of electron holes can impair the 
ability of the probe to function, thereby undermining the efficacy of the 
approach. This impairment and subsequent distortion of lattice 
information provided are known as the problem of "aftereffects." 
In PAC studies of ceria, a poor conductor, disturbances in the 
electronic environment of the 111Cd probe subsequent to electron capture 
result in bothersome aftereffects in the PAC data spectrum. These 
aftereffects are believed to be characterizable in terms of two rates: 
electronic hole hopping and escape. A model that treats the aftereffect in 
terms of the hopping and escape rates associated with one electronic hole 
(and which assumes the system is otherwise unperturbed) was tested for 
low temperatures (10 K). The data indicate that this aftereffect model as 
it stands does not describe the behaviour of the system at low temperatures. However, it is clear that the aftereffect problem is 
exacerbated by low temperatures, though the increase of the fraction of 
aftereffected sites is not smooth over the temperature range 10-293 K. 
The problem of aftereffects is pronounced in 0.1% Nb-doped ceria. 
Typically, room temperature measurements of this system show greater 
than 70% aftereffected sites. No aftereffect whatsoever was found in 1% 
In-doped ceria at room temperature. The Problem of Aftereffects in 
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LO  Introduction 
Time-Differential Perturbed Angular Correlations is one technique 
among the family of Hyperfine Interactions techniques  a family that 
includes MOssbauer Effect Spectroscopy (ME), Nuclear Quadrupole 
Resonance (NQR), Nuclear Magnetic Resonance (NMR), and Electron Spin 
Resonance (ESR). The Perturbed Angular Correlation (PAC) method 
capitalizes on hyperfine interactions between the PAC probe nucleus and 
magnetic fields and electric field gradients characteristic of the material 
under investigation, in order to determine details of that material's 
structure in the vicinity of the probe.  All though PAC, ME, and NMR all 
yield the same sort of information, some studies are better suited to one 
technique than another. Investigations into phase transitions, defects in 
metals, or impurities in semiconductors (especially if high temperature 
measurements are called for) are well-suited to the local probe capabilities 
of PAC. 
At the core of an understanding of the PAC technique is a thorough 
understanding of the behaviour of the probe atom. Probe atoms are the 2 
scientist's link to the microscopic world of the lattice he or she studies. 
They are dispatched in the belief that they, through their insinuation into 
the foreign lattice, can provide information about what characterizes the 
environment at certain sites in the lattice. This plan hinges, of course, on 
whether or not the scientist is able to develop a broad familiarity with the 
language of probe atoms. What is the nature of the information they 
convey? How accurately can one hope to interpret the information 
provided? The intent of the next several sections is to describe what can be 
seen in PAC spectra, and what can be learned. Examples of some typical 
communications are presented, as well as the development of a theoretical 
framework through which the data may be interpreted. The radioisotope 
mIn is considered as an example of a PAC probe. 
Li  The vocabulary of probe atoms 
When 1111n, which has a halflife of 2.83 days, decays to nicd, it 
emits two gammas (see Figure 1.1). The spin-5/2 state (245 keV), 
characterized by an 85-nanosecond halflife, is the state measured by PAC. 
The ability to measure the spin-5/2 state is contingent upon careful 
detection of the 171-keV and the 245-keV gammas, which reveal the exact 
time the 5/2 state begins and the exact time it ends, respectively. It is easy 
to imagine that repeated detection of these two gammas and measurement 3 
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Figure 1.11 The decay of 111In to iiiCd. Electron capture is followed by a
gamma-gamma cascade. 
of the time intervals between detections should provide data in the shape of 
an 85 nanosecond halflife curve. In fact a PAC measurement is the 
repeated detection of those two gammas, and a cataloging of the intervals 
does result in a halflife curve. If the PAC measurement supplied merely 
this information, however, there would be no point to it. The halflife of 
indium is well known. Luckily, upon closer examination of the raw data 
one discerns not just a halflife curve, but other functions as well. These 
other functions are the objective of a PAC measurement, as they are the 
communications of the radioactive nuclei inside the lattice, and they reveal 
what the probe atoms "see." 4 
time 
Figure 1.2 An example of PAC raw data. Roughly a decay curve, these
data upon closer analysis reveal the time-dependent "wiggles"
also present. 
Recall that the probes act as a gauge of the strengths and sym­
metries of fields in the environment of the lattice being studied. This is 
so because there is a hyperfine interaction between the nuclear moments of 
the cadmium and the magnetic fields and electric field gradients in the 
lattice environment. The interaction of moment and field results in 
hyperfine splitting of the nuclear energy level. Since PAC measures the 
spin-5/2 state, one measures the splitting of that particular level. From 
Figure 1.2 it is possible to discern that the functions superimposed upon 
the halflife curve of the raw data are periodic. The frequencies exhibited 
correspond to the energy splittings of the spin-5/2 state. Theyare the 
"probe communications" the scientist works to translate and interpret. 
The business of PAC is determining frequencies associated with 
hyperfine splitting and interpreting those frequencies. Making sense of 
the tangle of functions is akin to deciphering a "code," a code which can 
reveal the strengths and symmetries of the field(s) at the probe site. The 5 
art of interpretation is necessarily founded on a theoretical development of 
some sort, an example of which is presented next. 
1.2  Relations and correlations that determine vocabulary 
The decay of 111In to the ground state of 111Cd proceeds in part as a 
gamma-gamma cascade, as shown in Figure 1.1. (Hereafter, the 171-keV 
gamma will be referred to as gamma 1 and the 245-keV gamma as gamma 
2.) The relationship of gamma 1 to gamma 2 in time is thoroughly 
described by the statement of the halflife of the state. However, their 
relationship to one another in space is not. What follows is a discussion of 
the spatial component of the relationship between gamma 1 and gamma 2, 
which will provide a basis for understanding how PAC works. 
Picture a radioactive, polycrystalline sample which approximates a 
point source. Imagine that this particular sample provides a perturbation-
free environment for the probe atoms everywhere they substitute. One 
would expect that a measurement of gamma 1 events at various positions 
in the vicinity of this doped sample would show a variation in count rate 
that is dependent only on distance from the sample, not on the angle at 
which the measurement is made. This expectation is demonstrably true: 
the spatial distribution of gamma 1 is isotropic. However, the spatial 
distribution of gamma 2 cannot be said to be isotropic when considered 6 
with respect to gamma 1 Fortunately, this does not mean that all 
predictive power is lost. It is possible to characterize the anisotropy. First, 
designate the angle at which gamma 1 is observed as zero. Now 
subsequent gamma 2 events observed at various angles with respect to that 
zero will be found to be more numerous at ninety degrees than at one 
hundred and eighty degrees, varying from zero to three hundred sixty 
degrees in a smooth fashion. The function that describes the probability of 
detecting gamma 2 along vector k2 given that gamma 1 has been detected 
along k1 is often written2: 
w(ki,k2,t) =  I [(2k1 + 1)(2k2 + 1)r} Aka (1) Ake (2)  (t) 
k1k2 NI N2 
X Irk*, NI (01,4)0 Yk2 N2 (92 Oh) 
This is known as the time-differential perturbed angular correlation 
function, but it becomes the unperturbed angular correlation function 
when Gkk, the perturbation function, is set to one. In (1.1), k1 and k2 
indicate the directions of gammas 1 and 2 (unrelated to indices k1 and k2) 
and 0 and (I) refer to the angles relevant to the probability (defined by the 
detectors, in an actual measurement). The A terms represent the 
anisotropy of the two radiations, the G term contains the time-dependence 
of the correlation, and the Y terms are spherical harmonics, necessary to 
account for the position of detection. 
The perturbed directional correlation can be reformulated to vary 
with respect to the angle 0 between gamma 1 and gamma 2, rather than 7 
direction. It can be greatly simplified by declaring the path of gamma 1 to 
be the quantization axis, eliminating perturbations, neglecting small 
terms in the infinite sum, and specifying a point source and point detector. 
In the case of the 111Cd probe, these operations reduce (1.1) to the familiar 
simple form 
W(0, t)  1 + A2G2 (t )P2 (cos 0)  (1.2) 
In this expression, the directions k1 and k2 are replaced by 0, which is the 
angle between the two paths. The anisotropy term A2 works in conjunction 
with the Legendre polynomial P2(cos 0) to define a probability function 
which is angle-dependent. For 111Cd, a plot of the probability of detecting 
gamma 2 with respect to angle, using the path of gamma 1 to define angle 
zero and assuming a perturbation-free zone, would be shaped as in Figure 
1.3. Again, for the case of no perturbations, G2(t) = 1 and there is no time-
dependence in the angular correlation. The distribution shown in Figure 
1.3 is not time dependent. 
270° 
180° 
Figure 1.3 The shape of the gamma2 angular distribution for the 111Cd 
nucleus, A2 = -0.18. 8 
To look at how things change under the influence of a perturbation, 
imagine that a perturbation is introduced. Perhaps it is a strong external 
magnetic field. Imagine that the response of the probe nucleus to this 
perturbation is that its moment begins to rotate. The nuclear moment 
rotates at a frequency defined by the strength of the interaction. This 
rotation occasions the reorientation of the probability distribution as well. 
Consequently, if one imagines a detector stationed at the ninety degree 
position, that detector detects now fewer, now greater numbers of gamma 2 
events as the probability distribution rotates. A plot of the number of 
gamma 2 events versus time would be sinusoidal in the case of a strong 
external magnetic field perturbation, or composed of three interwoven 
sines in the case of an electric field gradient perturbation. These are the 
first examples of probe communications. 
Of course, it is not necessary to take this on faith. In the sections to 
come, it will be made clear what the cosines of the G(t) function represent 
and how it is possible to interpret them. Now that a simple picture has 
been established as a basis, it is appropriate to move on to the more 
rigorous theoretical development of the angular correlation function. 
In order to construct the expressions necessary to look at the 
perturbed case, it is necessary to return to the more general expressions of 
W(9,t) and G(t). To begin, consider the probability of observation of the two 
gammas, the first in direction k1 at time zero and the second in direction k2 
at time t. This probability is described by the trace of the density matrix for 9 
the emission of gamma 1 and gamma 2 
W(ki ,k2,t)= Tr [p(ki,t)p(k2,0)] 
(1.3) 
The density matrices are related to the angular correlation coefficients as3 
I k 
p(k,O)m  = (410112 x I (-1)rnAk( I,  Yk N (k) M 21:1  MM')  (1.4) 
If H1 and H2 represent the interaction between the nucleus and the 
radiation field only, then the angular correlation can be written 
w(k1,k2,0) = I  (mf P2Imb) (m.  Imi)om.m.
"ioa  Ma M'b nif 
(1.5) 
x (mf1112Imib)*(m's 
for the unperturbed case.  Here, ma and ma refer to the final states with 
respect to the first radiation, and mb and mb' to initial states of the second 
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Figure 1.4 The gamma-gamma cascade juxtaposed with relevant 
Hamiltonians showing transitions from one state to the next. 10 
In order to consider a perturbation, the interaction Hamiltonian K is 
introduced.  It represents mathematically the perturbation that acts on the 
nucleus (specifically on the intermediate state of the nucleus) for the time 
between gamma 1 and gamma 2. Due to the action of K, states I ma> 
become I mb>. 
That change can be represented by the following time evolution 
operator for the static interaction case: 
A(t) = exp[ MIC t] 
(1.6) 
Now, starting with the general form of the angular correlation function 
(1.5), the perturbed angular correlation can be derived in the following 
form: 
W(k1,k2,t) = I I E(Inf -121mb)(mblivolma) 
iiiiMi  °.....b  mb.  (1.7) 
x(ma pilmi) (mf IH2Imb') * (mb livolma)*(malillmi)* 
It is possible to get to the form of equation (1.1) by defining a perturbation 
function G(t) for the general case. The Frauenfelder and Steffen2 general 
formulation of G(t) as it was originally derived by Abragam and Pound4 is 
written 11 
i I I  k1 )
G N2 (t ) = I (- 1)2 I+ m. + mb [(2k1 +1)(2k2 +1)r 
ma  ma  NI) mamb  (1.8) 
I  k2 
X  < mb IA(t)I ma > < mb'IA(t)Ima'> * 
Ma'  Mb N2 
Using (1.8) and restricting consideration to directional correlations only, 
one arrives at the form of (1.1). 
The matrix elements in (1.8) are, for the static interaction case, 
found by reformulating the time evolution operator expressed in (1.6): 
A(t) = U-1 exp[ (i / h)E t]U  (1.9) 
Here U is the unitary matrix that diagonalizes the interaction 
Hamiltonian K, 
UKITIL = E  (1.10) 
to give eigenvalues En, the diagonal elements of E. Expansion of the 
exponential function allows (1.10) to be written 
U exp[(i / MKt] U-1 = exp[(i / h)E t] 
from which the form of the density matrices follows as 12 
(mblA(olma)=E(nImb)*exPE-(i / h)Entl(n I ma) 
(1.12) 
Now, the perturbation factor can be expressed as 
I  I kl
GZ:Z2(t)= Ey,(-1)2I-Fa+b[(2k, + 1)(2k2  1)1+  a  N1 ab nn' 
(1.13) 
b 
I  k2 
exp[i / h(En  Ens t] <nib > * < nla >< n'Ib'>< n'la'> *
b'  N2 
For measurements such as those which will be reviewed here, the 
perturbation of the angular correlation is caused by randomly oriented 
crystalline fields. The observed angular correlation is obtained by 
averaging over the random directions of the microcrystals. As it turns out, 
the randomness of this scenario has no effect on the form of the angular 
correlation function. The effect is absorbed by Gkk(t), which serves to 
attenuate the coefficients of the Legendre Polynomials in the expansion of 
W(ki,k2,t), the angular correlation function. For this reason, the 
perturbation factors Gkk(t) are referred to also as attenuation factors. 
For the case of a static interaction in a powder sample (a randomly 
oriented perturbation), the attenuation factors can be written simply as 
1  ( I  I 12  r
Gkk(t)  cospn  / E n  n p n*n,  (1.14) 13 
When (1.14) is substituted into (1.1), the angular correlation function 
simplifies to the form 
k 
W(0, t) = I AkkGkk (t)Pk (cos 0) 
k=0,even  (1.15) 
Now it is possible to see the simple expression (1.2) developing. In 
many cases, the case of 111Cd included, the only important value of Akk is 
A22 (see appendix to verify that A4 is much smaller). The sum over k 
values is justifiably simplified to include only k=0 and k=2. That is how one 
arrives at (1.2). 
In the semi-classical picture, a perturbation has a rotating or 
reorienting effect on the nuclear moment. It is possible to imagine some 
nuclear moments which by chance are oriented in the direction of the 
perturbing influence. This would be true, statistically, in a large ensemble 
of nuclei experiencing a strong external magnetic field, as one example. 
For the subset of magnetic moments that point along the direction of the 
field, it would be as if no perturbing influence were present. The spin 
component along the field direction would not change. Therefore, Gkk(t) 
would be equal to 1 for that subset. This is an effect that can be seen for 
perturbations that do not change over time, but for time-dependent 
perturbations the effect is wiped out. 14 
For time-dependent interactions, (1.14) is incomplete. A new form of 
the Gkk(t) function is required. This case was treated first by Abragam 
and Pound4 , who derived 
G,,,(t)=e-kt  (1.16) 
for time-dependent cases. The utility of (1.16) with respect to this study will 
be investigated in later chapters. 
In summary, the perturbed angular correlation described by (1.15) 
can be simplified to the form 
W(0,t) =1+ A2G2(t)P2(cos6)  (1.2) 
This expression provides for the possibility of an anisotropic distribution of 
gamma 2 that changes periodically over time. To complicate matters 
further, the perturbation function (1.16) makes it possible for the 
perturbation itself to change over time, creating a time dependence in 
W(0,t) that is more complex. 
All terms present in (1.2) with the exception of G2(t) are well-known, 
so through data analysis G2(t) can be isolated. Because A2 is normally 
reduced by some amount due to experimental conditions (detector solid 
angle, etc.), probe communications are usually reported as an A2G2(t) 
spectrum, for which the anisotropy has been adjusted in the fitting process. 15 
A Fourier transform of the A2G2(t) function untangles the frequencies, 
leaving to the experimenter the task of interpretation. 
In the next section, the electric quadrupole interaction and 
subsequent energy level splitting will be considered. Through this example 
it will be made clear what one should expect in a PAC spectrum given this 
type of perturbation. Obtaining a familiarity with the electric quadrupole 
interaction signal will be analogous to learning a key phrase in a new 
language, and should establish a foundation for an understanding of the 
translation process in general. 16 
1.3  Probe response: energy level splitting 
An electric field gradient in the vicinity of the probe nucleus will 
cause splitting of the nuclear energy level that is measured in PAC. The 
electric quadrupole interaction dominates the signal in measurements 
such as those of ceria, discussed in detail in Chapter 3. The spin-5/2 level 




Figure 1.5 The doubly degenerate splitting of the spin-5/2 level due to an 
electric quadrupole interaction. 
These splittings are responsible for the frequencies observable in the G2(t) 
function. Here is the way in which they come about, specific to the spin-5/2 
intermediate state (presented in more detail in Frauenfelder and Steffen2 ): 
The interaction Hamiltonian for the example of the electric field 
gradient is 
2 
T(2)  (2)  4 
7c H =3- q =-Kx E( 1) eV(2) 
=-2 (1.17) 17 
in which V(2) is the classical electric field gradient operator and q(2) is the 
second-rank tensor operator of the nuclear quadrupole moment. The 
components of Vin(2) are written in terms of the Cartesian derivatives V., 
Vyy, Vzz, etc.  The cross derivatives disappear, so the Vg components can 
be written simply in terms of V.: 
42).FV 
16n  u 
'±1 = o 
v2) =.11L(v v ) =FriV 
96n  ''''  "  96n  EL  (1.18) 
in which  ii  is known as the asymmetry parameter. The axes V. 
are always chosen to ensure that  I V I  I V" I  I Vzz I  , so since Vxx + 
Vyy + Vzz = 0, it is always true that ftrW.. The matrix elements of the 
quadrupole moment tensor can be expressed as 
.  i, f- ' I  I  2) (I  I  2)-1
0111`42)11m)= (-1)  ii.c eQ m m g)  I  0) (1.19) 
where eQ is the nuclear quadrupole moment, conventionally defined as 
1  (2)
eQ = 1167r (iliclo  11)
5  (1.20) 18 
Also, the matrix elements of the quadrupole Hamiltonian are found using 
4x i  vc2: 
HQII  5  11.=-2  (1.21) 
for which the only non-zero terms will be 
(I m ± 2(HQ,I1m) = hokl  ± m +1)(I ± m +1)(I F m +1)(I 412 
(ImIHQ/IIm) = hcoQ[3m2-I(I+.1)]  (1.22) 
e Q-1 
=  is the quadrupole frequency. 41(2I -1)h 
Now it is possible to write down the Hamiltonian matrix for a spin­
5/2 system, which is 
110  0  ?WTI  a  0  a 
0  -2  0  3Tra  0  0 
i1  10  0  -8  0  3Thri  0 
HQ, = ho..)Q 
0  3711/2  0  -8  0  rilfiti 
0  0  371,5  0  -2  0 
0  0  0  1110  0  10  (1.23) 
In order to find the eigenvalues for this quadrupole Hamiltonian, the 
secular equation 
E3 - 28E(i 12+3)- 160(1-n2) = 0  (1.24) 19 
must be solved. 
The analytical solution is5 
E1 = u + v 




where u, v = hw clociA132 _11(02 -1 
28  K(- ri2)
and d a = 11-3 (12 +3) +3) 
a 
From these relationships it is possible to formulate the explicit expressions 
required: 
Etl = 2ahcoQ cos(4cos-113) 
Eil = 2ahcoQ cos [4 (it + cos-'13)1 
E±4 = 2cchcoQ cos [i (it  cos-113)] 
(1.26) 20 
As illustrated in the energy splitting diagram above, it is found here that 
energy levels formed as a result of splitting due to an electric quadrupole 
interaction are doubly degenerate. 
The energy levels in (1.26) define the AE values inherent in the 
splitting, or equivalently, the frequencies: 
Ei I = 24-3-cccoQ sin[icos-113] 
(1)1 
co2 = hl Ei  E11= 2-N5 °cc% sink (it  cos-1 (3)] 
co3 = Al Ei Ell = 2..5a coQ sink- (7c + cos1(i)] 
(1.27) 
These frequencies are related to one another by 04 + 0)2 = 0)3, a relation that 
is evident in the depiction given in Figure 1.5. 
The next step is to establish a link between these frequencies and the 
angular correlation function. How does this splitting influence what we 
see? The attenuation term G2(t) can be written in the case of the static 
electric quadrupole interaction 
_%11/2 v ( I  I  kl\i I  I 
(t) = [(2k1 +1)(2k2  1)J  ,  m' m N, ms m N  (1.28) 
in,2)(0Q t] x  exp[-3i(m2 21 
which resembles (1.13) in spirit, but is more informatively expressed ash 
Girk2 (t) = Eskngc2 cos n co. t 
n  (1.29) 
In this expression, n = 2 I m2 - m12 I  . 
The coefficients of the G  terms are written 
, ( 1  I ki y 1  I 
fll' m Nim' m M 
[(214 +1)(2k2 +1)112 
m,m'  (1.30) 
Also, (1.29) can be further simplified to the form: 
3 
Gkk(t) = S k0 -I- ES  COS [0)  (TO t] 
n.4  (1.29a) 
the coefficients of which are simply 
( I I  k )2 skn.  m' m rw+m  nun  (1.30a) 
For these equations, summation over m and m' includes only cases that 
satisfy n= 2 I m2 - m'2 I  . 
The frequencies here correspond to those derived above. Note that ti, 
which provides information on the symmetry of the electric field gradient, 
appears now quite prominently in the time dependent term, as it should. 
Figure 1.6 demonstrates the profound effect n has on the character of the 22 
fine 
Figure 1.6  G2(t) for various values of ri. 23 
information one receives. Also, the Skn coeffiecients are functions of the 
asymmetry parameter7  and can be written 
Sim = Si, (TO = I Silkm 
m  (1.31) 
Tables comparing these coefficients for various values of i1 have been 
compiled and are available in doctoral theses that have come out of this 
group (see for instance Su8). 
It still remains to demonstrate how evidence of an electric field 
gradient interaction appears in a PAC measurement. Figure 1.7 compares 
several versions of a typical PAC spectrum, the dominant feature of which 
is an electric quadrupole interaction. In sequence is the raw data, the 
A2G2 function derived from the raw data, and the Fourier transform of the 
A2G2. 
Raw data A2G2  Fourier Transform 
dkualitseella 
Figure 1.7 The three faces of data: raw data, reduced data, Fourier 
transformed data. 24 
It is obvious from comparison of the theoretical G22(t) plots and this data 
set that the 1 involved here is in the vicinity of zero. The Fourier transform 
makes clear the electric quadrupole interaction triplet, wi, w2 and W3, in 
the ratios expected. 
A similar exercise could be performed for the case of the magnetic 
interaction, demonstrating for that case the intimate relationship between 
the nuclear energy level splitting and the PAC A2G2(t) frequencies 
observed in the lab. That example would likewise support the idea that the 
A2G2(t) provides field information for a site or sites in the lattice. The 
functions of which it is formed are the probe communications monitored, 
translated, and interpreted in PAC studies. 25 
2.0  Introduction to aftereffects 
The calculation of a probe nucleus's response to static fields and 
field gradients is fairly straightforward, as it has been demonstrated in 
the previous section. It is also possible to calculate a fluctuating, as 
opposed to static, perturbation. Static and fluctuating influences alike 
become the topics of probe communications, and in the best case scenario, 
those communications are translated accurately by the scientist. Then 
there is the question of interpretation. For instance, what is the meaning 
of an electric field gradient present in a cubic lattice, where cubic 
symmetry should preclude such a thing? It is unfortunate that the probe 
atoms cannot say why, only what. 
In working with PAC data, one hopes that at the very least it will be 
possible to make a good translation  to successfully fit to some model all 
the discernable data features. In some instances even this seems out of 
reach. Sometimes the data are only partially translatable. In that it is 
important to have an accurate and comprehensive understanding of the 
scientific technique itself, in this case PAC, the incompleteness of a data fit 
can be troubling. A feature that presents itself in some PAC 
measurements and that is hard to characterize and to interpret is the 
aftereffect. The aftereffect appears in studies of materials that are poor 
conductors, or are insulators. For these, a complete translation of the data 
is difficult, especially at small times. In this chapter the aftereffect is 
defined and discussed, and through this process a more detailed 
motivation for studying the aftereffect is developed. 26 
2.1  A definition of "aftereffect" 
At the basis of PAC is the belief that dopant atoms will respond to 
and give information on features of the lattice into which they have 
substituted. In truth, it is possible that the dopant nucleus responds to and 
gives information on its own electronic environment, in addition to fields 
characteristic of the lattice under investigation. 
The study of aftereffects addresses the complications that arise 
when the probe atom undergoes electron capture in its decay to the ground 
state. Commonly, electron capture results in the propagation of electronic 
holes in the atom, and consequently an unusually large deficit of electrons 
for that atom. The nucleus of the probe atom responds to its own electronic 
changes during this process, so if the changes persist into the on-duty 
time slot for the probe, it is likely that atomic effects will be "reported." 
Instead of lattice characteristics, the PAC data then will reflect probe 
characteristics such as electronic relaxation and the motion of electronic 
holes. The data may give evidence of electric field gradients and magnetic 
fields associated with the electronic holes. If the probe atom's response to 
its own electronic environment appears in the PAC data, the probe sites 
involved are said to be aftereffected. A site that exhibits aftereffects does 
not convey information about the surrounding lattice during the probe's 
electronic relaxation, so not only are mysterious features added to the 
probe communication, but valuable information is obscured when 
aftereffects are present. 27 
is the probe used by this research group in studies of 
YiBa2Cu307_x9 and cerialo. It decays via electron capture. The extent to 
which aftereffects influence data on these systems has been an unresolved 
question for some time. Until recently, little work has been done in our 
labs toward isolating the atomic effects from those of the material, though 
complications in the first few nanoseconds of our time spectra have long 
been linked to "aftereffects." PAC measurements on ceria10 demonstrate 
a pronounced effect at small times, and ceria studies eventually became 
the motivation for this investigation. 
Oddly enough, aftereffect studies appear in the PAC and angular 
correlations literature even before the term "aftereffect" does. The 
importance of the hyper-ionized state of the probe (+++ rather than just 
++, for example) has been recognized almost since the dawn of angular 
correlation studies. For instance, Aeppli et al.11 in an early angular 
correlations study reported that the use of metal (as opposed to insulating) 
source backings remedied a problem in measuring the true anisotropy of 
111Cd. With metal backings they were able to eliminate a time-dependence 
in the angular correlation function and establish electron availability as a 
significant if not the sole factor in the problem. That time-dependence was 
identified as an aftereffect. Later, Baverstam12, Bibiloni13,14, 
Frauenfelder15, Gardner16, and Haas3 (just to mention a few) worked 
toward further defining the problem of aftereffects, characterizing the 
symptoms, and prescribing solutions. 28 
In terms of a way to handle the problem of aftereffects, the most 
obvious solution is to restrict PAC studies to metals, since in metals 
aftereffects do not have the opportunity to influence measurements [Refs. 
11, 12]. A less straightforward solution for those who insist on studying 
non-metals is to characterize the signature of the aftereffect and then 
carefully eliminate it from the data. In lieu of painstaking charac­
terization, simply ignoring the first few nanoseconds of the PAC time 
spectra (aftereffects dominate only at small times in most instances) is 
also an option when aftereffects are present. In any event, for studies of 
non-metals the best initial action is to determine whether or not an 
aftereffect (as it has been defined here) is even likely to appear in the PAC 
measurement. The next section will present a more in-depth look at 
aftereffects, particularly with respect to the 111In decay scheme and the 
electronic structure of 111Cd. In Chapter 3, the cerium oxide (ceria) 
system will be considered, both in general and with specific reference to 
the PAC measurements which were the impetus for this work. Ceria is a 
poor conductor and therefore a good candidate for an aftereffecting 
environment. 
2.2  The likelihood of aftereffects: probe considerations 
As stated previously, min decays to 111Cd via the process known as 
electron capture. That is, the indium nucleus absorbs one orbital electron 
and emits a neutrino. A vacancy results, usually in the K-shell. The K-
shell vacancy will result in electron transitions from other shells. In 
order that energy be conserved, one of two processes occurs at each 29 
transition: the simultaneous creation of a photon (x-ray) or the ejection of 
an outer shell electron into the continuum. The latter is the Auger 
effect17, a non-radiative atomic transition. The former, x-ray emission, is 
governed by the transition probability for spontaneous emission of dipole 
radiation. Because the transition rate for spontaneous emission is 
proportional to the third power of the x-ray energy, and the transition rate 
for the Auger effect is nearly independent of energy, it is possible to 
speculate that for a medium-weight nucleus18 such as indium, x-ray 
emission dominates for filling the K-shell hole only. Other transitions will 
be characterized by Auger effect. One way or another, some number of 
electronic holes will move rapidly to the outer shells, leaving the atom 
unstable and hyper-ionized. 
That is basically step one in a two-step process. It is useful to view 
the atom's response to electron capture as consisting of two steps: the 
period of rapid readjustment during which the holes move to the 
outermost shell via mostly Auger processes, and the subsequent lengthy 
period of electronic decay to a stable state. The first step, outlined above, is 
considered very fast  less than 10-14 seconds18 .  In that, according to the 
Table of Isotopes, the spin-7/2 state in the 111In decay has a halflife of about 
1.2 x 10-10 seconds (see Figure 1.1), it seems likely that the first step of the 
electron capture recovery process will be accomplished long before the 
PAC measurement is made. The second process, which is longer and 
involves filling the electronic holes, may not be. 30 
With respect to step two, the lifetime of the ionized state created by 
Auger processes will be a function of the extent to which the atom has 
become ionized during the first process, and the availability of electrons. 
Again, atoms in a metal have access to the conduction electrons, which 
make the second step go very quickly. If the probe atoms are in an 
insulator, however, they act as impurity centers, and the decay of the 
outermost shell vacancy(ies) may require a long time. 
Given a situation where it is suspected that free electrons are few, 
knowing the likeliest ionization state of the aftereffected atom could help in 
estimating the time required for electronic relaxation. Fortunately, a 
number of researchers have already investigated the extent to which probe 
atoms become charged as a result of electron capture. Several techniques 
have been documented19,20,21. For cadmium, which is of interest here, the 
likeliest final charge state was found to be plus seven22. This level of 
ionization will have a variable significance depending on the character of 
the surrounding material. 
One way to proceed from the charge state calculation would be to 
calculate the energy levels of the putative "holes" and find the transition 
rates for these holes based on an energy band structure for the host lattice. 
This approach was taken by Bibiloni, et al.14 .  A calculation such as theirs 
could provide an estimate of the time involved in the electronic relaxation 
process, depending on the approximations involved in the calculation. The 
"solution" then could be compared to an experimental result .  This raises 31 
the question of how to model the experimental data in order to obtain a 
result. 
Unfortunately, there is no time-honored model of the aftereffect to 
which to refer. Given the Abragam and Pound4 formulation of the time-
dependent perturbation function, (1.16), it is likely that a model would take 
the form of one or more exponentials. For instance, a rate associated with 
the escape of a hole should appear, as well as a rate associated with the 
hopping of the hole. These rates could be incorporated as 
-a )t] 
G2(t) = e  1  2  (2.1) 
A model such as this one does not provide access to each rate separately, 
so it is difficult to learn anything from it. In addition, it may not be correct. 
A model similar to the one above was developed by Baverstam12  .  In 
this approach, two rates are considered. ?2r in this notation is the rate 
which incorporates electron de-excitation and spin-lattice relaxation. It is 
assumed that the mean interaction strength averaged over all excited 
atoms is constant, so X2r is constant. A second rate, Xg in this notation, 
represents the recovery constant for the atomic system. Assuming that 
the probability of an atom reaching its ground state after a time "t" is 
P (t) =  e  s g g  (2.2) 32 
and assuming that atoms in the ground state experience no interaction (or 
virtually none), then G*k(t) can be constructed as the sum of two averages: 
an average over atoms that reach ground state before time t' and an 
average over those that reach it after t' .  These averages can be expressed 
as the following sum of integrals 
t' 
(V) = Jag exp(Agt)exp(Xtrt)dt+ Xs exp(--Igt)exp(XtrOdt 
(2.3) 
(2.3) can be integrated and solved for our purposes, to give as the time-
dependent perturbation factor 
XS
G2* (t) =  +  e[-(x.g+x2r)t]
g  2r  kg +  2r  (2.4) 
Finally, the comprehensive expression for G2(t) is written as a 
product of the static perturbation function (due to static fields in the lattice) 
and the time-dependent G2*(t) in (2.4): 
G2(t) = G2*(t)G2s(t)  (2.5) 
This formulation too is disappointing in that it contains two rates which 
are unknown. This was the problem encountered with the rudimentary 
model, (2.1). One approach to the problem is to force one rate to become 
approximately zero by imposing some constraint on the physical system. 33 
For instance, the recovery time 1/kg can be made to be infinitely long at low 
temperature. Then, G2* could be rewritten 
[-X2,
G2 (t) =0 +  =e 2 e 
2r  (2.6)
(Model (2.1) and (2.4) both reduce to (2.6) in this case.) 
A PAC measurement at very low temperature could make it 
possible to solve for "2r.  This measurement would require a material that 
provides a perturbation-free zone in terms of electric quadrupole 
interactions, and one which is a poor enough conductor that aftereffects 
are expected to be present. Such a material can be found in ceria. 
2.3  Ceria systems: Wang's results as impetus for this work 
Figure 2.1 is a representation of the structure of cerium oxide, or 
ceria. Ceria is characterized by what is referred to as a "simple fluorite 
cubic structure." In this cubic structure, symmetry about the cerium 
atom should exclude the possibility of an electric field gradient there. It is 
expected that the nuclear probe 111In will substitute at a cerium site, given 
that cerium and indium are chemically more similar than oxygen and 
indium The PAC signal associated with the cerium site should consist of 
a G2(t) equal to one. This should be the ideal sort of material in which to 
test the model (2.5). 34 
Figure 2.1 The atomic structure of ceria. The larger atom is oxygen and
the smaller one is cerium. Ceria is characterized by a face-
centered cubic unit cell, with cerium at the center of the cube. 
The lattice constant is 5.411 A (at 26°C). 35 








Figure 2.2 A typical A2G2 and its Fourier transform for a pure ceria 
sample10 .  It shows an electric quadrupole interaction (71.0 ) 
which indicates an oxygen vacancy in the otherwise cubic
lattice structure. 
Unfortunately, nature does not always provide what science 
predicts. In her investigations of pure ceria, Wang 10 found an electric 
quadrupole interaction (see Figure 2.2) present in data on the ceria system. 
Her data were well-described by the stochastic XYZ model put 
forth by Evenson23, the physical basis for which would be oxygen 
vacancies. In addition to the "A" site fraction (electric quadrupole 
interaction) and the anticipated cubic fraction, her ceria data are 
characterized by what she has referred to as aftereffects. 36 
Pursuing the simplicity of a cubic structure, Wang attempted to 
mend the "flaw" in her ceria samples and rid them of oxygen vacancies. 
Toward this end, she prepared ceria lightly doped with niobium (500 ppm 
on average). The rationale behind this doping was that the Nb+5 would 
substitute for Ce+4 in the lattice, leaving an extra plus charge that might 
discourage the positively charged oxygen vacancy from developing. In 
fact, for greater than 350 ppm Nb-doping, the spectra for Nb-doped Ce02 
were found to be characterized by two sites only: the aftereffect (at the 
cubic site), and a static asymmetric site (called the D site). The structure 
was still not completely aftereffected-cubic, but closer. No evidence of the 
symmetric EFG remained (see Figure 2.3). The aftereffect as identified by 
Wang is evident in the small times region of Figure 2.3, where it appears 
as the failure of the fit function to describe the data. Wang postulated that 
CI 0 
Figure 2.3  A typical A2G2 for a Nb-doped ceria sample (courtesy of R. 
Wang). It is characterized by one or two non-axial sites. 37 
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Figure 2.4 (a) The effect of increasing temperature on the cubic fraction 
present in Nb-doped ceria. (b) The effect of increasing 
temperature on the aftereffect fraction present in Nb-doped 
cerial0 38 
the aftereffect convolutes the static aspects of the signal with a decaying 
term  an exponential. Using an expression that is essentially equivalent 
to (2.1), she was able to obtain reasonable fits to her data. The temperature 
profiles in Figure 2.4 support the assumption that the aftereffected sites 
are largely cubic sites: the cubic fraction gradually increases at 
approximately the rate that the aftereffected fraction decreases. 
Wang found that for undoped ceria and Y-doped ceria, the 
percentage of aftereffected sites drops sharply to zero at about 200°C. For 
pumped ceria (many more oxygen vacancies are expected), aftereffects 
disappear completely at 100°C. For Nb-doped ceria (perhaps fewer oxygen 
vacancies), the aftereffects are present at the level of 65% at 20°C, and half 
that number at 400°C. Aftereffects still have not vanished at 800°C (20%). 
It is possible that Nb-doping actually encourages aftereffects by making 
electronic holes harder to fill. 
The present study, which will test the Bitverstam model (2.5) in the 
low temperature, small Xg limit, is restricted to ceria systems, as Wang's 
own studies were. Ceria lightly doped with niobium will be examined 
since the niobium doping relieves the oxygen vacancy problem effectively. 
(Non-tracer) indium doped ceria will be reviewed also, in that doping with 
trivalent oxides has been shown to increase the ionic conductivity of 
cerialo and may therefore alleviate aftereffects. 39 
3.0  Data Acquisition: The PAC Spectrometer 
Next is an examination of the instrument which monitors the probe 
communications described in previous sections. It is obvious from the 
discussion of the angular correlation function that among the details 
which must be attended to, the detection angle (gamma 2 with respect to 
gamma 1) is of paramount importance. Equally significant is the time 
delay between detection of gamma 1 and gamma 2 A third issue is correct 
identification (by energy matching) of a gamma as either 1 or 2 or neither. 
The PAC spectrometer is designed to perform the several interrelated 
tasks at hand. 
It has been established that the spin-5/2 state is measured, with the 
171 keV gamma (gamma 1) as a signal that the nucleus has entered that 
state, and the 245 keV gamma (gamma 2) as the signal that it has left. In 
the lab, gammas 1 and 2 are detected using two or more detectors, each a 
scintillation crystal coupled to a photomultiplier tube. 
PAC spectrometers are most often characterized by an array of four 
detectors, arranged in the geometry shown in Figure 3.1. This set-up 
allows the experimenter to compare gamma-gamma events at ninety 
degrees with those that occur at one-hundred eighty degrees. 
The whole of the electronic circuitry can be thought of as two 
separate but parallel tracks: one for timing considerations and one for 40 
energy discrimination. The timing aspect of the effort boils down to 
operation of a sophisticated stopwatch, starting and stopping with the 
detection of correlated gamma is and 2s, respectively. The energy track of 
the electronics filters out events that seem irrelevent to the measurement 
in that their energies correspond neither to a gamma 1 event, nor to a 
gamma 2. The two tracks share a common goal in the determination of 
"valid events,"  events which are truly correlated and of the gamma-
gamma cascade of interest. 
3.1  Spectrometer piece by piece 
The PAC spectrometer involves the following basic components: 
detectors (at least two but usually four), circuitry for timing analysis, 
energy discrimination circuitry, and a computer and software to receive 
and store data. These components are examined in detail next. 
The detectors: Four detectors were used in this work. Each consists 
of a NaI scintillation crystal (1.5" diameter, 0.5" thick) optically coupled to 
an Amperex (model S563) photomultiplier tube (PMT) and base. The four 
tubes are driven by high voltage power supplies, a typical operating voltage 
being -2000V. 
The scintillation crystal is the origin of the PAC signal. The 
interaction of gamma and crystal result in optical photons that find 41 
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Figure 3.1  The PAC Spectrometer. 42 
their way to the photocathode of the photomultiplier tube. The top and 
sides of each crystal are wrapped well with high-quality teflon tape to 
increase reflectivity and therefore the probability that the photon will 
reach the photocathode. The photocathode's response to the optical photon 
is emission of some number of electrons, proportional to the energy of the 
photon (and therefore the gamma) These photoelectrons are multiplied 
via the dynode cascade of the PMT, resulting in an amplification of about 
107. They eventually emerge in the form of two distinct signals. 
The PMTs are designed to provide two outputs: one fast (50 nsec 
decay time) and negative, for timing information, and the other positive, 
for energy information (see Figure 3.2). The positive signal is subjected to 
additional integrating electronics in the PMT, designed to enhance its 
energy-specific character. The timing pulse is taken directly from the 
ninth dynode. In reality, both the negative and the positive signals contain 
timing and energy information, and it is possible to do inferior time-
resolution measurements using only the positive signal, for instance. 
However, negative and positive signals alike are well-suited to one task 
only. 
Each of the four detectors can of course function as either a start or 
a stop detector  or both. Therefore, there are eight possible combinations 
of starts and stops for gamma-gamma events. The detectors are 
numbered 0 through 3, where 0 and 1 events are suitable starts when 2 
and 3 are stops and vice versa. Events at 0 and 1 are not matched with 
each other, nor are 2 and 3. 43 
Figure 3.2 Timing and energy information in the forms in which it is 
made available to the PAC spectrometer. (a) the timing 
output of the PMT. (b) the energy output of the PMT. (c) the 
output of the constant fraction discriminator. (d) amplifier 
output. Note that the two gamma energies are evident in (a), 
(b), and (d). In (c), the discriminator is set for one energy only. 44 
3.1.1 Timing analysis 
Constant Fraction Discriminators: As stated earlier, the negative 
signal is destined for the timing side of the spectrometer circuitry.  The 
task of measuring the time between the gamma 1 and gamma 2 is done in 
just a few steps. The negative signal from the PMT is received by a 
constant-fraction discriminator, Canberra model #2126. The 
discriminator (the basic duty of which is to eliminate noise from the 
incoming signals) sends out a similarly fast, negative pulse (see Figure 
3.2) to the time-to-amplitude converter (TAC), which functions as a 
stopwatch. The "constant fraction" discriminator responds to and at a 
constant fraction of each incoming pulse, rather than at a voltage level 
along the leading edge, which will vary from pulse to pulse. This method 
eliminates jitter. In the four-detector system, each constant fraction 
discriminator receives the output signal of one PMT. 
Time to Amplitude Converter: The discriminator outputs for pair 0 
and 1 and pair 2 and 3 are ORed together and sent to the start and the stop 
of the TAC, respectively. The TAC (Ortec model #566) is able to "count" the 
time between start and stop gamma signals by charging a capacitor in the 
time between signals, and outputing its own signal proportional to the 
charge accumulated. This is the time to signal amplitude conversion for 
which it is named. For these studies the TAC range was set at lgs. 45 
Because detectors 0 and 1 are just as likely to detect a gamma 2 as a 
gamma 1 (a stop as well as a start) and the "stop" detectors are as likely to 
detect "start" gammas, it is worthwhile to let all four detectors function as 
both a start and a stop. Because the CFD outputs of 0 and 1 go directly to 
the "start" of the the TAC and 2 and 3 go to the "stop," when these 
detectors are called upon to function in their alternate roles a "reversed" 
decay curve results. In order to accomodate either type of spectrum, 
normal or reversed, time zero is moved to the center of the TAC time scale 
using a long "delay" cable. 
The "true start" of the TAC (positive signal output that corresponds 
to completed conversions) is used to enable the energy side of the 
spectrometer, acting as a gate on the energy discrimination unit. This 
helps to coordinate the timing and energy tracks, and to reduce the 
number of unnecessary signal analyses. 
Analog to Digital Converter: The valid "times" are received by the 
analog to digital converter (Tracor Northern 1242), which digitizes the 
time result and forwards it to the computer (IBM XT) via the interface 
board (Dundquist Board, in-house design and construction). At the 
computer, time and energy data are matched and stored using the data 






























































































































































































































































































































































































































































































































































































































































3.1.2 Energy analysis 
Amplifiers: The energy discrimination aspect of the spectrometer is 
slightly more complex than the timing aspect. It begins at the positive 
PMT output. The four output signals are amplified using Canberra 
amplifiers, model 1411A, from which they emerge one microsecond long 
and up to five volts, unipolar positive (shown in Figure 3.2). 
The amplifier output reveals a smoothed and shaped energy 
spectrum in which the gamma 1 and gamma 2 energies are distinct 
among the many energies represented. The "events" or energies not in 
the 171 or 245 keV range should not be included in the PAC measurement, 
and must be weeded out. Herein lies the necessity of the single channel 
analyzer, the next stop on the energy discrimination tour. 
Single Channel Analyzer: The single channel analyzer (SCA) 
receives amplifier signals corresponding to the whole energy spectrum as 
displayed above, but outputs a positive signal for only those events that 
correspond to one of the two energy lines indicated. Four SCA units were 
used in this work  one for each phototube. Each unit is set to evaluate, 
microsecond by microsecond, the output of its particular amplifier, 
searching for events that correspond to 171 or 245 keV gammas. The 
search is carried out through the use of an "energy window"  a small 
range of acceptable energies  to which each signal is compared. The 
energy windows are set by manipulation of comparators, the energy 
window "frames." Using the output of the SCA as a gate on the 48 
oscilloscope or the multichannel analyzer, the amplifier output can be 
pared down to the relevant energy lines only. In this way, the energy 
range of interest can be selected from the total energy spectrum. 
If the SCAs determine that events in the 171 and 245 keV ranges 
have been detected, two "high" signals are sent to the routing circuitry. 
The routing information (which detectors detected what) for those two 
events is forwarded to the computer, provided that the TAC true start has 
enabled the SCA. Then, when the TAC sends the time value 
corresponding to these events to the ADC and subsequently to the 
computer, the routing information will be there as well. 
3.1.3 Dundon/Dillon SCA units 
The SCA units used in these experiments were developed and built 
by the author in collaboration with the OSU Physics Department 
Electronics Technician, Walt Dillon. The design can be seen in Figure 3.6. 
The unit consists of four identical boards, each board in turn consisting of 
three sub-circuits. Two identical circuits perform the energy analysis, 
and a third "lock-out" circuit is shared by them. The three circuits are 
labeled in Figure 3.4, and circuit timing is shown in Figure 3.5. 
The job of the third circuit, a lock-out circuit, is to prevent 
subsequent signals from interfering with the measurement in progress 























































































































































































































































































































































































































































Figure 3.5 The timing of the output pulses for the Dillon/Dundon Single
Channel Analyzer. 
equal to the sum of the input and output pulse widths. The output pulse 
width is adjustable. 
Each SCA energy window (there are eight) is defined using 
comparators. In signal analysis, if the lower limit comparator of a given 
window is exceeded, a one-shot fires and sends the flip-flop high. At this 
point the signal has qualified to be in the window. If the upper level 51 
comparator is not tripped, (that is, the signal peaks at a level below that of 
the upper limit), the flip-flop will stand high when it is read. If, however, 
the upper level is exceeded (that is, the pulse peak is greater than the 
window), the second one-shot will send the flip-flop low again, and no 
event will be registered when that flip-flop is read. The trailing edge of the 
input pulse brings the lower limit comparator output low again and sends 
the result of the signal analysis to the register. The flexibility of this 
design makes the height and duration of the input pulse almost 
immaterial. 
Each of four amplifier outputs is subjected to simultaneous single 
channel analysis with respect to the 171 and 245 keV gamma energy 
windows. Consequently, eight circuits like the one described above are 
needed for PAC measurements. 
3.2  Refrigeration System 
For low temperature measurements, a closed-cycle refrigeration 
system was used. This system includes a Leybold Compressor Unit 
(Model RW3), a Janis Model CCS-300T Compact Tubular Cold Head, and a 
Lakeshore Cryotronics Temperature Controller (Model 320) to complete 
the ensemble. The compressor system operates on the Gifford-McMahon 
principle, using a closed helium gas cycle (see Figure 3.6). It is water-
cooled. Ideally, it should require no refilling of the helium The 
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Figure 3.6 Gifford-McMahon system for helium closed-cylcle 
compressor. 
tubing and aeroquip connectors. A range of 10-325 K is accessible when all 
components are functioning properly. 
The cold head (see Figure 3.7 ) is a double-stage type, with a cooling 
capacity down to 10 K. For low-temperature measurements, a vacuum of 
approximately 10-6 torr inside the vacuum shroud is required. The cold 
head is equipped with a silicon diode sensor, for accurate monitoring of 
the cooling process and maintenence of the desired temperature. The 
Lakeshore Cryotronics Model 320 Temperature Controller is equipped 
with autotuning and built-in cooling curves, making it easier to cool the 53 
cold head to low temperatures and maintain those temperatures with a 
minimum of time-investment and indecision. 
The sample holder supplied by Janis was unacceptable for PAC 
measurements (asymmetric in the detector plane), so a new, cylindrical 
holder was designed. The new holder was machined from copper for good 
conductivity, and designed with a threaded barrel to match a threaded 
well in the baseplate. This allowed for easy positioning and attachment. 54 
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Figure 3.7 The cold head. Radiation shield is held in place by easily 
removable clamp. The vacuum shroud is held in place with
eight bolts. The base plate for the sample mount is also 
removable (bolted). 55 
3.3  Software 
The collection of valid event information at the computer is 
facilitated greatly through the use of software developed by Randy 
Lundquist. The PAC Data Acquisition System's primary function is to 
read correctly that information supplied by the ADC and the routing 
circuitry which is made available at the interface board. In the raw data 
display mode, 1024 channels per sector are available, with eight sectors in 
all. Each sector is characterized by a unique start/stop phototube 
combination. For instance, sector 1 contains data corresponding to 
gamma-gamma events in which detector 0 started the TAC and detector 2 
stopped it, sector 2 contains the 0/3 combination, and so forth. 
As well as the display of raw data, on-line calculation of A2G2 and 
A2G2 FFI1 are available. Manual control of the computer interrupt routine 
and of VALID screening of events are also available. Calibration options, 
which allow the operator to align the sector time zeros of the spectrometer 
(see Section 3.3.1) and to find the correct time per channel ratio (see also 
Section 3.3.1) can be selected. Autosaving is possible, to safeguard against 
loss of data subsequent to loss of power. 
The best feature of the PAC Data Acquisition System is perhaps the 
fact that data-collection runs in the background at all times. This makes it 
possible to fit data, do word processing, or otherwise entertain oneself 
during data collection. 56 
3.3.1 Data reduction concerns and fitting routines 
The data collection software provides manual or automatic hourly 
data saving. In either event, a file is made of the sector data, and this file 
is read by any of the various data-fitting software packages available to the 
group. 
Concerns that are common to all PAC data fitting endeavors are the 
time-zero alignments of the eight sectors, time resolution of the 
spectrometer, and calculation of background. Once these issues have been 
addressed, the basic data reduction is fairly simple. Before describing data 
reduction, an examination of the prerequisites is in order. 
Time Resolution: Time resolution is determined using an Ortec 
Time Calibrator, model 462. The time calibrator outputs two fast negative 
signals (similar to CFD output) between which is a variable time delay. 
The time delay, range, and period are set by the user. When the negative 
outputs of the calibrator are connected to the Start and Stop of the TAC, 
and the PAC Data Acquisition program is set to "calibrate," the 
spectrometer reads "events" that occur at well-defined time intervals over 
a certain time range. The well-timed events appear as "spikes" at regular 
intervals over the time spectrum By reading the time delay from the 
calibrator dial, and counting the channels between spikes, a nanosecond 
per channel value can be determined. 57 
Alignment of time zero: This is accomplished through the use of 
22Na, which provides prompt annihilation events, useful as a zero time 
indicator. The eight detector combinations are aligned with each other by 
adjusting cable lengths. Finer adjustment is performed by the fitting 
software. 
Calculation of background: This is not a simple task. The 
calculation of background is usually done in a way which is not completely 
satisfactory, but seems approximately right.  The common method is to 
select a range of twenty to fifty consecutive channels of information in 
each sector which should contain nothing but background counts, and 
average them to obtain one number which represents background for that 
sector. The underlying assumption here is that background levels are not 
time-dependent, but that isn't necessarily true. The question of whether or 
not this method of background calculation is inadequate enough to 
influence, perhaps complicate, data fits has not been answered. 
The Reduction: With those issues decided one way or another, the 
reduction can begin. The goal of this procedure is to extract A2G2 from the 
raw data. The raw data in each sector can be described by the following 
expression: 
1 Dii(0,0 = e e1eNoW(0,0+Bii 
TN 
(3.1) 58 
The angular separation between the detectors in question (detectors i and 
j) is represented by EV No is the number of probe atoms at time t=0, andtN 
is the mean life of the intermediate state, which we know to be 85ns. ei is 
the efficiency of the ith detector. (3.1) becomes, through the subtraction of 
background 
1 
Cii  t) = Dij  =  et- ex  411 n  (117v, t) 
'j  j  (3.2) 4 
W(Oisi,t) is of course the angular correlation, which has been shown to be 
equal to 
W(8,t) =1+ A2G2(t)P2(cos8) 
(3.3) 
In order to extract the A2G2, the following ratios of spectra data are taken: 
02C  )1"  (co3C12)112




(C30C21)1/2 R, = 2 
(C20C31 )1/2 + 2(C30C21)1/2 
These spectra ratios reduce to 
A2G2 (t)[P2(1 801  P2 (9°°)] R(t) = 2
3+ A2G2(0[P2(180°)+2P2(901
(3.5) 59 
The values of the Legendre polynomials are easily substituted, which 
results in the following simple form of the spectra ratio: 
R(t) = A2G2(t)  (3.6) 
Once reduced, the data are fit to a function composed of a variable 
number of "sites" represented in various fractions. The fit function 
consists of some number of G2(t) terms modified by a prefactor A2 which is 
also fit. The perturbations (as opposed to the G2(0s) can be time-dependent 
or time-independent. 
In most cases the time-independent perturbation terms are simply 
added to create the "fit." System X, for instance, may be characterized by 
just three sites. The fit function would be the sum of those sites: a cubic 
site and two static sites resulting from electric quadrupole interactions. 
These are summed as 
G2(t) =  fi (G2 (0)i 
(3.7) 
where "f' is referred to as the site fraction. The cubic site is written 
G2(t) =1, and a static site is composed of three frequencies, as in (1.29a) 
3 
G (t = Sko + Sk,COS[(Wn(1'Ut] 
(1.29a) OD 
A time-dependent perturbation is also possible. An example is the 
aftereffect, modelled here as 
21,g
GI( t) =  +  e[484,2,)t] 
g  -1-X2r  Xg -01,2r  (2.4) 
It is assumed in these studies that the aftereffect occurs at the cubic sites, 
which are in the majority. Therefore, 
G2(t) = G2*(t)G28(t)  (2.5) 
is equivalent to (2.4). The time-dependent perturbation term (2.4) is 
included in the sum (3.7). 
The data reviewed here were fit using software developed by Randy 
Lundquist. Using the Marquardt Algorithm24, best fits to the data are 
obtained given the user-selected "sites" and free parameters. Chi squares 
and data plot options assist the user in determining "goodness" of fit. 61 
4.0  Sample making 
The precipitation method used for preparation of ceria samples was 
developed by Dr. James A. Sommers of Teledyne Wah Chang Laboratories 
in Albany, Oregon. Samples prepared using this method in conjunction 
with a well-controlled, non-varying calcining schedule were found to give 
highly reproducible data. 
The sample preparation process begins with a cerium ammonium 
nitrate solution OTH4)2Ce(NO3)6) prepared with specified dopant levels by 
Dr. Sommers. Approximately 20 drops of this solution are used for each 
sample. Then, a small amount of radioactive indium chloride is added. 
The indium chloride has been diluted slightly (3-6 drops) with 0.05 molar 
hydrochloric acid when we received it, to decrease the activity per volume 
of liquid (a safety measure that allows greater control over the amount of 
activity handled). 
Next, the solution is added to an abundance (10 ml) of ammonium 
hydroxide solution, resulting in the precipitation of cerium hydrous oxide. 
The ceria solution is added to the base to ensure or at least encourage co­
precipitation of the indium and ceria. Using a volume of wash water 
roughly equal to the volume of the solution, the precipitate is moved from 
the beaker to filter paper (folded to fit in a funnel). The wash water is 
distilled water that has been made slightly basic. The precipitate is then 
dried as thoroughly as possible (24 hours) under a heat lamp. A fine 
powder results. Nb-doped ceria is slightly yellowish in color. e2 
The second stage of the preparation is the calcining, for which the 
powder is transferred to a zirconia boat. The typical calcine schedule is a 
ramp up to 1200°C at a rate of 10°/minute, hold at 1200° for 8 hours, then 
ramp down again to room temperature, again at a rate of 10°/minute. 
Calcining temperatures of over 1200°C often resulted in a large loss 
of 1111n, so higher temperatures were not used. Ordinarily a small 
amount of indium is lost, but only several percent. The average sample 
activity is a few gCi at the conclusion of the preparation. Sample weight is 
in the vicinity of 100-150 mg, which at the activity desired results in a 
concentration of 111In of about 10-9 relative to the cation atoms. 63 
5.0  Results 
The ceria system was chosen to examine the aftereffect because it 
should provide a cubic environment for the PAC probe  an environment, 
that is, which is essentially perturbation-free. This is the aftereffect 
scenario most straightforward to treat theoretically (as in equation (2.5)), 
and to analyze experimentally. Nb-doped ceria was found to be preferable 
to undoped ceria here as in the previous studylo due to the presence of 
oxygen vacancies in the undoped lattice (see Figure 5.1). Therefore, these 
results refer largely to the 0.1% Nb-doped ceria system, which gives 
evidence of a sizeable cubic fraction. 
The aftereffect previously has been found to be abundant in Nb­
doped cerialo , and that result is supported here.  In addition to the 
aftereffected cubic site, the Nb-doped ceria data reveal two other sites. 
Specifically, two asymmetric electric field gradients are in evidence. One 
site, the "D" site, was observed by Wang lo in Nb-doped ceria. The other, the 
"B" site, was observed by Wang only in oxygen-depleted samples. In 
Wang's Nb-doped ceria spectra and those reviewed here, the "B" site is 
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Figure 5.1 Undoped ceria and 0.05% Nb-doped ceria show the same 
oxygen vacancy-related electric quadrupole interaction. In
order to rid the lattice of this defect, it was necessary to
increase the niobium doping to 0.1%. 65 
The aftereffect fraction at various temperatures 
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Figure 5.2 The aftereffect appears to be only slightly temperature 
dependent. Aftereffects are in general worse at low
temperatures than at room temperature. ("-" indicates
temperature decreasing; "+" increasing.) 
The results of the Nb-doped ceria show that (2.5) is an adequate 
model of the aftereffect for a wide range of temperatures, in that fits to the 
data are satisfactory. Figure 5.2 shows the relationship of the aftereffected 
fraction to temperature. Proceeding from room temperature to 10 K, the 
aftereffect problem appears to become more pronounced. According to the 
approach taken here, lower temperatures should hinder the escape of 
electronic holes, and therefore exacerbate the aftereffect problem, so the 
approach is consistent with these data.  There is some discrepancy 
between the two measurements at 100 K, however, which is worrisome. 
Also, why aftereffects should be worse at 100 K than at 10 K is not clear, 
and is an indication that perhaps the model, or the implementation of the 
model, is incorrect. 66 
All though some consideration was given to the possibility of 
eliminating the D site, which is not well-understood and therefore 
complicates the analysis somewhat, it remains a feature in these data. 
Variations in calcining and other aspects of sample preparation had no 
effect on this presumably impurity-related site.  Doping of the ceria lattice 
with additional, non-tracer indium did not successfully discourage the 
appearance of the D site, either. Eventually, it was accepted as a fact of life. 
Now it is somewhat troubling to note that the D site fraction varies over 
temperature. Figure 5.3 illustrates the marked change in fraction at 250 
K. These data suggest that this site cannot be considered irrelevant to the 
aftereffect problem. 
The D site fraction at various temperatures 
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Figure 5.3  The D site found in 0.1% Nb-doped ceria is not immune to 
changes in temperature. (The "+" indicates data taken as the 
temperature was increased from 10 K.) 67 
Figure 5.3 shows, surprisingly, that the fraction of the D site 
increases at 10 K, having decreased with decreasing temperature until 
that point. This cannot be said to be simply the effect ofan improper 
approach to data fitting, since the change in the A2G2 with respect to the 
fraction of the D site is obvious from Figure 5.7. The change in D site 
fraction is of course complementary to the change observed in the 
aftereffected fraction. 
The "B site," which may be related to the presence of a second 
oxygen vacancy at the probe siten , is present at the levels no greater than 
5%, regardless of temperature, as shown in Figure 5.4. This site was not 
The B site fraction at various temperatures 
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Figure 5.4 The "B site" appears in most Nb-doped ceria spectra, always 
at a fraction below 10%. Aftereffects do not seem to play a role 
here. 68 
considered critical to modelling the aftereffect. The variations in the 
fraction of the "B site" over this temperature range are small. 
The aftereffect rates which correspond to Btiverstam's X2r and Ag 
are represented here as Xa and Xi)  a damping constant and the 
escape rate associated with one electronic hole.  These rates showed some 
variation with respect to temperature (see Figures 5.5. and 5.6), though it is 
only in the most general sense that they can be said to decrease as 
temperature is decreased. Two dramatic changes take place: at 10° and 
150 K. Contrary to expectations, the escape rate of the hole did not go to 
zero at 10 K  in fact, that rate appears to have increased somewhat from 
its value at 100 K. 
The PAC damping rate at various temperatures 
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Figure 5.5 The rate associated with electronic de-exitation (A,a) shows 
some temperature dependence. The small difference between 
room temperature measurements before and after the 10 K
measurement is puzzling. 69 
The hole escape rate at various temperatures 
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Figure 5.6 The rate associated with the lifetime of the electronic hole 
shows some dependence on temperature. (The "+" indicates
data taken as the temperature was increased from 10 K.) 
Several temperature points were repeated during a typical data run, 
usually once as the temperature was decreased and once on the way back 
to room temperature. In some cases a slight variation is noticeable in the 
data fits for spectra taken at the same temperature. For instance, note the 
values for the escape rate measured at 200 K, shown in the figure above. 
One possible reason for this is that some change occurs in the ceria itself 
once it has been at 10 K. A less obvious possibility is the effect of the 
sample strength. Since 111In has a half life of just 2.8 days, measurements 
taken over four days to one week will vary significantly in sample activity. 
The PAC spectrometer electronics function best at low activities. All 
though this effect cannot be ruled out, it seems the least likely explanation 
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Figure 5.7 0.1% Nb-doped ceria spectra over the temperature range 
investigated in this study. The aftereffect is increasingly
evident in the small times region. 71 
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Figure 5.8 Fourier transforms of the spectra in Figure 5.7. The fraction
of the D site fluctuates over this temperature range. 72 
The aftereffect model does not describe the data at 10 K. It is clear 
from Figure 5.7 that the A2G2 for the 10 K spectrum decays to some non­
zero constant term, suggesting that a non-negligible fraction of the cubic 
sites is not aftereffected. This is not consistent with the way in which the 
model has been implemented here. Sample absorption was considered as 
a contribution to the cubic fraction and therefore as an explanation of 
these results, but it did not prove to be a significant constribution. 
Figures 5.9 and 5.10 show the variations in site frequencies over 
temperatures. For both the D and "B" sites, the only clearly unique point is 
the 10 K point, where the site frequencies deviate significantly and the 
value of 1% changes. These sites are shown in Figure 5.8, also. 
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Figure 5.9  The D site frequencies vary slightly with temperature. 73 
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Figure 5.10 The "B site" frequencies do not vary appreciably over the 100 K 
to room temperature range. One possible exception is the 10 K
point, which presents a somewhat larger r. 
Finally, the aftereffect problem was examined in the 1% In-doped 
ceria system, and no aftereffect was found there. The data are well-
described by two static sites (non-axial EFGs) and a cubic fraction (11%). 
These new sites are not the sites observed in the undoped or Nb-doped 
materials (see Figures 5.11 and 5.12). It was gratifying to successfully 
manipulate or "cure" the aftereffect in ceria through doping, even if the 
attempt to model the problem was in part unsuccessful. Unfortunately, 
problems with the instability of sample solutions made it impossible to 
investigate the In-doped ceria at low temperatures within the time frame 
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Figure 5.11 No aftereffect is present in the 1% In-doped ceria system. It is
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Figure 5.12 A Fourier transform of the above spectrum, showing one
primary site (62%) and a second site (26%). The °h of the 
primary site is 163 Mrad/sec; en=0.74. The second site oh is 
151; ri:).19. 75 
6.0  Summary and Conclusions 
The model proposed by Baverstam12 does not accurately describe the 
aftereffect in Nb-doped ceria at very low temperatures (10 K). The two-rate 
approach to the problem in the simple cubic ceria lattice actually may be 
sound, but incorrectly modelled due to influences which have gone 
unnoticed. For instance, the origin and the influence of the D site are not 
understood. On the other hand, the two-rate model itself may be incorrect. 
It is not unlikely that the problem of aftereffects is in fact more complex. 
These measurements revealed a number of new questions with 
respect to aftereffects in ceria. In regard to the In-doped ceria system, at 
the level of 1% indium doping, the familiar A, B, and D sites are not in 
evidence. Instead, there are two new sites, neither of which experiences 
aftereffects. A measurement of the 1% In-doped system at low 
temperatures may shed further light on the problem in ceria systems in 
general. 
All though the results of the Nb-doped ceria system were in may 
ways consistent with expectations, the measurement at 10 K is puzzling. 
The fraction of the D site increases at this, the lowest temperature point. 
This is clear from Figure 5.7. Pre- and post- 10 K data differ slightly with 
respect to aftereffect fraction and D site fraction, which may suggest some 76 
change in the material itself. The hole escape rate and damping rates, 
however, show reproducibility at various temperatures, indicating that 
these may not be affected by this putative change in the ceria system. 
At the onset of this investigation, the aftereffect in Nb-doped ceria 
was considered a phenomenon linked to the cubic site, and to which the D 
and "B" sites were irrelevant. The data support the irrelevance of the "B 
site," but the D site is now a question. The link between the cubic site and 
aftereffects is supported, but it is possible that the D site is somehow 
involved in the relationship, too. Understanding what the D site 
represents may be a giant step toward correctly modelling the aftereffect 
in this material, and may begin with an understanding of the 10 K 
behaviour. 77 
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Appendix: Some Information on 111In
Table A.110 
Parent half-life (1111n) 
Energies of ys 
Y1
Y2
Nuclear spin sequence 
Angular correlation coefficients 
A2 
A4 
Intermediate nuclear state: 
Half-life 
Electric quadrupole moment 




7/2+ -45/2+ --) 1/2+ 
-0.180(2) 
+0.002(3) 
85.0(7) ns 
+0.83(13)barn 
-0.7656(25)mN 