Abstract. Given a real arrangement A, the complement M(A) of the complexification of A admits an action of Z 2 by complex conjugation. We define the equivariant Orlik-Solomon algebra of A to be the Z 2 -equivariant cohomology ring of M(A) with coefficients in Z 2 . We give a combinatorial presentation of this ring, and interpret it as a deformation of the ordinary Orlik-Solomon algebra into the Varchenko-Gel'fand ring of locally constant Z 2 -valued functions on the complement C(A) of A in R n . We also show that the Z 2 -equivariant homotopy type of M(A) is determined by the oriented matroid of A. As an application, we give two examples of pairs of arrangements A and A ′ such that M(A) and M(A ′ ) have the same nonequivariant homotopy type, but are distinguished by the equivariant Orlik-Solomon algebra. From the second of these two examples, we conclude that the equivariant Orlik-Solomon algebra of a real arrangement is not determined by its unoriented matroid.
Let A be an affine arrangement of n hyperplanes in R d . Let C(A) denote the complement of A in R d , and M(A) the complement of the complexification of A in C d . We will be concerned with three rings in this paper, all of which are topologically defined and combinatorially presented. The first ring is the Orlik-Solomon algebra A(A; R), which we define as the cohomology of M(A) with coefficients in a commutative ring R. This ring has been studied extensively by Arnol'd, Brieskorn, Orlik, Solomon, and Terao among many others; a good summary of results can be found in [OT] . The second is the Varchenko-Gel'fand ring V G(A; R), which is defined to be the ring of locally constant functions from C(A) to R. Varchenko and Gel'fand introduce the ring V G(A; Z) in [VG] , giving a presentation in the case where A is central, and they note that it has many properties in common with A(A; Z). In particular it has a natural filtration, and the associated graded ring is (noncanonically) isomorphic as a graded free abelian group to A(A; Z).
The reason that this isomorphism is not canonical, and the reason that it does not induce an isomorphism of rings, is that V G(A; Z) is commutative and A(A; Z) is supercommutative. We fix this by working with coefficients in Z 2 , so that commutativity and supercommutativity agree. In this context, the argument in [VG] easily extends to show that A(A; Z 2 ) is isomorphic as a ring to the associated graded of V G(A; Z 2 ). Rather than mimicking this argument, we provide a way to understand this result in terms of the equivariant topology of M(A).
Because A is defined over the reals, the space M(A) carries an action of Z 2 = Gal(C/R) by complex conjugation. This allows us to define our third ring, the Z 2 -equivariant cohomology of M(A), which we call the equivariant Orlik-Solomon algebra and denote by A 2 (A; R).
1 We give a combinatorial presentation of this ring, analogous to the presentation of the ordinary Orlik-Solomon algebra. We show that A 2 (A; Z 2 ) is a free module over the polynomial ring Z 2 [x], the Z 2 -equivariant cohomology of a point, and hence that A 2 (A; Z 2 ) can be understood as a family of rings over the affine line Spec Z 2 [x], with a parameter x. When we specialize at x = 0, we recover the ordinary Orlik-Solomon algebra A(A; Z 2 ). On the other hand, if we specialize at x = 1, we get precisely the presentation of V G(A; Z 2 ) that is considered in [VG] . Thus the ring A 2 (A; Z 2 ) is a topologically defined deformation of the Orlik-Solomon algebra into the Varchenko-Gel'fand ring.
It is a well-known result that if A is central and essential, then M(A) is homotopy equivalent to a simplicial complex that can be constructed from the oriented matroid of A (see [Sa] , [Pa] , and [GR] ). In Section 4, we show that this simplicial complex has a natural, combinatorially defined action of Z 2 , and that the homotopy equivalence is equivariant with respect to this action. Hence the oriented matroid of A determines the equivariant homotopy type of M(A).
We conclude by discussing three examples which illustrate the similarities and differences between the equivariant and nonequivariant pictures of the relationship between the combinatorial and topological structures of an arrangement. In Example 5.2 we consider the famous first example of two real arrangements which are combinatorially inequivalent, but have homotopy equivalent complexified complements [F1] . We show that these two arrangements are distinguished by the equivariant Orlik-Solomon algebra, hence the homotopy equivalence cannot be made equivariant. In Example 5.4, we consider two arrangements whose pointed oriented matroids are related by a flip.
2 This implies that their complexified complements are homotopy equivalent, and that their unoriented pointed matroids are isomorphic, but once again their equivariant homotopy types are distinguished by the equivariant Orlik-Solomon algebra. We conclude with a problem and a conjecture regarding the relationship between the combinatorial data and the equivariant topology of a real arrangement.
1 The Orlik-Solomon algebra and the Varchenko-Gel'fand ring
both half-spaces with boundary H i . Let
where
Definition 1.1 The Orlik-Solomon algebra A(A; R) is the cohomology ring H * (M(A); R) of the complement of the complexified arrangement with coefficients in R. For i ≤ n, let e i : C(A) → R be the function that restricts to one on H + i ∩ C(A) and zero on H − i ∩ C(A). We call e i ∈ V G(A; R) the i th Heaviside function of A. It is easy to see that e 1 , . . . , e n generate V G(A; R) over R, hence V G(A; R) is filtered by total degree in e 1 , . . . , e n . Varchenko and Gel'fand compute all of the relations in the case where R = Z and A is central [VG] . Theorem 1.4 generalizes this presentation to arbitrary arrangements, but we work in the simplified case where R = Z 2 , since this is the case that will interest us.
′ where I ′ is generated by the following three families of relations:
j is nonempty and contained in some hyperplane.
The fact that these relations all hold in the ring V G(A; Z 2 ) is clear, what we need to show is that there are no others. It is possible to make this argument directly, as is done for the central case in [VG] . Instead we postpone the proof, as it will fall out as a natural corollary to Theorem 3.1.
Equivariant cohomology
In this section we review some basic definitions and results from [Bo] . Let X be a topological space equipped with an action of G. If G acts freely on X, then we would like the Gequivariant cohomology of X to be the ordinary cohomology of the quotient X/G. If the action is not free, we repair the situation by crossing X with a contractible space on which G acts freely.
Definition 2.1 Let EG be a contractible space with a free G-action. Then we put
(well-defined up to homotopy equivalence), and define the G-equivariant cohomology of X
The G-equivariant map from X to a point induces a map on cohomology in the other direction, hence H *
G is a contravariant functor from the category of G-spaces to the category of H * G (pt)-modules.
Suppose that X is a finite-dimensional manifold, and let Y ⊆ X be a G-invariant submanifold. We denote by [Y ] ∈ H submanifold Y G ⊆ X G . This will be our principal means of understanding specific equivariant cohomology classes in this paper. We will need only one technical theorem about equivariant cohomology, and essentially only one example, both of which we state below. 
where x acts trivially on Z 2 .
Example 2.5 Let X = C * , with Z 2 acting by complex conjugation. Since X deformationretracts equivariantly onto the compact space S 1 , Theorem 2.3 applies. The image of x in H * Z 2 (X; Z 2 ) is represented by the submanifold R * , and Theorem 2.3 tells us that H * Z 2 (X; Z 2 ) is generated over Z 2 [x] by 1 and the class y = [
. Then x − y is represented by R − , therefore y(x − y) = 0. Corollary 2.4 allows us to conclude that this is the only relation.
The equivariant Orlik-Solomon algebra
We now introduce the equivariant Orlik-Solomon algebra A 2 (A; Z 2 ) = H * Z 2 (M(A); Z 2 ), and explore its relationship with the rings A(A; Z 2 ) and V G(A; Z 2 ).
Theorem 3.1 The ring
. . , e n , x] J , where J is generated by the following three families of relations:
j is nonempty and contained in some hyperplane H k .
(C * ; Z 2 ), and let
represented by the submanifold Y
Recall from Example 2.5 that [
is represented by the submanifold are stable under the action of Z 2 , the induced action of Z 2 on A(A; Z 2 ) is trivial. The space M(A) has a compact Z 2 -equivariant deformation retract, therefore Theorem 2.3 tells us that A 2 (A; Z 2 ) is generated as a ring by the classes e i and x. We begin by checking that each of the three families of generators of J do indeed vanish in A 2 (A; Z 2 ).
The first family of relations follows from the fact that
. . , n}. For the second family, we must show that if
hence the intersection is not empty. The argument for the third family is similar. First, note that since A 2 (A; Z 2 ) is free over Z 2 [x] , it is sufficient to show that
We treat each of the two terms separately. Suppose that
Then, as above, we have
Furthermore, there exists δ > 0 such that for any q ∈ R n of norm less than δ,
and hence
Since {Re(p + q) | |q| < δ} is an open subset of R n , the intersection i∈S + H
cannot be contained in a hyperplane. Hence we have
Now we must show that we have found all of the relations. Let
be the map given by sending x to zero, and note that ψ(J ) = I. Now suppose that α ∈ Z 2 [e 1 , . . . , e n , x] is a relation in A 2 (A; Z 2 ) that is not in the ideal J , and choose α of minimal degree. By Corollary 2.4 we must have ψ(α) ∈ I, hence there exists β ∈ J with ψ(α − β) = 0. This implies that α − β = xγ for some γ ∈ Z 2 [e 1 , . . . , e n , x]. Since α and β are both relations in A 2 (A; Z 2 ) and A 2 (A; Z 2 ) is free over Z 2 [x], γ must also be a relation. Since β is in J and α is not, γ cannot be in J . Since deg γ = deg α − 1, we have reached a contradiction. 2
Proof of Theorem 1.4: Because A 2 (A; Z 2 ) is a finitely generated free module over Z 2 [x], it is a flat family of algebras over the affine line Spec Z 2 [x]. This tells us that the specialization at 0 is the associated graded of the specialization at 1. The specialization at 0 is Z 2 [e 1 , . . . , e n ]/I ∼ = A(A; Z 2 ), and the specialization at 1 is precisely Z 2 [e 1 , . . . , e n ]/I ′ . From this we conclude that the dimension of Z 2 [e 1 , . . . , e n ]/I ′ as a vector space is equal to the dimension of A(A; Z 2 ), which is known to be equal to the number of components of C(A) [OT] . Since this is clearly the dimension of the ring V G(A; Z 2 ), there must be no more relations. 2 Remark 3.2 Our presentations of V G(A; Z 2 ) and A 2 (A; Z 2 ) depend on the coorientations of the hyperplanes, while the isomorphism classes of the rings themselves do not. Reversing the orientation of the hyperplane H i corresponds to changing every appearance of e i to x−e i in the generating sets of I, I
′ and J .
The Salvetti Complex
Let A be an essential central arrangement in R d . Salvetti [Sa] has constructed a simplicial complex Sal(A), depending only on the oriented matroid of A, which is homotopy equivalent to the complement M(A) of the complexification of A. In this section we define an action of Z 2 on Sal(A), and show that the homotopy equivalence is equivariant.
The hyperplanes of A subdivide R d into faces, open in their supports, which form a poset F ordered by reverse inclusion. The minimal elements of F are the connected components of C(A), and {0} is the unique maximal element. The Salvetti complex Sal(A) is a simplicial complex with faces {(F, C) | C minimal and C ≤ F }.
The partial order is determined by putting (
where the latter equality means that C and C ′ lie on the same side of every hyperplane containing F ′ . The complex Sal(A) admits an action of Z 2 given by setting (F, C) * = (F,C), whereC is obtained from C by reflecting it over all of the hyperplanes that contain F . In [GR] , Sal(A) is defined as a subset of the set of all functions from the ground set of the oriented matroid to the set {±1, ±i}. In this language, our Z 2 -action is simply complex conjugation, hence it is an invariant of the oriented matroid.
Theorem 4.1 The complex Sal(A) is equivariantly homotopy equivalent to M(A). In particular, the equivariant homotopy type of M(A) is determined by the oriented matroid associated to A.
Proof: For every F ∈ F , choose a point
and let W (F, C) = {x ∈ R d | x and C lie on the same side of every hyperplane containing F }.
Paris [Pa] shows that
is an open cover of M(A) with nerve Sal(A), and that any nonempty intersection of open sets from U is contractible, hence concluding that M(A) is homotopy equivalent to Sal(A).
To extend this proof to the equivariant context, we need only show that W (F,C) = W (F, C), and V (F,C) = −V (F, C). Both of these equalities are clear from the definitions. 2
Examples
In this section we discuss three examples. In the first and third, the equivariant OrlikSolomon algebra successfully distinguishes two arrangements with (nonequivariantly) homotopy equivalent complements. In the second example, the equivariant Orlik-Solomon algebra fails to distinguish two combinatorially distinct arrangements. In all three, we work with affine arrangements to keep dimensions as low as possible. The analogous central examples given by adding a "hyperplane at infinity" and coning can be understood via the following proposition. 
Proof: The standard diffeomorphism M(CA) ∼ = M(A) × C * , found for example in [OT] , is Z 2 -equivariant. The second half of the proposition is simply the statement of the equivariant Künneth theorem [Se, 7.4 ], combined with Example 2.5. 2
Example 5.2 The following example was studied by Falk [F1, 3.1] . The arrangements A and A ′ have nonisomorphic pointed matroids, but their complements are homotopy equivalent. In particular, they cannot be distinguished by their Orlik-Solomon algebras. We show that their equivariant Orlik-Solomon algebras are nonisomorphic, therefore the homotopy equivalence between their complements cannot be Z 2 -equivariant. Choose coorientations so that the intersections ∩ i≤5 H − i are equal to the shaded regions.
A 2 (A; Z 2 ) = Z 2 [e 1 , . . . , e 5 , x]/J and A 2 (A ′ ; Z 2 ) = Z 2 [e 1 , . . . , e 5 , x]/J ′ , where J = e 1 (x − e 1 ), . . . , e 5 (x − e 5 ), e 1 e 2 , e 1 (x − e 3 )e 4 , e 1 e 3 e 5 , e 1 e 4 e 5 , e 2 e 3 (x − e 4 ), e 2 (x − e 4 )(x − e 5 ), e 2 (x − e 3 )(x − e 5 ), e 3 e 4 + e 3 e 5 + e 4 e 5 + e 4 x A A ′ and J ′ = e 1 (x − e 1 ), . . . , e 5 (x − e 5 ), e 1 e 2 e 4 , e 1 e 2 e 5 , e 1 e 3 e 4 , e 1 e 3 e 5 , e 1 e 4 (x − e 5 ), e 2 (x − e 3 )e 4 , e 2 (x − e 3 )e 5 , e 2 (x − e 4 )e 5 , e 1 e 2 + e 1 e 3 + e 2 e 3 + e 2 x, e 3 e 4 + e 3 e 5 + e 4 e 5 + e 4 x .
Using Macaulay 2 [M2]
, we have found that the element e 2 + e 3 ∈ A 2 (A ′ ; Z 2 ) has its annihilator ideal generated by e 4 + e 5 , e 3 + e 5 + x, and e 2 e 5 , and that no linear element in A 2 (A; Z 2 ) has its annihilator ideal generated by two linear elements and one quadratic element. Hence the two graded rings are not isomorphic.
These two arrangements are generic rank 2 truncations of a pair of rank 3 arrangements A 3 and A ′ 3 which have diffeomorphic complements by a general construction relating parallel connections to direct sums (see [EF, Thm 2] and [F2, 3.8] ). The first arrangement A 3 is given by the equation (x + 1)(x − 1)y(y + z)(y − z) = 0, with A obtained from A 3 by setting z = x. The second arrangement A 3 ) given in [EF] is easily seen to be Z 2 -equivariant, as it is essentially derived from repeated applications of the diffeomorphism of Proposition 5.1. Furthermore, it is not hard to produce an explicit isomorphism between A 2 (A 3 ; Z 2 ) and A 2 (A ′ 3 ; Z 2 ). This shows that a theorem of Pendergrass [F2, 3.11] , which states that truncation of matroids preserves isomorphisms of Orlik-Solomon algebras, does not extend to the equivariant setting. There is an isomorphism φ :
-modules given by the equations φ(e 1 ) = e 1 + e 2 , φ(e 2 ) = e 2 + e 3 + x, φ(e 3 ) = e 3 , and φ(e 4 ) = e 2 + e 4 .
The pointed oriented matroids associated to A and A ′ are not isomorphic, hence the equivariant Orlik-Solomon algebra is not a complete invariant.
The pointed oriented matroids corresponding to the arrangements in Example 5.3, or the oriented matroids of the cones of these two arrangements, are related by a flip. Geometrically, this means that A ′ can be obtained from A by translating one of the hyperplanes from one side of a vertex to another. (For a precise definition of flips, see [BLSWZ, §7.3] .) Falk [F1] has shown that any two real line arrangements related by a flip have homotopy equivalent complements, and Example 5.3 suggests that this phenomenon might extend to the equivariant setting. The following example shows that it does not. 
e 1 (x − e 1 ), e 2 (x − e 2 ), e 3 (x − e 3 ), e 4 (x − e 4 ), e 5 (x − e 5 ), e 2 e 3 , (x − e 1 )e 5 , e 1 (x − e 2 )e 4 , e 1 e 3 e 4 , (x − e 2 )e 4 e 5 , e 3 e 4 e 5 e 1 (x − e 1 ), e 2 (x − e 2 ), e 3 (x − e 3 ), e 4 (x − e 4 ), e 5 (x − e 5 ), e 2 e 3 , (x − e 1 )e 5 , (x − e 1 )e 2 (x − e 4 ), e 1 e 3 e 4 , (x − e 2 )e 4 e 5 , e 3 e 4 e 5 .
We have checked, using Macaulay 2 [M2] , that the annihilator of the element e 2 ∈ A 2 (A; Z 2 ) is generated by two linear elements (namely e 3 and x − e 2 ) and nothing else, while there is no element of A 2 (A ′ ; Z 2 ) with this property. Hence the two rings are not isomorphic, and M(A) is not equivariantly homotopy equivalent to M(A ′ ). From this example we conclude that the equivariant Orlik-Solomon algebra of an arrangement is not determined by the pointed unoriented matroid. The answer is likely no, and one tool for showing this may be the equivariant fundamental group π Z 2 1 (M(A)) := π 1 (M(A) Z 2 ), where M(A) Z 2 is defined in Definition 2.1. This group is a semidirect product of π 1 (M(A)) with Z 2 , where Z 2 acts on π 1 (M(A)) by inverting the standard generators. Huisman [Hu] has computed a presentation of this group when d = 2.
All of the arrangements that we have discussed, aside from the rank 3 arrangements to which we refer at the end of Example 5.2, have connected (pointed) matroids. Eschenbrenner and Falk [EF] conjecture that if A is a complex central arrangement with connected matroid, then the matroid of A is determined by the homotopy type of M(A). Assuming a negative answer to Problem 5.5, we conclude with the following analogous conjecture. 
