To measure the quality of a set of vector quantization points a means of measuring the distance between a random point and its quantization is required. Common metrics such as the Hamming and Euclidean metrics, while mathematically simple, are inappropriate for comparing natural signals such as speech or images. In this paper it is shown how an environment of functions on an input space X induces a canonical distortion measure (CDM) on X. The depiction "canonical" is justified because it is shown that optimizing the reconstruction error of X with respect to the CDM gives rise to optimal piecewise constant approximations of the functions in the environment. The CDM is calculated in closed form for several different function classes. An algorithm for training neural networks to implement the CDM is presented along with some encouraging experimental results.
INTRODUCTION
Consider the problems "What are appropriate distortion measures for images of handwritten characters, or images of faces, or representations of speech signals?" Simple measures such as squared Euclidean distance, while widely used in vector quantization applications [5] , do not correlate well with our own subjective notion of distance in these problems. For example, an image of an "A" and a slightly larger image of an "A" look subjectively very similar to a human observer, although their squared Euclidean separation (measured on a pixel by pixel basis) is very large. The same can be said for two images of my face viewed from slightly different angles. Finding distortion measures that more accurately correlate with our subjective experience is of great practical utility in vector-quantization and machine learning. Quantization with a poor distortion measure will cause the encoder to make inefficient use of the available codebook vectors. Also, learning using nearest neighbour techniques or by generating a piecewise constant approximation to the target function will be more effective if an appropriate measure of the distortion between input vectors is available.
From a purely philosophical perspective there is no a priori natural distortion measure for a particular space X of images or signals. To generate a distortion measure some extra structure must be added to the problem. In this paper it is argued that the required extra structure is given in the form of an environment of functions F on X. For example, consider each possible face classifier as a function on the space of images X. The classifier for "jon", f jon , behaves as follows: f jon (x) = 1 if x is an image of my face and f jon (x) = 0 if x is not an image of my face. Note that f jon is constant across images of the same face:
it gives constant value "1" to images of my face and constant value "0" to images of anyone else's face. Similarly, there exists classifiers in the environment that correspond to "mary" (f mary ), "joe" (f joe ) and so on. All these classifiers possess the same property: they are constant across images of similar looking faces. Thus, information about the appropriate distortion measure to use for faces is somehow stored in the environment of face classifiers. Similar considerations suggest that it is the class of character classifiers that generate the natural distortion measure for characters, it is the class of spoken words that generate the natural distortion measure for speech signals, it is the class of smooth functions that generate the natural distortion measure for regression problems, and so on. A more formal justification for this assertion will be given in section 2.2 where an explicit formula is presented for the distortion measure generated by a function class. Such a distortion measure is termed the Canonical Distortion Measure or CDM for the function class.
In section 4 an optimality property of the CDM is proved, namely that it generates optimal quantization points and Voronoi regions for generating piecewise constant approximations of the functions in the environment. In section 3 the CDM is explicitly calculated for several simple environments. In particular it is shown that the squared Euclidean distance function is the CDM for a linear environment. This leads to the interesting observation that the squared Euclidean distance is optimal for approximating linear functions (and in fact only optimal for approximating linear functions).
In section 6 it is shown how the CDM may be learnt by sampling both from the input space and the environment, and an (albeit toy) experiment is reported in which the CDM is learnt for a "robot arm" environment. The resulting CDM is then used to facilitate the learning of piecewise constant approximations to the functions in the environment. The same functions are also learnt without the help of the CDM and the results are compared. Learning with the CDM gives far better generalisation from small training sets than learning without the CDM.
RELATED WORK
Other authors have investigated the possibility for using specially tailored distance functions in both machine learning and vector quantization contexts. The authors of [9] used a measure of distance that takes into account invariance with respect to affine transformations and thickness transformations of handwritten characters. They achieved a notable improvement in performance using this measure in a nearest neighbour classifier. The concept of similarity to a "chorus of prototypes", introduced by Edelman (see e.g. [4] ) is closely related to the canonical distortion measure introduced here. In fact, under certain assumptions about the environment, one can show that the chorus of prototypes similarity measure is identical to the CDM. The authors of [10] also proposed a similarity measure on images that has a close relationship to the CDM defined here, again under certain restrictions on the functions in the environment. In work that is also close to the spirit of the present paper, the authors of [7] considered vector quantization in a Bayes classifier environment. It can be show that the optimal Voronoi regions generated by their Bayes risk reconstruction error are the same as the optimal Voronoi regions generated by the CDM for the same classifier environment.
See section 5 for a discussion on the relationship between these approaches and the CDM.
THE DISTORTION MEASURE AND VECTOR QUANTIZATION

VECTOR QUANTIZATION
As any real digital communication channel has only finite capacity, transmitting continuous data (e.g speech signals or images) requires first that such data be transformed into a discrete representation. Typically, given a probability space (X; ; P) ( is the -algebra of subsets of X and P is the probability distribution on X), one chooses a quantization or codebook fx 1 ; : : :; x k g X, and instead of transmitting x 2 X, the index of the "nearest" quantization point
is transmitted, where d is a distortion measure (not necessarily a metric) on X. 
A common approach to minimizing the reconstruction error is Lloyd's algorithm which iteratively improves a set of quantization points based on a centroidal update (see [6, 3, 5] The use of these distortion measures has more to do with their convenient mathematical properties than their applicability to any particular problem domain. For example, suppose X is a space of images and it is images of characters that are being transmitted over the channel. An image of the character "A" and another translated image of the same character would be considered "close" in this context, although the squared Euclidean distance between the two images would be large, quite likely larger than the distance between an image of "A" and an image of "B" in the same location. Thus the squared Euclidean distortion measure does not capture well the idea of two images being "close". A vector quantizer constructed using an inappropriate distortion measure will require a far larger set of quantization points to achieve satisfactory performance in environments where we are primarily interested in the subjective quality of the reconstruction. And in almost all applications of vector quantization it is the subjective quality of the reconstruction that is the most important: eventually the quality of the reconstructed speech signal or image is measured by how close it appears to be to the original for some observer.
In the next section we will see how the problem of choosing an appropriate distortion measure may be solved, at least in principle, by using the idea of the environment of a quantization process.
FORMAL DEFINITION OF THE CANONICAL DISTORTION MEASURE (CDM)
What makes the translated image of an "A" close to the original, while an untranslated image of a "B" quite distant? And what makes two speech signals nearly identical even though they are miles apart from a Euclidean perspective? As discussed in the introduction, it is because there is an environment of classifiers (the character classifiers) that vary little across images of the same character, and similarly there is an environment of "speech classifiers" that vary little across utterances of the same sentences or words.
Note that the set of possible character classifiers (word classifiers) is much larger than the set of particular classifiers for the English alphabet (English language). The particular form of the letters we use is arbitrary (as evidenced by the existence of vastly different alphabets such as Hebrew or Kanji), the only thing that is required of a character is that different examples of it are recognisably the same object (to us). Thus the number of different character classifiers is potentially astronomical.
To formalize the idea that it is an environment of functions that determines the distortion measure on the input space, define the environment of any probability space (X; ; P)
to be a pair (F; Q) where F is a set of functions mapping X into a space (Y; ), where : Y Y ! R( may be a metric), and Q is a probability measure on F
1 . An environment so defined induces the following natural distortion measure on X:
for all x; x 0 2 X. In words, (x; x 0 ) is the average distance between f(x) and f(x 0 ) where f is a function chosen at random from the environment.
Note that if is a metric on Y then is a pseudo-metric on X (recall that a pseudo-metric is the same as a metric except that (x; x 0 ) = 0 does not necessarily imply x = 1 For Q to be well defined there needs to be a sigma-algebra on F. We leave that algebra unspecified in what follows, and simply assume that an appropriate one exists.
x 0 ). From now on will be referred to as the Canonical Distortion Measure or CDM for the environment (F; Q).
In relation to the character transmission problem, F would consist of all character-like classifiers, Y would be the set 0; 1] and we could take (y; y 0 ) = (y ? y 0 )
2 . Given our limited capacity to learn characters, we could take the environmental probability measure Q to have support on at most 10,000 (a very rough figure) distinct elements of F (so F must contain more than just the 26 English letters). This is not meant to imply that there are only 10,000 possible characters, only that we can distinguish at most 10,000.
The precise 10,000 chosen in the support of Q could vary from environment to environment. Then if x and x 0 are two images of the same character, f(x) f(x 0 ) for all f in the support of Q and so by (3), (x; x 0 ) 0, as required. If x and x 0 are images of different characters, the classifiers f x and f x 0 corresponding to x and x 0 would have f x (x) 1; f x (x 0 ) 0 and f x 0 (x) 0; f x 0 (x 0 ) 1. Classifiers for characters that are subjectively similar to x (x 0 ) will behave in a similar way to f x (f x 0 ), except that they will not assign such a high value to positive examples as f x and f x 0 do. All other classifiers f will have f(x) f(x 0 ) 0. Substituting this into (3) shows (x; x 0 ) will be larger if x and x 0 are images of different characters than if they are images of the same characters.
Note that depends only upon the environment (F; Q) and not upon X or its probability measure P. Thus problems with the same X but different environments (for example character classification and face recognition-different environments for the space of images) will generate different canonical distortion measures. In the next section we will show that is the optimal distortion measure to use if piecewise constant approximation of the functions in the environment is the aim. Thus the fact that different environments generate different 's shows that the optimal similarity measure between data points is highly dependent on what one is planning to do with the data.
If the f's are distribution-valued (so that Y is a space of distributions) then noisy functions can also be modelled within this framework. The distance measure on Y , , could be a metric such as the Hellinger metric or a nonmetric such as K-L divergence. The CDM between two 3 SOME EXAMPLES COMPUTABLE IN CLOSED FORM
A LINEAR ENVIRONMENT
Suppose that X = R n and F consists of all linear maps from X into R. F is the vector space dual of X and so is itself isomorphic to R n . With this in mind, take the measure Q on F to be Lebesgue measure on R n , but restrict Q's support to the cube ? ; ] n for some > 0, and renormalise so that Q( ? ; ] n ) = 1. Let (y; y 0 ) = (y ? y 0 ) 2 for all y; y 0 2 R. can then be reduced as follows: Thus a linear environment induces the squared Euclidean distance on X. The reverse conclusion is also true, i.e. if one assumes that (x; x 0 ) = Kkx?x 0 k 2 for all x; x 0 then F must be a linear function class (almost everywhere). Thus, based on the optimality result of the next section, using the squared Euclidean distortion is optimal if one wishes to approximate linear functions on the input space, but is not optimal for any other environments. As it is very rare that one is interested in applying linear functions to images, or speech signals (face classifiers are not linear maps on image space, nor are word classifiers linear maps on speech signals), the use of squared Euclidean distortion in these environments is not the best thing to do. Note that the Euclidean diameter of the "-ball around x decreases inversely linearly with x's-Euclidean againdistance from the origin.
A QUADRATIC ENVIRONMENT
y, scaled by jx + yj. Thus two points with fixed Euclidean distance become further and further apart under as they are moved
THE OPTIMALITY OF THE CDM
In this section it is shown that the CDM is the optimal distortion measure to use if the goal is to find piecewise constant approximations to the functions in the environment.
Piecewise constant approximations to f 2 F are generated by specifying a quantizationx = fx 1 ; : : :; x k g; x i 2 X of X and a partitionX = fX 1 ; : : :; X k g; X i X; X i \ X j = ; X = X i of X that is faithful to fx 1 ; : : :; x k g in the sense that x i 2 X i for 1 i k. The piecewise constant approximationf to any function f is then defined
If information about the function f is being transmitted from one person to another using the quantizationx and the partitionX thenf is the function that will be constructed by the person on the receiving end.
The most natural way to measure the deviation between f andf in this context is with the pseudo-metric d P ,
on a sample x drawn at random from X according to P.
The reconstruction error of F with respect to the pair x = fx 1 ; : : :; x k g andX = fX 1 ; : : :; X k g is defined to be the expected deviation between f and its approximation f, measured according to the distribution Q on F:
The quantizationx and partitionX should be chosen so as to minimize E F (x;X).
Given any quantizationx = fx 1 ; : : :; x k g and distortion measure , define the partitionX = fX 1 ; : : :; X k g by X i = fx 2 X : (x; x i ) (x; x j ); for all j 6 = ig (break any ties by choosing the partition with the smallest index).
Call this the partition of X induced by andx (it is the Voronoi partition). Define E F (x) := E F (x;X ):
The reconstruction error of the input space X, E (x), is defined by replacing d by in equation (2) . The proofs of the following lemma and theorem are straightforward, but have been omitted due to space constraints.
Lemma 1
E F (x) = E (x): Theorem 2 states that as far as generating piecewise constant approximations to the functions in the environment is concerned, there is no better partition of the input space than that induced by the CDM and its optimal quantization set.
RELATIONSHIP BETWEEN THE CDM AND OTHER DISTANCE MEASURES
TRANSFORMATION INVARIANT DISTANCE
The authors of [9] introduced a technique for comparing handwritten characters called Transformation Distance.
They observed that images of characters are invariant under transformations such as rotation, dilation, shift, line thickening and so on. Denoting the set of all such transformations by G, and assuming that G can be parameterised by k real parameters, they noted that for each character x, the set M(x) := fgx: g 2 Gg forms a k-dimensional manifold in the input space X. They defined the distance between two images x and x 0 to be: D(x; x 0 ) := inf y2M(X);y 0 2M(x 0 ) ky ? y 0 k;
that is, D(x; x 0 ) is the smallest Euclidean distance between any transformed image of x and x 0 (and is called the transformation distance between x and x 0 ). In order to simplify the computation, in [9] D(x; x 0 ) was approximated by a linearised version. However we will concentrate on the exact expression (7).
Relating the transformation distance to the CDM, note that invariance of characters under the action of G is equivalent to assuming that all character classifiers in the environment Running the same argument with x and x 0 and y and y 0 interchanged shows that (x; y) = (x 0 ; y 0 ) always.
THE CDM AND EDELMAN'S CHORUS OF PROTOTYPES
In [4] , Edelman introduced a concept of representation he called the Chorus of Prototypes. The idea is to train a set of real-valued classifiers, f 1 ; : : :; f N , for a domain of prototype objects (so that f i (x) 2 0; 1] is interpreted as the probability that x is an example of object i). All objects (not just the prototypes) are then represented by the vector of activations they induce at the output of the prototype classifiers. This vector of activations is a Low Dimensional Representation (LDR) of the input space. It is argued that the Euclidean distance between two representation vectors corresponds to the distal similarity of the objects.
Given that both the CDM and the Chorus of Prototypes represent similarity by making use of an environment of classifiers, it is natural to look for a connection between the two. There is a connection if one assumes that all functions in the environment can be implemented as linear maps composed with a fixed low dimensional representation. 
SIMILARITY MEASURE OF THRUN AND MITCHELL
The authors of [10] defined an "invariance function"
: X X ! f0; 1g for a finite environment F with the property that if there exists f 2 F such that f(x) = 1 then f 0 (x) = 0 for all other f 0 2 F: Thrun and Mitchell also showed how can be used to facilitate learning of novel tasks within their lifelong learning framework.
LEARNING THE CDM WITH NEURAL NETWORKS
For most environments encountered in practise (e.g speech recognition or image recognition), will be unknown. In this section it is shown how may be estimated or learnt using feedforward neural networks. An experiment is presented in which the CDM is learnt for a toy "robot arm" environment. The learnt CDM is then used to generate optimal Voronoi regions for the input space, and these are compared with the Voronoi regions of the true CDM (which can be calculated exactly for this environment). Piecewise-constant approximations to the functions in the environment are then learnt with respect to the Voronoi partition, and the results are compared with direct learning using feedforward nets. We conclude that learning piecewise-constant approximations using the CDM gives far better generalisation performance than the direct learning approach, at least on this toy problem.
SAMPLING THE ENVIRONMENT
To generate training sets for learning the CDM, both the distribution Q over the environment F and the distribution P over the input space X must be sampled. So let (x N ; x N ;^ (x N ; x N ))g; which can be used as data to train a neural network. That is, the neural network would have two sets of inputs-one set for x i and one set for x j -and a real-valued output (x i ; x j ) representing the network's estimate of^ (x i ; x j ). The mean-squared error of the network on the training set is then
E is an estimate of the true distance between the network's , and the true CDM , where this is defined by:
Note that the process of sampling from F to generate ( 1 ; 2 ) is the square of the distance of the end of the robot arm from the origin.
10, 8]
) and that such sampling is a necessary condition for the empirical estimate of the CDM, , to converge to the true CDM .
"ROBOT ARM" EXPERIMENT
An artificial environment was created to test the effectiveness of training neural networks to learn the CDM. The environment was chosen to consist of a set of two link "robot arm" problems. That is, each function in the environment corresponded to a robot arm with two links of length r 1 and r 2 (see Figure 1 . Note that the term "robot" is used fairly loosely here: the example doesn't have much to do with robotics 
The network architecture used was a single hidden layer neural network with tanh activation function on the hidden layer nodes and a linear output node. After some experimentation twenty hidden nodes was found to be sufficient.
The network had four inputs, one each for 1 ; 2 ; 0 1 and 0 2 . The knowledge that is symmetric was built into the network by taking the output of the network for inputs x i and x j to be (x i ; x j ) + (x j ; x i ) 2
rather than just the "raw" network output (x i ; x j ). Note that (13) 
Backpropagation was used to compute the gradient of (14). was sampled uniformly at random N times to generate x 1 ; : : :; x N and the empirical estimate^ (x i ; x j ) was constructed using (9) for each of the N(N +1)=2 pairs (x i ; x j ) for 1 i j N. A separate cross-validation set was also generated using the same values of M and N used for the training set. The network was trained using conjugate gradient descent-with the gradient computed from (14)-until the error on the cross-valdation set failed to decrease for more than five iterations in a row. After the network had been trained, an initial quantization set q 1 ; : : :; q m of size m N was chosen uniformly at random from fx 1 ; : : :; x N g and then the empirical Lloyd algorithm [6] was used to optimize the positions of the quantization points. The trained neural network-suitably symmetrised via (13)-was used as the distortion measure.
Several different experiments were performed with different values of M; N and m-the Voronoi regions for (M; N; m) = (100; 100; 20) are plotted in Figure 2 , along with the optimal quantization set and corresponding Voronoi regions for the true CDM (12). Note that the regions generated by the neural net approximation are very similar to those generated by the true CDM. The "striped" nature of the Voronoi regions provides a strong hint that the input space is in fact one-dimensional, not two. That this is true can be verified by inspecting the equation for the true CDM (12) ( depends only upon the difference between 1 and 2 ). The reconstruction error of the input Figure 2 : The picture on the left is the Voronoi diagram generated from 20 quantization points by a neural network approximation to the CDM ( ), trained on a sample size of M = 100 functions and N = 100 input points. The righthand-side is the Voronoi diagram generated using the true CDM. All pixels with the same colour belong to the same Voronoi region. The white dots are the quantization points found by Lloyd's algorithm. Note that for the approximate CDM some regions appear to have more than one quantization point. In fact, the extra points are regions consisting of one point. This is inefficient usage of the quantization points but results because Lloyd's algorithm only finds a local minimum of the reconstruction error, and in this case the reconstruction error was nearly zero anyway.
space, E (q 1 ; : : :; q m ), (2) was 0:0024. Similar results were found for other values of (M; N; m), with the performance improving as the values increased.
Recall that by lemma 1, E (q 1 ; : : :; q m ) equals the reconstruction error of the functions in the environment. That is, if
1. a function f is picked at random (i.e. the link lengths r 1 and r 2 are picked at random), 2. the values f(q i ) for each q i in the optimal quantization set are generated and stored, and 3. the value of f at any novel input x 2 X, chosen according to P , is estimated by f(q (x)), then E (q 1 ; : : :; q m ) is the expected generalisation error: E X f(x) ? f(q (x))]
2 . Hence a small value of E (q 1 ; : : :; q m ) indicates that any function in the environment is likely to be learnable to high accuracy by this procedure 2 . To demonstrate this, 100 new functions were generated at random from the environment and learnt according to the above procedure, using a CDM learnt from a sample of size (M; N) = (100; 100), and using 20 quantization points (as in the previous section). Each function's generalisation error was estimated using a fine grid on the input space, and then averaged across all 100
2 Note that this procedure is just 1 Nearest Neighbour, with as the distance metric and the quantization points intelligently placed.
functions. The average generalisation error was found to be 0:0069, which is very close to the value found for E of 0:0024. For comparison purposes the same 100 functions were learnt using a 10-hidden node neural network, without the assistance of the CDM. The average generalisation error across all 100 functions is displayed in Figure 3 along with the same quantity for the piecewise-constant approximations. The piecewise-constant approach based on the estimated CDM is clearly far superior to the traditional approach in this case.
CONCLUSION
It has been shown that the existence of an environment of functions for a quantization process generates a canonical distortion measure (CDM) on the input space. The CDM was shown to be a unifying concept for many seemingly disparate threads of research [10, 4, 7, 9] . We proved that generating an optimal quantization set for the input space using as the distortion measure automatically produces Voronoi regions that are optimal for forming piecewiseconstant approximations to (1-NN estimates of) the functions in the environment.
The CDM was calculated in closed form for several simple environments. A surprising result is that the squared Euclidean distortion measure is the CDM for a linear environment, and hence is optimal only if we are interested in approximating linear functions. A technique for estimating the CDM and training a neural network to implement it was presented and tested with success on a toy environment. However, more work needs to be done to show that the CDM is learnable for more complex environments.
