Emerging real-time streaming applications often rely on rate-based flow control. However, congestion control for rate-based applications is typically dismissed as being not viable due to the common notion that "open-loop" congestion control is simply "difficult." This paper sheds new light on the performance of binomial NACK-based (i.e., rate-based) congestion control and measures the amount of "difficulty" inherently present in such protocols. Even though recent work [2] proposed several new congestion control methods for real-time streaming, our analysis shows that traditional Additive-Increase, Multiplicative-Decrease (AIMD) schemes possess the best packet-loss scalability among all proposed TCP-bendly schemes, especially when used in rate-based applications. We further confirmed our analytical results in a number of experiments using MPEG-4 Fine-Granular Scalable (FGS) streaming over a Cisco testbed.
INTRODUCTION
Congestion is an inherent properly of the currently best-effort Internet. Consequently, transport protocols (e.g., TCP) commonly implement congestion control, which refers to end-to-end algorithms executed by a protocol in order to properly adapt the sending rate of a network flow to the available bandwidth in the path along which the flow sends its packets. Protocols with ACK-based flow control utilize one or another version of TCP-friendly congestion control, which includes Jacobson's modifications to TCP [I] [15] ). These algorithms are shown to work well in the environment where the sender relies on 'keyclocking," [9] which refers to the use of positive achowledgements in congestion control.
However, current real-time streaming applications in the Internet [IS], [20] rrpically rely on NACK-based (i.e., rate-based) flow control', for which congestion control either does not exist, or assumes a very nrdimentary form of switching between fixed layers [18], [20] . Furthermore, congestion control in NACK-based application$ is typically labeled as being "difficult" due to the "open-loop" operation of NACK-based protocols, and the actual extent of "difficulty" remains neither documented nor measured.
At the same time, before emerging real-time streaming applications can gain wide-spread acceptance, we believe that they first must implement some form of scalable congestion control. Therefore, in this paper, we undertake an analysis and performance study that sheds the light on both the exact difficulties found in "open-loop" congestion control and the extent of penalty incurred ' Note that ACK-based flow control could be used in real-time streaming.
but it typically results in some form of QoS penally (such as longer stamp delays, more frequent buffer underllow events, etc.).
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East Lansing, MI 48824 radha@egr.msu.edu by a NACK-based protocol in an Internet-like environment. In the course of our investigation, we found that the traditional NACKbased congestion control possessed poor scalability (i.e., resulted in high packet loss rates when the number of simultaneous flows is large) and that the stability of the existing NACK-based schemes was much lower than that of similar ACK-based schemes. Furthermore, our results show that among the recentlyproposed TCP-friendly binomial schemes [2], [3], AIMD remains the most scalable solution.
The remainder of the paper is organized as follows. Section 2 provides the necessary background on increase-decrease (I-D) congestion control. Section 3 studies the sending rate and packet loss in binomial congestion control. Section 4 analyses packet-loss increase of binomial algorithms. Section 5 shows experimental results that confirm our analysis. Section 6 concludes the paper. , in which the amount of increase and decrease is based only on the value of the current sending rate rather than on the history of the sending rate. In this paper, we explicitly assume a local and memoryless model of 1-D congestion control.
To prevent high-frequency oscillations on timescales smaller than it is needed to receive the feedback From the network, I-D congestion control is executed on discrete timescales of R time units long. Typically, R is a multiple of the round-trip delay (RTT) and in many cases, simply equals the RTT. Since our work focuses on rote-based streaming applications, we formulate increase-decrease congestion control using the value of each flow's sending rate rj instead of typically-used congestion window w;. Therefore, assuming that r, is the sending rate of a particular flow during discrete interval i, the binomial congestion control for that flow can be written as' where f is the congestion feedback (positive values indicate congestion), both constants A, uare positive, and I5 1. In practice, feedbackjis usually equal to the packet loss rate observed by the flow during the last interval (i.e., interval i).
A special case of binomial congestion control that is implemented in TCP is called AIMD (Additive Increase, Multiplicative Decrease) [SI, [9] . In AIMD, k equals 0 and l equals 1. A congestion control method is said to be TCP long-term fair', if it achieves the same average throughput when competing with a TCP connection under the same end-to-end conditions. For binomial congestion control ( I ) to be TCP-friendly, Bansal et al. [Z] show that k + / must be equal to 1. Among such (non-AIMD) TCP-friendly binomial congestion control, they propose two methods called HAD (Inverse Increase, Additive Decrease) with k = 1, / = 0, and SQRT (Square Root) with k = l = %.
Finally, we should mention that the analysis of increasedecrease congestion control typically assumes an ideal network with synchronized and immediate feedback [Z], [SI, [IO] [2] show that for binomial algorithms ( I ) to converge to faimess, k + / must be strictly greater than zero.
PROPERTIES OF BINOMIAL ALGORITHMS

Background on the Sending Rate
In the stable state of a congestion control scheme, each flow's sending rate will oscillate between two points, which we call the upper point (U) and the lower point (L) as shown in Figure 1 . When a single flow is present in the network, U equals the capacity of the bottleneck link C. When n flows compete over a shared link of capacity C, U equals Cin for each flow (because the flows have reached faimess by this time). In both cases, L = U -OV' according to (I) . In addition, since the pattern in Figure I is repetitive, it is sufficient to determine the average throughput of a flow during a single oscillation (i.e., between points A and B) rather than over a longer period of time.
Using [a] or TCP-fiendly [22] .
where R is a fixed duration of the control interval (recall that R typically equals the value of the RlT). Following [Z], the duration between points A and B in Figure 1 is: and the total amount of bits wansmitted during the same interval is:
The average packet-loss rate during the stable state is one ofthe important properties of a congestion control scheme that we derive in this paper. Consider one oscillation cycle between points A and B in Figure 1 and the case of a single flow. The maximum amount of overshoot under non-ideal (i.e., non-continuous) conditions will be the value of the increase function AFk just before the flow reaches its upper boundary C in point B. Hence, the amount of the maximum overshoot for a single flow is given by Z k R , where R is the fixed duration between control actions. Knowing how many bits X were sent by the flow during the same interval of duration At, we can write the average percentage of lost data p , using (4) and assuming the worst case of the maximum overshoot as:
when , C k R << X. In particular, for AIMD schemes, the packet loss rate in the worst case is given by:
A close look at the last equation reveals that as the number of flows increases (i.e., C is replaced by Cin), AIMD's packet loss rate will also increase. Furthermore, the amount of increase is proportional to n2, where n is the number of flows. This confirms a well-known fact that AIMD scales as n2 when it comes to packet loss [14]. Note that as n+-, the amount of overshoot E k R will become large compared to the value of X, and the approximations above will no longer work. However, the exact formulas in (5) and (6) will asymptotically approach the correct value of 100%.
Consider a simple explanation of why AIMD scales quadratically. In AIMD, the increase in packet loss by a factor of n ' comes from two places -from the reduction in the number of discrete increase steps N during interval At by a factor of n (because the increase distance U-L becomes n times smaller), and from the reduction of duration AI by the same factor of n (due to the same reason). As a result, the number of bits sent during the interval (which is proportional to NAI) is reduced by a factor ofn', and the amount of overshoot is unchanged (i.e., a). Consequently, the total amount of lost packets relative to the number of sent packets is increased by a factor of n'.
There are two reasons why we do not see this kind ofperformance degradation in practice. First, our results in (6) are based on a continuous fluid model, which assumes that packets are infinitely divisible. However, in practice, this approximation is true only when the amount of increase , U is negligible compared to the difference between the upper and lower limits, i.e., U-L in Figure  I . Hence, when the number of discrete increase steps N becomes equal to I (or approaches I), it can no longer be reduced by a factor of n, because it must remain an integer. Taking into account a fixed value of N = 1, the increase in packet loss becomes a linear rather than a quadratic function of n.
Second, most protocols employing AIMD rely on positive ACKs in implementing congestion control. This "self-clocking'' [9], or "packet conservation," is capable of significantly improving the scalability aspects of AIMD, because the sender does not inject more packets into the network than the network can handle at any given time. "Open-loop" congestion control (i.e.. NACKbased flow control) does not have this nice cushion to fall back on, and NACK-based AIMD schemes suffer a higher packet loss increase than equivalent ACK-based schemes.
Consequently, the developers of new NACK-based congestion control protocols must understand the packet-loss scalability aspects of the existing schemes and strive to develop congestion control methods with better scalability and low overall packet loss. In the next section, we look at the scalability of general binomial algorithm and show that AIMD has the best scalability among all TCP-friendly binomial schemes.
PACKET-LOSS SCALABILITY OF CONGESTION CONTROL
Ovemew
Suppose the average packet loss when n flows share a link of capacity C is given by p. . Let packer loss increase foctor s . be the ratio ofp. to P I . Parameter s. specifies how fast packet loss increases when more flows share a common link and directly relates to the ability of the scheme to support a large number of flows (i.e., schemes with lowers. scale better). Using (S), we derive:
and using a two-term Taylor approximation:
Hence, packet loss increase factors. of binomial algorithms is proportional to n'**' for small n and grows no faster than n**' for the rest of n. For AIMD, we get the familiar scalability formula of n', whereas the IlAD (i.e., k = 1, I = 0) and SQRT (i.e., k = I = U) algorithms scale as n' and n2.', respectively. Furthermore, among all TCPpiendIy schemes (i.e., k + l = I), packet loss increase s , is proportional to n ' . ' , which means that TCP-friendly schemes with the largest I scale best. Since binomial algorithms cannot be used with values of I greater than one [2], we arrive at one of the major conclusions of this paper -among TCPfriendIy binomial schemes, A I M I scales best.
We should make several observations about the applicability of ( 8 ) in practice. First, we assumed in ( 5 ) that the overshoot will be as large as possible, i.e., LV'R. However, in many cases the actual overshoot will be some random value distributed between zero and AU'R. Second, recall our discussion of AIMD's scalability in the previous section. When the increase distance U-L becomes small compared to the value of the increase step, AIMD starts scaling as a linear function rather than a quadratic function. Hcnec, (8) is accurate only when the increase steps are small compared to C/o. 7he results based on the above model can be further skewed, if AU'R becomes large compared to X, in which case we must use the exact formula in (5).
S. EXPERIMENTAL RESULTS
We extensively studied scalability of congestion control in simulation and found simulation results to be in agreement with our analytical results. Due to limited space, we only show the experimental results denved from real-time streaming tests with MPEG-4 video4. For the experiments reported in this paper, we used a Cisco network depicted in Figure 2 . Note that congestion avoidance features (WRED and WFQ) of the routers were disabled on all TI interfaces to reflect the current setup of backbone routers.
The server supplied real-time bandwidth-scalable MPEG-4 video, which included the FGS (Fine-Granular Scalable) enhancement layer [I 71 and the regular base layer, to the client. Consequently, at any time I, the semer was able to adapt its streaming rate to the rate x(t) requested by the client, as long as x(t) was no less than the rate of the base layer bo and no more than the combined rate of both layers.
We used a IO-minute MPEG-4 video sequence with the base layer coded at bo = 14 kb/s and the enhancement layer coded up to the maximum rate of 1,190 kb/s. Note that two concurrent flows were needed to fully load the bottleneck link. Hence, our experiments below do not cover the case of n = I , and s . is defined as the ratio ofp, top'.
In our application with NACK-based congestion control, all flows used slow start at the beginning of each transfer; however, the results helow exclude the behavior of the network during slow start and focus on the performance of the schemes during congestion avoidance.
The results of the experiment are summarized in Figure 3 , which shows packet-loss increase factor s. for three different ' It is imponant IO 7] ) and values o f n between 2 and 50. n e results of the experiment show that all schemes maintained a steady packet-loss increase to well over 15% as predicted by our analysis. llAD indeed was the worst performer, reaching p J 0 = 45% (p2 = 0.29%). On the other hand, AIMD reached 22% (p2 = 0.38%) and TFRC reached 20% (p2 = 0.26%).
In addition, under the worst conditions (i.e., n = 50). our data show that the protocols maintained a "frozen" picture between 1 I% (AIMD) and 42% (IIAD) ofthe corresponding session due to underflow events in the base layer. Clearly, these results indicate that high packet-loss rates due to congestion are indeed very harmful, even in the presence of low RTTs (50-200 ms), large stanup delays (3 seconds in our case), and an efftcient packet loss recovery mechanism (our retransmission scheme were able lo recover all base-layer packets before their deadlines until loss rates exceeded approximately 15%).
CONCLUSION
The difficulty of "open-loop" congestion control stems from the fact that the sender in such protocols is not govemed by "selfclocking" of acknowledgements and typically continues to stress the network at the same rate even in the presence of severe packet loss and congestion. In such situations of aggravated packet loss, the main problem of NACK-based congestion control can be narrowed down to cases when the client either does not receive any server packets at all (which by default prohibits it from changing the server's rate), or takes multiple retransmissions of control messages lo notify the server about the new reduced rate.
Interestingly, these problems are only noticeable when the congestion is severe enough to require multiple retransmissions of the client's control messages, or when the network encounters periods of heavily bursty loss. Our experiments with NACK-based congestion control methods found that packet loss rates increased very rapidly as the number of flows on the shared link increased.
To investigate this observation further, we analyzed the class of binomial algorithms and derived the formulas of packet loss increase factor s . as a function of the number of flows: s. = O(n'*wi). Using our derivations we found that among all proposed binomial schemes, AlMD had the best scalability O(n') and the lowest packet loss, Even though our derivations assumed synchronized and immediate feedback, the final formulas were found to hold in a number of streaming experiments over a real Cisco network with random packet loss and delayed feedback.
