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Resumen Para resolver problemas de optimizacio´n multiobjetivo, los
algoritmos evolutivos basados en preferencias incorporan informacio´n
preferencial en el proceso evolutivo, con el objetivo de encontrar un con-
junto de soluciones Pareto o´ptimas acordes a las preferencias del decisor
(DM). En este trabajo, se propone un nuevo algoritmo evolutivo basado
en preferencias que aproxima la regio´n de la frontera Pareto o´ptima que
mejor se ajusta a los valores de aspiracio´n que el decisor desea alcanzar
en cada objetivo. Estos valores constituyen las componentes de lo que se
conoce como punto de referencia. El algoritmo hace uso de la conocida
funcio´n escalarizada de logro de Wierzbicki para clasificar los individuos
de cada generacio´n en diferentes fronteras. Dicha clasificacio´n se realiza
en base a los valores que la funcio´n de logro alcanza para el punto de re-
ferencia proporcionado, considerando un conjunto de vectores de pesos.
Los experimentos realizados sobre conocidos problemas test muestran
unos resultados prometedores en cuanto a la calidad de las soluciones
obtenidas, en comparacio´n a otros algoritmos existentes basados en pun-
tos de referencia.
Keywords Optimizacio´n multiobjetivo, algoritmo evolutivo basado en
preferencias, punto de referencia, funcio´n escalarizada de logro.
1. Introduccio´n
En la vida real, muchos problemas consisten en optimizar conjuntamente
varios criterios, que normalmente se encuentran en conflicto. En general, un
problema de optimizacio´n multiobjetivo puede formularse de la siguiente forma:
minimizar {f1(x), f2(x), . . . , fk(x)}
sujeto a x ∈ S,
(1)
siendo fi : S → R, para cada i = 1, . . . , k, las k (k ≥ 2) funciones objetivo a
minimizar y S el conjunto factible de vectores de decisio´n x = (x1, x2, . . . , xn)
T .
La imagen del conjunto factible Z = f(S) esta´ compuesta por vectores criterio
z = f(x) = (f1(x), f2(x), . . . , fk(x))
T , para algu´n x ∈ S.
Por lo general, el conflicto existente entre los objetivos imposibilita encontrar
una solucio´n en la que todos los objetivos alcancen sus o´ptimos individuales
simulta´neamente. Sin embargo, hay un conjunto de soluciones en las que no
se puede mejorar ningu´n objetivo sin empeorar algu´n otro: las denominadas
soluciones eficientes, no dominadas o Pareto o´ptimas. Dados dos vectores z, z′ ∈
Rk, decimos que z domina a z′ si y solo si zi ≤ z′i para todo i = 1, . . . , k, y existe
algu´n j ∈ {1, . . . , k} tal que zj < z′j . Se considera que x ∈ S es una solucio´n
Pareto o´ptima del problema (1) si no existe ningu´n x′ ∈ S tal que f(x′) domine
a f(x). El conjunto de todas las soluciones Pareto o´ptimas es conocido como el
conjunto eficiente o conjunto o´ptimo de Pareto, denotado por E. Su imagen en el
espacio de objetivos es denominado frontera eficiente o frente o´ptimo de Pareto,
denotado por f(E).
Desde el punto de vista matema´tico todas las soluciones eficientes son equi-
valentes, por lo que es necesaria cierta informacio´n preferencial de algu´n decisor
(DM) para encontrar la solucio´n final. Una forma natural de expresar preferen-
cias consiste en indicar valores deseables para cada funcio´n objetivo que cons-
tituyen las componentes del denominado punto de referencia. En concreto, un
punto de referencia viene dado por q = (q1, . . . , qk)
T , donde qi es un valor de
aspiracio´n para el objetivo fi proporcionado por el DM, para cada i = 1, . . . , k.
Se dice que un punto de referencia es alcanzable si los correspondientes valores
de aspiracio´n pueden ser simulta´neamente alcanzados o mejorados por alguna
solucio´n factible; en caso contrario, se dice que el punto de referencia es inalcan-
zable.
A lo largo de los an˜os, se han desarrollado una gran variedad de me´todos
para resolver problemas de optimizacio´n multicriterio. Entre ellos, pueden des-
tacarse la Toma de Decisiones Multicriterio (Multiple Criteria Decision Making,
MCDM) [13, 17] y la Optimizacio´n Multiobjetivo Evolutiva (Evolutionary Mul-
tiobjective Optimization, EMO) [3, 5, 10]. El principal objetivo de MCDM es
ayudar al DM a elegir la solucio´n ma´s adecuada considerando sus preferencias.
Por el contrario, EMO pretende obtener un conjunto bien distribuido de solu-
ciones que aproximen el frente o´ptimo de Pareto, haciendo uso de algoritmos
basados en poblacio´n que emulan el proceso de evolucio´n natural de las especies.
Aunque los me´todos MCDM muestran al DM u´nicamente soluciones que se
ajustan a sus preferencias, en algunos casos no son capaces de resolver problemas
con variables de decisio´n enteras o binarias, o con funciones objetivo no convexas,
discontinuas o no diferenciables. Por el contrario, aunque los algoritmos EMO
pueden tratar problemas de complicada naturaleza, no consideran informacio´n
preferencial alguna en el proceso de resolucio´n. Segu´n esto, el DM tiene que
analizar un nu´mero elevado de soluciones para encontrar la solucio´n final, lo
que supone un gran esfuerzo cognitivo. Adema´s, dado que las preferencias del
DM acotan al conjunto de soluciones eficientes, no es necesaria la aproximacio´n
completa del frente o´ptimo de Pareto para encontrar la solucio´n final al problema.
Durante los u´ltimos an˜os, ha surgido una nueva vertiente de algoritmos evo-
lutivos basados en preferencias [1, 4, 14]. E´stos, se basan en la evolucio´n de una
poblacio´n de soluciones considerando las preferencias del DM en el proceso evo-
lutivo, con el fin de guiar la bu´squeda de nuevas soluciones hacia la zona intere´s
del frente o´ptimo de Pareto. De esta forma, se reduce la carga cognitiva del DM
ya que se reduce el nu´mero de soluciones que tiene que revisar, las cuales, a su
vez, se ajustan a sus preferencias.
Entre los algoritmos evolutivos existentes basados en preferencias se encuen-
tra el me´todo Reference-Point-Based NSGA-II (R-NSGA-II) [8]. A partir de
uno o varios puntos de referencia definidos por el DM, R-NSGA-II reemplaza
la crowding distance del NSGA-II [7] por una distancia preferencial, basada en
la distancia eucl´ıdea de cada solucio´n a los puntos de referencia. En [15], se
propone un nuevo criterio de dominancia, denominado r-dominancia, que dis-
tingue soluciones no dominadas entre s´ı en funcio´n de sus distancias eucl´ıdeas
a un punto de referencia proporcionado por el DM, dando mayor prioridad a
aque´llas ma´s cercanas a dicho punto. Los autores reemplazan el criterio de do-
minancia usual en el NSGA-II por la r -dominancia, denominando al algoritmo
resultante r-NSGA-II. Otros algoritmos evolutivos basados en preferencias son
Guided Multi-Objective Evolutionary Algorithm (G-MOEA) [2], Reference Di-
rection Based NSGA-II (RD-NSGA-II) [6], Preference Based Evolutionary Algo-
rithm (PBEA) [18], Preference-based Interactive Evolutionary Algorithm (PIE)
[16] o interactive MOEA/D (iMOEA/D) [12].
En este art´ıculo, se propone un nuevo algoritmo evolutivo basado en pre-
ferencias denominado WASF-GA (Weighting Achievement Scalarizing Function
Genetic Algorithm). A partir de un punto de referencia determinado por el DM,
WASF-GA aproxima la regio´n de la frontera eficiente proyectable desde el punto
de referencia. Para ello, hace uso de la funcio´n escalarizada de logro de Wierzbicki
[19], clasificando por fronteras los individuos de cada generacio´n. Una funcio´n
escalarizada de logro es una funcio´n real que combina las funciones objetivo
originales con cierta informacio´n preferencial, expresada, por ejemplo, mediante
un punto de referencia. Al minimizar una funcio´n de logro sobre S, se obtiene la
solucio´n Pareto o´ptima que ’mejor’ se ajusta al punto de referencia empleado,
proyecta´ndolo en una direccio´n determinada por un vector de pesos.
En cada generacio´n de WASF-GA, la clasificacio´n de individuos en fronteras
se realiza atendiendo a los valores de la funcio´n de logro propuesta en [19] para
cada solucio´n, teniendo en cuenta el punto de referencia proporcionado por el
DM y un conjunto de vectores de pesos. Para obtener una buena distribucio´n
de soluciones, los vectores de pesos empleados deben ser equidistribu´ıdos en el
espacio de pesos (0, 1)k. Esto, junto con el uso de la funcio´n de logro, permite que
la poblacio´n final de soluciones de WASF-GA se ajuste al punto de referencia
dado.
En este trabajo se comparan WASF-GA, R-NSGA-II y r-NSGA-II, haciendo
uso de una me´trica basada en hipervolumen [11, 21] adaptada a la regio´n de
intere´s proyectable desde el punto de referencia. Para ello se han usado puntos
de referencia alcanzables e inalcanzables, generados de forma aleatoria.
qZ=f (S)
(a) Punto de referencia alcanzable
q
Z=f (S)Z=f (S)
(b) Punto de referencia inalcanzable
Figura 1. Idea gra´fica de la minimizacio´n de (2) para un problema con dos objetivos.
El art´ıculo se organiza como sigue. En la seccio´n 2, se describe WASF-GA de-
talladamente. Algunos experimentos sobre diferentes problemas test se muestran
en la seccio´n 3 y, finalmente, se concluye con la seccio´n 4.
2. El Algoritmo WASF-GA
WASF-GA aproxima la regio´n del frente o´ptimo de Pareto proyectable desde
un punto de referencia q, proporcionado por el DM. Se basa en el uso de la
funcio´n escalarizada de logro propuesta en [19], dada por la expresio´n siguiente:
s(q, f(x), µ) = ma´x
i=1,...,k
{µi(fi(x)− qi) }+ ρ
k∑
i=1
(fi(x) − qi), (2)
donde µ = (µ1, . . . , µk) es un vector de pesos, con µi > 0 para todo i = 1, . . . , k
y ρ > 0 un valor real suficientemente pequen˜o (normalmente 0,001). La solucio´n
factible que minimiza (2) es una solucio´n Pareto o´ptima de (1)[13].
En la pra´ctica, si q es inalcanzable, minimizar (2) equivale a la distancia
minmax. Si q es alcanzable, la solucio´n que minimiza (2) mejora los valores
de aspiracio´n de q tanto como sea posible. En caso de que los pesos conside-
rados sean estrictamente positivos, minimizar (2) significa proyectar q sobre el
conjunto eficiente en la direccio´n determinada por la inversa de los vectores de
pesos. La Figura 1 da una idea de lo que significa dicha minimizacio´n para un
problema como (1) con dos funciones objetivos, tanto para puntos de referencia
alcanzables como inalcanzables.
WASF-GA hace uso del concepto de regio´n proyectable desde un punto de
referencia. Consideramos que la regio´n proyectable de la frontera eficiente desde
un punto de referencia q es el conjunto de soluciones Pareto o´ptimas que se
obtienen al minimizar (2) sobre S, variando el vector de pesos µ en todo (0, 1)k.
De esta forma, si q es alcanzable, la regio´n proyectable estara´ formada por el
conjunto de soluciones eficientes que dominan q (esto es, los x ∈ E tales que
fi(x) ≤ qi, para todo i = 1, . . . , k). En caso contrario, si q es inalcanzable, la
regio´n proyectable estara´ formada por las soluciones eficientes ma´s pro´ximas a
q respecto a la distancia minmax. Esto significa que, en el caso inalcanzable, la
regio´n proyectable podra´ estar formada por los x ∈ E tales que fi(x) ≥ qi, para
todo i = 1, . . . , k, aunque esto no tiene por que´ ser as´ı en todos los casos. En
la Figura 2, se muestran dos gra´ficas correspondientes a un problema con dos
objetivos como el dado en (1), en las que se ha resaltado la regio´n proyectable,
tanto en el caso alcanzable como en el inalcanzable.
q
Z=f (S)
(a) Punto de referencia alcanzable
q
Z=f (S)
(b) Punto de referencia inalcanzable
Figura 2. Regio´n proyectable para un problema con dos objetivos.
Cualquier solucio´n Pareto o´ptima de (1) puede obtenerse minimizando (2)
variando el punto de referencia y/o el vector de pesos [13]. Segu´n esto, cual-
quier solucio´n eficiente dentro de la regio´n proyectable del punto de referencia
q se puede obtener minimizando (2) sobre S variando el vector de pesos en to-
do (0, 1)k. Basa´ndose en este hecho, WASF-GA aproxima la regio´n proyectable
mediante la proyeccio´n de q en el frente o´ptimo de Pareto, considerando una
muestra equidistribu´ıda de vectores de pesos.
En lo siguiente, N es el taman˜o de la poblacio´n, Nµ > 0 el nu´mero de vectores
de pesos considerados, h la generacio´n actual y Ph la poblacio´n de individuos en
la generacio´n h. A continuacio´n, se describe el funcionamiento de WASF-GA:
Paso 1. Inicializacio´n. Definir una muestra equidistribuida de Nµ vectores
de pesos W = {µj ∈ (0, 1)k : j = 1, . . . , Nµ}, inicializar h = 0 y obtener P0
mediante la generacio´n aleatoria de N individuos.
Paso 2. Recombinacio´n y mutacio´n. Aplicar los operadores de recombi-
nacio´n y mutacio´n a Ph (poblacio´n de padres) para obtener una poblacio´n de
N hijos. Combinar las poblaciones de padres e hijos en una nueva poblacio´n
P de taman˜o 2N .
Paso 3. Clasificacio´n por fronteras. Para cada solucio´n factible x ∈ P ,
calcular s(q, f(x), µj) para cada j = 1, . . . , Nµ. La primera frontera, F
h
1
,
la componen las soluciones factibles de P que alcanzan el menor valor de
s(q, f(x), µj) para cada j = 1, . . . , Nµ (se permite repetir soluciones si fue-
ra necesario). Se eliminan temporalmente de P los individuos de Fh
1
. La
segunda frontera, Fh
2
, la forman las soluciones factibles de P que alcanzan
el (segundo) menor valor de s(q, f(x), µj) para cada j = 1, . . . , Nµ. Nueva-
mente, se eliminan temporalmente de P los individuos de Fh
2
. Este proceso
continu´a hasta que todas las soluciones factibles de P han sido clasificadas.
Posteriormente, se clasifican las soluciones infactibles de P atendiendo a la
violacio´n acumulada de las restricciones.
Paso 4. Seleccio´n. Actualizar h = h + 1, Ph = ∅ y sea n = 1. Si el
#(Ph ∪ Fh−1n ) ≤ N , entonces Ph = Ph ∪ F
h−1
n . Actualizar n = n + 1 y
repetir este proceso hasta que #(Ph ∪Fh−1n ) > N , en cuyo caso se incluira´n
en P h los individuos de Fh−1n que alcancen los menores valores de la funcio´n
de logro hasta tener N individuos en Ph.
Paso 5. Criterio de parada. Si se verifica el criterio de parada, los indi-
viduos de Fh−1
1
forman la salida final de WASF-GA. En caso contrario, ir al
paso 2.
Con este procedimiento, se da ma´s importancia a aquellas soluciones con
menor valor de la funcio´n de logro para cada uno de los Nµ vectores de pesos.
Si todas las soluciones de una generacio´n son factibles, cada frontera se com-
pone de Nµ soluciones, a excepcio´n de la u´ltima, que puede contener menos. Por
ello, se considera que Nµ ≤ N si se desea tener, al menos, una solucio´n corres-
pondiente a cada vector de pesos en la siguiente generacio´n. Asimismo, como las
soluciones que se muestran al DM son las de la primera frontera de la u´ltima
generacio´n, el DM tiene que revisar exactamente Nµ soluciones para determinar
la solucio´n final. Por defecto se considera que Nµ =
N
2
, aunque el DM puede
determinar el valor de Nµ indicando el nu´mero de soluciones que desea obtener.
En cada generacio´n, la clasificacio´n por fronteras realizada por WASF-GA
define un orden parcial estricto entre las soluciones, que adema´s es completo
con la Pareto dominancia1, debido a que, si x1 domina a x2, se verifica que
s(q, f(x1), µ) < s(q, f(x2), µ), para cualquier vector de pesos µ estrictamente
positivo [13]. De esta forma, se puede asegurar que si una solucio´n domina a
otra, la primera pertenecera´ a una frontera de orden inferior a la de la segunda.
Como se indico´ en el Paso 3, una solucio´n puede aparecer varias veces en
una misma frontera si dicha solucio´n minimiza simulta´neamente (2) para varios
vectores de pesos. Esto asegura que dentro de una frontera no existan soluciones
dominadas entre s´ı.
1 Si ⊲ es una relacio´n binaria donde x⊲ y implica que x es preferido a y, se dice que
⊲ es completo con la Pareto dominancia si y solo si x Pareto domina a y implica
que x⊲ y.
3. Experimentos
Para evaluar el funcionamiento de WASF-GA se han realizado una serie de
experimentos sobre varios problemas test y se han comparado los resultados ob-
tenidos con los generados por otros algoritmos evolutivos basados en punto de
referencia, r-NSGA-II [15] y R-NSGA-II [8]. Los tres me´todos han sido imple-
mentados en lenguaje C++ usando la Standard Template Library (STL).
Los experimentos se han realizado sobre problemas de las familias ZDT [20]
(con dos funciones objetivo y 30 variables) y DTLZ [9] (con tres objetivos y 22
variables).
El nu´mero de generaciones se ha fijado en 300, y el taman˜o de poblacio´n
en 120 individuos para los problemas de 2 objetivos y en 200 individuos para
los problemas con 3 objetivos. Los ı´ndices de distribucio´n de los operadores de
recombinacio´n SBX [5] y de mutacio´n polinomial [5] se han definido como 10 y
20, respectivamente. La probabilidad de recombinacio´n se ha establecido a 0.9,
mientras que la de mutacio´n se ha fijado a 1/n, siendo n el nu´mero de variables.
Se han llevado a cabo 30 ejecuciones independientes de cada algoritmo.
r-NSGA-II hace uso de un para´metro δ ∈ [0, 1] que controla la presio´n de
seleccio´n de la r -dominancia. En los experimentos realizados, el valor de δ se
ha fijado usando el procedimiento adaptativo propuesto por los autores en [15],
donde δ evoluciona de forma progresiva desde cero hasta un valor δ0, prefijado de
antemano. Por el contrario, R-NSGA-II controla la diversidad de soluciones me-
diante una estrategia de seleccio´n basada en distancias a trave´s de un para´metro
ǫ. Puesto que la densidad o distribucio´n de soluciones de las poblaciones finales
de r-NSGA-II y de R-NSGA-II dependen de estos dos para´metros, sus valores
han sido ajustados, por ensayo y error, para cada problema test y punto de refe-
rencia. As´ı, las poblaciones finales son comparables a la generada por WASF-GA,
ya que las aproximaciones del frente o´ptimo de Pareto se ajustan a la regio´n pro-
yectable desde el punto de referencia considerado. La eleccio´n de los puntos de
referencia alcanzables e inalcanzables, generados de forma aleatoria, reflejan el
intere´s del decisor en una regio´n concreta de la frontera eficiente.
La Tabla 1 muestra, para cada problema test, los puntos de referencia con-
siderados y los valores de los para´metros δ0 and ǫ empleados en r-NSGA-II y en
R-NSGA-II, respectivamente.
Tabla 1. Para´metros δ0 y ǫ en r-NSGA-II y R-NSGA-II, respectivamente.
Nu´mero de Problema Alcanzable (A) Inalcanzable (I)
objetivos test q δ0 ǫ q δ0 ǫ
2
ZDT1 (0.8, 0.6) 0.91 0.0064 (0.2, 0.4) 0.73 0.0016
ZDT2 (0.8, 0.8) 0.83 0.0045 (0.5, 0.3) 0.93 0.0049
ZDT3 (0.3, 0.8) 0.8405 0.0018 (0.2, 0) 0.71 0.0016
3
DTLZ2 (0.6, 0.7, 0.7) 0.65 0.07 (0.4, 0.4, 0.4) 0.6 0.078
DTLZ7 (0.1, 0.8, 6) 0.8 0.07 (0.1, 0.1, 4) 0.8 0.06
Tabla 2. Media y desv. t´ıpica de la me´trica basada en hipervolumen en 30 ejecuciones.
Problema q WASF-GA r-NSGA-II R-NSGA-II
ZDT1
A 1, 76e − 011,95e−05 1, 76e − 013,85e−04 1, 76e − 013,26e−04
I 4, 67e − 016,53e−05 4, 65e − 012,58e−03 4, 67e − 016,10e−04
ZDT2
A 6, 90e − 021,12e−05 6, 91e − 029,20e−05 6, 93e − 024,26e−05
I 2, 65e − 014,42e−05 2, 65e − 016,93e−04 2, 64e − 011,61e−03
ZDT3
A 6, 88e − 027,30e−07 6, 80e − 022,07e−03 6, 55e − 021,77e−03
I 7, 36e − 016,59e−05 7, 36e − 012,92e−03 7, 31e − 011,71e−03
DTLZ2
A 3, 05e − 038,85e−07 2, 03e − 031,95e−04 1, 73e − 031,10e−04
I 1, 80e − 012,71e−04 1, 82e − 011,88e−03 1, 74e − 012,89e−03
DTLZ7
A 4, 15e − 021,52e−03 3, 68e − 021,50e−03 3, 72e − 021,23e−03
I 7, 54e − 013,81e−04 7, 85e − 015,47e−03 7, 84e − 013,98e−03
Para determinar la calidad de la aproximacio´n realizada por cada algorit-
mo, se ha hecho uso de un indicador basado en hipervolumen [11] adaptado a
la regio´n de intere´s. Esta me´trica estima el volumen del espacio de objetivos
(acotado por un punto de referencia alcanzable, denotado por r) dominado por
un conjunto de soluciones. Cuanto mayor es su valor, mejor es la aproximacio´n.
En los experimentos realizados, r se ha igualado al punto de referencia, si e´ste
era alcanzable. En el caso inalcanzable, se considera que r es el vector formado
por los peores valores de cada objetivo (vector nadir). En cualquier caso, para
el ca´lculo del hipervolumen se tienen en cuenta u´nicamente las soluciones de la
poblacio´n final que pertenecen a la regio´n proyectable. La Tabla 2 muestra el
valor medio y la desviacio´n t´ıpica del indicador en 30 ejecuciones de cada algo-
ritmo para cada problema (considerando los pa´rametros y puntos de referencia
descritos en la Tabla 1), resaltando en negrita los mejores valores. Como puede
observarse, las soluciones finales generadas por WASF-GA poseen un mayor va-
lor medio de esta me´trica, segu´n lo cual puede considerarse que realiza una mejor
aproximacio´n de la regio´n proyectable en comparacio´n a r-NSGA-II y R-NSGA-
II. Atendiendo a los valores de la desviacio´n t´ıpica es posible puntualizar que
el algoritmo propuesto es ma´s estable, ya que genera aproximaciones similares
en diferentes ejecuciones. Adema´s, la complejidad computacional de WASF-GA
es O(k · N · Nµ) y la de r-NSGA-II y R-NSGA-II O(k · N
2). Dado que hemos
considerado Nµ =
N
2
, la complejidad del primero es menor que la de los otros
dos algoritmos.
4. Conclusiones
El principal propo´sito de los algoritmos evolutivos basados en preferencias
es aproximar la regio´n del frente o´ptimo de Pareto que mejor se ajusta a las
preferencias del DM. Considerando un punto de referencia dado por el DM, el
algoritmo WASF-GA propuesto en este art´ıculo tiene como objetivo aproximar
la regio´n del frente o´ptimo de Pareto que puede ser proyectada desde dicho punto
de referencia. Cuando el punto de referencia es alcanzable, esta regio´n contiene
todas las soluciones eficientes que lo dominan. Para un punto de referencia inal-
canzable, la regio´n proyectable esta´ formada por las soluciones eficientes ma´s
cercanas a este punto, con respecto a la distancia minmax. En este caso, con-
sideramos que estas soluciones son las de mayor intere´s para el DM puesto que
empeoran en menor medida los valores de referencia.
WASF-GA clasifica los individuos en cada generacio´n por fronteras teniendo
en cuenta los valores de la funcio´n escalarizada de logro de Wierzbicki para un
conjunto de vectores de pesos. Para aproximar la regio´n proyectable desde un
punto de referencia con una buena distribucio´n de soluciones, la muestra de
vectores de pesos debe estar equidistribuida.
Una caracter´ıstica importante de WASF-GA desde el punto de vista del DM,
es que e´ste u´nicamente debe proporcionar un punto de referencia. Por el con-
trario, tanto r-NSGA-II como R-NSGA-II requieren de un para´metro adicional,
que debe ser ajustado en cada problema.
WASF-GA aproxima la regio´n proyectable desde el punto de referencia con
Nµ soluciones. El DM puede indicar de antemano el nu´mero de soluciones desea-
das, aunque, por defecto, puede establecerse que Nµ =
N
2
.
Se han realizado una serie de experimentos sobre varios problemas test, com-
parando los resultados obtenidos por WASF-GA con los generados por otros dos
me´todos evolutivos basados en punto de referencia, r-NSGA-II y R-NSGA-II.
Segu´n la complejidad computacional y la calidad de las aproximaciones de los
tres algoritmos, consideramos que WASF-GA es ma´s eficiente y consigue una
mejor aproximacio´n de la regio´n proyectable desde el punto de referencia, segu´n
la me´trica empleada basada en hipervolumen. No obstante, parece sugerente
realizar nuevos experimentos en problemas test ma´s complejos, como pueden ser
las familias WFG y UF. Asimismo, un ana´lisis estad´ıstico de los hipervolu´menes
obtenidos, por cada me´todo en cada una de la ejecuciones independientes, per-
mitir´ıa determinar el nivel de confianza estad´ıstica de los resultados presentados
en los experimentos realizados.
Desde el punto de vista preferencial, WASF-GA ser´ıa susceptible de ser adap-
tado para considerar varios puntos de referencia al mismo tiempo, lo que permi-
tir´ıa aproximar simulta´neamente diferentes regiones del frente o´ptimo de Pareto.
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