Abstract An important challenge when using Reinforcement Learning for learning motions in robotics is the choice of parameterization for the policy. We use Gaussian Mixture Regression to extract a parameterization with relevant non-linear features from a set of demonstrations of a motion following the paradigm of Learning from Demonstration. The resulting parameterization takes the form of a non-linear time-invariant dynamical system (DS). We use this time-invariant DS as a parameterized policy for a variant of the PI 2 policy search algorithm. This paper contributes by adapting PI 2 for our time-invariant motion representation. We introduce two novel parameter exploration schemes that can be used to 1) sample model parameters to achieve a uniform exploration in state space and 2) explore while ensuring stability of the resulting motion model. Additionally, a state dependent stiffness profile is learned simultaneously to the reference trajectory and both are used together in a variable impedance control architecture. This learning architecture is validated in a hardware experiment consisting of a digging task using a KUKA LWR platform.
Introduction
A limiting factor in the spread of the use of robotic systems in a wider variety of applications is the tediousness of traditional methods for programming robots. Every time a robot is used for a new task, many hours of work by trained people are required to endow the robot with a new skill. These problems can be addressed by endowing the robot to learn tasks instead of being explicitly programmed in the traditional sense. In Learning from Demonstration (LfD), the goal is to extract task-relevant information from a set of demonstrations. The demonstrations are used to optimize a task model which can subsequently be used for autonomous task execution by the robot [1, 2] . Alternatively, with Reinforcement Learning (RL) the robot is expected to learn on its own by executing trials of the task and evaluating these with a cost function that compactly describes the task at hand [3, 4] . These two paradigms are complementary and often used in conjunction, e.g. by using LfD as a means to find a good initial task model which is subsequently refined by RL [5, 6] .
The choice of motion representation is crucial in both LfD and RL. Dynamical Systems (DS) have emerged as a general and efficient method for compactly representing a task. In a DS representation, the state variables are related to their derivatives through a set of parameterized differential equations. Key properties such as global convergence to a target point [7] or cyclic motion [8] can be ensured by a proper choice of parameterization and constraints.
A limitation of current state-of-the art RL methods for learning DS models arises from the chosen parameterization. Models that are to be flexible enough to capture complex motions rely on non-linear features of the state variables. The selection of features play a critical role in the representational power of the policy and hence the quality of the solution. In DS representations, nonlinear features are typically built using Gaussian basis functions following two different approaches. The first approach is to use a uni-dimensional input for the basis functions that is either time or an auxiliary phase variable [9] [10] [11] 8] . It is then sufficient to spread the basis function regularly along this single dimension. The second approach, which is less common, is to use the state variables of the system as input to the basis function [12, 7, 13] . Those two approaches have different limitations. The first results in a behavior which ultimately is time-dependent unless a mechanism to control the phase variable based on the robot state is introduced. The second approach results in a time-invariant DS which leads to benefits such as increased robustness [12] [7] , but requires an appropriate placement of Gaussians in the state space which can be difficult to obtain. In this work, we follow the second approach. For placement of the nonlinear features and for initialization of the motion policy, we employ demonstrations of the task modeled with Gaussian Mixture Model (GMM). An time-invariant DS model is then obtained through Gaussian Mixture Regression, as in [12] , resulting in a motion representation with the basis functions automatically placed in relevant areas of the dataset. Subsequently, we use an adaptation of the state-of-the-art RL algorithm PI 2 to improve the model learned from demonstrations. Hence, our work builds on [12] in our choice of motion representation, on [14] , [15] and [16] in the choice of learning algorithm. Our main contribution is to combine these two independent sets of research (namely on time-invariant DS encoding of motion and use of PI2 to improve policies). Precisely, we extend [12] by adding RL as scheme to improve the policy after training from learning from demonstration, and we extend [16] to be used for time-invariant policies, in place of time-dependent encoding policy as was done in the past.
For execution on a physical system, DS task models are typically used as an online trajectory generators for a position controller or impedance controller. In the latter case, the behavior of the robot is determined not only by the DS but also strongly by the impedance parameters. In a learning setting, it hence makes sense to include the tunable impedance parameters (usually limited to the stiffness matrix) as a learnable object. In this paper, we exploit the state-dependent stiffness representation of [17] to ensure synchronization with our motion representation. The stiffness is learned simultaneously with the nominal motion, as was previously introduced for time-dependent motion and stiffness in [16] .
Exploration is an important part of any RL system. In this paper, we propose two parameter sampling techniques that are tailored to our parameterization. The first is aimed at mapping locally uniform exploration in velocity space to the associated exploration in parameter space. A major difficulty in applying learning to DS motion representations is that parameter perturbations can yield unstable models. To deal with this issue, we use results from [7] to derive a second exploration strategy with stability guarantee. This is particularly important in tasks that have a fixed target point that should be maintained during exploration.
In summary, the main contributions of this paper are:
1. We show how demonstrations of a task can be used to extract both non-linear features (i.e. basis functions) and initial parameters for a parameterized policy based on time-invariant non-linear DS (Section 3.1). 2. We show that the policy search algorithm PI 2 can be adapted to refine this type of time-invariant policy (Section 3.2). 3. We present two different ways of shaping the exploration noise to obtain (a) an homogeneous and isotropic exploration in task space (Section 4.1) (b) preservation of the stability properties of the initial policy (Section 4.2) 4. We present a method for learning a state dependent stiffness simultaneously to the reference trajectory, thereby obtaining a variable impedance controller (Section 5).
2 State of the art
Representing motions for control in robotics
In robot control, encoding motions as Dynamical Systems (DS) has proven to be convenient because it can provide a velocity or acceleration profile in addition to the geometrical information. Furthermore, a DS can generate different trajectories for different starting conditions, which can provide generalization as well as the ability to encode how the robot should react to a perturbation. The most widely used DS for encoding robotic motions are time-dependent DS. Most of those DS are linear in the state variables and use non-linear basis functions with the time or a phase auxiliary state as input [8] . They have convenient properties, such as the possibility to allow non-constrained learning while ensuring qualitative behavior such as global stability at an attractor point or convergence to a limit cycle. There have been numerous successful demonstrations of learning from demonstration and reinforcement learning in such motion representations [18, 19, 5 ] learning motions for a large variety of tasks.
Time-invariant DS formulations can represent richer behaviors because different motions can be learned in different parts of the state space [12] . They can encode a motion in a way that allows for on-the-fly adaptation to spatial and temporal perturbations. Such an intrinsic robustness is desirable for robots operating in uncertain environments. Several time-invariant DS representations have been introduced, along with algorithms for learning them [7, 13] . The main drawback of these models compared to time-or phase-dependent models is that stability is generally more difficult to guarantee and can easily be lost during learning. Different methods for obtaining stable non-linear DS have been proposed. In [20] , an approach combining Gaussian Mixture Regression (GMR) [21] and Hidden Markov Model (HMM) is used to compute a reference velocity based on the position and sequential information. The system is stabilized by a spring and damper system that attracts trajectories toward the regions where demonstrations have been provided. In [7] , the Stable Estimator of Dynamical Systems (SEDS) is presented. This method is based on GMR, with additional constraints to ensure global asymptotic convergence of the DS. In [13] , a method based on Extreme Learning Machines for learning a DS that is stable in a given workspace is presented. Other approaches represent the DS in a form that makes it impossible to alter the stability properties during learning [22] . All these DS can be learned from demonstrations. In this paper we use the the stability conditions originally proposed in [23] . These conditions were used as constraints for an optimization problem in [23] . In contrast, we employ these stability conditions to derive a novel parameter sampling strategy that can be used to guarantee that all explored policies remain stable.
Policy search methods for learning motions from experience
Policy search methods have become popular for RL in robotics because they adapt well to problems with large continuous state and action spaces. Examples include [24] , where the Natural Actor Critic (NAC) algorithm is introduced and applied to the task of learning a baseball swing with a robot arm. As policy, a DMP [8] is used, which encodes a reference trajectory for each joint as a time dependent DS. In [10] , NAC is used to adapt a different kind of policy, based on a time conditioned GMR, in a reaching task constrained by an obstacle.
In [25] , the PoWER algorithm is introduced, based on Expectation-Maximization. It is applied to learning the "ball in a cup" game, using a DMP as a parameterized policy. A similar algorithm was used in [5] in a pancake flipping task using a different parameterized policy consisting of a time-dependent mixture of proportional-derivative systems. PI 2 is a policy search method derived from the first principles of stochastic optimal control [14] . The update rule takes the form of a probability-weighted average and shares some similarities with the PoWER algorithm. It is used in [16] to learn a variety of robot motion tasks using a DMP policy. The reference trajectory and the stiffness profile are learned simultaneously for an impedance control architecture. In [9] , and adaptation of PI 2 called PI 2 -01 is used to refine a parameterized policy based on a mixture of functions that are affine with respect to the state variables. The mixing factor is time dependent. One particularity of this approach is that the parameterized policy produces directly low level controls (i.e. the motor torques to be applied) instead of a reference trajectory. The policy can be viewed as providing both feed-forward and feedback terms together.
While these studies have all demonstrated learning of complex tasks, they all use motion representations that depend implicitly on time and hence suffer from the problems described in Section 2.1.
A wider panel of parameterized policies, including time-invariant ones, can be found in other examples that are related to motion learning but that take the approach of learning a reactive behavior rather than a trajectory. Examples include learning a tracking controller for a helicopter and a balancing robot [26] , learning a reactive controller for peg-in hole insertion [27] , and learning the non-episodic task of walking [28] . Those examples have the limitation that the non-linear features used for the policy or the value function need to be defined a priory. In contrast, we leverage on LfD to use demonstrations for building the relevant features.
Learning varying stiffness control
Recent years have seen a revitalized interest in the role of impedance control [29] when designing robot controllers for uncertain environments including physical interaction. A lot can be learned from biological systems, where numerous studies report that humans change the stiffness of their arms not only between different tasks but also during the execution of a task [30] [31] [32] . Several related robot controllers have been proposed. The principles observed in human impedance adaptation were transfered to an adaptive impedance controller in [33] . Task specific impedance principles captured via a learned cost-function were transferred from humans to robots in [34] , and direct mirroring of human stiffness was proposed for tele-operation applica-tions in [35] . In the field of LfD, it has been proposed to derive stiffness variations via kinematic variability in demonstrated data [36] . Recent works have taken force measurements into account for estimating stiffness using weighted least squares [37] and least squares with platform specific priors on the stiffness parameters [38] . Another approach developed dedicated Human-Robot interfaces for the purpose of enabling stiffness variations to be easily taught to a robot [17] . Probabilistic motion representations [39, 40] can be used to derive varying feedback gains in a principled manner [41, 42, 48] . Optimal control has been used successfully to exploit passive dynamics of robotic devices with intrinsically variable stiffness [43, 44] .
In all of the works cited above, learning stiffness is a one-shot process, often using a set of demonstrations to derive a varying stiffness profile. However the robot is not given the possibility to improve its gain schedule over time. As has been demonstrated in all these works, it is possible to derive stiffness that increase task performance using any of these techniques. However, except the works using optimal control, none of these methods ensure that the best possible gain schedule is learned. Furthermore, if a change in the environment necessitates a correction in the gain schedule, additional demonstrations have to be provided.
To deal with this problem, we use reinforcement learning to allow the robot to improve over time, possibly in ways that were difficult or impossible for the user to demonstrate [17] . The price we pay for this added capability is the need for a well-designed cost function describing the goal of the task. We take the approach pioneered in [16] based on learning varying stiffness and reference motion simultaneously via reinforcement learning. We differ in that our representation of learned reference motion and stiffness is statedependent as opposed the time-dependent formulation used in [16] .
Integrating LfD and RL using time-invariant DS based policies
The first part of this section explains how an initial parameterized policy can be extracted from a set of demonstrations. This initial policy provides both a set of initial parameters and a set of hyper-parameters that determine the non-linear features used by the policy. This is achieved by means of a Gaussian Mixture Regression (GMR), which yields a policy of the form of a non-linear time-invariant dynamical system. The second part of this section explains how the resulting GMR policy can be refined using a version of PI 2 adapted to the case of time-invariant policies.
The third part presents simulation to illustrate the functioning and the performance of the proposed method.
3.1 Extracting an initial policy from demonstration GMR are multivariate regressions based on conditioned Gaussian Mixture Models (GMM) [21] . The GMM is trained to approximate the joint probability distribution p(x,ẋ) of the position x and velocityẋ from the demonstration dataset using an Expectation-Maximization algorithm. GMR can then be used to compute an estimation of the reference velocity for any given position, yielding the following DS:
where N G is the given number of Gaussian functions in the mixture, and
and µ
xx are parts of the vector of means and of the covariance matrices of the Gaussians forming the GMM:
A reference trajectory can then be generated by integration:
This procedure is illustrated by two examples in Fig The demonstration trajectories (orange) are used to learn a GMR policy (the streamlines represent the velocity for any given position) using 4 Gaussians (the ellipses show the 1 standard deviation state space projection of the associated Gauss function), which produces a reference trajectory (red) for a starting position in the demonstration area (black square), and a given number of time steps.
3.2 Path integral policy improvement method for time-invariant DS based policy
is a policy search RL algorithm derived from stochastic optimal control. It assumes a dynamical system controlled by a parameterized policy which is linear in the learned parameter vector θ:
where x t is the state of the system at time t, f (x t ) is the transition function, G xt the control matrix and t is a Gaussian exploration noise vector with zero mean and covariance matrix Σ . The cost of a trajectory τ
= [x ti x ti+1 . . . x t N ] θ starting at time t i in state x ti and resulting from the policy parameterized by θ is given by:
with Φ(x t N ) the terminal cost, q(x ti ) the immediate cost, u t = G xt (θ + t ) the control given by the policy and R the control cost matrix. The objective is to find the parameter vector θ that minimizes the value function:
where the expectation is taken over all the stochastic trajectories τ
starting from x ti and subject to the policy parameterized by θ.
An iterative scheme is used to improve θ. At each iteration a batch of trajectories (called rollouts), which differ due to the stochasticity of t , are sampled and used to compute an update δθ for the parameter vector, following a path integrals approach. PI 2 is generally used to learn parameterized policies that generate a reference trajectory that a system will track. It is shown that the dynamics of the actual system tracking the trajectory is not relevant to the learning algorithm. The state vector x thus only contains the states describing the reference trajectory (in this paper x ∈ R 2 , except for the hardware experiment). The major difference between our approach and [14] is that we use the GMR parameterized policy presented in subsection 3.1 instead of the DMP parameterized policy used in the original algorithm. Our policy is thus state dependent and time-invariant, which is a fundamental change.
The GMR policy in Eq. (1) can be rewritten in the form of Eq. (5), and we identify G xt and θ to be the following (shown here for the 2-dimensional case):
At this point we see that the parameters that are learned (i.e the components of θ) are the parameters of the matrices A k and vectors b k as defined in Eq. (2). As the terms µ The control matrix G xt contains the non-linear features of the policy. The features consist of the Gaussian basis functions multiplied by the input variables. The Gaussian basis functions are positioned in the input space during policy initialization through LfD (refer to Section 3.1).
It should be noted that for the parameterization given above (Equations 8 to 11) f (x t ) is set to zero in Eq. (5). Another possible parametrization is
where A 
between the original parameters and the current parameters. Under this parametrization, the original GMR is seen as the system's passive dynamics, and the control is the modification to the original GMR. G xt remains unchanged.
With the parameterization in Eq. (11), the policy search algorithm will try to keep the norm of the parameters small. In contrast, with the parameterization given by Eq. (13), the control cost will tend to keep the parameters relatively close to their initial values learned from demonstration. The most appropriate choice may depend on the task, but Eq. (13) appears as the most natural choice for most cases and is used in the remainder of this paper.
The derivation of the update rule for PI 2 with the GMR parameterized policy follows closely the original derivation of the update rule for PI 2 with the DMP parameterized policy as described in [14] up to the calculation of the optimal control (denoted u * ti in [14] ). After obtaining the optimal control, a parameter update δθ ti can be computed for each time step. To get a single update vector δθ, a time averaging method can then be used as proposed in the original PI 2 algorithm (see [14] ). Alternatively, one can consider only the first parameter update (δθ = δθ t1 ), as proposed in the PI BB algorithm (see [15] ). We chose the latter as it avoids projection of the exploration noise on the range space of the control matrix, which is not suitable in the GMR representation (as shown later in Figure 3 ). The complete procedure is described in algorithm 1.
Simulation experiments
To illustrate the performance of the algorithm, we present two simulation experiments.
In the first experiment we apply the algorithm to the task of reaching a goal x goal from an initial state while traveling through a set of via-points x via l , l = 1 . . . N V P . The via points are distributed along the general motions demonstrated earlier, with the goal at the end. The policy is initialized with the GMR previously learned from demonstration. This can be seen as refining an imperfectly demonstrated motion for a specific performance criterion. Details of this simulation experiment can be found in Appendix A.1. Figure 2 shows the final policies and resulting trajectories that are obtained after applying the RL procedure. It can be seen that the policies are adapted so that the trajectories pass through the via-points. The learning curves show how the different component of the cost evolve along the iterations. There is a fast initial decrease in the via-point cost, while the acceleration cost increases slowly. The final cost results from a trade-off of those two components. As for the control cost, it only plays a regularization role.
Algorithm 1 PI
2 for GMR parameterized policy 1: Given -a set of demonstration trajectories Demos -the covariance Σ of the exploration noise -a cost function composed of:
-a quadratic control cost specified by the control matrix R -a transition function f (x) (= 0 or given by equ. 12) 2: procedure Initialize(Demos) 3:
end for 7:
8: end procedure 9: procedure Policy search(θ, Cost function) 10:
while Cost has not converged do 11:
12:
for r ← 1, Nr do 13:
14: Sample trajectory 15:
16:
17:
18:
20:
for r ← 1, Nr do 21: We also show that, as discussed previously in part 3.2, the PI BB way of computing the update term is more suitable to our parameterized policy than the PI 2 way, yielding significantly lower final costs as seen in Figure  3 .
In the second simulation experiment, we illustrate one advantage we gain in using time-invariant dynamical systems as parameterized policies : the ability to learn different behaviors for different parts of the state space.
This time, the policy is evaluated for two different initial states of the system. At each roll-out, there are thus two different trajectories. The two trajectories are evaluated with the same cost function, and the costs are added to obtain the cost of the roll-out. Details of this simulation experiment can be found in Appendix A.2. Boxplots comparing the cost at the final iteration over 20 runs when using the the PI 2 or PI BB ways of computing the update term in the N-shape and P-shape simulation scenarios. The PI BB way is more suitable to the time-invariant DS parameterization of the policy.
Initially, the system behaves similarly in the left and right parts of the state space because it has received similar (but mirrored) demonstrations in both parts to build the initial policy. Through reinforcement learning, the policy is updated and specific behaviors appear for the left and right parts of the state space to fit the specific via-points layout, as seen in Figure 4 . The timeinvariant DS parameterization of the policy is key to enable this behavior. Fig. 4 Simulation experiment with two different starting states (back squares). The goal state is at the center (0,0) and there are two sets of via-points (black circles with x or + crosses) in the right and left parts of the state space that have a different arrangement. Starting form an initial policy that yields two similar initial trajectories (orange), the RL procedure refines it and adapts the behavior so that the trajectories pass through the via-points. The final policy (blue stream lines) displays very different trajectories in the right and left parts of the state space, illustrating the advantage of having a policy parameterization that enables state dependent behavior.
Shaping the exploration noise
Exploration is a critical factor of RL, which can have just as much impact on the performance of the algorithm as the update procedure. Different tasks may require different exploration strategies and sometimes task knowledge can be used to focus the exploration on promising parts of the policy space. In this section we describe two different exploration strategies adapted to our parameterization.
Homogeneous exploration in task space
The tuning of the exploration noise is critical to obtain good performance in RL. When too low, the exploration will not be sufficient and the improvement will be very slow and may stop prematurely in a local minimum. When too high, there is a high chance that the sampled policies will perform poorly because they are too far from the region of interest. In addition, the relative exploration noise applied to each different parameter can also be important. In order to define a suitable exploration noise for our parameterized policy, we analyze the effect of the exploration noise in the task space (i.e. the perturbation on the reference velocity).
For simplicity we consider a region where only a single Gaussian basis function k is active. In these conditions the noise v 
As the noise 
Thus the velocity noise vector is a random Gaussian vector. If we do not have prior knowledge of the task, we generally would like the variance of the velocity noise vector to be isotropic so that all dimensions are explored equally, and also state invariant so that all parts of the trajectory can be equally perturbed. Isotropy can be achieve by choosing σ
A way of partially achieving state invariance is to tune the variance of the noise for each Gaussian basis function such that it compensates for the state dependency. This can be done by choosing σ
2 , where µ k d is the mean of the kth Gaussian basis function in the dth input dimension. This way the state dependency of the variance of the velocity noise is exactly canceled at the center of the Gaussian basis functions and partially compensated elsewhere in the vicinity of the basis functions.
The mean norm of the velocity noise vector is a relevant parameter for specifying the exploration noise. With our choices so far and for the 2-dimensional case 1 , the norm of the velocity noise vector follows a Rayleigh distribution and its mean is µ v =σ 
With all the choices explained in this sub-section, we obtain the following rules for tuning the noise for the 2-dimensional case:
1 for the 3-dimensional case, the norm follows a MaxwellBoltzmann distribution with mean µv = 2σ Although those rules are derived for the simplified case where only one Gaussian basis function is active, they also give reasonable results in locations in the state space where several basis functions affect the control. Figure 5 compares the mean value of the velocity noise vector for the different parts of the state space when using a uniform variance for the noise on each parameter and when using the method described in this subsection. In the case of uniform noise on the parameters, we can see how the velocity noise grows with the distance to the origin (0;0), with some additional patterns caused by the mixture of the Gaussian basis functions. This growth is undesirable. When using the proposed tuning method, the velocity noise is controlled in the vicinity of each Gaussian basis function, and remains within 50% of the desired value in the area visited by the trajectory. 
Stable exploration
Using a DS encoded by a GMR as a reference trajectory allows to represent a large variety of trajectories. However, without parameter constraints the result is generally an unstable model with diverging trajectories. This can impact the learning as many roll-outs can leave the area of interest and hence provide little or no relevant information. In [7] , a set of constraints that ensure a stable model were presented. Here we give a brief review of these constraints and propose a sampling method that ensures that a stable model remains stable during RL.
Recalling that a GMR encodes a dynamical system as a mixture of linear systems of the form:
the SEDS conditions [7] are expressed as follows:
where x goal is the goal state and N G is the number of Gaussian basis functions used for the GMR.
In order to make sure that each iteration of the RL algorithm preserves the SEDS conditions, we will shape the exploration noise applied to the A k matrix ( ) so that the SEDS conditions are preserved for each roll-out r:
where the vector Note that
is the symmetric part of the matrix A k , that can be written in terms of its symmetric part and antisymmetric part as:
The second SEDS condition only constraints the symmetric part of k,r A , and therefore the antisymmetric part, which we call k,r anti , can be built from a random Gaussian noise vector with desired variance.
The symmetric part of
A , which we call k,r sym , must be built such that the symmetric part of A k,r remains negative definite. Constraining k,r sym to be negative definite would be sufficient but is overly restrictive, as it would only allow A k to grow in magnitude. It can be shown that for a negative definite matrix N and a symmetric (not necessarily definite) matrix S, one can always find small enough η > 0 such that N + ηS remains negative definite. We use this fact to build k,r sym by generating a symmetric matrix S k,r from a Gaussian noise vector with desired variance, and checking the negative definiteness of
for η decreasing from 1 to 0 until check is passed. The exploration noise applied to A k is then:
The exploration noise applied to b k is imposed by the first SEDS condition:
Having built the exploration noise such that the policy of each roll-out satisfies the SEDS conditions, we now show that the update process (lines 9 to 26 of algorithm 1) preserves those conditions. The update vector δθ is a weighted sum of the exploration noise of the different roll-outs. If we remap this vector to A k and b k (reversing lines 4 to 7 of algorithm 1), and considering lines 23 and 25 of algorithm 1, we can write:
and we need b It can be shown that this is the case:
The second equality of Eq. 28 holds because P (r) is normalized (i.e. Nr r=1 P (r) = 1), and the negative definiteness comes from the fact that A k + k,r A is negative definite by construction and that a convex combination of negative definite matrices is negative definite as well.
Simulation results for stable exploration
We illustrate the functioning of our algorithm in combination with the sampling method proposed in subsection 4.2 with a 2-dimensional constrained reaching task. In this task, the agent starts in a given position and has to reach the goal within a given time (15sec, ∆t = 0.1, N t = 150) and with the shortest possible path. The goal is in a box and the agent needs to take a detour to reach it, as illustrated in Figure 6 . If the agent collides with the box, its motion is stopped until the end of the task.
A few sub-optimal demonstration trajectories are given that span an area containing the starting position. An initial SEDS policy is learned from those demonstrations using the SEDS algorithm. This initial policy is then used as a starting point for the reinforcement learning algorithm. Details of this simulation experiment can be found in Appendix B.
The policy and trajectory resulting form the reinforcement learning and the learning curve along the iterations is shown in Figure 7 . It can be seen that the reinforcement learning procedure is capable of reducing the length of the trajectory significantly after 100 roll-outs already (which means 10 updates). The cost continues decreasing slowly until about 400 roll-outs. Figure 8 shows that the presented noise shaping method increases the efficiency of the learning for this task. The learning curve with and without the SEDS constraints are compared and it appears clearly that the cost decreases faster and lower with the SEDS constraints. Our interpretation is that enforcing the stability of the trajectory at every roll-out is particularly helpful in this task where the shape of the trajectory is restricted. Without the SEDS constraints, to many roll-outs are lost with poor performance because of collisions with the box. Fig. 8 The learning curves (medium values on 20 runs) for the constrained reaching scenario with (blue plain) and without (red dashed) the SEDS constraints on the exploration noise, which insure stability of the trajectory at each roll-out.
Summary on exploration noise shaping
We introduced two different exploration noise shaping methods tailored to our policy parameterization. The aim of these two methods is to obtain two exploration strategies that are suitable for different situations.
The first method promotes the isotropy and state independence of the velocity noise vector, which is the perturbation on the velocity resulting from the noise on the parameters of the policy. This method lets the user specify the desired norm of the velocity noise vector as unique parameter. It is appropriate when there is no prior knowledge on the task, to make sure that each dimension is equally explored. We used this method for the simulation experiments presented in section 3.3.
It should be noted that a directional bias in the velocity noise vector could be introduced following a similar approach with a different constraint regarding isotropy if knowledge about the task should motivate such choice.
The second method insures stability of the trajectory for every roll-out by shaping the exploration noise such that it satisfies the constraints of SEDS. This method is appropriate when the system should never depart from a given region of the state space. This can be useful when experimenting on real hardware systems which have strict limitations regarding their state. It can also help focus the exploration on a region of the state space which is thought to be promising. However the constraints on the noise can slow down the learning and prevent some regions of the parameter space from being explored, so the method is not always suitable.
Learning the Stiffness Profile
So far we have considered only learning of a task model using a time-invariant DS representation. In order to actually execute a task on the robot we need a controller that makes the robot move according to our DS, and learn the additional parameters that this controller introduces.
Using DS as a Trajectory Generator
The input to the learned model is position and the output is velocity. As we perform a task that requires physical contact, we use an impedance control framework that uses the DS as reference trajectory. This allows us to regulate the physical interaction dynamics via the specification of impedance parameters, which may vary during task execution. Impedance control requires a reference position, which we obtain by integrating the output from our DS. It should be pointed out that in doing so, our controller is no longer time-invariant and we hence loose some of its robustness properties to perturbations on the robot structure. Robustness w.r.t perturbations of the reference frame of the DS is still guaranteed, which can be exploited e.g. to converge to a moving target point, see [7] .
While integration of the DS removes the possibility of responding to physical perturbations of the robot arm, we compensated for this by allowing a variable stiffness profile, which allows tuning the way the robot responds to external forces during the task. In the next section we detail how the robot learns this varying stiffness profile in addition to its DS model.
It should be noted that our architecture is one possibility on how to use a time-invariant DS model at task execution time. We recently proposed an alternative architecture [45] , which gets rid of the stiffness term completely and is solely based on velocity feedback control. The approach taken in this paper has the advantage of adhering more strictly to the well known impedance control framework, and can be implemented on any platform supporting the same. The controller in [45] requires a torque control interface, but can be a better choice in situations were interaction with the environment is prone to destabilizing the system. Hence, which one to use depends on the application, and is covered in greater detail in [45] .
Variable impedance control architecture
We consider here the full system composed of:
1. The system that needs to track the trajectory (here a simple point mass with some damping):
where x ti is the position, v ti the velocity and a ti the acceleration of the point mass at time t i . The command u ti comes from the controller. 2. The reference trajectory :
obtained by discrete integration of the reference velocity v ref t , which comes from the GMR parameterized policy (see Equations 1 to 4). 3. The impedance controller :
where S ti and D ti are respectively the stiffness and damping matrices at time t i .
In variable impedance control, the stiffness matrix S and damping matrix D are variable matrices. The sequence of values that the stiffness and damping matrix take along the trajectory is what we call the stiffness and damping profiles.
In our architecture, we use a time-invariant DS to model the stiffness profile, just as we do for the reference trajectory. The stiffness matrix is thus a state dependent matrix.
We choose to use a diagonal stiffness matrix S = diag(s) to reduce the number of parameters to be learned. We also choose to directly compute the damping matrix from the stiffness as D = diag(2 √ sm) to keep the system critically damped.
The RL formulation
We now show how the stiffness profile for the impedance controller can be learned through Reinforcement Learning at the same time as the reference trajectory.
Our GMR parameterization of the policy allows us to integrate the stiffness parameter s as an additional output of the policy. This is done by extending our GMM to represent the joint probability p(x ref , v ref , s) of the position, velocity and stiffness for our set of demonstrations. Stiffness data for demonstrations of the task can be obtained for example by using the method presented in [17] . In the case where no stiffness data is available, it is possible to set the stiffness of the demonstrations to a default uniform value in order to initialize the stiffness to this value. Just like the desired velocity, the stiffness is queried at every time step using the GMR given the current reference position:
When the stiffness profile is integrated to the GMR, the matrix G from Eq. 8 is augmented for each kernel by Dim stif f raws and by Dim stif f · (Dim in + 1) columns, where Dim in is the number of dimensions of the input to the GMR and Dim stif f is the number of dimensions of the stiffness. Note that the dimension of the stiffness and of the trajectory can be different if several dimensions of the trajectory use the same stiffness. The parameter vector θ from Eq. 10 is augmented for each kernel by Dim stif f · (Dim in + 1). More details can be found in Appendix C.1.
As explained in [16] , learning the parameters of a controller (here the stiffness parameter vector s) using PI 2 can be justified by considering that these parameters are variables that are also governed by ODEs with very small time constants. More details can be found in Appendix C.2.
Exploration noise is applied to the parameters that act on the stiffness profile the same way as for the other parameters of the policy, meaning that fixed noise terms are drawn from a Gaussian distribution for each rollout. The variance of the noise for each parameter is hand tuned.
Simulation results
Two simulation experiments have been carried out to test the performance of the algorithm.
In the first experiment, the task is to learn a motion in a divergent force field 2 . The trajectory has to pass through some via-points while the stiffness has to be maintained as low as possible. This represents the fact that we want to keep the system as compliant as possible for safety reasons. The initial stiffness profile is at a constant level of s 0 = [20 20 ] T , which is quite high given the force level. The successful completion of the task requires a refining of the reference trajectory together with the tuning of the stiffness to a minimal level that still ensures stable tracking. It is thus a good test scenario for the simultaneous learning of the reference trajectory and stiffness profile. Details of the simulation can be found in Appendix C.3. Figure 9 shows the trajectory resulting from the initial policy learned from demonstration. The reference trajectory does not exactly follow the nominal trajectory and the actual trajectory is thus disturbed by the force field despite the initial high stiffness. Note that the trajectory starts a little bit off the nominal zero perturbation force path to increase the challenge. Figure 10 shows the trajectories resulting from the final policies after 100 RL iterations (using 10 roll-outs each) for 20 runs of the experiment. The maps of the mean state dependent stiffness learned through RL are shown, as well as the actual mean stiffness followed during the trajectories. It can be seen that despite the decrease in stiffness that happened during the RL, most of the trajectories pass more accurately through the viapoints than with the initial policy. Both components of the variable impedance control have thus been successfully learned simultaneously. Figure 11 shows the mean learning curve for the 20 runs of the experiment. It can be seen that both the cost related to the stiffness and the cost related to the accuracy of passing through the via-points decreases significantly.
In the second experiment, the task is again to pass through the same set of via-points with a penalty for high stiffness as in the first experiment (cost function can be found in Appendix C.3), but the disturbance force is different. Here the disturbance force has a constant value f = [0 10]
T but is only present in the half plane x 1 > −5. Moreover, the disturbance force is only present in 50% of the executions of the task. The rest of the time, there is no disturbance at all. The goal is to learn a policy that yields the lowest cost on average.
In this setting, the stiffness needs to be increased in the part of the state space where the disturbance might be present, because the initial stiffness is not always present, the disturbance cannot be countered simply by shifting the reference trajectory. The stiffness also needs to be decreased in the part of the state space where no disturbance is expected, as there is a penalty for high stiffness.
In order to learn efficiently in these conditions, we need to modify slightly the learning protocol. Each new policy is evaluated against each situation (with and without disturbance), and the cost of the roll-out is the average of the two trials. This method allows to disambiguate between the role of the reference trajectory and the stiffness.
Note that as every roll-out sees each situation, the system remains deterministic, with the only stochasticity being the exploration noise. Having the two trials with and without disturbance can be seen as equivalent to increasing the the number of states of the system to represent two trajectories simultaneously. Figure 12 shows the initial trajectories generated by the initial policy with and without the disturbance force. The reference trajectory learned from demonstrations is already close to the via-points. Without the disturbance force, the actual trajectory tracks the reference accurately. However when the disturbance force is present, the actual trajectory is deviated far away from the two last via-points. Second experiment: initial reference trajectory (red) and actual trajectories (blue) with and without disturbance, starting from the blue square. The actual trajectory without disturbance tracks almost perfectly the reference trajectory (and is thus virtually invisible in the graph), while the disturbed actual trajectory is deviated far from the two last via-points. Figure 13 shows a typical examples of the trajectories (with and without perturbation) resulting from the final policy after 100 RL iterations. The maps of the mean state depended stiffness learned through RL are shown, as well as the actual mean stiffness followed during the trajectories. It can be seen that the reference trajectory has been slightly modified to pass more precisely through the via-points. The perturbed trajectory is also less deviated than initially. This can be explained by the fact that in the final policy, the stiffness in the x 2 dimension has increased a lot in the second part of the trajectory where the perturbation can occur. On the contrary it has decreased in the initial part of the trajectory, and it has decreased everywhere it the x 1 dimension. Figure 14a shows the mean learning curve over 20 runs of the experiment. The learning curve exhibits a fast decrease in the via-point cost in the initial iterations, while the stiffness cost increases slightly. After that, the via-point decreases at a slower rate, but the stiffness cost starts decreasing slowly as well. These two It is interesting to compare the learning potential of a system with one single stiffness parameter (isotropic stiffness) to a system with one stiffness parameter per dimension (diagonal stiffness, as considered so far). Figure 14b presents a boxplot comparison of the final total cost for the two systems. It can be seen that the system with different stiffness parameters for each dimension performs significantly better. We can conclude that the learning algorithm is able to leverage the greater flexibility of the more complex model.
Experimental results
A hardware experiment was designed to validate the proposed algorithm with simultaneous learning of the reference trajectory and of the stiffness profile. The results are presented and analyzed in this section.
The hardware experiment is carried on a KUKA LWR robot. It is a 7-DOF robotic arm. The test scenario consists of the task of shoveling gravel from a large box. It is a planar task involving only two positional variables and one angle variable in the Cartesian reference frame, as depicted on Figure 15 . A shovel instrumented with a 6 axis force/torque sensor is held firmly by a BarrettHand mounted at the end of the LWR.
The objective of the task is to get as much gravel as possible on the shovel within a given time (15 seconds), while avoiding high interaction forces with the environment and while remaining as compliant as possible. This objective is representative of situations where a certain task must be carried out as efficiently as possible while taking into account safety constraints. Additional penalties are given for high accelerations during the task and for not reaching a given goal at the end of the trajectory. These penalties do not represent the primary goal of the task but are necessary to prevent impractical behaviors (e.g. excessive contact forces) from occurring. The cost function for this task is given by the following terminal cost Φ r , immediate cost q ti,r and control cost matrix R that define the cost function according to Eq. 6:
q ti,r = 10 −6 ||F ti || 2 + 5 · 10 −7 ||s ti || + 10 −4 ||ξ ti,r −ξ ti−1,r || 2 ,
where
T is a vector containing the Cartesian position and angle of the end effector of the robot in the task plane measured at time t i , f W eightGravel is the force measured at the end of the trajectory along the negative x 2 axis, andF ti is the force vector measured at time t i . The latter is corrected so that forces due to the weight of the gravel are removed.
The control architecture is similar to the one described in Section 5 but the controlled system is now the robotic arm. The robot is gravity compensated and is controlled with a Cartesian impedance controller that takes as input the desired Cartesian position x and angle φ in the task plan, as well as scalar stiffness parameter s. The position and orientation outside the task plane are fixed. The same stiffness is used for all axis, with a scaling factor of 10 for the orientation stiffness.
The inputs to the Cartesian impedance controller come from the parameterized policy. The stiffness is directly output by the GMR while the desired position 
Note that here the GMR takes as input only the position and not the angle. This choice reduces the number of parameters to be learned by reducing the number of inputs, while still offering enough flexibility to learn the task. The learning is done as follows. An initial policy was learned with a GMM with four components (N G = 4 in Eq. (1)) from a batch of five demonstrations of the task. The demonstrations were given by a human backdriving the robot and shoveling some soil. The initial stiffness profile is set to a uniform value s 0 . The initial policy is most probably sub-optimal as the demonstrations were given in another material (soil vs. gravel) and because the stiffness profile was chosen to a constant default value. The RL algorithm was applied for ten iterations using eight rollouts each, with the nominal policy from the previous iteration used as one of the rollouts 3 . The homogeneous exploration scheme from subsection 4.1 was used to generate the exploration noise in this experiment. Two experiments were performed with different values for the initial uniform stiffness s 0 . The learning curves of the experiments are shown in Figure 16 . In the first experiment, the initial stiffness is set to a low value (s 0 = 150 N/m) which results in small interaction forces but poor ability to penetrate the gravel. This can be seen by the individual cost terms for collected gravel and interaction force in Fig. 16 , left. During the first updates of the policy, the mean of the stiffness increases, as can be seen from the increase in the associated penalty. This results in a better penetration and in more gravel being shoveled. The interaction forces do not really increase, suggesting that the trajectory is also modified and becomes more adapted to the task.
In the second experiment, the initial stiffness is set to a high value (s 0 = 400 N/m) which allows the robot to follow the reference trajectory accurately and to shovel a large payload of gravel in the initial rollouts. However, the large interaction forces during the shoveling and the high stiffness of the robot cause large penalties. During the first update of the policy, the mean of the stiffness decreases and so do the interaction forces. However, the quantity of gravel shoveled decreases. But after the mean stiffness stabilizes halfway through the learning process, the quantity of gravel shoveled improves again, suggesting that in the second half the trajectory and stiffness profile are fine tuned and become more efficient. The effectiveness of the proposed algorithm is demonstrated by comparing the cost of the policies refined by reinforcement learning with the cost of the policies learned only form the demonstration set and with a constant stiffness value. Figure 17 shows the average total cost of policies which are all learned from the same set of demonstrations (same resulting reference trajectories) but have a different initial uniform stiffness s 0 . It can be seen that the lowest cost occurs for uniform stiffness between 200 and 350 N/m. However the cost is still larger for any value of s 0 than the cost obtained with the policies refined by our algorithm. This shows that it is useful to have a variable stiffness and to adapt the trajectory simultaneously, and that our algorithm can achieve this efficiently.
Conclusion and Future Work
In this paper we have shown how a variation of the PI 2 policy search RL algorithm can be applied to timeinvariant parameterized policies representing non-linear time-invariant DS using GMR. We have formulated constraints on the exploration noise that enable the algorithm to be used with SEDS parameterized policies as well, providing globally asymptotically stable policies. We further extended our parameterized policy so that it can represent a state-dependent stiffness profile in addition to the reference trajectory, which allows to use the learned policies in a variable impedance control architecture. We demonstrated our approach in set of simulated tasks as well as on a challenging digging task.
The most important contributions of this paper are 1) combining the advantages of time-invariant motion representation and PI 2 reinforcement learning (Section 3), 2) development of exploration techniques that can facilitate learning and crucially ensure stable exploration (Section 4) and 3) simultaneous learning of DS and state-dependent varying stiffness model. This work brings LfD and RL together by using demonstrations of the task to build an initial trajectory. This procedure provides us, in addition to initial values for the learned parameters, with non-linear features for the parameterized policy that are relevant to the task at hand.
Our time-invariant motion representation is best suited for manipulation tasks usually with D < 7, but it also generalizes to higher dimension spaces if necessary [12, 7] . Of course, as more degrees of freedom are considered, the number of parameters to be adapted by RL increases, usually with a negative impact on rate of convergence. That said, PI 2 has been demonstrated to work well even with a large number of parameters [14] .
When using a time-invariant DS model for describing a robot task one has to make a choice at task execution time on how to convert the output from the DS into control commands for the robot. In this work, we followed our previous approach from [17] and integrated a trajectory from a given starting point. That trajectory was then used with an impedance controller with a learned, varying stiffness profile. This means that physical perturbations of the robot will not affect the nominal trajectory during task execution. Instead, we allow the robot to deal appropriately with physical perturbations via the stiffness design, which was given by a the teacher in [17] and learned autonomously in this paper.
In order to apply PI 2 to our time-invariant DS formulation, it was necessary to freeze the non-linear features (locations of Gaussians in position space) during policy improvement. This has the drawback that we must rely on receiving relatively good demonstrations in order for the Gaussian basis functions to be placed in locations that are relevant to the task. Naturally, the ability to improve the policy is limited by not being able to recruit expressive power in parts of the input domain that were not seen in the demonstrations. Hence, in order for RL to introduce more significant changes to the motion, it may be required to add new Gaussians in the relevant part of the task space. We consider this the natural direction for future work on this topic.
There is also interesting further work to be done on the topic of exploration. This paper introduced two methods that shape the exploration noise for specific exploration strategies. We think that these methods can be further improved by using the data from the demonstration to tune the exploration noise. Furthermore, recent approaches of PI 2 have shown that there are benefits to modifying the exploration noise during the learning by updating its covariance matrix [15] , [46] . Bringing the benefits of these these methods and our methods together is also a interesting direction for improvement.
We would like to add a final remark about some intrinsic limitations of PI 2 that have an influence on the capabilities of the proposed approach. One limitation is that PI 2 assumes that there is no noise in the system apart from the exploration noise. This means that perturbations encountered during the sampled trajectories have a negative effect on the learning and cannot be taken into account to improve the policy. The second limitation is that PI 2 was initially designed to learn trajectories from one specific initial state. Using it to learn trajectories from multiple initial states increases the number of required roll-outs. With these limitations, the learning of policies that generalize well on large areas of the state space remains challenging. Recent developments in the field of path integrals might bring solutions to improve our method further. One work of particular interest is [47] , which presents an approach that leverages the perturbations experiences during trials to learn a robust policy with state feedback.
A Additional details for section 3

A.1 Details of the first simulation experiment
The first simulation experiment is performed with Nr = 10 and 50 learning iterations. The variance of the exploration noise Σ is set to obtain a mean norm of 0.1 for the velocity noise vector (see 4.1).
The cost is composed of the following components: 
At each time step, the immediate cost penalizes the acceleration to promote smoother trajectories. The final cost is the sum of the squared minimum distance to each via-point along the trajectory, plus the squared distance to the goal at the final time step. Unlike the via-points, the goal has to be reached at a specific time, i.e. at the end of the trajectory. On top of that there is the control cost 4 that penalizes for the size of the change from the initial parameter vector (θ * = θ − θ 0 ), through the control cost matrix R. It is rather low and serves here more as a regularization term that can prevent the parameter vector from becoming very large.
A.2 Details of the second simulation experiment
The second simulation experiment is performed with Nr = 20 and 200 learning iterations. The variance of the exploration noise Σ is set to obtain a mean norm of 0.1 for the velocity noise vector (see 4.1).
The cost function is similar to the cost functions of the first experiment. The only difference is that for the "viapoints" cost term, two sets of via-points are distinguished, one in the right-half plane and on in the left half-plane of the state space. The "via-points" cost that is applied is the minimum between the cost relative to each set. This means that the trajectory only has to pass through one of the sets of viapoints. The cost function is thus composed of the following components: 
where index b is for the via-points set.
B Additional details for section 4
The cost function for for the constrained reaching task is given by the following terminal cost Φr, immediate cost qt i ,r and control cost matrix R: 
Penalizing the norm of the velocity of each time step is equivalent to penalizing the length of the trajectory. The subtractive term is there to remove the minimal possible path length, which is 8.815, from the total cost. The norm of the acceleration is penalized to promote smooth trajectories.
C Additional details for section 5
C.1 Augmented control matrix and parameter vector
Here is an example of the form that takes the matrix G and parameter vector θ when extended with the stiffness profile.
The divergent force field increases linearly with the distance to the nominal path. It is modeled by the following equation : 
