the most ubiquitous findings in episodic memory tasks. In contrast, there are only two demonstrations of such functions in tasks thought to tap semantic memory. Here, we provide a third demonstration, showing that free recall of the prime ministers of Canada also results in a serial position function. SIMPLE, a local distinctiveness model of memory that was designed to account for serial position effects in episodic memory, fit the data. According to SIMPLE, serial position functions observed in episodic and semantic memory all reflect the relative distinctiveness principle (Surprenant & Neath, 2009 ): items will be well remembered to the extent that they are more distinct than competing items at the time of retrieval.
One ubiquitous finding in episodic memory tasks is the serial position function.
Recent items are well remembered (the recency effect), the first few items are also well remembered (the primacy effect), but mid-list items are less well recalled. Such serial position functions are readily observable over timescales ranging from milliseconds to minutes (Bjork & Whitten, 1974) to days and weeks (Glenberg, Bradley, Kraus, & Renzaglia, 1983) to months (Huttenlocher, Hedges, & Prohaska, 1992) and even to years (Sehulster, 1989) . While such functions are less commonly observed in memory tasks thought to tap semantic memory, there are two such reports, one involving recall of US presidents (Roediger & Crowder, 1976) and the other verses of well-known hymns (Maylor, 2002) . In this paper, we report a third example of a serial position function from semantic memory, free recall of Canadian prime ministers.
We then test whether a general explanation of serial position functions that applies to both episodic and semantic memory systems fits these new data. To the extent that the model fits, it offers further evidence for the view that there exist common memory principles that apply regardless of the hypothetical underlying memory system (Surprenant & Neath, 2009) . Roediger and Crowder (1976) reported a standard-looking serial position function when students were asked to recall the presidents of the United States. 1 There was a substantial primacy effect, a pronounced recency effect, and quite poor recall of middle presidents with the exception of Lincoln. This latter finding was likened to a von Restorff or isolation effect. Similar results were reported by Crowder (1993) , who updated the results to include Carter and Reagan. Of interest, those presidents in the recency portion of the list in 1976 (e.g., Nixon and Ford) were less well recalled in 1993 than those presidents who replaced them in that part of the list (e.g., Reagan and Bush). Healy and colleagues (Healy, Havas, & Parker, 2000; Healy & Parker, 2001) have replicated this result when including Clinton.
Serial Position Functions in Semantic Memory
The second demonstration of a serial position function in semantic memory was reported by Maylor (2002) . She presented churchgoers with six verses of well-known hymns in random order and asked them to re-arrange the verses to reflect the correct order. Importantly, she had a control group of subjects who were unfamiliar with the hymns. Whether one looked at just the proportion correct of the churchgoers or the proportion correct adjusted for level of performance of the non-churchgoers, there was a primacy effect, a recency effect, and the mid-list items were poorly recalled. SIMPLE SIMPLE (Scale Independent Memory, Perception, and Learning) is a relative distinctiveness model of memory that was originally designed to explain serial position effects in episodic memory tasks (G. D. A. Brown, Neath, & Chater, 2007) but it has also been fit to both the presidential data (Neath, 2010) and the hymn data . In SIMPLE, items are represented as points in multidimensional space; the particular dimensions used depend on the task. At the heart of the model is the similarity between representations. The similarity between two memory representations i and j, η i,j , with values M i and M j on a psychological dimension, is given by Equation 1:
As in many models, it is assumed that similarity falls off as a decreasing function of the distance between two representations (e.g., Shepard, 1987) . The main free parameter in SIMPLE is c: With higher values of c, distant items become less similar and thus have less influence.
The probability of producing the response associated with item i, R i , when given the cue for stimulus j, C j , is given by Equation 2, in which n is the number of items in the set:
For serial recall, a response is scored as correct only if recalled in the correct order. For free recall, any list item produced as a response to a cue is scored as correct.
To fit the data from Maylor (2002) , only one dimension corresponding to ordering the 6 verses from 1 to 6 was needed (see Neath & Brown, 2006, for details) .
With c = 2.28, the model produced a reasonable fit to the data (r 2 = 0.849). A better fit (r 2 = 0.980) was obtained when the first verse was made relatively more distinct than the middle verses, corresponding to the idea that the first verse might be more familiar. Neath and Brown (p. 220) acknowledged that this adjustment may appear post hoc, but they suggested that in many situations, it should be possible to obtain independently derived measures corresponding to item distinctiveness.
To fit the presidential data from Crowder (1993) , such independently derived measures were used. Neath (2010) used a two-dimensional version of the model. The first dimension was again position, reflecting the ordinal position of the president's term in office. The second dimension corresponded to item distinctiveness, taking into account that some presidents (e.g., Lincoln) are more well-known than others (e.g., Taylor). The values used were the number of results returned by a search using Google, on the assumption that the number of different web pages on which a president's name appears is related to the amount known about each president and that president's importance. It was acknowledged that while this measure may serve as a proxy, it is nonetheless an oversimplification of how information about presidents might be represented (e.g., N. R. Brown, 1990 ; N. R. Brown & Siegler, 1991) .
When using two or more dimensions in SIMPLE, each dimension is weighted such that the sum of the weights is constrained to be 1 (e.g., Surprenant, Neath, & Brown, 2006) . Equation 1 thus becomes:
where O refers to the order dimension, W O is the weight on the order dimension, G is the dimension using Google hits, and W G is the weight on the Google dimension. The
The only other difference between fitting the data of Maylor (2002) and that of Crowder (1993) concerns omissions. With a reconstruction of order task, there are no omissions, but with a recall task, people frequently omit responses. Omissions in SIMPLE are implemented using a sigmoid function to increase recall probabilities that are already high and reduce recall probabilities for items with low recall probabilities (see G. D. A. Brown et al., 2007 , for a discussion). Equation 4 shows the implementation, which calculates output probability, P o , based on the estimated recall probability, P, from equation 2:
Parameter t is the threshold and parameter s is the slope of the transforming function. For example, if t is set to 0.8 and s is very large, the equation approximates a system that recalls all items with relative values greater than 0.8, and omits all items with values less than 0.8. As s becomes smaller, the transition from low to high recall probabilities becomes more gradual.
With c = 5.685, s = 13.429, t = 0.337, and W P = 0.730, the model produced a good fit to Crowder's (1993) data (r 2 = 0.913). Importantly, the fit of the model was more highly correlated with the data than was the raw Google data (r = 0.956 and 0.632, respectively). SIMPLE also fit the data of Healy et al. (2000) : With c = 5.235, s = 13.195, t = 0.288, and W P = 0.454, r 2 = 0.960.
For both the hymn and presidential data, SIMPLE offers the same explanation as for serial position functions observed in short-and long-term episodic memory (see : items that are more distinct at the time of retrieval are more likely to be recalled than items that are less distinct. For the hymn data, the verses differ primarily in terms of their order (with the likely exception of the first verse), whereas for the presidential data, the presidents differ in terms of both position and item distinctiveness.
Demonstration
The purpose of the current demonstration was three-fold. First, we wanted to see if a serial position function obtains with recall of yet another type of semantic information, Canadian prime ministers. One difference between US presidents and Canadian prime ministers is that recall of the latter is likely to be more variable due to the nature of the parliamentary system. For instance, neither the duration nor the number of terms is fixed; thus, prime ministers have served as little as 68 days or as long as 21 years 154 days. In addition, elections are not held at such regular intervals as for presidents.
Second, we wanted to assess a different test, free recall rather than serial recall or reconstruction of order. Third, we wanted to confirm that the utility of using Google page hits is not limited to just one set of stimuli.
Therefore, we asked Canadian university student volunteers enrolled in introductory psychology courses at the Université de Moncton to write down, in any order they liked, as many of the Canadian prime ministers as they could remember. After doing this, a discussion was held comparing their data with that of Crowder (1993) . 2 A slightly different procedure was used to fit SIMPLE to the prime ministerial data than was used for the presidential data. First, because Moncton is a French-language university, the French version of google.ca was used rather than google.com. The query was similar to that used for the presidents, except in French. Thus, for each prime minister, the query was the most common form of the person's name in quotes followed by premier ministre Canada (see the appendix). 3 The particular values used in the simulation were obtained on May 17, 2010.
The second change reflects the difference between serial recall and free recall.
Although both an order and an item dimension were included, the scoring within the model was different. For a serial recall task, an item has to be recalled in the correct position in order to be counted as correct. With free recall, the order does not matter.
Therefore, the probability of recalling a particular prime minister was the sum of the probabilities of recalling that person in any position. Figure 1 shows the recall of the students. As can be readily seen, free recall of the prime ministers of Canada results in a serial position function with primacy and recency effects, as well as von Restorff-like effects. This adds a third example of a serial position function in a semantic memory task. Because the three paradigms differ quite considerably -in type of stimuli, type of test, and list length -it is hard to discount all of them as somehow not proper serial position functions.
Results and Discussion
One difference between these data and those of the US presidents and the hymns concerns the level of recall of the first item: The first prime minister, John Macdonald, is not as well recalled as the first president, George Washington, or the first verse, relative 3 One exception to the form of the query was a change to eliminate results relating specifically to Sir John Abbott College in Montréal rather than the prime minister himself. Thus, the query for the prime minister was "sir john abbott" premier ministre canada -collège -cegep to the other items. One possible reason may be that the Canadian educational system emphasizes the first prime minister less than the US educational system emphasizes the first president or churches the first verse.
As Figure 1 also shows, SIMPLE fit the data quite well, particularly the many von Restorff-like effects. Importantly, the model correctly has recall of Martin lower than either his predecessor, Chrétien, or his successor, Harper. The only notable error is that the model predicted recall of Macdonald, the first prime minister, to be approximately twice as high as was observed. With c = 5.681, s = 10.372, t = 0.740, and W O = 0.000, and with Macdonald included, r 2 = 0.856, but with the same parameter values but Macdonald excluded, r 2 = 0.970.
One interesting test of the model is to see the weight selected for the order dimension. The two other examples of semantic serial position functions all incorporated some form of order information at test. Because the test here was free recall and there was no mention of order or position in the memory task, the value of W O should have been low and indeed, it was 0. This means all weight devolved to the item (or Google) dimension. While this does not prove that the model is correct, the opposite pattern would have suggested something fundamentally wrong with the model.
Proxy Measures of Knowledge
The demonstration confirms the utility of using something like the number of web pages returned in a web search as a proxy measure of knowledge or importance or item distinctiveness. The fundamental assumption is that the number of web pages reflect a combination of knowledge and significance of the subject, and this measure has proven useful in fitting recall of both the presidents of the United States and the prime ministers of Canada. One reason this measure may work so well is that there are few constraints on the creation of web pages: As there are numerous free web-hosting options, all that is required is sufficient time and motivation. Thus, famous, important, or controversial people are likely to feature prominently whereas obscure or relatively unimportant or uncontroversial people are less likely to inspire the creation of websites.
While the correlation between Google results and recall was high (r = 0.77), the measure is not without problems. The results found by Google can sometimes be quite volatile when the overall number of results are low. We note two instances in particular.
First, a search for "louis saint-laurent" premier ministre Canada on August 24, 2010, returned approximately half the number of results observed in May. Second, a search for "jean chrétien" premier ministre Canada in August returned more than double the results observed in May. While the cause of the latter change is readily understood (the additional results are attributable to extensive news coverage of Chrétien's recent brain surgery), the cause of the former change is not obvious.
Two other possible proxy measures were considered. Time in office might appear as a candidate, but it correlates quite poorly with recall, r = 0.25 (see Table 1 ). This measure suffers from three problems. The incumbent office holder is likely to be recalled perfectly even though time in office is almost always going to be quite low relative to past incumbents. Second, the longest serving prime minister, Mackenzie King, is recalled quite poorly (0.11) but served over 2,200 days (over 6 years) longer than any other prime minister. Third, one can encounter recent prime ministers such as Martin whose term was quite short but who are well recalled because they are recent. These three outliers are sufficient to reduce the correlation from 0.59 to 0.25 (see Figure 2 ). Time in office is even a worse predictor of recall of US presidents, with a correlation for Crowder's (1993) data of r = 0.18. Here, the reason is the almost bimodal distribution of durations, with most presidents serving either 1 term (1460 or 1461 days depending on whether there was a leap year) or 2 terms (2922 days). Time in office, then, is not generally a good predictor of recall, and does not work well when used as a dimension in SIMPLE.
A second proxy measure considered is the word count of the main article in Wikipedia. For the French articles on Canadian prime ministers, the correlation with recall was r = 0.62. For US presidents, the correlation with English articles and Crowder's (1993) data was r = 0.53. While the correlations are quite high, neither worked well when used as a dimension within SIMPLE. One reason may be that although anyone can edit a Wikipedia article, there are certain formats and constraints. 4 As an encyclopedia, Wikipedia's mission includes having articles on all leaders of Canada and the US regardless of their importance or significance, and each article includes standard sections such as biographical information, cabinet members, appointments, and career both before and after office. In addition, there are some short articles for well-recalled prime ministers (1865 words for Chrétien, proportion recalled = 0.94) and some length articles for poorly-recalled prime ministers (3662 words for Clark, proportion recalled = 0.05).
Finally, we examined order in office (ignoring repeat terms). The correlation was quite high (r = 0.62 for prime ministers and r = 0.42 for presidents), indeed quite a bit higher than duration of term. However, once again this dimension faired poorly when used as a dimension in SIMPLE. These correlations are high because they reflect the recency gradient, but order in office systematically ignores the high levels of recall of certain notable prime ministers and presidents, and completely ignores the primacy effect.
It should kept in mind that while Google results may serve as an appropriate proxy measure for knowledge for things like presidents and prime ministers, it may not be an appropriate proxy measure for all types of items; for example, it is likely that it would not work for the hymn data. This raises the larger issue of when should one expect a serial position function and what dimensions are likely to be important.
Serial Position Functions in Episodic and Semantic Memory
According to SIMPLE, serial positions arise when stimuli can be ordered along a dimension. In the typical episodic case, the dimension is relative time, but depending on the particular task, the dimension can vary, even including any number of perceptual dimensions (Neath, Brown, McCormack, Chater, & Freeman, 2006) . According to G. D.
A. Brown et al. (2007) , a number of factors are at work in these episodic cases, but two in particular stand out: (1) edge effects, the advantage of the first and last items in having no neighbors to one side; and (2) Weberian compression, the differential effects of a log transformation on items at different locations along the dimension.
Although the original distinction between episodic and semantic memory has evolved considerably since the first formulation (e.g., compare Tulving, 1972, and Tulving, 2002) , the spirit of the distinction remains focused on time and a person's awareness of the original event. While items in semantic memory can be ordered temporally (i.e., the presidents or prime ministers in chronological order), this sort of temporal order is fundamentally different from than in episodic tasks. As noted above, this sort of time does not function well as the main dimension within SIMPLE for semantic tasks. The ordering in semantic memory tasks is more like a nominal or logical ordering. One would not expect a serial position function from information that is clustered or logically related but not ordered, such as recalling types of dog breeds, the 10 provinces, etc. One would, however, expect a serial position function from information such as elements in a series (e.g., recalling the books from the Bible), lines in a song (akin to verses in a hymn), and events that have a clear order (whether logical, nominal, etc.).
A number of factors can complicate the situation. For many dimensions, it is not clear whether the items are in episodic memory or in semantic memory (e.g., the most recent winner of the Academy Award for best film), or if the dimension is sufficiently well known (e.g., the Greek alphabet by Canadian university students), or if the dimension is sufficiently well organized (e.g., Grey Cup winners, given the transition from awarding it to rugby teams to awarding it exclusively to teams in the CFL). It is also likely that Google results many not always serve as a good proxy measure of knowledge.
For example, all students are exposed to their national history in school, and one can imagine that the coverage correlates well with Google results for a number of reasons. In contrast, movies or the Greek alphabet are not covered in the same way; exposure and knowledge of these is more likely to be an individual difference variable, and so correlations with Google results is likely to be poor.
Although it is not yet possible to provide a definitive set of criteria for exactly when a serial position function will obtain, it is possible to note that for the exemplars known in both episodic and semantic memory, SIMPLE offers the same explanation.
Conclusions
SIMPLE has now been fit to serial position functions observed with short-and long-term episodic memory, as well three different semantic serial position functions (G. D. A. Brown et al., 2007; Neath, 2010 ; and the demonstration above). In all cases, the model instantiates the relative distinctiveness principle: Items will be well remembered to the extent that they are more distinct than competing items at the time of retrieval (see Surprenant & Neath, 2009 ). The principle applies not just to iconic memory, or short-term memory, or working memory, or longterm memory, or episodic memory, or semantic memory, but to all of these. The dimensions may differ depending on the particular details of the task, but the principle underlying the model and its operation remain the same. Roediger and Crowder (1976, p. 277 ) noted their "strong preference" to conclude that "episodic and semantic memory serial position functions reflect a common mechanism." The success of SIMPLE in fitting serial position functions from very different domains suggests that Roediger and Crowder's intuition was correct. It also serves as an existence proof that it is not necessary to invoke different explanations when the same results are observed in different memory systems. Perhaps more importantly, it provides further support for a view of memory in which there exist general principles that apply widely over different time scales, different tests, and different hypothetical underlying memory systems (Surprenant & Neath, 2009 
