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INTRODUCTION
Range optimization is one of the tasks associated with the development of costeffective, stand-off, air-to-surface munitions systems. The search for the optimal input parameters that will result in the maximum achievable range often employ conventional Monte Carlo techniques.
Monte Carlo approaches can be time-consuming, costly, and insensitive to mutually dependent parameters and epistatic parameter effects. An alternative search and optimization technique is available in genetic algorithms.
In the experiments discussed in this report, a simplified platform motion simulator was the fitness function for a genetic algorithm. The parameters to be optimized were the inputs to this motion generator and the simulator's output (terminal range) was the fitness measure. The parameters of interest were initial launch altitude, initial launch speed, wing angle-of-attack, and engine ignition time.
The parameter values the GA produced were validated by Monte Carlo investigations employing a full-scale six-degree-of-freedom (6 DOF) simulation. The best results produced by Monte Carlo processes using values based on the GA derived parameters were within -*This work was performed while the author was employed with GEC-Marconi Dynamics, Westlake Village, CA. The author is now employed by the California Management Group, and serves as a contract senior software engineer on the Atomic Vapor Laser Isotope Separation project at the Lawrence Livermore National Laboratory.
1% of the ranges generated by the simplified model using the evolved parameter values.
This report has five sections. Section 2 discusses the motivation for the range extension investigation and reviews the surrogate flight model developed as a fitness function for the genetic algorithm tool. Section 3 details the representation and implementation of the task within the genetic algorithm framework. Section 4 discusses the results. Section 5 concludes the report with a summary and suggestions for further research.
RAfiGE EXTENSION SIMULATION
Low cost, light weight, in-flightdeployable wing kits are a means of extending the range of existing air-borne munitions5'7. The benefits of range extension are well known. Range extension kits are generally compatible with several existing and planned items in the US armed force's inventory. The purpose of the wing kit is to provide enhanced range performances with a minimum of structural changes to these weapons.
For the genetic algorithm investigation under discussion, development of a simple trajectory model fitness function for the genetic algorithm was not a difficult exercise, although a full scale 6 DOF was available, and was used with the Monte Carlo simulations. Figure 1 depicts the geometry of the dynamical system under consideration. The coefficients of drag is cd, and lift is cr. p is air density as a function of altitude+, A is the cross-sectional area of the wing and VT is the total weapon velocity. From these basic equations, a range profile vs. altitude was computed with a one second resolution (the 6 DOF used a .Ol second resolution). A re.presentative trajectory is shown in Figure 2 . Trajectories with and without exogenous applied thrust are depicted. The primary parameters determining the total range of this system are: release altitude, engine ignition time (if applicable; thrust magnitude and ' The aero data was modeled as fixed table values, and was derived from aero-data sources for an existing precision guided munition. 3 duration are constant), wing angle of attack, and release velocity.
GENETIC ALGORITHM IMPLEMENTATION
Details of the genetic algorithm process are broadly available4. They are becoming increasingly visible in diverse areas such as pattern recognition6, engineering design3, engineering applications2, and human factors modeling'.
In summary, a genetic algorithm is a computational process using metaphors of simplified genetic and evolutionary principles to effect an efficient search through a complex problem space. Although there can be variations in the theme, the general procedure is to represent the solution structures of the task encoded as a linear, binary, "chromosome" (Figure 3 ). In concert with the bio-genetic and evolutionary implementation the concepts of variation and selection operate on the chromosomes to generate new populations. The creation of a new generation from the current one follows three steps:
Test each member according to an "environmental" performance criterion and assigned a scalar fitness measure.
Selection.
Relative performance determines any member's frequency of reproduction in the population. Members are selected from the current population as parents. One chromosome may be a co-parent with several other chromosomes.
Variation
and Replacement. The process of variation is manifested by recombination and mutation.
Recombination is simulated by randomly paring members of the population, then selecting (also randomly) a crossover point. At this crossover point "genetic material" from one parent chromosome is selected from this point to the left, and genetic material from the other parent is selected from this point to the right. These two segments are recombined to produce an "offspring" to be a member of the next population. At this juncture a small factor of "point mutation" can be introduced. Figure 4 is the evolutionary history for one experiment using the genetic algorithm for the range extension problem. The upper trace in this figure is the best performer in each generation. The fitness measure is given in miles. The bottom scale is the number of generations the process was allowed to evolve. The lower trace represents each generation's average membership performance. Note that the best performer for this experiment was discovered as early as the 6th generation. The population size of each generation was only 20 members. Over the 16 generations a total of 320 possible solutions were explored. Figure 5 is the trajectory resulting from the parameters derived from the evolutionary process illustrated in the previous figure. The evolved conditions were: release altitude = 38632 fi (optimal = 40k ft), release velocity = 1.05 math (optimal), angle of attack = 4" (optimal), and ignition time 90 seconds after release (optimal). The near optimality of the parameters were validated by a Monte Carlo simulation to determine if they truly represented the mutually consistent best values. In this instance the values derived by the genetic algorithm solution were used as initial values and the neighborhoods about these values were searched for elements yielding better solutions.
RESULTS
It is interesting to note that evolved solution shown above required the testing of only 120 members of the population before a near optimal solution emerged. In other words, -1.2 x lo2 members were tested out of a possible 3.4 x 10" elements or only -3.5 X 10v7 % of the problem space. In fact, the evolved solution above was slightly better than that generated by an independent Monte Carlo approach, i.e. a simulation where the initial starting parameters for the Monte Carlo 3 solution were not cued by those derived from 4. the genetic algorithm solution.
CONCLUDING COMMENTS
A natural continuation to the research presented here would be to investigate the 5. impact of angle of attack variation over the course of a trajectory, specifically during the post-boost phase. Figure 5 represents a signature common 6. to this type of problem, i.e. where the transfer between the kinetic and potential energy of the descending object results in an non-optimal, dampened, oscillatory trajectory. Dynamic 7.
selection of wing angle of attack parameters over this portion of the flight path can eliminate this phenomena and result in a smooth transfer of energy and an extended 8. trajectory .
Another is approach to be considered is evolution of neural network architectures. Neural networks are being actively scrutinized as providing flexible control strategies for rapidly changing environments. Genetic algorithms are finding increasing utilization as an alternative method for both the structural and parameter specification of artificial neuronal structures'.
