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1 INTRODUCTION
Many applications like surveillance require plan recognition to
predict future actions of an agent. The data to such a model-based
plan recognition module would have to come from visual/sensory
recognition module. Rather than provide a sequence of ground
truth actions, such a visual recognition module would provide a
sequence of distributions over actions. Each distribution (per step of
the sequence) would capture the uncertainty in the action observed
at that point. In this paper, our focus is on training shallow domain
models for plan recognition, that can handle such observational
uncertainty.
One approach that could address plan recognition without uncer-
tainty in action recognition, is DUP [16]. In DUP the approach taken
was to learn a Skip-gram Word2Vec model [7] to get embeddings
for the actions in the action sequences. Word2Vec was originally
intended for learning embeddings for words in sentences. How-
ever, by treating actions as words, and plan traces as sentences,
DUP can learn embeddings for actions as well. Such embeddings
capture the affinities of the actions, which is why DUP used it for
plan recognition.
That being said, DUP does not handle recognition uncertainty in
visual outputs. In our framework UDUP (Uncertain DUP), we propose
two approaches that can handle uncertainty and learn embeddings
for plan recognition. One is Resampling-Based Model (RBM) and
the other is Distr2Vec model. The overall system is illustrated
in Figure 1. RBM samples action sequences from each distribution
sequence, and then uses those (sampled) single action sequences
as the training data for Word2Vec to learn embeddings. Our other
approach, Distr2Vec, comes with a more fundamental change to
Word2Vec that could learn action (word) distribution embeddings
from distribution sequences. To train the Distr2Vec, we introduce
a loss function based on combining KL-divergence and hierarchi-
cal softmax [7]. KL-divergence has been well known to be good
at measuring the distance between two distributions, which we
can use to update the model, while keeping the input data as is
(no resampling). Thus, the overall idea is that the embeddings that
can preserve the distribution information are a more informative
data interface between the visual recognition module and the plan
recognition module. We empirically demonstrate that our two ap-
proaches, RBM and Distr2Vec, improve plan recognition in UDUP
over the baseline Word2Vec approach applied in UDUP. We evaluate
our approaches on both a synthetic plan corpora, and a plan corpora
from real world videos. Although we developed and evaluated our
approaches in the context of plan recognition, they will be useful
in any categorical data sequence learning scenario where there is
uncertainty at each step of input data.
2 PROBLEM FORMULATION
The previous section explains how single action sequences could
be used to learn an affinity model as an shallow domain model
for plan recognition. In this section, we define our problem of
learning shallow domain models from action distributions for plan
recognition.
The input is a plan trace library L. Each plan trace p is a sequence
of distributions of actions.We define the action space asA = A¯∪ϕ.A
consists of all possible grounded action symbols (A¯), and a symbol ϕ
which denotes unknownmissing action in a position. Thus, the plan
recognition problem is defined asR = (L,O,A), andO are sequences
of distributions of actions. The solution R is either a complete plan
with all missing actions filled in, or a plan that includes future
actions of an agent.
In each step of the plan trace p, we use the K probable actions
as well as their confidences c (equal to their probabilities) for each
step in the trace, to produce a trace of distributions. The confidence
c of an action is a value given by the low-level perception mod-
ule, representing how confident or probable it is for that particular
observation. If there are T time-steps, and K values for each distri-
bution (in a time step), then an uncertain plan trace p is represented
as a matrix below.
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We use Distr (at ) to denote the distribution ⟨(a1t , c1t ), (a2t , c2t ), ...,
(aKt , cKt )⟩ at a specific time step. We can now formulate the task of
training action embeddings and shallow domain models, as maxi-
mizing the log probability of distributions as follows:
1
T
T∑
t=1
∑
−W≤j≤W, j,0
logp(Distr (at+j )|Distr (at )) (1)
where Distr (at ) is the input observation distribution, Distr (at+j )
is the target observation distribution, andW is the window size.
Also, when feeding Distr (at ) into the input layer of Distr2Vec
(the architecture is shown in Figure 2), we actually encodeDistr (at )
into a vector Distrencodinд(at ) = x1, ...,xA¯. The size of A¯ equals
to the number of nodes in input layer. We encode Distr (at ) into a
vector by having a unique index i associated to each action in A¯.
The value vi at each index i in the input vector, is the confidence
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Figure 1: This figure illustrates the application of UDUP on uncertain observations from a visual recognition model.
value associated to the matching action in Distr (at ). The rest units
of input layer, whose corresponding actions are not in Distr (at ),
have zero probability values.
3 UDUP FRAMEWORK
Our UDUP framework (shown in the Figure 1) consists of two parts:
learning a model that captures action distribution affinities as the
shallow domain model (explained in Section 4 and 5) from plan
corpora (have complete plan traces), and recognizing plans by maxi-
mizing the affinities of actions in (originally incomplete) plan traces
with filled actions (hence obtain a plan completion). Each input ob-
servation trace is read in as aK ×T matrix, as explained in Section 2.
If the plan trace p is incomplete, there are steps in which observed
distributions are missing. All of these steps form an unknown plan
p˜, which requires actions from A¯ to be filled in. Once all such steps
with missing observations have a predicted action filled in, then
the plan p has been recognized.
If there are totally M missing positions in an unknown plan
p˜ (only exists during testing or plan recognition phase), we try
different actions to fill in each position in p˜, and select the action
that maximize the affinities. For example, consider the case that the
trace we are testing on has only one missing observation (at the
position j). All observations at other positions are known, and are
action distributions. Then that single position j forms an unknown
plan p˜. To determine the missing action, we calculate A¯ × 2W
pairwise affinities for all possible actions that could complete p˜.
W is the window size (a hyperparameter in Word2Vec) and is set
to one. To score p˜ with one filled-in action in our example, we
need to measure the pairwise affinities between all possible actions
in A¯, and an observed action distribution in the context window
−W ≤ j ≤ W. The selected actionwould have the highest pairwise
affinity to observations in the window. As a result, because the plan
only has one position with missing observation (length of p˜ equals
to one), that single action forms the p˜ that has the highest score.
If there are M (M > 1) positions with missing observations
(length of p˜ is M), we iterate through each missing position in
the following manner. First, for a missing position, we need to
identify totally A¯ × 2W pairs (setW to one). With each position
t in the trace as the center, we enumerate all pairs of an action
(from A¯ that may be filled in), and an observed action distribution
in context window (i.e., those between t −W and t +W). Based
on learned embeddings we try different actions (from A¯) and obtain
corresponding pairwise affinity values. Once we finish the iteration,
we predicted all M actions and calculate a score for the current
completion of p˜. The completion that has the highest score would
be the recognized plan.
The pairwise affinity is calculated using Equation 8 (implemented
as a function affinity_pair in Equation 2). We use Equation 2 to
compute the score F (p˜) of a plan completion for an unknown plan
p˜.
F (p˜) =
M∑
t=1
∑
−W≤j≤W, j,0
affinity_pair(input , tarдet) (2)
where both input and target are encoding of either a single action
(a one-hot vector), enumerated from the action vocabulary, or an
observed action distribution (e.g., Distrencodinд(at )). They are the
input for an aforementioned function af f inity_pair . p is a plan
with unknown observations. Each p˜ (has lengthM) is a plan com-
pletion, in which theM actions would be filled inM positions with
missing observations in an incomplete plan p. j is the index inside
a context window of sizeW.
The plan completion for p˜ that have the highest score, would be
treated as the solution for the recognition of plan p.
4 RESAMPLING BASED MODEL (RBM)
In RBM, we first calculate the likelihoods of all possible paths from
each trace of action distributions. The path weights (PW ) can be cal-
culated by multiplying the confidence values of all actions along a
path, and thus could be used to represent the overall uncertainty of
that path. The top N action sequences with probabilities (ranked ac-
cording to PW s) are selected, and then resampled using the roulette
wheel resampling approach of [5]. This lets us drop some sampled
traces that have low probabilities, and increase the amount of sam-
ples with high probabilities. The set of traces selected after the
resampling step is used to train a Word2Vec model. Readers may
want to refer to Section 9.1 for technical details of the Word2Vec
that we used.
That said, the potential problem for RBM are the following. Firstly,
resampling would make the algorithmmore computationally expen-
sive, and the training time would be closely related to the number
of samples and length of the training data. This makes it hard to
apply RBM to a real-time plan recognition system. Secondly, the
resampling approach would lose some information. The solution
would be to directly use the entire distribution sequence. This leads
to our design of Distr2Vec model.
5 DISTR2VEC MODEL
We learn shallow planning domain models from uncertain data
(distributions), by maximizing Equation 1. We train our Distr2Vec
model by minimizing the Kullback-Leibler (KL) divergence between
the actual output distribution Distr (at+j ), and the predicted output
distribution ˆDistr (at+j ). Thus, the problem becomes minimizing:
DKL(Distrencodinд(at+j )| | ˆDistrencodinд(at+j )) (3)
2
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Figure 2: The architecture of our Distr2Vecmodel for learn-
ing distribution embeddings and shallow planning domain
models.
where DKL represents the KL divergence. KL-divergence is calcu-
lated as per Equation 4.
KL(p | |q) ≜
K∑
k=1
pk log
pk
qk
=
K∑
k=1
pk logpk −
K∑
k=1
pk logqk (4)
where q is the output probability distribution of our Distr2Vec
model. q is also an approximation of p, the true distribution in
the plan trace Distr (at+j ). We try to minimize the inclusive KL
divergence [8] with the model’s target distribution. An advantage
of using inclusive KL divergence, is that we avoid computing the
derivative of the entropy of p when taking partial derivative of
KL(p | |q) with respect to model parameters. This is because the
values for p (which is Distr (at+j )), is a constant with respect to the
model parameters. Using this information, we can obtain Equation
5.
DKL(Distrencodinд(at+j )| | ˆDistrencodinд(at+j ))
= Z (Distr (at+j )) −
K∑
k=1
ckt+j logp(akt+j |h(Distr (at ))) (5)
whereZ (Distr (at+j )) = ∑Kk=1 ckt+j log(ckt+j ) is a constant, andh(Distr (at ))
is the embedding computed by multiplying the embedding matrix
WE and the action-distribution input vector Distrencodinд(at ) =
⟨0...0, c1t , 0, ..., 0, c2t , 0, ...0, cKt , 0...⟩ encoded fromDistr (at ), as done
in Equation 6.
h(Distr (at )) =WE × Distrencodinд(at ) (6)
5.1 Combining with Hierarchical Soft-max
We adopted the hierarchical softmax introduced in [7], which has
been shown to have advantages over the non-hierarchical coun-
terpart in both the accuracy, and computational efficiency1. For
convenience, a brief review of the hierarchical softmax is made in
Section 9.1.
If we combine Equation 5 with hierarchical softmax, with distri-
bution input Distr (at ), we obtain the probability of an action akt+j
in the target observed action distribution Distr (at+j ):
1The first version that tried to improve Word2Vec with hierarchical softmax in [10],
reports that the new model requires less training time, but also results in a degraded
accuracy. However, the work [9] introduces an approach to automatically grow a
tree to organize words, for hierarchical softmax, which outperforms non-hierarchical
Word2Vec. In the recent work [7], the advantage is confirmed and it selects the binary
Huffman tree as the basic tree data structure.
p(akt+j |h(Distr (at ))) =
L(akt+j )−1∏
i=1
{
σ (I(n(akt+j , i + 1) (7)
= child(n(akt+j , i))) · vn(akt+j ,i) · h(Distr (at )))
}
where I(x) is an identity function. L(akt+j ) is the length of path from
root to the leaf node, i.e., an action. vn(akt+j ,i) is the weights vector
of ith node along the path, and h is the embedding computed using
Equation 6.
And if we combine Equation 7 and Equation 5, we obtain the
error function in Equation 8. This is the error function as we are
trying to minimize the KL divergence of Equation 5.
E = Z (Distr (at+j )) −
K∑
k=1
ckt+j
L(akt+j )−1∑
i=1{
logσ (I(.)vn(akt+j ,i) · h(Distr (at )))
}
(8)
For the detailed derivation of gradient descent with the error
computed in Equation 8, please refer to Section 9.2.
6 EVALUATION
We evaluate the performance of Distr2Vec and RBM in UDUP by
comparing the plan recognition performance with UDUP and also
against a baseline model which we call Naive Model (NM).
In NM, we feed what the perception module considers the ground
truth to Word2Vec for training shallow domain models. This per-
ceived ground truth trace is obtained by choosing the most confi-
dent (probable) action from each step’s distribution.
We ran our experiments on a machine with a Quad-Core CPU
(Intel Xeon 3.4GHz), a 64GB RAM, a GeForce GTX 1080 GPU, and
Ubuntu 16.04 OS.
6.1 Dataset for Evaluation
We used two datasets: One from real world videos, and the other is
a controlled synthetic dataset. In order to sufficiently assess the va-
lidity and effectiveness of our Distr2Vec approach, we need to test
input data with different types of distributions. Thus we generated
a synthetic dataset, as it would allow us to vary the parameters of
the distribution for maximally evaluating the approach. We also
collected a dataset based on real world videos, to test how effective
our model is with real world data.
We created a synthetic dataset of action distribution sequences,
from the 50 Salads Dataset [15]. The 50 Salads dataset contains
segmented videos, and each segment has a low-level activity label,
for example “add_oil_prep". In this workwe use the 54 ground-truth,
low-level activity sequences, a∗1:T (T is sequence length).
The traces from the 50 Salads Dataset, have ground truth actions
(no distribution over the actions). We synthesize a distribution
per action step, by adding actions to each step and assigning a
probability distribution over the actions. We add K − 1 additional
actions to each observation and assign a probability distribution
such that the ground truth has the highest confidence (probability).
3
In order to generate the K − 1 additional actions, we search for
the K − 1 most similar actions by using a Word2Vec model that is
pretrained on Google News corpus 2. We use the semantic corre-
lation of actions in this model, to simulate their visual correlation.
As for assigning confidence values for each of the K − 1 additional
actions, we followed the Equation 9.
c(akt ) =
sk
1 +wentropy +
∑K−1
i=1 si
(9)
where akt is the kth additional action in a distribution at step t . We
search for akt in the Word2Vec model based on the ground truth
action a∗t . sk is the similarity between a∗t , and akt , which can be
computed by using the pretrained Word2Vec of gensim library [1].
These similarity values are used as in the Equation 9.The +1 in
the denominator denotes the similarity between the ground-truth
action and itself. We also use a parameter wentropy which we
can use to increase or decrease probability differences between
actions. Thus it could be used to adjust the entropy of each action
distribution. We set upwentropy for the computation of each c(akt )
to either zero or one, to slightly increase the variance of confidences
at each step. The confidence for ground-truth action a∗t is initially
the highest and is equal to Equation 10.
c(a∗t ) = 1 −
K−1∑
k=1
c(akt ) (10)
where c(akt ) is the confidence of one of the K − 1 additional actions
in the distribution at a step.
Thus far, the synthetic data generated will have the ground truth
as the action with the highest confidence.Wewould like to vary this,
and simulate perception errors. We define a perception error (PE) as
when the action at that has the highest confidence inDistr (at ) does
not match the ground-truth action a∗t . The perception error rate
(PER) is the percentage of action distributions that have perception
errors. We simulate the PE in a particular action distribution by
exchanging the highest confident action with another action in
that distribution. A specified PER is achieved by simulating PE in a
proportion of the action distributions in each plan trace. The action
distributions in which we simulate PE are randomly chosen. In this
way, data of different distribution types is generated for testing the
effectiveness of our model.
As for using real world videos to generate action distribution
sequences, we also used the aforementioned 50 Salads Dataset
[15]. The procedure is illustrated in Figure 3. First, we converted
all videos into video clips, and each clip matches a ground-truth
action. Secondly, we applied a video processing model, Video2Vec
[3], on those video clips, to output action distribution sequences.
For each clip it outputs a distribution over all actions. We split the
video clips of each action using 9:1 ratio, for training and testing
respectively. Then we train the Video2Vec[3] for 450 epochs. The
visual classification accuracy on these video clips is about 95% on
training dataset, and about 65% on testing dataset. By using the
trained Video2Vec, we obtain a low PER (8%) plan corpora. We
then re-split the video clips using 7:3 ratio, for training and testing
respectively, and train the second Video2Vec [3] with fewer epochs
2https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit
(i.e. 100 epochs). The classification accuracy of visual model is about
42% on training dataset, and about 17% on testing dataset. We obtain
a higher PER (79%) plan corpora by using the second Video2Vec.
Finally, we concatenate distribution sequences together for each
video to make plan corpora that correspond to real-world videos.
6.2 Testing Methodology
We evaluate different shallow domain models as used in UDUP using
6-fold cross validation. We train the shallow domain models (ei-
ther in the form of Distr2Vec or Word2Vec), and then measure the
UDUPmodel’s performance when using each of the trained planning
domain models. For each test, we randomly remove some distribu-
tions at some positions. Then we compare the performance by the
average accuracy. We define the accuracy in the same way as in
the DUP model work [16], as follows:
acc =
1
Z
Z∑
i=1
#⟨CorrectSuддestions⟩i
Ki
(11)
Where Z is the number of traces in testing set, andKi is the number
of missing positions for the trace i . From each of the traces in Z ,
we add up the ratio of the number of correct suggestions to the
number of missing actions.
In our experiments on the synthetic dataset, we analyze the effect
of the parameters ofwentropy , PER, and the length of observation
sequences. We analyze the effect of sampled path numbers, and
distribution sizes, in experiments on distribution sequence dataset
extracted from real world videos.
More specifically, in accuracy evaluation on synthetic dataset,
we evaluate the data under two categories: 1) Fixed entropy but
varying PERs between (25%, 50%, 75%, and 100%); 2) Zero PER but
test with both high entropy (all confidence values each time step are
uniformly distributed) and low entropy. We set PER to zero in order
to evaluate with only the influence of entropy. For low entropy,
we set the confidence for a∗t to 0.9, and the two simulated actions
to 0.05. And on real world dataset (consists of whole distribution
sequences with varying lengths), we also evaluate the data under
two categories: 1) Fixed sequence length (30) but varying number
of samples; 2) Fixed number of samples (15) but varying sizes of
distributions.
We also look at the effect of the number of sampled paths on the
training time, on the synthetic dataset. Please note that in results
where the number of samples are varied, it only affects the RBM
model. The other models are unaffected by resampling and thus
only have their average value plotted as a line.
All of our experiments have the following hyperparameters (thus
fair to all models): the number of missing actions is one in synthetic
evaluation and 10% in video based evaluation, the context window
size is one, the number of recommendations for each missing action
is three, and the number of threads when running the experiment is
eight. For all testing scenarios, the accuracy is evaluated by having
the model predict the action at a randomly picked position. The
accuracy is calculated using Equation 11.
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Figure 3: Flowchart illustrating how we evaluate three action affinity models for plan recognition, on real world videos.
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Figure 4: This figure demonstrates the accuracy of three models on synthetic data of different lengths and PERs, with respect
to varying number of samples.
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Figure 5: Results of evaluating the NM, RBM, and Distr2Vec on videos, which demonstrate the effectiveness of Distr2Vec.
6.3 Analysis with regard to Accuracy
(Synthetic Dataset)
We show our results in the Figure 4 for traces of length 10,20 and
30, with varying PER and fixed entropy. We show the results of
varying entropy and fixed PER in the supplemental material, Figure
1. For 100% PER, the prediction of Distr2Vec gets better for longer
training sequences. This matches our expectation because more
training data is available for learning better embeddings. As the
trace length increases, the RBM model requires more samples from
the distribution sequence to match or outperforms the Distr2Vec
model. For traces of length 30, it takes significantly more sampling
steps to match the performance of Distr2Vec model. We interpret
more sampling tomeanmore of the distributional data is captured in
the sampled traces. This also means that Distr2Vec model better
captures the information in the distributional data with longer
sequences (and thus more training data) since it takes more samples
for the RBM approach to match the performance. For other lower
PER cases as well, a similar pattern is seen as in the 100% PER case.
With higher trace lengths, the Distr2Vec model performs better
and the RBM model needs more samples to match performance for
larger trace length data.
As for the NM, accuracy for 100% PER across all lengths is 0%. This
matches our expectations because the training data for the NMmodel
does not have the ground-truth action in any step for 100% PER.
Therefore, the NM would not capture any relevant information. For
lower PER cases the NM performance is higher with lower perception
error. This matches our expectations since the NM gets more of the
5
ground truth information from highest-probability sampling of low
PER traces.
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Figure 6: This figure demonstrates the accuracy of three
models on synthetic data of different lengths and entropies,
with respect to varying number of samples.
Lastly, for data with high and low entropies, we set PER to
zero. The experiments results is shown in Figure. 6. As expected,
NM has the best accuracy since it get the ground-truth plan trace
when PER is zero. We also observe that, the Distr2Vec predicts
missing actions with comparable accuracy for low entropy. At high
entropy the performance of Distr2Vec is expectedly lower than
the performance at low entropy, and it gets appreciably better
with longer training data. We also note that Distr2Vec is clearly
better than the RBM for high entropy. This makes sense because
resampling for the RBM can result in more incorrect plan traces for
training, when entropy is high. It is worth noting that the naive NM
outperforms Distr2Vec for high entropy due to an artifact of the
way we simulated high entropy. The ground truth was still the most
probable action, and so the NM learned its shallow domain model
from the ground truth. That is why NM has such a high accuracy for
high entropy cases as well.
6.4 Analysis with regard to Accuracy (Video
Based Dataset)
The results are shown in Figure 5: the left two plots show how
number of samples influence the accuracy, when PER is high (69%)
and low (8%) (setting distribution size to 5). The rightmost plot
shows how sizes of distributions per step influence the accuracy
(setting PER to 69%). We can observe that, when PER is high, the
plan recognizer with Distr2Vec performs the best, whereas when
PER is low, all models perform comparably well. This is consistent
to results of synthetic data evaluation. We can also observe that,
overall the distribution size is not a key factor for deciding model
performance.
6.5 Analysis with regard to Training Time
For training time analysis, it is pertinent to note that all models
use the Python Word2Vec functions from the gensim library [1]. For
training the RBM, we varied the number of sampled paths per plan
trace. We compared the training time across all models and the data
is presented in Figure 7. We observe that the training time of RBM
increases linearly with the number of samples per trace. This is
easily explained by the fact that increasing the number of samples,
is increasing the training data, and thus takes more time to train.
In contrast, the training time for Distr2Vec and NM stay constant
as there is no sampling step.
7 RELATEDWORK
To the best of our knowledge, we are the first to learn embeddings
and shallow planning domain models from a sequence of distribu-
tions. In a more general sense, there are someworks that address the
problem handling uncertain data in classification tasks [2, 11, 13].
The closest work to ours is [2] which did take in uncertain training
data and modeled it as a Gaussian distribution for processing. How-
ever, they used a linear perceptron for classification. They do not
learn embeddings for the input distribution to measure affinities as
our model does, rather they only classify the uncertain data into cat-
egories. In comparison, we extend the concept of word embeddings
to learn embeddings for uncertain data distributions. These embed-
dings allow us to quantify affinities and relationships between the
input distributions in a sequence learning problem, which is very
different to classification.
From the plan recognition point of view, our work addresses
the problem of learning a shallow planning domain model for plan
recognition. In the planning literature, there has been a long history
of leveraging models to recognize plans. In [14] and [12], solving
a plan recognition problem is transformed to solving a planning
problem. These two plan recognition works assume that a planning
domain model is given, whose construction strictly follows certain
rules or syntaxes, like Planning Domain Definition Language [6].
As discussed in [16] and [4], such models are termed as full models.
[4] and [16] also provide a detailed discussion with respect to differ-
ences between full model, approximated model, and shallow model,
that we could use to provide planning support. Our UDUP frame-
work belongs to shallow model based plan recognition. A shallow
planning model is learned and could be flexibly represented in vari-
ous formats. Both [16] and [17] apply Word2Vec to learn shallow
planning models from plan corpora. In contrast to these works,
our UDUP with RBM uses Word2Vec in a specific way (importance
resampling) to handle uncertain action observations, and our UDUP
with Distr2Vec directly handles uncertain observations by using
our proposed KL-divergence based loss function.
8 CONCLUSION
We introduced our Distr2Vec and RBM model, that learns embed-
dings for distributions. We then applied them to do plan recognition
with our UDUP. UDUP can learn an shallow planning domain model
6
Figure 7: This figure shows the comparison of training time.
(based on the learned embeddings), from plan traces of distributions
over actions. The learned shallow (or shallow) domain model would
then be used by UDUP to search for the most probable actions for
missing positions in an incomplete plan. Unlike DUP, UDUP can be
trained on traces of observed action distributions, and thus can
handle uncertainty in the input.
We evaluate our models (RBM and Distr2Vec) in the context of
plan recognition in UDUP by evaluating it against UDUP that uses
a baseline domain model trained with normal Word2Vec. We eval-
uated all models on two datasets. One is a synthetic dataset that
we could use to evaluate with different trace lengths, PERs, and en-
tropies. The other is a video based dataset, which allows us to assess
the real-world value of our models. From the experimental results
on both datasets, we can conclude that when there is a higher PER,
UDUP with Distr2Vec outperforms other models. When the PER
is lower, and sequence length is longer, all models perform com-
parably well. Distr2Vec model’s performance improves markedly
with more and longer training sequences. Additionally, for syn-
thetic dataset experiments, when the entropy of the data is higher,
the Distr2Vec still produces appreciable-quality domain models
which keeps up the accuracy of the UDUP. Another benefit of using
Distr2Vec with UDUP is that the training time is shorter as com-
pared to the RBM model when we sample more traces, and almost
equal to the NM baseline model. The training time of RBM increases
linearly with the number of samples taken per plan trace. Com-
paring the training time of Distr2Vec model with RBM is more
appropriate because both models factor in the uncertainty in the
training data. However, NM discards all information about the un-
certainty in the data, and thus losses information.
9 APPENDIX
9.1 Word2Vec and Hierarchical Softmax
In this section we make a brief review about how the Skip-gram
Word2Vec works, based on [7], and how it could be used for plan
recognition as introduced in [16]. To be consistent with the whole
paper, we use the term “action” and treat it an equivalence to the
term “word” in other papers which introduces Word2Vec.
Given a corpora which contains action (word) sequences, a Skip-
gram model is trained by maximizing the average log probability:
1
T
T∑
t=1
∑
−W≤j≤W, j,0
logp(at+j |at ) (12)
whereT is the length of a sequence,W is the context window size,
at is fed as the model input, aI , and at+j is used as the target action
(word), aO . The probability p(aO |aI ) is computed as:
p(aO |aI ) =
exp(v ′TaOvaI )∑A
a=1 exp(v ′TavaI )
(13)
which is essentially a softmax function.A denotes a vocabulary of all
possible actions. Other symbols follows the definition in Equation
12. We can use this equation that computes p(aO |aI ) to compute
p(at+j |at ) in Equation 12.
The p(at+j |at ) in the Word2Vec with hierarchical softmax is cal-
culated in the following manner. The output layer’s weight matrix
of the regular Word2Vec is replaced by a binary tree whose leaf
nodes are words in the trained vocabulary. Every node on the path
from the root node until the leaf node has a vector, excluding the
leaf node. The input action ai is converted into an embedding h
which is the input into the binary tree component. The probability
of this input vector h that could go to a particular leaf node is cal-
culated by following the path from the root node to the target leaf
node, using the following formula:
p(at+j |at ) =
L(at+j )−1∏
i=1
{
σ (I(n(at+j , i + 1) =
child(n(at+j , i))) · vn(at+j ,i) · h)
}
, (14)
where I(x) is a function that returns 1 if the next node on the path
to the target leaf node is on the left of the current node, and -1
if the next node is to the right. L(at+j ) is the length of path from
root to the leaf node at+j , vn(at+j ,i) is the vector of the ith node
along the path. h is the embedding obtained by multiplying the
embedding matrix and vector of the input action at . h is the vector
that represents the input action in the embedding space. In order
to maximize the probability, the vectors of the intermediary nodes
are updated with each training sample which has the target action
at and an action in its context at+j .
9.2 Derivation of Gradient Update Equations
We back-propagate the error E as shown in Figure 8, where the
dashed lines show the path of back-propagation. For this derivation,
we shorten h(Distr (at )) as h. We start by computing the derivative
of E with respect to (vn(akt+j ,i)∗h) as in Equation 15.We also shorten
our notation ofvn(akt+j ,i) asvk,i , which is the vector of i-th node in
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Figure 8: Details of Distr2Vecmodel for Error Propagation.
the tree path to the leaf node of the k-th action in the vocabulary
as illustrated in Figure 8.
∂E
∂vk,ih
= −ckt+j
∂σ (I(.)vk,i h)
∂vk,i h
σ (I(.)vk,ih)
= −ckt+j
σ (I(.)vk,ih)(1 − σ (I(.)vk,ih)I(.)
σ (I(.)vk,ih)
= ckt+j (σ (I(.)vk,ih) − 1)I(.) =
{
ckt+j (σ (I(.)vk,ih) − 1), (I(.) = 1)
ckt+j (σ (I(.)vk,ih), (I(.) = −1)
= ckt+j (σ (vk,ih) − ti ) (15)
where ti = 1 if I(.) = 1 and ti = 0 if I(.) = −1. Recall that I(.) is the
identity function defined in Equation 7.
Then we calculate the derivative with respect to each vk,i along
the path to a specific action, at the time step t + j:
∂E
∂vk,i
=
∂E
∂vk,ih
∂vk,ih
∂vk,i
= ckt+j (σ (vk,ih) − ti )h (16)
With this, we update each vk,i as follows:
vk,i = vk,i − α
∂E
∂vk,i
(17)
Note that each node’s vectorvk,i could get updated more than once,
as each node could be on the path to more than one action as show
in the right side of Figure 8.
Then we compute the back-propagated error δh by substituting
Equation 15 as follows:
δh =
∂E
∂h
=
K∑
k=1
L(akt+j )−1∑
i=1
∂E
∂vk,ih
∂vk,ih
∂h
=
K∑
k=1
ckt+j
L(akt+j )−1∑
i=1
σ (vk,ih) − ti )vk,i (18)
We can understand this equation by imagining that there are multi-
ple channels coming back from each leaf node, passing thorough a
sequence of child nodes in the hierarchical softmax tree, towards the
output of the embedding matrixWE . So doing the back-propagation
means summing errors of these channels together, and that is why
vk,i could get updated more than once.
We derive the Equation 18 leveraging Equation 15. However, we
could also go directly from the original error function (Equation
8). Thus here we provide another derivation of δh which is equally
valid:
δh =
∂E
∂h
=
∂[−∑Kk=1 ckt+j ∑L(akt+j )−1i=1 logσ (I(.)vn(akt+j ,i) · h)]
∂h
= −
K∑
k=1
ckt+j [
L(akt+j )−1∑
i=1
∂ logσ (I(.)vn(akt+j ,i) · h)
∂h
]
= −
K∑
k=1
ckt+j [
L(akt+j )−1∑
i=1
(σ (vn(akt+j ,i)h) − ti )vn(akt+j ,i)] (19)
where
∂ logσ (I(.)vn(akt+j ,i ) ·h)
∂h has already been derived as a part of
Equation 15.
Finally, we update the weights in the embedding matrixWE :
∂E
∂WE
=
∂E
∂h
∂h
∂WE
= δhv
t
a (20)
where vta = ⟨c1t , c2t , ..., cKt ⟩ is the confidence values from Distr (at ),
and ∂E∂WE can be used to update the values inWE as follows:
WE =WE − α ∗ ∂E
∂WE
(21)
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