Microarray technology has been developed and applied in different biological context, especially for the purpose of monitoring the expression levels of thousands of genes simultaneously. In this regard, analysis of such data requires sophisticated computational tools. Hence, we confined ourselves to propose a tool for the analysis of microarray data. For this purpose, a feature selection scheme is integrated with the classical supervised classifiers like Support Vector Machine, K-Nearest Neighbor, Decision Tree and Naive Bayes, separately to improve the classification performance, named as Integrated Classifiers. Here feature selection scheme generates bootstrap samples that are used to create diverse and informative features using Principal Component Analysis. Thereafter, such features are multiplied with the original data in order create training and testing data for the classifiers. Final classification results are obtained on test data by computing posterior probability. The performance of the proposed integrated classifiers with respect to their conventional classifiers is demonstrated on 12 microarray datasets. The results show that the integrated classifiers boost the performance up to 25.90% for a dataset, while the average performance gain is 9.74%, over the conventional classifiers. The superiority of the results has also been established through statistical significance test.
Introduction
Microarray technology facilitates the researchers to simultaneously measure the expression levels of thousands of genes [1] . Generally, the technology works on glass slide, where the DNA molecules are fixed at specific location in an orderly manner [2] . Different technologies are used to fix these DNA molecules. Moreover, the fixed DNA molecules may correspond to the short stretch of an oligonucleotides, representing a gene. Microarray technology helps in understanding and analyzing large number of gene expressions in an efficient manner as well as it assists in exploring the genetic causes of anomalies occurring in a human body. All these analysis using microarray technology creating huge amount of data, analytical precision of which is influenced by a number of variables. Therefore, it is extremely important to reduce these huge data in to an informative one so that the best genes can be distinguished. Such set of genes is differentially expressed in normal and disease samples. To identify these differentially expressed genes, machine learning technology can be used.
Over the last decades, several methods for the integration of classifiers have been developed [3] . One such example of classifier integration is found in [4] . In this approach, evolutionary strategy is used with the integration of Multi-Layer Perception [5] to design a hybrid system for performing classification task. Recently, sequential integration of the classifiers is also proposed, where weights are assigned to the training samples. Based on the weights, samples are then propagated to the subsequent classifier as training data. Adaptive Boosting [6] is an example of such type of integrated classifier. In other approaches, different feature subsets are assigned to each single classifier and latter integration is performed on their results, e.g., mixture of experts [7] and ensemble averaging [8] . Moreover, classifiers are subjected to integrate by various forms of combination along with feature selection while implementing the intelligent decision making process. In this paper, we confined ourselves to this specific domain, referring to the classification problem where it is hard to find a single classifier that can be used for all pattern recognition tasks, since each has its own domain of competence. The above facts motivated us to propose a new technique for constructing Integrated Classifier (IC) that can use aggregated bootstrap samples after Principal Component Analysis (PCA). We expect the IC to exploit the strengths of the base classifier along with feature selection for microarray data to produce the high quality classification results which will overcome the performance of base classifier.
Unlike the other methods, in this study, PCA is used to compute additional features for training the classifier by increasing the diversity in the training set. To train the classifiers, the training dataset is split into different number of rotational non-overlapping subsets. Subsequently, PCA is used for each subset and all the principal components are retained to create diverse and informative features that preserve the variability information of the original training data. Thereafter, such informative features are multiplied with the original data to create the training and testing data for the classifiers. Finally, the posterior probability is computed to get the classification results while testing. In this study, we have used Support Vector Machine (SVM) [9] , K -Nearest Neighbor (K -NN) [10] , Decision Tree (DT) [11] and Naive Bayes (NB) [12] as an underlying base classifier to integrate with the above feature selection scheme and named as individually, iSVM, iK-NN, iDT and iNB, all together Integrated classifiers (ICs). The performance of the proposed method is demonstrated in comparison with its Conventional Classifiers (CCs) on 12 microarray datasets [13] [14] [15] to see the effectiveness in the classification task. The superiority of proposed ICs are established quantitatively, and visually. Moreover, statistical significance test, called Friedman test [16] , is conducted to judge the efficacy of the results produced by ICs.
Integrated Classifiers
In order to describe the Integrated Classifiers (ICs) some notations are used, such as a training set consisting of N labelled instances L = {(x i , y i )} N i=1 in which each instance (x i , y i ) is described by m input attributes and an output attribute, i.e., x ∈ R m and y ∈ R, where y takes a value from the label space {c 1 , c 2 , . . . , c z }. In a classification task, the goal is to use the information only from L to construct a classifier which performs well on unseen data. Let X be an N × m matrix consisting of the values of m input attributes for each training instance and Y be an N dimensional column vector containing the output attributes of each training instance in L, which means that L can be expressed as concatenating X and Y horizontally, i.e., L = [XY ]. Let denote S = {X 1 , X 2 , . . . , X m } T , the attribute set comprised of m input attributes. Note that the parameter F which specifies the number of subsets for the given attribute set S that should be split off. In order to construct the training set for the classifier IC, the following steps are necessary:
Step1: Randomly split S into F number of subsets. The lower and upper bounds of feature subsets are chosen as F min = 2 and F max = m 2 , respectively such that F min F F max , i.e., the minimum number of subsets is 2 with atleast 2 features in each subset. Step2: Repeat the following steps F times for each subset, i.e., f = 1, 2, . . . , F .
(a) A new submatrix X f is constructed which corresponds to the data matrix X. (b) From this new submatrix, a bootstrap sample X f is considered where the sample size is generally smaller than X f . (c) X f is then used for PCA and the coefficients of all computed principal components are stored in a new matrix D f . Step3: Arrange each D f into a block diagonal sparse matrix R whose f th diagonal element is D f , and then rearrange the columns of R so that the order of them correspond to the original attributes in S. During this rearrangement, columns with all zero values are removed from the sparse matrix. The rearranged rotation matrix is denoted by R a and the training set for classifier
The reason behind to do this rearrangement is that the feature set is split randomly and the order of the attribute or feature subsets is not the same as original feature set. Thus, to multiply the generated PCA coefficients from the subsets with its corresponding original attributes, we need to rearrange the columns of R. In the testing phase of the classification, if T is the test sample and IC i (T R a ) be the posterior probability produced by the classifier IC on the hypothesis that T belongs to class c i . Then the confidence for a class is determined by the posterior probability. Formally, it can be defined as follows.
Here T is assigned to the class with the largest confidence. Figure 1 shows the block diagram representation of ICs, where SVM, NB, K-NN and DT are used separately instate of IC. Due to the process of random feature subdivision, the classifier will get new sets of training and testing data in each iteration, which will help to diversify the classification results. The ICs are applied on microarray datasets to see how it performs on these large attribute datasets.
Results and Discussion

Microarray Data
In recent years, microarray data have been extensively studied for gene expression analysis in biological and biomedical research. The rapid development of DNA Microarray technology have enabled the simultaneous measurement of the expression levels of thousands of genes. The use of microarrays facilitate the researchers to classify differentially expressed genes between two or more groups of patients. Generally, the expression values of genes are measured at different time points. A microarray gene expression dataset consisting of G genes taken at T time points, can be thought as a G × T two-dimensional matrix M = [g ij ], where each element of g ij represents the expression level of the ith gene that has been taken at jth time point. To classify the group of genes, here the problem has been modeled as a classification task. Hence, we have applied Integrated Classifiers for microarray data classification. The superiority of the ICs over CCs has been demonstrated on 12 benchmark microarray datasets [13] [14] [15] . Details of the considered benchmark microarray datasets [13] [14] [15] are given in Table 1 , where the first column presents the information about the name of different datasets, the second and third columns give information about microarray types and tissue types. Rest of the columns provide knowledge about size of the dataset, number of classes, samples per class, class name and number of attributes used in each dataset, respectively.
Experimental Setup
In this experiment, the parameters of SVM such as γ for kernel function and the soft margin C (cost parameter), are set to be 0.5 and 2.0, respectively. Note that, RBF (Radial Basis Function) kernel is used here for SVM. The K value for the K-NN classifier is chosen as 13 for the satisfactory operation of the classifier and for the case of DT, C4.5 classifier is used. 
Results
The performance of ICs is compared with the CCs like SVM, K-NN, C4.5 or DT and NB. As there is no separate training and testing data for the aforementioned datasets, hence, each of these datasets is randomly divided into 70% training and 30% testing datasets to compute the prediction error of each classifier. Tables 2 and 3 report the average results of prediction error produced by different integrated and conventional classifiers for microarray datasets, respectively. Figures 2(a-h) show the results for eight such best performing microarray datasets. In general, the results in Tables 2, 3 and Fig. 2 show that the average prediction error values corresponding to the ICs are better than the CCs. On the other hand, Tables 4 and 5 report the average values of Kappa-Index (KI) [17] , Minkowski Score (MS) [18] and Adjusted Rand Index (ARI) [19] of different ICs and CCs for microarray datasets over 20 runs. The KI, MS and ARI values are also found better for ICs. Moreover, it is observed that the results of iSVM and SVM are superior in their corresponding groups, whereas the iSVM performs better than the SVM. Figures 3(a-h) show the boxplots indicating the KI  MS ARI KI MS  ARI KI  MS ARI KI  MS which are found from these figures, is reported in Table 6 . In that table, best feature subset number, corresponding gain value and name of the classifier are also mentioned. The gain is computed according to the Eq. 2: 
Here predicted error is used to compute the Prediction Accuracy (PA) for gain computation. From Table 6 , it can be seen that the best produced gain is 25.90% for "Risinger-2003" dataset and the average of the best gain is 9.74%. It gives a better understanding about the superiority of the ICs over CCs. Moreover, the best gain produced by iSVM, iK-NN, iDT and iNB are 3, 1, 1 and 7 times respectively, which also reveal the same fact for ICs. Therefore, it indicates the superior performance of ICs for proper classification of microarray data.
Statistical test like Friedman test has been conducted for the used classifiers and the rank of these classifiers are reported in Table 7 . The rank is determined based on the average prediction error values produced by the ICs and CCs. From Friedman test, the average rank of the classifiers, iSVM, iK-NN, iDT and iNB, is computed as 1.417, 3.083, 5.333 and 6.250. Based on average rank, the chisquare value: 60.861 and p value: 0.13 × 10 −4 at α = 0.05 significance level is obtained. This is also a strong evidence to reject the null hypothesis. Therefore, the results produced by the ICs are statistically significant.
Conclusion
Microarray expression analysis generates millions of data related to the biological interpretation of genes and their functions. However, sophisticated computational methods are required in order to successfully analyze these microarray data. In this regard, the developed method shows promising results. The present study can be viewed as a comparative analysis of integrated and conventional classifiers where 12 microarray datasets are used. The integrated classifier is developed based on feature selection scheme. In feature selection scheme, bootstrap samples are used to create diverse and informative set features using principal component analysis. Thereafter, such features are multiplied with the original data to construct the training and testing data for the Support Vector Machine, K-Nearest Neighbor, Decision Tree and Naive Bayes classifiers separately. Finally, the posterior probability is computed for each classifier to get the classification result. For microarray datasets, the values of prediction errors, Kappa-Index, Minkowski Score, Adjusted Rand Index as well as the statistical significant test, indicate the superior performance of integrated classifiers. Moreover, the gain produced by integrated classifiers over conventional classifiers has also verified the goodness of this integration. Therefore, judging all the results, it can be concluded that the proposed integrated classifiers are quantitatively, visually and statistically superior to their conventional counterparts for microarray data analysis.
The application of the proposed method could be beneficial for binding activity prediction of protein-peptide [20, 21] . Additionally, the developed method can also be used for miRNA marker [22] [23] [24] and gene selection [25] .
