ABSTRACT This paper addresses the performance of downlink beamforming in fog radio access networks (F-RANs) with distributed antennas. The wireless channel is modeled as Rician fading. We analyze the asymptotic behavior of the signal-to-interference-plus-noise ratio (SINR) and the data rate of maximum ratio transmission (MRT) and regularized zero-forcing (RZF) beamformers in the large system limit, where the numbers of antennas and users go to infinity while keeping a fixed ratio. In some practical F-RAN environment, it is difficult to perform centralized processing and share channel state information (CSI) globally, so distributed beamforming schemes are of interest. Therefore, we propose the local zero-forcing (ZF) beamformer that relies only on local CSI. The simulation results show that the asymptotic results of MRT and RZF are accurate for finite system size, and the local ZF beamformer provides a tradeoff between MRT and RZF in terms of CSI sharing complexity and interference control ability.
I. INTRODUCTION
The fog radio access network (F-RAN) is an advanced network architecture for future mobile communications [1] - [4] , where a number of remote antenna units (RAUs) are separately deployed in the cell and connected to a baseband processing unit (BPU) via high-speed backbone links, e.g. radio-over-fiber or microwave repeater. From an informationtheoretic point of view, the distributed antennas in the F-RAN can be viewed as a distributed multiple input multiple output (MIMO) system [5] , [6] . Besides advantages of traditional multiantenna techniques, distributed MIMO exploits macrodiversity to further improve the performance of radio links [7] . In [8] and [9] , the uplink sum capacity of a multiuser distributed MIMO system was analyzed, and was compared with that of a traditional co-located antenna system. The comparison demonstrates that distributed MIMO achieves higher capacity than co-located MIMO, and the capacity gain
The associate editor coordinating the review of this manuscript and approving it for publication was Zhongyuan Zhao. increases with the number of antennas. Distributed MIMO and its competing technologies such as cell splitting, fixed relays and small cells, were compared in [10] .
The F-RAN will evolve to a dense wireless network, where a large number of RAUs serve many co-channel users at the same time. This leads to a distributed massive MIMO system. Massive MIMO, also known as large-scale multiple antenna systems or very large antenna arrays, has received much recent attention due to its great potential in spectral efficiency (SE) and energy efficiency (EE) [11] , [12] . Massive MIMO can achieve super performance with lowcomplexity linear transmit and receive processing techniques, such as conjugate/zero-forcing beamformer and maximum ratio combining/minimum mean-square error detector. In the limit of an infinite number of antennas, the effects of additive noise and fast fading vanish and the energy consumption per bit can be made arbitrarily small, provided that the inner products between channel vectors of different users grow at lesser rates than the inner products of channel vectors with themselves [13] . The EE-SE tradeoff in the uplink of massive MIMO systems is quantified in [14] . It is shown that a moderate large antenna array, say 100 antennas, can improve the EE and SE with orders of magnitude compared to a single-antenna system. The performance of massive MIMO can be further enhanced by incorporating advanced detection methods [15] . Moreover the performance of massive MIMO has been verified by recent measurements campaigns [11] , [16] .
Large dimensional random matrix theory is a powerful tool for the analysis of massive MIMO systems. A number of results on the performance of massive MIMO were obtained using random matrix theory. In [18] , the asymptotic distribution of signal-to-interference-plus-noise ratio (SINR) of the minimum mean-square error (MMSE) receiver was derived for the uplink of multiuser MIMO and code-division multiple access (CDMA) systems under an independent and identically distributed (i.i.d.) channel model. This result was extended to the independent channel model with arbitrary variance profile [19] . The downlink sum rate of multiuser massive MIMO with regularized zero-forcing (RZF) was studied in [20] which takes into account the effect of the peruser channel correlation and imperfect channel state information. In the multi-cell scenario, a unified analysis of the performance of massive MIMO was presented in [21] . More recently, there has been further work that investigates massive MIMO in advanced cellular architectures. Large system analysis was carried out for cooperative multi-cell downlink transmission with optimal precoder [22] and zero-forcing (ZF) beamformer [23] . For massive MIMO with distributed antennas, the capacity and spectral efficiency were derived in [25] and [26] , respectively. It was demonstrated in [27] that RAU selection in distributed Massive systems can efficiently reduce the system power consumption.
This paper addresses downlink transmission in a F-RAN with densely deployed distributed antennas. We focus on three linear beamforming schemes: MRT, RZF, and local zero-forcing (ZF). In the network, RAUs are close to users, and it is likely that a RAU has a direct propagation path to a nearby user. Therefore the wireless channel is modeled as Rician fading. We analyze and compare the average data rate of the three beamformers in the large system limit where the numbers of RAUs and users go to infinity while keeping a fixed ratio. The major contributions are the following.
• We analyze the asymptotic performance of MRT and RZF in the large system limit. In the derivation we prove new large dimensional results (Lemma 2 and 3) for Gaussian random matrix with arbitrary mean and correlation.
• The local ZF beamformer is proposed, which imitates the operation of RZF with only local CSI. Local ZF achieves a tradeoff between MRT and RZF in terms of CSI sharing complexity and interference control ability.
• By extensive simulation under different RAU/user layouts and correlation models, we compare the data rates of MRT, RZF, and local ZF beamformers, and verify the accuracy of the asymptotic analysis for finite system size. The rest of this paper is organized as follows. Section II describes the system model. The large system analysis of MRT and RZF is presented in Section III. In Section IV, we introduce the local ZF beamforming scheme. Section V presents the simulation results. Finally, we drawn conclusions in Section VI.
Notations: Boldface lower and upper case symbols represent vectors and matrices, respectively. (·) * , (·) T and (·) H refer to conjugate, transpose, and Hermitian transpose, respectively. · denotes 2-norm for vectors and spectral norm for matrices. 
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II. SYSTEM MODEL
Consider a F-RAN with densely deployed distributed antennas. There are N RAUs and K users. Each RAU is equipped with L antennas. Users have a single antenna. Both N and K are large and LN > K . The RAUs are separately deployed within the cell. Then the transmission distance of radio signals is significantly reduced, and it is likely that a user has a direct propagation path to a nearby RAU. So the wireless channel between RAU n and user k is modeled as a Rician fading channel
whereh n,k represents the Rician component and C n,k denotes the covariance matrix. By setting the corresponding Rician component to zero, the channel between a user and a remote RAU can be modeled as Rayleigh fading. The channel vectors are assumed independent with respect to (w.r.t.) RAU and user indexes n and k.
We focus on downlink transmission and suppose the information symbols for all users are available at all RAUs. This enables the RAUs serve the users jointly, in either a centralized or a distributed manner. Each RAU performs beamforming on the information symbols prior to transmission over the channel. The transmitted signal of RAU n is given by
33442 VOLUME 7, 2019 where s k ∈ C denotes the information symbol of user k with unit energy E(|s k | 2 ) = 1, and w n,k ∈ C L is the beamforming vector of user k at RAU n. The normalized beamforming vector
is called the beamforming direction in some literatures. We impose an average power constraint on the total transmit power of all RAUs, that is
where the expectation is taken over all channel realizations. Assume the transmissions from all RAUs are synchronized properly. Then the received signal of user k can be written as
where η k ∼ CN (0, 1) denotes the additive noise. The SINR of user k is given by
We assume dedicated pilot signal is inserted in the information symbol sequence so that users can accurately estimate the beamformed channel gain of the useful signal, as in e.g. [7] , [8] . The extension to imperfect CSI case is nontrivial and is left for future work. Moreover users treat the interference as Gaussian noise and perform single user decoding. Then for a particular channel realization the achievable data rate of user k depends on its SINR according to the Shannon's formula log (1 + SINR k ), and the average data rate of user k is given by
where the expectation is taken w.r.t. the channel fading state. For a practical modulation and coding scheme (MCS), the data rate under a fixed bit error rate (BER) constraint can be computed as log (1 + SINR k / k ), where k is the MCS-specific SNR gap [29] . Since these two formulas have the same form, we will focus on (6) in the sequel.
We note that achievable data rate of the linear beamforming/single user decoding scheme is not optimal from an information theoretic point of view. Higher information rate can be achieved by using dirty-paper coding based precoding at the transmitter along with multiuser decoding at the receivers, which achieves the capacity of Gaussian MIMO broadcast channels [30] . However, due to advantages in computational complexity and date safety, the linear beamforming/single user decoding scheme is deemed to be a more practical solution for downlink MIMO transmission. Many progresses have been made in the characterization of good beamformers. It turns out to be that the beamformer optimization problem is NP-hard for many common utility functions, e.g. the (weighted) sum rate [31] . So in this paper, we focus on three beamformers that can be expressed in closed-form: MRT, RZF, and local ZF.
III. PERFORMANCE OF MRT AND RZF
MRT and RZF are well-known linear beamforming scheme for the downlink transmission of MU-MIMO systems. MRT is a simple and efficient beamforming scheme. It is optimal with respect to the received power of the desired signal, and can be implemented distributedly. RZF beamformer is a near-optimal beamforming scheme. Its sum rate performance is close to the optimal linear beamformer [32] (On the other hand, nonlinear precoding scheme can provide higher sum rate than RZF [35] ). In the sequel, we study the average date rates of MRT and RZF, where the both the number of RAUs N and the number of users K approach infinity while keeping a fixed loading ratio
This asymptotic regime is denoted as N , K → ∞. For notation brevity, we stack the channel vectors related to user k into a tall vector
The Rician componenth k and Rayleigh componenth k are defined in the same manner, and the corresponding covariance and correlation matrices are given by
respectively. We assume that the correlation matrix has a uniformly bounded spectral norm w.r.t. the system scale N , K , that is,
This assumption say nothing but the signal power collected by a user can not go to infinity as long as the transmitted power is finite.
A. MRT
The beamforming vector of MRT is given by
where ρ mrt is a parameter to normalize transmit power according to the power constraint (3)
Note that we have defined ρ mrt such that its value doesn't diverge as N , K → ∞. The SINR of user k is then given by
We shall analyze the asymptotic behavior of the above SINR and corresponding achievable data rate. The analysis VOLUME 7, 2019 relies on the second order moment of Gaussian quadratic forms. Although the property of Gaussian distribution is well studied in e.g. [17] , we cannot find a direct reference. So we derive it by ourselves.
Lemma 1: Let h ∼ CN (d, C), and A, B be Hermitian matrices. Then
E h
where R = C + dd H is the correlation matrix.
Proof: See Appendix-A. Consider the nominator of (13) . By Lemma 1, the mean and variance of h n,k 2 are given by trC n,k + h n,k 2 and 
The denominator of (13) can be derived similarly. We treat
2 as a sequence of random variables indexed by j. Its mean is given by
and its variance can be obtained using Lemma 1
By (10), the variance is upper bounded by a constant that is independent of the system scale N , K . Therefore we can apply the strong law of large numbers to the denominator of (13) and obtain
As indicated by (16) and (19) , both the nominator and denominator of (13) 
1 Throughout this paper, ''a n a.s.
At last, by the dominated convergence theorem, we can apply the above result to (6) , and obtain the following asymptotic expression for the average data rate (21) which is the main result of this subsection.
B. RZF
The beamforming vectors of RZF are expressed using the stacked channel vector (8), given by [34] 
where ω is the regularization parameter, and ρ rzf is used to normalize transmit power according to the power constraint
Later we will show that ρ rzf converges to a finite value as N , K → ∞. Depending on the choice of the regularization parameter, RZF has several well-known special cases. Specifically, when ω → 0, RZF reduces to standard zero-forcing, which completely eliminates the inter-user-interference. The case ω = P −1
T has been studied in quite a few works and received several different names, such as transmit Wiener filter and virtual SINR beamforming. In a large system, it is the optimal regularization parameter [34] . 2 Using RZF, the SINR of user k is given by
We shall analyze the asymptotic behavior of the above SINR and the corresponding achievable data rate. The analysis relies on the recently developed results in large dimensional random matrix theory. Specifically, we will prove the following lemmas. Lemma 2: Let h 1 , · · · , h K be independent random vectors of length N , distributed according to CN (h k , C k ) respectively. Assume the condition (10) and ω > 0. Then the fixedpoint equation system
2 Note that we have normalized the noise variance to 1 in the system model. Otherwise the regularization parameter of transmit Wiener filter is given by ω = σ 2 /P T , where σ 2 denotes the noise variance.
admits a unique solution in the region of
where Q is defined in (22) . Proof: The proof is based on [25] . In Appendix-B, we tailor and extend the result for our usage.
Lemma 3: Let γ k , µ k , be the solution of the fixed-point equation in Lemma 2. Then under the condition of Lemma 2,
a.s.
where γ k and µ k can be calculated by
where
respectively, and b 1 , b 2 are K × 1 vectors with elements
respectively.
Proof: See Appendix-C, where we will prove a more general result:
where D is any N × N deterministic matrix with a uniformly bounded spectral norm w.r.t. N , and is given by (66). Based on Lemma 2 and 3, the three terms that determine the SINR (24) can be derived one by one, following a standard procedure in large random matrix theory [17] . As a result, we have an asymptotic expression on the SINR SINR rzf k a.s.
See Appendix-D for the detailed derivation.
Then by the dominated convergence theorem, applying the above result to (6) yields the following asymptotic expression for the average data rate (34) which is the main result of this subsection.
IV. LOCAL ZF
The ultimate goal of distributed MIMO is fully centralized processing: all baseband signal processing is carried out in the BPU. However this approach requires very high backbone capacity to carry the baseband signal. So it is of interest to study distributed beamforming schemes. The MRT beamformer can be implemented in a distributed manner since the beamforming vector of user k at RAU n depends only on the local channel information. But it suffers from performance degradation due to lack of effective means to suppress the interference. On the other hand, although the RZF beamformer achieves near optimal performance among all linear beamformers, it requires full CSI of all RAU-user links.
In this section, we propose a beamformer that relies only on local CSI and channel statistics. Consider a TDD system where CSI is obtained from uplink training. Each RAU can obtain the CSI from itself to all users (assuming perfect channel estimation). The CSI available at RAU n is collected into an L × K matrix
To explain the insight behind the proposed beamformer, we express the RZF beamforming vector as
where W rzf n w n,1 , · · · , w n,K denotes the beamforming weights used at RAU n. Note that RAU n only needs to calculate (36) instead of all beamforming weights. However under local CSI assumption, {G m } m =n is not available. As a countermeasure, we propose to approximate the unavailable part in (36) by its expectation, i.e.,
The expectations {E(G H m G m )} ∀m change on a much slower timescale than the instantaneous CSI, and can be shared among RAUs with low overhead. Then we obtain a beamformer
where ρ LZ is used to normalize transmit power according to the power constraint
To support the proposed beamformer, we derive some results in the following lemma, wherein (40) gives a closedform expression to calculate ϒ n , (41) justifies that the proposed approximation (37) is good in element level.
Lemma 4: The value of ϒ n is given by
where δ k,j denotes the Kronecker delta function. As N , K → ∞,
Proof: The calculation of (40) is straightforward. (41) is nothing but to say m =n G H m G m k,j converges almost surely to its mean [ϒ n ] k,j , which can be proved using the strong law of large numbers. The derivation is similar to that in Section III-A and omitted here.
V. NUMERICAL RESULTS
In this section, simulation results are provided to illustrate the performance of MRT, RZF and local ZF beamformers, and to verify the accuracy of the asymptotic results for finite system size.
A. SIMULATION SETUP
We assume 25 RAUs and 50 users in a square area of 1000 m × 1000 m. Detailed setting is described as follows:
• RAU layout. Two RAU layouts are considered. The first is a square lattice with RAU distance 200 m, as illustrated in Fig. 2 . Each RAU is equipped with 4 antennas. The second is a random layout, as shown in Fig. 3 . Each RAU is equipped with 8 antennas.
• User layout. User locations are randomly generated, as shown in Figs. 2 and 3 . Each user has a single antenna.
• Path loss model. We adopt a distance-dependent path loss model given by [23] 
where d n,k denotes the distance between RAU n and user k, d 0 is the distance at 3dB break point, and ξ is the pathloss exponent. We set ξ = 3.5 and d 0 = 36 m in our simulations.
• Rician component. We assume there is a direct propagation path only when the RAU-user distance d n,k is less than 100 m, and the corresponding Rician component is given bȳ where θ n,k denotes the angel of departure of the specular component. θ n,k 's are randomly generated at the beginning of a round of simulation, and does not change during this round of simulation. The Rician component is set to zero if the RAU-user distance is larger than 100 m.
• Spatial correlation. We consider two spatial correlation model. The first is the i.i.d. model, where the channel covariance matrix is
In the second case, the channel covariance matrices are randomly generated, and then the channel gains are normalized such that trC n,k = LP L (d n,k ).
• The regularization parameter. We set ω = P
−1
T in all simulations. It is the optimal value for RZF in a large system [34] . At first, we compare the performance of the three beamformers. Over the whole SNR region in consideration, RZF yields the highest throughput and local ZF is better than MRT. But the performance gap is quite different in different SNR region. At low SNR, the performance is limited by the additive noise. The three beamformers have comparable performance. With the increase of SNR, the throughputs of beamformers begin to diverge in the medium SNR region, and the performance gap is significant at high SNR. At 21 dB SNR, RZF and local ZF achieve 2.5 and 1.5 fold throughput gain over MRT, respectively. In the high SNR region, the interference dominates the additive noise. and the performance of a beamformer is mainly affected by its ability to control the interference. The RZF beamformer can efficiently suppress the interference and then achieve much higher throughput. The local ZF beamformer performs better than MRT. But it cannot completely eliminate the interference. The residual interference makes local ZF exhibit interference-limited behavior at high SNR.
Secondly, compare Fig. 4 with Fig. 5 and Fig. 6 with Fig. 7 , we can see that antenna correlation in RAUs has small effect on the performance. This is reasonable since antenna correlation in RAUs only has local effect. The fading coefficients of different RAUs are independent of each other. So from the point of view of the whole system, the overall channel behaves similarly, whether there is antenna correlation in RAUs or not. This phenomenon, called macrodiversity in the literature, is a major advantage of distributed MIMO over colocated MIMO. If all antennas (100 or 200 in our simulations) VOLUME 7, 2019 are put together, the antenna spacing will be small and the antenna correlation can be very strong. It is likely that there are no enough degree of freedom to support a large number of users (50 in our simulations).
Thirdly, the asymptotic analysis of MRT and RZF is accurate for finite system size. This merit is not exclusive to our case. In the literature, a number of asymptotic results have been derived from large system analysis. They are tight even for quite small system size [18] - [25] . Our results confirm again the effectiveness of the large system approach.
C. PER USER DATA RATE
We select the first and the last user as examples to show the per user date rate R k . Figs. 8-11 illustrate the average data rate of a particular user in different RAU/user layouts and correlation models. The behaviors of three beamformers are quite different. The data rate of the RZF beamformer is uniform in all figures, and accords with the corresponding system-wide average throughput shown in Figs. 4-7 . This can be explained by the fact that RZF is a channel inversion operation except for a regularization term, which provides approximately the same SINR to all users. The performance of local ZF is also stable. On the other hand, the performance of MRT has large fluctuation, especially in the case of random layout. It can be fairly good in Fig. 10 or very poor in Fig. 11 . Nevertheless the asymptotic analysis of MRT and RZF provides good approximation in all cases.
VI. CONCLUSIONS
This paper investigated downlink linear beamforming in a F-RAN with a large number of RAUs and users. Assuming a Rician fading model, we derived the asymptotic performance of MRT and RZF in the large system limit. These asymptotic results provide tight approximation for finite system size.
In view of practical difficulties of fully centralized processing and globally CSI sharing, we proposed the local ZF beamforming scheme that imitates the operation of RZF with only local CSI. The local ZF beamformer achieves a tradeoff between MRT and RZF in terms of CSI sharing complexity and interference control ability.
A. PROOF OF LEMMA 1
We only need to prove (15) since (14) is a special case. We begin with an i.i.d. Gaussian vector z ∼ CN (0, I N ) . Its second order moment is given by
where z n denotes the n-th element of z, and a m,n and b i,j refer to the (m, n)th and (i, j)th element of A and B, respectively. Since z n 's are i.i.d. CN (0, 1) random variables, we have
Then (44) can be written as
where the last equality follows from the assumption that A, B are Hermitian. This result can be extended to any zero mean Gaussian vector x ∼ CN (0, C), that is
has a unique solution. This equation system can be simplified by introducing new variables γ k and µ k as (25) , rewritten here
Then (49) and (53) can be written as
Applying the matrix inversion lemma and (50) to (51) yields
which in turn implies
where the last equality follows from 2h
Substituting the above equality and (55) into (50), one obtains (26), rewritten here
Now we have established a new fixed-point equation system (54)-(59), which is equivalent to (49)-(53). But in the new equation system, (55)-(58) are not active. So we can delete them and obtain the desired result.
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Then we proceed to derive (27) . Reference [25, Th. 1] 
With a small extension to the proof, we can show that 1 K Etr(DQ 
(60) and (61) imply (27) .
C. PROOF OF LEMMA 3
We will prove the general result (32), which includes (28) as a special case. The proof follows a similar approach to [18] and [20] . Differentiating (27) w.r.t. ω yields
According to the derivative formula for inverse matrix
where −d /dω. An expression of can be derived from the fixed-point equation in Lemma 2. Specifically, (25) can be written as
Differentiating them w.r.t. ω yields
where γ k −dγ k /dω, µ k −dµ k /dω. Then we differentiate (26) w.r.t. ω, and obtain (66), shown at the bottom of this page.
Substituting (66) into (65) yields a linear equation system (67) w.r.t. γ k and µ k , shown at the bottom of this page. The solution of (67) is given by (29) . Once we get the value of γ k , µ k , we can substitute them into (66) and obtain the value of .
For the special cases D = C k and D =h kh H k , (32) can be simplified to (28) using the equalities in (65).
D. DERIVATION OF (33)
In this section, we derive asymptotic expression (33) on the SINR, following a standard procedure in large random matrix theory [17] . Recall that there are three terms that determine the SINR (24) . In the sequel, we deal with the three terms one by one.
At first, we consider the signal power K −1 h H k Q −1 h k in (24) . According to the matrix inversion lemma [20] , we have
where Q k ωI N + K −1 i =k h i h H i . Therefore the signal power can be written as
Note that Q k is independent of h k . Then we decompose the channel vector into h k =H k + C To proceed, we derive right-hand-side of (70) into the form of Lemma 2. By the equality Q −1
where the last step follows from the fact that R k , Q −1 k and Q −1 have uniformly bounded spectral norms w.r.t. N , K . This result and (70) imply
