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Summary
First principles calculations based on Density Functional Theory (DFT) have been
performed to explore new half metallic materials for spintronics applications. Based
on these calculations, 1) Cu-doped GaN, Mg-doped AlN and C-doped BN nan-
otubes are predicted to be half metallic dilute magnetic semiconductors (DMS)
without magnetic cations. They are potential DMS completely diﬀerent from con-
ventional ones; 2) zinc-blend NiO and wurtzite NiO are proposed to be potential
half metals with lattice constants matched to wide gap semiconductors such as
SiC, AlN, GaN and ZnO and thus they are potential electrodes for these wide gap
semiconductors.
While there have been numerous reports on room temperature ferromagnetism of
conventional DMS, identiﬁcation of the origin of the ferromagnetism remains a
challenge as the magnetic dopants always cluster together in the host semiconduc-
tors. The magnetic attraction might originate from the magnetism of the magnetic
dopants. A possible way to alleviate this problem is to use non-magnetic dopants
to fabricate DMS. Calculations on Mg-doped AlN, Cu-doped GaN and C-doped
BN showed spin polarization in theses systems even though there are no magnetic
vi
elements. In both Mg-doped AlN and Cu-doped GaN, their band structures are
half metallic and ferromagnetism can be expected provided that suﬃcient dopants
can be incorporated.
NiO has an anti-ferromagnetic ground state and crystalizes in rock-salt structure.
Being anti-ferromagnetic, its applications are quite limited. On the other hand,
wide gap semiconductors such as SiC, AlN, GaN and ZnO crystalize in zinc-blend
or wurtzite structure and there have been neither experimental nor theoretical
reports of suitable half metallic spin electrodes for them. Calculations showed
that if NiO can crystalize in zinc-blend or wurtzite structure, it might change
its antiferromagnetism to ferromagnetism and could have a half metallic band
structure. In addition, the lattice constants of NiO in these two structures are
quite close to those of wide gap semiconductors in correspondent structures. Thus
it has the potential to act as spin electrode for wide gap semiconductors.
Existing experiments on electrical injection from half metals to semiconductors
are far from satisfactory with poor eﬃciency, which might be associated with the
properties of the half metal-semiconductor interface. Systematic ﬁrst principles
studies have been carried out on the properties of transition metal pnictides and
group III-V semiconductors interfaces with particular concentration on the energy
band discontinuity for the heterostructrues. The results suggest that high eﬃciency
of electrical spin injection can be expected from CrSb to GaSb. The high eﬃciency
can be attribute to the band alignment at CrSb/GaSb interface.
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1.1 Semiconductor Spintronics Devices
The mass, charge and spin of electrons in the solid state lay the foundation of
the information technology we use today. Integrated circuits and high-frequency
devices made of semiconductors, used for information processing and communica-
tions, have achieved great success using the charge of electrons in semiconductors.
Massive storage of information-indispensable for information technology-is carried
out by magnetic recording (hard disks, magnetic tapes, magneto-optical disks)
using spin of electrons in ferromagnetic materials. It is the quite natural to ask
if both the charge and the spin freedom of electrons can be used to further en-
hance the performance of semiconductor devices. One may then be able to use
the capability of massive storage and processing of information at the same time.
Alternatively, one may be able to inject spin-polarized current into semiconductors
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to control the spin state of the carriers, which may allow us to carry out quibit
(quantum bit) operations required for quantum computing. This constructs the
original hypothesis so called semiconductors spintronics.1
Semiconductor spintronics devices, which utilize the spin freedom of carriers in
addition to their charges, gives rise to the possibility of non-volatility, increased
data processing speed, decreased electric power consumption and higher integration
densities. Moreover, they may eventually enable quantum computing in the solid
state.2,3 However, in spite of these advantages, materialization of semiconductor
spintronics devices is still in its early state and many technical issues remain unre-
solved. These include spin injection, spin detection, spin control and manipulation
of spin polarized current.
Spin injection, which refers to the injection of highly polarized spin current into
semiconductors, is the ﬁrst technical issue that needs to be resolved towards semi-
conductor spintronics devices. The central task in spin injection is to search for
appropriate spin electrodes which possess highly polarized spin current. One would
think that magnetic transition metals are the most straightforward spin electrodes
since they are ferromagnetic at room temperature and can be spin-polarized up
to 50% in their natural phases. However, experiments on these magnetic transi-
tion metals reported much lower polarization of spin current than expected.4 This
problem was ﬁnally theoretically addressed by Schmidt et al.5 Based on his for-
mula, two factors are responsible for the low eﬃciency of the magnetic transition
metals as spin electrodes. The ﬁrst is the giant conductivity mismatch between
the magnetic transition metals and the semiconductors. the second is the ﬁnite
2
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polarization ( 100% ) of the magnetic transition metals. Thus an eﬃcient spin
electrode must either have conductivity comparable to that of semiconductors or
have a spin polarization near 100%. Thus Schmidt et al proposed that two ma-
terials: dilute magnetic semiconductors (DMS) and half metals, can be eﬃcient
spin electrodes and much research has been carried out to study these two type of
materials. The following section will give a brief introduction of these materials.
1.2 Dilute magnetic semiconductors and half met-
als
DMS, obtained by doping conventional compound semiconductors with magnetic
transition metals, are of potential spin electrodes in that their conductivity is
comparable to that of semiconductors. Experimentally, much improved spin po-
larization were observed in some DMS-based spin electrodes.6 This observation in
turn has veriﬁed the validity of Schmidt’s explanation and much interest has been
given to DMS.
Half metals are another class of spin electrodes in addition to DMS due to their
100% polarization of carriers at Fermi level. Recently, a lot of density functional
theory calculations have been carrier out to search for possible half metals and
some have been veriﬁed by experiments. For instance, CrSb is a half metal that
has been experimentally grown on GaAs and exhibited ferromagnetism at room
temperature.7,8 Recently, MnAs was reported to crystallize in zinc-blend structure
with Curie temperature up to room temperature.9
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In the next section, these two types of materials will be reviewed in more details.
1.3 Problems with dilute magnetic semiconduc-
tors and half metals
1.3.1 Clustering of magnetic cations in dilute magnetic
semiconductors
Conventionally, magnetic transition metals (MTMs)(MTMs=V, Cr, Mn, Fe, Co
and Ni) are doped into semiconductors to fabricate DMS. Uniformity of the mag-
netic cations is the basic requirement. At a concentration of a few percents, ferro-
magnetism could be observed but was limited to very low temperature.10 To push
the Curie temperature to room temperature, a higher concentration is required.
There have been numerous reports on room temperature ferromagnetism in many
DMS at high concentration of magnetic transition metals. For example, room
temperature ferromagnetism in GaN-based DMS and AlN-based DMS have been
frequently reported.11–25 However, while high concentration of transition metals
generates room temperature ferromagnetism, it makes the origin of the observed
ferromagnetism suspicious at the same time because of clustering of the dopants.
This is because these dopants are intrinsically magnetic and their clusters or sec-
ondary phases in the host semiconductors may also be responsible for the observed
ferromagnetism and experimentally identiﬁcation of these clusters or secondary
phase in very small size is very diﬃcult. In most of GaN-based and AlN-based
4
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DMS,11–25 the measured mean magnetic moment is much lower than expected and
lies in a wide range, indicating an inhomogeneous distribution (clusters or sec-
ondary phases) of the dopants in the host semiconductors. The origin of clustering
tendency has not been well studied and understood.26,27 However, alloying non
magnetic metals into semiconductors does not suﬀer from the clustering problem.
A well case is (Ga,In)As where In dopants can distribute homogeneously in GaAs
semiconductor.28,29
1.3.2 Lattice mismatch between known half metals and
wide gap semiconductors
Group II-VI and III-V compound semiconductors usually crystalize in wurtzite
or zinc-blend structure. Half metallic ferromagnets in these two structures are of
great interests as they are expected to be epitaxially grown on group II-V and
III-V compound semiconductors as spin electrodes. In order to obtain a good
expitaixal growth, the lattice mismatch between a half metallic ferromagnet and a
substrate semiconductor should not exceed 5%. However, while some of the known
half metallic ferromagnets can serve as spin electrodes for group II-VI and III-V
semiconductors in zinc-blend structures with moderate band gaps, none of them
can act as spin electrode for group II-VI and III-V semiconductors with wide band
gaps in either wurtzite or zinc-blend structures (SiC, AlN, GaN and ZnO). For
wide gap semiconductor in zinc-blend structure, the lattice constants are around
4.5 A˚ while the lattice constants of known half metallic ferromagnets in the same
5
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structure range from 4.8-6.0 A˚.30–41 Similarly, the lattice constants a of known
half metallic ferromagnets in wurtzite structure are too large for these wide gap
semiconductors in the same structures.30–41
1.3.3 Low eﬃciency of spin injection from half metals to
semiconductors
Half metals in principle can oﬀer 100% polarization spin injection into semiconduc-
tors. However, existing experiments on spin injection from half metals to semicon-
ductors showed much lower polarizations than expected.42,43 This low eﬃciency
might be related to the particular electronic properties of the interface of the tar-
gets. For a perfect interface without any atomic disordering, the band alignment
plays a key role in the eﬃciency of spin injection. With appropriate band align-
ment, the spins in one channel can be injected into semiconductor before being
ﬂipped to the other spin channel. On the other hand, in an inappropriate band
alignment the spins can be ﬂipped and thus loose the 100% spin polarization.
However, up to date no attention has been paid to the band alignment problem.
1.4 Objectives of this study
Density functional theory based calculations have been successful in predicting
structural and electronic properties of crystals. In the ﬁelds of semiconductor
spintronics, density functional theory has been applied to explore the structural and
electronic properties of DMS recently.44–46 Density functional theory calculation
6
Chapter 1. Introduction
also predicted the ﬁrst half metal NiMnSb47 and later on many potential half metals
have been proposed from density functional theory calculations.30–41
This study aims to propose possible solutions to the problems with DMS and
half metals addressed in the above. Non-magnetic dopants are proposed to fabri-
cate dilute magnetic semiconductors. Since these dopants are non-magnetic, they
might have a weaker tendency of clustering compared to those magnetic transition
metals and thus are hopefully to alleviate the clustering problem. Two host semi-
conductors, AlN and GaN are considered. Cu and Mg are used as non-magnetic
dopants for GaN and AlN respectively. The spin-polarized electronic properties of
Cu-doped GaN and Mg-doped AlN are studied by density functional theory cal-
culations. The magnetic coupling properties of these two systems is also studied.
In addition, C-doped BN nanotubes is also studied for interests in spin polariza-
tion in metal-free system. To explore new half metals in zinc-blend and wurtzite
structures for wide gap semiconductor (SiC, AlN, GaN and ZnO), structural and
electronic properties of NiO in these two structures are calculated. The inﬂuence
of the lattice mismatch between NiO and the wide gap semiconductors are also
studied. In view of the success in fabricating CrSb half metal, the electronic prop-
erties of CrSb/GaSb interface are studied with particular attention to the band
alignment.
1.5 Outlines of this thesis
The thesis is arranged into four sections.
7
Chapter 1. Introduction
Detailed introduction of total energy calculation method based on density func-
tional theory, pseudopotentials and local density approximation or generalized gra-
dient approximation is given in Chapter 2.
In Chapter 3, preliminary electronic and magnetic properties of Cu-doped GaN
and Mg-doped AlN are calculated using the parameter-free calculations based on
density functional theory. Band structures of these two systems are calculated and
density of states are studied to reveal the mechanism of the ferromagnetism. The
electronic structure of C-doped BN nanotubes is also studied in Chapter 4.
In Chapter 5, structural parameters of NiO in zinc-blend as well as wurtzite struc-
tures are calculated using both pure DFT calculation and DFT+U calculation.
The band structures at a wide range of U are calculated. At a moderate value of
U, the eﬀect of stress on the electronic and magnetic properties are also examined.
In Chapter 6, the electronic properties at the interface of CrSb/GaSb heterostruc-
ture are studied by ﬁrst principles calculations. Density of states of the interface
layers and the band alignment at the interface are given to evaluate the eﬃciency
of spin injection from CrSb to GaSb.
In chapter 7, the results obtained are summarized and an outline are given for
future work in the related ﬁelds.
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Chapter 2
Density functional theory for
materials design
2.1 Introduction
In principle, electronic properties of materials can be understood by solving the
quantum mechanics Schro¨dinger equation. First principles calculations based on
density functional theory (DFT) use fundamental physical lows and constants only,
without empirical parameters. Up to date, ﬁrst-principles calculations have been
proven to be one of the most powerful tools for carrying out theoretical studies of
electronic and structural properties of materials and advanced functional materials
engineering.
Prediction of the electronic and structural properties of a material requires cal-
culations of the quantum-mechanical total energy of the system and subsequent
14
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minimization of that energy with respect to the coordinates of the electrons and
the nuclear. Because of the large diﬀerence in mass between the electrons and
the nuclei and the fact that the forces on the particles are of the same order, the
electrons respond essentially instantaneously to the motion of the nuclei. Thus the
nuclei can be treated adiabatically, leading to a separation of electronic and nuclear
coordinates in the many-body wavefunction− the so-called Born-Oppenheimer ap-
proximation. This “adiabatic principle” reduces the many-body problem to the
solution of the dynamics of the electrons in some frozen-in conﬁguration of the nu-
clei. Even with this approximation, the many-body problem remains formidable.
Further approximations are necessary to allow total-energy calculations to be per-
formed but with suﬃcient accuracy.1
This chapter introduces approximations related to the ﬁrst-principles total-energy
calculations.
2.2 Adiabatic approximation
Since the nuclear mass M far exceeds electron mass m, one can naturally limit the
analysis to a model of electrons travelling in a ﬁxed ﬁeld of nuclei. In this approxi-
mation, the electrons’ wavefunction is determined at the instantaneous position of
the nuclei while ions are treated as classical particles.2
The stationary Schro¨dinger equation in a crystal can be written as:
ĤΨ = EΨ (2.1)
15
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where Ĥ is the Hamiltonian operator (Hamiltonian) of the system, Ψ is the wave-
function of the dynamic variables of all particles and E is the eigenstate energy
of the system. To solve Eq. 2.1, one needs to determine the Hamiltonian of the
system. Assuming the crystal composes of N atomic nuclei or ion cores and n
itinerant electrons only, and using a non-relativistic approximation that takes into































2∣∣∣ri − Rα∣∣∣ (2.2)
Here Mα is the nuclear mass, m is the electron mass,
→
ri is the radius vector of
the ith electron,
→
Rα is the radius vector of the αth nucleus and zα is the atomic
number. Since motions of the nuclear and the electrons can be separated, one has
Ψcr = Ψ(r, R)Φ(R) (2.3)
Substitution Eq. (2.3) into Eq. (2.1) one obtains two equations:
ĤeΨ(r, R) = εΨ(r, R) (2.4)






























2∣∣∣ Rα − Rβ∣∣∣ (2.7)
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To estimate this term, one premultiplies by Φ∗ and integrates with respect to the
























































Since m/M ∼ 10−5, this term is insigniﬁcant compared to ε.
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and the second term in Eq. (2.8) is of the order of
√
m/M of the total crystal
energy.
Consequently, discarding both corrections in Eq. (2.4) introduces an energy error
less than
√
m/M . The discarded terms characterize the internal non-adiabaticity
of the system which is expressed as an eﬀect of nuclear motion on their interaction
with the electrons. Therefore, electron-phonon interactions are neglected in the
electronic structure calculations of crystals from the very outset. Thermal motion
can be accounted for only as a perturbation that sets up a speciﬁc electron state
distribution.2
















2∣∣∣ri − Rα∣∣∣ (2.10)
where
→
Rα denotes the positions of ﬁxed nuclei or cores, that is, the sources of the
ﬁeld acting on the electrons. However, in this approximation the solution of the
Schro¨dinger equation still meets with huge mathematical diﬃculties. The major
diﬃculty lies in the second term in Eq. (2.10), which interrelates the electronic
coordinates, does not allow a many-body problem to be reduced to a sum of one-
particle problem.3
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2.3 Hartree-Fock approximation
The most diﬃcult problem in any electronic structure calculation is posed by the
need to take account of the eﬀects of the electron-electron interaction. Electrons re-
pel each other due to the Coulomb interaction between their charges. The Coulomb
energy of a system of electrons can be reduced by keeping the electrons spatially
separated, but this has to be balanced against the kinetic energy cost of deforming
the electron wavefunctions in order to separate the electrons.1
The wavefunction of a many-electron system must be anti-symmetric under ex-
change of any two electrons because the electrons are fermions. The antisymmetry
of the wavefunction produces a spatial separation between electrons that have the
same spin and thus reduces the Coulomb energy of the electronic system. The
reduction in the energy of the electronic system due to the anti-symmetry of the
wavefunction is called the exchange energy. It is straightforward to include ex-
change in a total energy in a total energy calculation, and this is generally referred
to as the Hartree-Fock approximation.1–3
The Hartree-Fock approximation is of variational nature. It contains in restricting
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∗dx = δi,j (2.12)























∣∣∣r − r′∣∣∣−1 [φν(q)φv′ (q)− φv(q′)φv′ (q)] (2.13)
where




























⎦ = 0. (2.14)































∣∣∣r − r′∣∣∣−1 φis(r, σ) = ∑
js′
λis,js′φjs′ (r, σ) (2.15)
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is the total electron density at point r.
































∣∣∣r − r′∣∣∣−1 φis(r, σ) = εisφis(r, σ) (2.17)
The third term enclosed in square brackets is a Coulomb potential, which is pro-
duced by all the other electrons acting on a give electron. The last term on the
left-hand side of Eq. (2.17), called the exchange interaction, is due to the Pauli
exclusion principle and is of a purely quantum origin.
The Coulomb energy of the electronic system can be reduced below its Hartree-Fock
value if electrons that have opposite spins are also spatially separated. In this case
the Coulomb energy of the electronic system is reduced at the cost of increasing
the kinetic energy of the electrons. The diﬀerence between the many-body energy
of an electronic system and the energy of the system calculated in the Hatree-
Fock approximation is called the correlation energy. The Hartree-Fock method has
found broad applications in atomic theory, but has only limited suitability for the
majority applications to condensed matter. For condensed matter theory the area
21
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of special interest concerns low density valence electrons for which correlations of
electrons with antiparallel spins, neglected in Hartree-Fock method, yield eﬀects
of the same order as exchange.1–5
2.4 Density Functional Theory
Density functional theory (DFT), developed by Hohenberg and Kohn (1964) and
Kohn and Sham (1965), provided some hope of a simple method for describing
the eﬀects of exchange and correlation in an electron gas. Hohenberg and Kohn
proved that the total energy, including exchange and correlation, of an electron
gaps (even in the presence of a static external potential) is a unique functional
of the electron density. The minimum value of the total energy functional is the
ground state energy of the system and the density that yields this minimum value
is the exact single-particle ground state density.1
E. Bright Wilson suggested (1965) that a knowledge of the density was all that
was necessary for a complete determination of all molecular properties. If N is the





|Ψ|2 d x1d x2...d xN (2.18)
where Ψ( x1, x2, ..., xN) is the electronic wavefunction of the molecule. Wilson’s
observations were that
∫
ρ(r)dr = N (2.19)
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ρ (rA) is the spherical average of ρ(r). Hence the full Schro¨dinger Hamilto-
nian is known, because it is completely deﬁned once the position and charge of the
nuclei are given. Therefore, in principle, the wavefunction and energy are known,
and thus everything is known.6,7
In 1964, Hohenberg and Kohn proposed two theorems for a system of N interacting
electrons in a non-degenerate ground state associated with an external potential
ν(r).1,6, 7
Hohenberg-Kohn theorem 1. The ground state electron density ρ(r) uniquely
determines the external potential ν(r) due to the nuclei.
One may therefore represent the energy of the system as a functional of the density
as following:6
E(ρ) = Vne [ρ] + T [ρ] + Vee [ρ] (2.21)
=
∫
ρ(r)ν(r)dr + T [ρ] + Vee[ρ] (2.22)
where T [ρ] is the kinetic energy and Vee[ρ] is the electron-electron interaction








Hohenberg-Kohn theorem 2. For any approximation density ρ˜, E[ρ˜] ≥ E[ρ],
where ρ is the exact density.
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The second Hohenberg-Kohn theorem allows us to introduce the variational prin-
ciple. This variational principle allows us to write down the condition that the
energy, Eq. (2.21), is stationary with respect to changes in the density, subject to






for which the Euler-lagrange equation is, in terms of functional derivatives:







This last equation is an exact equation for ρ(r), if only one knows the functional
forms of T [ρ] and Vee[ρ]. one now goes on to convert this equation into a set of
determinantal wavefunction for N non-interacting electrons in N orbitals φi. For



















φi = εiφi (2.28)
and the energy of this system is given by
E[ρ] = Ts[ρ] +
∫
νs(r)ρ(r)dr (2.29)
Eq. (2.28) is the Euler equation obtained when Eρ is minimized with respect to
variations in the orbitals which constitute the density as given by Eq. (2.27) subject
to the constraints that they remain normalized.6
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Now one returns to the problem with interacting electrons and one writes the
energy in diﬀerent ways:6
E[ρ] =
∫
v(r)ρ(r)dr + T [ρ] + Vee[ρ]
=
∫
v(r)ρ(r)dr + Ts[ρ] + J [ρ] + (T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ]
=
∫
v(r)ρ(r)dr + Ts[ρ] + J [ρ] + Exc[ρ] (2.30)
The ﬁrst line is from Eq. (2.21), the second line inserts and removes the non-
interacting kinetic energy and the Coulomb energy, the next line introduces the
exchange-correlation energy functional, the functional derivative of which is the
exchange-correlation potential νxc:





On comparing Eq. (2.28), (2.30) and (2.32) one deduces that the problem has been













φi = εiφi (2.33)
These are the Kohn-Sham equations for the Kohn-Sham orbitals φi. Note that the
key property of them is that they give the exact density through Eq. (2.27), once
the exact exchange-correlation functional Exc[ρ] has been determined.
6
The Kohn-Sham equations represent a mapping of the interacting many-electron
system into a system of non-interacting electrons moving in an eﬀective poten-
tial due to all the other electrons. If the exchange-correlation energy functional
25
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were known exactly, then taking the functional derivative with respect to the den-
sity would produce an exchange-correlation potential that included the eﬀects of
exchange and correlation exactly. The Kohn-Sham equations must be solved self-
consistently so that the occupied electronic states generate a charge density that
produces the electronic potential that was used to construct the equation.1,2, 6, 7
2.5 Local density approximation
The Kohn-Sham scheme does not lead to computational feasibility as it stands,
because the diﬃculty of the many-body problems is still present in the unknown
functional Exc[ρ]. To overcome this, Kohn and Sham proposed a local density
approximation (LDA):8
Exc[ρ(r)] ≈ ELDAxc =
∫
ρ(r)εhomxc (ρ(r))dr (2.34)
in which εhomxc is the exchange-correlation energy per particle in the homogeneous
(spatially uniform) electron gas. The functional derivative of ELDAxc is the local













The homogeneous electron gas model is a ﬁctitious system, used as a reference
DFT calculations.2,5–8 It is deﬁned as a large number N of electrons in a cube of
volume V = l3, throughout which there is a uniformly spread out positive charge
to make the system neutral. The uniform electron gas corresponds to the limit
N → ∞, V → ∞, with the density ρ = N/V remaining ﬁnite. The ground state
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ν(r)ρ(r)dr + Ts[ρ] + J [ρ] + Exc(ρ) + Eb (2.36)
with Eb being the electrostatic energy of the positive background, which is equal to
the coulomb energy because the positive charge density n(r) is simply the negative









it follows that the second, third and ﬁfth terms of Eq. (2.36) add to zero, and
therefore
E[ρ] = Ts[ρ] + Exc(ρ) (2.38)
= Ts[ρ] + Ex(ρ) + Ec(ρ) (2.39)
where the exchange-correlation term is split into an exchange term plus a correla-
tion term.2,5–8




exp(ik · r) (2.40)










nz, nx,ny, nz = 0,±1,±2, ... (2.41)




|r1 − r2| dr1dr2 (2.42)
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where ρ1(r1, r2) = 2
∑
i
φi(r1)φi(r2) is the one particle density matrix. For the








(3π−1)1/3 = 0.7386. It is usual to introduce the exchange energy per
particle εx as a function of rs, the radius of a sphere whose volume is the eﬀective













The correlation energy cannot be found exactly even for the homogeneous electron
gas. Ceperley and Alder gave the numerical simulation result, using the quantum
Monte-carlo method for several diﬀerent values of rs.
6 Also using analytic infor-
mation for the high and the low density limit, Vosko, Wilk and Nusair6 give the





























where x = r
1/2
x , X(x) = x2 + bx + c, Q = (4c − b2)1/2, and A, x0, B and c are
prescribed constants.2,5–8
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LDA assumes that the exchange-correlation energy functional is purely local, and
in principle, ignores correlations to the exchange-correlation energy at a point r due
to nearby inhomogeneities in the electron density. Despite of the inexact nature
of the approximation, it is almost universally used in total energy pseudopotential
calculations. Some work has shown that this success can be partially attributed
to the fact that LDA gives the correct sum rule for the exchange-correlation hole.
The LDA appears to give a single well-deﬁned global minimum for the energy of
a non-spin-polarized system of electrons in a ﬁxed ionic potential. Therefore any
energy minimization scheme will locate the global energy minimum of the electronic
system.1,2, 5–8
2.6 Bloch’s theorem and plane wave basis sets
Although certain observables of the many-body problem can be mapped into equiv-
alent observables in an eﬀective single-particle problem as in DFT-LDA, there still
remains the formidable task of handling an inﬁnite number of non-interacting elec-
trons in the static potential of an inﬁnite number of nuclei or ions. Two diﬃculties
must be overcome: a wavefunction must be calculated for each of the inﬁnite
number of electrons in the system, and the basis set required to expand each wave-
function is inﬁnite since each electronic wavefunction extends over the entire solid.
Both problems can be surmounted by performing calculations on periodic system
and applying Bloch’s theorem to the electronic wavefunctions.1
For an ideal crystal of some symmetry and a single electron moving in an eﬀective
29
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∇2 + V (r)
)
Ψi(r) = εiΨi(r) (2.48)
where Ψi(
→
r ) is the wavefunction,εi the energy eigenvalue, and i the label for quan-
tum number. The symmetry of the potential is the same as that of the crystal
lattice, the most prominent aspect of which is translational periodicity, i.e.
V (r + R) = V (r) (2.49)
Here Rj is a lattice translation vector, customarily expressed by the three lattice
primitive translation vectors a,b and c,
Rj = lja + mjb + njc (2.50)
Let us deﬁne the translation operators T̂j for each lattice vector Rj which act in
the following manner on any function of position f(r):9
T̂jf(r) = f(r + R) (2.51)
The operators T̂j obviously form a group and commute with each other, and com-
mute with Hamiltonian, because of Eq. (2.49), that
[T̂j , Ĥ] = 0 (2.52)
Accordingly the wavefunction Ψi(r) satisﬁes





which is one statement of Bloch’s theorem.
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Bloch’s theorem suggests that each electronic wavefunction in a solid can be the






The cell-periodic part of the wavefunction can be expanded using a basis set con-
sisting of a discrete set of plane waves whose wave vectors are reciprocal lattice





G · r] (2.55)
where the reciprocal lattice vector G are deﬁned by G · R = 2πm for all R where
R is a lattice vector of the crystal and m is an integer. Therefore each electronic













Bloch’s theorem changes the problem of calculating an inﬁnite number of electronic
wavefunctions to one of calculating a ﬁnite number of k points. However, the
electronic wavefunctions at k points that are very close together will be almost
identical. Hence it is possible to represent the electronic wavefunctions at single
k point. In this case the electronic states at only a ﬁnite number of k points are
required to calculate the electronic potential and hence determine the total energy
of the solid.1
Bloch’s theorem states that the electronic wavefunctions at each k point can be ex-
panded in terms of a discrete plane-wave basis set. Since the coeﬃcients ci,k+ G for
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the plane-waves with small kinetic energy (h2/2m)
∣∣∣k + G∣∣∣2 are typically more im-
portant than those with large kinetic energy, the plane-wave basis can be truncated
to introduce only plane waves that have kinetic energies less than some particular
cutoﬀ energy. This kinetic energy cut-oﬀ will lead to an error in the total energy
of the system but in principle it is possible to make this error artitrarily small by
increasing the size of the basis set by allowing a larger energy cut-oﬀ.1
Another advantage of expanding the electronic wavefunctions in terms of a basis
set of plane waves is that the Kohn-Sham equations take a particularly simple








∣∣∣k + G∣∣∣2 δ GG′ + Vion( G− G′) + VH( G− G′) + Vxc (G− G′)
]
ci,k+ G′ = εici,k+ G (2.57)
In this form, the kinetic energy is diagonal and the various potentials are described
in terms of their Fourier transforms. Solution of Eq. (2.57) proceeds by diagonal-
ization of the Hamiltonian matrix where elements Hk+ G,k+ G′ are given by the term
in the brackets above. The size of the matrix is determined by the choice of cutoﬀ
energy (2/2m)
∣∣∣k + Gc∣∣∣2, and will be intractably large for systems that contains
both valence and core electrons. This is a sever problem, but can be overcome by
the use of the pseudopential approximation.1
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2.7 Pseudopotential method
Although with Bloch’s theorem the electronic wavefunctions can be expanded using
a discrete set of plane waves, a plane wave basis set is usually very poorly suited to
expand the electronic wavefunctions because a very large number of plane waves are
required to accurately describe the rapidly oscillating wavefunctions of electrons
in the core region. An extremely large plane wave basis set would be required
to perform an all-electron calculation and a vast amount of computational time
would be required to calculate the electronic wavefunctions. The pseudopotential
approximation allows the electronic wavefunctions to be expanded using a much
smaller number of plane wave basis states.1,2
It is well known that most physical properties of solids are dependent on the va-
lence electrons to a much greater extent than on the core electrons. Thus the core
electron states may be assumed to be ﬁxed and a “pseudopotential” may be con-
structed for each atomic species which takes into account the eﬀects of the nucleus
and core electrons in an eﬀective manner. The pseudopotential approximation ex-
ploits this by replacing the strong ionic potential with a weaker pseudopoential that
acts on a set of pseudo wavefunctions rather than the true valence wavefunctions.
The pseudopotential theory proposed by Phillips and Kleinman (who used the
Herring OPW method) can help explain the basic idea of this approximation.12–14





where χc is the core wavefunction and Φ is a certain smooth function usually
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represented as a plane wave. To obtain Φ, one can substitute Eq. (2.58) to the








Since the core wave function χc is the eigenfunction of the Hamiltonian Ĥ corre-
sponding to the eigenvalues Ec, the Eq. (2.59) becomes:
1,2
ĤΦ+ V̂RΦ = EΦ (2.60)




(E − Ec) 〈χc|Φ〉χc (2.61)




Φ = EΦ (2.62)
and the pseudopotential is
V̂p = V̂ (r) + V̂R (2.63)
While the attractive crystal potential V̂ (r) is negative, the potential V̂R(r) contain-
ing the diﬀerence (E-Ec) is positive. These two potentials partially compensate
for one another and decrease the value of V̂p. Hence comes an important prop-
erty of the pseudopotential: it is a smoother function of coordinates that V̂ (r) is,
therefore, for it to be approximated by a Fourier series a small number of terms
is suﬃcient. Accordingly, because V̂p is small, we have for all practical purposes
returned to the model of nearly free electrons.1,2
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2.8 VASP code
VASP (Vienna ab-initio simulation packages) is a complex package for performing
ﬁrst-principles quantum-mechanical molecular dynamics (MD) simulations using
pseudopotentials or the projector-augmented wave method and a plane wave basis
set. The approach implemented in VASP code is based on the local-density ap-
proximation with the free energy as variational quantity and an exact evaluation
of the instantaneous electronic ground state at each MD time step. VASP uses eﬃ-
cient matrix diagonalisation schemes and an eﬃcient Pulay/Broyden charge density
mixing. These techniques avoid all problems possibly occurring in the original Car-
Parrinello method, which is based on the simultaneous integration of electronic and
ionic equations of motion. The interaction between ions and electrons is described
by ultra-soft Vanderbilt pseudopotentials (US-PP) or by the projector-augmented
wave (PAW) method. US-PP (and the PAW) method allow for a considerable re-
duction of the number of plane-waves per atom for transition metals and the ﬁrst
row elements. Forces and the full stress tensor can be calculated with VASP and
used to relax atoms into their instantaneous ground-state. Most of my study was
carried out using this code.
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Chapter 3




Since the prediction of GaN being a promising room temperature dilute magnetic
semiconductor (DMS),1 there have been numerous eﬀorts on fabricating GaN based
DMS using 3d magnetic transition metals (MTM)(MTMs=V, Cr, Mn, Fe, Co and
Ni) as magnetic dopants. This kind of GaN based DMS with room temperature
ferromagnetism has been frequently reported.2–9 However, these 3d TM impurities
in GaN semiconductor couple weakly to each other. As such, in order to raise the
Curie temperature to room temperature, a concentration at or above 3% of these
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3d MTM is required. At such a high concentration, these 3d MTM usually form
clusters or secondary phases in the host semiconductors which is undesirable. For
example, Mn clusters were directly observed in (Ga,Mn)N when the Mn concen-
tration reached 3%.5,8, 10, 11 In some cases the existence of clusters or secondary
phases might not be directly observed but could be revealed by the low mean
magnetization.3,5, 12, 13
In view of the wide band gap of AlN semiconductors, AlN based DMS have also
attracted much interest in recently years and there have been many reports on room
temperature ferromagnetism in AlN based DMS doped with magnetic 3d TM.14–20
However,the same problem exists for AlN based DMS. The mean magnetic moment
measured in some of these AlN based DMS were much smaller than expected and
scattered in a wide range,14,17, 18 suggesting an inhomogeneous distribution of the
magnetic dopants (clusters or secondary phases). Meanwhile, 3d MTM are not
favored for AlN based DMS because of their large atomic size.
The phenomenon that the 3d MTM form clusters or secondary phases in the host
semiconductors at high concentrations exists not only in nitride semiconductors but
also in oxide semiconductors.21,22 The origin of the clustering tendency has not
been understood up to date and also the relation between magnetism and clustering
is not straightforward. The clustering might have to do with size mismatch. A
possible way to overcome or alleviate this problem is to search for appropriate
magnetic dopants other than 3d MTM to fabricate DMSs. As a single dopant such
dopants should ﬁrst have a spin polarized ground state when incorporated into the
host semiconductors. When the concentration in the host semiconductors reaches
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to a certain value, the spin polarized dopants should couple ferromagnetically in
the host semiconductors. Finally, but most importantly, the magnetic coupling
of such dopants in the host semiconductors should be stronger than that of any
3d MTM at the same concentration, which promises to overcome or alleviate the
clustering problem in 3d MTM-doped DMS.
The search for such new dopants is now at its ﬁrst stage and there have been
some progresses. Early studies have demonstrated that some metals which are
non-magnetic in their natural phases or compounds can be spin-polarized when
they are doped into semiconductors. A well established case is Cu-doped ZnO.
First-principle calculations based on density functional theory showed that Cu
dopants in ZnO favor a spin polarized and ferromagnetic ground state.23–27 Re-
cent experimental observation of room temperature ferromagnetism of Cu-doped
ZnO28,29 conﬁrmed these theoretical predictions. By ﬁrst principles DFT calcu-
lations, Osuch predicted that Pd has a spin polarized ground state in GaN and
a ferromagnetic coupling among Pd impurities is energetically favored.30 These
studies suggest the possibility of fabricating DMS with new dopants in addition to
3d MTMs.
In this chapter, the possibility of Cu as a dopant to fabricate Cu-doped GaN DMS
is examined. The electronic properties of Cu-doped GaN DMS is calculated from
ﬁrst principles method based on DFT. The coupling strength of homogeneously
distributed Cu atoms in GaN is compared to other 3d MTM atoms at the same
concentration. In view of the large atomic size diﬀerence between 3d MTM and
Al, fabrication of AlN based DMS using 3d MTM is more challenging compared
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to the case of GaN based DMSs. This chapter also aims to search for other metals
with atomic size close to that of Al which can be incorporated into AlN and form
AlN based DMS. To this end, the electronic properties of Mg-doped AlN is also
calculated and the magnetic coupling strength is also compared to that of 3d MTM
in AlN.
3.2 Calculation details
The electronic properties of Cu-doped GaN at a concentration of 6.25% are studied
using a 2×2×2 GaN supercell with one Ga atom substituted by Cu, as illustrated
in Fig. 3.1. Other forms of defects such as interstitial or antisite are not considered
because they are energetically strongly unfavorable compared to substitution. All
calculations are done using the plane-wave VASP package.31,32 The projector aug-
mented wave (PAW) potentials are used to represent the interactions between the
valence electrons and the core. 3d104s1 electrons of Cu are treated as valence states.
The generalized gradient approximation (GGA) implemented in PBE scheme33 is
adopted for the exchange-correlation potential. The electron wave function is ex-
panded in plane waves with a cutoﬀ energy of 500 eV and a gamma-centered 6×6×4
k-mesh is used to sample the irreducible Brillouin zone. These parameters ensure
a convergence better than 1 meV for the total energy. The atomic coordinates are
fully relaxed using the conjugate-gradient algorithm34 until the maximum force
on a single atom is less than 0.02 eV/A˚. The magnetic coupling between Cu and
other 3d magnetic transition metals is studied using a 3×3×3 GaN supercell with
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two substitutional magnetic atoms in a largest possible separation in the super-
cell. The total energy calculations are done with the two substitutional atoms in
ferromagnetic and anti-ferromagnetic conﬁguration along c direction. In this case
a gamma-centered 4×4×2 k-mesh is used. In all calculations, the lattice constants
a and c are optimized. This set of parameters and methods is also applied to the
study of similar properties of Mg-doped AlN wherever applicable.
Figure 3.1: Ball and stick model of the GaN supercell with one substitutional Cu.
The supercell is constructed from the calculated lattice parameters of GaN unit
cell in wurtzite structure.
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3.3 Electronic and magnetic properties of Cu-
doped GaN
The calculated lattice constants a and c of wurtzite GaN are 3.25 and 5.28 A˚ respec-
tively, which are in good agreement with experimental values. For the 2×2×2 su-
percell, with one Ga atom substituted by Cu, the lattice constants change slightly,
-0.005A˚ for a and -0.01 A˚ for c after structural optimization. This reduction re-
sults from the minor diﬀerence in atomic radius between Cu and Ga. Each Cu-N
bond lenghth of the CuN4 tetrahedron is 2.006 A˚ and no structural distortion is
present. The total energy of the spin polarized state is 103 meV lower than that
of the non-spin polarized state and the magnetization is 2.0 μB per supercell con-
taining one Cu atom. The magnetization in the supercell is much larger than that
of Cu-doped ZnO (1.0 μB).
26 The spin-resolved band structures of the supercell
are given in Fig. 3.2. It shows a half metallic behavior with the majority spin
being semiconducting and the minority spin being metallic with suﬃcient unﬁlled
states above the Fermi level. These unﬁlled states behave like free holes, although
slightly localized. The 100% polarization of conduction carriers, which is required
in spin injection where highly polarized spin current is desired35,36 suggests that
Cu-doped GaN can be used for spin injection provided that the Cu dopants couple
ferromagnetically.
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Figure 3.2: Band structures of the majority spin (a) and the minority spin (b) of
GaN doped with 6.25% of Cu. Fermi level is set to zero.
The magnetic coupling in Cu-doped GaN is studied using the same approach as
that used in the study of Cu-doped ZnO.26 Two substitutional Cu atoms with
the largest possible separation of 6.2 A˚ in the supercell are considered and total
energies are calculated with the two magnetizations in ferromagnetic (FM) and
anti-ferromagnetic (AFM) state along c direction. It is found that the FM state is
the ground state and its energy is 50 meV lower than that of the AFM state. This
energy diﬀerence is slightly larger than that of Cu-doped ZnO (42 meV), which was
obtained using similar approach, i.e., DFT with PBE-GGA exchange-correlation
functional.26 For ZnO doped with 7% Cu, a relativly high Curie temperature (Tc)
of 350 K was observed experimentally. In view of the larger energy diﬀerence
between the FM and the AFM states, a similar Tc can be expected for Cu-doped
44
Chapter 3. Cu-doped GaN and Mg-doped AlN dilute magnetic semiconductors
Table 3.1: ΔE(EFM − EAFM) (in unit of meV)at a concentration of 3.70% of
magnetic 3d MTM and Cu in GaN.
Element V Cr Mn Fe Co Ni Cu
ΔE 4 20 -18 6 -3 -12 -35
GaN.
Similar calculations are performed to make the comparison between Cu and mag-
netic 3d MTMs in GaN in a 3×3×3 GaN supercell(corresponding to a concentration
of 3.7%). The results are given in Table. 3.1. The results suggest that around the
concentration of 3.7% no ferromagnetism can be expected in GaN doped with V,
Cr or Fe. On the other hand, the results also suggest that the observed ferromag-
netism in V-, Cr- or Fe-doped GaN might be related to the clusters or secondary
phases of the magnetic impurities. This assumption coincides with those conﬂicting
observations in GaN based DMS.
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3.4 Electronic and magnetic properties of Mg-
doped AlN
The calculated lattice constants, a and c, of the hexagonal AlN unit cell are 3.13
A˚ and 5.02 A˚, respectively, which are in good agreement with experimental values.
Based on this unit cell, a 2×2×2 supercell is constructed and a neutral Al vacancy
VAl is created by removing one Al atom from this supercell. Atomic coordinates
are then fully relaxed while the lattice constants are kept ﬁxed. The calculated
total energy of the spin polarized state is 300 meV lower than that of the non-
spin polarized state. The total magnetic moment is 3.0 μB. Fig. 3.3 shows the
spin-resolved density of states (DOS) of this supercell as well as that of bulk AlN
for reference. For bulk AlN (Fig 3.3.(a)), the DOS of the majority spin and the
DOS the minority spin are symmetric and there is no resultant spin polarization.
However, when an Al vacancy is introduced, the DOS of the majority spin and
the DOS minority spin are signiﬁcantly modiﬁed around the Fermi level, as shown
in Fig 3.3.(b). Just below the Fermi level, there is a peak in the majority spin
channel while there are no states in the minority spin. On the other hand, some
localized unoccupied bands appear above the Fermi level where there were no ma-
jority spin states. These indicate a high spin polarization induced by the vacancy.
Analysis of spin density showed that the magnetic moment is mainly contributed
by the unpaired 2p electrons of the N atoms around the vacancy site, and each N
atom carries a magnetic moment of 0.65 μB. The mechanism that an Al vacancy
introduces magnetization to its neighboring anions could be similar to the cases of
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Figure 3.3: Spin resolved DOS of bulk AlN (a) and the 32-atom supercell containing
an Al vacancy (b). Fermi level is set to zero. Positive (negative) values correspond
to the majority (minority) spin.
However, results of our calculations also indicate that fabricating AlN based DMS
by introducing Al vacancies to the host semiconductor may be impractical. The
high formation energy of the Al vacancy in AlN is a result of the unpaired 2p
electrons of N around the vacancy site. The formation energy can be reduced by
partly saturating these unpaired electrons while partially retain the magnetism.
To create such a defect, a Mg atom was placed at the vacancy site in the 2×2×2
supercell. The lattice constants a and c are optimized along with atomic coordi-
nates. The structural relaxation results in slight increases in lattice parameters a
and c, by 0.024 A˚ and 0.038 A˚ respectively. The calculated total energies show that
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the system still energetically prefers the spin polarized state. The total energy of
the spin polarized state is 50 meV lower than that of the non-spin polarized state.
The calculated total magnetic moment is 1.0 μB. The spin-resolved DOS of the
supercell containing one substitutional Mg atom is shown in Fig. 3.4. It is clear
that the majority spin remains semiconducting. However, there is a peak in the
DOS of minority spin, with Fermi level lying at its center. Compared to Fig. 3.3(b),
the localized gap states in the minority spin disappeared due to saturation of the
unpaired 2p electrons of N. Spin polarization is partly retained but the total mag-
netic moment is reduced from 3.0 μB to 1.0 μB. The magnetic moment is mainly
from the MgN4 tetrahedron. Each N atom at the basal plane carries a magnetic
moment of ∼ 0.23μB and the Mg atom carries a magnetic moment of 0.12 μB.
No noticeable magnetic moments are found from other atoms. This is quite diﬀer-
ent from transitional metals doped DMS where the magnetic moments of anions
bonded to the magnetic transition metal atoms are typically much smaller than
that of the dopant.
To investigate the magnetic coupling among the MgN4 tetrahedron, two substitu-
tional Mg atoms are placed in the supercell with the largest possible separation of
6.0 A˚. Total energy calculations are performed with the two spin polarized MgN4
tetrahedra in ferromagnetic and anti-ferromagnetic states, respectively. The dif-
ference in the calculated total energies of the two systems is 43 meV, with the
ferromagnetic state being the ground state, conﬁrming ferromagentic coupling in
Mg-doped AlN. Direct derivation of the Curie temperature would be diﬃcult. How-
ever, the well-established Cu-doped ZnO DMS can serve as a reference as ZnO and
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AlN have the same lattice structure. In Cu-doped ZnO, the corresponding en-
ergy diﬀerence is 42 meV26 and ZnO showed a room temperature ferromagnetism
when doped with 7% of Cu.28 Thus room temperature ferromagnetism may also





















Figure 3.4: Spin resolved DOS of the 32-atom AlN supercell with one Al atom
substituted by a Mg atom. Fermi level is set to zero. Positive (negative) values
correspond to the majority (minority) spin.
3.5 Origin of spin polarization and ferromagnetism
in Cu-dope GaN and Mg-doped AlN
Spin-polarization in Cu-doped GaN is from the hybridization between Cu-3d and
N-2p states. Thus one can assume such spin-polarization is universal in all group-
III nitrides. However, spin polarization in Mg-doped AlN is quite diﬀerent. It is
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from the localization of the impurity bands induced by Mg in the host AlN. For
example, Mg in GaN does not induce any spin-polarizations. The diﬀerence lies
in the fact that the ionization energy is around 0.5 eV for Mg in AlN and 0.2
eV for Mg in GaN. It is well known that GGA also underestimates the band gap
of semiconductors and insulators, but the inﬂuence on the impurity level is not
signiﬁcant since the ionization energies of impurities in semiconductors from ﬁrst-
principles calculations are generally consistent with experiments. In both cases the
resultant magnetic moments are localized in the impurity-N tetrahedra.
Based on Zener’s double exchange or hybridization mechanism for ferromagnetism
in DMS,39,40 if the dopant introduces partially occupied bands (which is dominant
by 3d of the dopant) into the gap of the host semiconductor, then the FM state is
favored by energy gain from band broadening. On the other hand, if the dopant
hybridizes strongly with its neighboring anions of the host semiconductors, then the
neighboring anions are spin polarized with signiﬁcant magnetization (in the same
order of magnitude as that of the dopant) and couple ferromagnetically or anti-
ferromagnetically to the dopant. Other dopants in turn couple to the spin polarized
anions in the same way for an energy gain, resulting in an indirect FM coupling
among dopants. This is referred as p-d hybridization. These two mechanisms
result in diﬀerent relationships between Tc and the concentration of the dopant.
40
In order to understand the mechanism that stabilizes the FM state in Cu-doped
GaN DMS, projected spin density of states (DOS) of the Cu atom and its four
nearest neighboring N atoms are analyzed. Fig. 3.5 shows the spin DOS of Cu-3d
state and N-2p state. As can be seen, in the majority spin channel, the peak at
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−3.8 eV of Cu-3d overlaps with that of 2p of the N atoms at the basal plane of the
CuN4 tetrahedron and the peak at−0.6 eV of Cu-3d also overlaps with that of 2p of
the N atom at the top of the CuN4 tetrahedron(N atom with smaller magnetization
in Fig. 3.5). In the minority spin channel, the 2p state of the four connecting N
atoms contributes signiﬁcantly to the unoccupied states. These characters indicate
a strong hybridization between Cu and its four neighboring N atoms. This strong
hybridization induces ﬁnite magnetization on Cu atom as well as the neighboring
N atoms, as shown in Fig. 3.6. Each N atom has a magnetization around 0.25
μB which is of the same magnitude as that of Cu (0.70 μB). The magnetization
of N atom is much larger than that of Mn in Mn-doped GaN.41 In Mn-doped
GaN, Mn introduces partially occupied bands in the gap of GaN and each N
atom connecting to Mn has a magnetization less than 0.02 μB in spite of the
large magnetization of Mn (4 μB). Therefore, it is the p-d hybridization that is
responsible for ferromagnetism in Cu-doped GaN.
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Figure 3.5: Spin DOS of Cu-3d (a) N-2p of the N atom on the top (b) and at
the basal plane (c, d and e) of the CuN4 tetrahedron. Fermi level is set to zero.
Positive (negative) values correspond to the majority (minority) spin.
The ferromagnetism in Mg-doped AlN can be understood in a similar way. The
substitutional Mg in AlN creates a magnetic MgN4 tetrahedron and also introduces
minor but ﬁnite magnetizations on other N atoms around the MgN4 tetrahedron.
Those magnetic N atoms around the MgN4 tetrahedron align their magnetiza-
tions ferromagnetically to the MgN4 tetrahedron, as indicated in Fig. 3.7. The
other MgN4 tetrahedra also align their magnetizations to those host N atoms for
an energy gain. Thus all MgN4 tetrahedra in the host semiconductor are in a
ferromagnetic ordering.
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Figure 3.6: Iso-surface of the spin distribution in the CuN4 tetrahedron. The Cu
atom is located at the center. Magnetization of each atom is given in parenthesis.
Unit: μB
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Figure 3.7: Isosurface of the spin distribution around the MgN4 tetrahedron. The
Mg atom is located at the center. N atoms are in red color and Al atoms in green
color.
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3.6 Conclusions
To conclude, the electronic properties of Cu-doped GaN have been studied by
DFT calculations. Cu dopants become spin polarized when substitutionally incor-
porated into GaN. This spin polarization further magnetizes p electrons of the four
neighboring N atoms through p-d hybridization. This hybridization in turn renders
a FM coupling state among all Cu dopants and a Tc around 350 K can be expected.
The comparison between 3d MTMs and Cu in GaN at a concentration of 3.7% has
been calculated. Result turns out that V, Cr, Mn and Fe are not suitable for GaN
to fabricate DMSs as they cannot contribute a ferromagnetic ground state. Co
and Ni can render a ferromagnetic ground state in GaN. However, Cu is preferable
for GaN as it promises to have a higher Tc than that of Co and Ni at the same
concentration. Thus Cu should be a promising non-magnetic dopant for GaN to
fabricate GaN based DMS which promises to be free of magnetic precipitates.
Mg can be a potential dopant for AlN based DMS. The MgN4 tetrahedron has
a magnetic moment of 1 μB and the coupling between two MgN4 tetrahedron
is ferromagnetic. Mg and Al have very close atomic size and thus Mg is more
preferable for AlN to fabricate AlN based DMS.
The ferromagnetism in both Cu-doped GaN and Mg-doped AlN can be explained
in the same way. The dopants cause the valence band of the host semiconductors to
be partially spin polarized with ﬁnite magnetic moments. All the dopant-N4 tetra-
hedra couple to the host polarization in the same way and thus a ferromagnetism
is generated in the semiconductors.
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Chapter 4
Magnetism in BN Nanotubes
Induced by Carbon Doping
4.1 Introduction
The discovery of room-temperature weak ferromagnetism in all-carbon system con-
sisting of polymerized C60
1 stimulated wide interest in magnetism of all-carbon
materials. One year later after the above discovery, Esquinazi et al2 detected a fer-
romagnetic signal from an oriented graphite which behaved quite diﬀerently from
known magnetic impurities, suggesting an intrinsic origin of magnetism in graphite.
In order to understand the unexpected magnetism in all-carbon system, some den-
sity functional theory (DFT) calculations have been carried out. Lehtinen et al3
performed ab initio local-spin-density approximation (LSDA) calculations to study
the properties of a carbon adatom on a graphite sheet and found that this defect
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has a magnetic moment of up to 0.5 μB. This was important in understanding
the magnetism observed experimentally in graphite sheet. More recently, Ma et
al4 studied the magnetic properties of vacancies in graphite and carbon nanotubes.
For graphite, the vacancy is spin-polarized with a magnetic moment of 1.0 μB. The
vacancy in carbon nanotubes can also induce magnetism, depending on the chiral-
ity of the nanotubes and the structural conﬁguration with respective to the tube
axis. These calculations provided some understanding of the observed magnetism
in pure carbon systems.
The weak ferromagnetism in pure carbon system also stimulated interest in search-
ing for light-elements or metal-free magnetic materials in view of their potential
applications as high temperature magnets since metal magnets lose their ferromag-
netism at high temperatures. One of such metal-free magnets was nanographite or
graphite-ribbon. Fujita et al5 performed tight binding band structure calculations
on graphite ribbons with armchair and zigzag edges, respectively. Ribbons with
zigzag edges show a sharp peak in density of states at Fermi level, indicating a pos-
sibility of spontaneous magnetization. Mono-hydrogenation such as zigzag-edged
graphite ribbon could create a ferromagnetic spin structure on their edges. Based
on results of ﬁrst principle pseudopotential calculation, Kusakabe and Maruyama6
further predicted that the zigzag edged graphite ribbon could also have ﬁnite mag-
netization at edges by hydrogenating each carbon at one edge with two hydrogen
atoms while hydrogenating each carbon at the other edge with a single hydro-
gen atom. However, such a hydrogenation of carbon edges is only of interest for
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theorists. Another recently proposed model by Choi and coworkers7 is the het-
erostructured C-BN nanotube. They calculated the electronic structure of the
(9,0) C1(BN)1 and C2(BN)2 nanotubes using density functional theory and found
the occurrence of magnetism at the zigzag boundary connecting carbon and boron
nitride segments of tubes. However, in view of the growth conditions of carbon
and boron nitride nanotubes, fabrication of the heterostructured C-BN nanotubes
may be impractical.
In this chapter, we report results of our DFT-LSDA studies on the electronic struc-
tures of the pristine and carbon-doped (5,5) and (9,0) BN nanotubes. We ﬁnd that
the carbon substitution for either boron or nitrogen atom induces magnetization
of the doped system, with a total magnetic moment of 1.0 μB. Compared to pre-
vious models of metal-free materials, our proposed C-doped BN nanotubes are
experimentally accessible as far as the structural conﬁguration is concerned.
4.2 Computational details
Our calculation is base on the density functional theory and the local spin density
functional formulism.8 The calculation was carried out using the SIESTA code.9
The valence electrons are described by linear combination of numerical atomic-
orbital basis set and the atomic core by norm-conserving pseudopotentials. The
pseudopotentials generated using the Troullier and Martins scheme10 are used to
describe the interaction of valence electrons with atomic core and their nonlocal
components are expressed in the fully separable form of Kleiman and Bylander.11,12
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The generalized gradient approximation correction in the form of Perdew, Burke
and Ernzerhof13 is adopted for the exchange-correlation potential. The double-
zeta plus polarization atomic orbital basis set is employed in the calculation. The
Hamiltonian matrix elements are calculated by charge density projection on a
real space grid with an equivalent plane wave cutoﬀ energy of 70 Ry. Periodical
boundary condition is employed along the nanotube axis, and a vacuum region
of at least 10 A˚ is assumed between the nanotube and its images, to avoid tube-
tube interaction. Special k-mesh is chosen along the tube axis according to the
Monkhorst-Pack scheme.14 The conjugate gradient algorithm15 was adopted to
fully relax the structure of the nanotube until the maximum force on a single atom
is within 0.02 eV/A˚. For the calculation of carbon doped (5,5) nanotube, we use a
supercell which consists of 1× 1× 2 primitive cells and contains 80 atoms to avoid
possible coupling between carbon images.
4.3 Results and discussions
The calculated band structures of the pristine (5,5) and (9,0) BN nanotubes are
shown in Fig. 4.1. The band gaps of 4.47 eV for (5,5) and 3.81 eV for (9,0)
nanotubes are in good agreement with those of ab initio calculation by Xiang et
al.16 The (5,5) BN nanotube has an indirect band gap while the (9,0) has a direct
band gap. The calculation also reproduces the free-electron-like lowest conduct
bands as found by Blase´ et al.17 These results conﬁrm the validity of the application
of atomic orbital basis set. We also performed spin-polarized calculation on these
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two pristine nanotubes and no spontaneous magnetization was found.
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Figure 4.1: The band structure of the pristine (5,5) (a) and (9,0) (b) BN nanotubes.
However, when either boron or nitrogen is substituted by carbon, a spontaneous
magnetization is induced. The band structure of the (5,5) BN nanotube with
a boron atom substituted by carbon atom is shown in Fig. 4.2(a). We can see
that the carbon substitution causes a lift up of the Fermi level. All bands with
energies lower than -6.0 eV are spin degenerate and fully occupied, and thus do
not contribute to spin-polarization. However, close to the Fermi level, a very ﬂat
band, almost dispersionless in the whole ﬁrst Brillouin zone, is split. Only the
spin-up branch is occupied and the spin-down branch is left unﬁlled, leading to a
strong spontaneous magnetization in the (5,5) nanotube. The splitting between
the occupied and unﬁlled branch is as large as 1.5 eV. The ﬂatness of the spin-
polarized band indicates that the corresponding electron state is heavily localized,
suggesting that the magnetic moment is localized at the substitution site, possibly
from the carbon 2p electron. We also investigated single carbon substitution for
66
Chapter 4. Magnetism in BN Nanotubes Induced by Carbon Doping
nitrogen on the (5,5) nanotube and found that it also produces a spin polarized
band around the Fermi level. However, the Fermi level is pushed down. The net
magnetic moment is about 1.0 μB in both substitutions.
The band structure of the (9,0) nanotube with a nitrogen atom substituted by
carbon atom is shown in Fig. 4.2(b). In this case, the Fermi level is pushed down,
similar to the case of carbon substitution for nitrogen in the (5,5) nanotube. A
spin-polarized band occurs around the Fermi level with the spin-up branch occupied
and the spin-down branch unﬁlled, resulting in a total magnetic moment of 1.0 μB.
Similar calculation was carried out for the case of carbon substitution for boron
atom and it was found that the Fermi level increases and the band below the Fermi
level is occupied and spin-polarized, leading to a net magnetic moment of 1.0 μB.
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Figure 4.2: (a) The band structure of (5,5) nanotube with a boron atom substituted
by carbon. (b) The band structure of (9,0) nanotube with a nitrogen substituted by
carbon. Solid lines and + represent the bands for spin-up and spin-down electrons
respectively. The Fermi level is denoted by the dotted line.
The spin polarization can also be clearly seen from the spin density of states (DOS),
as shown in Fig. 4.3. For carbon substituted (5,5) nanotube (Fig. 4.3(a)), a separate
occupied majority spin peak emerges at the energy of −4.0 eV. Below this peak,
the majority and minority spin density of states are essentially identical. For the
carbon substituted (9,0) nanotube (Fig. 4.3(b)), we can also see that near the Fermi
level, the majority spin DOS exceeds that of the minority. However, the highest
occupied spin-up branch overlaps with the lower valence bands in this case.
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Figure 4.3: Majority and minority spin densities of states of the (5,5) (a) and (9,0)
BN nanotubes.
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Boron nitride has important advantages over carbon nanotube. It is far more re-
sistant to oxidation than carbon and therefore more suitable for high-temperature
applications in which carbon nanostructures would burn. Unlike carbon nanotubes,
BN nanotubes are insulators, with predictable electronic properties that are inde-
pendent of their chiralities. In addition, magnetic nanostructures are of scien-
tiﬁcally interesting and technologically important, with many present and future
applications in permanent magnetism, magnetic recording and spintronics. The
carbon substituted BN nanotubes, with conduction electrons that are 100% spin
polarized due to the gap at the Fermi level in one spin channel, and a ﬁnite density
of states for the other spin channel, can be an ideal half metallic material and can be
useful for spintronic applications, such as tunneling magnetoresistance and giant
magnetoresistance elements. Upon geometry optimization, all doped nanotubes
were spontaneously spin polarized and no visible deformation or buckling in their
structures can be observed. Contrast to the models proposed by Kusakabe6 and
Choi7 in which the spin polarization only occurs for certain particular structural
conﬁgurations, the spin polarization in BN nanotubes is induced by substitution
with arbitrary atomic conﬁguration, indicating easy accessibility of experimental
synthesis.
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4.4 Magnetism in C-doped BN nanotubes
The band structures of C-doped BN nanotubes show a super-exchange for the
magnetic coupling. The super-exchange in terms of band structurs is that the in-
duced impurity bands are either fully occupied or empty. Such extra bands cannot
produce any energy gain from band widening as that of partly occupied bands and
thus the localized moments will in a spin-glass state. This means that C-doped
BN nanotubes has spin-glass ground state. However, co-doping might be a way
to change the ground state from being anti-ferromagnetic to being ferromagnetic.
Co-dopants should induce hole states in the minority spin channel. With the con-
ducting holes in one spin channel, a ferromagnetism can be hoped in C-doped
BN nanotubes. This method has been successfully applied to enhance the Curie
temperature of Mn-doped GaN DMS.18
4.5 Conclusions
In conclusion, we have performed ﬁrst principle pseudopotential calculation with
double-zeta plus polarization atomic-orbital basis set to study the eﬀects of carbon
substitution on BN nanotubes. Our results show that single carbon atom sub-
stitution for any atom results in a polarized ﬂat band and a sharp peak in the
majority density of state below the Fermi level. The spontaneous spin-polarization
is independent of site of substitution and chirality of the nanotubes. Compared to
other metal-free magnets previously proposed, the carbon induced magnetization
in BN nanotubes is experimentally accessible and the system can be potentially
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Possible half metals: NiO in
wurtzite and zinc-blend structure
5.1 Introduction
Realization of semiconductor spintronic devices requires highly polarized spin cur-
rent to be electrically injected from magnetic electrodes into semiconductors. Ma-
terials that can be epitaxially grown on semiconductors and used as spin current
electrodes are in demand. Half metals have attracted much attention since the ﬁrst
HMF, NiMnSb, was theoretically predicted.1 Having a band structure with only
one occupied set of spin density of states at the Fermi level, half metals should
be capable of 100% polarized spin current injection in principle. To date, many
potential half metal for semiconductors in zinc-blende structure with moderate
band gaps such as GaAs, GaSb and InAs have been proposed theoretically2–11 and
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some of them have been epitaxially grown on these semiconductors.12–14 However,
wide gap semiconductors such as SiC, AlN, GaN and ZnO with Eg > 3.0 eV usu-
ally crystallize in wurtzite as their ground state structure and may also crystalize
in zinc-blend structure if an appropriate substrate is supplied. These wide gap
semiconductors are equally important in the ﬁeld of semiconductor spintronics.
However, theoretical studies on half metals in wurtzite(w-) structure are quite lim-
ited.11,15, 16 Among the few proposed potential wurtzite half metals, their lattice
constants are all signiﬁcantly larger than those of wide gap semiconductors, (see
Table 5.1), which makes epitaxial growth of these half metals on these wide gap
semiconductors diﬃcult. The same problem exists for the proposed half metals2–11
in zinc-blend structure as their lattice constants are too large for these wide gap
semiconductors in zinc-blend structure. The large lattice mismatch between the
half metals and the wide gap semiconductors will induce atomic disordering or mix-
ing at the half metals-semiconductor interface which can lead to spin-ﬂip scattering
during spin transport. Thus, half metals in wurtzite and zinc-blend structure with
lattice constants matched to wide gap semiconductors are needed.
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Table 5.1: List of known w-half metals and wide gap semiconductors and their
lattice constants.
Half metals a (A˚) c (A˚) Semiconductor a (A˚) c (A˚)
VBi1 4.52 7.38 SiC 3.09 5.29
MnBi1 4.51 7.37 AlN 3.13 5.00
CrBi1 4.50 7.35 GaN 3.25 5.28










Transition metal oxides, such as Fe3O4
17 and CrO2,
18 are possible half metals.
Nickel can form monoxide with oxygen but its most stable crystal structure is
rock salt (RS) with a lattice constant of 4.17 A˚H˙owever,if NiO can crystalize in
both wurtzite and zinc-blend structure, the strong ionic Ni-O bond may lead to
smaller lattice constants, comparable to those of wide gap semiconductors in the
same structure. Although NiO in these two structure can only exist as metastable
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phases, it may be stabilized experimentally by substrates with comparable lattice
parameters, as well as growth conditions such as temperature and pressure. As a
transition metal monoxide, NiO in these two structures might be half metallic and
ferromagnetic even thought it is insulating and anti-ferromagnetic in RS phase. In
this chapter, the spin-resolved electronic properties of NiO in both wurtzite and
zinc-blend structures are studied by calculations based on density functional theory
(DFT). These two hypothetic structures NiO are illustrated in Fig. 5.1
Figure 5.1: Ball and stick model for NiO in wurtzite (left) and zinc-blend (right)
structure
5.2 Computational details
Calculations are based on the spin DFT as implemented in the Vienna ab initio
simulation package (VASP).19,20 The projector augmented wave (PAW) method
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is used to describe the electron-ion interaction and the generalized gradient ap-
proximation (GGA) is used for exchange-correlation functional.21 A Γ-centered
6× 6× 4 k-mesh is used for Brillouin zone sampling for NiO in wurtzite structure.
For NiO in zinc-blend structure, a 8 × 8 × 8 k-mesh according to the Monkhost-
Pack scheme22 is used for Brillouin zone sampling. The electron wavefunction is
expanded using plane-waves up to an cutoﬀ energy of 500 eV. The ionic relaxation
is performed using the conjugate gradient method.23
While the local spin density based approximation for DFT is known to provide
a reliable variational description of the ground state electronic structure of many
solids, its application to solids where ions contain partially ﬁlled valence d or f
shells is less satisfactory.24 Transition metal oxides belong to the class of solids
that cannot be correctly described by pure DFT. The origin of this failure of
DFT in transition metal oxides is associated with an inadequate description of the
strong Coulomb repulsion and exchange interaction between 3d electrons localized
on ions.25 To account for the strong coulomb repulsion and exchange interaction
in NiO, the approach proposed by Dudarev et al.26 is adopted, and an on-site
Coulomb repulsion U and exchange interaction J is incorporated into the density
functional.
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5.3 Results and discussions
5.3.1 Structural and electronic properties of NiO in wurtzite
structure
Fig. 5.2(a) shows the spin-resolved band structure of w-NiO obtained from a pure
DFT calculation. The band structure for the minority spin is metallic while that
of the majority spin is nearly semiconducting except a hole pocket at the Γ point.
This hole pocket could be due to the well-known ineﬃciency of pure DFT in de-
scribing systems with strongly correlated d or f electrons. As mentioned above,
a strong intra-atomic interaction (or on-site Coulomb repulsion U and exchange
interaction J) is necessary for transition metal oxides in order to overcome this
problem. Following the procedure of Dudarev et al26 in which the strong intra-
atomic interaction depends only on the diﬀerence of U and J, we apply a constant
U-J term of 7.0 eV to the density functional, as it was done for rock salt NiO and
other transition metal oxides.26–31 As can be seen in Fig 5.2(b), the hole pocket
of the majority spin completely disappeared with this moderate on-site Coulomb
and exchange term. The majority spin becomes semiconducting while the minor-
ity spin remains metallic. The spin gap is about 1.47 eV, while the spin-ﬂip gap,
deﬁned as the energy diﬀerence between the Fermi level of the metallic spin and
the conduction band minimum of the semiconducting spin, is 0.52 eV.
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Figure 5.2: Band structures of the majority spin (↑) and the minority spin (↓) of
w-NiO with (a) U-J = 0.0 eV and (b) U-J = 7.0 eV, respectively.
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In previous studies of rock salt NiO, various values in the range of 5− 9 eV have
been used for the on-site Coulomb and exchange term.26–31 The general good
agreement with experimental observations indicate that 7.0 eV is a reasonable
value. However, to ensure that the calculated electronic properties of w-NiO are
reliable, we examined the U-J dependence of the semiconducting behavior of the
majority spin. The variations of lattice parameters, band gap of majority spin,
and the spin-ﬂip gap with U-J are given in Table 5.2. As can be seen, even
through the energy gap of majority spin and the spin-ﬂip gap vary over a range of
0.69 and 0.72 eV, respectively, the semiconducting behavior of the majority spin
remain unchanged, as U-J is varied from 5 to 9 eV. Moreover, despite the small
changes, the lattice constant a remains close to those of wide gap semiconductors
(see Table 5.2).
Table 5.2: Calculated lattice constants a and c, internal parameter u, majority
band gap Eg and spin-ﬂip gap E
sp
g of w-NiO for various values of U-J .
U-J (eV) a (A˚) c (A˚) u Eg (eV) E
sp
g (eV)
9.0 3.172 5.313 0.362 1.76 0.92
8.0 3.171 5.434 0.361 1.61 0.78
7.0 3.164 5.483 0.360 1.47 0.52
6.0 3.148 5.621 0.356 1.34 0.39
5.0 3.138 5.589 0.351 1.07 0.20
An issue remains is that even though the lattice constant of w-NiO is close to
those of typical wurtzite wide gap semiconductors such as ZnO and SiC, they are
not exactly the same. When w-NiO is epitaxially grown on the the semiconductor
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substrates, it will be subject to a biaxial strain. For example, w-NiO grown on
SiC substrate will be under a compressive strain (∼ 2.2%) while that fabricated
on ZnO will be subject to a tensile strain (∼ 3.5%). The question is whether
w-NiO still remains a half-metal under the biaxial strain. To examine the eﬀect
of the biaxial strain on the electronic properties of w-NiO, we calculated the band
structures of w-NiO under the compressive (by setting the lattice parameter a to
that of SiC) and tensile (by setting the lattice constant a to that of ZnO) strain,
respectively. The lattice parameter c and the atomic positions are fully relaxed
in each case. The calculated band structures for the majority spin are shown in
Fig. 5.3. The minority spin remains metallic in both cases and are not shown here.
It is clear that in both cases, the gap of the majority spin is reduced slightly while
the spin-ﬂip gap shows a slight increase, compared to that of strain free w-NiO. But
they remain semiconducting. This suggests that w-NiO would remain half metallic
when they are epitaxially grown on w-SiC and w-ZnO, and the half metallic w-NiO
is a plausible electrode material for wide gap semiconductors.
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(b) expanded
Figure 5.3: Band structures of the majority spin of w-NiO under (a) compressive
(a = aSiC) and (b) tensile (a = aZnO) strain, respectively.
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Finally, we address the relative stability of ferromagnetic and anti-ferromagnetic
states of w-NiO under the biaxial strain, by comparing the total energies of the
ferromagnetic state [obtained by constraining the magnetic moments of the two
Ni atoms in the unit cell in the (0001) direction] and the anti-ferromagnetic state
(the magnetic moments of the two Ni atoms are anti-parallel). Calculations are
performed for diﬀerent magnitudes of strain. For each biaxial strain, the c-axis of
the w-NiO unit cell and atomic positions are fully relaxed. The results are shown
in Fig. 5.4. It is clear that strain free w-NiO energetically favors the ferromagnetic
sate. Under compressive strain, such as when w-NiO is eptaxially grown on SiC, the
energies of the ferromagnetic and anti-ferromagnetic states are very close. However,
under tensile strain, the ferromagnetic state is always more stable than the anti-
ferromagnetic state. Therefore, w-NiO can be expected to have a ferromagnetic
ground state when epitaxially grown on w-GaN and w-ZnO.
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Figure 5.4: Total energy per NiO unit of ferromagnetic (FM) and anti-
ferromagnetic (AFM) states under diﬀerent biaxial strains.
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5.3.2 Structural and electronic properties of NiO in zinc-
blend structure
Fig. 5.5 (a) shows the spin-resolved band structure in equilibrium from pure DFT
calculation. The band structures for both spin indicate that zb-NiO is metallic with
a hole pocket at the Γ point for the majority spin. This is due to the ineﬃciency of
pure DFT in decribing systems with localized (strongly correlated) d or f electrons,
as in the case of RS-NiO and other transition metal oxides.26–31 However, as we
include a small on-site Coulomb and exchange term (U-J=2.0 eV) and re-optimize
the lattice constant, this hole pocket becomes completely absent and the majority
spin becomes semiconducting while the minority spin remains metallic, as shown in
Fig. 5.5(b). The spin gap is 0.74 eV with a spin-ﬂip gap of 0.56 eV. In the literature
a value in the range of 5∼ 9 eV has been frequently used to account for the strong
correlation in calculations of RS-NiO to get good agreements with experimental
observations.26–31 We also examine the U-J dependence on the semiconducting
behavior of the majority spin as summarized in Table. 5.3. As can be seen, in
the range of 2∼ 7 the semiconducting behavior is still conserved although there
are some variations in the spin gap and the spin-ﬂip gap. The lattice constant a
seems insensitive to U-J and has the magnitude of 4.4 A˚ . Thus zb-NiO can be
expected to have an equilibrium lattice constant a compatible to those of the wide
gap semiconductors.
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Figure 5.5: Band structures of the majority spin (↑) and the minority spin (↓) of
zb-NiO with U-J=0.0 eV (a) and U-J=2.0 eV (b). Fermi level is set to zero as
indicated by the horizonal dash line
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Table 5.3: Lattice constant a, majority band gap Eg and spin-ﬂip gap E
sp
g with
diﬀerent values of U-J
.
U-J (eV) a (A˚) Eg (eV) Espg (eV)
2.0 4.470 0.74 0.56
3.0 4.475 0.97 0.52
4.0 4.463 1.20 0.50
5.0 4.452 1.42 0.47
6.0 4.443 1.64 0.45
7.0 4.431 1.85 0.43
It is necessary to examine the biaxial strain eﬀect on the electronic prosperties
since zb-NiO is supposed to be expitaxially grown on these semiconductors. When
epitaxially grown on a substrate, zb-NiO will be imposed a biaxial strain on NiO
and the lattice constant will be slightly reduced or elongated to match that of the
substrate. To examine the eﬀect of the in-plane strain on the electronic properties,
we perform band structure calculations on NiO at compressed (a=aSiC) as well as
expaned (a=aZnO) states with U-J=2.0 eV using a tetragonal supercell containing
two formula stacked along (001) direction. In both case c is fully optimized to reach
energy minimum. The results suggest that the minority spin still remains metallic
in both cases. We only show band structures of the majority spin in Fig. 5.6. It
shows that in both cases, there are no signiﬁcant changes on the semiconducting
properties and the gaps. This suggests half-metallicity can survive the strain eﬀect
induced by the small lattice mismatch.
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Figure 5.6: Band structures of the majority spin of zb-NiO with lattice constant
a (a) compressed (a=aSiC) and (b) expanded (a=aZnO). Fermi level is set to zero
and indicated by horizonal dash line.
.
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aSiC aGaN aZnOa0
Figure 5.7: Totoal energy diﬀerence (EAFM-EFM) per formula with the two mag-
netic moments in ferromagetic (FM) and anti-ferromagnetic (AFM) coupling con-
ﬁgurations.
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Another issue of concern is whether zinc-blend NiO has a ferromagnetic ground
state. This can be address by comparing the total energies with the magnetic
momentums of the two Ni atoms in the supercell (used for the band structures
calculation in Fig. 5.7 ferromagnetically (FM) and anti-ferromagnetically (AFM)
coupled along the c direction. The result is given in Fig. 5.7. As demonstrated
here, within the lattice constant range concerned aSiC ≤ a ≤ aZnO, the FM coupling
conﬁguration is energetically favored at least by a magnetite of 25 meV per formula.
This suggests that zinc-blend NiO can potentially serve as magnetic electrode for
these wide gap semiconductors.
5.4 Realization of NiO in wurtizte and zinc-blend
structure
3d transition metal monoxides normally crystalize in rock-salt structure which is
their ground state structure.However, the enthalpy diﬀerence between these two
hypothetic structures and the rock-salt structure cannot be obtained due to the
inclusion of Coulomb interaction term U − J since the total energy of the system
depends on the value of U − J . There have been no experimental reports on syn-
thesis of NiO in either wurtzite or zinc-blend structure. However, synthesizing NiO
in wurtzite and zinc-blend structure is not impossible. First, some other 3d tran-
sition metal monoxides in wurtzite or zinc-blend structure have been synthesized
even they take rock-salt as their ground state structure. For example, CoO, which
crystalizes in rock-salt structure, can also be synthesized in wurtzite and zinc-blend
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structure.32–35 Therefore, NiO in wurtzite or zinc-blend structure might be also
synthesized. Very recently, small amount of NiO in wurtizte structure was observed
in ZnO powder.36 This is an indication of the possibility. Second, in the ﬁeld of
epitaxial growth, a metastable phase can be stabilized by a substrate and this tech-
niques have been frequently adopted. For example, high quality anatase-TiO2 ﬁlms
can be stabilized on LaAlO3 and SrTiO3 substrates even TiO2 at room tempera-
ture is rutile.37–39 With this method, it is possible to synthesize NiO in wurtizte
as well as in zinc-blend structure with lattice-matched substrates. Wurtzite ZnO
with (0001) surface can be used for epitaxial growth of NiO in the same structure.
Similarly, 3C-SiC can be used to stabilize NiO in zinc-blend structure.
5.5 Conclusions
In summary, the spin-resolved electronic and structural properties of NiO in both
wurtzite and zinc-blend structure have been studied. Calculations show that NiO
in wurzite as well as in zinc-blend structure is a potential half metal for wide
gap semiconductors. The results suggest that NiO in wurtzite structure has lat-
tice constants a and c compatible to those of wide gap semiconductors and has
a half-metallic character which persists under biaxial strain imposed by the small
lattice mismatch when grown on the wide gap semiconductor substrates. NiO in
wurtzite structure favors a ferromagnetic ground state under a wide range of bi-
axial strain. NiO in zinc-blend structure is also a potential half metal with lattice
constant a close to those of the wide gap semiconductors in the same structure. It
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has a ferromagnetic ground state with a half metallic band structure. These two
characters can survive in-plane strain imposed from the semiconductor substrates.
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Chapter 6
Ab initio study on the interface of
CrSb/GaSb heterojunction
6.1 Introduction
Ferromagnets like Fe are frequently adopted as electrodes for electrical spin injec-
tion into conventional semiconductors as they have high electron spin polarization.
Yet spin injection is still a great challenge to the materialization of spintronics de-
vices. Disordering or mixing are partly responsible for the diﬃculty in spin injection
as they can cause dead layers or loss of electron spin polarization for ferromagnets
at the interface. The fundamental obstacle, however, is the giant conductivity mis-
match between the ferromagnets and the semiconductor as discussed by Schmidt et
al.1 Due to this problem, the reported polarizations did not exceed a few percent.
Yet with a tunnel contact with appropriate barrier height and width present at
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the interface, the polarization could be signiﬁcantly improved(10% polarization of
spin current from Fe and Co tip to GaN at room temperature with air as barrier).2
This phenomena in the tunnel contacts was explained by Smitch and Rashba.3,4
They formulated the spin injection coeﬃcient at the presence of a tunnel barrier
with high resistivity and found that it did not suﬀer from the conductivity mis-
match problem with appropriate height and width of the barrier. This theoretical
prediction was soon conﬁrmed by Zhu et al, where 2% polarization spin current
was obtained from Fe into GaAs through a Schottky barrier at room temperature.5
By tailoring the height and the width of the Schottky barrier in the Fe/AlGaAs
heterostructure, a 32% polarization was obtained by Hanbicki et al,6,7 which was
encouraging given the theoretical limit of Fe, 43%. Thus a good electrode should
be able to show ferromagnetism at room temperature and conserve a high spin po-
larization at the interface. At the same time, the energy alignment at the interface
is also of great importance.
Half metals with high Curie temperatures, which have a band structure with only
one occupied set of spin density of states at the Fermi level, should be capable of
a 100% polarization of spin injection in principle. Heusler compounds and other
transition metal pnictides have received much attention for their half-metallicity
and high Curie temperatures since the ﬁrst compound NiMnSb was theoretically
predicted to be half-metallic.8 Yet experimentally measured spin current has polar-
ization much lower than the expected 100%. The polarization of spin current from
NiMnSb to a superconductor was only 58% at 1.6 K9 and worse result can be ex-
pected to a semiconductor. Experiment on spin current from half metal Co2MnGe
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to AlGaAs revealed a low polarization depending on both the temperature and
the bias voltage applied.10 The observed low polarizations can be partially at-
tributed to the spin-scattering induced by interface disordering or mixing which
could be improved by better experimental techniques. Yet from a theoretical con-
sideration, the atomic environment discontinuity and the band alignment are the
two intrinsic determinants for the polarization of the spin current. Due to the
atomic environment discontinuity, new interface states may appear at the band
gap of the minority spin and thus half-metallicity is lost, as revealed by some ﬁrst
principles calculations on some Heusler compounds/semiconductor interface.11 A
half metal/semiconductor heterojunction with the CBM of the minority spin lower
than that of the semiconductor will not be favored since the majority spins will be
ﬂipped to the conduction bands of the minority spins and change their spin states
before being injected into the semiconductor, as indicated by the work of Dong et
al.10 Thus these two factors should be carefully taken into account in designing a
robust spin injector.
In this chapter we investigate the interface of zinc-blende (ZB) transition metal
pnictides with group III-V semiconductors. The ﬁrst half metallic ZB transition
metal pnictide CrAs was grown on GaAs substrate and showed ferromagnetism
with a Curie temperature over 400 K.12 Since then there have been increased the-
oretical explorations for half-metallcity and ferromagnetism in the 3d transition
metal pnictides in ZB structure (Ref12 references therein) in view that they have
the potential to form geometrically coherent interface to group III-V semiconduc-
tors and minimize interface spin-scattering caused by interface mixing. Compared
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to ternary Heusler compounds half metals, the atomic environment discontinuity
is reduced at the binary transition metal pnictides/group III-V semiconductors,
which holds the possibility of excluding the occurrence of massive interface states
in the minority spin and keeping the half-metallicity. To date CrSb is the second
ZB transition metal pnictide which has been successfully grown on GaAs, AlGaSb
and GaSb substrates and showed ferromagnetism with high Curie temperature
(> 400K).13 Among all transition metal pnictides and group III-V semiconduc-
tors, the lattice mismatch between CrSb and GaSb (their structure is illustrated
in Fig. 6.1 )is the smallest and thus it is possible to grow CrSb on GaSb with
ﬁne crystallinity at the interface. However, an interface with ﬁne crystallinity does
not guarantee a high polarization of the spin current. The electronic properties of
the interface should be studied in order to understand the eﬃciency of spin injec-
tion. The following sections give a detailed study on the electronic structure at the
interface layers and the band alignment at the interface.
6.2 Computational Details
All calculations are based on the spin polarized density functional theory (DFT)
implemented in the VASP plane wave code.14,15 Generalized gradient approxima-
tion (GGA) is used for the exchange-correlation functional. The Vanderbilt ul-
trasoft pseudopotentials16 are used to represent the electron-ion interactions. For
Gallium, 3d electrons are treated as valence state. Two six-layer slabs, one for
ZB-CrSb (001) and the other for GaSb (001) were stacked along c direction to
102
Chapter 6. Ab initio study on the interface of CrSb/GaSb heterojunction
Figure 6.1: Ball and stick model of the unit cell (left) and supercell (right) of
zinc-blend GaSb.
form the interface. The in-plane lattice parameter a was set to that of the GaSb
and the c was optimized. The atomic coordinates in GaSb layers were ﬁxed while
those in CrSb were fully relaxed. A kinetic energy cutoﬀ of 500 eV is used. A
6×6×1 K-mesh according to the Monkhorst-Pack scheme17 is adopted to sample
the rrreducible Brillouin zone (IBZ). All these parameters are carefully checked to
ensure an energy convergence of 1 meV.
6.3 Results and Discussion
The calculated equilibrium lattice constant a of ZB GaSb is 6.20 A˚. For ZB CrSb
a is 6.16 A˚, which agrees well with previous similar calculations.18,19 The lattice
103
Chapter 6. Ab initio study on the interface of CrSb/GaSb heterojunction
constant mismatch is about 0.5%. We show in Fig. 6.2 the spin-resolved band
structure for a CrSb tetragonal supercell with in-plane lattice constant a slightly
expanded to that of GaSb and c optimized (to model the strain imposed on CrSb
from GaSb substrate). All concerned energies are also shown in Fig. 6.2. All
these values are measured with respect to the averaged electrostatic potential.
The majority and the minority spin band structures of CrSb show that the half-
metallicity is conserved upon strain eﬀect. The minority spin has a band gap of
1.68 eV. The actual value is larger than this due to the underestimation of the
CBM of DFT in LDA scheme. The spin-ﬂipping gap is estimated to be 0.97 eV.
This value is still underestimated but still high enough to exclude the majority
spin to be ﬂipped by perturbations like thermionic emission.
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Figure 6.2: Band structures of the majority spin (a) and the minority spin (b) along
with concerned energies,Ef of the majority spin, CBM and VBM of the minority
spin. Unit: eV
We now turn to the electronic properties of the CrSb layers near the interface. By
energy comparison it is found that the interface conﬁguration in the form of
.../Ga/Sb/Ga/Sb/Cr/Sb/Cr/Sb... is energetically favored.Due to the well matched
lattice constants between CrSb and GaSb, no noticeable atomic relaxation is ob-
served. Fig. 6.3 plots the spin DOS of Cr atoms in the three layers nearest to the
interface. A cutoﬀ radius of 1.50 A˚ and a denser k-mesh are used for the DOS
calculation. As shown by the DOS in Fig. 6.3 (a) and (b), the bulk property is
recovered at the second Cr layer to the interface. For the ﬁrst Cr layer to the
interface, the DOS is slightly diﬀerent. The VBM of the minority spin is shifted
about 0.2 eV towards the Fermi level of the majority spin but no shift is observed
for CBM of the minority spin. This shift-up indicates the occurrence of interface
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states but there is no states at Fermi level. Therefore one can see that the half-
metallicity is perfectly reserved at the interface layers. The absence of massive
interface states is not a surprise in view of the coherence of the interface and the
small diﬀerence in electronegativity between Ga and Cr (1.81 for Ga and 1.66 for
Cr in Pauling scale).
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Figure 6.3: The spin density of states projected on the third (a), the second (b)
and the ﬁrst (c) layer Cr atom to the interface. The Fermi level Ef is set to zero.
Positive and negative values represent the majority and the minority spin states,
respectively. The vertical dotted lines serve as an indicator.
107
Chapter 6. Ab initio study on the interface of CrSb/GaSb heterojunction
Band alignment at the interface is another determinant for spin injection for a HMF
to a Sc. To obtain the energy alignment at the interface the well-established “bulk
plus line up” procedure where the macroscopic averaged electrostatic potentials
are applied for references as proposed by van de Walle et al,20 is applied. The
macroscopic averaged electrostatic potential (dash line) along the c direction is
plotted in Fig. 6.4 (a) along with in-plane-averaged electrostatic potential (solid
line). The diﬀerence between the two macroscopic averaged electrostatic potential
ΔV (VGaSb-VCrSb) is estimated to be 0.46 eV. Based on this lineup, one can obtain
the energy alignment as shown in Fig. 6.4 (b). Here the experimental value 0.70
eV of GaSb band gap is used to determine the CBM. For the majority spin, the
energy diﬀerence between the Fermi level and the CBM of GaSb is conventionally
deﬁned as Schottky barrier height (SBH). In this case the SBH is 0.89 eV with
Fermi level lying below the CBM. This suggests that a Schottky barrier will be
formed for n-GaSb and a reverse bias should be applied for majority spin tunneling
into GaSb. Most of all, one ﬁnds that the CBM of CrSb lies slightly above that
of GaSb by 0.08 eV. The actual value can be larger as mentioned above. This
character suggests the capability of eﬃcient spin injection. With the CBM of the
minority spin lying above that of n-GaSb, the majority spin can be directly injected
to n-GaSb with less probability of being ﬂipped to the conduction bands of the
minority spin under the applied reverse bias. Thus highly polarized spin current
can be injected to n-GaSb.
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CrSb layers GaSb layers
VGaSb=0.19(eV)
VCrSb=-0.27(eV)
Figure 6.4: The in-plane (solid line) and the macroscopic (dash line) averaged
electrostatic potentials (a) and the energy alignment (b) based on (a). CBM and
VBM in the left are for minority spin while Ef are for majority spin of CrSb. Unit:
eV.
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6.4 Conclusion
By ﬁrst principle spin density functional theory calculation on the CrSb/GaSb
heterostructure, the electronic properties and energy alignment at the interface
have been obtained. By DOS calculation, the study showed that the CrSb can
maintain its half-metallicity at the interface. The band alignment suggests the
existence of a Schottky barrier and the probability for majority spins to be directly
injected into the SC with less possibility of being ﬂipped to conduction bands of
the minority spin. These characters suggest that the CrSb/GaSb heterojunction
is a potential robust spin current injector.
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This study aimed to explore new half metallic materials by theoretical calcula-
tions. New dilute magnetic semiconductors (DMS) free of magnetic cations have
been designed. This kind of new DMS might have the potential to avoid or allevi-
ate the clustering problem in conventional DMS. Two new half metals have been
proposed. Their lattice constants are suitable for epitaxial growth on wide gap
semiconductors. In detail, the main ﬁndings in this thesis include:
Calculations on the electronic structures of Cu-doped GaN and Mg-doped AlN
showed that both Cu and Mg can induce spin polarization in the host semiconduc-
tors and have ﬁnite magnetic moment for each dopant even though they do not
show any ferromagnetism in their natural phases and nitrides. However, the mech-
anism of the spin polarization is diﬀerent. In Cu-doped GaN, the spin-polarization
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results from the strong hybridization between Cu-3d state and N-2p state of the
nearest N atoms of Cu. In AlN, results showed that an Al vacancy can introduce
strong spin polarization to the four N atoms nearest to the vacancy site while a
substitutional Mg atom at the vacancy site saturates only part of the magnetic
moment. In each case, the dopant-related net magnetic moments are found to cou-
ple ferromagnetically and the band structures are half metallic. Formation energy
calculations showed that the formation energy of an substitutional Cu in GaN is
2.0 eV at optimum conditions and thus non-equilibrium method are required to
growth Cu-GaN dilute magnetic semiconductors. For a substitutional Mg in AlN,
the formation energy was found to be 0.34 eV. With this formation energy, 7% of
Mg can be incorporated into AlN at 1500 K, which should generate an observable
ferromagnetism at room temperature.
Calculations on C-doped BN nanotubes showed that C becomes spin polarized
with a magnetic moment of 1.0 μB on either B or N lattice site. Although this
system favors an anti-ferromagnetic ground state, it gives a hint that DMS might
also be fabricate by anion substitution at some particular host semiconductors.
NiO has an anti-ferromagnetic rock-salt ground state with insulating nature. Cal-
culations on the band structure of NiO in zinc-blend structure showed that it is
likely half metallic and ferromagnetic and the lattice constant a being around 4.4
A˚. This lattice constant is close to those of wide gap semiconductors. The shift
from anti-ferromagnetism to ferromagnetism may be attributed to the structural
transition as well as the change of atomic coordinates. The half metallicity and the
ferromagnetism survive the structural stress and zinc-blend NiO can be expected
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to act as spin electrodes for wide gap semiconductors. Similarly, wurtizte NiO
also has a half metallic band structure and ferromagnetic ground state. However,
due to the inclusion of on-site Coulomb parameter U-J , the feasibility of growing
NiO in these two structures cannot be evaluated by total energy calculation in this
study.
The study on the electronic properties of CrSb/GaSb interface shows that high
eﬃcient spin injection can be hoped from CrSb half metal to GaSb semiconductor.
Nearly 100% polarization of the spin current can be obtained by electrical injection.
7.2 Future works
This study presented only the preliminary electronic properties of the proposed new
half metallic materials. Further theoretical studies are still needed for experimental
guidance.
More detailed theoretical studies on the magnetic properties of Cu-doped GaN
and Mg-doped AlN DMSs are required. The Curie temperatures of these two
DMS should be studied. Clustering tendency of the dopants in these two DMSs
should also be compared with that of 3d DMS.
Calculations on NiO in zinc-blend and wurtzite structure should be done by more
complicated parameter-free Self-Interaction Corrected Local Spin Density Approx-
imation (SIC-LSDA).1,2 In this method, the total energies of NiO in zinc-blend
and wurtzite structures can be compared to that of in rock-salt structure. This is
of great importance as it demonstrate the feasibility of experimental growth.
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In addition, studies of the possibility of new DMS based on anion substitution
should be carried out. As a ﬁrst step, our calculations showed that substitutional
C in AlN and N in ZnO favor a spin polarized ground state. This might an
indication of DMS based on anion substitution.
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