We consider the classical complexity of approximately simulating time evolution under spatially local quadratic bosonic Hamiltonians for time t. We obtain upper and lower bounds on the scaling of t with the number of bosons, n, for which simulation, cast as a sampling problem, is classically efficient and provably hard, respectively. We view these results in the light of classifying phases of physical systems based on parameters in the Hamiltonian and conjecture a link to dynamical phase transitions. In doing so, we combine ideas from mathematical physics and computational complexity to gain insight into the behavior of condensed matter systems.
Usual approaches to studying the computational complexity of quantum many-body Hamiltonians have considered the problem of finding ground state energies; this research has spawned the rich area of Hamiltonian complexity [1] [2] [3] and also led to progress in other areas of physics [4, 5] . However, Hamiltonians are not only associated with energy eigenstates but also are generators of time evolution. There could be Hamiltonians that an experimentalist could simulate with polynomial resources in a lab, but still not be able to cool down to the ground state in polynomial time [6] because the corresponding problem of finding the ground state energy is QMA-hard [7] [8] [9] .
This motivates us to consider a complementary problem of the classical complexity of simulating time evolution generated by a Hamiltonian, which could give evidence to refute the extended Church-Turing thesis [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , an area of research termed "quantum supremacy" [21] (or more recently, "quantum ascendancy"). In an early paper on this topic, Aaronson and Arkhipov [13] (AA) posed the boson sampling problem, where they showed that the task of efficient approximate sampling from a distribution produced by a system of bosons going through a linear optical circuit is classically impossible, under the assumption that the polynomial hierarchy (PH) does not collapse (and a few other conjectures about the hardness of permanents). This has in turn led to a spate of activity aimed at understanding easiness/hardness in modified settings [22] [23] [24] [25] [26] [27] and an examination of resource requirements and validation [28, 29] . Inspired by this and other work on complexity classification of time evolution due to two-qubit Hamiltonians [19, 30, 31] , we study the complexity of continuous time evolution of quantum systems.
Specifically, we consider the task of sampling from a distribution close in total variation distance to that obtained by evolving the initial state under a Hamiltonian and measuring in the computational basis [32] . This is a natural way of characterizing the classical complexity of simulating a Hamiltonian, since an experimentalist with access to a quantum system can only perform measurements and sample from an output state, but does not have access to the full description of the state. Henceforth, we mean simulation to be in the sense of approximate sampling [12, 33] .
An interesting question one can raise is that of how the complexity of sampling from the state of a quantum system of size n evolved for a certain time t depends on the scaling of t with n. On one hand, intuitively, for very small times, Hamiltonian evolution does not change the state too much and sampling should still be easy; on the other hand, for longer times, the system can evolve into an arbitrarily complex state that would presumably be hard to sample from, by analogy with the AA result. Our primary accomplishment here is that we demonstrate and understand this transition from easy cases of sampling to hard ones. This behavior is reminiscent of systems where there is an Ehrenfest timescale that marks the transition between classical and quantum dynamics as measured by the out-of-time-ordered correlator [34] . Furthermore, we explore the link between this transition and dynamical phase transitions of quantum many-body systems.
Set-Up. The model consists of free bosons hopping from one site (vertex) to another on a graph with m vertices (each representing a bosonic mode), and is described by the Hamiltonian H = i,j J ij (t)a † i a j , where a † i is the creation operator of a boson at the i'th site. J(t), which can be time-dependent in general, is an m × m Hermitian matrix that encodes the connectivity of the graph on which the bosons hop. Any linear optical unitary U acting on the bosonic modes can be generated through a free boson Hamiltonian by taking H = i log U and evolving it for unit time. However, this Hamiltonian can require arbitrarily long-range hops on the graph in general.
Since such arbitrarily long ranged Hamiltonians may not always be realistic, we consider the complexity of a Hamiltonian implementing boson sampling with shortrange hops. In particular, we consider the case where the graph is a hypercubic lattice in d dimensions (denoted d-D), where J ij is nonzero only if i = j or i and j label adjacent sites, thereby allowing only nearest-neighbor hops. We further restrict J ij to satisfy |J ij | ≤ 1 in order to set an energy scale.
One can efficiently solve the equations of motion
for some mode transformation matrix R. From here onward, we shall take R(t) to be the input to the problem, since it can be determined from the input Hamiltonian H and time t in time poly(m, log t). In Ref. [35] , the authors exploit the fact that the mode unitary for fermions can be found efficiently even for exponentially large t in order to implement exponentially precise measurements.
The m modes in the problem are numbered from 1 to m, and together with n ancilla modes, are arranged in a hypercubic lattice of side length (m + n)
The initial state has n bosons equally spaced in the lattice as shown in Fig. 1 . We take m = c 1 n β , where β controls the sparsity of the occupied bosons in the lattice. The minimum spacing between any two bosons in the initial state is L min = m+n n
. The quantity L min is an important length scale in the problem. The ancilla modes (marked in cyan) in the lattice are not counted as part of the m modes, and are present in order to accelerate the time required to construct an arbitrary unitary. The presence of the ancillas does not change the scaling of quantities like L min with n in our arguments.
The basis states can be described by strings of the form r = (r 1 , . . . , r m ) specifying the number of bosons in each mode, so that r 1 + . . . r m = n. An alternative way of specifying an input/output basis state is by listing the indices of those modes occupied by one or more bosons, arranged in nondecreasing order. For example, in Fig. 1 , the input state according to this notation is in = (23, 28, 71, 76) . Modes with multiple bosons have repeated indices. Output states numbered similarly are denoted out and subscripts index these quantities, e.g. here, in 3 = 71.
Measurement in the boson number basis gives a set of outcomes drawn from a distribution D U , which we aim to sample from. The probability of finding an output state s = (s 1 , s 2 , . . . , s m ) is given by
where r! := r 1 ! . . . r m ! (with s! defined similarly) and A n×n is the matrix formed by taking s i copies of the i'th column and r j copies of the j'th row of R, and Per(A) denotes the permanent of A. The permanent has n! terms, which come from the possible permutations of the n bosons in the output state, each of which is associated with a different amplitude (see Ref. [36] or the Supplemental Material for details).
For the particular choice of initial states described in Fig. 1 , the task is to sample from a distribution that is close to D U in variation distance when given a description of the mode unitary R(t). We now formalize the notion of efficient sampling. We will call the sampling problem easy if there exists an efficient sampler for the problem in the stated regime. Similarly, we call the problem hard in a particular regime if any hard instance of boson sampling can be realized in that regime. We restrict our attention to two special cases where we can show the existence of an efficient sampling algorithm: i) when the system evolves for a limited time so that the evolution is sufficiently close to trivial, and ii) when there is Anderson localization in the system [37] . These two cases correspond to a promise on the input mode transformation unitary R. We now state our main results. Easiness at short times. In this section, we prove theorem 1.A and corollary 2. First, let us examine the promise we have on the mode unitary in both cases.
At short times, we use the Lieb-Robinson bound [38] on the speed of information propagation in a system to achieve our result on easiness. Applying the bound to the free bosonic Hamiltonian, we get
where ij is the distance between the two sites i and j, v is the upper bound to the velocity of information propagation called the Lieb-Robinson velocity, c is a constant and ξ is called the localization length scale. This bound applies even when the hopping matrix J is time-dependent. Note that the arguments from Ref. [39] that state the absence of a bound for interacting bosons do not apply, since Eq. (2) can be derived within the single-particle subspace of the Hilbert space. When the Hamiltonian is Anderson localized, the mode unitary R satisfies the following promise at all times [40] :
Here, ξ is the maximum localization length among all eigenvectors. Eq. (3) can be viewed as a consequence of Lieb-Robinson bounds with zero velocity [41] . On account of the zero-velocity Lieb-Robinson bound, all results for the time-dependent case can be ported to the Anderson localized case, setting vt = 0. We now give an explicit algorithm that efficiently samples from the output distribution for short times t ∈ o(n β−1 d −1 ), given the promise in Eq. (2). The algorithm uses a subroutine we call the "classical-particle subroutine" that outputs a sample from the distribution D CP obtained by assuming that the bosons are classical particles. Based on the upper bound δ to the variation distance D CP − D U between this distribution and the actual distribution D U , the algorithm decides whether to use the classical-particle subroutine (if δ < ) or to use a different subroutine that samples exactly from D U (if δ ≥ ). Analysis. We analyze the algorithm 1 by examining the correctness and runtime for both subroutines. It can be seen that the brute-force subroutine 3 outputs a state c with probability equal to Pr D U (c), which is the measure of the points x ∈ [0, 1] that lead to output c.
In the classical-particle subroutine 2, note that P from line 1 is a doubly stochastic matrix. We take P to describe the classical Markov process of particles undergoing a random walk. The probability of getting an outcome s is given by
where the sum is over all permutations σ mapping the initial bosons to the output ones. We now state a result on how close the distribution D CP is to the true distribution D U (see the Supplemental Material for a proof).
Lemma 3. When d < β − 1, there exist constants c 2 , c 3 and
Assuming this lemma, the classical-particle subroutine is sufficient for all n, such that δ < , that is, when n > N := max Proof of theorem 1.A. We have seen the correctness of algorithm 1. Showing that the runtime of both subroutines is polynomial suffices to prove the theorem. The classical-particle subroutine has runtime polynomial in n. This is because the loop runs n times, and in each run of the loop, we need to evaluate m = poly(n) elements of the matrix P and select one among them, which takes poly(n) time.
When n < N , we use the brute-force subroutine, whose runtime is O(
, where the first factor is the dimension of the Hilbert space, the number of configurations of N bosons in m modes. The latter factor comes from Ryser's or Glynn's algorithm to find the permanent [42, 43] . The runtime is therefore
, the exponent of the log( 1 ) factor appearing in the argument of the exp() function is less than 1. Therefore, the runtime of the algorithm is (
, which is polynomial in 1 . Therefore, in both cases, the overall runtime is upper bounded by a polynomial in both n and 1 : O(poly(n, 1 )), showing that we have an efficient sampler when d < β −1 and t ∈ o(n
Hardness at longer times. If we allow the system to evolve for a longer amount of time, we can use the timedependent control to effect any arbitrary unitary and recover AA's results on hardness. We can perform phase gates on a mode by waiting for a particular time with an appropriate value of a diagonal element of J, with the hopping terms and other diagonal terms turned off (set to zero). We can apply a nontrivial two-mode gate between adjacent modes, for example the balanced beamsplitter unitary on the modes 1 and 2, U =
2 ) and letting it evolve for time t = π 4 . One can also apply arbitrary unitaries using arbitrary on-site control J ii and fixed, time-independent nearest-neighbor hopping J ij (t) = 1.
Using the constructions in [44, 45] , we can effect any arbitrary m×m unitary on the m optical modes from a nontrivial two-mode gate and arbitrary single-mode phase gates. This construction is possible with O(m 2 ) gates, and consequently O(m 2 ) depth without parallelisation. Instead, using the construction of AA that employs ancillas to obtain the desired final state rather than applying the full unitary on all the modes, we can reduce the required depth of the linear optical circuit to O(nm 1/d ). Each of the n columns of the mode unitary are implemented in time O(m 1/d ) [46] , which corresponds to the timescale set by the Lieb-Robinson velocity and the distance between the furthest two modes in the system [47] .
Proof of theorem 1.B. From the above, when t ∈ Ω(n 1+ β d ), we see that we can effect any arbitrary unitary, and in particular, any random unitary drawn from the Haar measure that hides a Gaussian matrix. Assuming AA's conjectures about the hardness of Gaussian permanents, we see that sampling from the output distribution is hard unless PH collapses to its third level.
Conclusions. We have defined the sampling problem for local Hamiltonian dynamics and given upper and lower bounds for the scaling of time t(n) with the number of bosons n for which the problem is efficiently simulable or hard to classically simulate, respectively. From our results in the previous section, we discuss a few cases. We set β = 5, since this is the regime where AA's results have been shown to hold.
The Lieb-Robinson case shows two regimes of the scaling of t with n where sampling is provably easy/hard. We have shown that when t ∈ o(n
, sampling is provably easy, whereas when t ∈ Ω(n
, sampling is hard. Since our definitions of easiness and hardness are exhaustive and allow for no intermediate regimes, we argue that there must exist a constant c such that sampling is efficient for t ∈ o(n c ) and hard for t ∈ Ω(n c ), which is illustrative of a phase transition in time (our proof implies that c ∈ [
This can be viewed as a transition between two regimes, one for short times in which the system's dynamics is essentially indistinguishable from classical dynamics; and the other in which quantum mechanical effects dominate to such an extent as to forbid an efficient classical simulation. We leave as an open question whether this classicalquantum transition is associated with an observable order parameter that shows a non-analyticity at the transition time. We note that the system in Ref. [34] exhibits a similar classical-quantum transition in the out-of-timeordered correlator with an Ehrenfest timescale. The transitions also closely mirror phase transitions in average case complexity seen in problems like k-SAT [48] .
In the Anderson localized case, we observe that boson sampling is classically easy for all times when d < β −1 = 4, i.e in 1-D, 2-D and 3-D. An open problem is whether there is a class of static, local Hamiltonians that generate a hard-to-sample output distribution at some (possibly exponentially large) time. An affirmative answer to this question would show that complexity of sampling distinguishes Anderson-localized and delocalized systems, justifying the name "order parameter". This is akin to recent work that identified phase transitions based on features seen in the time-dependence of the out-of-timeordered correlator [49, 50] .
The above link to the out-of-time-ordered correlator raises the question of the connection between complexity of sampling and scrambling time [51] in quantum many-body systems [52] and fast scramblers like black holes [53] [54] [55] [56] . Further, it would be interesting to study the classical complexity of simulating time evolution in various other physical settings, like systems with topo-logical or many-body-localized phases, systems in their ground state after imaginary time evolution to link back with Hamiltonian complexity, systems with fast scrambling dynamics like the Sachdev-Ye [57] and Sachdev-YeKitaev [49, [58] [59] [60] models and black holes, where one can explore the connection to recent conjectures on complexity in the dual CFT [56, 61, 62] .
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