In this paper, we develop a new perturbed iterative algorithm framework with errors based on the variational graphical convergence of operator sequences with (A, h)-accretive mappings in Banach space. By using the generalized resolvent operator technique associated with (A, h)-accretive mappings, we also prove the existence of solutions for a class of generalized nonlinear relaxed cocoercive operator equation systems and the variational convergence of the sequence generated by the perturbed iterative algorithm in q-uniformly smooth Banach spaces. The obtained results improve and generalize some well-known results in recent literatures.
Introduction
It is well known that standard Yosida regularizations/approximations have been tremendously effective to approximation solvability of general variational inclusion problems in the context of resolvent operators that turned out to be nonexpansive. This class of nonlinear Yosida approximations have been applied to approximation solvability of nonlinear inhomogeneous evolution inclusions of the form f (t) ∈ u (t) + Mu(t) − ωu(t), u(0) = u 0 for almost all t [0, T], where T (0,1) is fixed, ω R (see [1] ). For more general details on approximation solvability of general nonlinear inclusion problems, we refer the reader to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] and the references therein.
On the other hand, it is well known that variational inequalities and variational inclusions provide mathematical models to some problems arising in economics, mechanics, and engineering science and have been studied extensively. There are many methods to find solutions of variational inequality and variational inclusion problems. Among these methods, the resolvent operator technique is very important. For some literature, we recommend to the following example, and the reader [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] 17, 18] and the references therein. where ∂V(x*) denotes the subdifferential of V at x* and N K (x * ) the normal cone of K at x*.
In 2006, Lan et al. [7] introduced a new concept of (A, h)-accretive mappings, which provides a unifying framework for maximal monotone operators, m-accretive operators, h-subdifferential operators, maximal h-monotone operators, H-monotone operators, generalized m-accretive mappings, H-accretive operators, (H, h)-monotone operators, and A-monotone mappings. Recently, by using the concept of (A, h)-accretive mappings and the resolvent operator technique associated with (A, h)-accretive mappings, Jin [5] introduced and studied a new class of nonlinear variational inclusion systems with (A, h)-accretive mappings in q-uniformly smooth Banach spaces and developed some new iterative algorithms to approximate the solutions of the mentioned nonlinear variational inclusion systems. Furthermore, by using the resolvent operator technique, Petrot [14] studied the common solutions for a generalized system of relaxed cocoercive mixed variational inequality problems and fixed point problems for Lipschitz mappings in Hilbert spaces, and Agarwal and Verma [2] introduced and studied a new system of nonlinear (set-valued) variational inclusions involving (A, h )-maximal relaxed monotone and relative (A, h)-maximal monotone mappings in Hilbert spaces and proved its approximation solvability based on the variational graphical convergence of operator sequences. For more literature, we recommend to the reader [9, 20] and the references therein.
Motivated and inspired by the above works, the purpose of this paper is to consider and study the following generalized nonlinear operator equation system with (A, h )-accretive mappings in real Banach space B 1 × B 2 :
Find (x, y) ∈ B 1 × B 2 and u ∈ S(x), v ∈ T(y) such that
are two resolvent operators and two constants
are singlevalued operators, l 1 , l 2 > 0 are two constants, (a, b) ∈ B 1 × B 2 is an any given element, and S :
are any nonlinear operators such that for all x ∈ B 1 , M 1 (·, Based on the definition of the resolvent operators associated with (A, h)-accretive mappings, the Equation (1.1) can be written as
(1:2) , 2) , p, h, f , g, S, T , one can obtain a number (systems) of quasivariational inclusions, generalized (random) quasi-variational inclusions, quasi-variational inequalities, and implicit quasi-variational inequalities as special cases of the Equation (1.1) (or problem (1.2)) include. Below are some special cases of problem.
and a = b = 0, then the problem (1.2) collapses to the following nonlinear variational inclusion system with (A, h)-accretive mappings:
( 1:3)
The system (1.3) was introduced and studied by Jin [5] . Further, when A i = A, M i = M(i = 1,2) and y = x, the system (1.3) reduces to a nonlinear variational inclusion of find x ∈ B such that
which contains the variational inclusions with H-monotone operator, H-accretive mappings, or A-maximal (m)-relaxed monotone (AMRM) mappings in [2, 3] as special cases. 
(1:4)
The system (1.4) was introduced and studied by Wang and Wu [18] and contains the generalized system for mixed variational inequalities with maximal monotone operators in [14] as special cases. Moreover, taking y = x, then the system (1.4) reduces to finding an element x ∈ H such that
which was considered by Verma [17] .
, the system (1.1) becomes to the following nonlinear operator equation systems:
where
Based on the definition of the resolvent operators, we know that the system (1.5) is equivalent to solve the following system of general variational inclusions: 6) which was studied by Noor et al. [12] when M i = M is maximal monotone for i = 1, 2. Moreover, some special cases of the problem (1.6) can be found in [4, 6] and the references therein.
We also construct a new perturbed iterative algorithm framework with errors based on the variational graphical convergence of operator sequences with (A, h)-accretive mappings in Banach space for approximating the solutions of the nonlinear equation system (1.1) in smooth Banach spaces and prove the existence of solutions and the variational convergence of the sequence generated by the perturbed iterative algorithm in q-uniformly smooth Banach spaces. The results present in this paper improve and generalize the corresponding results of [2, 3, 5, 12, 14, 17, 18] and many other recent works.
Preliminaries
Let B be a real Banach space with dual space B * , ·, · be the dual pair between B and B * , CB(B) denote the family of all nonempty closed bounded subsets of B , and 2 B denote the family of all the nonempty subsets of B . The generalized duality mapping J q : B → 2 B * is defined by
where q > 1 is a constant. In particular, J 2 is the usual normalized duality mapping. It is known that, in general, J q (x) = ||x|| q-2 J 2 (x) for all x ≠ 0, and J q is single-valued if B * is strictly convex. In the sequel, we always suppose that B is a real Banach space such that J q is single-valued and H is a Hilbert space. If B = H , then J 2 becomes the identity mapping on H . The modulus of smoothness of B is the function
B is called q-uniformly smooth if there exists a constant c > 0 such that X B (t) ≤ ct q , q > 1 . Remark that J q is single-valued if B is uniformly smooth. In the study of characteristic inequalities in q-uniformly smooth Banach spaces, Xu [21] proved the following result:
Lemma 2.1. Let B be a real uniformly smooth Banach space. Then, B is q-uniformly smooth if and only if there exists a constant c q > 0 such that for all x, y ∈ B ,
In the sequel, we give some concept and lemmas needed later. Definition 2.1. Let B be a q-uniformly smooth Banach space and T, A : B → B be two single-valued mappings. T is said to be
(ii) strictly accretive if T is accretive and
if and only if x = y; (iii) r-strongly accretive if there exists a constant r > 0 such that
(iv) g-strongly accretive with respect to A if there exists a constant g > 0 such that
(v) m-relaxed cocoercive with respect to A if, there exists a constant m > 0 such that
(vi) (π, ι)-relaxed cocoercive with respect to A if, there exist constants π, ι > 0 such that
(vii) s-Lipschitz continuous if there exists a constant s > 0 such that
In a similar way, we can define (relaxed) cocoercivity and Lipschitz continuity of the operator N(·, ·) : B × B → B in the first and second arguments. Remark 2.1.
(1) The notion of the cocoercivity is applied in several directions, especially to solving variational inequality problems using the auxiliary problem principle and projection methods [16] , while the notion of the relaxed cocoercivity is more general than the strong monotonicity as well as cocoercivity. Several classes of relaxed cocoercive variational inequalities and variational inclusions have been studied in [2, 5, [7] [8] [9] [10] 12, [16] [17] [18] .
(2) When B = H , (i)-(iv) of Definition 2.1 reduce to the definitions of monotonicity, strict monotonicity, strong monotonicity, and strong monotonicity with respect to A, respectively (see [3, 18] 
(ii) r-strongly h-accretive if there exists a constant r > 0 such that
(iii) m-relaxed h-accretive if there exists a constant m > 0 such that
(iv) ξ −Ĥ -Lipschitz continuous, if there exists a constant ξ > 0 such that
whereĤ is the Hausdorff metric on CB(B) ; 
where ρ ∈ 0, r m is a constant. 
Algorithms and graphical convergence
In this section, by using resolvent operator technique associated with (A, h)-accretive mappings, we shall develop a new perturbed iterative algorithm framework with errors for solving the nonlinear operator equation system (1.1) with (A, h)-accretive mappings and relaxed cocoercive operators and prove the existence of solutions and the variational convergence of the sequence generated by the perturbed iterative algorithm in q-uniformly smooth Banach spaces.
Above all, we note that the equalities (1.1) can be written as
where r, l > 0 are constants. This formulation allows us to construct the following perturbed iterative algorithm framework with errors.
Algorithm 3.1.
Step 1. For an arbitrary initial point (x 0 , y 0 ) ∈ B 1 × B 2 , take u 0 S (x 0 ) and v 0 T(y 0 ).
Step 2. Choose sequences {d n } ⊂ B 1 and {e n } ⊂ B 2 are two error sequences to take into account a possible inexact computation of the operator points, which satisfy the following conditions:
Step 3. Let the sequence {(s n , t n ,
where R
are nonnegative constants and k, (0, 1] are size constants.
Step 4. Choose u n+1 S(x n+1 ) and v n+1 T(y n+1 ) such that (see [22] )
(3:2)
Step 5. If s n , t n , x n , y n , d n , and e n satisfy (3.1) and (3.2) to sufficient accuracy, stop; otherwise, set n: = n + 1 and return to Step 2. Now, we prove the existence of a solution of problem (1.1) and the convergence of Algorithm 3.1.
Theorem 3.1. For i = 1, 2, let B i be a q i -uniformly smooth Banach space with q i > 1, , 2) and p, h, f, g be the same as in the Equation (1.1). Also suppose that the following conditions hold: (H 1 ) h i is τ i -Lipschitz continuous, and A i is r i -strongly h i -accretive, and s iLipschitz continuous for i = 1, 2, respectively; (H 2 ) p is δ 1 -strongly accretive and l p -Lipschitz continuous, h is δ 2 -strongly accretive and l h -Lipschitz continuous, f is l f -Lipschitz continuous and g is l g -Lipschitz continuous,
is ξ −Ĥ -Lipschitz continuous and 
(H 5 ) there exist constants ν i (i = 1,2), r (0, r 1 /m 1 ) and ∈ (0, r 2 /m 2 ) such that
and
where c q 1 , c q 2 are the constants as in Lemma 2.1 and k, (0,1] are size constants.
Then, there exist (x * , y * ) ∈ B 1 × B 2 u * ∈ S(x * ), v * ∈ T(y * ) such that (x*,y*,u*,v*) is a solution of the Equation (1.1) and
where {x n }, {y n }, {u n } and {v n } are iterative sequences generated by Algorithm 3.1.
It is easy to see that (B 1 × B 2 , · * ) is a Banach space. By the assumptions for relaxed cocoercivity and Lipschitz continuity of N with respect to both arguments, strongly accretivity of p and h, and Lipschitz continuity of S, T, p, f, g and h, Lemmas 2.1 and 2.2, and (3.1)-(3.3), now we know that
y n − y n−1 q 1 ,
and s n − s n−1
where follows from (3.5) and (3.6) that Then, we know that θ n ↓ θ as n ∞.
From the condition (3.4), we know that 0 <θ < 1 and so there exist n 0 > 0 and θ 0 (θ,1) such that θ n ≤ θ 0 for all n ≥ n 0 . Therefore, by (3.7), we have where ς n = ||d n -d n-1 || + ||e n -e n-1 || + k( n + n-1 ) + (ε n + ε n-1 ) for all n ≥ n 0 . By (3.8), for any m ≥ n > n 0 , we have
