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A formalism for analyzing vacuum spacetimes
Michael Reiterer, Eugene Trubowitz
Department of Mathematics, ETH Zurich, Switzerland
Abstract: The Einstein vacuum equations in the formulation developed by Newman,
Penrose [NP] and Friedrich [Fr] are expressed in terms of a Lie superbracket. Differ-
ential identities are derived from the super Jacobi identity. This perspective clarifies
the covariance properties of the equations. The equations are intended as a tool for the
analytic study of vacuum spacetimes.
1. Introduction
In this paper, we discuss a formalism that is suited to the analysis of solutions to the
Einstein vacuum equations. In this formalism, the vacuum equations
• become a quasilinear, first order system of partial differential equations, that
• are quadratically nonlinear, and
• through gauge-fixing, can be brought into symmetric hyperbolic form.
Newman and Penrose [NP] introduced the basic unknown fields of this formalism
(frame, connection, Weyl curvature) and the corresponding Einstein vacuum equations.
Their equations are not independent, but satisfy general differential identities, that were
derived by Friedrich [Fr].
Friedrich [Fr] showed, by choosing an appropriate gauge, that the vacuum equations
contain a symmetric hyperbolic subsystem that determines the evolution of all unknown
fields. To show that the remaining equations, called constraints, are also fulfilled, he
used the general differential identities.
In this paper, the vacuum equations as formulated by Newman and Penrose are ex-
pressed in terms of a Lie superbracket, see (5.1) and (5.2). The general differential
identities, see (5.6b), are derived from the associated super Jacobi identity. We take
special care to exhibit the covariance properties of the equations.
We used a forerunner of the present formalism to analyze strongly focused gravi-
tational waves, see Appendix B of [RT]. The point of the refined presentation of this
paper is the derivation of the equations in Section 8 from an invariant point of view.
They are intended to be used as a tool in the analysis of other problems in classical
general relativity.
Important remark: We expect that there is a close relationship between the notion of
a Cartan connection, see [Sh], and the formalism of this paper, which is not made here.
2This relationship ought to be clarified. However, we have not pursued this relationship,
since the equations of Section 8 can be derived without it.
2. A Lie Superalgebra Identity
We recall the definition of a real Lie superalgebra:
Definition 2.1. A (non-associative) Z2-graded real algebra
(
L = L0 ⊕ L1, J · , · K
)
,
with even parts L0 and odd parts L1, satisfying for all x1 ∈ Lk1 , x2 ∈ Lk2 , x3 ∈ Lk3
(a) Jx1, x2K ∈ Lℓ with ℓ = k1 + k2 (mod 2)
(b) Jx1, x2K = (−1)1+k1k2Jx2, x1K
(c) (−1)k1k3Jx1, Jx2, x3KK + (−1)k2k1Jx2, Jx3, x1KK + (−1)k3k2Jx3, Jx1, x2KK = 0
is called a real Lie superalgebra. In this context, J · , · K is the Lie superbracket, (b) is
super skew-symmetry, and (c) is the super Jacobi identity.
Let
(
L = L0 ⊕ L1, J · , · K
)
be a Lie superalgebra as above. Set A0 = L0 × L1 and
A1 = L1 × L0, that is Aℓ = Lℓ × Lℓ+1 for all ℓ ∈ Z2.
Definition 2.2. For ℓ ∈ Z2, let
D(ℓ) : A1 ×Aℓ → Aℓ+1 (x, y) 7→ D
(ℓ)
x y
where
D(ℓ)x y = z = (z1, z2) ∈ Aℓ+1 with
{
z1 = y2 − ǫℓJx1, y1K
z2 = ǫℓJx1, y2K + ǫℓJy1, x2K
(2.1)
for all x = (x1, x2) ∈ A1 and all y = (y1, y2) ∈ Aℓ. Here, ǫ0 = 1 and ǫ1 = 12 .
Equation (2.1) is consistent, because x1 ∈ L1, x2 ∈ L0, y1 ∈ Lℓ, y2 ∈ Lℓ+1 imply
z1 ∈ Lℓ+1, z2 ∈ Lℓ, as required.
Convention 2.1. From now on, we will drop the superscripts (0), (1) on the operatorD,
with the understanding that ”the arguments determine the superscript”.
Proposition 2.1. DxDxx = 0 for all x ∈ A1
Proof. Let y = Dxx and z = Dxy. We have to show that z = 0. We have
y1 = x2 −
1
2Jx1, x1K (2.2a)
y2 = Jx1, x2K (2.2b)
and therefore
z1 = y2 − Jx1, y1K =
1
2Jx1, Jx1, x1KK (2.2c)
z2 = Jx1, y2K + Jy1, x2K = Jx1, Jx1, x2KK−
1
2JJx1, x1K, x2K + Jx2, x2K (2.2d)
Recalling that x1 ∈ L1 and x2 ∈ L0, the super skew symmetry (b) and the su-
per Jacobi identity (c) in Definition 2.1 imply Jx1, Jx1, x1KK = 0, Jx2, x2K = 0 and
JJx1, x1K, x2K = 2Jx1, Jx1, x2KK. For example,
0 = Jx1, Jx1, x2KK + Jx2, Jx1, x1KK − Jx1, Jx2, x1KK
= Jx1, Jx1, x2KK − JJx1, x1K, x2K + Jx1, Jx1, x2KK
Therefore, z = 0. ⊓⊔
3Remark 2.1. In Section 5 the abstract equation Dxx = 0 for the unknown ”field” x ∈
A1 will be interpreted as ”Einstein vacuum equations”. There are too many equations.
The system is apparently overdetermined. The remedy is the identity of Proposition 2.1,
that holds for all x ∈ A1.
3. Diamonds
Convention 3.1. In this paper, all manifolds are real, smooth and finite dimensional. For
any fiber bundle π : E → B, the fiber over p ∈ B is denoted by Ep = π−1({p}).
For any section X ∈ Γ (E) the map X : B → E is given by p 7→ Xp ∈ Ep. For
any vector bundle π : E → B we denote by E∗, Sym2E, SE, the dual bundle, the
subbundle of symmetric elements of E ⊗ E, and the sphere bundle associated with E.
That is, for p ∈ B, we have (SE)p = (Ep \ {0})/R+. Finally, End(E) = E∗ ⊗ E is
the endomorphism bundle associated with E.
Convention 3.2. For a bundle π : E → B we denote by T (E) the algebraic direct sum
of all tensor products of E and E∗.
For the rest of this paper, fix
• a 4-dimensional manifold M ,
• a real vector bundle πV : V →M with 4 dimensional fibers,
• a section H ∈ Γ (S Sym2 V ∗) with signature (−,+,+,+).
In other words, H defines a conformal Lorentzian inner product on each fiber of V .
Definition 3.1. For every integer k ≥ 0, let Pk be the set of all maps ♦,
♦ : Γ (T (V ))→ Γ
(
∧kV ∗ ⊗ T (V )
) (3.1)
so that for all u, v ∈ Γ (T (V )), all representatives h ∈ Γ (Sym2 V ∗) of the conformal
Lorentzian inner product H ∈ Γ (S Sym2 V ∗), and all Y ∈ Γ (V ⊗k), we require, with
Convention 3.3 below:
(a) ♦ is linear over R,
(b) ♦Y maps C∞(M)→ C∞(M) and Γ (V )→ Γ (V ) and Γ (V ∗)→ Γ (V ∗),
(c) ♦Y (u⊗ v) = (♦Y u)⊗ v + u⊗ (♦Y v),
(d) ♦I = 0 if I ∈ Γ (End(V )) is the identity on the fibers of V ,
(e) ♦h = µ⊗ h for some µ ∈ Γ (∧kV ∗).
The vertical subspace Pk⊥ ⊂ Pk is the set of all ♦ ∈ Pk such that ♦f = 0 for all
f ∈ C∞(M).
Convention 3.3. For each Y ∈ Γ (V ⊗k) and u ∈ Γ (T (V )) set
♦Y u = iY
(
♦u
)
∈ Γ (T (V ))
Here iY is interior multiplication by Y acting on the first k factors of ♦u.
Remark 3.1. Observe that ♦Y acts on the ring C∞(M) as a derivation, by (c).
Remark 3.2. Every element of Pk can be written as a finite sum of ”pure” elements
θ ⊗ ♦, where θ ∈ Γ (∧kV ∗) and ♦ ∈ P0. The Leibniz rule (c) for θ ⊗ ♦ reads(
θ ⊗ ♦)(u ⊗ v) = θ ⊗ (♦u)⊗ v + θ ⊗ u⊗ (♦v)
4Remark 3.3. Let I be an index set, |I| = 4. Let F(a), a ∈ I, be local sections of V that
are a frame for fibers of V . Let λ(a), a ∈ I, be the dual frame. For every ♦ ∈ Pk and
Y ∈ Γ (V ⊗k), property (d) in Definition 3.1 implies
0 = ♦Y I = ♦Y
(
λ(a) ⊗ F(a)
)
=
(
♦Y λ
(a)
)
⊗ F(a) + λ
(a) ⊗
(
♦Y F(a)
)
Consequently, (♦Y λ(a))(F(b)) = −λ(a)
(
♦Y F(b)
)
for all a, b ∈ I. Now, the Leibniz
rule (c) implies
(♦Y ξ)(Z) = ♦Y (ξ(Z))− ξ(♦Y Z) (3.2)
for all ξ ∈ Γ (V ∗) and Z ∈ Γ (V ).
Definition 3.2. Let m, k1, . . . , kℓ ≥ 0 be integers, and k = k1 + . . . + kℓ. The multi
(k1, . . . , kℓ) wedge product operator shifted by m is the linear map
∧
(m)
k1,...,kℓ
: Γ
(
(∧mV ∗)⊗ (∧k1V ∗)⊗ · · · ⊗ (∧kℓV ∗)⊗ T (V )
)
→ Γ
(
(∧mV ∗)⊗ (∧kV ∗)⊗ T (V )
)
determined by ξ⊗ν1⊗· · ·⊗νℓ⊗u 7→ ξ⊗
(
ν1∧· · ·∧νℓ
)
⊗u. Set ∧k1,...,kℓ = ∧
(0)
k1,...,kℓ
.
Remark 3.4. We have
∧k1,k2+k3∧
(k1)
k2,k3
= ∧k1,k2,k3
♦∧k2,k3 = ∧
(k1)
k2,k3
♦
for any ♦ ∈ Pk1 .
Proposition 3.1. For all ♦ ∈ Pk, ♦/ ∈ Pℓ, set
J♦,♦/K = ∧k,ℓ♦♦/ − (−1)
kℓ ∧ℓ,k ♦/♦ (3.3)
Then J♦,♦/K ∈ Pk+ℓ and moreover,
(
P0 ⊕ P1, J · , · K
)
is a Lie superalgebra, with
P0 =
⊕
k≥0 even P
k and P1 =
⊕
k≥0 odd P
k
.
Proof. To see that J♦,♦/K ∈ Pk+ℓ, consider first the special case when k = ℓ = 0. In
this case J♦,♦/K = ♦♦/ −♦/♦. Properties (a), (b), (d) in Definition 3.1 hold. The Leibniz
rule (c) holds:
J♦,♦/K(u ⊗ v) = ♦♦/(u ⊗ v)− ♦/♦(u ⊗ v)
= ♦
(
(♦/u)⊗ v
)
+ ♦
(
u⊗ (♦/v)
)
− ♦/
(
(♦u)⊗ v
)
− ♦/
(
u⊗ (♦v)
)
= (♦♦/u)⊗ v + (♦/u)⊗ (♦v) + (♦u)⊗ (♦/v) + u⊗ (♦♦/v)
− (♦/♦u)⊗ v − (♦u)⊗ (♦/v)− (♦/u)⊗ (♦v) − u⊗ (♦/♦v)
=
(
J♦,♦/Ku
)
⊗ v + u⊗
(
J♦,♦/Kv
)
For property (e), note that there are µ, µ/ ∈ C∞(M) such that ♦h = µh and ♦/h = µ/h.
J♦,♦/Kh = ♦(µ/h) − ♦/(µh) = (♦µ/)h + µ/µh− (♦/µ)h− µµ/h =
(
♦µ/ − ♦/µ
)
h
Therefore, (e) holds. For general k, ℓ, (a), (b) and (d) still hold. For the Leibniz rule
(c), observe that both sides of (3.3) are bilinear over R in ♦ and ♦/ . It therefore suffices
5to consider the case when ♦ = θ ⊗ ♦0 and ♦/ = θ/ ⊗ ♦/0, where ♦0,♦/0 ∈ P0 and
θ ∈ Γ (∧kV ∗) and θ/ ∈ Γ (∧ℓV ∗). In this case,
J♦,♦/K = ∧k,ℓ θ ⊗ ♦0
(
θ/ ⊗ ♦/0
)
− (−1)kℓ ∧ℓ,k θ/ ⊗ ♦/0
(
θ ⊗ ♦0
)
= (θ ∧ θ/)⊗ J♦0,♦/0K +
(
θ ∧ (♦0θ/)
)
⊗ ♦/0 −
(
(♦/0θ) ∧ θ/
)
⊗ ♦0 (3.4)
Each term separately satisfies the Leibniz rule (the first one by the special case k = ℓ =
0), and (c) holds. Property (e) also follows from (3.4).
To see that J · , · K : Pk × Pℓ → Pk+ℓ is a Lie superbracket, observe that
J♦/,♦K = ∧ℓ,k♦/♦ − (−1)
kℓ ∧k,ℓ ♦♦/
= (−1)1+kℓ
(
∧k,ℓ ♦♦/ − (−1)
kℓ ∧ℓ,k ♦/♦
)
= (−1)1+kℓJ♦,♦/K
Let ♦1 ∈ Pk1 , ♦2 ∈ Pk2 , ♦3 ∈ Pk3 . Then
J♦1, J♦2,♦3KK = ∧k1,k2+k3♦1 ∧k2,k3 ♦2♦3 − (−1)
k2k3∧k1,k2+k3♦1 ∧k3,k2 ♦3♦2
− (−1)k1(k2+k3)∧k2+k3,k1∧k2,k3♦2♦3♦1
+ (−1)k1(k2+k3)+k2k3∧k2+k3,k1 ∧k3,k2 ♦3♦2♦1
By Remark 3.4,
(−1)k1k3J♦1, J♦2,♦3KK
= (−1)k1k3∧k1,k2,k3♦1♦2♦3 − (−1)
k1k2∧k2,k3,k1♦2♦3♦1
− (−1)k3(k1+k2)∧k1,k3,k2♦1♦3♦2 + (−1)
k2(k1+k3)∧k3,k2,k1♦3♦2♦1
Adding,
(−1)k1k3J♦1, J♦2,♦3KK + (−1)
k2k1J♦2, J♦3,♦1KK + (−1)
k3k2J♦3, J♦1,♦2KK = 0
⊓⊔
Convention 3.4. The symbol J denotes a finite index set. The set J and its length |J |
may change from occurrence to occurrence. Boldface small Latin indices a,b, . . . take
values in J . Boldface Capital Latin indices are multiindices, that is, elements of J k for
some k ≥ 0. The length of a multiindex A = (a1, . . . , ak) will be denoted |A| = k.
We write XA = Xa1 ⊗ · · · ⊗Xak , for various types of objects X .
Definition 3.3. Let J be an index set and let A, B1, . . . , Bℓ be J -multiindices such
that |A| = |B1| + . . . + |Bℓ| = k. Let A = (a1, . . . , ak) and let B1|| · · · ||Bℓ =
(b1, . . . ,bk) be the concatenation of B1 through Bℓ. Set
AA
B1···Bℓ = 1|B1|! ··· |Bℓ|!
∑
π∈Sk
sgn(π)δaπ(1)
b1 · · · δaπ(k)
bk (3.5)
The index set J is implicit in (3.5) and will be specified every time it is used.
Remark 3.5. AABCABDE = AADEC where |A| = |B|+ |C| = |D|+ |E|+ |C|.
6Remark 3.6. Let ♦ ∈ Pk, Y ∈ Γ (V ⊗k) and z ∈ Γ (T (V )). Then
[z⊗ ,♦Y ] = −(♦Y z)⊗ (3.6)
as operators acting on Γ (T (V )), and [ · , · ] is the commutator of operators.
Remark 3.7. Equation (3.3) is equivalent to
iYAJ♦,♦/K
= AA
BC
(
iYB⊗YC♦♦/ − iYC⊗YB♦/♦
)
(3.7a)
= AA
BC
(
♦YB♦/YC − ♦/YC♦YB
)
−AA
BcE
♦/ (♦YBYc)⊗YE +AA
bDC
♦(♦/YCYb)⊗YD
(3.7b)
Here Y1, . . . , Yk+ℓ are any sections of V . Moreover, J = {1, . . . , k + ℓ} and A =
(1, . . . , k + ℓ), see Convention 3.4. The J -multiindices have length |A| = k + ℓ,
|B| = k, |C| = ℓ. Also, i is interior multiplication as in Convention 3.3.
To check (3.7b), use (3.6) with Y = YB and z = YC and apply it to ♦/u. Then,
YC ⊗
(
♦YB♦/u
)
− ♦YB
(
YC ⊗ ♦/u
)
= −
(
♦YBYC
)
⊗ ♦/u
Both sides are sections of Γ (V ⊗ℓ ⊗ ∧ℓV ∗ ⊗ T (V )). Contracting the first ℓ with the
second ℓ factors, we obtain (since diamonds commute with contractions)
iYC
(
♦YB♦/u
)
− ♦YB
(
iYC♦/u
)
= −i♦YBYC
(
♦/u
)
This is equivalent to (since iYCiYB = iYB⊗YC)
iYB⊗YC
(
♦♦/u
)
= ♦YB
(
♦/YCu
)
−
(
♦/♦YBYC
)
u (3.8)
With Remark 3.7, we obtain the following corollary of Proposition 3.1.
Corollary 3.1. For all ♦ ∈ P1 and Y1, Y2 ∈ Γ (V ),
1
2J♦,♦KY1⊗Y2 =
(
iY1⊗Y2 − iY2⊗Y1
)
♦♦
= ♦Y1♦Y2 − ♦Y2♦Y1 − ♦♦Y1Y2−♦Y2Y1
Definition 3.4. g(V,H) is the subbundle of End(V ) whose fiber at p ∈ M is all A ∈
End(V )p for which there is a λ ∈ R so that
hp(AY1, Y2) + hp(Y1, AY2) = λ hp(Y1, Y2) (3.9)
for all Y1, Y2 ∈ Vp. Here hp ∈ (Sym2 V ∗)p is a representative for Hp. For each k ≥ 0,
set
Rk = Γ
(
∧kV ∗ ⊗ g(V,H)
)
Remark 3.8. The definition of the vector bundle g(V,H) does not depend on the choice
of a representative h. The fibers of g(V,H) have dimension 7. Each fiber is a Lie algebra
isomorphic to the Lie algebra of the group R+ × O(1, 3), the direct product of the
multiplicative group of positive real numbers with the Lorentz group.
7Proposition 3.2. For all ♦ ∈ Pk⊥ and Y ∈ Γ (V ⊗k) and Z ∈ Γ (V ) set
β(♦)Y Z = ♦Y Z ∈ Γ (V )
Then β(♦)Y ∈ Γ (g(V,H)) ⊂ Γ (End(V )) and β(♦) ∈ Rk. The map
β : Pk⊥ →R
k
♦ 7→ β(♦)
is a bijection.
Proof. First, β(♦) ∈ Γ (∧kV ∗ ⊗ End(V )) because β(♦)Y Z is linear over C∞(M) in
both Y and Z , by the assumption that ♦ ∈ Pk⊥. We have to show that β(♦) ∈ Rk . Let
h be a representative of H. Then
0 = ♦Y (h(Z1, Z2))
= (♦Y h)(Z1, Z2) + h(♦Y Z1, Z2) + h(Z1,♦Y Z2)
= µ(Y ) h(Z1, Z2) + h(β(♦)Y Z1, Z2) + h(Z1, β(♦)Y Z2)
for all Z1, Z2 ∈ Γ (V ), and µ as in (e) of Definition 3.1. Hence, β(♦) ∈ Rk. Also,
• β is injective. In fact, β(♦) = 0 implies that ♦ annihilates functions, sections of V
and, by equation (3.2), sections of V ∗. By (a), (c) in Definition 3.1, we have ♦ = 0.
• β is surjective. Given Υ ∈ Rk, set
♦Y f = 0 ♦Y Z = ΥY Z (♦Y ξ)(Z) = −ξ(ΥY Z)
for all f ∈ C∞(M), Z ∈ Γ (V ), ξ ∈ Γ (V ∗) and all Y ∈ Γ (V ⊗k). Together with
(a),(c) in Definition 3.1, they uniquely determine ♦Y u for all u ∈ Γ (T (V )), and
(b), (d), (e) in Definition 3.1 are automatic. ♦ ∈ Pk⊥ satisfies β(♦) = Υ .
⊓⊔
4. From Diamonds of degree one to Lorentzian Geometry
In this section, we characterize the elements of P1 that correspond to Lorentzian ge-
ometries. Conversely, we show that every Lorentzian manifold (locally) arises from an
element of P1. The Einstein vacuum equations are reinterpreted as conditions on ele-
ments of P1, to motivate their reformulation in Section 5.
This section is outside the overall technical development of this paper. Its purpose is to
connect the present formalism with traditional approaches.
Proposition 4.1. For all ♦ ∈ P1 there is a unique vector bundle homomorphism
E♦ : V → TM or, equivalently, E♦ ∈ Γ (V ∗ ⊗ TM) (4.1)
such that (E♦(Y ))(f) = ♦Y (f) for all Y ∈ Γ (V ) and f ∈ C∞(M).
Proof. The operator ♦Y acts as a derivation on C∞(M) and is linear over C∞(M) in
Y , by Definition 3.1. ⊓⊔
8Definition 4.1. A ♦ ∈ P1 is called non-degenerate if and only if E♦ is a vector bundle
isomorphism. The canonical extension of E♦ from V to T (V ) is also denoted by
E♦ : T (V )→ T (TM)
The extension is a vector bundle isomorphism determined by
• E♦(f) = f for all f ∈ C∞(M)
• E♦(u⊗ v) = E♦(u)⊗ E♦(v) for all u, v ∈ Γ (T (V ))
• E♦(IV ) = ITM where IV ∈ Γ (End(V )), ITM ∈ Γ (End(TM)) are the identities
Proposition 4.2. Let ♦ ∈ P1 be non-degenerate. Let E = E♦ and set
∇♦ : Γ (T (TM))→ Γ (T ∗M ⊗ T (TM)) ∇♦Xu = E
(
♦E−1(X)E
−1(u)
)
for all X ∈ Γ (TM) and u ∈ Γ (T (TM)). Then ∇♦ is a connection on the tensor
bundle T (TM) such that for all X ∈ Γ (TM),
• ∇♦ is linear over R
• ∇♦Xf = X(f) for all f ∈ C∞(M)
• ∇♦X maps C
∞(M)→ C∞(M), Γ (TM)→ Γ (TM) and Γ (T ∗M)→ Γ (T ∗M)
• ∇♦X(u⊗ v) = (∇
♦
Xu)⊗ v + u⊗ (∇
♦
Xv) for all u, v ∈ Γ (T (TM))
• ∇♦I = 0 where I ∈ Γ (End(TM)) is the identity.
Proof. By direct verification. ⊓⊔
Lemma 4.1. Let ♦ ∈ P1 be non-degenerate. Let ∇ = ∇♦, E = E♦. For all Xi ∈
Γ (TM), i = 1, 2, and v ∈ Γ (T (TM)) and corresponding Yi = E−1(Xi) ∈ Γ (V ),
i = 1, 2, and z = E−1(v) ∈ Γ (T (V )):
(a) (∇X1∇X2 −∇X2∇X1 −∇∇X1X2−∇X2X1)v = 12 E(J♦,♦KY1⊗Y2z)
(b) J♦,♦K ∈ P2⊥ if and only if ∇ is torsion-free
Let h be a representative for H and let ♦h = µ ⊗ h as in (e) of Definition 3.1. Let
ν = E(µ) ∈ Γ (T ∗M). For all Xi and Yi as above, i = 1, 2, and all f ∈ C∞(M):
(c) ∇X1
(
E(efh)
)
= ef (df + ν)(X1) E(h)
(d) dν(X1, X2) h− ν
(
∇X1X2 −∇X2X1 − [X1, X2]
)
h = 12J♦,♦KY1⊗Y2h
Proof. We verify (a) through (d):
(a) The left hand side is equal to E((♦Y1♦Y2 − ♦Y2♦Y1 − ♦♦Y1Y2−♦Y2Y1)z), by the
definition of ∇ = ∇♦, see Proposition 4.2. Now use Corollary 3.1.
(b) Let v ∈ C∞(M) in (a). Then z = v. We obtain −∇T (X1,X2)v = 12 J♦,♦KY1⊗Y2v.
The torsion T of ∇ vanishes if and only if J♦,♦K ∈ P2⊥.(c)
∇X1
(
E(efh)
)
= ef df(X1) E(h) + e
f ∇X1
(
E(h)
)
∇X1
(
E(h)
)
= E
(
♦E−1(X1)h
)
= E
(
µ(E−1(X1)) h
)
= ν(X1) E(h)
(d) Let z = h in (a). Then v = E(h). Rewrite the result using (c) with f = 0.
This concludes the proof. ⊓⊔
9Convention 4.1. Let π : E → B be a vector bundle. For every S ∈ Γ (End(E)) we
denote by tr(S) ∈ C∞(B) its trace as a linear map.
Proposition 4.3. Let M be simply connected. Let ♦ ∈ P1 and suppose
(a) ♦ is non-degenerate
(b) 12J♦,♦K ∈ P2⊥(c) tr(ΥY1⊗Y2) = 0 for all Y1, Y2 ∈ Γ (V ), where
Υ = β(12J♦,♦K) ∈ R
2
Fix any representative h′ for H, and let ♦h′ = µ⊗ h′ as in (e) of Definition 3.1.
Part 1: The 1-form ν = E♦(µ) ∈ Γ (T ∗M) is exact, ν = −df with f ∈ C∞(M).
Part 2: Let h be a representative of H. Then ∇♦ is the Levi-Civita connection for the
Lorentzian metric E♦(h) ∈ Γ (Sym2 T ∗M) if and only if h = ef+Ch′ for some C ∈ R.
Part 3: The associated Riemann curvature R♦ is given by
R♦(X1, X2)X3 = E
♦
(
ΥY1⊗Y2Y3
)
∈ Γ (TM) (4.2)
for all Xi ∈ Γ (TM) and Yi = (E♦)−1(Xi) ∈ Γ (V ), i = 1, 2, 3.
Remark 4.1. Part 2 of Proposition 4.3 implies that: There is a representative h of H,
unique up to an overall constant multiplicative factor, such that ∇♦ is the Levi-Civita
connection for E♦(h). In particular, the assignment ♦ 7→ E♦(h) is canonical (indepen-
dent of the choice of h′), modulo an overall constant multiplicative factor.
Proof. We use Lemma 4.1 with the understanding that the representative for H in
Lemma 4.1 is h′. Then ν in Lemma 4.1 coincides with ν in Proposition 4.3.
Part 1: (b) implies that ∇♦ is torsion-free by Lemma 4.1.(b). Then dν(X1, X2)h′ =
1
2J♦,♦KY1⊗Y2h
′ by Lemma 4.1.(d). Contracting with (h′)−1 gives 4 dν(X1, X2) =
1
2 i(h′)−1
(
J♦,♦KY1⊗Y2h
′
)
where i denotes interior multiplication. That is, both factors
of
(
J♦,♦KY1⊗Y2h
′
)
∈ Γ (Sym2 V ∗) are contracted with (h′)−1 ∈ Γ (Sym2 V ). Let I,
F(a) and λ(a), a ∈ I, be as in Remark 3.3. Let hab be the components of h′, that is,
h′ = habλ
(a) ⊗ λ(b) and h′ = habF(a) ⊗ F(b), where (hab) is the inverse of (hab). By
direct calculation,
1
2 i(h′)−1
(
J♦,♦KY1⊗Y2h
′
)
=
(
J♦,♦KY1⊗Y2 λ
(a)
)
(F(a)) = −λ
(a)
(
J♦,♦KY1⊗Y2 F(a)
)
= −2 tr
(
ΥY1⊗Y2
)
For the last equality, bear in mind that 12J♦,♦K and Υ coincide in their actions on sec-
tions of V . It follows from the last identity that dν(X1, X2) = − 12 tr
(
ΥY1⊗Y2
)
, which
vanishes for all X1, X2 ∈ Γ (TM) by (c). Therefore, dν = 0. Since M is simply con-
nected, there is, by the Poincare Lemma, an f ∈ C∞(M) with df = −ν.
Part 2: ∇♦ is torsion-free.∇♦ is compatible with the Lorentzian metric E(eF h′) if and
only if F = f + C for some C ∈ R, see Lemma 4.1.(c).
Part 3: Use Lemma 4.1.(a) with v = X3 and recall that ∇♦ is torsion-free. ⊓⊔
Remark 4.2. To connect the Lie superalgebra identity J♦, J♦,♦KK = 0 with the classical
algebraic and differential Bianchi identities for R♦, we derive an identity. First of all,
suppose that ♦ ∈ P1 and♦/ ∈ P2⊥. Then Υ = β(♦/) ∈ R2 is defined. Let J = {1, 2, 3}.
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For all Yi ∈ Γ (V ), i ∈ J , and Z ∈ Γ (V ), we have for any J -multiindex C with
|C| = 2,
iYb⊗YC⊗Z
(
♦Υ
)
= iYb⊗YC
(
♦♦/Z
)
− iYC⊗Yb
(
♦/♦Z
)
− ♦ΥYCYbZ
Multiply by AAbC, where A = (1, 2, 3), sum and obtain, by equation (3.7a),
AA
bCiYb⊗YC⊗Z
(
♦Υ
)
= J♦,♦/KYAZ −AA
bC
♦ΥYCYbZ
In the special case when J♦,♦K ∈ P2⊥ and when ♦/ = 12J♦,♦K, the first term on right
hand side vanishes by the Lie superalgebra identity J♦, J♦,♦KK = 0. The left hand side
is linear over C∞(M) in Z , and so must be the right hand side. If ♦ is non-degenerate,
the last observation implies the ”algebraic Bianchi identity”
AA
bCΥYCYb = 0
where Υ = β
(
1
2J♦,♦K
)
. Consequently, we also have the ”differential Bianchi identity”
AA
bCiYb⊗YC⊗Z
(
♦Υ
)
= 0
Finally, if ♦ satisfies all the assumptions of Proposition 4.3, then we obtain the tradi-
tional Bianchi identities for the associated Riemann curvature R♦.
Proposition 4.4. Let M be simply connected, and assume we are given
(a) a vector bundle isomorphism E/ : V → TM
(b) a representative h/ for H
Let h′ = h/ in Proposition 4.3. Then, there is a unique ♦ ∈ P1 which satisfies the
assumptions of Proposition 4.3 such that E♦ = E/ and such that µ = 0 in Proposition
4.3.
Remark 4.3. Observe that (a) and (b) induce the Lorentzian metric E/(h/) on M . Con-
versely, every Lorentzian metric arises locally from such a construction.
Proof. We use Lemma 4.1 with the understanding that the representative for H in
Lemma 4.1 is h/ . Then ν in Lemma 4.1 coincides with ν in Proposition 4.3.
We first prove existence. The canonical extension of E/ from V to T (V ) is also denoted
by E/ : T (V ) → T (TM) (just as in Definition 4.1). Let ∇/ be the Levi-Civita connec-
tion associated with E/(h/) ∈ Γ (Sym2 T ∗M), a metric with signature (−,+,+,+). For
all Y ∈ Γ (V ) and u ∈ Γ (T (V )), set ♦Y u = E/−1(∇/E/ (Y )E/(u)) ∈ Γ (T (V )). By direct
inspection, ♦ ∈ P1 (see Definition 3.1). Then E/ = E♦ and ∇/ = ∇♦. In particular,
♦ is non-degenerate. Lemma 4.1.(b) implies that J♦,♦K ∈ P2⊥, because ∇♦ = ∇/ is
torsion-free. Lemma 4.1.(c) implies ν = 0 because ∇♦ = ∇/ is compatible with the
metric E/(h/). Now Lemma 4.1.(d) implies 12J♦,♦KY1⊗Y2h/ = 0 for all Y1, Y2. This im-
plies tr(ΥY1⊗Y2) = 0, where Υ = β(12J♦,♦K). This concludes the existence proof. To
prove uniqueness, assume there are two such ♦ ∈ P1. Then their E♦ = E/ coincide,
and their ∇♦ coincide, because they are the Levi-Civita connection for the same metric
E♦(h/) by Proposition 4.3. Then the two ♦’s must be the same. ⊓⊔
Proposition 4.5. Let M be simply connected. Let ♦ ∈ P1 be non-degenerate. The fol-
lowing are equivalent:
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(a) ♦ satisfies the assumptions of Proposition 4.3, and the associated Lorentzian mani-
fold is Ricci-flat
(b) 12J♦,♦K ∈ P2vac
(c) there is an ♦/ ∈ P2vac such that ♦/ = 12J♦,♦K and J♦,♦/K = 0
See Definition 5.1 below for P2vac.
Proof. (c) implies (b), and conversely, (b) implies (c) by setting ♦/ = 12J♦,♦K and using
the super Jacobi identity to conclude that J♦,♦/K = 12J♦, J♦,♦KK = 0. The equivalence
of (a) and (b) follows by comparing for each row of the following table the correspond-
ing condition/assumption in Proposition 4.3 and Definition 5.1:
Proposition 4.3 Definition 5.1 with ♦/ = 12J♦,♦K, k = 2
(b) the assumption ♦/ ∈ P2⊥
alg. Bianchi identity for R♦ and (4.2) (a)
(c) (b)
Ricci flatness and (4.2) (c.2)
This concludes the proof. ⊓⊔
5. Reformulation of the Einstein vacuum equations
In the next definition, the index set J = {1, . . . , k + 1} and A = (1, . . . , k + 1), and
B is a J -multiindex of length |B| = k.
Definition 5.1. The ”vacuum subspace” Pkvac ⊂ Pk⊥, k = 2, 3, 4, is the set of all ♦ ∈
Pk⊥ such that the associated Υ = β(♦) ∈ Rk satisfies for all Yi ∈ Γ (V ), i ∈ J ,
(a) AABcΥYBYc = 0
(b) tr(ΥYB) = 0 for B = (1, . . . , k)
(c.2) for k = 2: C(Υ ) = 0 where C is the contraction operator for the index pair (2, 4)
(c.3) for k = 3: C(Υ ⊗ h−1) = 0 where C contracts (1, 5), (3, 6) and (4, 7)
In (c.2) we regard Υ as a section of (V ∗)⊗3 ⊗ V ⊃ ∧2V ∗ ⊗ g(V,H).
In (c.3) we regard Υ⊗h−1 as a section of (V ∗)⊗4⊗V ⊗3 ⊃ ∧3V ∗⊗g(V,H)⊗Sym2 V .
Here, h is any representative of H. All contractions are natural pairings of V with V ∗.
See Definition 6.1 and Proposition 6.1 for a discussion of Pkvac in index notation.
We now adopt verbatim, from Section 2, the definitions of D, A0 and A1, with the
understanding that L0 = P0 and L1 = P1, see Proposition 3.1. In particular, for all
 = (♦,♦/) ∈ P1 × P2 ⊂ A1 and ′ = (♦′,♦/ ′) ∈ P2 × P3 ⊂ A0, we have
D =
(
♦/ − 12J♦,♦K, J♦,♦/K
)
∈ P2 × P3 ⊂ A0 (5.1a)
D
′ =
(
♦/ ′ − J♦,♦′ K, J♦,♦/ ′ K + J♦′,♦/K
)
∈ P3 × P4 ⊂ A1 (5.1b)
The Einstein vacuum equations are now reformulated as:
Find  ∈ P1 × P2vac such that D = 0. (5.2)
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Remark 5.1. Proposition 4.5 justifies the expression ”reformulation of the Einstein vac-
uum equations”. Notice that, in contrast to Proposition 4.5, we do not require ω to be
non-degenerate. Degenerate solutions may not be physically interesting in themselves.
However, they can be used as a mathematical tool, to construct nearby non-degenerate
solutions.
We now derive algebraic and differential identities.
Lemma 5.1. For all (k, ℓ) ∈ {(1, 2), (2, 2), (1, 3)}, all ♦ ∈ Pk and all ♦/ ∈ Pℓvac, we
have J♦,♦/K ∈ Pk+ℓvac .
Proof. In this proof, the index set J = {1, . . . , k + ℓ} and A = (1, . . . , k + ℓ). First
show that J♦,♦/K ∈ Pk+ℓ⊥ . Equations (3.7b), (3.8) and Definition 5.1.(a) for ♦/ ∈ Pℓvac
imply
J♦,♦/KYAu = AA
BC
(
iYB⊗YC
(
♦♦/u
)
− ♦/YC
(
♦YBu
)) (5.3)
We have used that Υ♦/ = β(♦/) ∈ Rℓ satisfies Υ♦/Y Z = ♦/Y Z for all Y ∈ Γ (V ⊗ℓ)
and Z ∈ Γ (V ). The assumption ♦/ ∈ Pℓ⊥ implies that ♦/f = 0 for all f ∈ C∞(M),
and consequently by equation (5.3), J♦,♦/Kf = 0 for all f ∈ C∞(M). Therefore,
J♦,♦/K ∈ Pk+ℓ⊥ .
We can now define Υ♦/ = β(♦/) ∈ Rℓ and Υ J♦,♦/K = β(J♦,♦/K) ∈ Rk+ℓ. Equation
(5.3) with u = Z ∈ Γ (V ) is equivalent to
Υ
J♦,♦/K
YA
Z = AA
BCiYB⊗YC⊗Z
(
♦Υ♦/
) (5.4)
Here ♦Υ♦/ is a section of (V ∗)⊗(k+ℓ+1) ⊗ V ⊃ ∧kV ∗ ⊗ ∧ℓV ∗ ⊗ g(V,H). We now
check that J♦,♦/K ∈ Pk+ℓvac , by showing (a), (b) in Definition 5.1 for J♦,♦/K. When
(k, ℓ) = (1, 2) we also have to check (c.3).
• The totally antisymmetric part of the right hand side of equation (5.4) with respect
to Y1, . . . , Yk+ℓ, Z vanishes by (a) for ♦/ ∈ Pℓvac. Therefore, (a) holds for J♦,♦/K.
• ♦YA commutes with natural contractions (pairings of V with V ∗). Therefore, (b)
for ♦/ ∈ Pℓvac and equation (5.4) imply (b) for J♦,♦/K.
This concludes the proof when (k, ℓ) ∈ {(2, 2), (1, 3)}. From here, (k, ℓ) = (1, 2).
• We must show (c.3). We must show that C(Υ J♦,♦/K⊗ h−1) = 0, where C contracts
the index-pairs (1, 5), (3, 6), (4, 7) (see the explanation at the end of Definition 5.1).
By writing out the sum on the right hand side of (5.4) (there are |P (1, 2)| = 3 terms),
we see that it suffices to show that the contractions
(3, 5), (2, 6), (4, 7) or (2, 5), (1, 6), (4, 7) or (1, 5), (3, 6), (4, 7) (5.5)
of (♦Υ♦/ )⊗ h−1 ∈ Γ ((V ∗)⊗4 ⊗ V ⊗3) all vanish. Recall that there is a µ ∈ Γ (V ∗)
such that ♦h = µ⊗ h. Consequently, ♦(h−1) = −µ⊗ (h−1). By the Leibniz rule,(
♦Υ♦/
)
⊗ (h−1) =
(
♦+ µ⊗
)(
Υ♦/ ⊗ h−1
)
The contractions listed in (5.5) indeed vanish, because ♦/ ∈ P2vac. In the first set of
pairings, the contraction (3, 5) suffices. In the second, (2, 5) suffices. In the third,
(3, 6) and (4, 7) together suffice, by (b) and (c.2) for ♦/ ∈ P2vac.
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This concludes the proof. ⊓⊔
Proposition 5.1. For all  ∈ P1 × P2vac and all ′ ∈ P2 × P3vac,
D ∈ P
2 × P3vac (5.6a)
DD = 0 (5.6b)
D
′ ∈ P3 × P4vac (5.6c)
Proof. Equations (5.6a) and (5.6c) follow from Lemma 5.1, equation (5.6b) follows
from Proposition 2.1. ⊓⊔
Remark 5.2. Equations (5.6a) and (5.6b) are, respectively, algebraic and differential
identities for the left hand side of the equation D = 0.
6. Components and Multiindices
In this section, the previous constructions are made concrete by introducing local coor-
dinates and components. For this purpose, fix
• an index set I with |I| = 4
• a constant symmetric matrix (gab)a,b∈I with signature (−,+,+,+)
• an open set U ⊂M
• a coordinate diffeomorphism ρ : U → U ⊂ R4, p 7→ (ρµ(p))µ=1,2,3,4
• a representative h of H over U
• sections F(a) of V over U , a ∈ I, such that h(F(a), F(b)) = gab
Convention 6.1. We denote by (gab)a,b∈I the inverse of (gab)a,b∈I .
Convention 6.2. (λ(a))a∈I are the sections of V ∗ over U dual to (F(a))a∈I .
Convention 6.3. Standard Cartesian coordinates on U ⊂ R4 are denoted (xµ)µ=1,2,3,4.
Convention 6.4. Small Latin indices take values in the index set I. Capital Latin indices
are multiindices, that is, elements of Ik for some k ≥ 0. For example, A = (a1 . . . ak)
where a1, . . . , ak ∈ I. The length of a multiindex will be denoted by |A| = k. More-
over,AA
BC is introduced just as in Definition 3.3, with the understanding that ordinary
Latin indices refer to the index set J = I.
Convention 6.5. For any multiindexA = (a1 . . . ak), write F(A) = F(a1)⊗· · ·⊗F(ak).
Definition 6.1. Sk is the real vector space of all (σ, τ) = (σAµ, τAmn), where A is an
I-multiindex of length |A| = k and m,n ∈ I and µ = 1, 2, 3, 4, such that
(a) σ, τ are totally antisymmetric in their first k lower indices,
(b) τAmℓgℓn + τAnℓgℓm = 12τAℓℓgmn where |A| = k
The ”vertical subspace” Sk⊥ is the set of all (σ, τ) ∈ Sk such that
(c) σ = 0
The ”vacuum subspace” Skvac, 2 ≤ k ≤ 4, is the set of all (σ, τ) ∈ Sk⊥ such that
(d) AABτBn = 0 where |A| = |B| = k + 1
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(e) τAmℓgℓn + τAnℓgℓm = 0 where |A| = k
(f.2) for k = 2: τanmn = 0
(f.3) for k = 3: gbmτabnmn = 0
Remark 6.1. Property (e) in Definition 6.1 implies τAnn = 0.
Remark 6.2. We have dimR Sk = 11
(
4
k
)
and dimR Sk⊥ = 7
(
4
k
)
and
dimR S
2
vac = 10 dimR S
3
vac = 16 dimR S
4
vac = 6
Let Pk(U) be defined just as in Definition 3.1, with U instead of M . Similarly for
Pk⊥(U) and Pkvac(U).
Proposition 6.1. Part 1: Let ♦ ∈ Pk(U). Set
(σ♦)A
µ
◦ ρ = ♦F(A)ρ
µ (6.1a)(
(τ♦)Am
n
◦ ρ
)
F(n) = ♦F(A)F(m) (6.1b)
Then (σ♦, τ♦) ∈ C∞(U , Sk).
Part 2: For all (σ♦, τ♦) ∈ C∞(U , Sk) there is a unique ♦ ∈ Pk(U) so that (6.1) hold.
Part 3: (σ♦, τ♦) ∈ C∞(U , Sk⊥) if and only if ♦ ∈ Pk⊥(U).
Part 4: (σ♦, τ♦) ∈ C∞(U , Skvac) if and only if ♦ ∈ Pkvac(U).
Remark 6.3. For all ♦ ∈ Pk(U), equations (6.1) imply that for all f ∈ C∞(U):
♦F(A)f =
(
(σ♦)A
µ ∂
∂xµ
(
f ◦ ρ−1
))
◦ ρ (6.2a)
♦F(A)λ
(m) = −
(
(τ♦)An
m
◦ ρ
)
λ(n) (6.2b)
Proof (Proposition 6.1). Recall that h = gabλ(a)⊗λ(b) is a representative for H overU .
Part 1: Use ♦h = µ⊗ h, where µ ∈ Γ (∧kV ∗|U ), substitute h = gabλ(a)⊗λ(b) and use
the Leibniz rule to show that ((τ♦)Am
ℓ
◦ ρ)gℓn+ ((τ
♦)An
ℓ
◦ ρ)gmℓ = −µ(F(A)) gmn.
Multiply with gmn, sum and obtain − 12 ((τ
♦)Aℓ
ℓ
◦ ρ) = µ(F(A)). This implies (b)
in Definition 6.1. Part 2: Equations (6.1b), (6.2a) and (6.2b) together with (a), (c) in
Definition 3.1 determine ♦ uniquely. Properties (b), (d), (e) in Definition 3.1 are then
automatic. This proves existence. ♦ is unique, because for every ♦ ∈ Pk(U), the equa-
tions (6.1) imply (6.2a), (6.2b). Part 3: ♦ ∈ Pk⊥(U) iff ♦f = 0 for all f ∈ C∞(U) iff
σ♦ = 0, by equation (6.2a). Part 4 follows from Definition 5.1. ⊓⊔
Proposition 6.2. Let ♦ ∈ Pk(U), ♦/ ∈ Pℓ(U). The superbracket J♦,♦/K ∈ Pk+ℓ(U)
has the components
(σJ♦,♦/K)A
µ
= AA
BC
(
(σ♦)B
ν ∂
∂xν (σ
♦/ )C
µ
− (σ♦/ )C
ν ∂
∂xν (σ
♦)B
µ
)
−AA
BcE(τ♦)Bc
ℓ
(σ♦/ )ℓE
µ
+AA
bDC(τ♦/ )Cb
ℓ
(σ♦)ℓD
µ
and
(τ J♦,♦/K)Am
n
= AA
BC
(
(σ♦)B
µ ∂
∂xµ (τ
♦/ )Cm
n
− (σ♦/ )C
µ ∂
∂xµ (τ
♦)Bm
n
)
+AA
BC
(
(τ♦/ )Cm
ℓ
(τ♦)Bℓ
n
− (τ♦)Bm
ℓ
(τ♦/ )Cℓ
n
)
−AA
BcE(τ♦)Bc
ℓ
(τ♦/ )ℓEm
n
+AA
bDC(τ♦/ )Cb
ℓ
(τ♦)ℓDm
n
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The multiindices have length
|A| = k + ℓ |B| = k |C| = ℓ |D| = k − 1 |E| = ℓ− 1
Proof. By direct calculation, using (3.7b) and Proposition 6.1. Equation (3.7b) with
Yi = F(ai) and A = (a1 . . . ak+ℓ) implies
J♦,♦/KF(A)u = AA
BC
(
♦F(B)
(
♦/F(C)u
)
− ♦/F(C)
(
♦F(B)u
))
−AA
BcE
♦/ (♦F(B)F(c)),F(E)u+AA
bDC
♦(♦/F(C)F(b)),F(D)
u
= AA
BC
(
♦F(B)
(
♦/F(C)u
)
− ♦/F(C)
(
♦F(B)u
))
−AA
BcE
(
(τ♦)Bc
ℓ
◦ ρ
)
♦/F(ℓ),F(E)u
+AA
bDC
(
(τ♦/ )Cb
ℓ
◦ ρ
)
♦F(ℓ),F(D)u
To calculate σJ♦,♦/K, set u = ρµ and use (6.1) and (6.2) repeatedly. To calculate τ J♦,♦/K,
set u = F(m). ⊓⊔
Propositions 6.1 and 6.2 enable us to write down all the equations of Section 5 explicitly.
See Section 8.
7. Covariance
For this section, fix
• M , V , H just as at the beginning of Section 3
• another such triple M˜ , V˜ , H˜
• open subsets U ⊂M and U˜ ⊂ M˜
• a diffeomorphism ψ : U˜ → U
• a vector bundle isomorphism φ : W˜ = V˜ |eU →W = V |U so that πW ◦φ = ψ ◦πfW
We require that
• for each representative h˜ of H˜ over U˜ , φ(h˜) ∈ Γ (Sym2W ∗) is a representative for
H over U .
Convention 7.1. As always, there is a canonical extension of φ to a vector bundle iso-
morphism T (W˜ ) → T (W ), which we also denote as φ. For every section u ∈ T (W˜ )
we denote by φ(u) = φ ◦ u ◦ ψ−1 the corresponding section of T (W ).
Let Pk(U) and Pk(U˜) be defined just as in Definition 3.1.
Proposition 7.1. For all ♦ ∈ Pk(U) and all Y˜ ∈ Γ (W˜⊗k) and u˜ ∈ T (W˜ ), set
♦˜eY u˜ = φ
−1
(
♦Y u
) (7.1)
where Y = φ(Y˜ ) ∈ Γ (W⊗k) and u = φ(u˜) ∈ Γ (T (W )). Then ♦˜ ∈ Pk(U˜). The map
Pk(U)→ Pk(U˜), ♦ 7→ ♦˜ = φ−1(♦)
• is a bijection that maps Pk⊥(U)→ Pk⊥(U˜) and Pkvac(U)→ Pkvac(U˜),
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• Jφ−1(♦1), φ
−1(♦2)K = φ
−1
(
J♦1,♦2K
) for all ♦1,♦2 ∈ Pk(U˜).
Proof. By construction. ⊓⊔
We will now spell out the transformation law ♦ 7→ ♦˜ (see Proposition 7.1) in compo-
nents. For this purpose, we fix additional objects, as at the beginning of Section 6:
• I and (gab)
• ρ : U → U ⊂ R4 and h and (F(a))
• ρ˜ : U˜ → U˜ ⊂ R4 and h˜ and (F˜(a))
Define
• χ : U˜ → U by the following commuting diagram:
W˜
φ
//
πfW

W
πW

U˜
ψ
//
eρ

U
ρ

U˜
χ
// U
(7.2)
• Ω : U˜ → (0,∞) by
h˜ = φ−1(h) (Ω ◦ ρ˜)−2 (7.3)
• a matrix valued map (Λab)a,b∈I on U˜ by
F˜(a) = φ
−1
(
F(b)
) (
Λba ◦ ρ˜
) (7.4)
• the components Jνµ ∈ C∞(U˜) of the inverse of the Jacobian of χ by
Jν
µ =
(
∂
∂xν (χ
−1)µ
)
◦ χ or, equivalently,
(
∂
∂exν χ
α
)
Jα
µ = δν
µ (7.5)
Convention 7.2. Standard Cartesian coordinates on U ⊂ R4 and U˜ ⊂ R4 are denoted
(xµ)µ=1,2,3,4 and (x˜µ)µ=1,2,3,4 respectively.
Remark 7.1. Equations (7.3), (7.4) and h(F(a), F(b)) = gab, h˜(F˜(a), F˜(b)) = gab imply
gab = gkℓ
(
1
ΩΛ
k
a
) (
1
ΩΛ
ℓ
b
) (7.6)
on U˜ . In other words, ( 1ΩΛ
a
b) is a Lorentz transformation matrix.
Proposition 7.2. Let ♦ ∈ Pk(U) and ♦˜ = φ−1(♦) ∈ Pk(U˜). Let (σ, τ) and (σ˜, τ˜ ) be
the components of ♦ and ♦˜, respectively, as in Proposition 6.1. (These components are
functions on U and U˜ .) We have on U˜
σ˜ µA =
(
σB
ν ◦ χ
)
ΛBA Jν
µ (7.7a)
τ˜ nAm =
1
Ω2 (τBk
ℓ ◦ χ)ΛBAΛ
k
mΛℓ
n + 1Ω2 (σB
ν ◦ χ)ΛBAJν
µ
(
∂
∂exµΛ
ℓ
m
)
Λℓ
n (7.7b)
HereA = (a1 . . . ak),B = (b1 . . . bk),ΛBA = Λb1a1 · · ·Λbkak andΛℓn = gℓaΛabgbn.
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Remark 7.2. Set ϕ = χ−1 and Kνµ = ∂∂xν ϕ
µ and Θ = Ω ◦ ϕ and ∆ab = Λab ◦ ϕ.
Then (7.7) is equivalent to
σ˜ µA ◦ ϕ = σB
ν ∆BAKν
µ (7.8a)
τ˜ nAm ◦ ϕ =
1
Θ2 τBk
ℓ∆BA∆
k
m∆ℓ
n + 1Θ2 σB
ν∆BA
(
∂
∂xν∆
ℓ
m
)
∆ℓ
n (7.8b)
Proof (Proposition 7.2). Calculate
σ˜ µA ◦ ρ˜ = ♦˜ eF(A) ρ˜
µ
=
(
ΛBA ◦ ρ˜
)
♦˜φ−1(F(B))
(
(χ−1)µ ◦ ρ ◦ ψ
)
=
(
ΛBA ◦ ρ˜
)(
♦F(B)
(
(χ−1)µ ◦ ρ
))
◦ ψ
=
(
ΛBA ◦ ρ˜
)(
σB
ν ∂
∂xν (χ
−1)µ)
)
◦ ρ ◦ ψ
Compose with ρ˜−1 from the right, and obtain equation (7.7a). To show (7.7b), use(
τ˜ nAm ◦ ρ˜
)
F˜(n) = ♦˜ eF(A) F˜(m)
(see equation (6.1b)) and calculate(
τ˜ nAm ◦ ρ˜
)
φ−1(F(ℓ))
(
Λℓn ◦ ρ˜
)
=
(
ΛBA ◦ ρ˜
)
♦˜φ−1(F(B))
(
φ−1(F(ℓ)) (Λ
ℓ
m ◦ ρ˜)
)
=
(
ΛBA ◦ ρ˜
) {
(Λkm ◦ ρ˜) ♦˜φ−1(F(B))φ
−1(F(k)) + φ
−1(F(ℓ)) ♦˜φ−1(F(B))(Λ
ℓ
m ◦ ρ˜)
}
=
(
ΛBA ◦ ρ˜
){
(Λkm ◦ ρ˜) φ
−1
(
♦F(B)F(k)
)
+
(
♦F(B)
(
Λℓm ◦ χ
−1 ◦ ρ
))
◦ ψ
}
φ−1(F(ℓ))
=
(
ΛBA ◦ ρ˜
){
(Λkm ◦ ρ˜)
(
τBk
ℓ ◦ ρ ◦ ψ
)
+
(
σB
ν ∂
∂xν
(
Λℓm ◦ χ
−1
))
◦ ρ ◦ ψ
}
φ−1(F(ℓ))
=
(
ΛBA ◦ ρ˜
){
(Λkm ◦ ρ˜)
(
τBk
ℓ ◦ ρ ◦ ψ
)
+
((
∂
∂exµΛ
ℓ
m
)
◦ ρ˜
) (
σB
ν ∂
∂xν
(
χ−1
)µ)
◦ ρ ◦ ψ
}
φ−1(F(ℓ))
From both sides, factor out φ−1(F(ℓ)), compose with ρ˜−1 from the right, and obtain
(7.7b). ⊓⊔
8. Instruction manual
The purpose of this section is to state, in a self-contained and ready-to-use manner,
definitions and propositions that express the reformulated Einstein vacuum equations
(5.2), in explicit coordinate/index notation on an open subset of R4.
For this section, fix
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• a simply connected open subset U ⊂ R4
• an index set I with |I| = 4
• a constant symmetric matrix (gab)a,b∈I with signature (−,+,+,+)
The statements of all definitions and propositions in this section are completely self-
contained and make no reference to previous sections. The proofs, on the other hand,
rely on the previous sections. We consider Definition 3.3, Conventions 6.1, 6.3, 6.4 and
Definition 6.1 as being part of this section.
In the next proposition,A, B, C, D are I-multiindices with length
|A| = |B| = 2 |C| = 3 |D| = 4
Proposition 8.1. Part 1: For all  = ((E, Γ ), (0,W )) ∈ C∞(U , S1 × S2vac) set
TA
µ = −AA
bc
(
Eb
ν ∂
∂xνEc
µ − Γbc
ℓEℓ
µ
)
(8.1a)
UAm
n = WAm
n −AA
bc
(
Eb
µ ∂
∂xµΓcm
n + Γcm
ℓΓbℓ
n − Γbc
ℓΓℓm
n
)
(8.1b)
VCm
n = AC
bA
(
Eb
µ ∂
∂xµWAm
n + Γbℓ
nWAm
ℓ − Γbm
ℓWAℓ
n − 2ΓA
ℓWℓbm
n
)
(8.1c)
Then ′ = ((T, U), (0, V )) is in C∞(U , S2 × S3vac). In other words, there is a map
C∞(U , S1 × S2vac)→ C
∞(U , S2 × S3vac) (8.2)
 7→ ′
which we again write as D = ′.
Part 2: For all
 = ((E, Γ ), (0,W )) ∈ C∞(U , S1 × S2vac)
′ = ((T, U), (0, V )) ∈ C∞(U , S2 × S3vac)
not necessarily ′ = D, set
TC
µ = AC
bA
(
− Eb
ν ∂
∂xν TA
µ + TA
ν ∂
∂xνEb
µ + 2ΓA
ℓTℓb
µ − UAb
ℓEℓ
µ
)
(8.3a)
UCm
n = VCm
n −AC
bA
(
Eb
µ ∂
∂xµUAm
n − TA
µ ∂
∂xµΓbm
n + UAm
ℓΓbℓ
n (8.3b)
− Γbm
ℓUAℓ
n − 2ΓA
ℓUℓbm
n + UAb
ℓΓℓm
n
)
VDm
n = AD
bC
(
Eb
µ ∂
∂xµVCm
n + VCm
ℓΓbℓ
n − Γbm
ℓVCℓ
n + 3UC
ℓWℓbm
n
)
(8.3c)
+AD
AB
(
TA
µ ∂
∂xµWBm
n +WBm
ℓUAℓ
n − UAm
ℓWBℓ
n − 2ΓA
ℓVℓBm
n
)
Then ′′ = ((T,U), (0,V)) is in C∞(U , S3 × S4vac). In other words, there is a map
C∞(U , S1 × S2vac)× C
∞(U , S2 × S3vac)→ C
∞(U , S3 × S4vac) (8.4)
(,′) 7→ ′′
which we again write as D′ = ′′.
Part 3: For all  ∈ C∞(U , S1 × S2vac),
DD = 0 (8.5)
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Proof. Warning, in this proof we consciously abuse notation, the symbols U and V are
both given two meanings.
Let K be the 4-dimensional real vector space spanned by elements (k(a))a∈I . We use
the previous sections, with the understanding that M , V , H at the beginning of Section
3 and U , ρ, h, F(a) at the beginning of Section 6 are:
• M = U ⊂ R4 with trivial bundle V = U ×K
• ρ : U = U → U the identity transformation
• F(a) : U ∋ x 7→ (x, k(a)) ∈ U ×K constant sections
• H is defined by declaring h to be a representative, where h(F(a), F(b)) = gab.
Part 1: We identify  = ((E, Γ ), (0,W )) ∈ C∞(U , S1 × S2vac) with the corresponding
 ∈ P1 ×P2vac, in the sense of Proposition 6.1. Let ′ = D ∈ P2 ×P3 be given by
equation (5.1a). By Proposition 5.1, ′ ∈ P2×P3vac. Identify′ with the corresponding
′ = ((T, U), (0, V )) ∈ C∞(U , S2 × S3vac), in the sense of Proposition 6.1. It follows
from equation (5.1a) and Proposition 6.2 that T, U, V are given by equations (8.1). For
the last term in (8.1c), recall that 2ACbAΓAℓ = ACbmnΓmnℓ, see Definition 3.3.
Part 2: Analogous to Part 1, using equation (5.1b).
Part 3: This is now a corollary of Proposition 5.1. ⊓⊔
The Einstein vacuum equations are reformulated as:
Find  ∈ C∞(U , S1 × S2vac) such that D = 0. (8.6)
Remark 8.1. By the proof of Proposition 8.1, the coordinate construction of D and the
abstract construction of D coincide. Therefore, (5.2) and (8.6) are equivalent.
Proposition 8.2. Suppose  = ((E, Γ ), (0,W )) ∈ C∞(U , S1 × S2vac) satisfies
D = 0
and (Eaµ) is invertible as a matrix at each point of U , so that the four vector fields
Ea = Ea
µ ∂
∂xµ , a ∈ I, are a frame for each fiber of TU .
Part 1: ν ∈ Γ (T ∗U) given by ν(Ea) = − 12Γan
n is exact, ν = −df with f ∈ C∞(U).
Part 2: The Lorentzian metric g on U given by g(Ea, Eb) = efgab has Levi-Civita
connection∇EaEm = Γam
nEn.
Part 3: The associated Riemann curvature is given by R(Ea, Eb)Em = WabmnEn. In
particular, the Ricci-curvature vanishes.
Proof. We adopt the conventions in the proof of Proposition 8.1, up to and including the
four bullets. We identify  = ((E, Γ ), (0,W )) with the corresponding  = (♦,♦/) ∈
P1 × P2vac, in the sense of Proposition 6.1. Recall Proposition 4.1, Definition 4.1 and
(6.2a). Observe that
• ♦ ∈ P1 is non-degenerate, because (Eaµ) is invertible, and E♦(F(a)) = Ea. In
fact, for every q ∈ C∞(U) we have Ea(q) = Eaµ ∂∂xµ q = ♦F(a)q.
• (a) in Proposition 4.5 holds, because M = U is simply connected, ♦ ∈ P1 is
non-degenerate, (c) in Proposition 4.5 holds by D = 0, and (c) implies (a).
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Let h′ in Proposition 4.3 be given by h′(F(a), F(b)) = gab, and let ♦h′ = µ⊗ h′. Then
the 1-form ν ∈ Γ (T ∗U) in Proposition 4.3 is given by ν(Ea) = µ(F(a)) = − 12Γan
n
.
For the last equality, use ♦F(a)h′ = µ(F(a))h′ and equations (6.1) and (6.2).
We apply Parts 1, 2, 3 of Proposition 4.3. ν = −df with f ∈ C∞(U). ∇♦ is the
Levi-Civita connection of g = E♦(efh′) = efE♦(h′), and g(Ea, Eb) = efgab. The
connection ∇♦EaEm = E
♦(♦F(a)F(m)) = E
♦(Γam
nF(n)) = Γam
nEn. The Riemann
curvature is R(Ea, Eb)Em = 12E
♦(J♦,♦KF(a)⊗F(b)F(m)) = E
♦(♦/F(a)⊗F(b)F(m)) =
E♦(Wabm
nF(n)) = Wabm
nEn. The Ricci-curvature vanishes by Wanmn = 0. ⊓⊔
Proposition 8.3. Suppose (Ea)a∈I is a frame for each fiber of TU and the Lorentzian
metric g given by g(Ea, Eb) = gab is Ricci-flat. Then g arises from a solution to
D = 0
as in Proposition 8.2.
Proof. We adopt the conventions in the proof of Proposition 8.1, up to and including
the four bullets. Define a vector bundle isomorphism E/ : V → TU by E/(F(a)) = Ea.
Let h/ be given by h/(F(a), F(b)) = gab. It is a representative of H. Then E/(h/)(Ea, Eb) =
h/(F(a), F(b)) = gab = g(Ea, Eb), that is, g = E/(h/). Let ♦ ∈ P1 be as in Proposition
4.4. Then ♦ satisfies the assumptions of Proposition 4.3, E♦ = E/ , ♦h/ = 0, and the
Lorentzian metric associated with ♦ (see Remark 4.1) is E/(h/) = g, which by assump-
tion is Ricci-flat. By (a) =⇒ (c) in Proposition 4.5 (recall that U is simply connected)
there is a ♦/ ∈ P2vac so that  = (♦,♦/) satisfies D = 0. Identify  ∈ P1 × P2vac with
the corresponding = ((σ♦, τ♦), (0, τ♦/ )) ∈ C∞(U , S1×S2vac), in the sense of Propo-
sition 6.1. Then (σ♦)a
µ ∂
∂xµ = E
♦(F(a)) = E/(F(a)) = Ea, that is, (σ♦)a
µ
= Ea
µ
.
Moreover, ν = 0 in Proposition 8.2 and we can choose f = 0. Then the g’s in Proposi-
tion 8.2 and 8.3 coincide. ⊓⊔
Proposition 8.4. Let U˜ ⊂ R4 be open. We use Convention 7.2. Let (χ,Λ) be a pair,
• χ : U˜ → U a diffeomorphism
• (Λab)a,b∈I = Ω (L
a
b)a,b∈I where Ω : U˜ → (0,∞) and (Lab)a,b∈I is a matrix
valued map on U˜ such that gab = gkℓLkaLℓb.
and let
• Jν
µ be given by (7.5)
To each ♦ = (σ, τ) ∈ C∞(U , Sk) we associate ♦˜ = (σ˜, τ˜ ) ∈ C∞(U˜ , Sk) by equations
(7.7), or, equivalently, (7.8). To each  = (♦,♦/) ∈ C∞(U , Sk × Sk+1) we associate
˜ = (♦˜, ♦˜/) ∈ C∞(U˜ , Sk × Sk+1). Then:
Part 1: For all ♦ ∈ C∞(U , Sk),  ∈ C∞(U , S1 × S2vac) and ′ ∈ C∞(U , S2 × S3vac):
(a) ♦ ∈ C∞(U , Sk⊥) if and only if ♦˜ ∈ C∞(U˜ , Sk⊥)
(b) ♦ ∈ C∞(U , Skvac) if and only if ♦˜ ∈ C∞(U˜ , Skvac)
(c) ˜ ∈ C∞(U˜ , S1 × S2vac) and De˜ = D˜
(d) ˜′ ∈ C∞(U˜ , S2 × S3vac) and De˜′ = D˜′
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Especially, ˜ is a solution to (8.6) on U˜ if and only if  is a solution to (8.6) on U .
Part 2: The composition of (χ,Λ) and (χ˜, Λ˜), where χ˜ : ˜˜U → U˜ and Λ˜ is defined on U˜ ,
is given by (χ ◦ χ˜, (Λ ◦ χ˜)Λ˜). The inverse to (χ,Λ) is (χ−1, Λ−1 ◦ χ−1).
Proof. We adopt the conventions in the proof of Proposition 8.1, up to and including
the four bullets. We make the same conventions for all quantities with tildes. We use
Section 7, with the understanding that the diffeomorphism ψ : U˜ = U˜ → U = U
is given by ψ = χ, and the vector bundle isomorphism φ : U˜ × K˜ → U × K maps
(x˜, k˜(a)) to (χ(x˜), k(b)Λba(x˜)). With these definitions, χ, Ω, Λab, Jνµ as defined in
Section 7 coincide with χ, Ω, Λab, Jνµ in Proposition 8.4. In other words, the diagram
(7.2) commutes, and equations (7.3), (7.4), (7.5) hold.
• We verify equation (7.4): For every x˜ ∈ U˜ ,(
φ ◦ F˜(a)
)
ex
= φ(x˜, k˜(a)) = (χ(x˜), k(b)Λ
b
a(x˜)) = (F(b) ◦ χ)ex Λ
b
a(x˜)
That is, φ ◦ F˜(a) = (F(b) ◦ χ)Λba. Compose with φ−1 from the left to obtain (7.4).
• We verify equation (7.3):
φ−1
(
h)(F˜(a), F˜(b)
)
= h
(
φ(F˜(a)), φ(F˜(b))
)
◦ χ =
(
h(F(k), F(ℓ)) ◦ χ
)
Λka Λ
ℓ
b
= gkℓΛ
k
aΛ
ℓ
b = Ω
2gab = Ω
2h˜
(
F˜(a), F˜(b)
)
We identify abstract diamonds and their components, in the sense of Proposition 6.1.
With this understanding, the maps
• C∞(U , Sk)→ C∞(U˜ , Sk), ♦ 7→ ♦˜ in Proposition 8.4
• Pk(U)→ Pk(U˜), ♦ 7→ φ−1(♦) in Proposition 7.1
coincide, by Proposition 7.2. Part 1: Now (a), (b) follow from Proposition 6.1 and
Proposition 7.1. The first statements in (c) and (d) follow from (a) and (b). The sec-
ond statements in (c) and (d) follow from Remark 8.1, equations (5.1) and the fact that
the map ♦ 7→ ♦˜ commutes with the Lie superbracket, see Proposition 7.1. Part 2: Let
ψ, φ and ψ˜, φ˜ be the diffeomorphism and vector bundle isomorphism corresponding to
the pairs (χ,Λ) and (χ˜, Λ˜). Then the pair (χ ◦ χ˜, (Λ ◦ χ˜)Λ˜) corresponds to ψ ◦ ψ˜, φ ◦ φ˜.
Now, Part 2 follows from Proposition 7.1. ⊓⊔
We conclude this section with a few remarks:
Remark 8.2. The (coordinate) first order differential operatorsD in Part 1 and Part 2 of
Proposition 8.1 are classically defined when  and ′ are of class C1. Especially, the
left hand side of the Einstein vacuum equation D = 0 is well defined for any  of
class C1. By continuity, the differential identity (8.5) holds for every  of class C2.
Remark 8.3. It is essential to observe that there is a canonical subformalism of the for-
malism of this paper, which informally speaking is obtained by putting all the µ ∈
Γ (V ∗) and ν ∈ Γ (T ∗M) to zero. More precisely, at the beginning of Section 3, we
choose a section h0 = Γ (Sym2 V ∗) with signature (−,+,+,+) instead of a confor-
mal section H. From this point on, every representative of H is replaced by h0. Then,
in (e) of Definition 3.1 we also require that µ = 0. Definition 3.4 for g(V,H) is re-
placed by a Definition of g(V, h0) by putting λ = 0 in (3.9), giving a vector bundle
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with fibers of dimension 6, and the definition of Rk is changed accordingly. In this
subformalism, condition (c) in Proposition 4.3 is vacuous. Definition 6.1.(b) is replaced
by τAmℓgℓn + τAnℓgℓm = 0. (The new condition differs from the old condition by
τAℓ
ℓ = 0.) Remark 6.2 is replaced by dimR Sk = 10
(
4
k
)
and dimR Sk⊥ = 6
(
4
k
)
, while
dimR S
k
vac is unchanged. Now Ω ≡ 1 in (7.3). We emphasize the consequences that the
subformalism has for Proposition 8.1. In Part 1, we have the new condition Γamm = 0,
and the new conclusion UAmm = 0. In Part 2, we have the new conditions Γamm = 0
and UAmm = 0, and the new conclusion UCmm = 0. Finally, Propositions 8.2 and 8.3
as well as all the other propositions hold for the subformalism, with the understanding
that in Proposition 8.4, Ω ≡ 1.
Remark 8.4. The discussion of Appendix B to [RT] is a precursor to the formalism of
this paper, more precisely to the subformalism elaborated on in Remark 8.3. To compare
the two developments, one must be aware that:
• The ordering of the indices may differ.
• Combinatorial factors may differ.
• In contrast to [RT], indices are neither raised nor lowered in this paper.
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