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Objetivo 
El objetivo de este proyecto, será desarrollar un sistema de monitorización de 
tráfico puntual de bajo coste con el que obtener una gran cantidad de 
información de la que una pequeña parte, en la cual se centra el planteamiento 
del proyecto, son los datos del flujo de vehículos en tiempo real. 
Para ello, el primer paso a dar para la consecución del objetivo será plantear una 
metodología a seguir, investigando, de entre todas las posibles que existen a 
fecha de hoy, la que más se adecue al citado fin, teniendo en cuenta para ello sus 
características, bondades, fiabilidad y calidad de resultados. 
Una vez establecida dicha metodología, se recopilará toda la información 
necesaria para encontrar la mejor plataforma para llevar a cabo el proyecto. Para 
ello, se determinará que lenguaje de programación será el que mejor se adaptará 
a los objetivos, que librerías habría que implementar para la realización del 
presente proyecto y de todo el hardware existente, con sus diferentes 
tecnologías y características. Con estos datos, se dará comienzo al desarrollo de 
una aplicación que realice la tarea propuesta. 
Como paso previo al desarrollo de dicha aplicación, hay que tener en cuenta que 
para su realización también habrá que investigar, analizar y determinar cuáles 
serán los mejores algoritmos de detección, seguimiento y contabilización de los 
datos extraídos. 
Resumiendo, el objetivo de este TFG es desarrollar un sistema de visión basado 
en cámaras cuya labor sea extraer la mayor cantidad posible de información de 
las vías y los transforme, al objeto de poder analizarlos y lograr el objetivo 
deseado para, en una posible línea de mejora, sean depositados en un sistema 
central al que se pueda acceder para implementar otros tipos de estudios o 
desarrollos a partir de toda la información recopilada 
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Resumen 
El constante aumento de flujo de tráfico que circula por las ciudades a menudo 
provoca que muchas de sus principales vías se encuentren colapsadas durante 
las horas punta, provocando efectos que de uno u otro modo afectan a nuestra 
sociedad: retrasos de los trabajadores, tanto a la entrada como a la salida de su 
puesto, aumento de la contaminación medioambiental, salud, mayor desgaste 
de las vías, aumento considerable de accidentes de tráfico, etc. 
Mediante el uso de la tecnología de la que se dispone, hay que encontrar un 
sistema de monitorización del flujo de tráfico puntual fiable empleando una 
plataforma hardware de bajo coste. 
El sistema a desarrollar, por tanto, será un sistema económico, capaz de 
monitorizar un punto concreto en la red viaria y analizar los datos obtenidos para 
extraer la mayor y más útil información posible sobre el volumen de tráfico de 
dicho punto. 
Los medios empleados para alcanzar el objetivo mencionado deberían ser 
medios de bajo coste: ordenadores de placa reducida (Single Board Computer o 
SBC). Además de su bajo coste, se les podrá exigir contar con una alta capacidad 
de computación y capacidad de interconexión mediante red. Estas cualidades 
facilitan su producción e instalación masiva en los distintos puntos de una 
ciudad. 
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Abstract 
The constant flow in traffic jam in our cities often causes many of our roads to 
collapse during peak hours, causing effects that in one way or another affects our 
society: both at the entrance and leaving your workplace, increased 
environmental pollution, increased road wear, a considerable increase in traffic 
accidents, etc.… 
The aim of this project is to find a traffic flow monitoring system that will allow 
vehicles to be redirected through paths that are no saturated, thus avoiding 
crowding of vehicles and adverse effects. 
The system to be developed will be a low cost system, capable  of monitoring 
the tracks and analysing the data extracted from it so that a central system 
decides which route is most optimal for each car, also trying to reduce the timing 
of traffic lights and environmental pollution. 
The means used to pursue the aforementioned objective will be low-cost means: 
reduced board computers (SBC). In addition to their low cost, they have a high 
capacity of computation and capacity of interconnection though network. These 
qualities facilitate their production and massive installation in the different ways 
of a city.
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1. Introducción 
El presente Trabajo de Fin de Grado (TFG) nace del interés en los Single Board 
Computer o SBC, en la gestión de tráfico inteligente, así como en la visión por 
computador. El interés fundamental de este trabajo es intentar estudiar, en la 
medida de lo posible, empezando por una localización puntual, los problemas de 
circulación presentes en las vías de las grandes ciudades. 
La enorme cantidad de vehículos que circulan por las ciudades en hora punta a 
menudo impiden que exista fluidez en el tráfico. Se hace prácticamente 
imposible para muchas personas llegar puntual a su puesto de trabajo, viéndose 
obligadas a abandonar su hogar u otras actividades con mayor antelación para 
evitar llegar con retraso, perdiendo horas de sueño, ocio, descanso, etc. Que al 
final se transforma en una pérdida del bienestar general de los individuos. Por lo 
tanto, se podría decir que se está ante una problemática que afecta 
directamente sobre la calidad de vida de todas las personas que hacen uso de un 
vehículo para acudir al trabajo, una cita, etc. 
Tras observar detenidamente los atascos que se forman durante las primeras 
horas de la mañana a la entrada de las grandes ciudades y los formados durante 
la tarde en sentido contrario, se destacan los siguientes problemas: 
 Todo el mundo quiere ir por el mismo sitio: Muchos conductores, por 
costumbre, siguen las mismas rutas de entrada y salida hacia sus lugares 
de destino sin plantearse un camino alternativo que, aun suponiendo un 
poco más de recorrido,  pueda evitarle formar parte de un atasco. 
 Todo el mundo entra a trabajar en la misma franja horaria: Aun siendo 
un problema que desde un TFG no tenga solución, a todo el mundo se le 
pide entrar a la misma hora, lo cual complica el tránsito por las vías que 
se solucionaría con permitir la entrada libre al puesto de trabajo en una 
franja horaria más amplia. 
Introducción 
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 El conductor habitual es pertinaz: Una vez está dentro del atasco de cada 
mañana o cada tarde, el conductor no se plantea la posibilidad de 
aprovechar la primera salida que tenga para dar un rodeo. 
Por ello, se pretende analizar el tráfico de las vías para que, con dicha 
información se podrá llegar a sugerirle a los conductores rutas alternativas, de 
una manera óptima, con un menor nivel de vehículos no siendo este el último 
paso objetivo del presente PFG. 
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2. Metodología de desarrollo 
En este punto se va a desarrollar el estudio de las posibles metodologías con las 
que desarrollar el proyecto. 
Para ello, primero se va a explicar en qué consiste una metodología de desarrollo 
como introducción al lector del presente documento, para su mejor 
entendimiento. 
Una vez conocido el concepto de metodología, se van a exponer diversas 
metodologías y se profundizará con más detalle en la metodología seleccionada. 
2.1. ¿Qué es una metodología de desarrollo? 
Según la Real Academia de la lengua Española: 
Metodología: f. Conjunto de métodos que se siguen en una 
investigación científica o en una exposición. 
Aplicado a un desarrollo, una metodología es un marco de trabajo con el que 
planificar, estructurar y administrar el proceso de desarrollo de un sistema. 
Hay diversas metodologías, algunas de ellas genéricas, para llevar a cabo un 
desarrollo informático. Sin embargo, cada especificación y desarrollo son únicos. 
Hay que tener en cuenta los requisitos y necesidades de cada proyecto, además 
de la organización del equipo de trabajo que lo va a llevar a cabo, ya que 
variables como el conocimiento del lenguaje, manejo de hardware, capacidad de 
administración de bases de datos, etc… pueden hacer que un equipo trabaje de 
manera fluida o por el contrario, se demore más de lo estimado ya que cada 
miembro necesite adquirir conocimientos nuevos. 
Algunas metodologías de desarrollo son: 
 Top-Down: Metodología de desarrollo software en la cual se hace un 
resumen del sistema, de manera que quede un boceto de lo que se 
necesita sin entrar en detalles. En las siguientes iteraciones, se detalla 
Metodología de desarrollo 
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cada una de las partes hasta que se consigue un modelo con la suficiente 
funcionalidad como para validarlo. 
La metodología Top-Down fue diseñada por dos investigadores de IBM, 
Harlan Mills y Niklaus Wirth (Wirth) en los años 70 y uno de sus grandes 
logros fue el desarrollo del lenguaje de programación Pascal. 
 Rapid Application Development (RAD): Se trata de una metodología 
basada en el desarrollo iterativo y la creación de prototipos. Esta 
metodología tiene un enfoque más comercial, sin llegar a preocuparse 
tanto por el uso de tecnologías punteras o la excelencia dentro del 
mercado. Introducida por James Martin (Martin, 1990) en el año 1990. 
2.2. ¿Qué es una metodología ágil?  
El desarrollo ágil de software nació en los años 90 en contraposición a las 
metodologías de la época, las cuales consideraban demasiado estrictas y lentas. 
Las metodologías ágiles toman un enfoque a largo plazo de los proyectos en los 
cuales los requisitos y las soluciones cambian con el tiempo a necesidad del 
proyecto. 
En cada iteración del ciclo de vida se encuentra una fase de planificación, análisis 
de requisitos, diseño, codificación, pruebas y, por último, documentación. El 
progreso en dichas metodologías se mide por el software funcional, esto significa 
que un proyecto avanza en cada iteración en función del software sin errores 
que se haya conseguido. 
Al ser una metodología basada en equipos multifuncionales, se potencia la 
comunicación cara a cara más que la documentación técnica. 
Algunos ejemplos de metodologías agiles son: 
 Kanban: Metodología que enfatiza la entrega a tiempo sin sobrecarga del 
equipo de trabajo, mostrando todo el tiempo a los participantes del 
proyecto el proceso desde la definición de una tarea hasta la entrega, de 
manera que los miembros del equipo elijan los trabajos de una cola de 
tareas. 
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Fue planteada por David J. Anderson (Anderson, 2010)como un método 
que estimule la colaboración para la mejora continua del sistema. 
 Scrum: Modelo definido por Ikujiro Nonaka e Hirotaka Takeuchi (Nonaka 
& Takeuchi, 1986) a principios de los años 80 se caracteriza por ser un 
modelo que define un conjunto de prácticas y roles que puede ser 
tomado como punto de partida para definir el proceso de desarrollo que 
se ejecutará en un proyecto. Sus roles son:  
o Scrum Master: Facilita la aplicación de Scrum y la gestión de 
cambios.  
o Product Owner: Representa los intereses del proyecto. 
o Team: Ejecuta el desarrollo del proyecto. 
Un sprint consiste en un tramo de tiempo dedicado al desarrollo de los objetivos 
planteados. Durante cada sprint, el equipo se encarga de crear un incremento 
del software que sea entregable, es decir, que funcione sin errores. 
2.3. eXtreme Programming 
Se trata de una metodología de desarrollo ágil nacida en 1999 e ideada por Kent 
Beck (Beck, 1999), siendo uno de los procesos agiles más destacados ya que 
adopta las mejores metodologías de desarrollo de acuerdo al proyecto y las 
aplica de manera dinámica durante su ciclo de vida. 
Sus características principales son: 
 Desarrollo de manera iterativa e incremental: Añadir al producto 
pequeñas mejoras. 
 Pruebas continuas: Que se repitan frecuentemente y de manera 
automática. 
 Programación por parejas: Con ello se antepone un código de calidad, ya 
que se discute y revisa según se va creando, antes que la posible pérdida 
de productividad. 
 Integración del equipo con el cliente: El cliente toma parte en 
determinadas reuniones del desarrollo del proyecto, pudiendo aportar 
sus opiniones sobre el mismo. 
Metodología de desarrollo 
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 Corrección de errores: Antes de añadir nada, lo primero es arreglar lo que 
no funcione. 
 Refactorización del código: Es importante aumentar la legibilidad y 
mantenibilidad del código mediante la reelaboración sin que varíe el 
comportamiento del mismo. Por este motivo, las pruebas regresivas son 
tan importantes. 
 Propiedad del código compartida: Se trata de no limitar cada módulo del 
proyecto a una sola pareja, pudiendo corregir y mejorar cualquier 
miembro del equipo el código hecho por otra pareja. 
 Simplicidad del código: Basado en el famoso “Divide y vencerás”. Primero 
se hace el código de manera más simple para, posteriormente, trabajar 
un poco más para cambiarlo en caso de ser necesario. 
Dichas características son extraídas de los valores de XP 
 Simplicidad: Esta es la base de XP, simplificar el diseño para que el 
desarrollo sea más ágil y el mantenimiento más sencillo, para ello es 
necesaria la refactorización de código. 
Dicha simplicidad también afecta a la documentación, de manera que el 
código se encuentre comentado lo estrictamente necesario. Por ejemplo, 
un nombre largo no es un problema ya que los entornos de desarrollo 
actuales disponen de funciones de autocompletado y refactorización. 
 Comunicación: Para los programadores, la mejor forma de comunicarse 
es un código simple, y en caso de que sea complejo, intentar hacer lo más 
inteligible posible. También auto documentar el código es mucho más 
fiable que comentarlo, ya que el primero se actualiza a medida que se 
modifica el código. Solo debe comentarse lo que no vaya a cambiar. 
 Feedback: Conocer siempre la opinión del cliente sobre el estado del 
proyecto, ya que es uno más del equipo. Gracias a esto se puede evitar 
desechar meses de trabajo debido a un cambio en las necesidades del 
proyecto. 
Sistema de bajo coste mediante visión computerizada de monitorización de tráfico puntual 
 7 
 Valentía: Por extraño que suene, la valentía es uno de los pilares de XP. Es 
borrar un fragmento de código que costó mucho esfuerzo o reescribir el 
mismo cuando la necesidad lo requiera. 
 Respeto: Los propios miembros del equipo se respetan entre si no 
menospreciando el trabajo del resto, de manera que mejore el 
autoestima del equipo y mejore su producción. Además respeto es no 
hacer ningún cambio que puede hacer fallar las pruebas o haga trabajar a 
tus compañeros de más. 
Para finalizar, XP se divide en los siguientes roles: 
 Programador: Produce el código. Es el pilar del equipo. 
 Cliente: Se encarga de las historias de usuario y de las pruebas 
funcionales para la validación del modelo. También se preocupa de 
asignar las prioridades a las historias y decide cuales son necesarias 
en cada iteración desde un punto de vista de negocio. 
 Tester: Ayuda al cliente con las pruebas y las ejecuta de manera 
regular, informando al equipo de los reusados. 
 Tracker: Se encarga de seguir la evolución del proyecto y de 
proporcionar el feedback al equipo. 
 Entrenador o coach: Es el responsable del proyecto de manera global, 
guiando a los miembros para que se siga de manera correcta. 
 Consultor: Suele ser un miembro externo del equipo especializado en 
un tema necesario para el proyecto, de manera que resuelva un 
problema específico. 
 Gestor o Big Boss: Es el vínculo entre cliente y programador, siendo su 
principal trabajo la coordinación. 
Por último, XP consta de una serie de fases para para cada iteración, las cuales 
siguen el siguiente esquema: 
Metodología de desarrollo 
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Figura 1 Iteration plan de eXtreme Programming. Imagen extraída del blog User Agile Development [UAD, 
www] 
 
 Plan de entrega (Release plan): Esta basado en las historias de usuario 
planteadas y puede ser modificado durante el proceso. 
 Plan de iteración (Iteration plan): Varía de una iteración a otra ya que en 
cada una tiene sus propias tareas a desarrollar por el equipo. 
 Desarrollo (Development): Se explica el diseño, la implementación y las 
pruebas realizadas en cada iteración. 
 Tests de aceptación (Acceptance tests): En esta fase, el cliente valida o no 
las tareas de cada iteración. 
2.4. Aplicando la metodología 
La decisión de utilizar la metodología eXtreme Programming para este proyecto 
se debe a que sus características se adaptan perfectamente al objetivo 
perseguido, ya que las especificaciones pueden sufrir modificaciones a lo largo 
del proyecto. 
Para empezar, se definen los distintos roles: 
 Programador:  Alumno 
 Cliente: Director y Alumno 
 Tester: Director y Alumno 
 Entrenador: Director 
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Se ha prescindido de los roles de consultor, gestor y tracker al considerarse 
innecesarios en este PFG. 
Una vez se determina quien se va a encargar de cada tarea, es el momento de 
analizar los requisitos del sistema. Para ello se van a plantear unas historias de 
usuario de las cuales en la planificación de iteración se extraerán unas tareas 
correspondientes a dicha iteración. 
Requisito Historia de usuario 
R1 Búsqueda de información y herramientas para el desarrollo 
R2 Instalación del Sistema Operativo y de OpenCV en la Raspberry PI y 
Ubuntu 
R3 Creación del código de OpenCV 
R4 Interfaz gráfica para la visualización de los datos y modo 
demostración. 
Tabla 1Tabla de requisitos 
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3. Requisito 1 
Para este primer requisito, así como en los siguientes, se va a seguir la 
metodología XP, como ya se indicó. El primer paso es planificar esta iteración. 
Para ello, se plantea una lista de tareas a realizar que definirán la finalización del 
requisito. 
Tarea Descripción 
T1  Elección de la biblioteca de visión 
artificial 
T2 Elección de la placa que utilizar 
T3 Elección del Sistema Operativo 
T4 Herramientas (hardware y software) 
Tabla 2Tabla de tareas del requisito 1 
3.1. Elección de biblioteca de visión artificial 
En este punto se han analizado diversas bibliotecas utilizadas en la visión 
artificial, tanto aplicaciones de código abierto como propietario con aplicaciones 
industriales. 
Algunas de estas bibliotecas son: 
 
Figura 2 Logo de OpenCV 
 OpenCV (OCV, www): Se trata de una biblioteca de visión artificial de 
código abierto publicada con licencia BSD creada por Intel. 
Nació en enero de 1999 en Rusia como una iniciativa para crear 
programas que hagan un uso intensivo del procesador, los cuales 
incluyen seguimiento en tiempo real de objetos. La primera versión 
Requisito 1 
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fue hecha pública en la IEEE Conference on Computer Vision and 
Pattern Recognition (CCVPR, 2000) en el año 2000. 
La librería ha sido utilizada en diversas áreas como: 
 Sistemas de reconocimiento facial 
 Reconocimiento de gestos 
 Interacción persona-maquina 
 Realidad aumentada 
 Seguimiento 
 Segmentación y reconcomiendo 
OpenCV se encuentra escrito en C++ [CPP, www] aunque recientemente 
se han desarrollado bindings (adaptación de una biblioteca para usarse en 
un lenguaje de programación distinto al que fue escrita dicha biblioteca 
originalmente) a otros lenguajes como Python [PYT, www] , Java [JAV, 
www]o MATLAB.[MAT, www] También dispone de aceleración hardware 
basado en CUDA [CUD, www] y OpenGL [OGL, www] para optimizar las 
rutinas y acelerar sus procesos. 
Se trata de una librería multiplataforma capaz de ejecutarse tanto en 
sistemas operativos de escritorio como Windows [WIN, www], Linux 
MacOS [MAC, www] o FreeBSD [BSD, www] o sistemas móviles como 
Android [AND, www] , iOS [IOS, www] o BlackBerry [BBR.www]. 
 
Figura 3 Logo de SimpleCV 
 SimpleCV (SCV, www): Creado por SIGHT MACHINE [SMC, www], 
SimpleCV es framework que facilita el acceso a librerías como OpenCV 
de una manera sencilla sin la necesidad de aprender en profundidad 
los distintos formatos, espacios de colores, administración del espacio 
de memoria, auto vectores o decidir entre el almacenamiento de 
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matrices o en mapas de bits. Para ello, ofrece funciones de alto nivel 
las cuales engloban la mecánica de varios métodos más simples. 
 
Figura 4 Logo de Halcon 
 Halcon (HAL, www): Se trata de un software para visión artificial con 
un entorno de desarrollo integrado (Integrated Development 
Enviroment, IDE) creado por la empresa MVTec Software [MVT, 
www]. 
Algunas de sus características son: 
 Una gran librería con más de 2000 funciones para 
procesamiento desde bajo a alto nivel de rendimiento 
 Facilidad de programación en diversos lenguajes como C, C++, 
Visual Basic, .NET o Delphi 
 Multiplataforma 
 Gran soporte de cámaras de uso industrial 
Se trata de una librería de código propietario con diversos distribuidores 
alrededor del mundo. 
 
Figura 5 Logo de Matrox Imaging Library 
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 Matrox (MIL, www): Matrox Imaging Library es una serie de 
herramientas de desarrollo de visión artificial y análisis de imagen. 
Creada en el año 1993 como una API (Application Programming 
Interface, o Interfaz de Programación de Aplicaciones) de fácil uso 
para la visión artificial, con soporte para C, C++, Python y lenguajes 
basados en Visual Basic. Estas herramientas, han sido optimizadas 
para utilizar toda la capacidad de los procesadores multinúcleo, 
aceleración de la CPU gráfica o las tecnologías FPGA (del inglés Field 
Programmable Gate Array, Dispositivo Lógico Programable). Además, 
son capaces de obtener imágenes en vivo de cualquier interfaz, ya sea 
analógica, DVI-D, siguiendo la norma IEEE 1394 IIDC o USB3 Vision. 
 
Figura 6 Logo de Adaptive Vision 
 Adaptive Vision (ATV, www): Librería para C++ y .NET utilizada 
principalmente en el análisis de imágenes industrial, tiene tanto 
funciones para la adquisición de imágenes a bajo nivel como 
herramientas para la búsqueda de coincidencias, medidas o lectores 
de códigos de barras. Para ello, dispone de un IDE de desarrollo 
propio que no requiere grandes habilidades de programación para ser 
utilizado, ya que está basado en flujo de datos y viene precargado con 
un comprensible conjunto de filtros de análisis de imagen de calidad 
industrial, así como de un soporte al usuario el cual puede asistir en la 
elección del filtro adecuado o como solventar un determinado 
problema en los proyectos de visión por computador realizados con 
su librería. 
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3.2. ¿Qué plataforma hardware utilizar? 
Antes de entrar de lleno en la elección del soporte físico a utilizar, se explicará la 
diferencia entre una SBC y una SBM (Single Board Microcontroller, por sus siglas 
en inglés) las cuales también se tuvieron en cuenta para este proyecto. 
Las SBM son placas de circuito impreso en las que se instala un 
microcontrolador. Dicha placa proporciona toda la circuitería necesaria para el 
control de tareas: un microprocesador, además del mencionado 
microcontrolador, circuitos de entrada y salida, reloj, memoria RAM y ROM para 
guardar los programas que se carguen en la misma. Estas placas por lo general 
tienen un precio reducido, lo cual las hace muy populares para desarrollos con 
un bajo capital o para la enseñanza. Sin embargo, su reducido precio también se 
deja notar en sus capacidades ya que por norma general no tienen la potencia de 
procesado o la memoria RAM necesaria para soportar grandes cargas 
computacionales. 
Se podría decir que la SBM más famosa a nivel mundial son las placas Arduino, 
de la cual existen varios modelos, siendo el más conocido el modelo Arduino 
UNO R3, la cual revolucionó el mercado gracias a su ajustado precio y, dentro de 
sus posibilidades, gran potencia. Además, dichas placas tienen detrás una gran 
comunidad amateur la cual facilita enormemente el desarrollo en dichas placas. 
Algunos ejemplos de Single-Board Microcontroller son: 
 
Figura 7 Arduino UNO Rev3 
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 Arduino UNO R3: Como se ha dicho más arriba, es uno de los SBM 
más famosos, tiene instalado el microcontrolador ATmega328P el cual 
tiene una memoria para programas de 32KB de los cuales 0.5KB son 
reservados para el arranque. Posee catorce entradas/salidas digitales, 
de las cuales seis pueden ser utilizadas como salidas PWM (Modulado 
por Ancho de Pulso o Pulse-Width Modulation por sus siglas en inglés) 
y seis entradas analógicas. También dispone de un cristal de cuarzo de 
16MHz para la señal de reloj, un conector USB y un conector para 
potencia, los cuales sirven, tanto el USB como el Jack de potencia para 
la entrada de corriente. Con este SBM se pueden llevar a cabo 
diferentes proyectos, desde un control de las luces del hogar, hasta 
emitir mensajes a través de una pantalla LCD. Además, uno de los 
aspectos, aparte de sus capacidades, que lo ha hecho tan famoso es 
su reducido coste, de tan solo 25€. 
 
Figura 8 SainSmart UNO Rev 3 
 SainSmart UNO R3: Debido a la licencia con la que fue publicado 
originalmente Arduino, han surgido una gran diversidad de variantes 
del mismo, mejorando la plataforma original o reduciendo aún más su 
precio sin que se vea afectada la compatibilidad de la placa original. 
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Una de estas variantes es la placa nombrada anteriormente fabricada 
por la empresa SainSmart [SSM. www]. Esta placa tiene una 
compatibilidad completa con todos los shields (expansiones de 
Arduino a sus placas) de la placa original, pero en lugar del 
microcontrolador de dicha placa, lleva instalado el chip ATmega16U2, 
que permite una mayor velocidad de transferencia y más memoria. 
Además, soporta una mayor cantidad de módulos de 3.3V, como el 
módulo XBee [XBE, www], módulos Bluetooth o módulos GPRS y GPS. 
También incluye dos pines para la comunicación I2C (Inter-Integrated 
Circuit o Circuito InterIntegrado). El precio de esta placa está entre los 
13 y los 16$. 
 
Figura 9 MaxBlitz MBZ Pro WiFi 
 MBZ Pro Wifi: Otra de las variantes de la empresa brasileña MaxBlitz 
[MBZ, www], este modelo completamente compatible con Arduino 
viene con un área de prototipado incorporada, además de incluir el 
módulo Wi-Fi ESP8266 el cual lo hace idóneo para un proyecto de IoT 
(Internet of Things o Internet de las Cosas). Algunas de sus otras 
características son: un regulador de voltaje de 3.3V, un circuito 
integrado de conversión a nivel lógico y capacidad para conmutar 
entre la conexión USB y Serial, lo cual proporciona un acceso directo 
al ESP8266. El precio de la plataforma está alrededor de los R$ 59 que 
al cambio son 16€. 
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Por otra parte existen las SBC, ordenadores completos construidos en una placa 
impresa como sus “hermanos”, así como memoria, entradas, etc… 
La principal diferencia con un ordenador de escritorio es que no disponen en 
ranuras de expansión para periféricos. Son construidas con una gran variedad de 
microprocesadores. 
Aunque con un precio algo más caro que las SBM, estas placas también tienen un 
precio contenido lo cual las hace perfectas para proyectos caseros o la 
enseñanza de sistemas basados en computador. 
Algunos ejemplos de SBC’s son: 
 
Figura 10 ASUS Tinker Board 
 ASUS Tinker Board: Placa lanzada a principios de 2017, provee de salida 
de vídeo 4K, 2GB de memoria RAM, conexión por cable de red y monta el 
procesador Rockchip RK3288 que tiene una frecuencia de 1.8GHz. Tiene 
un precio de 60$, en los bancos de trabajo ha demostrado doblar la 
capacidad de procesamiento  de la Raspberry Pi Model 3 con un sistema 
operático de 32 bit. La placa es capaz de soportar diferentes sistemas 
operativos, desde Android hasta TinkerOS, un sistema derivado de Debian 
Linux.  
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Figura 11 Intel Galileo 
 Intel Galileo: Desarrollada por la compañía Intel en el año 2013, esta 
placa de aproximadamente 70$ está basada en la arquitectura Intel x86 y 
está diseñada especialmente para la comunidad educativa. Se caracteriza 
por ser una placa de desarrollo Arduino-certified lo que significa que la 
placa está apoyada por la plataforma Arduino. Otra de sus cualidades más 
destacable es que, al contrario que la mayoría de las placas, lleva un reloj 
en tiempo real, lo que implica que lleva un oscilador de cristal que 
permite liberar al sistema principal de algunas tareas que requieran 
precisión en las medidas de tiempo con tan solo una pila de reloj de 3V. 
 
Figura 12 Raspberry Pi 
 Raspberry Pi: Creada en Reino Unido por la Raspberry Pi Foundation [RPF, 
www] en el año 2012 para enseñar en las escuelas los principios básicos 
de ciencia computacional, ha vendido ya más de once millones de 
unidades. El precio y las características de la misma varía según la versión 
y modelo, pero basándonos en su última placa lanzada en enero de 2017, 
la Raspberry Pi 3 Model B tiene un precio de unos 35$ y monta un 
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procesador ARM Cortez A53 a 1.2GHz, capaz de ejecutar sistemas 
operativos de 32 y 64 bits como Raspbian (su sistema oficial), Centos, Kali 
o Windows 10 IoT Core. 
 
Figura 13 Orange Pi PC 2 
 Orange Pi: Placa de código abierto basada en Raspberry Pi pero con un 
precio menor al de la misma. Fabricada por Shenzhen Xunlong Software 
CO, es capaz de funcionar con Android 4.4, Ubuntu o Raspbian gracias a 
su procesador AllWinner A20 SoC con una memoria desde 256MB hasta 
los 2GB DDR3 de los modelos de mayor gama. Una de las principales 
características que la diferencia de la Raspberry Pi es que incluye un 
sistema Wi-Fi de serie. Fue lanzada en noviembre de 2014 y su precio 
oscila entre los 20€ y los 40€. 
 
Figura 14 Intel Joule 
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 Intel Joule: Esta placa desarrollada por Intel es la versión superior de la 
Intel Galileo. Según la propia empresa, Joule no se encuentra entre los 
SBC si no que ellos lo llaman Sistema en un Módulo o SoM. Se trata de 
una placa pensada para realizar funciones de visión computacional, 
robótica, Internet of Things o realidad virtual, para lo cual, sus 
capacidades técnicas están muy por encima de las placas que se han 
revisado hasta ahora. Lleva instalado un procesador de 64 bits Inter Atom 
T5700 de cuatro núcleos a 1.7GHz los cuales se pueden aumentar en el 
modo “turbo” hasta los 2.4GHz, además de tener una memora RAM de 
4GB LPDDR4 y una tarjeta gráfica integrada con soporte de resolución 4K. 
Sin embargo, al contrario de las placas analizadas, su precio se encuentra 
en los 220$, más otros tantos de la placa de desarrollo necesaria para su 
uso en el prototipado, lo cual la hace inviable para este proyecto. Aun así 
se ha creído que era interesante para las posibles líneas futuras de este 
proyecto y es por eso que ha sido añadida a la lista. 
Como se puede ver, todos son grandes soluciones, pero para la comparativa y 
posterior elección de la placa en este proyecto, se han tenido en cuenta tres 
factores: precio, especificaciones y sistema operativo, además de la comunidad 
que ofrece soporte.  
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Especificaciones
        
Placas 
Asus Tinker Board Intel Galileo Raspberry Pi 2 
Procesador Rockchip RK3288 - 
Quad core 1.8 GHz 
ARM Cortex-A17 
(32-bit) 
Intel Quark X1000 
400 MHz  
 
ARM Cortex A7 
Quad-Core 900 
MHz 
RAM  2GB canal dual 
LPDDR3 
256 MB 512 MB 
Memoria SD extraíble 
(Soporta SD 3.0) 
Micro SD Micro SD 
Conexiones  Jack de audio 
de 3.5mm 
 28 pines 
GPIO 
 Gigabit LAN 
 Bluetooth 4.0 
 Wi-Fi 802.11 
b/g/n 
 4 puertos 
USB 2.0 
 Puerto 
serie 
 Gigabit 
LAN 
 3 puertos 
USB 2.0 
 
 Jack de 
audio de 
3.5mm 
 17 pines 
GPIO 
 Gigabit 
LAN 
 HDMI 
 4 puertos 
USB 2.0 
 
Tabla 3 Tabla comparativa de SBC 
Valorando la tabla vista arriba, se elige la Raspberry Pi 2, ya que se disponía de 
una y las capacidades de la misma son suficientes para este proyecto. Sin 
embargo, al desarrollarse el proyecto para la RaspPi 2, se tiene la gran ventaja de 
que el mismo se puede migrar al modelo superior sin ningún problema. 
3.3. Sistema Operativo 
Una vez elegida la placa que se utilizara para el proyecto, la elección del sistema 
operativo se reduce a Linux o Windows. Esta simplificación es debida a que la 
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empresa Windows solo tiene dos sistemas operativos para SBC’s y en cuanto a 
Linux, hay demasiadas versiones distintas como para analizar cada una de ellas. A 
continuación se detallan algunos sistemas operativos. 
 Windows 10 IoT Core: Versión de Windows 10 diseñada específicamente 
para ser utilizada en dispositivos IoT o de bajo coste. Básicamente se trata 
del antiguo sistema de Microsoft Windows Embedded rebautizado y con 
mejoras de cara a dispositivos con relativamente menos capacidad como 
son las SBC. 
 Raspbian: Sistema operativo basado en Debian para la Raspberry Pi, fue 
lanzado en 2015 por las Raspberry Pi Foundation como el principal 
sistema operativo para la familia de SBC’s Raspberry Pi. Se trata de un OS 
optimizado para sus procesadores ARM el cual usa PIXEL (PI Improved 
Xwindows Environment, Lightweight) como entorno de escritorio 
principal, basado en el entorno LXDE, que aprovecha al máximo los 
recursos de la placa para ofrecer una interfaz de usuario rápida y con un 
consumo de recursos mínimo. 
 Armbian: Basado tanto en Ubuntu como en Debian, se trata de un 
sistema operativo especialmente diseñado para placas de desarrollo con 
arquitectura RISC (Reduced Instruction Set Computer u Ordenador con 
Conjunto Reducido de Instrucciones) ARM. Dicha arquitectura fue 
desarrollada por ARM Holdings [ARM, www], soporta instrucciones de 32 
y 64 bits y su diseño basado en RISC hace que su relativa simplicidad sea 
idónea para aplicaciones de baja potencia. En cuanto al sistema 
operativo, como se ha dicho, está basado en la versión Jessie de Debian y 
Xenial de Ubuntu. 
 ArchLinux ARM: Distribución Linux la cual es una versión de Arch Linux 
mucho más simple que el mismo, la cual provee de una estructura base 
ligera para su utilización en SBC’s además de estar optimizada para su 
instalación placas con procesadores ARM. Esta distribución tiene 
frecuentes actualizaciones tanto de software como para su kernel (el 
núcleo del sistema operativo) que optimizan los recursos utilizados por el 
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sistema. Esta filosofía se hereda de Arch Linux, que pretende simplificar 
su sistema al máximo y centrar todos sus cambios en el usuario, con el 
objetivo de que los usuarios más expertos de Linux tengan un control 
completo del sistema. 
Debido a la especialización de Raspbian en su propia máquina, se ha elegido 
dicho sistema operativo para realizar el proyecto, además de asegurar la 
funcionalidad con futuros modelos de RaspPi y versiones del sistema. 
3.4. Herramientas 
Una vez decidido tanto el sistema operativo como la placa a utilizar, se va a 
analizar con detalle las distintas herramientas, tanto físicas como lógicas que se 
utilizarán para la realización del proyecto. 
3.5. Hardware 
Cámara: Disponible de un proyecto anterior, la cámara Raspberry Pi Camera 
Board rev 1.3 es una cámara de 5MP la cual se conecta directamente en el 
conector CSI de la Raspberry Pi. 
Desarrollada por la Raspberry Pi Foundation y con un precio sobre los 20$ es 
capaz de grabar vídeo a 1080p HD a 30 fotogramas por segundo o  60 fps a 720p 
gracias al sensor Omnivision 5647 montado en un módulo fijo el cual se conecta 
a la Raspberry por un cable de quince pines a la interfaz de cámara serial 
(Camera Serial Interface o Interfaz Serie para Camara, un estándar de la Mobile 
Inustry Processor Interface Alliance el cual define la interfaz entre un procesador 
y una cámara digital) especialmente diseñada para comunicarse con este tipo de 
cámaras. 
Tiene un tamaño de 25 x 20 x 9 mm lo cual hace sencillo su montaje en una 
superficie ligera impresa con una impresora 3D. 
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Figura 15 Raspberry Pi Camera Board rev 1.3 
3.6. Software 
OpenCV: Como ya se ha comentado sobre la biblioteca en apartados anteriores, 
esta vez se focalizará más en las librerías que serán utilizadas para la realización 
del proyecto. Para hacer la biblioteca lo más ligera posible, requisito 
indispensable para reducir los requerimientos de potencia hardware del 
proyecto, se han utilizado las librerías estrictamente necesarias, que son: 
 Core: Como su propio nombre indica, se trata del núcleo de OpenCV, 
necesario para cualquier desarrollo en el que se vaya a utilizar. El mismo 
contiene las funciones básicas para su utilización, como tipos de datos, 
funciones, tipografías, etc... 
 Imgproc: Librería para el procesado de imágenes, entre sus funciones 
destaca el filtrado de imágenes como las distorsiones, transformaciones 
geométricas, dibujado de formas y figuras en la imagen. 
 Highgui: Encargada de la interfaz de usuario, la librería ha sido utilizada 
para la comunicación con QT principalmente. 
 Vídeo: Librería necesaria para el tratamiento de vídeo, como es el caso 
del proyecto, para extraer fotogramas, calcular los fotogramas por 
segundo o comenzar y detener la reproducción de vídeo.  
 Videoio: Utilizada como entrada/salida de datos de vídeo, implementa la 
lectura de archivos de vídeo y los tipos de datos necesarios para trabajar 
con ellos. 
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Librerías adicionales utilizadas debido a la necesidad de suplir las carencias 
de codecs (Dispositivo hardware o programa capacitado para la codificación y 
decodificación de señales o flujos de datos) de la librería. 
 
Figura 16 Logo de FFmpeg 
 FFmpeg libavcodec: Provee un framework de codificación y 
decodificación de vídeo y streaming necesario para la entrada de datos. 
 FFmpeg libavformat: otro framework utilizado para multiplexar y 
demultiplexar señales de vídeo y hacerlos comprensibles para OpenCV. 
 FFmpeg lswscale: Librería utilizada para el reescalado de vídeo necesario 
para la salida a QT y en caso necesario, para la entrada de vídeo. 
 
 
QT Creator (QTC, www): Se trata de un entorno de desarrollo integrado (IDE) 
multiplataforma creado por Trolltech [TTC, www] capaz de desarrollar 
aplicaciones con interfaces gráficas. 
Posee un editor de código que ofrece herramientas para la navegación del 
programa en desarrollo, resaltado de la sintaxis y autocompletado de código, el 
cual soporta C/C++, QML y ECMAscript. 
Otra de sus características es un depurador visual (debugger) para C++, para la 
búsqueda y solución de problemas en el código de la aplicación. 
Además, al tratarse de un IDE para el desarrollo de aplicaciones con interfaz 
gráfica, tiene un diseñador de interfaces, con objetos predeterminados. 
Figura 17 Logo de Qt 
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Gnome Ubuntu: (GUB,www) Sistema operativo basado en Linux y derivado de 
Ubuntu con la única salvedad de que su entorno de escritorio predefinido es 
Gnome en lugar de Unity. 
Dicho sistema ha sido utilizado para el desarrollo de la aplicación ya que los 
requisitos necesarios para su correcto funcionamiento lo hacen perfecto para 
una máquina virtual. 
 
 
Oracle VM Virtualbox: (OVM,www) Se trata de un software de virtualización 
creado por Innotek GmbH y desarrollado en la actualidad por la corporación. Un 
software de virtualización se define así a aquellos “en los que se pueden instalar” 
sistemas operativos adicionales dentro de otro sistema operativo. 
Cuenta con capacidad de emular hardware, como los discos duros de los 
sistemas virtualizados, los cuales son guardados como un archivo en el sistema 
anfitrión (o host en inglés), así como de montar imágenes ISO, como una unidad 
de CD o DVD.  
Figura 18 Logo de Ubuntu 
Figura 19 Logo de Oracle VM Virtualbox 
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MobaXterm (MXM, www): Herramienta “todo en uno” que además de ofrecer 
los comandos habituales de Linux en Windows, ofrece otras opciones como: 
 Diversos clientes de conexión remota por terminal: SSH, Telnet, Mosh. 
 Clientes de escritorio remoto: VNC, Xdmcp. 
 Conexiones remotas como FTP 
Es una herramienta gratuita para uso doméstico, aunque dispone de una versión 
de pago para empresas. Ha sido desarrollada por la empresa Mobatek. 
Se ha utilizado por la diversidad de herramientas que proporciona a la hora de 
conectarse a la Raspberry Pi, sin necesidad de conectarle periféricos y una 
pantalla para su utilización, ya que al disponer tanto de herramientas de terminal 
como de escritorio remoto, con que la placa se encuentre conectada a una red es 
suficiente para trabajar desde un mismo puesto. 
Todo el software utilizado para este proyecto, así como los datasheets 
correspondientes irán incluidos en el soporte electrónico. 
Figura 20 Logo de MobaXterm 
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4. Requisito 2 
Siguiendo, de nuevo, la metodología, el primer paso es plantear las tareas a 
desarrollar en este requisito. 
Tarea Descripción 
T1  Instalación de los Sistemas Operativos 
T2 Instalación de OpenCV 
T3 Comprobación. 
Tabla 4 Tabla de tareas del requisito 2 
4.1. Instalación de los OS 
Se comenzará esta tarea explicando la instalación de Ubuntu en una máquina 
virtual, un proceso sencillo y rápido pero necesario para el proyecto. 
El primer paso será ir a la página ir a la página oficial de Ubuntu (UBT, www) y 
seleccionar el sistema que se haya decidido. En este caso se seleccionará Ubuntu 
GNOME y a continuación se elegirá la versión que se quiere descargar. 
Una vez descargado el archivo ISO, se abrirá Oracle VM Virtualbox y se 
seleccionará Nueva en la barra superior. 
A continuación, se muestra la figura con la selección mencionada hecha: 
 
Figura 21 Paso 1 de la instalación del OS 
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A continuación, se nombra nuestra máquina virtual y se elige que tipo y versión 
de sistema se virtualizará. Además, le debemos asignar un tamaño de memoria a 
la máquina virtual, de manera que se pueda instalar todo lo necesario, además 
del sistema operativo. 
En la siguiente figura se muestra la ventana emergente aparecida tras solicitar 
una nueva máquina virtual y solicita los ajustes de la misma: 
 
Figura 22 Paso 2 de la instalación del OS 
En la siguiente ventana, se elegirá la localización del archivo de memoria 
permanente. Elegir bien la dirección en la que se guardará es importante, ya que 
en caso de que se quiera mover el sistema a otra máquina sin tener que volver a 
configurar todo de nuevo, basta con que se copien dichos archivos a la nueva 
máquina. 
Además, VM VirtualBox permite seleccionar el tipo de disco duro (VDI por 
defecto) y decidir si el archivo de memoria tendrá un tamaño fijo o un tamaño 
flexible, lo cual permitirá aumentar o disminuir el tamaño según las necesidades. 
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En esta figura se muestra la selección del tipo de disco duro y el tamaño de la 
memoria: 
 
Figura 23 Paso 3 de la instalación del OS 
Una vez configurada la maquina según las necesidades del proyecto, se pulsará el 
botón crear y aparecerá en la pantalla principal junto con el resto de máquinas. 
Si se quisiera configurarla más en profundidad, habría que pulsar el botón 
configuración de la barra de herramientas en el cual se podrá cambiar 
parámetros como la memoria RAM, el procesador, las unidades físicas que se 
quieren emular o el comportamiento de la pantalla. 
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En esta figura se muestran las posibles opciones de configuración posibles para la 
máquina virtual creada. 
 
Figura 24 Explicación de la configuración de la máquina virtual 
En caso de no necesitar más configuración, se pulsará el botón iniciar, el cual en 
caso de tratarse de la primera vez que se ejecuta la máquina virtual, o de no 
disponer de un sistema operativo instalado, pedirá que se seleccione un disco de 
inicio para la máquina. Se pulsa el botón de la carpeta para buscar la imagen ISO 
y la se selecciona. 
 
Figura 25 Paso 4 instalación del OS 
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En la siguiente figura se muestra la ventana emergente para la selección del 
archivo ISO desde el cual instalar el sistema operativo. 
 
Figura 26 Paso 5 de la instalación del OS 
A continuación se explica el proceso de instalación de Ubuntu, un proceso muy 
sencillo y guiado completamente. 
Lo primero que se darán a elegir es si se quiere instalar Ubuntu o probarlo. Dicha 
opción creará un sistema temporal de archivos que serán borrados una vez se 
apague la máquina. Se trata de una opción ideal en caso de querer probar el 
sistema cuando aún no se tiene claro que se quiere instalar. En este caso, se 
pulsará instalar Ubuntu. 
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En esta figura, se muestra la opción de instalar Ubuntu o probarlo, además de la 
selección del idioma: 
 
Figura 27 Paso 6 de la instalación del OS 
En la siguiente pantalla, pedirán introducir una red inalámbrica en caso de que 
no se encuentre conectado un cable de red. En cualquiera de los casos, es 
recomendable disponer de una conexión activa a internet para que se puedan 
descargar e instalar las actualizaciones. 
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En esta figura aparecen las opciones que se ofrecen una vez se inicia la 
instalación de Ubuntu: 
 
Figura 28 Paso 7 de la instalación del OS 
 
Siguiente paso y el más importante de la instalación, asignar espacio al disco 
duro. Los sistemas Unix tienen una arquitectura algo diferente a los típicos 
sistemas Windows. 
Se diferencian seis partes: 
 Root filesystem: Es el sistema de archivos donde se montan el resto de 
sistemas y desde el cual se inicia el sistema operativo y en el que se 
encuentran todas las herramientas del sistema. Se le suele asignar una 
memoria de unos 9GB. 
 SWAP Partition: La partición para la memoria SWAP es la más importante 
en equipos con baja capacidad. Se trata de una memoria de apoyo para la 
memoria RAM. Cuando esta se llena, las siguientes aplicaciones que se 
abran se ejecutarán en la partición SWAP antes que en la memoria. 
Puede parecer la solución ideal para aumentar la RAM sin necesidad de 
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comprar expansiones, pero hay una gran diferencia: la memoria RAM, en 
comparación con la ROM (que al fin y al cabo es lo que es la partición 
SWAP) es varias veces más rápida. En función de la máquina, se asigna 
una partición SWAP de 1 a 6GB. 
 /var filesystem: En /var se guardan los datos que cambian cuando el 
sistema está corriendo, como las librerías, los datos locales de 
aplicaciones instaladas, el registro de cambios, etc... Suele tener un 
tamaño de 5GB. 
 /home filesystem: El directorio /home incluye los archivos individuales de 
casa usuario, como sus documentos o configuración. Tamaño habitual de 
15GB. 
 /usr filesystem: Suele ser el directorio más voluminoso, /usr guarda los 
programas instalados en el así como los comandos de usuarios y las 
librerías estáticas. Además, permite hacer una actualización completa del 
OS o incluso cambiar de distribución sin perder los datos que se 
encuentran en él. El tamaño que se le suele asignar ronda los 20GB. 
 Memoria restante: Este último directorio no necesita estar separado en 
otra partición, pero por tradición se ha separado para clarificar la 
estructura de los sistemas. En el van todo tipo de archivos. Tamaño de 
4GB. 
Una vez conocidos los tamaños de las particiones en Linux, se crean y asignan los 
nombres en el gestor de instalación tal como muestra a imagen. 
Sistema de bajo coste mediante visión computerizada de monitorización de tráfico puntual 
 37 
En esta figura se muestran las diferentes opciones de instalación del sistema: 
 
Figura 29 Paso 8 de la instalación del OS 
En la siguiente figura se muestra un ejemplo de la asignación del disco duro: 
 
Figura 30 Paso 9 de la instalación del OS 
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Los siguientes paso son de configuración de cara al usuario del sistema, como 
elegir la localización, distribución del teclado o el usuario y la contraseña además 
del nombre del equipo. 
En esta figura se muestran los campos necesarios para finalizar la instalación del 
sistema operativo. 
 
Figura 31 Paso 10 de la instalación del OS 
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Para instalar el sistema operativo en la Raspberry, el primer paso será descargar 
NOOBS (Asistente para la instalación de Raspbian) desde la página oficial de 
Raspberry (RBP, www ). Para ello habrá que dirigirse a su página y se hace clic en 
DESCARGAS (Downloads) y descargar el archivo ZIP para la instalación. 
En la siguiente figura se muestra la pantalla de descargas desde la que se obtiene 
NOOBS: 
 
Figura 32 Pantalla de descarga de NOOBS 
Para instalar Raspbian, se necesitará un ordenador. Se explicará el proceso de 
instalación desde Windows 10. 
Lo primero es insertar nuestra tarjeta SD en el ordenador y asegurarse de que la 
tarjeta este completamente vacía. Para ello se hará clic en el icono de Windows y 
se escribirá Partition y se seleccionará la primera opción (Crear y formatear 
particiones del disco duro). 
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En este paso se debe tener especial cuidado para evitar borrar todo el sistema 
operativo. Habrá que buscar un disco llamado Disco 1 con un tamaño 
aproximado a la tarjeta que se ha insertado. 
En la siguiente figura se muestra la pantalla del Administrador de Discos: 
 
Figura 33 Pantalla de formateo de la tarjeta SD 
En caso de que ya tenga alguna partición, se hará clic derecho encima de ella y se 
seleccionará borrar en el menú desplegable. 
Una vez todas las particiones se hayan borrado, se hará clic en el unallocated 
space, o espacio sin usar, y se seleccionará nuevo volumen. 
Se especifica el tamaño de la tarjeta, así como la letra asignada a ella y el sistema 
de archivos. En este paso es importante seleccionar FAT32 como sistema de 
archivos. Permitir al asistente que desarrolle su cometido y ya se encontraría la 
tarjeta lista para trabajar. 
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Con la tarjeta lista, se cambia a la carpeta en la que se ha descargado el Zip, se 
hará clic derecho en él y se seleccionará extraer todo. Elegir la carpeta en la que 
descomprimirlo y se verá una nueva carpeta llamada NOOBS junto con la 
versión. 
Copiar los archivos de dicha carpeta a nuestra tarjeta SD y una vez haya 
terminado, se extraerá de forma segura. 
Una vez se tiene NOOBS copiado en nuestra tarjeta SD, se insertará en la 
Raspberry y se enchufará a una fuente de alimentación. 
Cuando arranque, se seleccionará Raspbian y se hará clic en instalar no sin antes 
elegir el idioma y la disposición del teclado. 
El resto de la instalación se realizará de forma automática gracias a NOOBS. 
Dependiendo de cada modelo de Raspberry puede llevar más o menos tiempo, y 
en algunos casos, como se experimentó en la instalación, puede quedarse 
trabado. En dicho caso será suficiente con reiniciar el dispositivo. 
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4.2. Instalación de OpenCV 
La siguiente tarea para la realización del requisito 2 será la instalación de 
OpenCV y dejar QT Creator configurado para su utilización. 
Como primer paso está, por supuesto, tener instalado el sistema y actualizado a 
su última versión. Para asegurarnos de ello se ejecutarán los siguientes 
comandos. 
En la siguiente figura, se muestra un terminal con el comando que actualizará las 
librerías del sistema operativo: 
 
  
Figura 34 Comando actualización librerías 
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En esta figura se ve una pantalla de terminal con el comando para actualizar el 
sistema operativo: 
 
El siguiente paso será la instalación de las dependencias de OpenCV.  
Dichas dependencias son librerías esenciales para la instalación y el 
funcionamiento de OpenCV. Algunas de ellas ya han sido mencionadas 
anteriormente, con libavcodec y otras de las que no se ha hablado, como CMake, 
una herramienta para construir y empaquetar software. 
Para ello, se tendrá la seguridad de tener permisos root mediante el comando 
sudo y se utilizará el gestor de paquetes apt-get con la opción –y para contestar 
automáticamente que “si” cuando sea requerido. 
Figura 35 Comando actualización del OS 
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En la siguiente figura se puede ver el comando de instalación con todas las 
librerías disponibles: 
 
Figura 36 Instalación de las librerías necesarias para OpenCV 
Una vez ha terminado de instalar todo, es hora de bajar OpenCV. Para ello se 
puede bajar manualmente desde su página web (OCV, www) o conseguir una 
copia de su repositorio oficial. 
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En esta figura podemos ver el comando necesario para crear un directorio en el 
que extraer e instalar OpenCV: 
 
Figura 37 Creación del directorio de OpenCV y extracción 
Cuando haya terminado de descargarse, se puede proceder a la instalación del 
mismo. Para ello, primero se creará un directorio, en este caso “OpenCVTFG” en 
el cual se instalará gracias al comando cmake. 
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En la siguiente figura podemos ver el comando necesario para la instalación 
mediante CMake con las opciones necesarias para que funcione correctamente. 
 
Figura 38 Comando instalación de OpenCV 
 
Para acabar la instalación propiamente dicha, se debe añadir la ruta en la que se 
encuentra la instalación al “linker” (Archivo de Ubuntu en el cual se especifican la 
ubicación de las librerías externas al sistema operativo) para que el sistema 
pueda utilizar la librería correctamente. 
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En la siguiente imagen se muestra la pantalla de terminal con los comandos 
necesarios para enlazar las librerías con el Sistema Operativo: 
 
Figura 39 Comando para unir las librerías de OpenCV al OS 
No se va a profundizar en la instalación de Qt ya que desde su página web se 
descarga un instalador que realiza una instalación automática.  
Una vez instalado, se crea un nuevo proyecto y se accede al archivo “.pro” el cual 
contiene información básica necesaria a la hora de ejecutar la aplicación. 
Para que Qt sepa que librerías utilizar, se escribirá lo siguiente: 
En la siguiente figura se muestra parte del código en el que se especifica al 
programa las librerías especificas necesarias: 
 
Figura 40 Código para la importación de librerías en Qt 
Para declarar dichas librerías existen dos posibles métodos: 
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 El primero, hace una llamada general para todo sistema basado en  unix 
con la cual el propio sistema comprueba todas las dependencias 
necesarias para que funcione correctamente. 
 Con el segundo, se le declaran directamente las librerías. Este método es 
más problemático si el programa se va a mover a otro sistema operativo 
o si se va a instalar en varios sistemas. Por ello, se recomienda utilizar la 
segunda opción. 
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5. Requisitos 3 y 4 
Por último, se analizará la diferencia entre seguimiento y detección, así como se 
estudiarán diferentes algoritmos de seguimiento y se explicará se utilización en 
el proyecto.  
Tarea Descripción 
T1  Diferencias entre tracking y detección 
T2 Algoritmos de tracking 
T3 Explicación del método utilizado 
T4 Comunicación entre OpenCV y Qt 
Tabla 5 Tabla de tareas de los requisitos 3 y 4 
5.1. Diferencias entre tracking y detección 
Como paso previo para poder ver las diferencias entre tracking (seguimiento) y 
detección, lo primero que se debe hacer es definir con claridad cada uno de los 
métodos. 
En este presente proyecto, el significado de la palabra Tracking, que traducido al 
castellano seria rastreo (seguir, indagar, o “someter una zona a un examen 
detenido en busca de algo”) significa localizar un objeto en los sucesivos 
fotogramas de un vídeo. Puede parecer que se trata de una definición muy 
simple, pero en visión por computador y el aprendizaje de máquinas (machine 
learning)  es un término muy amplio que engloba conceptos parecidos pero ideas 
distintas. Por ejemplo, dichas ideas relacionadas pero diferentes, se estudian en 
el tracking: 
 Flujo óptico denso: Dichos algoritmos ayudan a estimar el vector de 
movimiento de cada pixel en un fotograma. 
 Flujo óptico escaso: Estos algoritmos hacen un seguimiento de la posición 
de unos pocos puntos de una imagen. 
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 Filtrado de Kalman: Un popular algoritmo de procesamiento de señal que 
se utiliza habitualmente para predecir la localización de un objeto en 
movimiento basándose en la información anterior sobre el. 
Detección significa localizar un determinado patrón de parámetros basándose en 
el análisis de un fotograma.  
Algunos ejemplos de detección: 
 Detección de esquinas de Harris: Algoritmo utilizado para detectar 
esquinas en una imagen. Se basa en analizar dicha imagen en una escala 
de grises y en función del nivel de cada pixel, reconoce una esquina. 
 Detección de caras en imágenes a color: Hay una gran variedad de 
algoritmos para la detección de caras, la mayoría conjuntos de algoritmos 
que extraen datos de la imagen, como realizar una media del color de la 
imagen y sustraer dicha media a la imagen original. 
Ahora que se conocen las definiciones y algunos ejemplos de cada una y las 
diferencias entre tracking y detección, ¿cuál elegir?  
A continuación se va a exponer algunas de las razones por las que se ha elegido 
el tracking frente a la detección: 
 El tracking es más rápido que la detección: Por norma general, los 
algoritmos de tracking son más rápidos que los de detección. La razón de 
ser de esta afirmación es simple; cuando se hace un seguimiento de un 
objetivo que ya ha sido detectado en un fotograma anterior, se conocen 
una gran cantidad de datos sobre el objeto en cuestión, como por 
ejemplo su posición, la dirección y velocidad de movimiento en el 
referido fotograma anterior, por lo que para un hardware poco costoso, y 
por tanto, con poca potencia de cálculo, requisito pedido al proyecto, es 
altamente recomendable el uso de software “ligero”, en cuanto a carga 
computacional se refiere.. 
 Cuando la detección falla, el tracking sigue funcionando: Pongamos por 
ejemplo que se ejecute un detector de caras en un vídeo y la cara de 
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dicha persona sea parcialmente ocultada por un objeto. Mientras que el 
detector es muy probable que falle, un buen algoritmo de tracking sin 
embargo, puede soportar un cierto nivel de oclusión por el mismo motivo 
de antes, por la gran cantidad de datos que se tienen, no porque haya 
unos pocos menos, se va a ver alterado el resultado y por tanto no va a 
dejar de funcionar. 
 La identidad se preserva con el tracking: La salida generada por un 
algoritmo de detección de objetos es una serie de rectángulos que 
contienen el objeto pero sin que exista una identidad anexa a él, es decir, 
un detector de pelotas rojas puede dibujar un rectángulo 
correspondiente a dicha pelota en un fotograma, el cual se va a llamar 
rectángulo 4 por su posición en el array. Sin embargo, en el siguiente 
fotograma, el mismo rectángulo será el rectángulo 19 ya que su posición 
en el array habrá cambiado. Por lo tanto, cuando usamos la detección en 
un fotograma, no tenemos ni idea de que rectángulo corresponde a que 
pelota. 
Ahora que se han expuesto los puntos fuertes del tracking frente a la detección, 
y que se ha explicado suficientemente porque se ha tomado la decisión de 
utilizar el rastreo, se va a explicar detalladamente algunos de estos algoritmos. 
5.2. Algoritmos de tracking. 
Antes de que se entre en materia en este apartado, se considera necesario hacer 
una puntualización: 
 A la hora de hacer tracking de un vehículo en movimiento no es posible basarse 
únicamente en un solo algoritmo. La razón fundamental de esto es que, es 
necesario diferenciar el vehículo del fondo de la imagen, por lo que harán falta 
dos algoritmos, cada uno con una especialización. Uno tendrá que restar el 
mencionado fondo, mientras que el otro, será el que realice el tracking  
propiamente dicho. 
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Un algoritmo de sustracción se basa en el análisis de vídeo y mediante la 
aplicación de filtros, encuentra el fondo del vídeo para separar los objetos 
móviles (vehículos en este caso) del resto del fotograma.  
Algunos algoritmos de sustracción de fondo son: 
 Diferencia de imágenes: Es uno de los algoritmos de sustracción más 
sencillos pero a la vez uno de los más potentes por el bajo coste 
computacional que supone. Se basa en las diferencias entre dos 
fotogramas consecutivos en el que se utiliza el primer fotograma como 
modelo de fondo para el segundo fotograma. Para ello, simplemente se le 
resta al segundo fotograma el primero para cada pixel, de manera que si 
la diferencia en cada pixel supera un umbral determinado, se considera 
que el pixel pertenece al primer plano, es decir, al fondo. Una ventaja de 
este método es que se adapta fácilmente  a los cambios en el fondo ya 
que es capaz de filtrar el ruido en el vídeo (sombras, cambios en la 
iluminación, etc...) mejor que otros algoritmos de mayor complejidad. 
 Filtro de la mediana: Se trata de un algoritmo de relativo bajo coste 
computacional, más coste que el primero, y con bastante buen resultado 
ya que el modelo de fondo incluye información histórica de la escena de 
trabajo a pesar de no trabajar con una sucesión de fotogramas. Se basa 
en una modelización estadística del fondo gracias a los parámetros que se 
configuran previamente a la entrada de vídeo y la respuesta del vídeo. 
Para ello,  se almacenan una serie de fotogramas anteriores y se calcula el 
valor de cada pixel del modelo del fondo como la mediana de los valores 
de los pixeles que corresponden a dicho fondo. Una vez obtenida dicha 
mediana, se resta al fotograma actual aplicando un umbral. 
 Mezcla de gaussianas: Algoritmo con un coste computacional más alto 
que se basa, como en el caso anterior, en un estudio estadístico de los 
pixeles de la imagen.  En este algoritmo, se estudia el caso de que en un 
pixel puede aparecer más de un objeto del fondo. Dicho caso en el resto 
de los algoritmos analizados, el objeto se integra rápidamente en el 
fondo, pero el problema llega cuando los cambios no son permanentes y 
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se suceden más rápido de lo que se actualiza el modelo del fondo. Un 
ejemplo es una escena con árboles que cubren parcialmente la zona a 
analizar. Dicha zona mostrará a lo largo del tiempo valores que 
correspondan al árbol, al fondo o a los objetos a analizar. Para ello, se 
modeliza la intensidad de cada pixel mediante una mezcla de varias 
funciones de Gauss. 
Una vez explicados los algoritmos de sustracción, se explicará algunos algoritmos 
de tracking de objetos móviles como: 
 Filtro de Kalman: El filtro de Kalman, también conocido como Estimación 
Cuadrática Lineal, es un algoritmo que utiliza una serie de medidas 
observadas durante el tiempo, las cuales contienen ruido estadístico y 
otras inexactitudes y produce una estimación de variables desconocidas, 
que tiende a ser más exacto que otros algoritmos basados en medidas 
con menos variables. Mediante el uso de inferencia Bayesiana y 
estimando la probabilidad de unión de distribuciones para las variables 
de cada fotograma, el filtro de Kalman trabaja en dos pasos. Un primer 
paso de predicción, el filtro produce una estimación del estado actual de 
las variables junto con su incertidumbre. Una vez que la salida de la 
siguiente medida es observada, estas estimaciones se actualizan usando 
una media ponderada con más peso en las estimaciones más acertadas. 
 Tracking de contornos mediante gotas: Mediante la detección de los 
límites de un objeto, el algoritmo de tracking de contornos mediante 
“blobs” (traducido como gotas) detecta las regiones de un fotograma que 
difieren de sus alrededores en diferentes propiedades como la 
luminosidad o el color. Existen dos clases predominantes de detección de 
gotas, métodos diferenciales y métodos basados en extremos locales.  
 Filtro de partículas: El algoritmo de filtrado de partículas trabaja sobre un 
modelo especificado por dos ecuaciones. Una primera ecuación del 
estado actual, que calcula como este estado evoluciona por el ruido 
estadístico. Dicho estado viene dado por un conjunto mínimo de variables 
descriptivas del sistema. La segunda ecuación mide el estado de lo que 
Requisitos 3 y 4 
 
 54 
está siendo observado. Una vez medida dicha observación, estima la 
distribución de la ecuación del estado actual. Resumiendo el algoritmo, 
con unas pocas muestras de la escena (llamadas partículas) evoluciona el 
estado actual gracias al cálculo de cada partícula en la primera ecuación y 
actualiza las muestras basándose en la observación. 
5.3. Explicación del método utilizado 
Debido a la complejidad que supone el análisis de vehículos en movimiento, no 
se ha querido ni podido limitar el uso de algoritmos para este proyecto.  
Por esa razón, se han utilizado los algoritmos de diferencia de imágenes junto 
con el de tracking de contornos mediante gotas con la diferencia de Gaussianas 
para poder analizar el vídeo correctamente. 
El primer paso en el código consiste en la obtención de dos fotogramas sucesivos 
para realizar la sustracción del segundo respecto al segundo. 
Para ello, se convierte ambas imágenes de color a escala de grises y se le aplica 
un desenfoque gaussiano a ambos fotogramas. Dicha resta proporciona una 
imagen en la que una se pueden observar los extremos locales de los que se 
habla más arriba, los cuales representan un vehículo en la actual zona de 
observación. 
Una vez obtenidos dichos extremos locales, se localizan los contornos del 
vehículo después de aplicarse una serie de filtros de dilatación y erosión para 
una mayor precisión. 
Una vez se ha asegurado que el objeto detectado se trata en efecto de un 
vehículo y no de un cuerpo extraño como una sombra, se añade a un array de 
objetos detectados a los cuales se les hace un seguimiento para que, en cuanto 
la precisión disminuya, se eliminen de los objetos seguidos con acierto. 
Por otra parte, el conteo de vehículos depende íntegramente de que el 
seguimiento del mismo sea efectivo. Para contarlos con precisión, basta con que 
el programa observe el momento en que la gota  detectada cruza una línea que 
ha sido dibujada previamente en el vídeo. 
Sistema de bajo coste mediante visión computerizada de monitorización de tráfico puntual 
 55 
Para el cálculo de la velocidad, en cambio, ha sido necesario tener en cuenta 
otros datos, como la distancia real que separa las dos líneas discontinuas 
utilizadas para la medición. 
Por razones de seguridad no se pudo medir la distancia real a la que encuentran 
las líneas discontinuas pintadas en el pavimento de las carreteras, pero eso no 
fue un problema tan grande ya que se trata de una medida estandarizada por la 
legislación (Ministerio de Fomento, 1987) española y son las siguientes: 
 
Figura 41 Distancia entre líneas discontinuas en carretera 
Una vez conocidos todos los datos relativos a distancia que separa ambas líneas 
discontinuas y pudiendo saber el tiempo que tarda un vehículo en cruzar cada 
una de ellas gracias a la información del vídeo, pudimos calcular la velocidad a la 
que se desplazada cada vehículo con una simple formula de dinámica básica: 
𝑉𝑒𝑙𝑜𝑐𝑖𝑑𝑎𝑑 =
𝐸𝑠𝑝𝑎𝑐𝑖𝑜
𝑇𝑖𝑒𝑚𝑝𝑜
 
En este caso, el espacio es de doce metros y medio por la disposición de las 
líneas dibujadas sobre el vídeo y el tiempo se calcula mediante el siguiente 
método: 
1. Se obtiene y almacena el número de fotograma en el que el vehículo 
cruza la primera línea. 
2. Se hace lo propio con la segunda línea. 
3. Se resta a la segunda medición la primera y se divide entre el número de 
fotogramas por segundo de el vídeo. 
Requisitos 3 y 4 
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Una vez obtenida la velocidad puntual de cada vehículo, se calcula la media de 
velocidad de los vehículos que han cruzado la línea.  
Para obtener una mayor exactitud en dicha medida se debería tener en cuenta el 
cambio en la aceleración del vehículo, pero al tratarse de una distancia 
relativamente insignificante se ha considerado que la aceleración era una 
variable despreciable en nuestra ecuación.   
5.4. Comunicación entre OpenCV y Qt 
Este punto merece una mención especial ya que ha sido realmente complicado 
conseguir que desde OpenCV se enviaran los datos para su visualización en Qt, 
mientras que en la otra dirección, no ha supuesto mayor complicación. 
Por una parte, Qt ha realizado la gestión y manipulación de los archivos de vídeo, 
como la búsqueda del mismo o la posibilidad de pausar y continuar su 
reproducción. Además, también ha sido el encargado de mostrar la salida de 
vídeo proporcionada por OpenCV, que ha sido la parte realmente complicada. 
Para la lectura del archivo de vídeo, Qt dispone de varias funciones de búsqueda 
y apertura de archivos. 
Sin embargo, la salida de vídeo de OpenCV ha requerido, de entrada, la 
aplicación de una serie de filtros de corrección de color y escalas, ya que la 
interfaz de OpenCV no trabaja de la misma forma que Qt.  
Antes de seguir explicando los motivos por los que la comunicación fue difícil, 
hay que hacer un inciso para explicar cómo se comunica Qt. 
Normalmente, cuando un módulo de un programa cambia, se quiere que otros 
módulos conozcan dicho cambio, es decir, se quiere que cualquier objeto de el 
programa sea capaz de comunicarse con otro. Un ejemplo es, cuando pulsamos 
el botón Cerrar de una ventana, se pretende que la función cerrar de dicha 
ventana sea llamada. 
Otras herramientas de desarrollo consiguen esta comunicación usando Callbacks, 
una función A que se usa como argumento de otra función B. Cuando B es 
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llamada se ejecuta A pasando a B el puntero a la función A. Dicho método tiene 
dos grandes fallos, que no es seguro respecto a los tipos de datos y que la 
función de Callback está demasiado unida a la función de procesamiento, por lo 
que se saber perfectamente a que Callback llamar. 
Por ello, Qt utiliza una alternativa a dicho método, mediante el uso de señales y 
espacios (signals y slots en inglés, respectivamente). Se emite una señal cuando 
ocurre un evento en particular y para cada señal existe un espacio al que se llama 
en respuesta a dicha señal en particular. 
En este caso, cada vez que OpenCV termina de trabajar con un fotograma y justo 
antes de que capture el siguiente, se emite una señal con dicho fotograma a Qt 
para que este lo reproduzca por pantalla. 
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6. Presupuesto del proyecto. 
Como se señala en el título de este proyecto, se busca un sistema de bajo coste 
debido al gran número de estos sistemas que serían necesarios instalar en una 
ciudad para poder hacerlo efectivo. 
Por ese motivo, se pensó que lo ideal sería un sistema del menor coste posible 
para aumentar la cantidad de sistemas instalados. Además, en nuestro proyecto 
ha primado la cantidad de información obtenible sobre la calidad de dicha 
información. Con esto no queremos decir que la información recopilada sea de 
una calidad inferior, si no que no realiza unas medidas tan precisas como las que 
puede llegar a realizar un radar de tráfico. 
Por ello, para calcular el coste del hardware necesario, se ha comparado el 
precio de venta de varios proveedores similares. En cuanto al precio del 
software, no se ha tenido en cuenta ya que todo el proyecto ha sido desarrollado 
mediante software con licencia GPL. 
En cuanto a los gastos en recursos humanos, se ha utilizado como referencia la 
tabla salarial publicada en el BOCM del 2 de enero de 2016 (Consejeria de 
Economía, Empleo y Hacienda, 2017, pág. 62). 
Concepto Cantidad 
Ordenador clónico con 8GB de RAM, 
monitor, teclado y ratón para el 
desarrollo del software 
400€ 
Raspberry Pi 2 Model B 30€ 
Raspberry Pi Camera Board rev 1.3 23€ 
Salario Ing. de computadores/mes 2000€ 
Tabla 6 Tabla de gastos 
Precio total del proyecto (construcción del prototipo): 2453€ 
Precio de cada unidad hardware: 53€, los cuales pueden verse reducidos por la 
compra en grandes cantidades.
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7. Impacto medioambiental 
Parte de la finalidad del proyecto es reducir la contaminación medioambiental 
que producen los atascos mediante la eliminación, en la medida de lo posible, de 
los mismos. 
Por otra parte, en cuanto la contaminación que puede llegar a producir el 
sistema es prácticamente nula ya que el mismo podría estar alimentado por una 
placa solar que durante el día cargue una batería, la cual mantendría en 
funcionamiento el sistema durante la noche.
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8. Aspectos éticos y legales 
Desde el punto de vista legal, al no guardarse las imágenes o datos de los 
vehículos que circulan, no sería necesario cumplir con la Ley Orgánica de 
Protección de Datos [APD, www]. 
En cuanto a los aspectos éticos del proyecto, habría que plantear si se quiere un 
mayor nivel de “vigilancia” en favor de evitar atascos y reducir la contaminación. 
Desde el punto de vista del autor, se cree que dicha vigilancia no sería tal, ya que 
el proyecto en ningún momento pretende saber quién circula por que carretera, 
si no cuantos vehículos circulan y a qué velocidad por una vía. 
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Conclusiones 
El objetivo principal del proyecto ha sido alcanzado, consiguiendo un software 
capaz de ejecutarse en una placa de bajo coste. 
Para ello se han ido resolviendo los distintos requisitos del proyecto como fueron 
encontrar una metodología acorde al mismo, el análisis del mercado de las SBC’s  
para encontrar la que mejor se adecuara a la idea inicial de capacidad de 
computación con el menor coste posible, así como el desarrollo de un programa 
capacitado para el tratamiento de vídeo y extracción de datos.
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Líneas Futuras 
Se han planteado algunas posibles líneas de mejora, las cuales se detallan más 
abajo. 
Dichas líneas de mejora no implican que el proyecto esté incompleto, 
simplemente son ideas que no se tuvo tiempo de implementar pero que se cree 
que mejorarían el funcionamiento global del proyecto. 
 Selección de zona de observación: Poder especificar al programa cual es 
la zona en la que se quiere monitorizar el tráfico, excluyendo o 
diferenciando el tráfico en distintos sentidos o, incluso, limitando la zona 
de estudio a la calzada, eliminando las zonas que ve la cámara pero por 
donde no pasan vehículos. Con ello, se podría reducir aún más el coste 
computacional del sistema software desarrollado, lo cual  podría facilitar 
la selección de un hardware de menor coste económico e, incluso, 
abaratar el precio del sistema final. 
 Detección de carriles: Con esta posible mejora, se podría detectar si un 
carril específico está colapsado, por ejemplo, por una rotonda a la salida 
de una autopista con una difícil incorporación. 
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