In recent years, people have increasingly turned to social networks like Twitter and Facebook for news. In contrast to traditional news sources, these platforms allow users to simultaneously read articles and share opinions with other users. Among other effects, this has led to the rise of fake news, sometimes spread via bots (automated social media accounts masquerading as real users).
In this paper, we study a mathematical model describing this situation. The model includes a large number of agents attempting to learn an underlying true state of the world (e.g. which of two candidates is better suited for office) using information from three sources. First, each agent receives noisy observations of the true state, modeling e.g. news stories from major publications. Second, each agent observes the opinions of a subset of other agents, modeling e.g. discussions with other social media users. Third, each agent may observe the opinions of stubborn agents or bots who aim to persuade others of an erroneous true state, modeling e.g. users spreading fake news. Based on this information, agents iteratively update their beliefs about the true state in a manner similar to the non-Bayesian social learning model of Jadbabaie et al. [5] . This iterative process continues for a finite number of iterations that we refer to as the learning horizon.
Under this model, two competing forces emerge as the learning horizon grows. On the one hand, agents receive more observations of the true state, suggesting that they become more likely to learn. On the other hand, the influence of bots gradually propagates through the system, suggesting that agents become increasingly susceptible to this influence and thus less likely to learn. Hence, while the horizon clearly affects the learning outcome, the nature of this effect is less clear.
This effect of the learning horizon has often been ignored in works with models similar to ours. For example, our model is nearly identical to that in the empirical work [2] , in which the authors show that polarized beliefs can arise when there are two types of bots with diametrically opposed viewpoints. However, the experiments in [2] simply fix a large learning horizon and do not consider the effect of varying it. Models similar to ours have also been treated analytically; for example, [1, 4, 5] study non-Bayesian learning models similar to ours. However, these works consider a fixed number of agents and an infinite learning horizon and thus also ignore timescale effects.
The main message of this work is that the learning horizon plays a prominent role in the learning outcome and therefore should not be ignored. In particular, we show that the learning outcome depends on the relationship between the horizon T n and a quantity p n that describes the number of bots in the system, where both quantities may depend on the number of agents n. Mathematically, letting θ ∈ (0, 1) denote the true state and θ T n (i * ) denote the belief about the true state for a uniformly random agent i * at the horizon T n , we show
where P − → denotes convergence in probability. Here p n is smaller when more bots are present and 0 is the erroneous true state promoted by the bots. Hence, in words, (1) says the following: if there are few bots, in the sense that T n (1 − p n ) → 0, i * learns the true state; if there are many bots, in the sense that T n (1 − p n ) → ∞, i * adopts the extreme belief 0 promoted by the bots. An interesting consequence arises from taking T n,1 = o(1/(1 − p n )) and T n,2 = ω (1/(1 − p n )), so that
In words, a typical agent initially (at time T n,1 ) learns the true state θ , then later (at time T n,2 ) "forgets" the true state and adopts the extreme opinion 0.
In addition to (1), we prove two other results. First, we consider a regime that falls between the two in (1); namely, the case T n (1 − p n ) → c ∈ (0, ∞) (note larger c implies more bots). In this case, the learning outcome depends on another parameter, which we denote by η ∈ (0, 1) and which dictates the weight agents place on other agents' opinions in their belief updates. Here we show
The limit in (2) is a convex, decreasing function of c, which offers an intuitive explanation: if an adversary deploys bots in hopes of driving agent opinions to 0, the marginal benefit of deploying additional bots is smaller when more bots have been deployed, i.e. the adversary experiences diminishing returns. Second, we show all but o(n) agents adopt opinion 0 in a certain sub-case of T n (1 − p n ) → ∞; we also argue empirically that this stronger result likely fails in other cases. Finally, we note our results assume the graph connecting agents and bots follows the directed configuration model, a well-studied random graph model [3] . We also assume T n = O (log n). Together, these assumptions guarantee that, at the learning horizon, an agent's belief is only influenced by its local neighborhood in the graph (as alluded to by the title of this work).
For the full paper, see [6] .
