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Stratospheric	 warming	 is	 one	 of	 the	 most	 important	 stratospheric	 variability	







the	 temperature	 in	 the	 troposphere	 allows	 vertical	 air	 motions	 and	 is	 completely	
different	 from	 the	next	 upper	 layer,	 the	 stratosphere,	 characterized	by	 a	 stratified	 air.	
Based	 on	 this,	 tropospheric	 processes	 have	 been	 traditionally	 considered	 as	 the	 only	
ones	 that	 could	 influence	 the	 weather	 on	 surface,	 with	 no	 effects	 from	 the	 upper	
atmospheric	layers.	However,	in	the	last	50	years,	several	studies	have	given	evidence	of	
the	existence	of	a	coupling	between	the	troposphere	and	the	stratosphere.	First,	it	was	
found	 that	 the	 troposphere	 could	 influence	 the	 stratospheric	 state	 by	 the	 upward	
propagation	of	tropospheric	disturbances	that	reach	the	upper	layer,	thus	conferring	a	
passive	role	 to	 the	stratosphere	 [e.g.:	Charney	and	Drazin,	1961].	More	recently,	 some	
authors	[e.g.:	Baldwin	and	Dunkerton,	1999,	2001]	have	given	observational	evidence	of	
an	 active	 role	 of	 the	 stratosphere	 on	 the	 determination	 of	 the	 surface	weather,	when	
strong	 stratospheric	 anomalies	 propagate	 downward	 and	 reach	 tropospheric	 levels	
within	 some	 weeks.	 This	 has	 also	 led	 to	 the	 consideration	 of	 the	 stratosphere	 as	 a	




the	 atmospheric	 circulation,	 even	 beyond	 this	 layer.	 This	 phenomenon	 consists	 of	 an	
increase	 of	 temperature	 in	 the	 polar	 stratosphere	 in	 wintertime,	 which	 leads	 to	 an	
abrupt	 weakening,	 and	 occasionally	 even	 the	 reversal,	 of	 the	 typical	 wintertime	
circulation	 in	 that	 region	 [Andrews	 et	 al.,	 1987].	 Different	 types	 of	 stratospheric	
warmings	can	be	distinguished	depending	on	 their	 intensity	and	timing.	 In	midwinter,	
the	most	important	warmings	are	called	major	stratospheric	warmings	(MSWs).	They	are	
characterized	 by	 an	 abrupt	 breakdown	 of	 the	 westerly	 stratospheric	 circulation	
(stratospheric	 polar	 vortex)	 and	 the	 subsequent	 recovery	 of	 the	 polar	 vortex.	 In	 late	
winter,	the	transition	to	the	summer	structure	of	high	temperatures	and	easterly	winds	
is	achieved	by	the	so‐called	stratospheric	final	warmings	(SFWs).		
Since	 the	 discovery	 of	 stratospheric	 warmings	 by	 Scherhag	 [1952],	 the	 scientific	






Nevertheless,	 there	 still	 exits	 a	 great	 uncertainty	 in	 the	knowledge	of	 stratospheric	
warmings,	particularly	 in	 the	mechanisms	 leading	 to	 their	appearance.	Although	some	
studies	 have	 proven	 that	 a	 sudden	 increase	 in	 the	 upward	 propagation	 of	 planetary	
wave	activity	 is	responsible	 for	 these	events	 [e.g.:	Matsuno,	1971;	Polvani	and	Waugh,	
2004;	 Black	 and	 McDaniel,	 2007],	 the	 trigger	 mechanisms	 causing	 the	 abrupt	
amplification	 of	 wave	 activity	 are	 under	 discussion.	 Some	 work	 has	 related	 it	 to	 the	
appearance	 of	 anomalous	 tropospheric	 circulation	 structures,	 such	 as	 blockings,	 [e.g.,	
Labitzke,	1965;	Martius	et	al.,	2009;	Woollings	et	al.,	2010]	or	to	the	effects	of	Eurasian	
snow	 cover	 [Orsolini	 and	 Kvamstø,	 2009].	 However,	 the	 precise	 nature	 of	 the	 link	
between	them	and	stratospheric	warmings	is	still	unclear.	Other	external	factors	add	to	
the	 uncertainty,	 such	 as	 the	 modulation	 of	 the	 polar	 stratospheric	 circulation	 by	 the	
equatorial	 Quasi‐Biennial	 Oscillation	 (QBO)	 [Holton	 and	 Tan,	 1980],	 the	 solar	 activity	
[e.g.,	Labitzke	and	van	Loon,	1988]	and	the	oceans,	 in	particular,	of	 the	well‐known	El	
Niño‐Southern	Oscillation	 (ENSO)	 events	 [e.g.,	 Ineson	 and	 Scaife,	 2008;	 Cagnazzo	 and	
Manzini,	2009].	
As	 a	 consequence	 of	 this	 uncertainty,	 climate	 model	 projections	 do	 not	 reveal	 a	
coherent	 picture	 of	 stratospheric	 change.	 There	 is	 a	 wide	 range	 from	 a	 projected	
intensification	and	longer	persistence	of	the	winter	polar	stratospheric	circulation	in	a	
future	climate	[e.g.,	Shindell	et	al.,	2001]	to	a	projected	weakening	of	this	circulation	due	
to	 enhanced	 tropospheric	 wave	 forcing	 in	 a	 future	 climate	 [e.g.,	 Schnadt	 et	 al.,	 2002;	
Huebener	et	al.,	2007].	
This	PhD	 thesis	explores	some	of	 the	 features	of	 stratospheric	warmings	 that	show	
currently	the	highest	uncertainty.	Thus,	driving	mechanisms,	impact	on	the	tropospheric	
circulation	and	 their	possible	 changes	 in	 the	 future	due	 to	 the	 increase	 in	greenhouse	















Concerning	major	 stratospheric	warmings	 (MSWs),	 the	 specific	 questions	 to	 be	
addressed	and	the	methods	how	they	are	dealt	with	are:	
Recent	past	and	present		
 Which	are	 the	main	aspects	 related	 to	MSWs	where	 chemistry	 climate	models	
(CCMs)	 and	 atmosphere‐ocean	 general	 circulation	 models	 (AOGCMs)	 show	
deficiencies?		
MSWs	in	three	different	types	of	model	simulations	are	studied	and	compared	
with	 reanalysis	 data.	 Two	 of	 these	 simulations	 correspond	 to	 transient1	 and	
constant	present‐day	conditions	respectively,	both	run	with	a	CCM.	The	third	
simulation	 has	 been	 run	with	 an	AOGCM	under	 present‐day	 conditions.	 The	
analysis	of	possible	differences	among	the	simulations	 in	the	performance	of	
MSWs	 can	 highlight	 the	 role	 of	 some	 processes	 involved	 in	 MSWs	 that	 are	
described	in	a	different	way	in	each	model.		




To	 answer	 these	 two	 questions,	 two	 recent	 MSWs	 (occurred	 in	 2009	 and	
2010),	 are	 examined.	 Both	 MSWs	 were	 preceded	 by	 nearly	 the	 strongest	
injection	 of	 tropospheric	wave	 activity	 on	 record	 and	 their	 central	 date	was	
almost	 coincident.	 However,	 the	 typical	 external	 factors	 that	 influence	 the	
occurrence	of	MSWs	(the	Quasi‐Biennial	Oscillation,	sunspot	cycle	or	El	Niño)	
were	dissimilar	 in	 the	 two	midwinters:	 favorable	 in	2010	but	unfavorable	 in	
2009.		
Future	
 Will	 a	 future	 increase	 in	 greenhouse	 gas	 concentrations	 affect	 major	
stratospheric	warmings?	

















This	 question	 is	 addressed	 by	 the	 study	 of	 changes	 in	 monthly	 fields	











This	question	 is	addressed	by	comparing	selected	past	and	 future	periods	 in	




This	 PhD	 thesis	 is	 composed	 of	 nine	 chapters	 being	 this	 introduction	 Chapter	 I.	
Chapter	 II	 contains	 a	 state‐of‐the‐art	 of	 stratospheric	 processes	 and,	 in	 particular,	




into	 two	 sections:	 a)	 the	 analysis	 of	 specific	 dynamical	 processes	 of	 stratospheric	
warmings	 in	 the	 recent	 past	 and	present	 period	 and	 b)	 impact	 of	 a	 prescribed	 future	
increase	 of	 greenhouse	 gases	 concentrations	 on	 each	 phenomenon.	 Then,	 a	 summary	
with	the	main	conclusions	drawn	from	this	work	is	presented	in	Chapter	VII	and	ideas	






In	 this	 chapter,	 the	 most	 relevant	 aspects	 regarding	 the	 boreal	 stratospheric	
circulation	and	in	particular,	stratospheric	warmings	up	to	date	are	summarized.	Section	
II.1	 includes	basic	notions	of	 the	stratosphere.	Section	 II.2	describes	 the	climatological	
features	of	the	stratospheric	circulation	and	Section	II.3	is	focused	on	the	dynamics	that	
determines	large‐scale	stratospheric	circulation.	The	main	concepts	of	the	stratospheric	
variability	 are	 presented	 in	 Section	 II.4.	 A	 detailed	 description	 of	 stratospheric	
warmings	 is	 included	 in	 Section	 II.5.	 Finally,	 Section	 II.6	 introduces	 some	 aspects	
regarding	the	influence	of	the	climate	change	on	the	stratosphere.		
1. Stratosphere:	Definition,	relevance	and	history	
The	 atmosphere	 can	 be	 divided	 into	 several	 regions	 depending	 on	 different	
classifications.	 One	 of	 the	 most	 common	 is	 based	 on	 the	 vertical	 structure	 of	 the	







The	 troposphere	 extends	 from	 the	 Earth’s	 surface	 to	 the	 tropopause,	 that	 is,	 the	











The	 stratosphere	 is	 localized	 just	 over	 the	 tropopause,	 extending	upward	 to	 50	 km	
approximately.	 It	 is	 characterized	 by	 a	 quasi‐isothermal	 behavior	 in	 its	 first	 few	
kilometers	and	a	positive	vertical	gradient	of	 temperature	above	 that,	which	 implies	a	
stratified	atmosphere	and	thus,	 the	practical	non‐existence	of	vertical	air	motions.	The	
sign	 of	 the	 temperature	 vertical	 gradient	 is	 explained	 by	 the	 distribution	 of	 the	main	
chemical	trace	species	of	the	atmosphere,	i.e	water	vapor,	CO2	and	ozone.	The	minimum	
shown	 by	 the	 water	 vapor	 concentration	 in	 the	 lower	 stratosphere	 is	 the	 main	
responsible	 for	 the	very	 low	 temperature	 at	 that	 level	 (Figure	 II.2).	However,	 it	 is	 the	
ozone,	with	its	maximum	molecular	concentration	at	around	22	km,	which	determines	
the	positive	temperature	vertical	gradient	 in	this	atmospheric	 layer,	due	to	the	energy	
released	 in	 its	 exothermic	 photochemistry	 reactions	 of	 formation	 and	 destruction.	 In	
these	 numerous	 and	 complex	 reactions,	 both,	 solar	 ultraviolet	 radiation	 and	 the	 so‐
called	ozone‐depleting	substances	 (ODS),	 such	as	 the	chlorofluorocarbons	 (CFCs),	play	
important	roles	[Fahey	and	Hegglin,	2011].		
The	next	higher	atmospheric	layer	is	the	mesosphere,	which	is	localized	between	the	
stratopause	 and	 the	 mesopause	 (at	 around	 95	 km).	 In	 this	 layer,	 the	 temperature	
decreases	again	with	height.	Finally,	the	thermosphere	is	the	atmospheric	shell	above	the	
mesosphere	with	a	strong	positive	vertical	temperature	gradient	due	to	the	absorption	
by	 the	 oxygen	 and	 nitrogen	 molecules	 of	 the	 most	 energetic	 solar	 radiation	
(wavelengths	less	than	0.2	µm).		





is	 mainly	 based	 on	 two	 facts.	 First,	 it	 contains	 most	 part	 of	 the	 ozone	 that	 absorbs	
harmful	ultraviolet	radiation,	avoiding	that	it	reaches	the	Earth’s	surface.	Since	the	first	
observations	of	the	ozone	depletion	in	the	1980s	over	the	Antarctic,	the	concern	for	this	




forcing.	 For	 instance,	 a	 large	 amount	 of	work	 is	 recently	 being	 done	 on	 analyzing	 the	




the	 temperature	 becomes	 approximately	 isothermal	 or	 even	 slightly	 increases	 with	
height	 [Teisserenc	 de	 Bort,	 1902].	 In	 the	 same	 year,	 Assmann	 also	 claimed	 about	 the	
existence	of	a	warm	layer	between	10	and	15	km	[Assmann,	1902].	After	that,	the	main	
information	 on	 the	 atmospheric	 temperature	was	 obtained	 based	on	 the	 refraction	 of	
sound	waves	[Whipple,	1923;	Geller,	2010].	
After	World	War	II,	an	 important	progress	in	the	understanding	of	the	stratosphere	
was	 made	 due	 to	 the	 advent	 of	 rockets	 and	 radiosondes	 measurements.	 These	
observations	gave	evidence,	for	example,	of	a	very	important	stratospheric	phenomenon	
such	 as	 a	 stratospheric	 sudden	 warming	 in	 1952	 [Scherhag,	 1952].	 Moreover,	
systematic	 observations	 of	 the	middle	 atmosphere	 were	 done	 since	 the	 International	
Geophysical	Year	of	1957‐58.		
During	the	1960s,	two	different	networks	(one	of	meteorological	radiosondes	and	the	
other	 of	 rockets)	 led	 to	 the	 establishment	 of	 the	 climatology	 of	 the	 lower	 and	middle	
stratosphere	up	 to	10	hPa	 in	 the	Northern	Hemisphere	and	 to	 the	availability	of	wind	
and	 temperature	 measurements	 in	 the	 upper	 stratosphere	 and	 lower	 mesosphere,	
respectively.	However,	 these	measurement	 techniques	 provided	 only	 in‐situ	 data	 and,	
thus,	no	global	information	was	obtained.	Since	1969,	this	problem	began	to	be	resolved	
with	 the	use	of	 satellite	 information	 (Nimbus	3,	TIROS‐N	or	NOAA‐6)	 [Andrews	 et	 al.,	
1987].	
The	availability	of	 a	 large	number	of	 global	data	 in	 recent	decades	has	 allowed	 the	
scientific	community	to	improve	the	understanding	of	the	most	important	stratospheric	
phenomena.	Moreover,	 the	 advances	 in	 computer	 technology	have	 also	made	possible	
the	 development	 of	 global,	 3‐dimensional	 general	 circulation	models	 (GCMs)	 that	 are	
able	to	reproduce	the	stratosphere	and	even	include	interactively	coupled	chemistry.	In	
the	 last	 years,	 several	 projects	 and	 initiatives	 have	 used	 these	 climate	models	 to	 run	

















two‐dimensional	 circulation	 at	 selected	 stratospheric	 levels	 in	 each	 season	 will	 be	





latitudes	 and	 maximum	 cooling	 at	 high	 latitudes,	 particularly	 at	 the	 winter	 pole,	 is	
observed.	 In	 the	 upper	 troposphere,	 this	 structure	 changes,	 with	 a	 cold	 equatorial	
tropopause	and	polar	lower	stratosphere.		
Focusing	 on	 the	 stratosphere,	 in	 the	 winter	 season,	 a	 maximum	 heating	 at	 the	
summer	 pole	 and	 a	 maximum	 cooling	 at	 the	 winter	 pole	 are	 observed.	 During	 the	




cold	 tropical	 tropopause	 and	 the	maximum	 temperature	 at	mid‐latitudes	 in	 the	 lower	
stratosphere	 of	 the	 winter	 hemisphere.	 However,	 the	 major	 deviation	 from	 radiative	
equilibrium	in	the	stratosphere	is	the	relatively	warm	temperatures	in	the	winter	pole,	
which	would	 be	much	 colder	 if	 only	 the	 solar	 radiative	 flow	was	 taken	 into	 account.	








Figure	 II.3.	 Seasonal	 climatology	 of	 zonal‐mean	 temperature	 for	 March‐April‐May	 (MAM),	 June‐July‐
August	 (JJA),	 September‐October‐November	 (SON)	 and	 December‐January‐February	 (DJF).	 Contour	
interval:	10	K.	(Data	from	SPARC	climatology).		
	
The	 zonal‐mean	 zonal	 wind	 distribution	 is	 consistent	 with	 that	 of	 the	 zonal‐mean	
temperature,	as	it	follows	the	thermal	wind	balance	(Figure	II.4).	So,	in	the	stratosphere,	
whereas	the	summer	hemisphere	shows	zonal‐mean	easterlies,	 the	winter	hemisphere	
is	 characterized	 by	 zonal‐mean	 westerlies	 with	 its	 maximum	 called	 polar	 night	 jet	
[Holton,	1992].	This	stream	is	localized	around	60°‐65°	at	the	middle	stratosphere	and	
delimits	the	stratospheric	polar	vortex,	a	strong	cyclonic	circulation	of	great	importance	
not	 only	 in	 the	 stratosphere	 but	 also	 in	 the	 troposphere.	 At	 the	 equinoxes,	 weak	











the	 Northern	 Hemisphere,	 the	 region	 of	 interest	 in	 this	 study.	 Whereas	 the	 summer	
season	 is	 characterized	 by	 an	 anticyclonic	 circulation	 over	 polar	 latitudes,	 consistent	
with	 the	 zonal‐mean	 easterlies;	 in	 wintertime	 the	 strong	 cyclonic	 circulation	 (the	
aforementioned	 stratospheric	 polar	 vortex)	 is	 identified	 at	 high	 latitudes.	 In	 the	
equinoxes,	the	boreal	stratospheric	circulation	displays	weak	structures,	resulting	from	
the	transition	 from	the	two	opposite	structures	of	solstices:	 the	 formation	of	 the	polar	









August	 (JJA),	 September‐October‐November	 (SON)	 and	 December‐January‐February	 (DJF).	 Contour	
interval:	200	gpm.	Dataset:	NCEP/NCAR	reanalysis	(1979‐2010).	
	
As	mentioned	before,	 the	stratospheric	polar	vortex	 is	 the	most	prominent	structure	
of	the	wintertime	stratosphere.	Acting	like	an	air‐barrier,	it	prevents	the	mixing	between	
the	air	coming	from	lower	latitudes	and	the	polar	air.	Due	to	this	fact,	the	Arctic	vortex	
plays	 a	 relevant	 role	 in	 the	 distribution	 of	 trace	 gases	 and,	 in	 particular,	 of	 ozone.	
Additionally,	 the	 isolation	 of	 the	 polar	 air	 allows	 the	 occurrence	 of	 extremely	 low	
temperatures,	 which	 favors	 the	 formation	 of	 polar	 stratospheric	 clouds	 (PSCs)	 when	
temperatures	 fall	 below	 about	 ‐78°C.	 These	 clouds	 are	 the	 key	 in	 the	 chemical	
destruction	 of	 ozone,	 since	 the	 reactions	 on	 liquid	 and	 solid	 PSC	 particles	 lead	 to	 the	
formation	 of	 the	 highly	 reactive	 chlorine	 gas	 (i.e.,	 ClO),	 which	 catalytically	 destroys	
ozone	[Fahey	and	Hegglin,	2011].		
Unlike	 the	 Southern	 Hemisphere,	 the	 northern	 polar	 vortex	 is	 not	 completely	
centered	 over	 the	 polar	 cap,	 but	 slightly	 shifted	 towards	 Eurasia	 due	 to	 the	 weak	
stratospheric	Aleutian	high	 that	 results	 from	the	different	distribution	of	 land‐sea	and	
orography.	
Because	 of	 dynamical	 processes,	 the	 polar	 vortex	 shows	 a	 large	 variability	 during	
winter,	 with	 periods	 of	 extreme	 low	 and	 high	 intensity	 (stratospheric	 warmings	 and	
polar	 vortex	 intensifications,	 respectively)	 and	 rapid	 transitions	 from	one	 state	 to	 the	
other	 [Waugh	 and	 Polvani,	 2010].	 As	 will	 be	 explained	 in	 Section	 II.4,	 the	 Northern	
12 
 






As	 indicated	 in	 Section	 II.2,	 dynamical	 processes	 play	 a	 very	 important	 role	 in	 the	
determination	of	 the	basic	 stratospheric	 state.	 In	 this	Section,	 the	main	equations	 that	
describe	 the	 most	 important	 large‐scale	 motions	 in	 the	 stratosphere	 are	 explained.	





basic	 flow	 is	 also	 the	 background	 flow	 upon	 which	 disturbances,	 called	 “eddies”,	 are	
superimposed,	forming	the	total	stratospheric	flow.	The	interaction	between	these	two	
components	 of	 the	 flow	 is	 done	 in	 two	 ways	 (the	 mean‐flow	 state	 influences	 the	
propagation	of	the	disturbances,	whereas	eddies	can	in	turn	cause	significant	mean‐flow	
changes).	This	 interaction	 is	responsible	 for	 important	phenomena	 in	the	stratosphere	
such	as	stratospheric	warmings,	the	issue	of	this	study.		
The	zonal	mean	of	a	variable	A	is	computed	as	
	      21 0, , 2 , , ,A z t A z t d         	 (II.1)	
and	the	departures	from	the	zonal	mean	will	be	denoted	as	     * , , , [ ]A z t A A .	When	
the	zonal	mean	is	calculated	in	this	way,	i.e.	over	longitude	(),	at	fixed	latitude,	altitude	
and	time	values	(,	z	and	t,	respectively),	the	mean	is	called	Eulerian	mean.	In	the	case	
that	 the	 mean	 is	 computed	 at	 a	 fixed	 packet	 of	 fluid	 parcels,	 the	 mean	 is	 called	
Lagrangian	mean	 [Andrews	et	al.,	1987].	As	 this	 study	 is	based	on	 the	Eulerian	mode,	
the	description	of	motions	will	be	done	hereafter	according	to	this	formulation.	
When	applying	the	decomposition	of	each	variable	into	the	zonal	mean	and	the	eddy	
components	 to	 the	 set	of	primitive	 equations	of	 the	quasi‐geostrophic1	Eulerian‐mean	
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where	 (u,	 v,	 w)	 are	 the	 velocity	 components,	 θ	 is	 the	 potential	 temperature	




,	 Ff	 corresponds	 to	 friction	 or	 other	 non‐conservative	 mechanical	
forcing,	 f	 is	 the	Coriolis	parameter	 (=2		 sin	),	Q	 is	 the	diabatic	heating,	0	 is	 the	air	
density,	 R	 is	 the	 specific	 gas	 constant	 for	 the	 air,	 cp	 is	 the	 specific	 heat	 capacity	 at	
constant	 pressure	 and	 H	 is	 the	 scale	 height	 (7	 km	 for	 the	 middle	 atmosphere).	 The	
subscript	 a	 denotes	 the	 ageostrophic	 part	 of	 a	 variable	 and	 the	 subscript	 0	 indicates	
reference	 values.	 Finally,	 the	 terms	 [v*u*]	 and	 [v*θ*]	 correspond	 to	 eddy	 fluxes	 of	
horizontal	momentum	and	heat,	respectively.	
From	 equations	 (II.2),	 [u],	 [v]	 and	 [θ]	 can	 be	 derived.	 They	 determine	 the	mean	
meridional	circulation	that	consists	of	a	two‐cell	structure	in	the	winter	stratosphere,	
with	rising	motion	 in	both	 the	 tropics	and	polar	 latitudes	and	sinking	 in	mid‐latitudes	
(Figure	 II.6)	 [Dunkerton,	1978].	However,	 this	cell	 structure	 is	not	consistent	with	 the	
distribution	 of	 atmospheric	 trace	 species	 observed	 by	 Brewer	 and	 Dobson	 [Brewer,	
1949;	Dobson,	 1956],	 because	 it	 is	 based	 on	 the	 Eulerian	 formalism	 and	 so,	 it	 cannot	










In	 order	 to	 solve	 the	 aforementioned	 problem,	 other	 formulations	 have	 been	
suggested,	 some	 of	 them	 based	 on	 the	 generalized	 Lagrangian‐mean	 (GLM)	 theory	
[Andrews	 and	 McIntyre,	 1978a].	 However,	 the	 most	 widely	 used	 formulation	 is	 the	
transformed	Eulerian‐mean	(TEM)	equations	of	Andrews	and	McIntyre	 [1976,	1978b],	
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where	    (0, , )v w  	 is	the	residual	mean	meridional	circulation,	defined	by	the	following	
equations:		
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and	F	is	the	Eliassen‐Palm	flux,	given	by:	
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F 	 (II.5)	
The	 residual	 mean	 meridional	 circulation	 is	 a	 good	 approximation	 of	 the	 mean	
meridional	 mass	 cell	 (also	 called,	Brewer‐Dobson	 cell/circulation,	 illustrated	 in	 Figure	
II.6),	 which	 explains	 the	 stratospheric	 meridional	 distributions	 of	 tracers.	 This	
circulation	consists	of	a	rising	motion	of	the	tropical	air	across	the	tropical	tropopause,	a	
drift	in	the	stratosphere	towards	the	extratropical	latitudes	and	finally,	the	air	descends	
into	 the	 troposphere.	 As	 observed	 in	 equation	 (II.4)	 this	 circulation	 is	 driven	 by	 the	
wave‐induced	force	in	a	steady‐state	limit	[Haynes	et	al.,	1991].	This	wave‐induced	force	



















The	 term	 “wave”	 denotes	 perturbations	 with	 a	 (quasi‐)	 periodicity	 in	 time	 and/or	
space	 that	 transport	momentum	and	heat,	which	 is	 fed	back	 into	 the	basic	 flow	as	 the	
wave	 dissipates.	 In	 the	 atmosphere,	 they	 result	 from	 the	 competition	 between	 the	
inertia	and	a	restoring	force	that	act	on	air	parcels	[Andrews	et	al.,	1987;	Holton,	1992].	
Atmospheric	waves,	in	particular	those	that	can	be	linearized,	can	be	described	by	the	
wave	motions	 equations	 (eq.	 (II.6)).	 They	 are	 derived	 by	 applying	 equations	 (II.2)	 to	
small‐amplitude	disturbances	to	the	zonal	mean:		
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Atmospheric	waves	 can	 be	 classified	 according	 to	 different	 physical	 or	 geometrical	
features.		
One	 of	 the	 most	 common	 classifications	 of	 atmospheric	 waves	 is	 based	 on	 the	
restoring	 force.	 In	 this	 case,	 waves	 can	 be	 (internal)	 gravity	waves,	 if	 the	 responsible	
mechanism	 is	 the	 internal	 gravity	 or	 Rossby	 waves,	 when	 the	 restoring	 force	 is	 the	
poleward	 gradient	 of	 the	 planetary	 vorticity.	 When	 both	 mechanisms	 are	 combined,	
waves	called	inertio‐gravity	appear	[Andrews	et	al.,	1987].		
Waves	can	be	also	categorized	based	on	the	type	of	excitation	mechanism.	 If	waves	
are	 continually	maintained	 by	 a	 given	mechanism	 of	 a	 certain	 phase	 speed	 and	wave	
number,	 they	are	called	 forced	waves.	 In	contrast,	 if	 this	mechanism	is	not	maintained,	
they	are	known	as	free.		
As	the	types	of	waves	and	the	characteristics	of	their	propagation	vary	latitudinally,	





The	effect	of	 the	Coriolis	 torque	at	 low	 latitudes	 is	small,	being	zero	at	 the	equator.	
This	determines	 the	nature	of	 the	atmospheric	waves	 that	propagate	 in	 the	equatorial	




waves	 is	 mainly	 due	 to	 the	 convection	 in	 the	 tropical	 troposphere	 and	 then,	 waves	




from	 5‐15km.	 According	 to	 their	 small	 scale,	 rotation	 effects	 and	 Earth’s	 spherical	
problems	 are	 neglected	 and	 thus,	 internal	 gravity	 waves	 owe	 their	 existence	 to	
buoyancy	restoring	force	[Andrews	et	al.	1987].		













‐ inertio‐gravity	waves,	 with	 high	 frequencies	 that	 can	 propagate	 both	 eastward	 and	
westward;	and		
‐ equatorial	Rossby	waves	for	low	frequencies,	that	can	only	propagate	westward.	
The	mentioned	equatorial	waves	have	been	shown	 to	play	an	 important	 role	 in	 the	
stratospheric	 equatorial	 dynamics,	 as	 they	 are	 believed	 to	 be,	 at	 least	 in	 part,	





Although	 stratospheric	 extratropical	 variability	 is	 affected	 by	 small‐scale	 waves	
(internal	 gravity	 waves)	 and	 large‐scale	 waves	 (planetary	 Rossby	 waves),	 the	 latter	
dominate	 the	 dynamics	 at	 these	 latitudes,	 particularly	 in	 the	 wintertime	 boreal	
hemisphere	[Plumb,	2010].	
As	their	name	indicates,	planetary	Rossby	waves	have	horizontal	wavelengths	of	the	
same	order	 as	 the	 earth’s	 radius.	 Concerning	 their	 time‐scale,	 they	have	an	 important	
quasi‐stationary	 component	 that	 leads	 to	 consider	 them	 as	 forced.	 Besides	 the	 in‐situ	
generation	 in	 the	 winter	 stratosphere	 due	 to	 barotropic	 instability,	 their	 sources	 are	
principally	 located	 in	 the	 troposphere	 and	 they	 are	 responsible	 for	 variations	 of	 the	
potential	vorticity	in	the	mean	flow,	such	as	large‐scale	topography,	asymmetric	heating	
(e.g.:	 ocean‐continent	 contrast)	 or	 averaged	 interactions	 on	 the	 mean	 flow	 from	
synoptic‐scale	eddies	[Charney	and	Drazin,	1961;	Plumb,	2010].	These	variations	are	the	
origin	 of	 Rossby	 waves,	 since	 they	 are	 based	 on	 the	 conservation	 of	 the	 potential	
vorticity,	being	the	restoring	force	the	beta‐effect	(i.e.,	the	variation	with	latitude	of	the	
Coriolis	force)	[Holton,	1992].	
The	 linear	 wave	 theory	 that	 describes	 these	 waves	 is	 expressed	 by	 the	 linearized	
equation	of	the	quasi‐geostrophic	potential	vorticity	(q)	(eq.	(II.7)).	As	these	waves	are	
typical	of	extratropics,	the	quasi‐geostrophic	approximation	can	be	applied.	Moreover,	it	
is	assumed	 that	 they	are	propagating	 in	a	basic	constant	zonal	 flow,	whose	properties	
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where	ψ	is	the	streamfunction	and	N	is	the	log‐pressure	buoyancy	frequency.		
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where	 n	 is	 a	 dimensional	 refractive	 index.	 Solutions	 of	 the	 form	
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Moreover,	 the	 positive	m	 condition	 leads	 to	 the	 well‐known	 criterion	 of	 Charney‐
Drazin	 [1961]	 (eq.(II.9))	 that	 expresses	 the	 conditions	 required	 for	 the	 vertical	
propagation	of	Rossby	waves.		














2) Westerlies	should	be	weaker	 than	a	critical	value	 that	depends	 inversely	on	 the	





From	applying	 the	Charney‐Drazin	criterion	 to	 the	 climatology	of	 the	 zonal	wind	 in	





the	 former.	Moreover,	due	to	 the	 lower	abrupt	 topography	and	 land‐sea	contrasts,	 the	
generation	 of	 planetary	 waves	 in	 the	 Southern	 Hemisphere	 is	 clearly	 reduced	 with	
respect	to	the	Northern	Hemisphere	[Andrews	et	al.,	1987].		
Thus,	 Rossby	 waves	 play	 a	 more	 relevant	 role	 in	 the	 northern	 extratropical	
stratosphere	 than	 in	 the	 southern	one.	 In	 fact,	 as	will	 be	 indicated	on	 the	next	 pages,	
quasi‐stationary	 Rossby	 waves	 strongly	 influence	 the	 extratropical	 stratospheric	









phenomena	 of	 stratospheric	 equatorial	 variability.	 As	 their	 name	 indicates,	 they	 are	











[Naujokat,	 1986].	 However,	 the	 phases	 of	 QBO	 are	 classified	 by	 several	 authors	







The	mechanisms	 responsible	 for	 the	 QBO	 involve	momentum	 transport	 associated	
with	 equatorial	 waves	 that	 propagate	 upward	 and	 interact	 with	 the	 basic	 flow	 in	 an	
internal	 two‐way	 feedback	process.	A	 further	description	of	 these	mechanisms	 can	be	
found,	among	others,	in	Plumb	[1984]	and	Gray	[2010].	
Above	5	hPa,	it	is	the	SAO	that	dominates	the	equatorial	variability	(Figure	II.7)	[Gray,	
2010].	 It	 shows	 the	maximum	amplitude	at	 the	equator	and	a	 latitudinal	half‐width	of	
about	25°	latitude.	Its	period	is	of	approximately	6	months	and	it	is	strongly	influenced	
by	 the	annual	 cycle	 [Andrews	et	al.,	1987].	 In	 this	 case,	 the	 involved	equatorial	waves	
are	those	that	can	propagate	through	the	QBO	winds	and	reach	the	area	affected	by	the	






on	 the	 extratropical	 flow.	 In	 particular,	 the	 QBO	 has	 been	 proven	 to	 modulate	 the	
propagation	of	planetary	waves	in	the	stratosphere	and	thus,	the	mid‐	to	high	latitudes	
stratospheric	 circulation.	 As	 explained	 next	 in	 Section	 II.5,	 this	 modulation	 plays	 an	





the	Northern	Annular	Mode	 (NAM),	which	 is	 also	 the	 leading	mode	 in	 the	wintertime	
troposphere	[Baldwin	and	Dunkerton,	1999,	2001].	The	NAM	has	usually	been	identified	
as	 the	 first	 empirical	 orthogonal	 function	 of	monthly‐mean,	 hemispheric	 geopotential	




representation	 of	 a	 zonally	 symmetric	mode	 [Wallace,	 2000],	 Baldwin	 and	Thompson	
recently	 proposed	 a	 new	 methodology	 based	 on	 daily	 zonally	 averaged	 geopotential	
[Baldwin	 and	 Thompson,	 2009].	 This	 formulation	 has	 been	 proven	 to	 detect	 more	
clearly	 the	 evolution	 of	 stratosphere‐troposphere	 coupling	 events	 than	 the	 previous	
ones.	
The	anomaly	structure	that	defines	the	NAM	in	the	stratosphere	is	composed	of	two	
centers	 of	 action	 of	 opposite	 sign,	 one	 over	 the	 polar	 cap	 and	 a	 second	 one,	 much	
weaker,	 located	 at	 mid‐latitudes,	 primarily	 over	 the	 Pacific	 [Baldwin	 and	 Dunkerton,	
1999]	 (Figure	 II.8	 upper	 row).	 Based	 on	 this,	 the	 stratospheric	 NAM	 index	 gives	 a	









North	 Atlantic	 Oscillation	 (NAO)	 [Walker	 and	 Bliss,	 1932].	 In	 the	 case	 of	 the	 Pacific	
basin,	 the	physical	 interpretation	of	the	AO	is	not	as	meaningful	as	in	the	Atlantic	one.	
This,	 together	 with	 the	 observed	 independence	 between	 the	 two	 subpolar	 centers	 of	











interaction	with	 the	 zonal	 flow	 have	 been	 shown	 to	 determine	 the	 northern	 annular	
variability,	 in	such	a	way	 that	changes	 in	 the	planetary	wave	sources	and	propagation	
modify	the	polar	vortex	state	[Hartmann	et	al.,	2000].		
Concerning	 the	 processes	 involved	 in	 the	 downward	 influence	 of	 the	 stratospheric	
NAM,	some	possible	mechanisms	have	been	proposed	since	the	first	identification	of	the	
association	between	the	NAM	pattern	in	the	troposphere	and	changes	in	the	strength	of	
the	polar	 vortex	by	Thompson	 and	Wallace	 [1998].	 Possible	 physical	mechanisms	 are	





in	 the	 downward	 influence	 of	 the	 stratospheric	 NAM,	 some	 concepts	 concerning	 the	
impact	of	stratospheric	anomalies	on	the	 troposphere	have	been	developed	 in	 the	 last	




One	of	 these	 regimes	 is	 related	 to	 an	undisturbed,	 strong	 and	anomalously	 cold	polar	
vortex.	 It	 corresponds	 to	 a	 positive	 NAM	 index	 and	 is	 known	 as	 stratospheric	 vortex	
intensification	[Limpasuvan	et	al.,	2005].	In	contrast,	a	negative	NAM	is	associated	with	a	
disturbed,	 weak	 and	 anomalously	 warm	 polar	 vortex.	 These	 events	 are	 known	 as	




According	 to	 the	 last	 explanation,	one	of	 the	most	 important	 extreme	events	of	 the	






by	 zonal	westerly	wind,	 peaking	 in	 the	polar	night	 jet	which	 is	 located	 approximately	






However,	 the	 mentioned	 wintertime	 configuration	 is	 disrupted	 in	 occasions	 by	 an	
increase	in	the	polar	stratospheric	temperature	that	leads	to	the	weakness	of	the	polar	
vortex	 [Andrews	 et	 al.,	 1987].	 This	 phenomenon	 is	 called	 stratospheric	warming	 and	
takes	place	every	year	by	the	end	of	winter	and	in	some	years	in	midwinter	as	well.	In	
1952	 Scherhag	 observed	 for	 the	 first	 time	 a	 phenomenon	 of	 this	 kind	 in	 midwinter.	
Based	 on	 its	 intensity	 and	 timing,	 the	 stratospheric	 warmings	 are	 classified	 into	
different	types	in	the	literature	[Labitzke,	1981b]:	
 Major	 stratospheric	warmings	 (MSWs):	 This	 type	 of	 stratospheric	warmings	
usually	 happens	 in	 January‐February	 and	 in	 the	 NH,	 as	 only	 one	 MSW	 (in	
2002)	has	been	observed	 in	 the	SH	since	Antarctic	 records	began	 in	 the	 late	
1950s	 [Roscoe	 et	 al.,	 2005].	 They	 consist	 in	 a	 reversal	 of	 the	 meridional	
temperature	 gradient	 poleward	 of	 60°N	 and	 a	 change	 of	 the	 polar	
stratospheric	 circulation,	 i.	 e.	 the	 breakdown	 of	 the	 polar	 vortex,	 which	 is	
reestablished	after	the	occurrence	of	these	events.	As	a	result	of	the	MSW,	the	
polar	 vortex	 is	 either	 displaced	 from	 the	 polar	 cap	 (vortex	 displacement)	 or	
split	 into	 two	parts	 of	 approximately	 the	 same	 size	 (vortex	 splitting)	 (Figure	
II.9a	 and	 b,	 respectively)	 [Labitzke	 and	Naujokat,	 2000].	 These	 two	 types	 of	
vortex	 breakups	 are	 associated	 with	 large	 amplitudes	 of	 longitudinal	 wave	
number	 1	 and	 2	 preceding	 the	 warming,	 respectively.	 Consequently,	 MSWs	












whole	 winter	 season	 and	 in	 both	 hemispheres.	 They	 consist	 of	 an	 abrupt	
increase	of	the	polar	stratosphere	temperature,	which	can	be	very	intense	too,	
but	it	does	not	result	in	a	reversal	of	the	westerly	circulation.		
 Canadian	 warmings	 (CWs)	 usually	 happen	 in	 November‐December.	 They	
originate	 through	 an	 anomalous	 strengthening	 of	 the	 stratospheric	 Aleutian	
anticyclone.	 CWs	may	 reverse	 the	meridional	 temperature	 gradient	 north	 of	
60°N	 and	 on	 some	 occasions,	 CWs	 can	 even	 briefly	 change	 the	 zonal	 wind	
direction	 over	 the	 polar	 cap,	 but	 they	 do	 not	 lead	 to	 a	 breakdown	 of	 the	
cyclonic	 polar	 vortex.	 Some	 authors	 have	 shown	 that	 CWs	 can	 be	 a	
stratospheric	 response	 to	 the	 establishment	 and	 variations	 of	 the	
climatological	east	Asian	low	in	the	troposphere	[Juckes	and	O’Neill,	1988].	
 Stratospheric	 final	 warmings	 (SFWs)	 take	 place	 every	 spring	 in	 both	
hemispheres.	They	mark	 the	 final	 transition	of	 zonal	winds	 from	wintertime	
westerlies	 to	 summertime	easterlies	at	high	 latitudes	 in	 the	stratosphere.	As	
















three	 phases:	 the	 prewarming,	 the	warming	 and	 the	 postwarming	 stage	 [Kodera	 and	
Chiba,	1995].	Other	authors	such	as	Limpasuvan	et	al.	[2004]	have	identified	more	steps	
in	the	life	cycle	of	MSWs,	but	they	can	be	embraced	in	the	aforementioned	three	phases.	









of	 the	zonal	 flow	and	warming	of	 the	polar	cap)	propagates	downward,	even	reaching	
tropospheric	 levels	 [Labitzke,	 1977,	 Limpasuvan	et	 al.,	 2004].	 The	 anomalous	upward	
propagation	of	the	wave	activity	decreases	due	to	the	existence	of	easterly	winds	in	the	
polar	 stratosphere	 and	 the	 polar	 vortex	 begins	 to	 recover	 from	upper	 levels.	 The	 last	
period	 is	 the	 postwarming	 stage	 and	 is	 also	 called	 the	 late	winter	 cooling,	 when	 the	
temperatures	of	the	upper	stratosphere	depend	only	on	radiative	processes,	as	no	wave	
energy	is	transported	to	those	levels	[Labitzke,	1981b].	






Charlton	 and	 Polvani	 [2007]	 have	 observed	 the	 preconditioned	 state	 of	 the	 PNJ	 only	
preceding	the	vortex	splitting	MSWs.		
The	minor	stratospheric	warmings	show	a	very	similar	evolution	to	that	of	MSWs	in	
many	respects	 [Labitzke,	1977].	 In	 fact,	 several	studies	have	suggested	that	major	and	
minor	warmings	are	different	manifestations	of	a	continuum	of	midwinter	stratospheric	
warmings	 [Yoden	et	 al.,	 1999;	Coughlin	 and	Gray,	2009].	However,	 some	studies	have	
shown	 that	 there	 are	 some	 differences	 in	 the	 ratio	 of	 the	 amplitudes	 of	 geopotential	
height	waves	1	and	2	between	major	and	minor	warmings	[Labitzke,	1977].	
Concerning	 the	 CWs,	 important	 differences	 are	 found	 with	 respect	 to	 MSWs.	 As	
indicated	before,	they	originate	from	an	intensification	of	the	stratospheric	Aleutian	high	
due	 to	 an	 enhancement	 of	 wavenumber‐1	 wave	 activity.	 The	 intensified	 anticyclonic	
circulation	 moves	 eastward	 and	 displaces	 the	 cold	 stratospheric	 polar	 vortex	 center	





lower	 stratosphere.	 In	 contrast,	 the	 rest	 of	 winter	 warmings	 peak	 in	 the	 upper	
stratosphere	and	then,	propagate	downward.		
In	 the	case	of	 the	SFWs,	Black	et	al.	 [2006]	and	Black	and	McDaniel	 [2007]	 found	a	
similar	 evolution	 to	 that	 observed	 for	 the	MSWs,	with	 the	 largest	 deceleration	 of	 the	
mean	 flow	 at	 stratospheric	 levels	 that	 descends	 reaching	 the	 troposphere.	 Moreover,	
these	 events	were	 also	 preceded	 by	 anomalous	wave	 driving	 associated	with	 upward	
propagating	 tropospheric	waves	as	 in	 the	other	warmings.	However,	 some	differences	




the	 subsequent	 autumn,	MSWs	 are	 followed	 by	 an	 intense	 and	 cold	 polar	 vortex	 (the	
aforementioned	 late	 winter	 cooling).	 Additionally,	 radiative	 processes	 are	 also	 very	








The	 first	 dynamical	model	 of	 stratospheric	warmings	was	 proposed	 by	Matsuno	 in	
1971,	based	on	 the	baroclinic	 instability	of	 the	polar	night	 jet	 in	 the	 zonally	 averaged	
winter	stratospheric	flow.	Although	other	models	have	been	suggested	after	Matsuno’s,	
all	are	generalizations	of	it	[Andrews	et	al.,	1987].		
Matsuno’s	 model	 explains	 stratospheric	 warmings	 by	 the	 interaction	 of	 upward	
propagating	planetary	waves	with	the	zonal‐mean	flow.	As	indicated	in	Section	II.4,	most	
planetary	waves	are	generated	in	the	troposphere	and	propagate	into	the	stratosphere.	
They	 establish	 a	 meridional	 circulation,	 where	 upward	 displaced	 air	 parcels	 move	
towards	 the	 equator	 and	 downward	 displaced	 ones	 move	 towards	 higher	 latitudes.	
Thus,	 the	mean	 upward	motion	 is	 induced	 by	 the	 convergence	 of	 heat	 flux	 at	 higher	
latitudes	and	downward	motion	at	lower	latitudes.	Vertical	motions	accelerate	the	mean	
flow.	 In	particular,	warmings	are	usually	associated	with	easterly	accelerations	on	 the	
higher	 latitude	 side	 at	 the	 leading	 edge	of	waves	or	on	 a	 critical	 surface,	 if	waves	 are	
incident	 on	 it.	 This	 transport	 of	 eddy	heat	 and	momentum	 flux	 by	planetary	waves	 is	
responsible	for	the	warming	of	the	polar	air	and	the	deceleration	of	the	westerly	mean	
flow	[Matsuno,	1971].	
In	winter,	 forced	stationary	waves	of	moderate	 intensity	are	 the	most	predominant	
disturbances	in	the	boreal	polar	stratosphere,	controlling	the	atmospheric	circulation	in	
that	 region.	Due	 to	 their	 low	 intensity,	 they	 are	 refracted	 towards	 the	 equator,	 as	 the	
polar	 night	 jet	 acts	 as	 a	 barrier	 for	 planetary	 wave	 propagation.	 As	 a	 result,	 waves	
accelerate	 tropical	 stratospheric	mean	 flow,	by	depositing	easterly	momentum,	but	 as	
their	 intensity	 is	weak,	 there	 is	 not	 a	 significant	 result	 [Matsuno,	 1971].	 However,	 in	
some	 cases,	 an	 anomalously	 high	 upward	 propagation	 of	 planetary	 wave	 activity	 is	
injected	into	the	stratosphere.	Under	these	conditions,	the	polar	night	jet	weakens,	what	
allows	planetary	waves	to	propagate	upward	at	higher	latitudes.	The	zonal	flow	at	those	
levels	 where	 waves	 deposit	 the	 momentum	 flux	 decelerates	 and	 even	 reverses	 from	






This	 is	 the	most	 accepted	 dynamical	model	 that	 explains	 the	 generation	 of	 winter	
stratospheric	 warmings.	 Some	 generalizations	 of	 it	 have	 been	 made	 later,	 but	 the	
essential	idea	has	not	been	changed.	Nevertheless,	some	important	questions	remain	to	
be	 answered.	 For	 instance,	 the	 mechanisms	 causing	 the	 anomalous	 increase	 in	 the	
tropospheric	 wave	 activity	 are	 still	 unknown.	 Some	 authors	 have	 identified,	 prior	 to	
some	MSWs,	the	existence	of	free	external	Rossby	waves	that	show	westward	travelling	
components	 between	 stratosphere	 and	 troposphere	 and	 an	 amplitude	 increase	 with	
height	 [Naujokat	 et	 al.,	 2002;	 Nishii	 et	 al.,	 2009].	 These	 free	 waves	 cannot	 influence	
directly	the	mean	flow,	but	they	can	interact	with	quasi‐stationary	waves,	resulting	in	an	
amplification	of	the	latter	that,	in	turn,	will	impact	on	the	mean	flow.	Actually,	in	a	recent	
study,	 Garfinkel	 et	 al.	 [2010]	 have	 shown	 that	 the	 best	 and	 most	 effective	 way	 of	
enhancing	 the	 planetary	 wave	 pattern	 is	 obtained	 when	 regional	 tropospheric	
anomalies	 are	 collocated	 in	 phase	 with	 the	 climatological	 planetary	 wave	 pattern.	
Different	phenomena	 seem	 to	be	 related	 to	 this	 enhancement	of	 planetary	waves,	 but	
the	detailed	trigger	processes	of	these	free	Rossby	waves	are	still	unclear.	
One	 of	 these	 structures	 that	 have	 been	 proven	 to	 be	 associated	 with	 an	 abrupt	
increase	 in	 the	 upward	 wave	 activity	 prior	 to	 MSWs	 are	 the	 blocking	 events.	 These	
phenomena	describe	anticyclonic	anomalies	in	the	tropospheric	pressure	field	that	are	
persistent	for	several	days	to	weeks	and	may	block	the	usually	prevailing	westerlies	and	
midlatitude	 storms	 [e.g.,	 Tyrlis	 and	 Hoskins,	 2008].	 While	 some	 early	 work	 revealed	
single	examples	of	MSWs	that	were	preceded	by	tropospheric	blockings	[e.g.,	Julian	and	
Labitzke,	 1965;	 Quiroz,	 1986],	 some	 authors	 have	 confirmed	 more	 recently	 that	 the	
presence	 of	 blockings	 modifies	 tropospheric	 planetary	 waves	 in	 a	 way	 that	 it	 can	
influence	the	onset	and	even	the	type	of	MSWs	[Nishii	and	Nakamura,	2004;	Martius	et	




Figure	 II.10	 illustrates	 an	example	of	 a	blocking	over	 the	east	Pacific	 coast	 some	days	
before	the	MSW	of	24	January	2009.		
	




Other	studies	have	 identified	another	 tropospheric	 structure	 linked	 to	an	 increased	
upward	propagation	of	stationary	wave	fluxes.	This	structure	consists	of	a	geopotential	
height	anomaly	dipole	across	the	northern	part	of	the	Eurasian	continent,	which	is	seen	
as	a	signature	of	 the	effect	of	 the	eastern	Eurasian	snow	cover	 [e.g.:	Cohen	et	al,	2007;	
Orsolini	and	Kvamstø,	2009;	Kolstad	and	Charlton‐Perez,	2010;	Garfinkel	et	al.,	2010].		
Another	 potential	 driving	 mechanism	 for	 MSWs	 is	 related	 to	 the	 El	Niño‐Southern	
Oscillation	(ENSO).	Some	work	has	linked	El	Niño	events	to	warm	polar	stratosphere	in	
midwinter	 and	 thus,	 to	 the	 occurrence	 of	 MSWs	 [e.g.:	 van	 Loon	 and	 Labitzke,	 1987;	
Manzini	 et	 al.,	 2006;	 García‐Herrera	 et	 al.,	 2006].	 This	 relationship	 is	 based	 on	 the	
excitation	of	 the	Pacific	North	American	pattern	(PNA)	by	ENSO	events	 [e.g.:	Garfinkel	
and	 Hartmann,	 2008].	 In	 the	 positive	 phase	 of	 this	 pattern,	 associated	 with	 El	 Niño	
events,	 a	 strengthening	 of	 the	 tropospheric	 Aleutian	 low	 is	 observed	 that	 leads	 to	 an	
amplification	 of	 the	 mid‐	 to	 high	 latitude	 tropospheric	 geopotential	 stationary	
wavenumber‐1	(one	example	of	 this	 is	shown	in	Figure	II.11)	[Taguchi	and	Hartmann,	
2006;	 Garfinkel	 and	 Hartmann,	 2008].	 The	 enhanced	 wavenumber‐1	 wave	 activity	
propagates	 into	 the	 stratosphere	 causing	 the	 weakening	 of	 the	 polar	 vortex,	 and,	 in	











the	 QBO	 is	 associated	 with	 a	 warm	 and	 weak	 polar	 stratospheric	 circulation	 at	 high	




polar	 winters	 (the	 so‐called	 Holton‐Tan	 relationship). This	 relation	 is	 explained	 by	






Later	 and	 using	 longer	 datasets	 than	 the	 previous	 authors,	 Labitzke	 and	 van	 Loon	
[1988]	 and	van	Loon	and	Labitzke	 [2000]	 concluded	 that	 the	 solar	 cycle	modifies	 the	
QBO	 influence	 in	 the	 NH	 stratospheric	 extratropics	 in	 winter,	 with	 warmer	 polar	
temperatures	 being	more	 likely	 to	 occur	 under	 solar	minimum	 conditions	 during	 the	
QBO	east	phase	and	under	solar	maximum	conditions	during	the	QBO	west	phase.	The	
mechanisms	related	to	this	possible	interaction	are	not	clear	and	two	main	routes	have	
been	 proposed:	 the	 “polar”	 one,	 consisting	 of	 a	 change	 in	 polar	 stratospheric	
temperatures	that	would	modify	the	propagation	of	planetary	waves	and	as	a	result	the	
subtropical	 upper	 stratosphere	 [Kodera	 and	 Kuroda,	 2002];	 and	 a	 direct	 “equatorial”	
route,	 based	 on	 temperature	 and	wind	 changes	 associated	with	 the	 solar	 cycle	 in	 the	
upper	stratosphere	that	would	affect	the	descent	rate	of	the	QBO	[Pascoe	et	al.,	2005].	
Additionally,	 Pascoe	 et	 al.	 [2006]	 found	 that	 the	 variability	 in	 the	 equatorial	
stratosphere	(QBO	and	SAO)	also	has	influence	on	the	timing	of	midwinter	stratospheric	
warmings.	Nevertheless,	there	is	still	much	uncertainty	in	this	topic,	as	exceptions	have	
been	 observed	 to	 the	 mentioned	 pattern	 of	 QBO‐solar	 cycle	 modulation	 of	 polar	
stratospheric	variability,	particularly	in	recent	years,	e.g.	in	the	2008/09	winter.		










last	 decades,	 evidence	 of	 a	 possible	 impact	 of	 stratospheric	 warmings	 on	 the	
tropospheric	circulation	has	also	been	given.	As	anticipated	some	pages	before,	Baldwin	
and	 Dunkerton	 [1999,	 2001]	 showed	 that	 stratospheric	 anomalies	 associated	 with	
extreme	 polar	 vortex	 events	 (extreme	 AO	 events)	 progress	 downward	 in	 the	


















al.,	 2004;	 Nakagawa	 and	 Yamazaki,	 2006;	 Charlton	 and	 Polvani,	 2007;	 Kuroda,	 2008;	
Gerber	et	al.,	2009].	For	 instance,	Thompson	et	al.	 [2002]	found	a	connection	between	
weak	 vortex	 events	 and	 surface	 weather,	 characterized	 by	 cold	 air	 flow	 over	 North	
America	 and	Northern	Europe.	 Latter,	Nakagawa	 and	Yamazaki	 [2006]	 identified	 that	
only	the	signal	of	midwinter	stratospheric	warmings	preceded	by	an	enhanced	upward	




between	 the	 results	 of	 these	 two	 studies	 can	 be	 at	 least	 partially	 explained	 by	 the	
criterion	 used	 to	 identify	 the	 occurrence	 of	 a	winter	 stratospheric	warming.	Whereas	
Nakagawa	 and	 Yamazaki	 used	 a	 criterion	 based	 on	 the	 increase	 of	 the	 polar	
stratospheric	 temperature,	 Charlton	 and	 Polvani	 imposed	 the	 reversal	 of	 the	
circumpolar	 circulation,	 which	 is	 only	 related	 to	 MSWs.	 In	 addition,	 Kuroda	 [2008]	





The	 amplitude	 of	 the	 tropospheric	 response	 to	 MSWs	 was	 assessed	 by	 Gerber	 et	 al.	
[2009],	who	pointed	 out	 that	 it	 is	 very	 sensitive	 to	 the	depth	 of	MSWs,	 conferring	 an	
active	 role	 to	 the	 stratosphere	 in	 the	 troposphere‐stratosphere	 coupling,	 even	 though	
the	 initial	 signal	 (i.e.	 the	 upward	 propagating	 planetary	 wave	 that	 triggers	 MSWs)	 is	
forced	from	below.		
Based	 on	 the	 mentioned	 connection	 between	 MSWs	 and	 surface	 weather,	 some	
authors	 have	 taken	 advantage	 of	 the	 analysis	 of	 NAM	 anomalies	 in	 the	 lower	
stratosphere	to	improve	the	skill	of	medium	term	weather	forecast	[e.g.:	Baldwin	et	al.,	
2003;	Christiansen,	2005;	Jung	and	Barkmeijer,	2006]	
On	 the	 other	 hand,	 a	 downward	 influence	 of	 MSWs	 has	 also	 been	 seen	 on	 the	
phenomena	that	have	been	identified	as	precursors	of	stratospheric	warmings.	Labitzke	
[1965]	 and	 Woollings	 et	 al.	 [2010]	 have	 found	 some	 indications	 of	 stratospheric	




In	 the	 case	 of	 SFWs,	 Black	 et	 al.	 [2006]	 and	 Black	 and	 McDaniel	 [2007]	 obtained	
similar	 tropospheric	 patterns	 after	 these	 events	 to	 those	 found	 following	 MSWs.	
However,	some	structural	discrepancies	between	each	other	were	found.	In	particular,	
the	pattern	associated	with	SFW	 is	 retracted	northward	 in	comparison	with	canonical	
NAM	patterns.	These	differences	 led	 the	authors	 to	 think	that	some	discrepancies	also	
exist	 in	 the	 involved	processes	 in	 the	 troposphere‐stratosphere	 coupling	during	SFWs	
and	 MSWs.	 In	 a	 later	 study,	 Black	 and	 McDaniel	 [2009]	 found	 that	 whereas	 the	
development	 and	onset	 of	MSWs	 are	dominated	by	 the	 stratospheric	NAM	variability,	
SFWs	are	controlled	by	two	variability	modes:	the	stratospheric	NAM	and	the	so‐called	








In	 the	 last	 decades,	 a	 possible	 relationship	 has	 been	 found	 between	 an	 increase	 in	
GHG	 concentrations	 and	 a	 raise	 in	 tropospheric	 temperatures	 (Figure	 II.13)	 [IPCC,	
2007].	This	relationship	is	explained	by	the	fact	that	high	levels	of	GHG	concentrations,	






However,	 the	 effects	 of	 increasing	 GHG	 concentrations	 are	 not	 limited	 to	 the	
troposphere,	but	they	also	have	an	impact	on	the	stratosphere	[Fels	et	al.,	1980].	As	the	
absorption	 of	 IR	 radiation	 is	 greater	 in	 the	 lower	 atmosphere,	 most	 of	 the	 outgoing	
infrared	 radiation	 is	 trapped	 there.	 Hence,	 only	 a	 small	 amount	 of	 the	 IR	 radiation	
reaches	upper	levels.	Moreover,	CO2	of	those	higher	levels	emits	heat	radiation,	which	is	
larger	than	the	energy	received	from	below	and	so,	there	is	a	net	energy	loss	from	the	
stratosphere,	 which	 leads	 to	 the	 stratospheric	 cooling.	 On	 the	 other	 hand,	 the	
anthropogenic	 emission	 of	 ozone‐depleting	 substances	 (such	 as	 CFCs)	 along	with	 this	
stratospheric	cooling	reinforces	the	cooling	at	this	atmospheric	 layer,	as	the	extremely	
low	 temperatures	 favor	 the	 creation	 of	 polar	 stratospheric	 clouds,	 on	 the	 surfaces	 of	
which	photochemical	 reactions	 result	 in	 ozone	depletion	 [Newman,	 2010].	Due	 to	 the	
cooling	 of	 winter	 polar	 stratosphere,	 the	 meridional	 temperature	 gradient	 would	
intensify	and	according	to	the	thermal	wind	balance,	the	zonal	wind	as	well.	Finally,	as	a	
result,	 the	 polar	 vortex	 would	 strengthen.	 Another	 consequence	 of	 the	 winter	





et	 al.,	 2009].	 A	 tendency	 of	 the	 polar	 vortex	 towards	 a	 longer	 persistence	 in	 the	 last	
decades	has	also	been	detected	[e.g.:	Offermann	et	al.,	2003	and	2004;	Langematz	and	
Kunze,	 2006].	 However,	 in	 most	 cases	 these	 trends	 are	 not	 statistically	 significantly	
different	 from	 zero,	 particularly	 in	 winter	 and	 spring,	 due	 to	 the	 high	 interannual	
dynamical	variability	in	these	seasons	[Langematz	and	Kunze,	2006;	Randel	et	al.,	2009].		
As	already	explained	 in	 this	 chapter,	not	only	do	radiative	processes	determine	 the	
stratospheric	 circulation,	 but	 also	 dynamical	 mechanisms	 play	 a	 relevant	 role.	
Concerning	 these	mechanisms,	 several	 studies	 have	 already	 shown	 an	 increase	 in	 the	
upward	 propagating	 wave	 activity	 due	 to	 climate	 change	 [e.g.:	 Sigmond	 et	 al.,	 2004;	
Haklander	 et	 al.,	 2008;	 Garcia	 and	 Randel,	 2008;	 Winter	 and	 Bourqui,	 2010].	 The	
enhanced	wave	activity	would	imply	a	more	perturbed	and	thus,	warmer	polar	vortex	in	


















resolving	 models	 do	 not	 show	 a	 coherent	 picture	 of	 stratospheric	 change.	 This	
uncertainty	also	affects	 the	projections	of	possible	changes	 in	stratospheric	warmings.	
Thus,	since	the	earliest	study	of	 these	potential	 future	changes	by	Rind	et	al.	 [1990],	a	
wide	 range	 of	 conclusions	 have	 been	 drawn	 from	 different	 analyses	 performed	 with	
GCMs,	AOGCMs	and	more	recently,	CCMs.	Rind	et	al.	found	an	increase	of	stratospheric	






change	 [e.g:	 Butchart	 et	 al.,	 2000;	McLandress	 and	 Shepherd,	 2009b].	 The	mentioned	






simulation	of	 surface	 climate	variations	 in	 the	 last	decades,	 in	particular,	 in	 the	North	
Atlantic	sector	[e.g.:	Scaife	et	al.,	2005].	In	this	sense,	Scaife	et	al.	[2011]	have	found	very	















climatological	 studies.	The	 longer	 this	dataset	 is,	 the	more	robustness	 in	 the	results	 is	
obtained.	However,	the	computational	cost	associated	with	their	production	determines	
strongly	the	number	of	years	reanalyzed	in	this	type	of	datasets.		
The	 atmospheric	 reanalyses	 consist	 of	 simulation	 outputs	 that	 take	 into	 account	
observations	 and	 background	 information.	 Observations	 comprise	 different	 types	 of	
variables	and	measurements	(e.g.,	from	aircrafts,	ships,	ocean‐buoys,	radiosonde	ascents	
or	 satellite‐borne	 instruments)	 and	 they	 are	 usually	 assimilated	 every	 6	 hours.	 The	
background	 information	 comes	 from	 a	 short‐range	 forecast.	 In	 each	 time	 step,	 both,	
observations	 and	 background	 information,	 are	 combined	 to	 provide	 an	 accurate	
representation	of	the	atmosphere	at	that	particular	time	(e.g.:	00,	06,	12	or	18	UTC).	This	
atmospheric	 representation	 is	 called	 analysis	 or	 rather	 “reanalysis”	 when	 the	 model	
used	is	not	the	operational	one	but	that	established	to	generate	the	reanalysis	dataset.	




European	 ERA‐40	 and	 ERA‐Interim,	 the	 American	 NCEP/NCAR	 reanalysis	 or	 the	
Japanese	JRA‐25.	In	this	study,	data	from	ERA‐40	and	NCEP/NCAR	reanalysis	have	been	
used,	 since	 they	 cover	 the	 longest	 periods,	 from	September	1957	 to	August	2002	and	
from	 1948	 until	 present,	 respectively.	 Both	 reanalyses	 use	 a	 three‐dimensional	
variational	 system	 (3D‐Var)	 in	 the	 data	 assimilation	 process	 and	 they	 produce	
reanalyzed	data	for	the	main	synoptic	hours,	i.e.,	00,	06,	12	and	18	UTC.		
Despite	 the	 mentioned	 advantages	 that	 reanalyses	 have,	 some	 disadvantages	 and	
problems	have	been	also	documented	 in	 literature	 [e.g.:	Trenberth	et	al.,	2001].	These	
are	related	to	deficiencies	in	technical	choices	and	the	observing	system,	and	constitute	
a	 source	 of	 small	 inhomogeneities	 in	 the	 output	 [Santer	 et	 al.,	 2004].	 The	 first	 ones	
correspond	 to	 problems	 in	 the	 physics	 and	 resolution	 of	 numerical	 model,	 the	
techniques	employed	to	adjust	for	biases	in	the	observational	data	and	the	properties	of	
the	 data	 assimilation	 system.	 The	 problems	 in	 the	 assimilated	 data	 regard	
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inhomogeneities	 due	 to	 temporal	 differences	 in	 their	 availability,	 distribution	 and	
quality.	 In	 particular,	 the	 most	 important	 concern	 refers	 to	 the	 introduction	 of	
information	 derived	 from	 satellites	 in	 the	 second	 half	 of	 the	 reanalyzed	 period,	 i.e.	 in	
November	1978	in	the	case	of	NCEP/NCAR	reanalysis	and	in	1979	in	ERA‐40	[Kalnay	et	
al.,	 1996	 and	 Uppala	 et	 al.,	 2005,	 respectively].	 The	 enumerated	 deficiencies	 affect	
reanalysis	 products,	 leading,	 in	 some	 cases,	 to	 some	 fictitious	 results	 derived	 from	





On	 the	 other	 hand,	 NCEP/NCAR	 reanalysis	 and	 ERA‐40	 also	 show	 differences	
between	them	in	the	observational	data	and	in	the	data	assimilation	that	 lead	to	some	
discrepancies	 in	 their	 output.	 For	 instance,	 some	 differences	 have	 been	 found	 by	
Labitzke	and	Kunze	[2005]	in	their	comparison	of	stratospheric	temperatures	over	the	
Arctic	 among	 the	 two	 reanalyses	 and	 the	 Freie	Universität	 Berlin	 (FUB)	 stratospheric	
analyses.	FUB	analyses	can	be	considered	as	observations	as	they	are	closely	 linked	to	
radiosonde	 measurements.	 However,	 in	 the	 case	 of	 the	 wintertime,	 even	 though	
NCEP/NCAR	reanalysis	and	ERA‐40	are	not	strictly	identical,	no	relevant	discrepancies	
in	 their	 output	 have	 been	 found	 in	 the	 polar	 stratosphere	 [e.g.:	 Labitzke	 and	 Kunze,	
2005;	Rico	et	 al.	 2008].	 Concerning	 the	phenomenon	 issue	of	 this	work,	 stratospheric	
warmings,	certain	studies	have	shown	that	both	reanalyses	can	reproduce	these	events	





The	 ERA‐40	 reanalysis	 was	 produced	 by	 the	 European	 Center	 for	 Medium‐Range	
Weather	 Forecasts	 (Reading,	 UK).	 Its	 data	 assimilation	 model	 has	 a	 T159	 horizontal	
resolution	in	spectral	space	(i.e.	around	1.125°	x	1.125°	in	lat‐lon)	and	60	vertical	levels	
spanning	 from	 1000	 hPa	 to	 0.1	 hPa	 as	 Figure	 III.1.a	 shows	 [Uppala	 et	 al.,	 2005].	 As	
indicated	above,	this	reanalysis	covers	the	period	from	September	1957	to	August	2002.	
More	 information	 about	 ERA‐40	 can	 be	 found	 in	 Uppala	 et	 al.	 [2005]	 and	 is	 also	
available	from	http://www.ecmwf.int/research/era/do/get/era‐40.	
In	 this	 study,	monthly	 and	 daily	mean	ERA‐40	 data	 of	 different	 atmospheric	 fields,	
such	as	geopotential,	 temperature	or	winds	have	been	used.	They	have	been	retrieved	
from	 the	 webpage	 http://data‐portal.ecmwf.int/data/d/era40_daily/.	 This	 webpage	
offers	monthly	mean	 and	 6‐hourly	 data.	Daily	mean	 data	 have	 been	 computed	 in	 this	













Centers	 for	 Environmental	 Prediction/National	 Center	 for	 Atmospheric	 Research	 from	
United	States	of	America	[Kalnay	et	al.,	1996].	It	initially	covered	the	period	1957‐96	and	




solve	 this	problem,	 the	data	 corresponding	 to	 the	 first	period	were	 forecasted	 for	 the	
synoptic	 times	 and	 then,	 the	 assimilation	 process	 took	 only	 these	 forecasted	 values,	
which	also	were	used	to	compute	the	daily	time	series	and	monthly	means.		
Concerning	 the	spatial	 resolution,	 the	data	assimilation	model	has	a	T62	horizontal	
resolution	(around	2°	x	2°	in	lat‐lon),	thus	a	lower	horizontal	resolution	than	the	ERA‐40	
one	(T62	vs	T159).	In	the	vertical,	 the	model	extends	only	up	to	3	hPa,	showing	fewer	






used	 in	 this	 study,	 which	 have	 been	 retrieved	 from	 the	 webpage	
http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html.	 The	 available	












different	 types	of	models	 that,	 in	all	 cases,	 can	realistically	 simulate	 the	climate	 in	 the	
troposphere	and	stratosphere.		
It	 is	 important	 to	 highlight	 that	 most	 of	 these	 model	 simulations	 correspond	 to	
experiments	 that	 have	 been	 carried	 out	 according	 to	 the	 specifications	 made	 by	 the	
Chemistry	 Climate	 Model	 Validation	 (CCMVal)	 initiative	 of	 the	 WMO	 Stratospheric	
Processes	 and	 their	 Role	 in	 Climate	 (SPARC)	 project	 [Eyring	 et	 al.,	 2008].	 CCMVal	
simulations	have	been	performed	in	support	of	ozone	and	climate	assessments	and	they	
have	been	also	useful	to	evaluate	different	coupled	Chemistry‐Climate	Models	(CCM).	In	
this	 study,	 the	CCM	used	 is	 the	EMAC	model	 (described	below).	The	CCMVal	 initiative	
proposed	 different	 simulations	 to	 allow	 the	 scientific	 community	 to	 achieve	 the	
aforementioned	 aims.	 One	 of	 these	 proposed	 simulations	 is	 a	 time‐slice	 experiment	
performed	under	constant	present‐day	conditions	and	designed	to	evaluate	the	models	
against	 observations	 (known	 as	 CCMVal	 REF‐B0).	 The	 CCMVal	 REF‐B1	 is	 a	 “past”	
transient	 simulation,	 forced	 by	 observations	 and	 designed	 to	 determine	 how	well	 the	
models	 can	 reproduce	 the	 recent	 past	 climate	 from	 1960.	 Additionally,	 a	 group	 of	
scenario	 experiments	 has	 been	 performed	 to	 determine	 the	 future	 evolution	 of	
stratospheric	ozone	and	climate	due	to	an	increase	of	GHG	concentrations	(SCN‐B2c	and	
SCN‐B2d).	








used:	 one,	 a	 transient	 simulation	 run	 with	 a	 CCM	 and	 the	 other	 one,	 under	 constant	
present‐day	conditions	 run	with	 two	different	models.	The	details	 of	 these	 simulations	
are	described	next.		
i.	Transient	simulation	(EMAC	CCMVal	REF‐B1)	
The	 output	 of	 a	 transient	 simulation	 for	 the	 recent	 past	 used	 in	 this	 study	 were	
obtained	 with	 the	 state‐of‐art	 modular	 ECHAM	 Atmospheric	 Chemistry	 (hereafter	
EMAC)	 model	 developed	 at	 Max‐Planck‐Institute	 for	 Chemistry	 [Jöckel	 et	 al.,	 2006].	
EMAC	is	composed	of	the	ECHAM5	(version	5.3.01)	general	circulation	model	[Röckner	
et	 al.,	 2006]	 and	 coupled	 to	 an	 interactive	 chemistry	module	 (MECCA)	 [Sander	 et	 al.,	
2005]	and	other	submodels	by	the	MESSy	(version	1.6)	interface	structure.	EMAC	has	a	
T42	horizontal	resolution	in	spectral	space,	which	corresponds	approximately	to	2.8°	x	
2.8°	 in	grid	point	 space,	and	90	 layers,	 resolving	 the	 full	 stratosphere	and	most	of	 the	
mesosphere	from	the	Earth	surface	up	to	0.01	hPa	(about	80	km).	
The	CCMVal	REF‐B1	simulation	(hereafter	REF‐B1)	is	a	41‐year	transient	simulation	
of	 the	 recent	 past	 (1960‐2000)	 with	 2	 years	 of	 spin‐up	 prior	 to	 1960	 following	 the	
specifications	 for	natural	and	anthropogenic	 forcings	given	by	 the	CCMVal	 initiative	of	




concentrations	 (SICs)	 are	 prescribed	 as	monthly	mean	 boundary	 conditions	 following	




from	 the	 Intergovernmental	Panel	 on	Climate	Change	 Third	 Assessment	 Report	 [IPCC,	
2001]	and	from	NOAA	observations	for	the	period	1997‐2000.	Surface	mixing	ratios	of	
ozone	 depletion	 substances	 (ODS)	 are	 taken	 from	 Table	 8‐5	 of	WMO	 [2007].	 Data	 of	














constant	 present‐day	 conditions.	 One	 of	 these	 models	 is	 a	 chemistry‐climate	 model	
(EMAC	 in	EMAC‐FUB	configuration)	and	 the	other	one	 is	 a	 coupled	atmosphere‐ocean	






surface	 to	 80	 km)	 and	 using	 the	 improved	 shortwave	 radiation	 parameterization	 of	
Nissen	et	al.	[2007].	
In	 this	 case,	 the	 constant	 present‐day	 conditions	 simulation	 corresponds	 to	 the	
CCMVal	 REF‐B0	 simulation	 (hereafter	 REF‐B0)	 mentioned	 before.	 Following	 the	
recommendations	 for	 natural	 and	 anthropogenic	 forcings	 by	 the	 CCMVal	 initiative	 of	
SPARC	project,	REF‐B0	simulation	is	a	55‐year	time‐slice	experiment	that	has	been	run	
for	 constant	 values	 corresponding	 to	 the	 year	 2000	 [Eyring	 et	 al.,	 2008].	 This	
experiment	 is	 composed	 of	 three	 simulations	 of	 similar	 size	 (two	 of	 them	 integrated	
over	20	annual	cycles	and	the	third	one	over	15)	that	have	separate	starts	and	2	years	of	
spin‐up.	 In	 this	 PhD	 thesis,	 the	 three	 simulations	 are	 considered	 together	 as	 one	
experiment	of	55	years,	given	that	the	only	difference	among	the	three	runs	is	related	to	
a	diagnostics	and	does	not	affect	atmospheric	fields	used	in	this	thesis.		





As	 for	 the	 trace	species	concentrations	and	precursors,	 concentrations	of	GHGs	and	









Simulation	 from	 a	 coupled	 atmosphere‐ocean	 general	 circulation	 model	
(EGMAM)	
The	 second	 model	 used	 to	 analyze	 stratospheric	 warmings	 in	 a	 simulation	 under	
constant	 present‐day	 conditions	 is	 a	 coupled	 atmosphere‐ocean	 general	 circulation	





The	 atmospheric	 component	 of	 EGMAM	 is	 the	 ECHAM4	 general	 circulation	 model	
[Röckner	et	al.,	1996]	that	has	been	extended	up	to	0.01	hPa	(~	80	km	altitude)	and	its	
number	 of	 levels	 has	 been	 increased	 from	 19	 to	 39	 in	 order	 to	 be	 able	 to	 study	 the	
stratosphere	[Manzini	and	McFarlane,	1998].	Moreover,	it	includes	the	processes	in	the	
full	 stratosphere,	 which	 allows	 for	 studying	 the	 dynamical	 coupling	 between	 the	
stratosphere	and	troposphere.	The	EGMAM	horizontal	resolution	is	T30.		
In	the	present	study,	a	300‐yr	control	simulation	performed	under	constant	present	
day	 conditions	with	EGMAM	has	been	used.	Values	of	 total	 solar	 irradiance	as	well	 as	
concentrations	 of	 well‐mixed	 greenhouse	 gases	 have	 been	 set	 to	 values	 for	 the	 year	
1990.	 A	 zonal‐mean	 climatological	 ozone	 distribution	 has	 been	 prescribed.	 The	 initial	
conditions	 for	 the	 simulation	 were	 taken	 from	 a	 long	 control	 simulation	 that	 was	
performed	with	ECHO‐G	under	constant	present‐day	conditions.	After	a	spin‐up	of	250	
years,	 which	 was	 necessary	 to	 reach	 a	 quasi‐equilibrium	 with	 respect	 to	 the	 ocean	
circulation	 and	 near	 surface	 temperature,	 the	 model	 was	 integrated	 for	 another	 300	
years	[Spangehl	et	al.,	2010].		
It	 is	 important	 to	remark	 that,	due	 to	 the	huge	size	of	 the	datasets	required	 for	 the	
analyses,	the	subset	of	years	2200‐2299	(denoted	as	2200’s)	was	analyzed	in	detail	first	
and	defined	as	the	reference	period.	Then,	the	same	analyses	have	been	repeated	for	the	






The	 transient	 simulation	 has	 been	 performed	 for	 a	 future	 scenario,	 known	 as	
“scenario	 2d”	 (SCN‐B2d,	 but	 denoted	 as	 SCN2d	 in	 this	 PhD	 thesis),	 following	 the	
specifications	 by	 the	 CCMVal	 initiative	 for	 forcings	 by	 halogens,	 greenhouse	 gases	
(scenario	 A1b,	 Figure	 III.2)	 and	 volcanic	 aerosols	 as	 well	 as	 natural,	 solar	 and	 QBO	
variability	 [Eyring	 et	 al.,	 2008;	 Eyring	 et	 al.,	 2010].	 Transient	 SSTs	 and	 sea‐ice	
42 
 
distributions	 are	 taken	 from	 a	 coupled	 AOGCM	 (ECHAM5‐MPIOM)	 integration	 and	
prescribed	to	EMAC‐FUB.		
In	order	to	isolate	the	effect	of	climate	change	on	stratospheric	warmings	from	other	
factors,	 the	 same	 analyses	 have	 been	 carried	 out	with	 a	 “Non‐Climate	 Change”	 (NCC)	
scenario	 simulation	CCMVal.	 This	 scenario	 simulation	 is	 known	 as	SCN‐B2c	 (hereafter	



























































































































































interpret	 the	 results.	 As	 this	 study	 is	 focused	 on	 climate	 variability	 research,	most	 of	
these	tools	handle	with	anomalies	and	climatological	 fields.	Hence,	a	definition	of	both	
concepts	 is	 needed	 before	 starting	 with	 the	 description	 of	 each	 tool.	 Actually,	 any	
atmospheric	field	can	be	decomposed	into	two	components:	anomalies	and	climatology.	
While	 the	 climatology	 is	 defined	 as	 the	 time	 mean	 of	 the	 field	 in	 a	 certain	 period,	





warmings	 and	 their	 central	 date.	 In	 Section	 IV.2,	 dynamics	 tools	 are	 described	 and	
techniques	 to	 filter	 data	 are	 explained	 in	 Section	 IV.3.	 Section	 IV.4	 focuses	 on	 the	




One	 of	 the	 first	 steps	 of	 this	 study	 has	 been	 to	 determine	 the	 occurrence	 and	 the	
central	 date	 of	 stratospheric	 warmings.	 There	 are	 several	 criteria	 to	 accomplish	 this	
goal,	given	that	since	their	discovery	different	and	arbitrary	criteria	have	been	proposed	
involving	 stratospheric	 winds,	 temperatures	 or	 even	 measures	 of	 the	 vortex	 shape	
[Coughlin	 and	 Gray,	 2009].	 In	 this	 section,	 the	most	 important	 ones	 for	 each	 type	 of	
warming	are	enumerated,	focusing	on	those	applied	in	this	PhD	thesis.		
a.	Stratospheric	midwinter	warmings	
As	 indicated	 in	 Chapter	 II,	 stratospheric	 midwinter	 warmings	 can	 be	 generally	
divided	into	major	and	minor	warmings.		
Minor	warmings,	 according	 to	 the	World	Meteorological	Organization	 (WMO),	 are	
identified	 “when	polar	 temperatures	between	60ºN	and	85ºN	 increase	by	25	K	or	more	
within	a	week	at	any	stratospheric	level”.	However,	many	other	authors	identify	a	minor	
warming	 if	 the	 10‐hPa	 zonal‐mean	 temperature	 difference	 between	 90ºN	 and	 60ºN	
becomes	 positive	 [Andrews	 et	 al.	 1987,	 p.	 259].	 The	 simplicity	 of	 this	 last	 criterion,	
supported	by	the	large	literature	using	it,	has	led	to	apply	it	in	this	PhD	Thesis.		
As	 regards	 major	 stratospheric	 warmings	 (MSWs),	 according	 to	 the	 classical	











the	 polar	 vortex	 is	 that	 the	 usual	 westerlies	 in	 the	 Arctic	 at	 10	 hPa	 are	 replaced	 by	
easterlies	so	that	the	centre	of	the	vortex	moves	south	of	60°‐65°N.”	Other	definitions	of	








Two	 types	 of	 criteria	 are	 mainly	 found	 in	 the	 literature	 to	 determine	 the	 annual	
breakup	of	 the	polar	 vortex	 [Wei	 et	 al.	 2007].	One	 is	 known	as	 the	Nash	et	 al.	 [1996]	
criterion	 and	 it	 is	 based	 on	 the	 potential	 vorticity	 and	 the	 other	 one,	 by	 Black	 et	 al.	
[2006],	is	based	on	the	zonal	wind.	The	former	defines	the	SFW	date	as	the	day	when	the	
average	 wind	 speed	 along	 the	 vortex	 edge	 falls	 below	 a	 critical	 value	 (15.2	 m	 s‐1),	
corresponding	 the	 vortex	 edge	 to	 the	 location	 of	 the	 maximum	 potential	 vorticity	
gradients	at	475K	[Waugh	and	Rong,	2002].	On	the	other	hand,	Black	et	al.	[2006]	define	
the	SFW	date	as	the	final	day	on	which	the	running	5‐day	average	of	the	zonal‐mean	of	
zonal	wind	at	50	hPa	and	70ºN	 (represented	by	 [u50]70N)	becomes	negative	 and	does	
not	return	to	a	value	higher	than	5	m	s‐1	until	the	subsequent	late	August.	The	choice	of	
the	latitude	70ºN	is	due	to	the	usual	location	of	the	polar	vortex	core	at	50	hPa.	
As	 Wei	 et	 al.	 [2007]	 point	 out,	 the	 second	 criterion	 shows	 important	 advantages,	
particularly	 in	 the	 study	 of	 the	 stratosphere‐troposphere	 coupling	 related	 to	 SFWs.	




















Analyses	 of	 the	 dynamical	 processes	 involved	 in	 the	 stratospheric	 warmings	 and	




Stratospheric	 warmings	 have	 been	 shown	 to	 be	 related	 to	 an	 enhancement	 of	
tropospheric	 wave	 activity	 that	 propagates	 into	 the	 stratosphere,	 interacts	 with	 the	
mean	flow	and	decelerates	it	[e.g.,	Charney	and	Drazin,	1961;	Matsuno,	1971;	McIntyre,	
1982;	Limpasuvan	et	al.,	2004;	Black	and	McDaniel,	2007]. Hence,	a	special	focus	on	the	
study	 of	 the	 wave	 activity	 propagation,	 in	 particular	 from	 the	 troposphere	 to	 the	
stratosphere,	is	done	in	this	PhD	thesis.	Next,	tools	applied	to	quantify	and	represent	the	
wave	activity	propagation	in	one,	two	and	three	dimensions	are	described.	
i. One‐dimensional	 wave	 activity	 propagation:	 100‐hPa	 heat	 flux	 and	 its	
decomposition	
The	 zonal‐mean	 poleward	 eddy	 heat	 flux	 at	 100	 hPa	 averaged	 over	mid‐	 and	 high	




wave	 activity	 into	 the	 stratosphere	 in	 midwinter	 [Hu	 and	 Tung,	 2003].	 Thus,	 it	
constitutes	an	important	tool	for	the	study	of	the	processes	related	to	MSWs.	
Based	on	this,	 in	 this	study	the	meridional	eddy	heat	 flux	(HF)	averaged,	 in	most	of	
cases,	over	50ºN‐80ºN	has	been	computed	according	to	equation	(IV.2.1)	to	quantify	the	
net	upward	flux	of	tropospheric	wave	activity	into	the	stratosphere.	
	     ν




The	 planetary	 wave	 field	 shows	 intraseasonal	 modulations,	 such	 as	 amplifications	
and	 associated	 enhancement	 of	 upward	wave‐activity	 injection.	 The	 analysis	 of	 these	




for	 identifying	 zonally	 confined	 Rossby	 wave	 packets	 and	 their	 interaction	 with	 the	
climatological	 planetary	 waves.	 Rossby	 wave	 packets	 are	 defined	 as	 local	 departures	






















smoothed	by	 a	5‐day	 running	mean	 in	 order	 to	 eliminate	 fluctuations	 associated	with	
migratory	 transient	 eddies	 [Nishii	 and	 Nakamura,	 2004]	 and	 these	 5‐day	 averaged	
anomalies	are	associated	with	quasi‐stationary	Rossby	wave	packets.	
	                      c c a a c a a cν T ν T ν T ν T ν T* * * * * * * * * * 	 (IV.2.2)	
where	the	a	and	c	 subscripts	denote	anomalies	and	climatological	values,	respectively.	
The	analysis	has	been	restricted	to	the	first	three	zonal	wavenumbers,	as	they	account	









its	 contributions:	 the	 climatological‐mean	 planetary	 waves	 (red	 line),	 the	 anomalies	 associated	 with	
Rossby	wave	 packets	 (green	 line),	 and	 the	 interaction	 between	 these	 anomalies	 and	 the	 climatological	
planetary	waves	(cyan	line).	
	






EP	 flux)	 [Andrews	 et	 al.,	 1987].	 This	 flux	 is	 based	 on	 the	 transformed	 Eulerian	mean	
(TEM)	 formulation.	 EP	 flux	 and	 its	 divergence	 are	 defined	 as	 equations	 (IV.2.3)	 and	
(IV.2.4),	respectively[Baldwin	et	al.,	1985]:		
	    
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 F 	 (IV.2.3)	
	    1· F cos Fcos za z      F 	 (IV.2.4)	
where	a	is	the	radius	of	the	earth,		is	the	latitude,	u	is	the	zonal	wind,		is	the	potential	
temperature,	 f	 is	 the	 Coriolis	 parameter	 and	z	 is	 a	 log‐pressure	 coordinate	with	 scale	
height	H,	namely:	    ln /1000hPaz H p .	Moreover,	when	scaling	the	divergence	of	the	
EP	flux	by	(a	cos)‐1	exp(z/H),	this	quantity	provides	a	measure	of	the	net	driving	force	




arise,	 such	 as	 the	 wave	 propagation	 at	 upper	 levels	 cannot	 be	 properly	 observed	
because	the	arrows	are	very	small.	To	avoid	those	problems,	several	conventions	have	




have	 different	 scales.	 Thus,	 the	 horizontal	 and	 vertical	 arrow	 components	 of	 F	 as	
measured	 on	 the	 diagram	 have	 been	 calculated	 by	 multiplying	 their	 values	 by	 the	
distances	 occupied	 by	 1	 ‘unit’	 in	 the	 corresponding	 axis	 on	 the	 diagram	 (i.e.,	 F	 by	 a	
radian	of	latitude	and	Fz	by	1).	
An	 example	 of	 an	 EP	 flux	 diagram	 is	 included	 in	 Figure	 IV.3	 in	 order	 to	 help	 to	
understand	F	and	·F.	As	shown	by	Edmon	et	al.	[1980],	arrows	give	a	measure	of	net	
wave	propagation	from	one	height	and	latitude	to	another.	Hence,	the	arrows	pointing	
upward	 between	 40ºN	 and	 60ºN	 approximately	 indicate	 upward	 propagating	 wave	
activity	due	to	a	predominance	of	poleward	heat	 flux	 in	the	EP	 flux	[Peixoto	and	Oort,	
1992].	 Then,	 at	 the	 middle	 and,	 particularly,	 upper	 troposphere	 the	 wave	 activity	
between	 30º	 and	 45º N	 deflects	 towards	 the	 equator,	 denoted	 by	 the	 arrows	 in	 that	
region	 with	 an	 equatorward	 orientation.	 This	 indicates	 an	 important	 momentum	





(the	 extratropical	 middle	 troposphere	 or	 the	 stratosphere	 at	 mid‐latitudes)	 show	













In	 order	 to	 determine	 the	 effect	 of	 each	 contribution	 of	 the	 wave	 activity	 on	 the	
stratospheric	mean	 flow,	 the	 scaled	·F	 at	 a	 stratospheric	 level	 (namely,	 30	 hPa)	 has	






the	 propagation	 of	 wave	 activity	 and	 the	 interaction	 between	 waves	 and	mean	 flow.	
However,	 it	 only	 provides	 information	 about	 the	 zonally‐averaged	 latitudinal	 and	
vertical	 wave	 propagation.	 To	 solve	 this	 limitation,	 different	 expressions	 of	 three‐
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where		 is	 the	 longitude,		 is	 the	Earth’s	 rotation	 rate,		 is	 the	geopotential,		 is	 the	
Poisson	constant	(=	R/cp	)	and	T	with	caret	indicates	the	average	over	the	area	north	of	




In	 spite	 of	 the	 advantages	 indicated	 previously	 for	 the	 Plumb	 flux,	 this	 flux	 is	
restricted	to	quasi‐geostrophic	disturbances	embedded	on	a	zonal	flow.	Hence,	it	is	not	
suitable	 to	 determine	 the	 sources	 and	 to	 characterize	 the	 three‐dimensional	
propagation	of	Rossby	wave	packets,	that	is,	the	local	departures	from	time‐mean	flow.	
To	assess	 the	before	mentioned	characteristics,	 a	particular	 form	of	wave	activity	 flux	
derived	by	Takaya	and	Nakamura	[2001]	has	been	used.		
The	wave	activity	flux	by	Takaya	and	Nakamura	[2001]	is	parallel	to	the	local	three‐
dimensional	 group	 velocity	 and	 independent	 of	 wave	 phase.	 It	 constitutes	 a	
generalization	of	the	Plumb	flux	explained	above,	since	it	is	defined	for	a	zonally	varying	
basic	 flow,	which	 is	particularly	useful	 for	 the	 study	of	 the	NH	 troposphere	 in	winter,	
when	 the	 basic	 state	 shows	 inhomogeneities	 that	 can	 modulate	 the	 propagation	 of	
Rossby	 wave	 packets.	 This	 particular	 flux	 only	 takes	 into	 account	 the	 wave	 activity	




The	 wave	 activity	 flux	 (W)	 for	 quasi‐stationary	 eddies	 in	 pressure	 coordinates	 is	
given	by	equation	(IV.2.8):	
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using	 the	 geostrophic	 and	 thermal	wind	 relations,	 in	 the	 same	way	 as	was	done	with	
equation	(IV.2.5):		
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6	 days)	 filtered	 variability	 of	 geopotential	 at	 500	 hPa	 [Ulbrich	 et	 al.,	 2008].	 The	 data	
were	 filtered	 using	 a	 second	 order	 bandpass	 Butterworth	 filter	 (described	 in	 Section	
IV.3.a).	 This	 variable	 informs	 about	 the	 regions	 with	 the	 strongest	 baroclinic	 wave	
activity	and	so,	it	gives	a	measure	of	the	synoptic	activity	[Pinto	et	al.,	2007].	In	this	PhD	
thesis,	changes	in	this	variable	related	to	the	timing	of	stratospheric	final	warmings	are	




















series	 into	 a	 spectrum	of	 cycles	 of	 different	 length,	 and	 is	 based	 on	 the	 idea	 that	 any	
waveform	can	be	rewritten	as	a	sum	of	sinusoids	or	complex	exponentials	of	different	
frequencies	 [Brigham,	 1974].	 The	 mathematical	 relationship	 between	 an	 arbitrary	
waveform	and	frequency	sinusoids	is	given	by	equation	(IV.3.1):	
	       ( ) i tS s t e dt 	 (IV.3.1)	
where	s(t)	 is	 the	wave	to	be	decomposed	into	a	sum	of	sinusoids,	S(ω)	corresponds	to	





	      





i n k N
n
X k x n e k N 	 (IV.3.2)	
where	 N	 is	 the	 number	 of	 samples,	 x0(n)	 are	 the	 input	 data	 that	 are	 assumed	 to	 be	
complex.	 X(k)	 can	 be	 also	 written	 in	 polar	 form	 in	 terms	 of	 its	 sinusoid	 amplitude	
(denoted	Ak/N)	and	its	phase	αk,	calculated	from	the	complex	modulus	and	argument	of	
X(k),	 respectively.	 Thus,	 the	 original	 signal	 could	 be	 rewritten	 as	 a	 sum	 of	 sinusoidal	
components	with	frequency	k/N	cycles	per	sample:	
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In	order	 to	 calculate	 this	DFT,	 a	particular	 algorithm	 is	 applied,	 called	Fast	 Fourier	
Transform	 (FFT),	which	 computes	 the	DFT	much	 faster	 than	 other	 available	methods	
[Brigham,	1974].		
In	this	work	the	Fourier	transform	is	not	applied	in	the	time	domain	but	in	the	spatial	
one,	 in	 order	 to	 identify	 the	 different	 zonal	 wavenumber	 components	 of	 some	
atmospheric	 fields.	 In	 this	 case,	 expressions	 (IV.3.2)	 and	 (IV.3.3)	 are	 still	 valid	 but	
replacing	 the	 frequencies	 (ω/(2π)=k/N)	 by	 wavelengths	 ().	 In	 this	 way,	 a	 certain	
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atmospheric	 field,	 e.g.	 the	 geopotential	 field	 	 at	 a	 given	 time,	 could	 be	 expressed	
according	 to	 its	 different	 zonal	 wavenumber	 k	 as	 equation	 (IV.3.4)	 [Andrews	 et	 al.,	
1987]:	
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mean	 (also	 called	moving	average	 or	 consecutive	mean).	 This	 time	 filter	 is	 one	 of	 the	
simplest	 and	 is	 typically	 used	 to	 smooth	 time	 series,	 so	 that	 fast	 variations	 are	
eliminated.	Thus,	it	is	said	that	it	is	a	low‐pass	filter.	
The	 running	mean	 consists	 in	 replacing	 each	 observed	 value	 Xt	 with	 a	mean	 value	

















As	 other	 time	 digital	 filters	 (as	 elliptic	 or	 Chebyshev	 ones),	 a	 Butterworth	 filter	 is	
characterized	by	a	transfer	function	H(s)	that	describes	the	relation	between	the	input	
x(t)	 and	 the	 output	 y(t)	 signals	 through	 the	 Laplace	 transform	 (for	 continuous‐time	
signals)	or	Z	transform	(for	discrete‐time	signals).	Particularly,	 the	transfer	 function	is	
defined	as:		








respectively.	 The	 absolute	 value	 of	H(s),	 also	 called	 gain,	 describes	 the	 change	 in	 the	
amplitude	of	the	signal	by	the	filter	and	its	argument	is	related	to	the	phase	shift	due	to	
the	filter	[Proakis	and	Manolakis,	2003].	













This	 type	of	Butterworth	 filter	 is	 characterized	by	 the	 following	expression	 (IV.3.7)	of	
the	squared	frequency	response,	   2H  :	





H      	 (IV.3.7)	
where	 N	 is	 the	 order	 of	 filter,	 Ωc	 is	 the	 cut‐off	 frequency	 (approximately	 ‐3	 dB	
frequency)	 and	 Ω	 is	 the	 analogical	 frequency.	 From	 the	 previous	 equation,	 it	 can	 be	
deduced	that	as	N	rises,	   2H  	tends	to	a	rectangle	function	and	so	the	slope	of	the	cut‐
off	becomes	sharper,	as	observed	in	Figure	IV.5.	However,	although	this	slope	changes	

















Figure	 IV.6.	 Comparison	 plot	 of	 different	 filter	 approximations:	 Butterworth,	 elliptic	 and	 Chebyshev	 I	
[adapted	from	http://www.maxim‐ic.com/app‐notes/index.mvp/id/3494].		
	
Because	 of	 the	 advantages	 above	 mentioned,	 Butterworth	 filter	 has	 been	 used	 in	






In	 climate	 variability	 research,	 results	 should	 be	 accompanied	 by	 statistical	
significance,	i.e.,	some	kind	of	information	about	the	probability	of	having	obtained	them	
only	by	chance.	This	is	due	to	the	fact	that	results	in	climate	research	are	derived	from	a	
finite	 number	 of	 observations	 (i.e.	 limited	 samples),	 but	 they	 are	 expected	 to	 be	
applicable	 to	 the	population.	The	use	of	 the	so‐called	statistical	 tests	 allows	us	 to	 infer	
general	 conclusions	 from	 results	 obtained	 from	 samples	 by	 the	 statistical	 procedure	
called	hypothesis	testing	[von	Storch	and	Zwiers,	2001].	
The	hypothesis	testing	uses	the	information	from	a	random	sample	of	the	population	
to	decide	whether	 an	 initial	 hypothesis	 (null	hypothesis,	H0)	 is	 rejected,	 or	not,	with	 a	
certain	significance	level	(namely,	probability	of	rejecting	H0	being	true).	In	contrast,	the	






is	 used,	 which	 in	 turn	 follows	 a	 certain	 probability	 distribution	when	 H0	 is	 true	 (e.g.	
Student’s	t,	F‐Fisher,	2,	….).	This	probability	distribution,	known	as	the	null	distribution,	
along	with	 the	 significance	 level	 (α)	 establish	 the	 called	non‐rejection	 region	of	H0	 (i.e.	
values	 of	 the	 test	 statistics	 for	 which	 the	 null	 hypothesis	 cannot	 be	 rejected	 with	 a	
confidence	level	of	1‐α,	see	Figure	IV.7).	If	the	test	statistic	computed	from	the	sample	is	
included	 in	 the	 non‐rejection	 region	 of	 H0,	 this	 is	 not	 rejected	 with	 the	 chosen	
confidence	 level.	 In	 contrast,	 if	 the	 computed	 test	 statistic	 is	 not	 included	 in	 the	 non‐
rejection	region	of	H0,	 the	null	hypothesis	should	be	rejected	with	 the	probability	α	of	
being	wrong.	 It	 should	be	highlighted	 the	 relevance	of	 the	value	of	α	 in	 this	 statistical	









There	 are	 two	 types	 of	 statistical	 tests:	 parametric	 and	 non‐parametric	 ones.	 The	
former	correspond	to	those	when	a	theoretical	probability	distribution	is	an	appropriate	
representation	of	 the	data	and/or	 the	 test	statistic.	 In	contrast,	 the	 tests	not	requiring	

































In	 this	 case,	 the	 means	 of	 two	 samples,	 1 2andx x ,	 are	 compared	 in	 order	 to	
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If	 n1+	 n2>	 30,	 the	 null	 distribution	 of	 Student’s	 t‐distribution	 with	 df	 degrees	 of	
freedom	is	equivalent	to	the	typified	Normal	distribution.	
This	 type	of	 parametric	 test	 has	been	widely	used	 as	well	 in	 this	PhD	 thesis,	when	





In	 some	 cases,	 not	 only	 is	 it	 important	 to	 determine	 if	 two	 samples	 come	 from	













This	 statistic	 follows	 the	 F‐Fisher	 distribution	 with	 (n1‐1)	 and	 (n2‐1)	 degrees	 of	
freedom	 under	 the	 null	 hypothesis.	 Thus,	 the	 null	 hypothesis	 is	 rejected	 with	 a	 α	
significance	level	when		
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Along	 this	 PhD	 thesis,	 it	 has	 been	 necessary	 to	 determine	 whether	 there	 is	 any	
statistical	dependence	between	two	characters	(variables	X	and	Y)	on	the	elements	of	a	
population,	 such	 as,	 for	 example,	 the	 frequency	 of	MSWs	 and	 the	 period	 of	 study.	 To	




To	 apply	 this	 test,	 a	 n‐size	 sample	 provides	 the	 observed	 frequencies	 oij,	
























the	 null	 hypothesis	 is	 true.	 Thus,	 the	 null	 hypothesis	 is	 rejected	with	 a	 α	 significance	
level	when	
	     2 2 , 1 1	>	χ k m 	 (IV.4.8)	
	
The	 results	 from	 this	 statistical	 one‐tailed	 test	 are	 reliable	 only	 if	 the	 expected	








describe	 the	 empirical	 relationship	 among	 related	 random	 variables,	 or	 between	 a	
random	 variable	 and	 one	 or	 more	 non‐random	 external	 factors,	 when	 they	 are	
measured	on	a	continuous	scale	[von	Storch	and	Zwiers,	2001].		
In	 this	 PhD	 thesis,	 simple	 linear	 regressions	have	 been	 used	 in	 order	 to	 estimate	 a	
relationship	 between	 two	 scalar	 variables	 X	 and	Y,	 such	 as	 the	 heat	 flux	 at	 the	 upper	
troposphere	and	anomalies	of	polar	stratosphere	temperature	or	to	determine	the	trend	
with	 time	 in	 any	 characteristic	 of	 major	 stratospheric	 warmings.	 This	 relationship	 is	
mathematically	defined	as:	Y X   	






case,	 it	 should	 be	 statistically	 tested	 if	 the	 sample	 slope	 (b)1	 has	 been	 drawn	 from	 a	







1	The	simple	 linear	 regression	model	Y=f(X)	derived	 from	a	sample	of	n	 (xi,	yi)	pairs	 is	estimated	as	
follows  *i iy a bx ,	 where	 a	 and	 b	 are	 the	 sample	 regression	 parameters	 that	 are	 computed	 by	
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where	 sx	 is	 the	 standard	 deviation	 of	 the	 abscise	 points	 (xi)	 and	 sr	 is	 the	 standard	
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The	non‐rejection	region	of	H0	is	defined	by	[‐tdf,α/2,	tdf,α/2],	where		
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When	evaluating	 the	 statistical	 significance	of	 data	 fields	 defined	over	 large	 spatial	
networks	 for	small	 samples,	 the	normality	 and	 independence	of	 the	data	values	cannot	
safely	 be	 assumed.	 Thus,	 the	 use	 of	 classical	 parametric	 tests	 to	 make	 significance	
statements	such	as	 those	described	above	 is	not	adequate	 [Preisendorfer	and	Barnett,	
1983].	 To	 avoid	 this	 type	 of	 problem,	 permutation	 procedures	 (e.g.	 Monte	 Carlo	
66	
 





In	 Section	 VI.1	 of	 this	 work,	 an	 adaptation	 of	 the	 so‐called	 “Pool	 Permutation	
Procedure”	 designed	 by	 Preisendorfer	 and	 Barnett	 [1983]	 has	 been	 used.	 This	
adaptation	 has	 been	 developed	 by	 Ayarzagüena	 and	 Serrano	 [2009]	 to	 construct	 the	
associated	 pdf	 of	 the	 test	 statistic	 that	 measures	 the	 difference	 between	 a	 pair	 of	
datasets	 to	 be	 compared.	 In	 particular,	 in	 that	 section	different	 atmospheric	 fields	 for	
years	with	a	very	early	SFW	(“early	years”)	and	years	with	a	very	late	SFW	(“late	years”)	
are	compared.	The	main	aspects	of	this	methodology	are	described	next.		
E	 and	L	 denote	 the	 two	datasets	of	 a	 certain	variable	 (e.g.,	monthly	geopotential	 at	
500	 hPa	 in	 April)	 —	 nE	 and	 nL	 years	 for	 each	 “early	 years”	 and	 “late	 years”	 sets,	
respectively—over	s	grid	points.	E	and	L	are	considered	as	two	sets	of	nE	and	nL	points	
in	a	Euclidean	space	(s)	of	dimension	s:		
	   E: 1,2,......,nt t E e 	 (IV.4.12)	
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whose	graphical	representations	 in	geographical	coordinates	are	 the	composites	maps	
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that	 is,	 the	 difference	 of	 the	 corresponding	 time‐means.	 Overall,	 DIF(x)	 is	 the	 x–
component	of	 the	 vector	DIF	 =	 {DIF(x)}x=1,..,s,	which	 is	 illustrated	by	 an	 “early”‐minus‐
“late”	difference	composite	map.	











2,…,	 nE+nL.	 The	 resultant	 set	 of	 values	 of	 grid‐point	 DIF	 formed	 by	 all	 generated	
partitions	 provides	 a	 number	 of	 elements	 huge	 enough	 to	 construct	 the	 pdf	 of	 the	
statistic	DIF	for	each	x	point.	
Once	 each	 grid‐point	 DIF(x)	 of	 the	 two	 original	 sets	 E	 and	 L	 (denoted	 by	 DIF*)	 is	
computed,	 its	 location	 in	 the	 associated	 pdf	 can	 be	 determined.	 From	 this,	 it	 can	 be	
decided	for	each	grid‐point	whether	 its	DIF*	 is	 large	by	chance	or	not.	 In	other	words,	
the	statistical	significance	 level	of	 the	DIF*	 for	each	grid‐point	can	be	established	or	 it	
can	be	determined	whether	 this	value	 is	 statistically	 significant	at	a	given	significance	
level	(e.g.	=0.05,	value	used	in	this	work).	
ii. Test	of	independence	of	characters	(Fisher‐Irwin	exact	test)	
As	 mentioned	 previously,	 the	 classical	 parametric	 2	 test	 to	 determine	 the	
independence	 of	 characters	 is	 not	 accurate	 when	 the	 expected	 frequencies	 are	 small	
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 To	 create	 all	 tables	 with	 values	 more	 extreme	 than	 the	 observed	 ones	 by	
reducing	the	value	in	the	cell	with	the	lowest	count	by	1	in	steps.		
For	 example,	 this	 statistical	 test	 has	 been	 used	 in	 Section	 VI.1	 to	 decide	
whether	 there	 is	 any	 statistical	 dependence	 between	 the	 Arctic	 Oscillation	
phase	 (positive	 or	 negative	 AO)	 in	 some	 months	 and	 the	 late	 or	 early	
occurrence	of	the	SFW.	This	test	applied	to	the	month	of	April	is	enclosed	here	
as	an	example	in	order	to	clarify	the	statistical	methodology.	In	this	example,	





Tables	 IV.2.	 (Left)	Contingence	 table	 displaying	 the	 observed	number	 of	 “early	 years”	 and	 “late	
years”	 (in	 the	 period	 1960‐2000)	 with	 positive	 or	 negative	 AO	 phase	 in	 April.	 (Right)	 New	
contingence	table	created	by	reducing	the	observed	frequency	o22	(cell	with	a	pink	shading)	by	1.	
Observed	
table	 AO	+	 AO	‐	 Total	
Early	years	 3	 5	 8
Late	years	 7	 1	 8
Total	 10	 6	 16
	
New‐created	
table	 AO	+	 AO	‐	 Total	
Early	years 2	 6	 8
Late	years 8	 0	 8
Total 10	 6	 16
	
 To	calculate	separately	 the	probability	of	obtaining	 the	given	results	and	the	
probability	 of	 getting	 even	more	 extreme	 values	 than	 the	 observed	 ones	 by	
computing	the	expression	(IV.4.16)	for	each	table.	
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Thus,	 as	 ptot	 is	 higher	 than	 0.05,	 it	 can	 be	 concluded	 that	 the	 hypothesis	
about	 the	 independence	 of	 the	 two	 analyzed	 characters	 (Arctic	 Oscillation	




Finally,	 this	 Chapter,	 devoted	 to	 the	 Methodology,	 concludes	 by	 enumerating	 the	
different	 graphical	 tools	 used	 through	 this	 report.	 The	 results	 derived	 from	 this	 PhD	
thesis	have	been	presented	by	means	of	the	following	graphics:		
 Histograms,	 to	 show	 the	 frequency	 distribution	 of	 data,	 such	 as	 the	
occurrence	of	MSWs	in	wintertime	months	or	SFW	dates.	
 Contingence	tables,	already	described	in	Section	IV.4.	
 Composite	maps,	 calculated	 as	 the	 average	 of	 a	 variable	 under	 a	 certain	
requisite	(e.g.,	years	with	“early”	SFW).		
 Vertical	 sections,	 which	 show	 the	 vertical	 distribution	 of	 a	 quantity	 with	
respect	to	either	time	or	space	[AMS	Glossary]2.	
 Hovmöller	 diagrams,	 defined	 as	 a	 two‐dimensional	 plot	 that	 shows	 the	
variation	 of	 some	quantity	 in	 space‐time.	One	 axis	 corresponds	 to	 time	 and	
the	 other	 to	 a	 spatial	 dimension.	 This	 product	 is	 very	 useful	 to	 observe	 the	














relevant	effects	even	on	 the	 tropospheric	 circulation.	They	consist	 in	a	 reversal	of	 the	
meridional	 temperature	 gradient	 poleward	 of	 60°N	 and	 a	 change	 of	 the	 polar	
stratospheric	circulation,	i.	e.	the	breakdown	of	the	polar	vortex,	which	is	reestablished	
after	 the	 occurrence	 of	 these	 events	 [Labitzke,	 1981b].	 They	 happen	 more	 often	 in	
January	and	February	than	in	the	previous	winter	months.		
Since	their	discovery	by	Scherhag	in	1952	a	large	amount	of	work	has	been	done	in	
order	 to	 understand	 these	 events.	 However,	 there	 still	 exists	 a	 great	 uncertainty	 in	
MSWs,	particularly,	in	the	understanding	of	the	mechanisms	leading	to	their	appearance	
and	 the	 stratosphere‐troposphere	 feedback	 associated	 with	 these	 events.	 This	









to	 study	 in	 detail	 some	 specific	 aspects	 of	 MSWs	 that	 show	 controversy	 or	 a	 lack	 of	
consensus	among	previous	studies.	Then,	in	Section	V.2	the	impact	of	the	future	increase	
in	GHG	 (greenhouse	 gases)	 concentration	 in	MSWs	 is	 examined	 in	detail	 by	means	 of	





Specific	 aspects	 of	 MSWs	 in	 the	 Northern	 Hemisphere	 (NH)	 are	 analyzed	 in	 this	
Section,	 in	 order	 to	 improve	 the	 understanding	 of	 the	 involved	 processes.	 First,	 the	
reproduction	 of	MSWs	 by	 stratospheric	 resolving	models	 and	 the	 signatures	 of	 these	
events	on	 the	 tropospheric	 circulation	are	analyzed.	Next,	 two	very	 recent	MSWs	 that	















under	 constant	 present‐day	 conditions	 corresponding	 to	 the	 year	 2000,	 run	
with	the	chemistry	climate	model	EMAC	with	EMAC‐FUB	configuration.	
 Present‐day	 EGMAM:	 A	 300‐yr	 simulation	 under	 constant	 present‐day	
conditions	corresponding	to	the	year	1990,	run	with	the	coupled	atmosphere‐
ocean	general	circulation	model	EGMAM.	To	assess	the	ability	of	the	model	to	
reproduce	 the	 observed	 major	 stratospheric	 warmings,	 the	 occurrence	 of	
these	 events	 in	 the	 first	 100‐yr	 reference	 period	 of	 the	 model	 simulation	
(denoted	 as	 2200/01‐2298/99)	 is	 analyzed.	 A	 comparison	 of	 the	 most	
important	 properties	 of	 MSWs	 in	 the	 other	 two	 100‐year	 subsets	 of	 the	
complete	model	 time	 series	 (referred	 to	as	2300/01‐2398/99	and	2400/01‐
2498/99)	is	included	to	provide	confidence	in	the	obtained	results	for	the	first	
subset.		



















The	 extended	 winter	 (November‐March)	 has	 been	 analyzed	 to	 identify	 major	
stratospheric	warmings	in	each	model	simulation,	according	to	the	“standard	criterion”	
described	 in	 Methodology	 Chapter,	 Section	 IV.1.	 The	 frequency	 of	 these	 events	 is	
indicated	in	Table	V.1.		
	
Table	 V.1.	Mean	 frequency	 of	 MSWs	 per	 winter	 and	 the	 associated	 standard	 error2	 in	 the	 analyzed	









When	 comparing	 the	 simulated	 MSWs	 to	 those	 in	 observations	 for	 the	 period	
1960/61	 to	 1999/2000	 (derived	 from	 ERA‐40	 data),	 the	 CCM	 (EMAC)	 reproduces	
realistically	the	frequency	of	MSWs	occurrence	with	very	similar	values	(0.55±0.13	and	
0.58±0.10	MSWs/winter	 compared	 to	 0.55±0.10	MSWs/winter	 in	 ERA‐40).	 This	 is	 in	
good	 agreement	 with	 the	 results	 found	 for	most	 of	 the	 CCMs	 analyzed	 in	 the	 SPARC	
CCMVal	initiative	which	shows	that	they	can	produce	the	correct	number	of	MSWs	in	the	
period	 1960/61‐1999/2000	 [Butchart	 et	 al.,	 2010].	 In	 contrast,	 the	AOGCM	 (EGMAM)	
tends	 to	 underestimate	 the	 occurrence	 frequency	 of	 MSWs	 with	 0.12±0.09	
MSWs/winter,	 consistent	with	a	 stronger	modeled	polar	vortex	 than	 that	 identified	 in	
observations	(Figure	V.1).	This	also	agrees	well	with	a	previous	study	by	Charlton	et	al.	
[2007],	where	they	show	that	three	of	the	six	stratosphere‐resolving	GCMs	significantly	
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the	 EGMAM	 AOGCM.	 In	 EGMAM,	 apart	 from	 the	 lack	 of	 an	 interactive	 chemistry	
component,	 other	 differences	 with	 the	 CCMs	 used	 in	 this	 study	 might	 be	 possibly	
responsible	for	the	misrepresentation	of	MSWs.	Some	of	these	discrepancies	can	be	the	
lower	horizontal	resolution	(T30	in	EGMAM,	i.e.,	3.75°	x	3.75°)	and	the	non‐inclusion	of	
the	 solar	 cycle	 in	 EGMAM.	 These	 differences	 could	 result	 in	 a	 worse	 simulation	 of	
tropospheric	processes	 that	act	as	MSWs	precursors.	These	deficiencies	 in	EGMAM	do	
not	seem	to	be	compensated	by	the	coupled	interactive	ocean	model.	
In	 order	 to	 analyze	 the	 variability	 of	 the	 MSWs	 in	 the	 models,	 the	 intra‐seasonal	
distribution	of	MSWs	in	each	model	is	plotted	in	Figure	V.2.	In	EGMAM,	even	though	the	









On	 the	 contrary,	despite	 the	well	 reproduced	 frequency	of	MSWs	per	winter	 in	 the	
CCM	runs	(EMAC‐FUB	REF‐B0	and	EMAC	REF‐B1),	the	distribution	per	month	of	these	
modeled	MSWs	 shows	 two	main	 discrepancies	with	 respect	 to	 ERA‐40.	 The	 first	 one	
corresponds	 to	 the	 low	number	of	MSWs	 found	 in	midwinter	 (January	and	February),	
which	 is	 consistent	with	 the	 strong	modeled	vortex	 in	 these	months	 (Figure	V.1).	The	
second	and	the	most	important	difference	between	these	CCM	simulations	and	ERA‐40	
corresponds	 to	 the	 high	 number	 of	 MSWs	 computed	 in	 early	 winter	 (November	 and	
December),	 which	 agrees	 well	 with	 the	 weak	 modeled	 polar	 night	 jet	 seen	 in	 these	
months	 in	 both	 runs,	 EMAC‐FUB	 REF‐B0	 and	 EMAC	 REF‐B1	 (Figure	 V.1).	 The	 same	
problem	was	also	observed	by	Charlton	et	al.	[2007],	when	doing	a	similar	analysis	for	
another	model	 (MPI	MAECHAM)	 that	 includes	 the	 same	atmospheric	GCM	 (ECHAM5).	
This	could	indicate	that	the	overestimation	of	the	frequency	of	MSWs	in	early	winter	is	a	
common	 problem	 of	 the	 ECHAM5	 model	 version.	 Cagnazzo	 and	 Manzini	 [2009]	
suggested	that	this	problem	could	be	only	due	to	the	low	number	of	years	considered	by	
Charlton	et	al.	[2007],	because	when	they	extended	the	analysis	to	more	cases	(180	yrs	
instead	 of	 29	 yrs	 considered	 in	 Charlton’s	 work),	 they	 observed	 a	 reduction	 in	 the	
frequency	 of	 MSWs	 in	 November	 and	 an	 increase	 in	 March.	 However,	 the	 recurrent	
appearance	 of	 the	 same	 problem	 in	 EMAC‐FUB	 REF‐B0	 and	 EMAC	 REF‐B1	 and	 the	
MAECHAM5	simulations	 leads	 to	the	assumption	that	a	deficiency	 in	ECHAM5	in	early	
winter	 might	 exist.	 This	 deficiency	 is	 probably	 related	 to	 an	 artificial	 tropospheric	
forcing	 that	 would	 result	 in	 anomalous	 upward	 wave	 propagation.	 As	 a	 result,	 an	
extraordinary	high	number	of	MSWs	 is	observed	 in	early	winter,	which	 in	 some	cases	
show	“special”	characteristics.	
One	possibility	 that	 explains	 the	appearance	of	modeled	 “special”	MSWs	 is	 that	 the	
model	 simulates	 some	 “unrealistic”	 MSWs	 in	 these	 winter	 months,	 i.e.	 MSWs	 with	
features	that	have	not	been	identified	up	to	date	in	observations.	An	example	of	one	of	
these	“unrealistic”	MSWs	in	the	EMAC	REF‐B1	is	illustrated	in	Figure	V.3	(upper	panel).	
In	 this	 case,	 although	 the	 warming	 satisfies	 the	 dynamical	 and	 thermal	 criteria	 for	
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peak	 in	 the	 zonal‐mean	 temperature	 gradient	 between	 60°N	 and	 90°N	 ([T]90‐60N)	
appears	 first	 at	 low	 levels	 (200‐50	hPa)	and	 the	deceleration	of	 the	 zonal‐mean	zonal	
wind	at	60°N	([u]60N)	takes	place	first	in	50	hPa	and	then	in	higher	levels	too	(Figure	V.3,	
left	 upper	 panel).	 Hence,	 these	 aspects	 would	 indicate	 that	 the	 event	 is	 basically	 a	
Canadian	 Warming	 (CW)	 [Juckes	 and	 O’Neill,	 1988].	 However,	 unlike	 the	 CWs	 in	
observations,	 the	 time	 evolution	 of	 the	 geopotential	 height	 field	 at	 10	 hPa	 is	 not	 the	
typical	of	 a	CW,	as	 the	anticyclonic	 center	 should	move	eastward	as	 the	 time	goes	by,	
instead	 of	 westward	 like	 it	 does	 (Figure	 V.3,	 right	 and	 upper	 panel).	 Thus,	 the	
stratospheric	 warming	 shown	 in	 Figure	 V.3	 (upper	 panel)	 would	 not	 be	 realistic,	










high.	 Figure	 V.3	 (lower	 panel)	 shows	 an	 example	 of	 a	 strong	 CW,	 where	 the	 typical	
features	of	this	kind	of	warmings	mentioned	in	the	previous	paragraph	can	be	detected.		
	
Figure	V.3.	 (Left)	Time	 evolution	 of	 the	 vertical	 section	 of	 zonal‐mean	 zonal	wind	 at	 60°N	 (contours,	
interval:	10	m	s‐1)	and	zonal‐mean	temperature	difference	between	the	pole	and	60°N	(shadings)	from	20	







Other	 characteristics	 of	MSWs	 in	 the	model	 simulations	 have	 been	 compared	with	
those	corresponding	to	ERA‐40.	First,	the	type	of	these	events,	i.e	vortex	displacement	or	
split,	 has	 been	 analyzed.	 Then,	 process‐based	 diagnostics	 defined	 by	 Charlton	 and	
Polvani	[2007]	have	been	calculated.		
	









EMAC	REF‐B1	 19	 3	 6.3	
EMAC‐FUB	REF‐B0	 22	 8	 2.8	
EGMAM	 10	 2	 5.0	




which	 is	 usually	 linked	 to	 an	 amplification	of	wavenumber‐2	 geopotential	 height.	 The	
other	50%	is	 related	 to	a	displacement	of	 the	polar	vortex	off	 the	polar	cap,	which,	 in	
turn,	 is	 often	 associated	 with	 the	 intensification	 of	 wavenumber‐1.	 All	 the	 analyzed	
simulations	show	a	relevant	bias	towards	vortex	displacement	MSW,	which	may	indicate	
that	 the	models	 simulate	 a	 very	weak	wavenumber‐2	planetary	wave	energy	entering	
the	stratosphere.	 In	 the	case	of	EMAC	REF‐B1,	 the	ratio	of	vortex	displacement	versus	
vortex	 split	 is	 statistically	 significantly	different	 from	 that	 shown	by	ERA‐40	 (19/3	vs	
11/11,	 respectively)	and	can	be	 linked	 to	 the	unrealistic	number	of	modeled	MSWs	 in	
early	winter	and	thus,	to	the	aforementioned	higher	occurrence	of	CWs	associated	with	
an	 intensification	 of	 wavenumber‐1	 tropospheric	 forcing	 [Labitzke,	 1977].	 However,	
even	though	the	relationship	of	the	wavenumber‐1	to	wavenumber‐2	eddy	heat	flux	can	
partially	 explain	 the	 ratio	 of	 vortex	 splits	 to	 displacements,	 the	 reasons	 for	 the	MSW‐
type	biases	in	the	models	can	be	more	complex	[Charlton	et	al.,	2007].	For	instance,	the	
non‐linearity	of	the	flow	prevents	from	the	establishment	of	a	direct	match	between	the	
shape	 of	 the	 polar	 vortex	 during	 a	 MSW	 and	 the	 amplitudes	 of	 longitudinal	
wavenumber‐1	and	‐2	wave	activity	[Waugh,	1997].	
	
Table	 V.3	 shows	 the	 values	 of	 MSW	 diagnostics	 benchmarks	 that	 allow	 for	 the	





Table	 V.3.	 Mean	 values	 of	 MSW	 diagnostics	 in	 ERA‐40	 (for	 1960/61‐1999/2000)	 and	 the	 analyzed	
simulations.	In	parenthesis,	the	corresponding	standard	deviation	is	included.	Bold	numbers	indicate	that	















































































favorably	with	some	of	 the	MSW	features	 found	 for	ERA‐40	data,	 as	most	of	 them	are	
statistically	significantly	lower	values	than	in	the	observations.	These	discrepancies	can	
be	probably	related	to	the	aforementioned	higher	number	of	early	winter	MSWs.	This	is	
verified	by	 the	higher	values	of	 the	MSWs	 features	 computed	without	 considering	 the	
MSWs	that	take	place	in	November	and	December	(Table	V.3	vs	Table	V.4).	Nevertheless,	
all	of	the	quantities	in	the	model	are	included	within	the	observational	interval	defined	
by	 the	mean	 value	 plus/minus	 one	 standard	 deviation.	 In	 addition,	 an	 accord	 is	 also	
found	 in	 the	 stratospheric	 response	 to	 the	 tropospheric	 wave	 activity	 (Figure	 V.4a),	
which	 is	consistent	with	other	studies	that	show	this	kind	of	relationship	between	the	














































































REF‐B1	 are	 found,	 i.	 e.,	 the	 values	 for	 MSWs	 in	 Table	 V.3	 are	 weaker	 than	 those	
corresponding	to	the	reanalysis.	The	reason	for	these	differences	could	be	the	same	to	
that	 in	 the	EMAC	REF‐B1,	 as	 it	 is	 clearly	 seen	 in	Table	V.4	 (values	 after	 removing	 the	
early	winter	MSWs	 in	 the	 computation).	However,	 the	 differences	 between	 the	model	
results	and	those	corresponding	to	ERA‐40	are	not	as	 large	as	in	EMAC	REF‐B1	and	in	
this	 case,	 they	are	not	 statistically	 significantly	different	 from	those	of	ERA‐40.	This	 is	










As	 for	EGMAM,	 it	 can	be	 seen	 that	despite	 its	problems	 to	 realistically	 simulate	 the	
frequency	of	MSWs,	it	captures	quite	well	the	mechanism	of	the	development	of	a	MSW	
and	its	intensity	in	the	stratosphere,	once	the	tropospheric	forcing	has	been	sufficient	to	
initiate	 the	 process.	 When	 comparing	 with	 ERA‐40,	 this	 model	 can	 also	 reproduce	 a	
linear‐like	relationship	between	the	anomalous	mid‐latitude	meridional	heat	flux	at	100	
hPa	 in	 the	previous	 20	days	 and	 the	mid‐stratosphere	polar	 cap	warming	 around	 the	
central	date	of	 the	MSW	(Figure	V.4c).	When	comparing	the	results	 for	 this	simulation	




99‐year	 subsets	 of	 the	 complete	 EGMAM	 time	 series	 has	 been	 carried	 out	 to	 provide	
confidence	 to	 the	 results	 derived	 from	 the	 EGMAM	 simulation	 (Table	 IV.5).	 All	
dynamical	 features	 of	 MSWs	 of	 the	 additional	 two	 100‐year	 subsets	 of	 the	 complete	
model	simulation	compare	favorably	with	those	of	the	observations,	but	the	model	still	
underestimates	 the	 average	 occurrence	 of	MSWs.	However,	 although	 the	 frequency	 of	
MSW	 occurrence	 is	 very	 low	 in	 the	 additional	 200	 years	 too	 (0.21	 and	 0.18,	
respectively),	 it	 is	 remarkably	higher	 than	 in	 the	 first	period.	This	difference	 could	be	
related	 to	multidecadal	 changes	 in	 tropospheric	 processes	 or	 in	 the	 ocean	 variability.	
For	instance,	Pinto	et	al.	 [2011]	found	for	the	same	long	present‐day	simulation	multi‐
decadal	 periods	 with	 an	 enhanced	 or	 a	 weakened	 coupling	 between	 the	 two	 most	
important	atmospheric	 teleconnection	patterns	of	 the	NH,	 the	Pacific/North	American	
(PNA)	 and	 the	 North	 Atlantic	 Oscillation	 (NAO).	 Whereas	 the	 first	 100‐yr	 reference	
subset	 of	 the	 present‐day	 EGMAM	 simulation	 is	 completely	 included	 in	 the	 period	 of	
enhanced	 coupling,	 most	 of	 the	 years	 of	 the	 third	 subset	 correspond	 to	 a	 period	 of	





















































Some	 studies,	 most	 of	 them	 based	 on	 reanalysis‐observational	 data,	 have	 given	




changes	 associated	 with	 MSWs	 are	 performed	 in	 the	 different	 model	 simulations	






the	 study,	 only	 MSWs	 that	 take	 place	 in	 December,	 January	 and	 February	 have	 been	
considered	to	improve	the	comparison	of	results	among	the	different	model	simulations,	
since	no	MSWs	happened	in	this	November	in	the	EGMAM	run.	Additionally,	unrealistic	




Figure	V.5.	Composite	 anomalies	 of	 1000‐hPa	 geopotential	 height	 (upper	panel,	 contour	 interval:	 7.5	
gpm)	 and	 temperature	 (bottom	panel,	 contour	 interval:	 0.5	K)	 averaged	 over	 0‐60	 days	 following	 the	
occurrence	of	the	MSWs	that	took	place	in	December,	 January	and	February	in	the	different	simulations	





In	 general,	 in	 all	 the	 simulations,	 the	 composite	 anomalies	 of	 1000‐hPa	Z	 averaged	
over	 days	 0‐60	 following	 the	 central	 date	 of	 MSWs	 show	 positive	 anomalies	 at	 high	
latitudes	 surrounded	by	negative	 anomalies	 at	mid‐latitudes,	 particularly	 in	 the	Euro‐
Atlantic	sector	(Figure	V.5,	upper	panel).	This	near‐surface	Z	response	to	MSWs	agrees	








Consistent	 with	 the	 geopotential	 pattern,	 all	 the	 simulations	 and	 ERA‐40	 show,	 in	
general,	 a	 near‐surface	 T	 pattern,	 consisting	 of	 a	 cooling	 of	 the	 Eurasian	 continent,	
associated	 with	 the	 weakening	 of	 the	 polar	 low	 (positive	 anomalies	 in	 Z	 at	 high	
latitudes);	a	warming	over	Northern	Africa,	Greenland	to	Eastern	Canada,	Northeastern	
America	 and	 Eastern	 Siberia	 and	 a	weaker	 cooling	 over	 Eastern	 America	 (Figure	 V.5,	
lower	 panel).	 This	 pattern	 shows	 very	 good	 agreement	 with	 the	 temperature	 change	
patterns	 between	 weak	 and	 strong	 stratospheric	 vortex	 events	 derived	 from	
NCEP/NCAR	 reanalysis	 by	 Thompson	 et	 al.	 [2002]	 and	 is	 also	 consistent	 with	 the	
temperature	 patterns	 associated	 with	 the	 near‐surface	 signature	 of	 the	 Northern	
Annular	Mode	[Hurrell,	1995;	Thompson	and	Wallace,	2001].		
Despite	 the	 overall	 agreement	 in	 the	 Z	 and	 T	 anomalies	 structure,	 there	 are	 also	
remarkable	 differences	 among	 the	 results	 for	 the	models	 and	 the	 observations.	EMAC	
REF‐B1	shows	the	most	dissimilar	patterns	to	ERA‐40,	with	a	low	statistical	significance	
of	 the	 centers	 of	 action	 and	 stronger	 negative	 Z	 anomalies	 over	 the	 Pacific	 than	 over	




with	 the	 observations,	 indicating	 that	 the	 processes	 involved	 in	 the	 downward	
propagation	 of	 the	 stratospheric	 signal	 are	 well	 simulated	 and	 that	 the	 problem	




but	 not	 statistically	 significant	 anomalies	 over	 the	 Pacific	 that	 are	 not	 present	 in	 the	
ERA‐40	plot.	The	availability	of	two	other	100‐yr	subsets	of	the	EGMAM	run	has	allowed	
to	provide	robustness	to	the	main	results	obtained	for	the	100‐yr	reference	subset	of	the	




subsets	of	 the	EGMAM	simulation	also	give	another	additional	result.	 In	particular,	 the	
negative	 Z	 anomalies	 over	 the	 Pacific	 (which	 are	 only	 statistically	 significant	 in	 the	
second	 subset	 and	do	not	 even	appear	 in	 the	 third	one)	 could	be	probably	 associated	









Figure	V.6.	 Same	 as	 Figure	 V.5	 but	 for	 the	 three	 subsets	 of	 the	 long	 EGMAM	 present‐day	 simulation	
(2200s,	2300s	and	2400s).	
Final	remarks	
In	 summary,	 it	 can	 be	 concluded	 that	 the	 analyzed	 model	 simulations	 reproduce	
satisfactorily	well	the	MSWs,	as	well	as	the	tropospheric	response	to	this	kind	of	events.	
Thus,	 they	 can	 be	 used	 in	 further	 studies	 on	 stratosphere‐troposphere	 coupling.	
However,	it	is	important	to	previously	take	into	account	some	specific	problems	in	each	
model,	 such	as	 the	anomalous	 stratospheric	 variability	 in	 early	winter	 in	models	with	
the	 ECHAM5	 component	 (as	 in	 EMAC)	 or	 the	 reduced	 interannual	 stratospheric	
variability	 in	 the	 AOGCM	 EGMAM.	 Apart	 from	 these	 individual	 aspects,	 it	 can	 be	 also	
derived	 that	 large	 differences	 in	 the	 reproduction	 of	 MSWs	 under	 present‐day	





The	study	of	 the	driving	mechanisms	of	MSWs	 is	 currently	a	hot	 topic	 for	 scientific	
inquiry.	As	explained	in	Chapter	II,	these	phenomena	have	been	shown	to	be	triggered	
by	an	enhancement	of	tropospheric	wave	activity	that	propagates	into	the	stratosphere,	
interacts	 with	 the	 mean	 flow	 and	 decelerates	 it	 [e.g.,	 Charney	 and	 Drazin,	 1961;	
Matsuno,	 1971;	 McIntyre,	 1982;	 Limpasuvan	 et	 al.,	 2004].	 However,	 some	 external	




occur	 under	 solar	 minimum	 conditions	 during	 the	 QBO	 east	 phase	 and	 under	 solar	
maximum	 conditions	 during	 the	 QBO	 west	 phase.	 Concerning	 ENSO,	 van	 Loon	 and	












the	MSW	 took	 place	 by	 the	 end	 of	 January.	 Both	MSWs	were	 exceptional	 for different 
reasons.	As	shown	in	Figure	13	of	Gray	et	al.	[2010],	extraordinarily	high	values	of	North	




were	 favorable	 to	 the	 occurrence	 of	 a	MSW,	 that	 is,	 a	minimum	 of	 the	 sunspot	 cycle	
during	 the	 east	 phase	 of	 the	 QBO	 and	 an	 El	 Niño	 event,	 the	 external	 factors	 did	 not	
support	 the	 onset	 of	 a	MSW	 in	2009	 (i.e.,	 a	minimum	of	 the	 sunspot	 cycle	 during	 the	











climatology	 for	 the	period	1979/80‐2009/10	and	 the	dotted	 lines	 to	 the	climatology	plus	or	minus	one	
standard	deviation.	Time	series	of:	b)	the	solar	cycle	(sunspot	number),	c)	Quasi‐Biennial	Oscillation	(i.e.,	






The	 detailed	 analysis	 of	 2009	 and	 2010	MSWs	 also	 includes	 the	 description	 of	 the	
evolution	of	 the	polar	vortex	 in	both	winters	and	a	 study	of	 the	 tropospheric	 changes	
after	 each	MSW,	 apart	 from	 the	 evaluation	 of	 the	 driving	mechanisms.	 This	 complete	








In	 this	 Subsection,	 the	 time	 evolution	 of	 the	 polar	 vortex	 associated	with	 the	 2009	
and	 2010	 MSWs,	 as	 well	 as	 other	 aspects	 related	 to	 these	 events	 are	 described	 to	
provide	an	overview	of	them.		
Figure	V.7a	 shows	 the	 evolution	 of	 the	 zonal‐mean	 zonal	wind	 at	 10	 hPa	 averaged	







the	 2008/09	winter	 than	 in	 the	 2009/10	 one,	with	 [u10]60‐65N	 values	 higher	 than	 the	




days,	 coinciding	with	an	abrupt	weakening	of	 the	PNJ	 (Figure	V.9a)	and	satisfying	 the	








In	2010,	[T10]	changes	 the	sign	 in	 the	same	midwinter	period	as	 the	2009	MSW,	
and	even	though	the	zonal	wind	does	not	show	as	strong	easterly	values	as	in	the	latter,	
the	typical	stratospheric	cyclonic	circulation	is	not	present	any	longer	over	the	pole	but	





instead	 of	 the	 typical	 one	 that	 uses	 [u10]60N	 has	 been	 applied	 in	 order	 to	 define	 the	
central	date	consistently	for	the	two	MSWs.	In	the	case	of	the	2009	MSW,	this	criterion	is	














particularly	 the	 2009	MSW,	 in	 contrast	 to	 other	 cases	 in	which	 the	 polar	 vortex	was	










In	this	Subsection	the	role	of	 tropospheric	 forcing	mechanisms	 in	the	occurrence	of	
the	 MSWs	 in	 2009	 and	 2010	 is	 analyzed.	 In	 particular,	 as	 explained	 in	 detail	 in	 the	
Methodology	chapter	(Section	IV.2.a),	the	injection	of	tropospheric	wave	activity	into	the	
stratosphere	 associated	 with	 these	 two	 events	 is	 studied	 by	 computing	 the	 time	
evolution	of	 total	 eddy	heat	 flux	 at	100	hPa,	 area‐weighted	averaged	over	50°N‐80°N.	
Moreover,	 by	 applying	 the	 methodology	 of	 Nishii	 et	 al.	 [2009]	 (hereafter	 N09)	 the	
modulation	of	the	climatological	planetary	waves	by	intraseasonal	and	zonally	confined	
Rossby	wave	packets6	 in	 the	 individual	2008/09	and	2009/10	winters	 is	quantified,	as	
well	as	their	contribution	to	the	resulting	deceleration	of	the	polar	night	jet	associated	
with	 the	MSWs.	The	sources	 for	 these	Rossby	wave	packets	 in	 the	 two	observed	MSW	




A	 period	 of	 exceptionally	 strong	 100‐hPa	 eddy	 heat	 flux7	 is	 identified	 from	 mid‐
January	until	the	beginning	of	February	2009	(solid	line	in	Figure	V.10a).	In	these	days,	
the	total	heat	flux	[v*T*]	reaches	values	of	almost	60	K	m	s‐1,	the	third	strongest	values	









Two	peaks	 are	 identified	 during	 this	 episode	 of	 extremely	 high	 100‐hPa	 eddy	 heat	
flux.	 The	 first	 and	 highest	 one	 (16‐20	 January,	 prior	 to	 the	 central	 date	 of	 the	 2009	
MSW)	is	characterized	by	the	predominance	of	the	wave	activity	associated	exclusively	
with	 Rossby	 wave	 packets,	 whereas	 the	 second	 peak	 (26‐30	 January,	 after	 the	 2009	





1)	 at	100	hPa	 from	1	December	2008	 to	28	February	2009.	The	different	 lines	 indicate	 total	 flux	 (solid	























should	 be	 the	 opposite,	 as	 the	 wave	 activity	 responsible	 for	 the	 deceleration	 of	 the	
stratospheric	 flow	 comes	 from	 the	 troposphere.	 However,	 both	 variables	 begin	
simultaneously	 to	 show	 values	 higher	 than	 those	 exclusively	 due	 to	 climatological	
planetary	waves	and	so,	 it	 is	possible	 that	a	positive	 feedback	process	occurs:	 initially	
the	wave	activity	probably	decelerates	the	polar	stratospheric	flow,	and	then,	the	latter	
is	weak	enough	to	allow	a	strong	upward	propagation	of	tropospheric	wave	activity	into	
the	 stratosphere	 according	 to	 the	 theory	 on	 upward	 propagation	 of	 wave	 activity	 by	
Charney	and	Drazin	[1961].	
Hereafter	 in	 this	Subsection,	 the	analysis	of	 the	2009	MSW	will	mainly	 focus	on	the	
first	peak	of	[v*T*],	since	the	interest	of	this	part	of	the	study	concerns	the	precursors	of	
the	MSW.	By	calculating	the	contributions	of	the	first	three	zonal	harmonics	to	the	100‐
hPa	heat	 flux	 it	 can	be	 shown	 that	wavenumber‐2	 activity	 is	 predominant	 in	 the	pre‐
MSW	peak	(Table	V.6)	providing	54	K	m	s‐1	of	 the	58	K	m	s‐1	of	 total	heat	 flux.	This	 is	
consistent	with	the	2009	MSW	being	a	wavenumber‐2	MSW,	as	indicated	in	the	previous	
Subsection.	The	main	reason	for	 the	peak	of	 [v*T*]	observed	prior	 to	 the	2009	MSW	is	
the	southerlies	over	the	Pacific	and	the	northerlies	over	Canada	collocated	with	high	and	
low	temperatures,	 respectively,	as	shown	 in	Figure	V.11a.	These	spatial	 structures	are	
related	 to	 the	 strong	 ridge	 over	North	America	 illustrated	 in	 Figure	 V.12a,	 associated	
with	 a	 blocking	 over	 this	 region	 [e.g.,	 Newman	 and	 Nash,	 2009].	 Additional	 minor	
contributions	to	the	first	peak	of	[v*T*]	come	from	other	zonal	wavenumbers	(see	Table	
V.6);	in	particular,	k=1	contributes	10%	to	the	total	[v*T*].	This	feature	implies	that	the	
four	 regions	displayed	 in	Figure	V.11a	do	not	 contribute	 equally	 to	 the	peak	of	 [v*T*],	
with	the	regions	over	the	Pacific	and	Canada	being	more	predominant	than	those	over	
the	Atlantic	and	Siberia.		





	 [*T*]	 [a*Ta*]	 [c*Ta*]	 [a*Tc*]	 [c*Tc*]	
k=1	 6 3 ‐4 1 7	
k=2	 54 34 3 12 4	
k=3	 ‐2 0 0 ‐3 0	




The	 contribution	 of	 the	 climatological	 planetary	 waves	 term	 during	 16‐20	 January	
2009	to	 the	 [v*T*]	at	100	hPa	accounts	only	 for	19%	(Table	V.6).	The	meridional	wind	
shows	a	wavenumber‐2	 (k=2)	pattern,	whereas	 the	 temperature	has	a	wavenumber‐1	
(k=1)	 pattern.	 The	 correlation	 of	 both	 fields	 results	 in	 a	 predominance	 of	 the	 k=1	
pattern	 with	 the	 main	 center	 over	 the	 Pacific	 area	 (southerlies	 collocated	 with	 high	
temperatures)	 (Figure	V.11b).	The	 interaction	 term	[va*Tc*]	plays	a	 similar	 role	 for	 the	
total	 [v*T*]	 as	 the	 one	 due	 to	 climatological	 waves	 (Table	 V.6	 and	 Figure	 V.11d).	
However,	the	contribution	of	[vc*Ta*]	is	negligible,	since	the	positive	correlation	between	
vc*	 and	 Ta*	 over	 Canada	 is	 counterbalanced	 by	 the	 negative	 one	 over	 Europe	 (Figure	





Figure	V.11.	a)	100‐hPa	meridional	wind	 (contours,	 interval:	 3	m	 s‐1)	 and	 temperature	 (shading	 in	K)	
considering	the	first	three	zonal	wavenumbers	for	16‐20	January	2009.	b)	and	c)	Same	as	a)	but	for	the	
climatological‐mean	 and	 anomalies	 of	 both	 fields,	 respectively.	 d)	 Same	 as	 a)	 but	 for	 anomalies	 of	
meridional	 wind	 and	 the	 climatological‐mean	 of	 temperature.	 e)	 Same	 as	 a)	 but	 for	 anomalies	 of	
temperature	and	the	climatological‐mean	of	meridional	wind.	Zero	contours	are	omitted	for	clarity.	The	





100‐hPa	 eddy	 heat	 flux	 (i.e.	 [v*T*])	 during	 the	 pre‐MSW	heat	 flux	 peak	 in	 2009	 is	 the	
term	associated	with	Rossby	wave	packets	(64%	of	the	total),	which	is	consistent	with	











and	 3‐dimensional	 propagation,	 their	 associated	wave	activity	 flux9	 at	 different	 levels,	
calculated	 from	 equation	 (IV.2.9)	 is	 shown	 in	 Figure	 V.13.	 At	 the	 tropopause	 level,	 a	
region	of	very	strong	upward	wave‐activity	injection	into	the	stratosphere	is	identified	
on	the	east	side	of	a	center	of	strong	anticyclonic	anomalies	over	Canada	(Figure	V.13a),	
which	belongs	 to	 a	 tripole	 structure	 (with	weaker	 cyclonic	 anomalies	 over	 the	Pacific	
and	 the	 east	 coast	 of	 North	 America)	 related	 to	 a	 blocking.	 In	 the	 same	 area,	 the	
horizontal	component	of	the	wave	activity	flux	(Wh,	computed	from	equation	(IV.2.9))	is	
clearly	eastward	and	perpendicular	to	the	geopotential	anomaly	contours	(see	arrows	in	
Figure	V.13a).	 All	 this	 indicates	 that	 this	 anomalous	 circulation	 over	 Canada	 acts	 as	 a	


















hPa	 (gpm,	 contours)	 for	 16‐20	 January	 2009.	 b)	 Same	 as	 a),	 but	 the	 horizontal	 component	 and	 the	







In	 the	 lower	 stratosphere,	 two	 anomalous	 anticyclonic	 and	 cyclonic	 centers	 are	
observed	 (Figure	 V.13b,	 contours).	 The	 anticyclonic	 center	 over	 western	 America	 is	
clearly	 connected	 with	 the	 tropospheric	 deep	 ridge	 over	 Canada.	 As	 regards	 the	 two	
strongest	 centers,	 namely,	 the	 cyclonic	 one	 over	 the	 western	 Atlantic	 and	 the	
anticyclonic	one	over	western	Europe,	they	seem	to	have	been	amplified	by	the	injection	
of	 wave	 activity	 from	 the	 troposphere,	 traveling	 along	 the	 zonal‐mean	 flow,	 since	









also,	 and	 with	 a	 similar	 weight,	 the	 interaction	 between	 these	 anomalies	 and	 the	
climatological	 planetary	 waves.	 From	 Table	 V.7,	 it	 can	 be	 identified	 that	 it	 is	 the	
interaction	 term	 [a*Tc*]	 that	 contributes	 the	most	 to	 the	 total	wave	 activity	 injection	




	 [*T*]	 [a*Ta*]	 [c*Ta*]	 [a*Tc*]	 [c*Tc*]	
k=1	 55	 21 0 26 7	
k=2	 0	 ‐2 ‐5 2 4	
k=3	 6	 4 ‐1 2 0	
k=1‐3	 61	 24 ‐5 30 12	
	
Another	outstanding	difference	in	the	peak	of	total	100‐hPa	eddy	heat	flux	between	
both	MSWs	 is	 a	 clear	 predominance	 of	 the	 zonal	 wavenumber‐1	wave	 activity	 in	 the	
2010	MSW,	whereas	the	zonal	wavenumber‐2	wave	activity	(i.e.,	the	most	important	in	
the	 2009	 MSW)	 does	 not	 play	 any	 role	 in	 January	 2010	 (Table	 V.7).	 Figure	 V.14a	
illustrates	 the	 atmospheric	 conditions	 that	 lead	 to	 this	 result:	 northerlies	 and	 low	
temperatures	 over	 Eurasia,	 along	 with	 southerlies	 and	 high	 temperatures	 over	 the	
Pacific.	 Moreover,	 the	 position	 of	 the	 meridional	 wind	 pattern	 relative	 to	 the	
temperature	 one	 in	 Figure	 V.14b‐14e	 for	 each	 term	 contributing	 to	 [v*T*]	 at	 100	 hPa	
explains	 the	degree	and	 sign	of	 the	 correlation	between	both	 variables,	*	and	T*,	 and	
thus,	the	relevance	of	each	term	in	the	peak	of	total	100‐hPa	eddy	heat	flux	in	January	





second	 important	 contributor,	 [va*Ta*],	 arises	 from	 the	 southward	 wind	 and	 cold	
anomalies	over	Eurasia	and	secondarily	from	the	northward	wind	and	high	temperature	
anomalies	over	North	America	(Figure	V.14c).	Notice	that	T*	and	v*	anomalies	in	Figure	
V.14c	 and	 the	 overlap	 of	 their	 patterns	 are	weaker	 than	 in	 Figure	V.11c,	which	 could	




V.13d,	 e	 and	 f).	 In	 fact,	 in	 contrast	 to	 the	 2009	MSW,	 a	 single	 tropospheric	 source	 of	
upward‐propagating	 Rossby	 wave	 packets	 is	 identified	 during	 the	 peak	 of	 [v*T*]:	 a	
center	of	anticyclonic	anomalies	over	the	Atlantic	(Figure	V.13d),	which	 is	related	to	a	
strong	ridge	(Figure	V.12b).	This	 finding	 is	supported	by	 the	westward	phase	 tilt	with	
height	of	this	anomalous	circulation	(Figure	V.13f)	and	its	location	upstream	of	a	center	






In	 the	 lower	stratosphere,	a	 strong	anomalous	anticyclonic	center	 is	 identified	over	
Canada	 and	 a	 region	 of	 a	 two‐centre	 anomalous	 cyclonic	 system	 is	 observed	 over	
Eurasia	(Figure	V.13e),	which	results	from	the	displacement	of	the	polar	vortex	towards	
Eurasia	 (displayed	 in	 Figure	 V.8f).	 However,	 in	 this	 case,	 only	 a	 weak	 center	 of	
anomalies,	 i.e	the	one	over	Eastern	Europe,	seems	to	be	amplified	by	the	Rossby	wave	
packets.	
The	other	 interaction	 term,	 [vc*Ta*],	 represents	 a	 slight	negative	 contribution	 to	 the	
total	heat	 flux.	Whereas	vc*	 shows	a	predominant	k=2	wave	pattern,	Ta*	has	a	k=1	one	
(Figure	 V.14e).	 This	 difference	 in	 the	 structure	 explains	 the	 negative	 correlation	
between	each	other.		
The	climatological	planetary	wave	term,	[c*Tc*],	in	the	2010	MSW	plays	a	very	similar	








The	 clear	predominance	of	 zonal	wavenumber‐1	wave	activity	 in	 the	2010	MSW	 is	
consistent	with	previous	results	from	Shiogama	and	Mukougawa	[2005],	who	concluded	
that	an	amplification	of	stationary	stratospheric	wavenumber‐1	waves	is	important	for	
the	 onset	 of	MSWs	during	ENSO	warm	events.	 In	 fact,	 a	 link	 between	 the	2009/10	El	
Niño	event	and	the	2010	MSW	is	further	supported	by	our	analyses.		
ENSO	events	are	known	to	be	able	to	generate	extratropical	teleconnections,	with	El	




resulting	 in	 a	 positive	 PNA	 index	 of	 1.25	










and	 Hartmann	 [2006],	 shown	 in	 their	 Figure	 7b.	 Hence	 based	 on	 these	 results,	 a	
contribution	of	the	2009/10	El	Niño	event	to	the	enhanced	tropospheric	forcing	and	the	
MSW	in	January	2010	seems	probable.	This	is	supported	by	Figure	V.16	that	shows	the	
evolution	 of	 each	 term	 of	 equation	 IV.2.2	 associated	 with	 composite	 anomalies	 with	
respect	to	El	Niño	or	La	Niña	events	from	December	to	February.	When	comparing	both	
plots,	a	clear	and	statistically	significant	enhancement	of	 the	 interaction	terms	of	eddy	
heat	 flux,	 in	 particular	 [νa*Tc*],	 by	 the	 end	 of	 January	 is	 observed	 under	 El	 Niño	
conditions,	which	is	also	coincident	in	time	with	the	peak	of	heat	flux	related	to	the	2010	
MSW.	 Moreover,	 the	 synoptic	 evolution	 of	 the	 lower	 stratospheric	 circulation	 in	 this	
winter	 is	 similar	 to	 that	 found	by	van	Loon	and	Labitzke	 [1987]	 following	 the	El	Niño	
phenomenon	(not	shown).	Finally,	the	analysis	of	the	EP	flux	divergence	at	stratospheric	
levels	also	confirms	the	high	relevance	of	the	amplification	of	stationary	waves	for	the	
occurrence	 of	 the	 2010	 MSW,	 very	 likely	 related	 to	 the	 El	 Niño	 event.	 Figure	 V.10d	
shows	that	an	outstanding	negative	peak	in	the	30‐hPa	divEP60N	occurs	at	the	same	time	
as	 the	 amplification	 of	 the	 upward	 wave	 propagation	 prior	 to	 the	 2010	 MSW.	 This	
negative	 divEP60N	 is	 dominated	 by	 the	 interaction	 between	 the	 anomalies	 associated	
with	Rossby	wave‐packets	 and	 the	 climatological	 planetary	waves.	 It	 is	 thus	 the	main	
contributor	decelerating	the	polar	stratospheric	flow.	Although	the	anomalies	associated	
with	Rossby	wave	packets	are	an	additional	important	contributor	to	the	peak	of	[*T*]	
at	 100	 hPa	 prior	 to	 the	 2010	 MSW,	 the	 Rossby	 wave	 packets	 identified	 in	 the	
troposphere	 have	 only	 a	 slight	 influence	 on	 the	 lower	 stratosphere	 circulation	 in	 this	
case,	as	seen	before.	
	









the	 period	 1957/58‐2009/10.	 Red	 lines	 indicate	 statistically	 significant	 values	 of	 each	 term	 at	 a	 95%	
confidence	 level	 from	 a	 one‐tailed	Monte	 Carlo	 test	 using	 500	 permutations	 (i.e.:	 those	 values	with	 an	





the	 tropospheric	 circulation	 following	 these	 events	 and	 related	 to	 the	 downward	
propagation	of	their	signal.		























In	 the	 case	 of	 the	 2009	 MSW,	 given	 that	 it	 was	 a	 very	 strong	 event,	 it	 should	 be	
expected	 to	 observe	 a	 tropospheric	 response	 characterized	 by	 a	 very	 strong	 negative	
phase	of	the	NAO,	but	 it	was	not	so	(Figure	V.17a).	The	1000‐hPa	Z	anomaly	structure	
after	 the	 2009	 MSW	 is	 determined	 by	 weak	 negative	 anomalies	 over	 Europe	 and	




the	 Pacific	 can	 be	 related	 to	 two	 different	 phenomena.	 One	 of	 them	 could	 be	 a	
tropospheric	 blocking,	 in	 agreement	 with	 Woollings	 et	 al.	 [2010]	 that	 showed	 an	
increased	 number	 of	 blockings	 in	 this	 region	 after	 splitting	 type	 MSWs.	 A	 second	
phenomenon	 that	 would	 explain	 the	 center	 of	 anomalies	 over	 the	 Pacific	 might	 be	 a	
weak	La	Niña	event	and	 its	associated	negative	phase	of	 the	PNA.	Consistent	with	 the	
1000‐hPa	 geopotential	 results,	 the	 near‐surface	 temperature	 pattern	 is	 also	 different	
from	that	of	2010	MSW	(Figure	V.17c	vs	d).		
As	a	further	analysis	of	the	absence	of	a	clear	MSW	fingerprint	on	the	troposphere	in	
2009,	 the	 time‐height	 evolution	 of	 the	 zonal‐mean	 zonal	 wind	 at	 60°N	 around	 both	















In	 short,	 in	 this	 part	 of	 the	 study,	 it	 has	 been	 shown	 that	 polar	 stratospheric	
circulation	anomalies	associated	with	certain	combinations	of	phases	of	the	solar	cycle,	
the	 QBO	 and	 the	 ENSO	may	 facilitate	 or	 hinder	 the	 vertical	 propagation	 of	 planetary	
waves	into	the	stratosphere.	This	was	the	case	for	the	2010	MSW	that	happened	under	
minimum	solar	activity,	an	easterly	QBO	phase	and	with	a	clear	influence	of	the	El	Niño	
event	 of	 2009/10	 winter.	 However,	 the	 occurrence	 of	 the	 2009	 MSW	 clearly	
demonstrated	that	a	strong	enough	forcing	from	tropospheric	planetary	waves	is	able	to	





in	 NH	 winters	 beyond	 other	 influences	 like	 solar	 cycle,	 QBO	 and	 ENSO,	 when	 these	
influences	do	not	play	any	relevant	role.	Consequently,	this	relevant	role	of	tropospheric	









The	 study	 of	 effects	 of	 increasing	 GHG	 concentrations	 in	 the	 future	 on	 climate	 are	




between	 changes	 in	 atmospheric	 constituents	 and	 changes	 in	 the	 dynamics	 of	 the	
stratosphere	 [McLandress	 and	 Shepherd,	 2009a	 and	 b;	 Winter	 and	 Bourqui,	 2010].	
Hence,	 an	 analysis	 of	 the	 possible	 impact	 of	 climate	 change	 on	 major	 stratospheric	
warmings	 (MSWs)	 is	highly	 important.	 In	 fact,	 some	authors	have	already	examined	a	
possible	 impact	 of	 climate	 change	 on	 MSWs	 by	 analyzing	 GCMs	 [e.g.:	 Shindell	 et	 al.,	
1998;	Butchart	 et	al.,	2000],	AOGCMs	 [e.	 g.:	Huebener	et	 al.,	 2007]	and	more	 recently,	
CCMs	 [Charlton‐Perez	 et	 al.,	 2008;	 McLandress	 and	 Shepherd,	 2009b;	 Butchart	 et	 al.,	
2010],	 mainly	 focusing	 on	 the	 frequency	 and	 intensity	 of	 these	 events.	 However,	
whereas	 some	 of	 them	 have	 predicted	 a	 small	 increase	 in	 MSWs	 frequency	 [e.g.:	
Huebener	 et	 al.,	 2007;	 Charlton‐Perez	 et	 al.,	 2008;	 Butchart	 et	 al.,	 2010],	 others	 have	
identified	no	change	[e.g:	Butchart	et	al.,	2000;	McLandress	and	Shepherd,	2009b]	and	
some	 others	 have	 even	 projected	 a	 reduced	 frequency	 [Shindell	 et	 al.,	 1998].	 Since	 a	
clear	consensus	in	the	effects	of	the	climate	change	on	the	MSWs	has	not	been	reached	
yet,	more	work	about	this	topic	is	still	demanded.	
In	 this	 Section	 V.2,	 possible	 future	 changes	 in	MSWs	 are	 examined	with	 the	 EMAC	
model	 using	 the	 EMAC‐FUB	 configuration	 in	 two	 transient	 simulations,	 SCN‐B2d	 and	
SCN‐B2c	(hereafter	referred	as	SCN2d	and	NCC,	respectively;	see	Section	III.2	for	more	
details).	 Both	 simulations	 are	 identical,	 except	 that	 GHG	 concentrations	 are	 kept	


















changes	 identified	 in	MSWs	 and	 the	 variations	 in	 the	 atmospheric	 state.	 Two	 specific	
aspects	 are	 analyzed:	 the	 atmospheric	 state	 in	 the	middle	 stratosphere	 and	 the	wave	
activity	propagation.	The	first	one	was	chosen	given	that	MSWs	are	typically	identified	
in	 that	 region,	 in	 particular	 at	 10hPa.	 Additionally,	 the	 wave	 activity	 propagation	 is	
really	interesting	in	this	study	because	it	has	been	clearly	demonstrated	in	the	extensive	
literature	 that	 a	 sudden	 increase	 in	 planetary	 wave	 activity	 initiates	 a	 MSW	 [e.g.,	
Charney	 and	 Drazin,	 1961;	 Matsuno,	 1971;	 McIntyre,	 1982;	 Limpasuvan	 et	 al.,	 2004;	





is	 made	 on	 the	 daily	 evolution	 of	 the	 zonal‐mean	 temperature	 and	 zonal	 wind	 from	






The	 polar	 stratosphere	 becomes,	 in	 general,	 significantly	 colder	 in	 the	 SCN2d	
experiment	in	the	future	(Figures	V.19a‐c).	However,	this	cooling	is	not	clear	from	late‐




zonally	 averaged	 temperature	 difference	 between	 a	 uniformly	 doubled	 CO2	 run	 and	 a	
control	 run	 for	 December,	 January	 and	 February.	 This	warming	 is	 also	 observed	 in	 a	
similar	study	by	Winter	and	Bourqui	[2010].	Moreover,	as	a	result	of	this	high‐latitude	






















The	 zonal‐mean	 zonal	 wind	 jet	 shows	 spatial	 and	 temporal	 changes	 in	 the	 future	
comparing	 with	 the	 past	 in	 the	 SCN2d	 experiment	 (Figures	 V.21	 a‐c).	 It	 is	 shifted	
equatorward	in	agreement	with	previous	studies	[e.g.:	Sigmond	et	al.,	2004	or	Charlton‐
Perez	 et	 al.,	 2008]	 and	 consistent	 with	 the	 change	 in	 the	 meridional	 temperature	
gradients	 (Figure	V.19	 a‐c).	Moreover,	 a	 strengthening	of	 the	PNJ	 is	 observed	 in	 early	
winter	(particularly	 in	December)	and	a	weakening	 is	seen	 from	mid‐January	(Figures	
V.21	a	and	b).	These	changes	in	the	intensity	of	the	PNJ	are	statistically	significant	at	a	
95%	confidence	level	from	a	Student’s	t‐test	(Figure	V.21c)	and	can	be	also	seen	in	the	
cross	 section	 of	 differences	 of	 zonal‐mean	 zonal	 wind	 for	 November‐December	 and	
January‐February	 (Figure	 V.22	 a	 and	 c,	 respectively).	 Figure	 V.22c	 also	 shows	 good	
agreement	with	the	results	of	Sigmond	et	al.	[2004]	for	a	uniform	CO2	doubling.		
Concerning	 the	NCC	 experiment,	 the	 PNJ	 does	 not	 show	 almost	 any	 change	 in	 its	
spatial	 extension	 (Figures	 V.21	 d‐e).	 Although	 for	 the	 last	 period	 the	 PNJ	 becomes	
slightly	weaker	in	early	winter	and	stronger	from	mid‐January	till	March,	these	changes	
are	not	statistically	significant	at	a	95%	confidence	level	(Figures	V.21f	and	V.22	b	and	
d).	 These	 non‐statistically	 significant	 changes	 can	 be	 possibly	 explained	 by	 the	 high	
















Because	 of	 the	 causal	 relationship	 between	 the	 occurrence	 of	 MSWs	 and	 the	
planetary	 wave	 propagation,	 a	 special	 attention	 deserves	 the	 variations	 in	 the	




The	 daily	 climatology	 of	 the	meridional	 eddy	 heat	 flux	 at	 100	 hPa	 in	 the	 extended	
winter	 has	 been	 analyzed	 for	 each	 period	 and	 simulation,	 as	 it	 is	 known	 that	 this	
variable	represents	a	proxy	for	Rossby	wave	flux	entering	the	stratosphere	[Austin	et	al.,	
2003;	Hu	and	Tung,	2003].	As	explained	in	the	Methodology	chapter,	the	eddy	heat	flux	is	
computed	 as	 [v*T*],	 i.e.,	 the	 zonal	 average	 of	 the	 product	 of	 the	 deviation	 of	 the	










In	 the	SCN2d	 run,	while	no	 important	changes	 in	 [v*T*]	between	the	 future	and	the	
past	 are	 found	 concerning	 the	 latitudinal	 extent	 of	 the	 highest	 values,	 a	 time	 shift	 of	
about	one	month	is	observed	in	the	maximum,	i.e,	from	mid‐January	until	March	in	the	
past	 to	 mid‐December	 until	 mid‐February	 in	 the	 future	 (Figure	 V.23	 a‐c).	 In	
consequence,	an	increase	in	the	100‐hPa	heat	flux	at	50°‐70°N	is	observed	from	January	
until	mid‐February	in	the	late	21st	century	(Figure	V.23a	and	b),	but	it	is	only	statistically	




The	 stronger	 future	 wave	 activity	 observed	 in	 January	 is	 consistent	 with	 the	
weakening	 of	 climatological	 polar	 night	 jet	 that	 extends	 from	mid‐January	 till	 March	
previously	mentioned.	The	delay	between	the	statistically	significant	changes	in	the	100‐
hPa	heat	 flux	and	10‐hPa	zonal	wind	is	explained	by	the	 fact	 that	 the	former	has	been	
proven	to	be	a	precursor	of	changes	in	zonal	wind	at	stratospheric	levels.	In	late	winter	
(from	mid‐March	until	April),	a	statistically	significant	decrease	in	the	future	heat	flux	is	







future	 (see	 Figure	 V.23d	 vs	 Figure	 V.23e).	 Moreover,	 small	 statistically	 significant	











Concerning	 the	 SCN2d	 experiment,	 in	 early	 winter	 (November	 and	 December)	 the	




polar	 vortex	 in	 these	 two	 months	 (Figure	 V.21c)	 that	 would	 favor	 the	 reflection	 of	
tropospheric	wave	activity	towards	the	subtropics	[Perlwitz	and	Harnik,	2003;	Kodera	
et	al.,	2008].	This	equatorward	deflection	of	wave	activity	has	been	recently	shown	to	be	
more	 typical	 in	early	winter	 than	 in	 the	next	 stages	of	 the	winter	 season	 [Shaw	et	 al.,	
2010].	 In	 contrast,	 in	 January,	 the	 increase	 in	 the	 future	 upward	 tropospheric	 wave	
activity	 at	 mid‐latitudes	 does	 propagate	 into	 the	 stratosphere,	 decelerating	 the	 polar	
night	jet	(Figures	V.25a),	in	agreement	with	results	shown	by	McLandress	and	Shepherd	
[2009a]	 in	 transient	 simulations	 from	 the	 Canadian	 Middle	 Atmosphere	 CCM.	 In	
February,	significant	differences	are	not	observed	in	the	stratosphere	(Figure	V.25e),	as	
expected	from	results	obtained	for	the	meridional	100‐hPa	eddy	heat	flux.	
When	 comparing	 SCN2d	 and	 NCC	 runs	 for	 the	 future,	 results	 are	 similar	 to	 those	
found	 in	 the	 comparison	 between	 the	 two	 periods	 of	 SCN2d,	 particularly	 in	 the	
troposphere	 (Figures	 V.24‐25,	 d	 and	 h	 plots).	 This	 is	 understandable,	 given	 that	 GHG	
concentrations	are	kept	constant	at	1960	levels	in	the	NCC	run.	In	the	stratosphere,	the	





variations	 in	 the	 intensity	 of	 planetary	 waves	 [e.g.:	 Taguchi	 and	 Hartmann,	 2006;	
108	
 
Manzini	 et	 al.,	 2006],	 the	 absence	 of	 this	 variability	 in	 one	 of	 the	 two	 compared	 runs	
would	 enhance	 the	 features	 of	 the	 wave	 activity	 propagation	 in	 the	 other	 run	 when	
compared	both	of	them.	This	explanation	is	supported	by	previous	studies	that	showed	
lower	climate	change	response	in	experiments	using	prescribed	SSTs	with	a	fixed	annual	
cycle	 than	 in	 simulations	 forced	with	 interannually	 varying	 SSTs	 [Braesicke	 and	 Pyle,	
2004;	Winter	and	Bourqui,	2010].	




Figure	 V.24.	 Difference	 composite	 maps	 of	 monthly	 Eliassen‐Palm	 flux	 (arrows)	 and	 its	 divergence	
(shadings)	for	November	and	December.	Scaling	arrow	at	100	hPa	and	higher	is	divided	by	a	factor	of	10	











of	 its	 3‐D	 propagation	 by	 means	 of	 the	 Plumb	 flux	 at	 the	 upper	 troposphere	 (in	
particular,	at	300	hPa).	As	explained	in	the	Methodology	chapter,	this	would	allow	us	to	
determine	 the	 sources	 of	 the	 future	 changes	 found	 in	 the	 zonally	 averaged	 wave	
propagation	under	climate	change	conditions	(more	details	in	Section	IV.2.a).	
In	 November,	 a	 general	 decrease	 with	 time	 in	 intensity	 of	 the	 climatological	
wavetrains	over	western	Pacific	and	Asia	is	observed	in	the	SCN2d	run	(Figures	V.26a).	
The	other	 important	wavetrain,	the	one	over	western	Atlantic,	shows	a	northeastward	
shift.	 In	 December,	 both	 wavetrains,	 in	 particular	 the	 Atlantic	 one,	 present	 a	
northeastward	 shift	 in	 the	 future	 with	 respect	 to	 their	 position	 in	 the	 past	 (Figure	
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V.26b).	A	 shift	 of	 the	 same	 sign	of	 the	Atlantic	wavetrain	was	 found	by	McDaniel	 and	
Black	[2005]	associated	with	a	positive	NAM	phase,	and	thus,	with	a	strong	polar	vortex.	
Hence,	 the	 change	 in	 the	 position	 of	 the	 Atlantic	 wavetrain	 would	 agree	 with	 a	
strengthening	of	the	polar	vortex	in	the	future	in	early	winter	and	might	also	explain	the	
changes	 observed	 in	 the	 zonally	 averaged	wave	 propagation	 in	 these	 two	months.	 In	
January,	 an	 increase	with	 time	 in	 the	 upward	wave	 propagation	 in	 the	 SCN2d	 run	 is	
clearly	seen	over	the	Pacific‐Asian	region	(Figure	V.27a).	This	increase	seems	to	be	the	





Finally,	 it	 is	worthy	to	highlight	 the	relevant	differences	found	when	comparing	the	
two	 runs	 in	 the	 past	 (Figures	 V.26‐27,	 b	 and	 f	 plots).	 These	 differences	 are	 almost	
restricted	to	the	Pacific	and	they	could	be	related	to	discrepancies	in	SSTs	between	both	
runs	just	mentioned,	when	analyzing	the	differences	in	the	EP	flux.		
Figure	 V.26.	 Difference	 composite	 maps	 of	 monthly	 300‐hPa	 Plumb	 flux	 (horizontal	 components	 in	
arrows	and	vertical	one	in	shadings	(m2	s2))	for	November	and	December.	Arrows	are	drawn	when	one	of	
the	 horizontal	 components	 of	 Plumb	 flux	 is	 statistically	 significant	 at	 a	 95%	 confidence	 level.	 Colour	










climate	 change,	 it	 has	 been	 explored	 if	 these	 differences	 are	 connected	 to	 changes	 in	
major	 stratospheric	 warmings.	 To	 achieve	 this	 study,	 major	 stratospheric	 warmings	
(MSWs)	were	identified	during	the	extended	winter	(November‐March)	according	to	the	
“standard	 criterion”,	 described	 in	 the	 Methodology	 chapter	 (more	 details	 in	 Section	
IV.1.a).	 As	 done	 in	 the	 previous	 part	 of	 this	 report	 of	 results,	 in	 order	 to	 determine	
possible	 changes	 in	 MSWs	 due	 to	 the	 increase	 of	 GHG	 concentrations	 in	 the	 SCN2d	
simulation,	different	aspects	of	 these	phenomena	are	explored	 in	 the	 two	periods	and	
runs	with	the	EMAC‐FUB	(e.g.,	past	and	future	in	the	SCN2d	and	NCC	simulations).	First,	
the	 main	 features	 that	 characterize	 these	 events	 and	 the	 time	 evolution	 of	 the	























(dataset	 and/or	 period)	 whose	 differences	 in	 the	 MSW	 diagnostics	 are	 statistically	
significant.	 From	 both	 Tables,	 it	 can	 be	 seen	 that	 MSWs	 in	 the	 recent	 past	 of	 both	
experiments	are,	in	general,	well	reproduced,	even	though	they	show	lower	values	than	
in	ERA‐40.	An	exception	is,	however,	found	in	the	SCN2d	run	related	to	the	deceleration	




explained	 in	 the	 previous	 Section,	 the	 occurrence	 of	 these	 early	 winter	 MSWs	 is	
probably	due	to	artificial	forcings	and	as	a	result,	they	can	show	unrealistic	properties.	
In	 fact,	when	computing	 the	deceleration	of	 the	PNJ	without	 considering	 the	MSWs	of	
these	two	months,	the	value	rises	up	(23.2	m	s‐1	with	a	standard	deviation	of	8.5	m	s‐1)	
and	 the	 resulting	 difference	 between	 the	 mean	 values	 of	 ERA‐40	 and	 SCN2d	 is	 not	
statistically	significant	at	a	90%	confidence	level.		
Despite	 the	aforementioned	difference,	an	overall	 agreement	 in	 the	most	 important	
features	of	MSWs	exists	between	both	experiments	(SCN2d	and	NCC)	and	the	reanalysis	










general,	 statistically	 significant	 differences	 have	 not	 been	 found	 among	 the	 different	
periods	and	runs,	except	for	the	deceleration	of	the	PNJ	(Table	V.9).	Moreover,	the	non‐
significant	 changes	 observed	 in	 time	 have	 the	 same	 sign	 for	 both	 runs	 and	 so,	 they	
cannot	be	attributed	to	the	prescribed	increase	in	GHG	concentrations,	but	they	could	be	
explained	 by	 the	 large	 multi‐decadal	 variability	 of	 these	 phenomena	 [Butchart	 et	 al.,	
2000;	Schimanke	et	al.	2011]. 
Table	V.8.	Mean	values	 of	MSW	diagnostics	 in	 the	 SCN2d	 and	NCC	 simulations	 for	 the	past	 (1960/61‐
1999/2000)	 and	 future	 (2060/61‐2099/2100)	 periods	 and	 in	 ERA‐40	 data.	 In	 parenthesis,	 the	 same	
statistical	parameter	of	variability	as	in	Tables	V.1	and	V.3.	Anomalies	have	been	computed	based	on	the	
respective	climatology	of	each	period	and	each	simulation.	
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As	 for	 the	 deceleration	 of	 the	 PNJ	 associated	 with	 MSWs,	 the	 future	 shows	 a	





2.	 The	 easterlies	 at	 high	 latitudes	 in	 the	 aftermath	 of	 the	MSW	 are	 stronger	 in	 the	
future,	 as	 the	 wave	 activity	 prior	 to	 the	 MSW	 is	 higher	 as	 well	 (but	 not	 statistically	
significant)	 and	 waves	 would	 deposit	 higher	 easterly	 momentum	 in	 the	 polar	
stratosphere.		
3.	In	general,	the	basic	state	of	the	PNJ	in	the	future	may	be	stronger	than	in	the	past,	
but	 because	 of	 the	 high	 number	 of	 MSWs	 in	 January	 and	 February,	 the	 climatology	
would	show	weaker	values.	Figure	V.28	indicates	that	this	is	the	most	valid	explanation	
to	 the	 obtained	 result	 of	 the	 three	 stated	 causes.	 The	 deceleration	 of	 the	 PNJ	 in	 the	
future	is	more	abrupt	than	in	the	past:	it	starts	from	a	stronger	value	of	[u]	in	the	future,	
but	 it	 reaches	maximum	easterlies	 values	 in	 the	days	after	 the	MSWs	 similar	 to	 those	
observed	in	the	past.		












runs	 in	 the	 future,	 a	 statistically	 significant	 difference	 between	 them	 at	 a	 90%	




V.8,	 averaged	over	10‐yr	 intervals,	 have	been	 found	 from	1960	 till	 2100	 (not	 shown).	
This	 result	 is	 in	 line	with	 the	 findings	of	McLandress	and	Shepherd	 [2009b],	 although	
















this	calculation	 to	avoid	 identifying	any	possible	stratospheric	 final	warming	(SFW)	 in	
this	month	as	a	MSW.	The	result	of	 this	 test	 indicates	 that	 the	H0	can	be	 rejected	at	a	
95%	confidence	level.	Thus,	the	different	seasonal	distribution	of	MSWs	above	indicated	
between	past	and	future	in	SCN2d	simulation	can	be	said	to	be	statistically	significant	(at	











Past	 9	 11	 20	
Future	 3	 17	 20	





opposite	 of	 those	 seen	 in	 SCN2d	 experiment.	 These	 differences	 in	 the	 seasonal	
distribution	are	also	consistent	with	 the	changes	 in	 the	climatology	of	 the	zonal‐mean	








Past	 9	 16	 25	
Future	 13	 10	 23	










Finally,	 possible	 differences	 in	 the	 seasonal	 distribution	 of	MSWs	 between	 the	 two	
runs	 for	 each	 period	 of	 study	 (past	 and	 future)	 are	 explored.	 In	 this	 case,	 the	 null	
hypothesis	 (H0)	 is	 the	 independence	 between	 the	 runs	 (SCN2d	 and	 NCC)	 and	 the	
seasonal	distribution	of	MSWs	(early	winter	and	mid‐winter).		
As	expected,	any	statistically	significant	difference	in	the	timing	of	MSWs	between	the	
two	 runs	was	 found	 in	 the	 past.	 In	 contrast,	 in	 the	 future,	whereas	 the	 occurrence	 of	








or	 in	 other	 characteristics	 of	 these	 phenomena	 have	 been	 identified	 due	 to	 the	
prescribed	 increasing	 GHG	 concentrations.	 However,	 climate	 change	 might	 affect	 the	
occurrence	 of	 MSW	 in	 the	 future,	 given	 that	 a	 statistically	 significant	 change	 in	 the	









































As	 a	 second	 step	 of	 the	 analysis	 of	 future	 changes	 in	 MSWs,	 the	 evolution	 of	 the	
atmospheric	circulation	prior	to	and	after	their	occurrence	is	studied.		
Firstly,	 the	 time	 evolution	of	 the	 zonal‐mean	middle	 stratospheric	 circulation	
surrounding	 the	 onset	 of	 MSW	 is	 analyzed	 for	 the	 total	 field	 and	 anomalies
10.	 As	 it	 has	 been	 shown	 in	 this	 Section	 that	 the	 climatology	 of	 the	 zonal‐mean	 zonal	
wind	changes	 from	the	 late	20th	 century	 to	 the	 late	21st	 century	and	 that	 the	seasonal	
distribution	of	MSWs	changes	in	time	too,	the	seasonal	cycle	was	removed	from	the	data	
before	averaged	in	order	to	eliminate	any	implicit	bias.	However,	the	features	observed	




to	 day	 ‐10,	 even	 showing	 positive	 anomalies.	 Moreover,	 the	 negative	 anomalies	
associated	with	MSWs	 stand	 shorter	 after	 these	 events	 in	 the	 future	 than	 in	 the	 past,	




MSWs	 to	 be	 shorter	 in	 the	 future	 under	 climate	 change	 conditions,	 and	 it	 is	 also	
supported	by	the	results	concerning	the	deceleration	of	the	PNJ	of	Table	V.8.	However,	
the	abruptness	and	duration	of	the	future	MSWs	are	not	 in	agreement	with	Tomikawa	







10 Except	 for	 cases	when	 indicating	 something	different	 in	 this	 Section,	 the	 climatological	mean	 always	






Figure	V.30.	Zonal‐mean	 zonal	wind	 anomalies	 at	 10	 hPa	 from	30	 days	 before	 until	 30	 days	 after	 the	
central	 date	 of	 MSW	 for	 the	 SCN2d	 and	 NCC	 runs:	 in	 the	 past	 and	 in	 the	 future.	 Right	 column:	 the	




(SCN2d	 vs.	 NCC),	 variations	 in	 the	 zonal‐mean	 stratospheric	 circulation	 appear,	 in	
general,	 similar	 to	 those	 found	between	 the	 two	periods	 in	 the	SCN2d	run,	but	with	a	
reduction	 in	 the	 statistical	 significance	 (Figure	 V.31b).	 Thus,	 the	 abruptness	 of	 future	
MSWs	can	be	attributed	to	 the	 increase	 in	GHG	concentrations.	A	possible	explanation	
could	be	found	in	the	concurrence	of	two	opposite	mechanisms.	On	one	side,	there	is	a	
strong	 upward	 propagation	 of	 tropospheric	 wave	 activity	 enhanced	 by	 the	 climate	
change	 effects	 on	 the	 troposphere,	 which	 triggers	 the	 MSW.	 On	 the	 other	 side,	 the	


















Figure	V.31.	 SCN2d‐minus‐NCC	 difference	 composite	maps	 of	 10‐hPa	 zonal‐mean	 zonal	wind	 from	 30	
days	 before	 until	 30	 days	 after	 the	 central	 date	 of	 MSW	 in	 the	 past	 and	 the	 future.	 Shadings	 show	
statistically	significant	differences	at	a	95%	confidence	level	(Student’s	t‐test).		
 
The	next	 step	 is	 to	analyze	 the	 synoptic	 evolution	of	 the	atmospheric	 circulation	at	
stratospheric	and	tropospheric	levels	prior	to	and	after	the	onset	of	the	MSW.	Composite	
maps	 of	 geopotential	 height	 anomalies	 at	 tropospheric	 and	 stratospheric	 levels	 have	
been	 plotted	 for	 different	 phases	 of	 the	 time	 evolution	 of	 the	 MSW.	 Following	 the	
method	of	Limpasuvan	et	al.	[2004],	five	phases	with	respect	to	the	central	date	of	the	
MSW	have	been	 considered:	 the	onset	phase	 (average	of	days	 ‐37	 to	 ‐23),	 the	growth	
phase	 (average	 of	 days	 ‐22	 to	 ‐8),	 the	 mature	 phase	 (average	 of	 days	 ‐7	 to	 +7),	 the	
decline	phase	(average	of	days	+8	to	+22)	and	the	decay	phase	(average	of	days	+24	to	
+37).	
In	 the	 middle	 stratosphere	 (10	 hPa),	 the	 stratospheric	 polar	 vortex	 shows	
approximately	 the	 same	 time	 evolution	 in	 the	 two	 periods	 and	 experiments	 (Figure	
V.32).	 Prior	 to	 the	 occurrence	 of	 the	MSW,	 positive	 geopotential	 height	 (Z)	 anomalies	
over	western	America	get	stronger	with	time,	being	an	indication	of	the	intensification	
of	 the	stratospheric	Aleutian	high.	As	 this	anticyclonic	structure	 intensifies	and	moves	
towards	 the	 polar	 cap,	 the	 polar	 vortex	 weakens	 and	 is	 shifted	 towards	 Eurasia,	
indicated	by	the	displacement	of	the	negative	Z10	anomalies	towards	that	area	(Figure	
V.32,	first	and	second	rows).	Then,	at	the	mature	phase,	the	polar	vortex	is	significantly	
weakened,	 denoted	 by	 the	 positive	 Z10	 anomalies	 over	 the	 polar	 cap,	while	 the	mid‐
latitudes	 show	 negative	 anomalies,	 particularly	 over	 the	 Atlantic	 and	 Europe	 (Figure	
V.32,	 third	 row).	 During	 the	 following	 phases,	 decline	 and	 decay,	 the	 positive	 Z10	






evolution	 of	 the	 polar	 vortex	 during	 the	 life	 cycle	 of	 the	 MSW	 in	 all	 periods	 and	
experiments,	 it	 is	 important	to	highlight	some	differences	observed	among	them.	First,	
during	the	onset	phase,	the	NCC	run	in	the	future	does	not	show	positive	anomalies	over	




very	 similar	 to	 that	 seen	 at	 10	 hPa,	 but	 with	 some	 delay	 due	 to	 the	 downward	
propagation	 of	 the	 anomalies	 associated	 with	 MSWs	 (Figure	 V.33).	 This	 delay	 would	
explain	the	absence	of	relevant	anomalies	in	the	onset	phase.		
In	the	upper	and	middle	troposphere,	the	study	in	the	stages	preceding	the	MSWs	is	
clearly	 important	 to	 identify	 possible	 circulation	 structures	 that	 could	 act	 as	
tropospheric	 precursors.	 Actually,	 during	 the	 growth	 phase,	 strong	 and	 statistically	
significant	negative	anomalies	of	Z200	and	Z500	are	observed	over	the	Aleutian	Islands,	
indicating	 an	 intensification	 of	 the	 tropospheric	 Aleutian	 low	 (Figure	 V.34	 and	 35,	
second	row).	As	shown	in	the	previous	Section	V.1.b,	the	strengthening	of	this	structure	
is	related	to	the	enhancement	of	the	mid	to	high	latitude	tropospheric	Z	wavenumber‐1	
that	 leads	 to	 the	weakening	 of	 the	 polar	 vortex.	Moreover,	 as	 shown	 by	 Taguchi	 and	
Hartmann	[2006],	 the	origin	of	 this	wave	activity	enhancement	can	be	associated	with	
SST	anomalies	over	the	Pacific	and,	in	particular,	with	El	Niño	event.	In	fact,	during	the	




phase	are	observed	at	200	hPa	 in	all	 cases,	particularly	 in	 the	NCC	simulation	 (Figure	
V.34,	 third	 row).	 After	 that	 phase,	 the	 statistical	 significance	 of	 the	 Z200	 and	 Z500	
anomalies	decreases	considerably	from	the	past	to	the	future,	particularly	in	the	SCN2d	
experiment	 (Figures	V.34	 and	35,	 fourth	 and	 fifth	 row).	Moreover,	 the	 typical	AO‐like	
pattern	associated	with	a	weak	stratospheric	polar	vortex	appears	in	both	experiments	



























The	 last	aspect	 to	be	explored	when	comparing	 the	MSWs	 in	 the	past	and	 future	 in	
both	 runs	 of	 EMAC‐FUB	 (under	 climate	 change	 and	non‐climate	 change	 conditions)	 is	
the	stratosphere‐troposphere	coupling	during	this	stratospheric	phenomenon.		
As	 already	 mentioned,	 MSWs	 are	 one	 of	 the	 clearest	 examples	 of	 the	 coupling	
between	 the	 stratosphere	 and	 the	 troposphere	 in	 the	 Northern	 Hemisphere.	 Thus,	
changes	 in	 this	 type	 of	 events	 in	 a	 future	 climate	 would	 be	 likely	 to	 affect	 the	
troposphere	 and	 surface	 climate.	 In	 fact,	 variations	 in	 the	 coupling	 between	 the	
stratosphere	 and	 troposphere	 in	 chemistry‐climate	 models	 or	 stratosphere‐resolving	





conditions,	 there	 is	 a	 relevant	 change	 in	 the	 synoptic	 evolution	 of	 the	 atmospheric	
circulation,	 especially	 at	 tropospheric	 levels.	Hence,	 a	more	 detailed	 study	 of	 possible	









change	 conditions	 (SCN2d	 run),	 the	 stratospheric	 [u]60N	 anomalies	 related	 to	 this	
phenomenon	 are	 less	 persistent	 than	 in	 the	 past	 (Figure	 V.36b),	 even	 in	 the	 lower	
stratosphere.	 In	 fact,	 statistical	significant	differences	of	 [u]60N	between	the	 future	and	
the	past	are	also	found	at	tropospheric	levels	during	10‐15	days	after	the	central	date	of	
MSW	(Figure	V.36c).	This	might	explain	that	the	tropospheric	circulation	does	not	show	
the	 typical	 synoptic	 evolution	 and	 signatures	 after	MSWs	 in	 the	 future,	 as	mentioned	
above.	
In	 contrast,	 under	 non‐climate	 change	 conditions	 (NCC	 run),	 the	 downward	
propagation	 of	 the	 signal	 of	MSWs	 in	 [u]60N	 anomalies	does	not	 exhibit	 any	 change	 in	
time	 (Figures	 V.36	 d‐e).	 This	 result	 highlights	 the	 relevant	 role	 of	 the	 prescribed	






Figure	V.36.	Anomalies	of	 zonal‐mean	 zonal	wind	at	60°N	 from	30	days	before	until	 30	days	after	 the	
central	date	of	MSW	for	the	SCN2d	and	NCC	runs	in	the	past	and	future.	Contour	interval:	5	m	s‐1.	Right	
column:	 difference	 future‐minus‐past	 for	 each	 run	 (contour	 interval:	 2	 m	 s‐1).	 Grey	 shading	 shows	
statistically	significant	differences	at	a	95%	confidence	level	(Student’s	t‐test).	
 














answer	 this	 question	 the	 same	 analysis	 has	 been	 repeated	 but	 with	 detrended	 data	
obtained	 by	 applying	 Gerber	 et	 al.	 [2010]	 methodology.	 This	 method	 consists	 in	
calculating	the	anomalies	as	the	departures	from	a	varying	climatology	that	accounts	for	
slowly	 varying	 trends	 driven	 by	 external	 climate	 forcing	 (in	 this	 case,	 the	 increase	 in	
GHG	concentrations),	so	that	anomalies	reflect	only	the	internal	variability.	The	varying	
trend	climatology	is	obtained	by	applying	first	a	60‐day	low	pass	filter	to	daily	data	that	
regularizes	 them,	 so	 that	 the	 trend	varies	 slowly	 throughout	 the	year.	 Secondly,	 a	30‐
year	low‐pass	filter	was	applied	to	the	smoothed	time	series.		
The	 results	 corresponding	 to	 this	 additional	 analysis,	 with	 detrended	 anomalies,	
show	 that	 the	 downward	propagation	 of	 the	MSWs	 signal	 only	 related	 to	 the	 internal	



















Finally,	 possible	near	 surface	 changes	after	 the	occurrence	of	MSWs	 have	 been	
evaluated.	 To	 do	 that,	 plots	 of	 composite	 1000‐hPa	 geopotential	 height	 anomalies	
averaged	over	the	60	days	following	MSWs	for	each	simulation	and	period	of	study	have	













this	 pattern	 disappears	 in	 the	 SCN2d.	 This	 result	 agrees	 well	 with	 the	 decline	 of	 the	
downward	propagation	of	MSWs	signal	 in	 the	 future	under	climate	change	conditions,	
which	would	lead	to	a	weaker	impact	on	the	tropospheric	circulation	(Figures	V.36b).	




When	 applying	 the	 methodology	 above	 described	 to	 detrend	 data,	 the	 typical	
tropospheric	response	to	MSWs	 is	now	observed	 in	 the	 late	21st	century	of	 the	SCN2d	
run	 too	 (Figure	 V.40a).	 In	 the	 case	 of	 the	NCC,	 a	 very	 similar	 figure	 to	 that	 of	 Figure	
V.39d	is	obtained,	which	is	consistent	with	the	absence	of	varying	trends	(Figure	V.40b).	
Thus,	 as	 it	 happens	 in	 the	 downward	 propagation	 of	 the	 signal	 of	 MSWs,	 it	 can	 be	





gpm.	 Shadings	 correspond	 to	 statistically	 significant	 anomalies	 at	 a	 95%	 confidence	 level	 (Student’s	 t‐
test).	
 
Finally,	 another	 feature	 to	 highlight	 is	 the	 strong	 negative	 anomalies	 over	 Asia.	 In	
order	to	verify	if	they	were	due	to	an	effect	of	the	continent,	Figure	V.39	was	computed	
but	 for	 the	 geopotential	 height	 at	 850hPa	 (not	 shown).	 In	 this	 new	 figure,	 the	






First,	 the	 main	 properties	 of	 these	 stratospheric	 phenomena	 and	 its	 associated	
internal	variability	are	not	affected	by	the	climate	change	in	the	future.	In	fact,	even	the	





Despite	 the	 mentioned	 unchanged	 properties	 in	 the	 mechanisms	 associated	 with	
MSWs	 in	 the	 future,	 a	 different	 response	 of	 the	 polar	 stratosphere	 to	 climate	 change	
between	 the	 early	 and	 mid‐winter	 periods	 has	 been	 observed.	 In	 early	 winter,	 the	
typical	radiative	response	of	the	stratosphere	to	an	increase	in	GHG	concentrations	has	
been	 observed.	 In	 contrast,	 it	 is	 the	 dynamical	 mechanisms	 associated	 with	 the	















As	 indicated	 in	 Chapter	 II,	 stratospheric	 final	 warming	 (SFW)	 is	 one	 of	 the	 most	
important	 processes	 in	 the	 springtime	 stratosphere	 that	 takes	 place	 yearly	 in	 both	
hemispheres.	 It	 consists	 of	 an	 increase	 in	 the	 stratospheric	 polar	 temperature,	which	
causes	the	breakup	of	the	polar	vortex	and	thus,	the	final	transition	of	zonal	winds	from	
wintertime	 westerlies	 to	 summertime	 easterlies	 in	 the	 high	 latitude	 stratosphere	
[Andrews	 et	 al.,	 1987].	 SFWs	 are	 controlled	 by	 two	 different	 kinds	 of	 processes:	
dynamical	 and	 radiative.	When	 the	 dynamical	 aspects	 dominate	 SFWs,	 the	 breakup	 is	
done	 in	a	rapid	way	to	summer	conditions.	 In	 the	case	of	radiative‐controlled	SFWs,	a	
slow	transition	to	summer	circulation	occurs	[Labitzke	and	Naujokat,	2000].	
Similarly	 to	 the	 previous	 chapter	 devoted	 to	 MSWs,	 SFWs	 are	 analyzed	 in	 detail	
considering	two	periods:	recent	past	and	present,	and	future.	Depending	on	the	period,	
different	 features	are	studied,	 taking	 into	account	 the	most	 interesting	aspects	 in	each	
case.	
Concerning	 the	 recent	 past	 and	 present	 (Section	 VI.1),	 the	 study	 examines	 the	
interannual	variability	in	the	timing	of	SFWs	in	the	Northern	Hemisphere,	which	is	very	






concentrations	 in	 the	 future.	This	possible	effect	could	affect	 in	 turn	the	climate.	Thus,	












al.,	 1998].	 One	 important	 aspect	 associated	 with	 this	 variability	 that	 has	 not	 been	
explored	 in	 detail	 so	 far	 is	 the	 existence	 of	 a	 possible	 relationship	 between	 it	 and	
variations	 in	 the	 tropospheric	 fields.	 Some	 authors	 have	 very	 recently	 linked	 the	
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interannual	 variability	 in	 the	 timing	 of	 SFWs	 events	 with	 specific	 phenomena	 in	 the	
Northern	Hemisphere,	such	as	the	number	of	cut‐off	low	systems	in	the	subsequent	May	
and	summer	 [Gimeno	et	al.,	 2007]	or	 changes	 in	 the	 lower	 tropospheric	 circulation	 in	
early	 spring	 (February	 and	 March)	 [Wei	 et	 al.,	 2007].	 However,	 there	 are	 still	 many	
aspects	 to	 investigate	 concerning	 the	 relationship	 between	 the	 timing	 of	 SFWs	 and	
variations	in	tropospheric	fields	in	spring	months.		





As	 far	as	 I	am	aware,	 the	work	 included	 in	the	 first	part	of	 this	Section	differs	 from	
previous	 studies	 in	 four	 respects.	First,	 this	analysis	has	been	done	based	on	monthly	
data	 in	 contrast	 to	most	 of	 the	 studies	 about	 SFWs,	which	 are	 focused	 on	 daily	 fields	
surrounding	 the	 date	 of	 these	 events.	 Results	 from	 this	 monthly	 analysis	 could	 be	
helpful	when	analyzing	the	spring	climate	variability,	for	which	monthly	data	are	usually	
used.	 Second,	 the	 middle	 troposphere	 of	 the	 three	 spring	 months	 is	 examined,	 by	
contrast	 to	 previous	 monthly‐based	 studies,	 which	 are	 focused	 only	 on	 the	 lower	










A	 comparative	 analysis	 of	 the	 circulation	 and	 dynamical	 properties	 in	 each	 spring	
month	 (March,	 April	 and	May,	 denoted	 jointly	 as	MAM)	has	 been	performed	between	
two	sets	of	years:	years	with	a	very	early	and	very	late	breakup	of	the	polar	vortex.	The	
atmospheric	 data	 used	 in	 this	 study	 have	 been	 taken	 from	 ERA‐40	 for	 the	 period	 of	
1960‐2000.	Although	ERA‐40	data	 covers	more	years,	 it	 is	 important	 to	highlight	 that	
the	study	presented	here	 is	restricted	 to	 this	shorter	period,	so	 that	 the	analyses	with	








dates	 of	 SFWs	 for	 the	 whole	 period	 were	 identified	 by	 using	 the	 Black	 et	 al.	 [2006]	
criterion	explained	in	the	Methodology	chapter	(Section	IV.1.b).	Based	on	the	mean	date	
of	SFWs	obtained	for	ERA‐40	(15	April)	and	the	respective	standard	deviation	(20	days)	
of	 the	 41	 years	 of	 study,	 the	 years	when	 the	 SFW	event	 took	 place	 “very	 early”	were	
identified	as	those	when	the	SFW	occurred	more	than	one	standard	deviation	before	the	
mean	date	(hereafter	“early	years”;	8	cases).	The	years	with	a	“very	late”	breakup	of	the	
polar	 vortex	 correspond	 to	 those	 when	 the	 SFW	 happened	 more	 than	 one	 standard	
deviation	after	the	mean	date	(hereafter	“late	years”,	8	cases)	(Table	VI.1).	
	
Table	VI.1.	Dates	of	occurrence	of	 the	stratospheric	 final	warming	(SFW)	events	 in	the	period	of	1960‐
2000	according	to	the	criterion	of	Black	et	al.	[2006].	“Early	years”	and	“late	years”	are	marked	with	(E)	
and	(L)	respectively.		























































































of	 SFW	 are	 discussed	 in	 two	 parts.	 First,	 as	 a	 preliminary	 step,	 the	 differences	 in	
upward	propagation	of	wave	activity	associated	with	this	variability	are	described.	
Then,	 the	second	and	most	 important	part	 focuses	on	 the	stratospheric‐tropospheric	
connection	 related	 to	 these	 variations	 in	 the	 dates	 of	 SFW	 by	 analyzing	 the	
differences	in	the	middle‐tropospheric	circulation	in	each	spring	month	between	“early	
years”	and	“late	years”.	The	small	samples	of	“early	years”	and	“late	years”	(8	elements	
per	 each	 set)	 make	 the	 establishment	 of	 statistical	 significance	 in	 the	 differences	
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between	both	groups	difficult.	Thus,	 specific	 statistical	 tests,	 in	particular	Monte‐Carlo	





late	 breakup	 of	 the	 polar	 vortex	 are	 presented.	 Only	 results	 for	 March	 and	 April	 are	
shown	here,	as	due	to	the	seasonal	cycle,	the	wave	activity	and	its	interannual	changes	
in	May	are	negligible	in	comparison	with	the	two	previous	months.		
Given	that	 the	state	of	 the	mean	 flow	 is	related	to	 the	upward	propagation	of	wave	




from	 the	wintertime	westerly	 circulation	 (still	 existent	 in	March)	 to	 the	 summertime	
easterly	 circulation	 (already	 apparent	 in	 the	 upper	 and	middle	 polar	 stratosphere	 in	
April)	 can	 be	 clearly	 observed.	 This	 last	 result	 is	 consistent	with	 the	 computed	mean	
date	of	the	SFW	(15	April).		
Concerning	the	“early	years”,	the	polar	night	jet	is	weak	in	March	with	respect	to	the	
climatology	 (Figure	 VI.1a),	 consistent	 with	 the	 early	 occurrence	 of	 the	 SFW	 in	 that	
month.	 Consequently,	 in	 April,	 easterlies	 dominate	 the	 polar	 stratospheric	 circulation	
(Figure	VI.2a)	 for	 this	 type	of	years.	 In	contrast,	 the	polar	stratospheric	circulation	 for	














in	 Figures	 VI.3	 and	 VI.4,	 both	 March	 and	 April	 present	 noticeable	 differences	 in	 the	




























years”	 (Figure	VI.2a)	 and	 so,	 these	 conditions	do	not	 favor	wave	propagation	 into	 the	
stratosphere	 according	 to	 theory	 on	upward‐propagation	 of	wave	 activity	 by	Charney	
and	Drazin	 [1961].	 Consequently,	 the	 upward	 propagation	 of	wave	 activity	 is	weaker	





well,	 but	 it	 is	 worth	 highlighting	 some	 aspects.	 In	 March,	 stationary	 wave	 activity	 is	
strongly	 reduced,	whereas	 in	April	 the	 anomalies	 of	 EP	 flux	 are	much	 less	 important.	
Thus,	 in	March,	 negative	 Fz	 anomalies	 centered	 at	 60°N	 are	 observed	 throughout	 the	
whole	 stratosphere,	 and	 a	 predominance	 of	 positive	 anomalies	 of	 divEP	 in	 the	
extratropical	stratosphere	(Figure	VI.3b)	(opposite	sign	from	results	for	“early	years”).	
In	contrast	to	March,	in	April	for	“late	years”,	an	anomalous	upward	propagation	in	the	
band	55°‐65°N	up	 to	 the	upper	 troposphere	 can	be	highlighted.	This	anomalous	wave	
activity	turns	at	that	level	towards	the	equator	(Figure	VI.4b).	At	the	upper	stratosphere,	
an	 enhancement	 of	 upward	 propagating	wave	 activity	 between	 50°‐70°N	 is	 observed,	
which	 could	be	probably	 an	 indicator	 of	 the	beginning	of	 SFW.	These	 results	 for	 “late	
years”	could	mean	that	there	are	relevant	negative	anomalies	in	both	tropospheric	and	
stratospheric	wave	activity	1‐2	months	before	 the	SFW	event	 (that	 is,	 in	March).	This	
absence	 of	 stationary	 wave	 activity	 can	 be	 explained	 by	 the	 late	 winter	 cooling	




Figure	 VI.5	 summarizes	 the	 above	 results,	 as	 it	 shows	 the	 statistically	 significant	
differences	in	EP	flux	and	its	divergence	between	“early”	and	“late”	years.	In	March,	an	
enhancement	 of	 upward	 propagating	 wave	 activity	 is	 found	 for	 “early	 years”	 with	
respect	to	“late	years”,	probably	related	to	the	triggering	process	of	SFW	in	the	former	







Figure	 VI.5.	 Early‐minus‐Late	 difference	 composites	 of	 anomalous	 EP	 flux	 (arrows,	 m3	 s‐2)	 with	 its	
divergence	(shading)	for	March	and	April.	Scaling	arrow	at	100	hPa	and	higher	is	divided	by	a	factor	of	10	
so	 that	 EP	 flux	 may	 be	 easily	 seen.	 Arrows	 are	 drawn	 when	 the	 vertical	 component	 of	 the	 EP	 flux	 is	
statistically	 significant	 at	 a	 95%	 confidence	 level.	 Light	 (dark)	 shadings	 indicate	 negative	 (positive)	
statistically	significant	differences	of	EP	flux	divergence	at	a	95%	confidence	level.		
	
The	 contribution	 of	 each	 zonal	 wavenumber	 (k)	 to	 the	 differences	 in	 the	 upward	
wave	propagation	between	“early”	and	“late”	years	has	further	been	analyzed.	In	March,	
the	 zonal	wavenumber‐1	wave	 is	 the	 component	 that	 explains	most	 of	 the	 pattern	 of	
differences	 in	 the	EP	 flux	between	“early”	and	“late”	years,	 shown	 in	Figure	VI.5a	 (see	
Figure	VI.6a	 and	VI.6c).	 Results	 obtained	 by	 other	 authors	 support	 this	 finding:	Black	
and	 McDaniel	 [2007]	 observed	 anomalous	 upward	 propagation	 of	 waves	 with	
wavenumber‐1	 associated	 with	 SFW	 events	 (applicable	 to	 the	 “early	 years”);	
Limpasuvan	 et	 al.	 [2004]	 related	 the	 recovery	 of	 the	 polar	 vortex	 after	 a	 midwinter	
warming	to	a	weakening	of	k=1	wave	amplitude.	Thus,	this	can	explain	the	reduced	k=1	
wave	activity	in	the	“late	years”,	since,	in	most	of	the	cases,	the	polar	vortex	is	under	late	
winter	 cooling	 conditions	 as	 it	 has	 been	 already	 mentioned.	 However,	 it	 should	 be	
remarked	 that	 the	 present	 analysis	 is	 based	 on	 monthly	 averages,	 whereas	 the	
mentioned	work	was	based	on	daily	data.	
In	 April,	 even	 though	 k=1	 wave	 activity	 plays	 an	 important	 role	 in	 the	 upper	








two	sets	of	 years	are	not	as	 large	as	 those	 for	 stationary	waves,	particularly	 in	March	
(not	shown).	The	predominance	of	stationary	waves	at	mid‐	and	high‐latitudes	has	been	
identified	 by	 some	 authors	 as	 well,	 although	 related	 to	 events	 of	 stratosphere‐
troposphere	 coupling	 in	 winter,	 in	 particular	 midwinter	 stratospheric	 warmings	
[Hartmann	et	 al.,	 2000;	Limpasuvan	and	Hartmann,	2000;	Limpasuvan	et	 al.,	 2004;	or	
Haklander	et	al.,	2007].	
 






ii. Relation	 between	 variability	 in	 the	 springtime	 stratosphere	 and	
troposphere	
Figure	VI.7	shows	the	E‐minus‐L	differences	 in	 the	cross	sections	of	monthly	zonal‐
mean	zonal	wind,	 [u],	 in	March,	April	 and	May.	 In	 these	plots,	 it	 can	be	observed	 that	
statistically	 significant	 negative	 differences	 (that	 is,	 [u]	 is	 stronger	 in	 “late”	 than	 in	
“early”	years)	shift	downwards	as	the	spring	season	marches	on.	Whereas	in	March	they	
are	 restricted	 to	 the	 upper	 and	 middle	 stratosphere,	 they	 extend	 through	 the	 whole	
extratropical	 stratosphere	 and	 even	 reach	 the	 surface	 in	 a	 very	 narrow	 high	 latitude	
band	(60°‐70°N)	in	April.	Although	the	differences	of	[u]	in	May	are	much	smaller	than	
in	the	two	previous	months,	statistically	significant	values	are	still	observed	in	the	lower	
stratosphere	 around	 the	 60°‐70°N	 latitude	 band,	 which	 extend	 weakly	 downwards	
reaching	700	hPa	 around	60°N.	Also,	 a	 small	 center	 of	 positive	differences	 appears	 at	










As	 differences	 in	 the	 stratosphere	 seem	 to	 spread	 downwards	 (according	 to	 the	





Z500	 and	U500)	 in	 the	 3‐month	MAM	 sequence	 have	been	 studied.	 As	 seen	 in	 Figure	
VI.8,	 the	 differences	 in	 the	 composites	 of	 these	 two	 fields	 between	 “early”	 and	 “late”	
years	are	noticeable.	The	anomalies	show,	in	general,	opposite	signs	for	each	set	of	years	















between	 “early”	 and	 “late”	 years	 are	 more	 clearly	 seen	 along	 with	 their	 statistical	
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significance.	 The	most	 extensive	 differences	 are	 localized	 over	 the	North	Pacific	 basin	
and	the	east	coast	of	Asia,	 in	good	agreement	with	the	corresponding	results	for	U500	
(Figure	VI.9b).		
As	 the	 phase	 of	 the	 Arctic	 Oscillation	 (AO)	 is	 related	 to	 the	 variation	 in	 the	 polar	
vortex	strength	[Baldwin	and	Dunkerton,	1999],	it	would	be	expected	to	identify	a	clear	
negative	AO	phase	 in	 “early	 years”,	 due	 to	 the	 vortex	breakdown	 in	 this	month	 and	 a	
positive	one	in	“late	years”	related	to	a	stronger	than	normal	polar	vortex	(Figure	VI.1b).	
However,	 after	 Figure	 VI.8	 and	 Table	 VI.2,	 it	 can	 be	 deduced	 that	 in	 March	 whereas	
“early	years”	are	predominantly	under	negative	phase	of	AO,	“late	years”	do	not	show	a	
clear	 signal.	 Actually,	 the	 existence	 of	 a	 statistical	 dependency	 between	 the	AO	 phase	
(positive	 or	 negative)	 and	 the	 late/early	 occurrence	 of	 the	 SFW	was	 checked	 for	 this	
month.	Since	the	expected	frequencies	(under	the	assumption	of	independence	between	














MARCH	 positive	AO	 negative	AO	 Total	
“Early	years”	 2	 6	 8	
“Late	years”	 3	 5	 8	






“early	years”	 is	quite	different	 from	that	corresponding	 to	“late	years”:	not	only	 in	 the	
sign	 of	 the	 centers	 of	 action,	 but	 also	 because	 these	 centers	 are	 weaker,	 shifted	 and	
deformed	(Figure	VI.8c).	The	discrepancies	between	“early”	and	“late”	years	in	Z500	in	
this	month	can	also	be	observed	 in	 the	E‐minus‐L	composite,	where	more	statistically	
significant	 centers	 are	 observed	 in	 the	 Euro‐Atlantic	 sector	 than	 in	 the	 Pacific,	 in	
contrast	 to	 March	 (Figure	 VI.9c).	 This	 result	 is	 consistent	 with	 the	 corresponding	 E‐
minus‐L	pattern	of	U500	 (Figure	VI.9d),	 as	 the	antinodes	are	 located	over	 the	 regions	
where	the	gradient	of	the	E‐minus‐L	differences	in	Z500	is	at	a	maximum.		
As	 for	 the	 appearance	 of	 the	 AO	 phase	 in	 the	 patterns	 of	 Figure	 VI.8c‐d,	 the	
hemispheric	pattern	 for	 “late	years”	 resembles	 the	positive	AO	phase	 (7	out	of	8	 “late	
years”	according	to	Table	VI.3),	 likely	due	to	the	still	existing	polar	vortex.	 In	contrast,	
“early	years”	does	not	project	strongly	onto	a	negative	AO	phase,	probably	because	the	
strength	 of	 the	 AO	 decreases	 in	 non‐winter	 circulation	 regimes.	 In	 this	 month,	 the	
statistical	independence	between	AO	phase	and	the	timing	of	SFW	could	not	be	rejected	
with	 an	 “exact”	 confidence	 level	 of	 94%.	 Therefore,	 the	 dependence	 between	 the	 AO	
phase	and	the	 late/early	occurrence	of	 the	SFW	is	not	statistically	supported	 in	March	
and	April.	Thus,	it	can	be	deduced	that	the	present	work	cannot	be	seen	as	an	analysis	of	
the	influence	of	stratospheric	changes	on	the	tropospheric	variability	only	based	on	the	
AO	 phase	 like	 a	 high	 number	 of	 previous	 studies	 have	 done	 (e.g.,	 Baldwin	 and	
Dunkerton,	2001).	This	study	shows	that	the	downward	influence	of	SFWs	should	not	be	
understood	only	 in	 terms	of	AO	phase,	even	 though	 it	 is	a	phenomenon	related	 to	 the	
strength	of	the	polar	vortex.	This	conclusion	agrees	well	with	Black	and	McDaniel	[2009]	
that	 indicates	 that	 unlike	major	midwinter	warmings,	 where	 the	 NAM	 dominates	 the	
downward	propagation,	 SFWs	 are	 equally	 controlled	 by	 two	different	 annular	modes,	
the	 NAM	 itself	 and	 a	 newly	 identified	 one,	 called	 the	 polar	 annular	 mode.	 The	 later	
mode,	defined	for	the	first	time	by	Black	and	McDaniel	[2009],	represents	variability	in	
the	latitudinal	position	of	the	polar	vortex	and	is	characterized	by	a	poleward‐retracted	
dipole	 anomaly	 structure.	 In	 fact,	 some	 of	 the	 patterns	 shown	 in	 Figure	 VI.8	 present	





APRIL	 positive	AO	 negative	AO	 Total	
“Early	years”	 3	 5	 8	
“Late	years”	 7	 1	 8	








variability	 of	 geopotential	 at	 500	 hPa	 (explained	 in	 the	Methodology	 chapter,	 Section	
IV.2).	As	 this	variable	 informs	about	areas	with	 the	 strongest	baroclinic	wave	activity,	
















(Figure	 VI.11a	 and	 VI.11b	 vs	 Figure	 VI.11c).	 In	 “early	 years”,	 a	 southward	 shift	 is	
observed	 in	 the	 east	 Atlantic	 along	with	 a	weakening	 in	 the	whole	 Atlantic	 strip.	 The	
opposite	is	observed	for	“late	years”	(Figure	VI.11b):	the	storm‐track	activity	is	stronger	
and	 located	 northward	 respect	 to	 the	 climatology,	 particularly	 in	 the	 East	 Atlantic,	 so	
that	the	values	greater	than	37.5	gpm	cross	the	British	Isles	and	reach	Scandinavia.	The	
importance	 and	 reliability	 of	 these	 differences	 between	 “early”	 and	 “late”	 years	 is	
supported	by	the	statistical	significance	of	the	E‐minus‐L	composite	of	the	storm‐track	
activity	shown	in	Figure	VI.10b.	Statistically	significant	differences	have	been	identified	
in	 one	 important	 area	 such	 as	 Scandinavia,	 the	 exit	 region	 of	 the	 storm	 tracks	 in	 the	
Atlantic	 area.	 Moreover,	 these	 E‐minus‐L	 differences	 in	 storm	 track	 activity	 are	
consistent	with	those	obtained	for	Z500	and	U500.	The	westerlies	in	“early	years”	(“late	
years”)	seem	to	be	weaker	(stronger)	than	average	at	high	latitudes	in	the	North	Atlantic	








three‐dimensional	Plumb	flux,	 consistent	results	with	 those	of	 storm	track	activity	are	







identified	 in	 the	 wave	 train	 over	 Asia,	 the	 wave	 train	 in	 the	 North	 Atlantic	 basin	 is	
shifted	 equatorward	 (poleward)	 with	 respect	 to	 the	 average	 in	 “early”	 (“late”)	 years	
(Figure	VI.12a	 and	VI.12b).	 Since	 the	 same	 feature	 has	been	observed	with	 the	 storm	
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track	 activity,	 this	would	 imply	 that	 the	 E‐minus‐L	 differences	 in	 the	 stationary	wave	
propagation	described	in	the	previous	Section	VI.1.a.i	could	be	related	to	those	found	in	




higher	 number	 of	 storms	 crosses	 Northern	 Europe	 in	 April.	 For	 “early	 years”	 the	
opposite	 could	 be	 concluded.	 This	 result	 might	 be,	 of	 interest	 for	 the	 seasonal	







As	 for	 the	 North	 Pacific	 sector,	 it	 is	 not	 April	 but	 March,	 when	 the	 statistically	





of	 March	 in	 “early	 years”	 and	 “late	 years”	 with	 the	 climatology,	 “early	 years”	 are	
characterized	by	a	weaker‐than‐average	storm‐track	activity	in	this	area	together	with	a	
southeastward	 shift	 of	 its	maximum	 (Figure	 VI.13a	 vs	 VI.13c).	 In	 contrast,	 the	 storm‐













The	 interannual	 variability	 in	 the	 timing	 of	 SFWs	 involves	 effects	 not	 only	 on	
stratospheric	 fields	 as	 it	 would	 be	 expected,	 but	 also	 on	 the	 upward	 propagation	 of	
stationary	waves.	Moreover,	it	affects	the	tropospheric	circulation,	leading	to	changes	in	
the	 typical	 middle	 tropospheric	 fields	 (Z500	 and	 U500)	 and	 also	 in	 the	 storm	 track	
activity.	However,	the	period	of	the	highest	tropospheric	response	to	the	timing	of	SFWs	
is	different	in	the	North	Pacific	and	North	Atlantic	region.		
Another	 important	 remark	 is	 that	 the	 mentioned	 downward	 influence	 of	 the	
interannual	 variability	 of	 SFWs	 is	 not	 totally	 explained	 by	 the	 NAM,	 in	 contrast	 to	








After	 having	 analyzed	 the	 possible	 influence	 of	 the	 interannual	 variability	 in	 the	














First,	 the	 dates	 of	 the	 occurrence	 of	 stratospheric	 final	 warmings	 were	 identified	
according	to	the	criterion	of	Black	et	al.	[2006],	as	done	in	the	previous	section	for	the	
ERA‐40	data.	The	 time	evolution	of	 these	dates	 is	plotted	 in	Figure	VI.14.	A	 table	with	
the	dates	is	included	in	Appendix	3.	
 








VI.4).	 They	 are	 also	 consistent	 with	 those	 derived	 by	 Black	 et	 al.	 [2006]	 using	
NCEP/NCAR	 reanalysis.	 In	 particular,	 the	 good	 agreement	 in	 the	 standard	 deviation	




in	 the	 model	 agrees	 in	 general	 with	 that	 in	 the	 reanalysis	 (Figure	 VI.14).	 In	 both	
datasets,	the	seventies	are	characterized	by	a	bias	towards	early	SFW,	the	eighties	are	a	
transition	period	and	in	the	nineties,	the	SFWs	tend	to	occur	late	in	the	springtime.		
The	distribution	 of	 SFW	dates	during	 the	41‐year	period	 in	 the	model	 is	 similar	 to	












Model	 22	April	 20	days	 3·10‐7	(	0)	 0.23	
ERA‐40	 15	April	 20	days	 1·10‐6	(	0)	 0.39	
	
                                                            
1 The	kurtosis	 is	 defined	 as	 the	 fourth	 standardized	moment:	 ݃ଶ ൌ ௠
ర
ఙర ,	where	m4	 is	 the	 fourth	moment	
about	the	mean	and	σ	is	the	standard	deviation.	A	Gaussian	distribution	has	a	kurtosis	equal	to	3.	[Gorgas	
et	al.,	2009].	 











delay	 of	 7	 and	 6	 days	 in	 the	 mean	 and	 median	 date	 respectively	 compared	 to	 the	
reanalysis	 (identified	on	15	and	14	April,	 respectively).	This	discrepancy	 is	 consistent	
with	the	climatological	evolution	of	 [u]	at	50	hPa	(Figure	VI.16)	that	shows	a	stronger	












According	 to	 the	 previous	 results,	 the	 EMAC	 REF‐B1	 simulation	 reproduces	 the	






in	 the	1960‐2000	period	were	grouped	 into	two	sets:	 “early	years”	(5	cases)	and	“late	
years”	(8	cases)	(Table	App3.1	of	Appendix	3).	As	done	with	the	ERA‐40	data,	possible	












data,	 the	 statistically	 significant	 negative	 differences	 at	 mid‐	 to	 high	 latitudes	 shift	
downward	and	weaken	as	the	spring	season	progresses,	reaching	tropospheric	levels	in	
April.		
Despite	 this	 good	 agreement	 between	 the	 reanalysis	 and	 the	 model	 performance,	
some	 differences	 are	 seen,	 particularly	 in	 March.	 In	 this	 month,	 the	 center	 with	 the	
maximum	difference	between	 “early”	and	 “late”	years	 is	 found	at	 a	higher	 level	 in	 the	
reanalysis	than	in	the	model	(Figure	VI.7a	vs	Figure	VI.17a).	In	addition,	the	statistically	
significant	E‐minus‐L	values	are	restricted	to	the	upper	and	middle	stratosphere	in	ERA‐
40,	 while	 they	 extend	 through	 the	 whole	 extratropical	 stratosphere	 in	 the	 EMAC	
simulation,	because	the	differences	in	the	lower	stratosphere	are	much	larger	in	EMAC	










found	 for	 the	 model	 simulation	 in	 the	 three	 months.	 There	 are	 several	 reasons	 that	
relate	this	dipole	to	the	QBO.	First,	most	of	the	“late	years”	show	a	west	phase	of	the	QBO	
(five	 out	 of	 eight)	 and	 just	 the	 opposite	 for	 the	 “early	 years”	 (three	 out	 of	 five)3.	 In	
addition,	the	pattern	of	[u]	observed	in	Figure	VI.17	resembles	that	corresponding	to	the	




QBO	signal	does.	 In	 the	case	of	 the	reanalysis,	 this	aspect	 is	not	significant,	although	a	
similar	 but	 weaker	 structure	 is	 observed	 in	 approximately	 the	 same	 region.	 A	 better	
agreement	 might	 be	 expected	 between	 EMAC	 and	 ERA‐40	 in	 this	 aspect,	 as	 EMAC	
reproduces	a	realistic	QBO,	which	is	even	in	phase	due	to	the	relaxation	imposed	to	the	
simulations.	 However,	 while	 the	 QBO	 is	 realistic,	 SFWs	 in	 EMAC	 occur	 following	 the	
internal	 model	 dynamics.	 Based	 only	 on	 the	 internal	 variability,	 it	 is	 thus	
understandable	that	more	“early	SFWs”	are	found	in	EMAC	in	the	east	phase	of	QBO	than	
in	 ERA‐40,	 as	 SFWs	 tend	 to	 occur	 earlier	 under	 QBO	 easterlies	 than	 under	 QBO	
westerlies	[Salby	and	Callaghan,	2007].	
                                                            












The	 first	 tropospheric	 fields	 analyzed	 have	 been	 Z500	 and	 U500.	 In	 this	 case,	 the	
discussion	below	 focuses	on	 the	 results	 for	March	and	April	 as	 in	Section	VI.1.	This	 is	
due	to	the	fact	that	the	analysis	was	finally	restricted	in	the	case	of	ERA‐40	to	March	and	
April	 and	moreover,	 “early”	 and	 “late	 years”	 in	 the	 simulation	 do	not	 show	 important	
differences	in	Z500	in	May	in	Figure	VI.18.		
The	most	 important	 similarities	between	ERA‐40	and	EMAC	are	 found	 in	 the	Euro‐
Atlantic	sector,	but	in	most	cases,	the	modeled	results	show	a	southeastward	shift	with	








On	 the	 other	 hand,	 discrepancies	 between	 the	 model	 and	 the	 reanalysis	 are	 also	
observed	in	the	Z500	field.	First,	a	general	disagreement	is	identified	in	the	Pacific	sector	
in	 the	 analyzed	 months	 (Figures	 VI.18	 and	 VI.19	 vs	 VI.8	 and	 VI.9),	 which	 could	 be	
possibly	 related	 to	 a	 problem	 of	 the	model	 to	 simulate	 some	 processes	 typical	 of	 the	
North	 Pacific	 region.	 Moreover,	 while	 April	 is	 the	 month	 when	 the	 statistically	
significant	 differences	 in	 Z500	 and	 U500	 between	 “early”	 and	 “late”	 years	 are	 most	
extensive	in	ERA‐40	data,	this	is	not	the	case	in	the	model	simulation	(Figures	VI.9	and	
VI.19).	For	the	 latter	dataset,	 it	 is	 in	March	when	the	highest	dissimilarities	are	 found.	
This	seems	to	be	in	agreement	with	results	of	Gerber	et	al.	[2010]	who	show	that	in	the	
NH	CCMVal‐2	Chemistry‐Climate	Models	suggest	the	strongest	coupling	associated	with	
late	SSWs	and	early	SFWs	 in	February	and	March,	 in	contrast	 to	 the	observations	 that	
show	the	strongest	connection	between	the	troposphere	and	stratosphere	in	association	
with	MSWs	in	early	and	mid‐winter.	



























significance	 in	 the	 E‐minus‐L	 differences	 in	 storm‐track	 activity	 in	 the	 North	 Atlantic	
sector	for	both	the	model	and	ERA‐40	data.	In	the	case	of	March,	both	datasets	show	in	
common	 statistically	 significant	differences	 in	 the	 entrance	 region	of	 the	 storm	 tracks	
(North	 American	 coast),	 although	 the	 statistical	 significance	 covers	 a	 more	 extensive	
region	for	the	model	results.	In	April	the	patterns	of	both	datasets	are	the	most	similar:	
April	 in	 “early”	 (“late”)	years	 is	characterized	by	a	southward	(northward)	shift	of	 the	






for	 the	 EMAC	 REF‐B1	 simulation.	 Contour	 interval	 is	 5	 gpm.	 Light	 (dark)	 shading	 indicates	 negative	










the	 North	 Atlantic	 basin,	 consistent	 with	 that	 observed	 in	 the	 Z500	 field	 (compare	
Figure	VI.10	vs	VI.20).	Thus,	only	similarities	between	both	datasets	are	found	in	April,	
as	a	statistically	significant	center	of	differences	over	the	Aleutian	Islands	is	observed	in	
both	 cases.	 This	 center	 can	 be	 an	 indication	 of	 a	 strengthening	 (weakening)	 and	 a	






Nevertheless,	 apart	 from	 these	 similarities	 between	 the	 model	 and	 the	 reanalysis,	
important	discrepancies	 between	 them	have	been	 found.	 For	 instance,	 in	March,	 both	
datasets	 show	 opposite	 characteristics	 of	 the	 storm‐track	 activity	 in	 the	North	 Pacific	
region.	Note	 that	 the	modeled	 climatology	 of	 the	 storm	 track	 activity	 in	March	 in	 the	
Pacific	 sector	 is	 different	 from	 that	 of	 the	 reanalysis	 (Figures	 VI.22c	 and	 VI.13c).	
Compared	to	the	climatology,	“early”	(“late”)	years	in	the	model	are	characterized	by	a	
northward	(southward)	shift	of	the	storm	tracks	and	just	the	opposite	in	the	reanalysis	
data	 (Figure	 VI.22).	 Thus,	 maybe	 the	 model	 has	 some	 problems	 to	 reproduce	 some	
dynamical	processes	typical	of	the	North	Pacific	region	that	are	known	to	be	related	to	
the	 storm‐track	 activity,	 such	 as	 interactions	 between	 background	 flow	 and	 transient	



















Previous	 studies	 have	 shown	 a	 tendency	 of	 the	 polar	 vortex	 towards	 a	 longer	
persistence	in	the	last	decades	due	to	climate	change	[e.g.	Waugh	et	al.,	1999;	Offermann	




In	 Section	 VI.1.b,	 the	 ability	 of	 EMAC	 to	 simulate	 realistically	 the	 interannual	
variability	 in	 the	 timing	of	SFWs	 in	 the	Northern	Hemisphere	has	been	proven	 for	 the	
recent	 past.	 According	 to	 this	 capability,	 the	 persistence	 of	 the	 future	 polar	 vortex	 is	
addressed	 in	 this	 section	 by	 comparing	 selected	 past	 and	 future	 periods	 simulated	 in	







Almost	 no	 changes	 in	 the	 mean	 values	 are	 observed	 between	 the	 future	 and	 past	
periods	and	the	two	experiments.	Actually,	the	resulting	differences	are	not	statistically	




future.	 However,	 as	 the	 mean	 dates	 are	 already	 different	 for	 both	 runs	 in	 the	 past	
periods,	it	is	not	possible	to	derive	a	climate	change	signal	from	these	results.	
	



















of	 the	 polar	 vortex	 are	 expected	 due	 to	 the	 prescribed	 increase	 of	 greenhouse	 gas	
concentrations	 in	 the	 future.	 Briefly,	 in	 spite	 of	 all	 the	 consequences	 that	 the	
aforementioned	increase	has	on	wintertime	stratospheric	climate	(seen	in	Section	V.2),	







In	 this	 PhD	 thesis,	 an	 analysis	 of	 stratospheric	 warmings	 in	 the	 Northern	
Hemisphere	 and	 their	 associated	 tropospheric‐stratospheric	 feedbacks	 has	 been	
carried	out.	The	 two	most	 important	 types	of	stratospheric	warmings	of	mid‐	and	 late	
winter	(i.e.,	major	stratospheric	warmings	and	stratospheric	final	warmings,	respectively)	
have	 been	 studied	 in	 two	 periods,	 the	 recent	 past	 and	 present	 (since	 1960)	 and	 the	
future,	 to	 assess	 different	 aspects.	 The	 aim	 of	 this	 work	 has	 been	 to	 answer	 specific	
questions	 regarding	 stratospheric	 warmings	 that	 are	 currently	 under	 discussion	 or	
where	there	is	no	clear	consensus	among	the	scientific	community.		
The	 study	 has	 been	 carried	 out	 with	 two	 types	 of	 data,	 reanalysis	 data	 (both	 the	
European	 ERA‐40	 and	 the	 American	 NCEP/NCAR	 reanalysis)	 and	 model	 simulation	
output.	 The	 latter	 has	 been	 obtained	 from	 two	 types	 of	 models:	 a	 chemistry‐climate	
model	 (EMAC,	 in	 some	 cases	 in	EMAC‐FUB	 configuration)	 and	 a	 coupled	 atmosphere‐
ocean	 general	 circulation	 model	 (EGMAM).	 In	 the	 case	 of	 the	 CCM	 simulations,	 they	
correspond	 to	 experiments	 that	 have	 been	 carried	 out	 according	 to	 the	 Chemistry	
Climate	Model	 Validation	 (CCMVal)	 initiative	 of	 the	WMO	 Stratospheric	 Processes	 and	
their	Role	in	Climate	(SPARC)	project	[Eyring	et	al.,	2008].	Concerning	EGMAM,	it	is	one	
of	the	models	used	in	the	IPCC	Fourth	Assessment	Report	[2007].	
The	main	 conclusions	 of	 this	 study	 are	 presented	 here	 in	 correspondence	with	 the	
specific	objectives	enumerated	in	the	Introduction	chapter	(Section	I.2).		




period	 and	 their	 tropospheric	 response	 has	 been	 assessed	 by	 analyzing	 three	 model	
simulations.	 The	 three	 simulations	 correspond	 to	 one	 AOGCM	 run	 under	 constant	
present‐day	conditions	with	EGMAM	and	two	CCM	experiments	(a	transient	one	and	the	
other	under	present‐day	conditions).	The	comparison	of	model	output	of	different	types	





o The	 AOGCM	 (EGMAM)	 shows	 a	 reduced	 interannual	 stratospheric	
variability	and	thus,	a	lower	frequency	of	MSWs	than	the	observed	one	
(this	latter	computed	from	ERA‐40	reanalysis).	Nevertheless,	once	the	





o The	 CCM	 (EMAC)	 presents	 an	 anomalously	 high	 stratospheric	
variability	 in	 early	 winter,	 which	 is	 common	 to	 models	 with	 the	
atmospheric	 ECHAM5	 component.	 As	 a	 consequence,	 an	
extraordinarily	high	number	of	MSWs	are	performed	in	November	and	





allow	 for	 the	 detection	 of	 multi‐decadal	 climate	 variability	 in	 the	
stratosphere	 which	 has	 not	 been	 identified	 by	 other	 model	
simulations.		
- Despite	 the	mentioned	 deficiencies,	 EMAC	 and	EGMAM	models	 can	 be	 used	
reliably	in	further	studies	on	stratosphere‐troposphere	coupling.		
	
Tropospheric	 forcing	 of	 the	 stratosphere:	 Study	 of	 two	 observed	 Major	
Stratospheric	Warmings	
The	 analysis	 of	 two	 recent	MSWs	 in	 2009	 and	 2010	has	 helped	 to	 elucidate	which	
trigger	 mechanisms	 are	 responsible	 for	 the	 abrupt	 amplification	 of	 the	 upward	
propagating	wave	activity	prior	 to	MSWs.	Both	MSWs	have	a	very	similar	central	date	
(end	of	 January)	and	were	preceded	by	a	high	peak	of	wave	activity	entering	 into	 the	
stratosphere.	However,	 they	happened	under	very	different	 conditions	of	 the	 external	
factors	 that	 influence	 the	occurrence	of	MSWs	 (the	Quasi‐Biennial	Oscillation,	 sunspot	
cycle	 or	 El	 Niño).	 Thus,	 the	 comparison	 between	 2009	 and	 2010	 MSWs	 has	 made	
possible	 to	 isolate	 the	 role	 of	 some	 processes	 and	 phenomena	 in	 triggering	 intense	
MSWs	 in	 observations	 [Ayarzagüena	 et	 al.,	 2011].	 The	main	 conclusions	derived	 from	
this	analysis	can	be	summarized	as	follows:		
- In	some	occasions,	MSWs	can	originate	from	an	extraordinarily	strong	forcing	
from	 tropospheric	 planetary	 waves	 associated	 with	 intense	 circulation	
anomalies,	 such	 as	 a	 blocking	 event.	 This	 was	 the	 case	 for	 the	 2009	MSW.	









has	 revealed	 to	 be	 related	 to	 an	 enhancement	 of	 the	 injection	 of	 planetary	
wave	 activity	 into	 the	 stratosphere	 in	 January	 due	 to	 the	 amplification	 of	







the	 development	 of	 MSWs	 and	 in	 the	 downward	 propagation	 of	 their	 signal.	 Both	





and	 the	 preceding	 wave	 activity	 do	 not	 change	 as	 a	 consequence	 of	 the	
prescribed	 increase	 of	 greenhouse	 gas	 (GHG)	 concentrations	 in	 the	 future	
(according	to	the	A1B	scenario,	IPCC	[2000]).		
- After	removing	slowly	varying	trends	driven	by	external	forcings	(in	this	case,	
the	 increase	of	GHG	concentrations),	 the	 internal	 variability	 associated	with	
MSWs	 (that	 related	 to	 the	 stratosphere‐troposphere	 coupling	 as	well)	 does	
not	show	significant	changes	in	the	future	either.	
- Although	changes	were	not	identified	in	the	internal	atmospheric	variability,	
the	 typical	 downward	 propagation	 of	 the	 MSW	 signal	 and	 its	 tropospheric	





- The	 separated	 analysis	 of	 the	 polar	 stratospheric	 state	 in	 early	 and	 mid‐




o Dynamical	 processes,	 in	 particular	 the	 intensification	 of	 the	
tropospheric	wave	activity	due	to	the	increase	of	GHG	concentrations,	
strongly	 influence	 the	 variations	 in	 mid‐winter	 polar	 stratospheric	
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circulation.	 As	 a	 result,	 an	 increase	 in	 the	 frequency	 of	 MSWs	 is	
obtained	in	January.		
The	different	response	of	the	polar	stratosphere	to	climate	change	in	early	and	mid‐
winter	 should	 be	 taken	 into	 account	 in	 following	 analyses	 of	 the	 impact	 of	 climate	
change	 in	 the	polar	 stratospheric	 circulation.	 In	particular,	 it	has	been	highlighted	 the	
relevance	 of	 distinguishing	 between	 these	 two	periods	 in	 contrast	 to	most	 studies	 on	
this	topic	that	did	not	make	this	distinction.		
	





changes	 in	 the	 tropospheric	 circulation	 and	 the	 interannual	 variability	 of	 SFWs	
[Ayarzagüena	 and	 Serrano,	 2009].	 The	 study	 has	 been	 carried	 out	 with	 the	 ERA‐40	
dataset.	The	aforementioned	link	can	be	described	as	follows:	
- Regarding	 dynamical	 aspects,	 relevant	 interannual	 differences	 in	 the	





with	 a	 non‐persistent	 one	 is	 observed.	 In	 April	 these	 differences	 reach	 the	
lowermost	stratosphere	and	even	the	troposphere	at	high	latitudes.		
- The	 late	 or	 early	 occurrence	of	 the	 SFW	seems	 to	have	 some	 impact	 on	 the	
tropospheric	circulation	in	March	and	April,	showing	changes	in	storm	track	
activity,	geopotential	height	and	zonal	wind	in	the	middle	troposphere.	
- Unlike	 in	 wintertime,	 the	 stratosphere‐troposphere	 coupling	 in	 springtime	
associated	 with	 the	 timing	 of	 SFWs	 has	 been	 found	 not	 to	 be	 totally	
dominated	 by	 the	 Northern	 Annular	Mode.	 This	 result	 has	 provided	 a	 new	








Validation	 of	 CCMs	 to	 reproduce	 the	 interannual	 variability	 of	 SFWs	 in	 the	
Northern	Hemisphere	
A	 CCM	 has	 been	 validated,	 assessing	 its	 ability	 to	 reproduce	 the	 interannual	
variability	of	SFWs	dates	and,	for	the	first	time,	their	associated	changes	in	tropospheric	
circulation.	The	validation	has	been	achieved	by	the	comparison	of	 the	results	derived	












Stratospheric	 Final	 Warmings	 in	 a	 future	 climate:	 A	 possible	 trend	 in	 their	
timing?	
The	question	of	a	possible	trend	of	the	polar	vortex	to	persist	longer	in	the	future	has	
been	 addressed	 by	 comparing	 selected	 past	 and	 future	 periods	 simulated	 in	 two	
transient	 CCM	 experiments,	 which	 only	 differ	 in	 the	 inclusion	 or	 not	 of	 a	 prescribed	
climate	change.	The	conclusion	from	the	comparative	analysis	has	been:	
- Despite	 the	 changes	 observed	 in	 early	 and	 mid‐winter	 in	 the	 future	
stratosphere,	 the	 seasonal	 transition	of	 the	polar	 stratospheric	 circulation	 in	

















 Moreover,	 in	 this	 PhD	 thesis	 attention	 has	 only	 been	 paid	 to	 the	 possible	
fingerprint	 of	 stratospheric	 warmings	 in	 the	 NH	 extratropics.	 Nevertheless,	
very	recent	studies	have	shown	that	MSWs	might	also	have	an	effect	on	farther	














troposfera,	 que	 es	 la	 capa	 más	 próxima	 a	 la	 superficie	 terrestre,	 diversos	 estudios	
relativamente	recientes	han	aportado	evidencias	observacionales	de	que	la	estratosfera	
influye	 también	 en	 las	 condiciones	 troposféricas	 [p.ej.:	 Baldwin	 and	Dunkerton,	 1999,	
2001;	Baldwin	and	Thompson,	2009].		
La	troposfera,	que	se	extiende	hasta	una	altura	de	10	km	aproximadamente,	contiene	
alrededor	 del	 85%	 de	 la	masa	 total	 de	 la	 atmósfera.	 La	 temperatura	 en	 la	 troposfera	
presenta	 una	 distribución	 vertical	 que	 permite	 los	 movimientos	 verticales	 de	 aire,	 la	
cual	 es,	 además,	 completamente	 distinta	 a	 la	 de	 la	 estratosfera,	 capa	 inmediatamente	
superior,	 caracterizada	 por	 la	 estratificación	 estable	 del	 aire.	 Por	 todo	 ello,	
tradicionalmente	 se	 ha	 considerado	 que	 los	 procesos	 troposféricos	 eran	 los	 únicos	
capaces	 de	 modificar	 el	 tiempo	 en	 superficie,	 sin	 influencia	 de	 las	 condiciones	
atmosféricas	en	niveles	superiores.	Sin	embargo,	en	 los	últimos	50	años	esta	visión	ha	
cambiado	 sustancialmente,	 debido	 a	 la	multitud	 de	 evidencias	 encontradas	 acerca	 del	
acoplamiento	entre	la	troposfera	y	la	estratosfera.	En	primer	lugar,	se	determinó	que	la	
troposfera	 podía	 influir	 en	 el	 estado	 de	 la	 estratosfera	 a	 través	 de	 la	 propagación	
ascendente	 de	 perturbaciones	 de	 escala	 planetaria	 desde	 esa	 capa	 hasta	 la	 atmósfera	
alta	bajo	ciertas	condiciones	[Charney	and	Drazin,	1961].	De	esta	manera,	se	le	confería	
a	la	estratosfera	un	papel	meramente	pasivo.	Más	tarde,	diversos	estudios	[Baldwin	and	
Dunkerton,	 1999,	 2001]	 aportaron	 pruebas	 observacionales	 sobre	 el	 hecho	 de	 que	 la	
estratosfera	posee	también	un	papel	activo	en	la	determinación	del	tiempo	en	superficie.	
Así,	se	ha	observado	cómo	fuertes	anomalías	estratosféricas	descendían	a	lo	largo	de	la	
columna	 atmosférica	 hasta	 niveles	 troposféricos	 en	 una	 escala	 de	 semanas,	 con	 las	
consecuentes	 implicaciones	 en	 el	 tiempo	 en	 superficie.	 Todo	 ello	 ha	 conducido	 a	
considerar	 la	 necesidad	 de	 incluir	 la	 circulación	 estratosférica	 en	 las	 predicciones	
meteorológicas	 de	 más	 de	 10	 días	 [p.	 ej.:	 Baldwin	 et	 al.,	 2003;	 Jung	 and	 Barkmeijer,	
2006],	aunque	quedan	aún	muchas	dudas	acerca	de	cómo	realizar	esto.	De	ahí,	en	parte,	
la	motivación	para	llevar	a	cabo	el	presente	estudio.	
Uno	 de	 los	 fenómenos	 más	 prominentes	 de	 la	 estratosfera	 polar	 invernal	 son	 los	
calentamientos	 estratosféricos,	 los	 cuales	 poseen	 efectos	 importantes	 en	 la	
circulación	atmosférica.	En	concreto,	estos	fenómenos	consisten	en	un	calentamiento	en	
la	estratosfera	polar,	que	van	acompañados	de	un	descenso	brusco	de	la	intensidad	del	
flujo	 estratosférico	 e	 incluso,	 en	 ocasiones,	 de	 la	 inversión	 de	 la	 circulación	 típica	
invernal	 en	 esa	 región	 (el	 denominado	 vórtice	 polar	 estratosférico,	 Figura	 IX.	 1a)	
[Andrews	 et	 al.,	 1987].	 Se	 distinguen	distintos	 tipos	 de	 calentamientos	 estratosféricos	




estratosféricos	mayores	 (MSWs,	 acrónimo	 en	 inglés1).	 Estos	MSWs	 se	 caracterizan	 por	
una	rotura	súbita	del	vórtice	polar	(Figura	IX.1b)	y	una	recuperación	posterior	de	este	
último.	A	finales	del	invierno,	la	transición	al	régimen	estival	de	temperaturas	más	altas	
y	 vientos	 del	 este	 se	 realiza	 todos	 los	 años	 dando	 lugar	 a	 los	 calentamientos	
estratosféricos	 finales	 (SFW,	acrónimo	en	inglés2).	Mientras	que	los	SFWs	ocurren	cada	
primavera	 en	 los	 dos	 hemisferios,	 la	 casi	 totalidad	 de	 los	 MSWs	 observados	













aumentado	 considerablemente,	 sobre	 todo	 con	 el	 objetivo	 de	 poder	 aplicar	 esos	












troposfera	 como	 responsable	 de	 tales	 eventos	 estratosféricos	 [p.	 ej.:	 Matsuno,	 1971;	
Polvani	and	Waugh,	2004;	Black	and	McDaniel,	2007],	se	continúan	investigando	cuáles	
pueden	 ser	 los	 mecanismos	 específicos	 causantes	 de	 esa	 amplificación	 abrupta	 de	
actividad	de	onda.	Algunos	autores	han	relacionado	dicha	amplificación	con	la	aparición	





más	 incertidumbre	 en	 este	 tema,	 tales	 como	 la	 modulación	 de	 la	 circulación	 polar	





Una	 consecuencia	 de	 la	 mencionada	 incertidumbre	 es	 que	 las	 proyecciones	 de	 los	
modelos	climáticos	para	el	futuro	no	proporcionan	un	panorama	común	de	cambio	en	la	
estratosfera.	Así,	mientras	que	algunos	modelos	apuntan	a	una	intensificación	y	mayor	
persistencia	 de	 la	 circulación	 estratosférica	 polar	 de	 invierno	 en	 clima	 futuro	 [p.ej.:	
Shindell	et	al.,	2001],	otros	muestran	un	debilitamiento	de	esta	circulación	debida	a	un	
incremento	 en	 el	 forzamiento	 futuro	 de	 onda	 troposférica	 [p.ej.:	 Schnadt	 et	 al.,	 2002;	
Huebener	et	al.,	2007].	
La	 presente	 tesis	 doctoral	 aborda	 algunos	 de	 los	 aspectos	 relativos	 a	 los	
calentamientos	 estratosféricos	 que	 actualmente	muestran	mayor	 incertidumbre	 o	 que	








Partiendo	 de	 las	 consideraciones	 anteriores,	 el	 objetivo	 principal	 de	 esta	 tesis	
doctoral	 es	 el	 de	 contribuir	 a	 mejorar	 el	 conocimiento	 actual	 sobre	 los	
calentamientos	 estratosféricos	 en	 el	 hemisferio	 norte	 y,	 en	 especial,	 de	 las	








En	 particular,	 este	 estudio	 se	 centra	 en	 los	 dos	 tipos	 de	 calentamientos	 más	
relevantes,	 los	 calentamientos	 estratosféricos	 mayores	 y	 los	 calentamientos	
estratosféricos	 finales.	 Dicho	 análisis	 se	 ha	 realizado	 en	 dos	 periodos	 de	 tiempo	
distintos:	 el	 pasado	 reciente	 y	 presente	 (desde	 1960)	 y	 el	 futuro.	 Además,	 se	 han	
utilizado	datos	de	fuentes	distintas:	reanálisis	(ERA‐40	y	NCEP/NCAR),	considerados	en	
cierta	medida	 como	 observaciones;	 y	 salidas	 de	 simulaciones,	 realizadas	 a	 su	 vez	 con	
diferentes	 tipos	de	modelos	de	clima.	En	concreto,	 se	han	usado	salidas	de	un	modelo	
atmosférico	 con	 química	 interactiva	 (EMAC,	 ejecutado	 también	 bajo	 la	 configuración	
EMAC‐FUB)	y	de	un	modelo	atmosférico	con	océano	acoplado	(EGMAM).	El	primero	ha	
sido	uno	de	los	modelos	estudiados	en	la	Iniciativa	CCMVal5	del	proyecto	SPARC6	de	la	
Organización	Meteorológica	Mundial	 [Eyring	 et	 al.,	 2008],	 y	 el	 EGMAM	 es	 uno	 de	 los	




En	 el	 caso	de	 los	calentamientos	estratosféricos	mayores,	 (MSWs)	 se	 exponen	 a	





atmósfera‐océano	 (AOGCMs,	 acrónimo	 en	 inglés9)	 presentan	 deficiencias?	
(Capítulo	V.1a)	
Para	 responder	a	esta	pregunta,	 se	han	estudiado	 los	MSWs	 identificados	en	
tres	 simulaciones	distintas	y	a	 continuación,	 se	han	comparado	con	datos	de	
reanálisis.	Dos	de	estas	simulaciones	se	han	realizado	con	un	CCM,	una	de	ellas	
bajo	condiciones	transitorias	y	 la	otra	bajo	condiciones	constantes	actuales.	La	
tercera	 simulación	 se	 ha	 ejecutado	 también	 bajo	 condiciones	 constantes	
actuales,	 pero	 con	 un	 AOGCM.	 El	 análisis	 de	 las	 posibles	 diferencias	 en	 la	












 ¿Cuáles	 son	 los	 mecanismos	 más	 importantes	 que	 desencadenan	 una	
amplificación	abrupta	de	la	actividad	de	onda	troposférica,	anterior	a	un	MSW?	
¿Y	 cómo	 otros	 factores,	 que	 no	 estén	 directamente	 relacionados	 espacial	 y	
temporalmente	 con	 los	MSWs,	 pueden	modular	 este	 incremento	 repentino	 de	
actividad	de	onda?	(Capítulo	V.1b)	
Para	encontrar	respuesta	a	estas	dos	preguntas,	se	han	examinado	dos	MSWs	
recientes,	 que	 ocurrieron	 en	 2009	 y	 2010.	 Ambos	MSWs	 fueron	 precedidos	
por	 unas	 de	 las	 inyecciones	 de	 actividad	 de	 onda	 troposférica	más	 intensas	
observadas	 hasta	 la	 actualidad	 (desde	 1958).	 Además,	 los	 dos	 MSWs	 se	
produjeron	 aproximadamente	 en	 la	 misma	 fecha,	 finales	 de	 enero.	 Sin	
embargo,	 los	 típicos	 factores	 externos	 que	 influyen	 en	 la	 ocurrencia	 de	 un	
MSW	 (la	 Oscilación	 Cuasi‐Bienal,	 el	 ciclo	 solar	 o	 El	 Niño)	 presentaron	








con	 un	 CCM	 común	 ha	 permitido	 contestar	 a	 la	 pregunta	 anterior.	 Ambas	
simulaciones	 cubren	 el	 periodo	 1960‐2100,	 pero	mientras	 que	 una	 de	 ellas	
incluye	un	cierto	cambio	climático	prescrito,	la	otra	no.		
	





Este	 objetivo	 se	 ha	 acometido	 analizando	 los	 cambios	 en	 campos	
troposféricos,	 promediados	mensualmente,	 de	 variables	 atmosféricas	 que	 en	
cierto	modo	están	asociadas	con	 la	variabilidad	de	 la	 fecha	de	ocurrencia	de	
los	SFWs	observados	(desde	1960	a	2000).	
 ¿Son	capaces	los	CCMs	de	reproducir	la	variabilidad	interanual	observada	de	la	
ocurrencia	 de	 los	 SFWs?	 Si	 es	 así,	 ¿pueden	 simular	 dichos	modelos	 la	misma	
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relación	 entre	 las	 fechas	 de	 ocurrencia	 y	 las	 anomalías	 de	 circulación	
troposférica	que	la	identificada	en	las	observaciones?	(Capítulo	VI.1b)	
La	validación	de	un	CCM	para	reproducir	la	variabilidad	interanual	de	la	fecha	
de	 los	 SFWs	 y	 los	 cambios	 asociados	 en	 la	 circulación	 troposférica	 se	 ha	




 ¿Presentará	 una	 tendencia	 en	 el	 futuro	 la	 persistencia	 del	 vórtice	 polar	
estratosférico?	(Capítulo	VI.2)	
Este	 aspecto	 es	 tratado	mediante	 la	 comparación	 de	 periodos	 seleccionados	








Reproducción	de	 los	MSWs	 en	diferentes	 tipos	de	 simulaciones	 con	modelos	de	
clima	
De	esta	parte	del	estudio,	se	puede	deducir	que	los	modelos	atmosféricos	empleados	
en	 el	 estudio,	 tanto	 el	 modelo	 con	 química	 interactiva	 (CCMs),	 como	 el	 modelo	 con	
océano	 acoplado	 (AOGCMs)	 son	 capaces	 de	 reproducir	 cualitativamente	 bien	 los	
procesos	 involucrados	 en	 el	 desarrollo	 de	 los	 MSWs.	 No	 obstante,	 algunos	 aspectos	
importantes	a	señalar	son	los	siguientes:	
‐ La	variabilidad	interanual	estratosférica	del	AOGCM	(EGMAM)	es	reducida	y	con	
ello,	 reproduce	 una	 menor	 frecuencia	 de	 MSWs	 que	 las	 observaciones.	 Sin	
embargo,	 una	 vez	que	 el	 forzamiento	 troposférico	 es	 lo	 suficientemente	 intenso	
como	 para	 iniciar	 el	 proceso,	 el	 mecanismo	 de	 desarrollo	 de	 los	 MSWs	 y	 la	
propagación	descendente	de	la	señal	de	éstos	son	semejantes	al	observado.		
‐ El	 CCM	 (EMAC)	 presenta	 una	 variabilidad	 estratosférica	 alta	 en	 los	 primeros	






parte	 de	 los	 cuales	 con	 características	 atípicas	 respecto	 a	 los	 MSWs	 reales.	 No	
obstante,	 los	procesos	 asociados	 a	 los	MSWs,	 en	particular	 a	 los	 calentamientos	
que	 suceden	en	 los	meses	 centrales	del	 inverno,	 están	bien	 reproducidos	por	 el	
modelo.	




No	 obstante,	 es	 importante	 resaltar	 que,	 a	 pesar	 de	 las	 deficiencias	 mencionadas,	







actividad	 de	 onda	 troposférica	 ascendente	 y	 con	 ello,	 la	 ocurrencia	 de	 un	 MSW	
[Ayarzagüena	 et	 al.,	 2011].	 Como	 ya	 se	 ha	 indicado	 anteriormente,	 estos	 dos	 MSWs	
presentaron	características	comunes,	como	su	intensidad	o	la	fecha	de	ocurrencia,	pero	
las	 condiciones	 de	 los	 factores	 externos	 que	modulan	 los	MSWs	 eran	 completamente	
distintas.	 Las	 principales	 conclusiones	 que	 se	 derivan	 de	 este	 estudio	 específico	 han	
sido:	
‐ Los	MSWs	se	pueden	originar,	en	algunas	ocasiones,	simplemente	a	partir	de	un	
forzamiento	 extraordinariamente	 intenso	 de	 ondas	 planetarias	 troposféricas	
asociado	con	anomalías	 intensas	de	circulación,	como,	por	ejemplo,	un	bloqueo.	




pueden	 influir	 en	 el	 estado	 atmosférico	 y	modificar	 la	 propagación	 vertical	 de	
ondas	 planetarias	 en	 la	 estratosfera.	 En	 este	 estudio	 se	 ha	 mostrado	 que	 el	
fenómeno	ENSO	está	íntimamente	relacionado	con	un	incremento	de	la	inyección	









el	 futuro	 obtenidas	 con	 dos	 simulaciones	 transitorias	 del	 modelo	 con	 química	
interactiva,	EMAC.	Los	resultados	obtenidos	son	de	particular	importancia,	dado	que	los	
aspectos	analizados	de	los	MSWs,	tales	como	los	posibles	cambios	en	su	evolución	y	en	







‐ Del	mismo	modo,	 después	 de	 eliminar	 las	 tendencias	 asociadas	 a	 forzamientos	
externos	 (en	 este	 caso,	 el	 incremento	 de	 concentraciones	 de	 GHG),	 se	 ha	





Por	 tanto,	 se	 podría	 afirmar	 que	 la	 señal	 asociada	 al	 cambio	 climático	 es	 más	
intensa	que	la	variabilidad	interna	asociada	a	la	ocurrencia	de	MSWs,	de	manera	
que	la	primera	esconde	la	huella	de	éstos	en	la	troposfera.	
‐ La	evolución	 temporal	de	 los	MSWs	 se	ve	modificada	 como	consecuencia	de	 los	
efectos	sobre	la	estratosfera	polar	del	incremento	de	la	concentración	de	GHG	en	
el	 futuro.	 Así,	 los	 futuros	MSWs	 tienden	 a	 suceder	 de	manera	más	 abrupta	 y	 la	
posterior	recuperación	del	vórtice	polar	se	produce	más	rápidamente.		
‐ La	 respuesta	 de	 la	 estratosfera	 polar	 invernal	 al	 incremento	 prescrito	 de	 las	
concentraciones	de	GHGs	 en	 el	 futuro	 es	distinta	dependiendo	de	 los	meses	del	
invierno:	
o En	 los	 primeros	 meses	 de	 invierno	 (noviembre	 y	 diciembre),	 el	
enfriamiento	 radiativo	domina	 los	 cambios	observados	en	 la	 estratosfera	
polar,	lo	cual	conduce	a	una	menor	ocurrencia	de	MSWs	en	este	periodo.	
o En	 los	 meses	 centrales	 de	 invierno	 (enero	 y	 febrero),	 los	 procesos	
dinámicos	y,	muy	especialmente,	la	intensificación	de	la	actividad	de	onda	
troposférica	 juegan	 el	 papel	 más	 importante	 en	 la	 determinación	 de	 los	





En	 cuanto	 a	 los	 calentamientos	 finales	 estratosféricos	 (SFWs),	 se	 detallan	 las	
principales	conclusiones	y	aportaciones.	






‐ En	 cuanto	 a	 aspectos	 dinámicos,	 se	 han	 encontrado	 diferencias	 interanuales	





entre	 los	 años	 con	 un	 vórtice	 muy	 persistente	 y	 años	 con	 vórtice	 de	 menor	
persistencia	 se	 propagan	hacia	 abajo	 en	 el	 tiempo.	 Como	 consecuencia,	 en	 abril	




troposfera	media	 en	marzo	 y	 abril,	 produciendo	 cambios	 en	 la	 actividad	 de	 las	
trayectorias	de	las	depresiones	(storm	tracks),	el	geopotencial	y	el	viento	zonal.	
‐ A	diferencia	de	lo	que	sucede	en	invierno,	el	acoplamiento	troposfera‐estratosfera	
en	 primavera,	 y	 en	 particular,	 el	 asociado	 con	 la	 fecha	 de	 los	 SFWs,	 no	 se	
encuentra	totalmente	determinado	por	el	Modo	Anular	del	Norte	(NAM,	acrónimo	
en	inglés10).	Este	resultado	ha	supuesto	una	contribución	nueva	en	la	temática	con	











Validación	 de	 CCMs	 para	 reproducir	 la	 variabilidad	 interanual	 de	 SFWs	 en	 el	
hemisferio	norte	




observaciones	 con	 aquéllos	 procedentes	 de	 una	 simulación	 transitoria	 con	 EMAC,	




‐ En	general,	 la	 simulación	del	modelo	y	 las	observaciones	coinciden	en	cuanto	al	
impacto	de	la	variabilidad	interanual	de	los	SFWs	en	la	circulación	troposférica	de	
primavera.	






Los	 calentamientos	 finales	 estratosféricos	 en	 un	 clima	 futuro:	 ¿Poseen	 una	
posible	tendencia	en	su	fecha	de	ocurrencia?	
La	 comparación	 de	 periodos	 seleccionados	 del	 pasado	 y	 del	 futuro	 en	 dos	
simulaciones	 transitorias	 de	 un	 CCM,	 con	 y	 sin	 condiciones	 de	 un	 cambio	 climático	
prescrito,	ha	permitido	concluir	lo	siguiente:	
‐	 A	 pesar	 de	 los	 cambios	 identificados	 en	 la	 proyección	 futura	 de	 la	 circulación	












ciclo	 solar,	 la	 QBO	 y	 el	 ENSO.	 De	 este	modo,	 el	 presente	 análisis	 subraya	 la	
necesidad	 de	 prestar	 especial	 atención	 y	 mejorar	 la	 representación	 en	 los	
modelos	de	clima	de	dicho	forzamiento	de	onda	y	de	sus	fenómenos	asociados.	
Esto	 permitiría	 obtener	 una	 mejor	 representación	 de	 los	 MSWs	 y	 por	
extensión,	de	la	variabilidad	estratosférica.	Una	aplicación	muy	importante	de	
esta	mejora	en	la	representación	del	forzamiento	de	onda	troposférica	tendría	
que	 ver	 con	 las	 proyecciones	 de	 los	 MSWs	 en	 el	 futuro,	 dado	 que	 ciertos	
estudios	[e.g.:	Haklander	et	al.,	2008;	Garcia	and	Randel,	2008]	han	mostrado	
un	 incremento	 de	 actividad	 de	 onda	 troposférica	 como	 consecuencia	 de	 un	
aumento	de	 las	 concentraciones	de	gases	de	 efecto	 invernadero.	Finalmente,	
es	importante	indicar	que	dicho	estudio	de	los	MSWs	en	2009	y	2010	ha	dado	




fenómenos	 afecta	 a	 la	 circulación	 troposférica.	 Estos	 resultados	 son	 los	
mismos	 que	 los	 obtenidos	 en	 un	 estudio	 realizado	 paralelamente,	 pero	
considerando	un	periodo	más	 largo	de	años,	 tal	que	el	 carácter	novedoso	de	
los	 mismos	 ha	 sido	 reconocido	 a	 través	 de	 la	 publicación	 de	 un	 artículo	
[Ayarzagüena	and	Serrano,	2009;	incluido	en	el	Apéndice	4].	
 En	cuanto	a	la	capacidad	de	los	modelos	climáticos	empleados	(un	modelo	con	
química	 interactiva	y	otro	con	océano	acoplado)	en	reproducir	 los	MSWs,	 las	
respectivas	 simulaciones	 analizadas	 han	 proporcionado	 pruebas	 de	 la	
fiabilidad	 del	 uso	 de	 tales	 modelos	 para	 el	 estudio	 de	 la	 variabilidad	
estratosférica	 boreal.	 Asimismo,	 es	 también	 importante	 destacar	 que,	 por	
primera	 vez	 en	 la	 literatura,	 se	 ha	 comprobado	 si	 un	 modelo	 climático	 con	




interesantes	 aportaciones.	 Por	 un	 lado,	 se	 han	 obtenido	 resultados	
concluyentes	 del	 análisis	 de	 los	 efectos	 de	 un	 cambio	 climático	 prescrito	
(escenario	A1B	del	IPCC‐2000)	en	aspectos	de	los	MSWs	no	explorados	hasta	
la	 fecha,	 como	 el	 descenso	 de	 la	 señal	 de	 los	 calentamientos	 estratosféricos	
hasta	 la	 troposfera	o	 la	evolución	de	éstos.	Por	otro	 lado,	 la	 identificación	de	
una	respuesta	distinta	al	cambio	climático	de	 la	estratosfera	polar	en	 los	dos	
sub‐periodos	 de	 invierno	 (principios	 frente	 a	 meses	 centrales)	 pone	 de	
manifiesto	 la	 necesidad	 de	 separar	 dichos	 sub‐periodos	 en	 los	 estudios	
posteriores	que	se	hagan	en	esta	temática.	La	consideración	de	todo	el	periodo	
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D 1Momentum eq.:									 2D


















where	v	 is	the	3‐dimensional	velocity	(u,v,w),		 is	the	air	density,	p	 is	the	atmospheric	
pressure,		 is	 the	Earth’s	rotation	rate,	g	 is	 the	gravity	acceleration,	Ff	 corresponds	to	




Equations	 (A1.1)	 can	 be	 rewritten	 in	 a	 more	 simple	 form	 by	 applying	 some	
approximations	 and	 simplifications	 related	 to	 the	 orders	 of	magnitude	 of	 the	 various	
terms.	 For	 instance,	 scale	 analysis	 shows	 that	 the	 Coriolis	 force	 associated	 with	 the	
horizontal	component	of	the	earth’s	rotation	vector	can	be	neglected,	the	distance	from	
some	 atmospheric	 point	 to	 the	 center	 of	 the	 earth	 can	 be	 replaced	 by	 a	mean	 radius	






After	 the	 above	 mentioned	 approximations,	 the	 resultant	 equations	 are	 denoted	
primitive	 equations.	 The	 expressions	 of	 these	 primitive	 equations	 using	 the	 spherical	
coordinates	in	the	horizontal	(λ,	φ)	and	the	log	pressure	coordinate,	z,	(derived	from	the	
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‐ Replace	 spherical	 coordinates	 (λ,	 φ)	 by	 eastward	 and	 northward	
Cartesian	ones	(x,	y).	
‐ Restrict	 the	 flow	domain	 to	some	neighborhood	of	 the	 latitude	φ0,	so	
that	(x,	y)	correspond	to	the	eastward	distance	and	northward	distance	
from	 some	 origin	 (λ0,	 φ0)	 and	 the	 Coriolis	 parameter,	 f,	 can	 be	
rewritten	 as:	  0f f y ,	 with	    1 02 cosa .	 This	 is	 called	 the	
beta‐effect.		
 Geostrophic	 approximation	 (for	 large‐scale,	 low‐frequency	 and	 extratropical	
flows):	
‐ Due	 to	 the	 flow	 features,	 the	 horizontal	 accelerations,	 Du/Dt	 and	
Dv/Dt,	and	the	nonconservative	terms	(Ff)	are	neglected	and	f	is	made	
equal	 to	 f0.	 Thus,	 the	 horizontal	 flow	 is	 balanced	 by	 the	 horizontal	










f y f x
	 (A1.3)	
‐ Combining	 these	 expressions	 with	 the	 hydrostatic	 relationship,	 the	
thermal	 wind	 expression	 (eq.	 (A1.4))	 is	 obtained,	 which	 relates	 the	
vertical	 shear	 of	 the	 horizontal	 wind	 to	 the	 temperature	 meridional	
gradient.	
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T g
u vR T R Tu v
z f H y z f H x
	 (A1.4)	
 Quasi‐geostrophic	 approximation:	 Under	 these	 conditions,	 the	 actual	 flow	 is	
very	close	to	the	geostrophic	one,	so	that	its	deviations	from	the	latter,	called	
ageostrophic	velocities	(va	=	(u‐ug,	v‐vg,	w)),	are	small	 in	comparison	with	vg.	
This	approximation	 is	very	useful	 to	 investigate	the	time	development	of	 the	
geostrophic	flow	and	most	of	the	analysis	of	the	middle	atmosphere	research	
is	based	on	it.		
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where	       g g gD u vt x y 	is	the	time	derivative	following	the	geostrophic	wind,	θ	is	






































































































































































Figure	App3.2.	 Composites	 of	 Z500	 anomalies	 in	 March	 and	 April	 for	 ERA‐40	 (upper	 panel)	 and	 the	
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