Distances to high mass star forming regions (HMSFRs) in the Milky Way are a crucial constraint on the structure of the Galaxy. Only kinematic distances are available for a majority of the HMSFRs in the Milky Way. Here we compare the kinematic and parallax distances of 75 Galactic HMSFRs to assess the accuracy of kinematic distances. We derive the kinematic distances using three different methods: the traditional method using the Brand & Blitz (1993) rotation curve (Method A), the traditional method using the Reid et al. (2014) rotation curve and updated Solar motion parameters (Method B), and a Monte Carlo technique (Method C). Methods B and C produce kinematic distances closest to the parallax distances, with median differences of 13% (0.43 kpc) and 17% (0.42 kpc), respectively. Except in the vicinity of the tangent point, the kinematic distance uncertainties derived by Method C are smaller than those of Methods A and B. In a large region of the Galaxy, the Method C kinematic distances constrain both the distances and the Galactocentric positions of HMSFRs more accurately than parallax distances. Beyond the tangent point along = 30
INTRODUCTION
Revealing the morphological and chemical structure of the Milky Way requires knowing the locations of objects on a Galaxy-wide scale. In the Solar neighborhood, the distances to stars can be accurately derived by measuring their parallax. Far from the Solar neighborhood, distances to stars may be determined using spectrophotometric techniques (e.g., Moisés et al. 2011 ) and red clump stars (e.g., Bovy et al. 2014 ). Distances to gas clouds can be gotten from both Very Long Baseline Interferometry (VLBI) parallax measurements of molecular maser emission from high mass star forming regions (HMSFRs) (e.g., as well as kinematic distance determinations (e.g., Anderson et al. 2012) .
Kinematic distances are derived by measuring the local standard of rest (LSR) velocity, V LSR , of an object and assuming a model of Galactic rotation. If the object is on a circular orbit following this Galactic rotation model (GRM), then the LSR velocity of the object uniquely identifies the object's Galactocentric radius, R. Beyond the Solar orbit, this technique also uniquely determines the object's Galactocentric azimuth, θ, and distance from the Sun, d. Within the Solar orbit, kinematic distances suffer from the kinematic distance ambiguity (KDA). Here, a single LSR velocity may correspond to two distances: a "near" and "far" kinematic distance. We must use additional information to identify the kinematic distance ambiguity resolution (KDAR). The kinematic method is commonly used to determine the distances to HMSFRs in the study of Galactic structure. Recently, for example, Balser et al. (2015) used H ii region kinematic distances to probe the metallicity distribution across the Galactic disk.
The Green Bank Telescope H ii Region Discovery Survey (GBT HRDS) and its successors discovered more than ∼1000 new Galactic H ii regions by measuring their centimeter wavelength radio recombination line (RRL) emission (Bania et al. 2010 Anderson et al. 2015) . H ii regions are the zones of ionized gas surrounding recently-formed high-mass (OB-type) stars. They are the archetypical tracer of Galactic spiral structure. Anderson et al. (2012) derived the kinematic distances to 149 H ii regions in the original GBT HRDS, and today the WISE Catalog of Galactic H ii Regions (Anderson et al. 2014) lists ∼1500 H ii region kinematic distances.
Errors in kinematic distances are caused by both inaccurate GRMs and incorrect KDARs. The rotation of the Milky Way is affected by non-circular streaming motions induced by the Galactic bar and spiral arms (e.g., Burton 1971; Gómez 2006; Moisés et al. 2011 ). These deviations from circular motion will affect the accuracy of GRMs. A variety of techniques have been used to resolve the KDA for Galactic H ii regions, for example, H i emission/absorption experiments (Kuchar & Bania 1994; Kolpak et al. 2003; Anderson & Bania 2009; Anderson et al. 2012; Urquhart et al. 2012; Brown et al. 2014 ), H i self-absorption experiments (RomanDuval et al. 2009; Urquhart et al. 2012) , and H 2 CO absorption experiments (Araya et al. 2002; Watson et al. 2003; Sewilo et al. 2004) . If these KDAR techniques are inaccurate, the derived kinematic distances will be as well.
Very Long Baseline Interferometric (VLBI) trigonometric parallax measurements of molecular masers are an independent and accurate way to measure the distances to HMSFRs. Over the past decade, the Bar and Spiral Structure Legacy Survey (BeSSeL) 1 , the Japanese VLBI Exploration of Radio Astrometry (VERA) 2 , and the European VLBI Network (EVN) 3 projects have accumulated a sample of more than 100 VLBI parallaxes and proper motions for masers associated with HMSFRs . These trigonometrically-derived distances do not suffer from the same problems as kinematic distances. With a typical parallax uncertainty of ∼20 µas, these parallax distances are accurate to about 10% at distances of 5 kpc (Reid & Honma 2014) .
Although parallaxes are the "gold standard" distances for HMSFRs, they are difficult and time-consuming to measure. To constrain the parallax and proper motion of four HMSFRs, including W51 Main/South, Sato et al. (2010) used the National Radio Astronomy Observatory (NRAO) Jansky Very Large array to locate background extragalactic position reference objects together with the NRAO Very Long Baseline Array (VLBA) for the accurate astrometry. The VLBA observations totaled ∼28 hours spread over ∼12 months. Such observations are impractical to make for all ∼4000 H ii regions in the WISE Catalog. Furthermore, the majority of the H ii regions in the WISE Catalog will not have detectable maser emission. With such a large sample of HMSFR maser parallaxes, we can now compare the parallax and kinematic distances and judge the accuracy of the kinematic distance technique. Reid et al. (2009b) performed a similar study comparing the kinematic and parallax distances of 18 HMSFRs. They found that the kinematic distance method gives distances much larger (up to a factor of 2) than the parallax distances for a majority of their sample. After correcting the LSR velocities using updated Solar motion parameters, however, the mean difference between the kinematic and parallax distances became close to zero and only half of their sample had kinematic distances larger than their parallax distances. Here we expand upon the Reid et al. (2009b) analysis using a larger sample of HMSFRs.
SAMPLE SELECTION
Our sample of HMSFRs comes from the maser parallax catalog in that contains parallaxes and proper motions for 103 HMSFRs and HMSFR proxies in the Milky Way. These data stem from measurements made using the NRAO VLBA, the VERA project, and the EVN. The catalog contains the parallax, maser LSR velocity, and their associated uncertainties for each HMSFR. This provides the necessary information to derive both the parallax distance and kinematic distance to each object.
Kinematic distances are unreliable in the direction of the Galactic Center (GC; = 0
• ) and the Galactic Anticenter (GAC; = 180
• ) due to velocity crowding: LSR velocities due to circular motion tend towards zero in these directions. As in previous studies using kinematic distances (e.g., Balser et al. 2015) , we exclude all objects within 15
• of the GC and 20
• of the GAC. Our final sample contains 72 HMSFRs and 3 red supergiants (HMSFR proxies). The positions, parallaxes, and LSR velocities (V LSR ) from the catalog are reproduced in Table 1 . According to , the listed LSR velocities are those of methanol masers when available, otherwise they are the 12 CO emission line velocities from associated giant molecular clouds (GMCs). The LSR velocity uncertainties include both measurement uncertainties as well as an added uncertainty relating the maser spot motion to the bulk HMSFR motion. This added component ranges from 5 km s −1 to 20 km s −1 (see ).
PARALLAX DISTANCES
The parallax distance is defined as
where the parallax distance, D P , has units of kpc when the parallax, π, has units of milli-arcseconds (mas). If the parallax uncertainty, σ π , is small compared to the parallax, i.e. σ π /π 1, then the parallax distance uncertainty, σ P , is determined by propagating the parallax uncertainty through Equation 1,
If the fractional parallax uncertainty is large, however, the shape of the parallax distance probability distribution function (PDF) is skewed. Thus the peak (D P ) and the shape of the wings change and the parallax distance uncertainty is non-symmetric around the peak (see Kovalevsky 1998) . Figure 1 shows an example of the parallax distance PDF skew for different parallax uncertainties. Figure 1 . Normalized parallax probability distribution function (PDF; top) and parallax distance PDF (bottom). The parallax in this example is π = 0.5 mas and the parallax uncertainty is σπ = 0.01 mas (dotted), 0.05 mas (dashed) and 0.1 mas (solid). The parallax distance PDF is determined by Monte Carlo re-sampling the Gaussian parallax PDF. For large relative parallax uncertainties, the parallax distance PDF is skewed.
We derive a Monte Carlo parallax distance for each HMSFR by re-sampling the measured parallaxes within their uncertainties, assuming a Gaussian parallax PDF. We sample the parallax 10 5 times and use Equation 1 to derive the parallax distance distribution. To approximate the parallax distance PDF, we fit a kernel density estimator (KDE) to the distribution. We use the linear combination KDE technique from Jones (1993) , which is accurate even in the presence of physical boundaries such as the requirement that distances be greater than 0. The parallax distance PDFs for four sources are shown in Figure 2 . The peak of the PDF (i.e. the most likely value) is the parallax distance. In every case, this distance is smaller than the distance given by Equation 1. We derive the uncertainty in the parallax distance by determining the lower and upper bounds of the PDF such that 1) the value of the PDF at both bounds is equal and 2) the integral of the normalized PDF between the bounds is equal to 0.683 (i.e., 68.3% of the total area under the PDF). This uncertainty is therefore the 68.3% confidence interval.
The difference between the parallax distances derived using Equation 1 and our Monte Carlo-derived parallax distances is small; the median difference is 0.03 kpc and the largest difference is 1.32 kpc for G025.70+00.04 (Figure 2, panel (d) ). Figure 3 shows the distribution of parallax distance differences between these two methods for our HMSFR sample ( Table 1 ). The majority of objects in our sample have less than 0.1 kpc difference between the Equation 1 and Monte Carlo parallax distances.
KINEMATIC DISTANCES
A fundamental assumption of the kinematic distance method is that the chosen GRM, which gives the Galactic orbital speed, Θ, at all Galactocentric radii, R, accurately models the Galaxy. Several different techniques have been employed to derive Θ(R), for example the tangent point method (e.g., McClure-Griffiths & Dickey 2007) or using the full phase-space kinematics of masers associated with HMSFRs (e.g., . The former method is only reliable in the inner-Galaxy (within the Solar orbit) whereas the latter method works across the entire Galactic disk. demonstrated that both methods predict similar rotation curves in the inner-Galaxy.
The GRM rotation curve is used to transform the Galactic longitude, Galactic latitude, distance space ( , b, d) to Galactic longitude, Galactic latitude, LSR velocity space ( , b, V LSR ). A schematic of the kinematic distance technique is shown in Figure 4 . G025.70+00.04 Figure 2 . Normalized parallax distance probability distribution functions (PDFs) for four HMSFRs. The solid curve is the kernel density estimator (KDE) of the distribution; the solid vertical line is the peak of the KDE and our assigned parallax distance. The dashed vertical line is the parallax distance given by Equation 1. The vertical dotted lines span the symmetric uncertainty range in the parallax distance derived by propagating the parallax uncertainty through Equation 1. The filled region is the uncertainty range derived using the KDE (see text). Panel (a) (G049.48−00.36; W 51 IRS2) has the largest fractional parallax uncertainty and thus has the most skewed PDF. Panel (b) (G209.00-19.38; Orion Nebula) has the smallest fractional parallax uncertainty and has the PDF closest to a Gaussian distribution. Panel (c) (G095.29-00.93) has a typical fractional parallax uncertainty. Panel (d) (G025.70+00.04) has a large fractional parallax uncertainty. It has the largest deviation from the Monte Carlo-defined parallax distance and the parallax distance derived using Equation 1.
Many studies have shown that HMSFRs in the Milky Way do not have perfectly circular orbits; there are significant non-circular motions due to streaming in the vicinity of the Galactic bars and spiral arms (e.g., Burton 1971; Gómez 2006; Reid et al. 2009b . These streaming motions compromise the accuracy of kinematic distances in a complicated, uncertain way and are typically not accounted for in the derivation of kinematic distances.
A face-on view of the Anderson et al. (2012, hereafter A12 ) kinematic distance uncertainty model is shown in Figure 5 . The A12 model includes uncertainties that stem from: (1) the variation in kinematic distances when using different GRMs; (2) the adopted values of the Solar Galactocentric Radius, R 0 , and Solar circular orbit speed, Θ 0 ; and, (3) including a global 7 km s −1 streaming motion uncertainty. This streaming motion uncertainty is an estimate of the true global streaming motion uncertainty which may be between 5 and 10 km s −1 (Burton 1966 ). They did not, however, consider uncertainties with the GRMs or in the Solar motion parameters that define the LSR.
Here we discuss three methods for calculating kinematic distances: the traditional method using the Brand & Blitz (1993) GRM (Method A), the traditional method using updated Solar motion parameters The traditional method for calculating kinematic distances uses a GRM and the measured position and LSR velocity, ( , b, V LSR ), of an object to determine the distance(s) that correspond to the measured LSR velocity. This is typically accomplished by finding the minimum difference between the GRM LSR velocity and the measured LSR velocity (see Figure 4) .
We derive the Method A kinematic distances for our sample of HMSFRs using the Brand & Blitz (1993) GRM and the uncertainty model from A12. This rotation curve and uncertainty model provide the kine- matic distances and distance uncertainties listed in the WISE Catalog. We resolve the KDA by finding the kinematic distance closest to the parallax distance. If the region has an LSR velocity within 20 km s −1 of the tangent point velocity, we assign it to the tangent point. A12 used a similar tangent point strategy, but with a velocity cutoff of 10 km s −1 . Our 20 km s −1 cutoff is more conservative and is more consistent with the GRM uncertainties discussed in the following sections. et al. (1996) universal rotation curve to the full phasespace kinematics of a sample of maser parallaxes and proper motions towards HMSFRs. The Persic et al. (1996) universal rotation curve is a physically-motivated GRM, rather than an empirical model, that includes the gravitational potential of both the disk and halo. The Persic et al. (1996) universal rotation curve is given by Θ(R) = a 1 1.97βx
(3) where x = R/(a 2 R 0 ) and β = 0.72+0.44 log 10 [(a3/1.5) 5 ]. Here, a 1 , a 2 , and a 3 are the parameters fit by . These parameters, as well as the updated Solar motion parameters fit by , are listed in Table 2 .
To correct the LSR velocities in our sample for the updated Solar non-circular motion parameters, we first convert the measured LSR velocity to a heliocentric velocity via
Next, we use the Solar motion parameters to derive the revised LSR velocity, V
The uncertainty in this LSR velocity (σ Parameter Value
Note-These rotation curve parameters are derived for the Persic et al. (1996) universal rotation curve (see equation 3).
For simplicity, we ignore the cross-terms between the Solar motion parameter uncertainties. Including these cross-terms would have little effect since finds that the magnitude of the Pearson productmoment correlation coefficients between these parameters is small, ranging between 0.011 and 0.017. To compute the Method B kinematic distances to our sample of HMSFRs, we use the fits to the Persic et al. (1996) universal rotation curve and these revised LSR velocities. As before, we assign the near or far KDAR by determining which kinematic distance is closest to the parallax distance. If the HMSFR has an LSR velocity within 20 km s −1 of the tangent point velocity, we assign it to the tangent point distance. The Method B kinematic distance uncertainties are again determined by the A12 kinematic distance uncertainty model.
Method C: Monte Carlo Method, Reid et al. (2014) GRM
Here we develop a method to derive kinematic distances and their uncertainties in a more statistically robust way. With this method we re-sample all measured and derived parameters within their uncertainties and determine the probability distribution function (PDF) of kinematic distances.
We first correct the measured LSR velocities as described above. We then re-sample the revised LSR velocities from a normal distribution centered on the nomi- The solid line is the nominal rotation curve using the parameters listed in Table 2 . The colors represent the probability distribution function (PDF) derived by Monte Carlo re-sampling the rotation curve parameters within their uncertainties.
nal revised LSR velocity, V Rev LSR , with a width σ Rev V . The width of this distribution is the total revised LSR velocity uncertainty, which includes both the measured uncertainty and the uncertainties in the Solar motion parameters.
We also re-sample the universal Galactic rotation curve parameters, including R 0 , from a normal distribution centered on the nominal values and a width equal to the uncertainty (see Equation 3 and Table 2 ). The variation of this re-sampled rotation curve is shown in Figure 6 . Unlike A12, we do not add any additional streaming motion uncertainty into these calculations because the derivation of the rotation curve inherently includes uncertainties due to streaming motions.
By re-sampling the above parameters 10 5 times for each HMSFR, we derive the kinematic distance PDF for each object (see example for G032.04+00.05 in Figure 7) . Each panel in Figure 7 represents one distance we derive: the Galactocentric radius, R, the Galactocentric radius of the tangent point, R tan , the near kinematic distance, d near , the far kinematic distance, d far , and the tangent point kinematic distance, d tan . The shapes of the PDFs are determined by the uncertainties in the LSR velocities, the Galactocentric radius of the Solar orbit, and the parameters of the rotation curve model.
We fit each PDF with a kernel density estimator (KDE) derived using the linear combination technique from Jones (1993) . The peak of this KDE is the most probable kinematic distance, and the width and shape of the KDE describe the range of possible kinematic dis- Normalized probability distribution functions (PDFs) of the Method C kinematic distances derived for G032.04+00.05, ( , VLSR) = (32.0
• , 96.7 km s −1 ). Shown from top to bottom are the kinematic distance PDFs for: Galactocentric radius, R, Galactocentric radius of tangent point, Rtan, near kinematic distance, dnear, far kinematic distance, d far , and tangent point kinematic distance, dtan. The PDFs are determined by Monte Carlo resampling the rotation curve within the uncertainties in the rotation curve parameters and then deriving the kinematic distances. The solid curve is the kernel density estimation (KDE) derived using the linear combination technique from Jones (1993) . The dashed vertical line is the distance derived using the "traditional" kinematic techniques whereas the solid vertical line is the peak of the KDE. The gray region is the 68.3% confidence interval.
tances. Similar to how we defined parallax distances, we define the Method C kinematic distance as the peak of the KDE. The uncertainty in this distance is the 68.3% confidence interval.
We resolve the KDAR in the same way as in the previous two methods. If the object has a velocity in excess of the magnitude of the tangent point velocity, then the uncertainty in the tangent point distance is the formal Monte Carlo uncertainty (i.e., the 68.3% confidence interval). If the object's velocity is smaller than the magnitude of the tangent point velocity but still within 20 km s −1 , then the tangent point distance uncertainty is the total range from the near distance to the far distance. In this velocity range, traditional KDAR techniques are inaccurate and the object could be anywhere between the near and far kinematic distance (A12).
A face-on Galactic view of the Monte Carlo kinematic distance uncertainties is shown in Figure 8 . To construct these maps we use the Monte Carlo technique to compute the kinematic distance and distance uncertainties in bins of 2
• in Galactic longitude and 2 km s −1 in velocity, with 10 4 Monte Carlo samples in each bin. Since the kinematic distance uncertainties derived in this method are not symmetric, we show the uncertainties in both the positive direction (away from the Sun) and the negative direction (toward the Sun). We assess the accuracy of kinematic distances by comparing the parallax and kinematic distances for each of the three kinematic distance methods. Table 3 lists the derived distances for our sample: the Monte Carlo parallax distance, D P , the kinematic distances using each of the three methods, D A , D B , and D C , and their associated KDARs: KDAR A , KDAR B , and KDAR C .
Here we investigate the differences between the parallax distances and kinematic distances and compare those differences to the kinematic and parallax distance uncertainties. For each kinematic distance method we generate six figures: (1) a histogram of the difference between the kinematic distance and the parallax distance; (2) a histogram of the fractional distance difference; (3) a scatter plot of the distance difference as a function of the parallax distance; (4) a scatter plot of the distance difference minus the median difference as a function of the parallax distance; (5) a cumulative distribution function (CDF) of the ratio of the distance difference to the uncertainty in the distance difference; and (6) a CDF of the ratio of the distance difference minus the median difference to the difference uncertainty.
The distance difference histograms reveal any systematic differences between the kinematic and parallax distances. The scatter plots uncover correlations between the distance difference and the parallax distance. Finally, the CDFs characterize the accuracy of the kinematic and parallax distance uncertainties; if the kinematic and parallax distance uncertainties are random and an accurate representation of the data, the CDF should follow a normal distribution.
We first compare the parallax distances to the Method A kinematic distances, D A . The distance differences are shown in Figure 9 . We compute the mean, median, and standard deviation of the distance difference (i.e., D A − D P ), the absolute distance difference (i.e., |D A − D P |), the fractional distance difference (i.e., (D A − D P )/D P ), and the absolute fractional distance difference (i.e., |D A − D P |/D P ). These values are listed in Table 4 . The fractional distance difference distribution in Panel (b) has a long tail towards larger kinematic distances.
After subtracting the median offset, the kinematic distance uncertainties from the A12 model fit the differences between the kinematic and parallax distances well. Panel (f) of Figure 9 shows that the ratio of the distance difference (minus the median difference) to the difference uncertainty follows a normal distribution, indicating that the kinematic and parallax distance uncertainties accurately represent the random errors in the distances. The K-S statistic for this distribution is 0.121 which corresponds to a p-value of 0.203. Panel (d), however, shows that some of the error bars are large even when the difference between the kinematic and parallax distance is small. This implies that the kinematic distance uncertainty model is over-predicting the kinematic distance uncertainties in some cases. The median Method A kinematic distance uncertainty (i.e., σ A /D A ) is 28.0%. Next, we compare the parallax distances to the Method B kinematic distances, D B . The differences between these two distances are shown in Figure 10 , and the mean, median, and standard deviation statistics are listed in Table 4 . The mean and median distance differences are significantly smaller than those found using Method A. The fractional distance difference distribution is both centered closer to zero and narrower than the Method A distribution. The tail towards larger fractional differences is not nearly as long using this method. Once again, the A12 kinematic distance uncertainty model seems to accurately represent the typical differences between the parallax and kinematic distances. The K-S statistic for the median-corrected CDF is 0.081 with a p-value of 0.716, thus strongly implying that the uncertainties are sampled from a normal distribution. The kinematic distance errors are, however, large for sources with kinematic distances and parallax distances in good agreement. The median Method B kinematic distance uncertainty is the same as with method A at 28.0%.
Finally, we compare the parallax distances to the Method C kinematic distances, D C . The distance differences using this method are shown in Figure 11 and the mean, median, and standard deviation statistics are in Table 4 . These statistics and distributions are nearly identical to those found using Method B.
The kinematic distance uncertainties derived using the Monte Carlo method (Method C) are just as accurate as those given by the A12 kinematic distance uncertainty model (Methods A and B). Panel (f) of Figure 11 shows that the kinematic distance uncertainties follow a normal distribution with a K-S statistic of 0.083 (p-value is 0.681). This distribution and K-S statistic are nearly the same as that of Method B, yet the distance uncertainties are not assigned based on a model but rather derived based on the data and GRM. The median Method C kinematic distance uncertainty is slightly smaller than that of Method B at 25.8%. More than half (56%) of the Method C kinematic distance uncertainties are smaller than the Method B uncertainties. Despite these smaller error bars, panel (f) of Figure 11 shows that these kinematic distance uncertainties fit the data just as well as the A12 model used in Method A and B. Table 4 summarizes the aforementioned results for the three kinematic distance methods. The median absolute distance difference is nearly ∼40% smaller using Methods B and C, with a ∼12% smaller standard deviation. The median-corrected K-S statistic is about 30% smaller using Methods B and C, and nearly identical between Methods B and C. This suggests that the Monte Carloderived kinematic distance uncertainties (Method C) are just as accurate as the A12 kinematic distance uncertainty model (Method B). The median kinematic distance uncertainty, σ D /D, is the smallest using Method C.
KINEMATIC DISTANCE AMBIGUITY (KDA)
Thus far we resolved the KDA by assigning the kinematic distance closest to the parallax distance, or by assigning objects within 20 km s −1 of the tangent point velocity to the tangent point distance. The WISE Catalog of Galactic H ii Regions (Anderson et al. 2014 ) contains the KDAR for 34 of our sources determined using a variety of KDAR techniques. Here we compare our parallax-based KDARs to the WISE Catalog KDARs.
We first compare the LSR velocities of non-maser transitions in the WISE Catalog to the maser velocities from . The WISE Catalog contains RRL velocities and/or non-maser molecular spectral line velocities for 34 HMSFRs: 6 regions with only RRL velocities, 11 regions with only molecular line velocities, and 17 regions with both. Since the RRL emission comes from the ionized gas of the HMSFR and the non-maser molecular line emission comes from molecular clouds associated with the HMSFR, the LSR velocities of these transitions need not be the same as that of the maser emission, which originates within the molecular envelope of the high mass stars. Figure 12 shows the difference between the RRL and maser velocities and the difference between the molecular line velocities and maser velocities. The median difference is −0.70 km s −1 with a standard deviation of 3.83 km s −1 for RRL velocities and 0.55 km s −1 with a standard deviation of 2.73 km s −1 for molecular line velocities. These distributions are consistent with the expected ∼10 km s −1 difference between maser spot emission region motions and bulk gas motions (e.g., Reid et al. 2009b . The difference in LSR velocities corresponds to differences in kinematic distances. The differences between the Method C kinematic distances derived using the RRL, molecular, and maser velocities are shown in Figure 13 . The median difference is 0 kpc for both the RRL and maser distance difference and the molecular and maser distance difference, with standard deviations of 0.25 kpc and 0.21 kpc, respectively. The maximum fractional difference is 20% in both cases, which implies that the choice of LSR velocity tracer has a moderate impact on the derived kinematic distance. 
If we limit our sample to inner-Galaxy WISE Catalog objects more than 20 km s −1 from the tangent point velocity using the GRM, there are 9 HMSFRs. Of these, the KDAs are resolved using: H i emission/absorption and self-absorption experiments based on RRL velocities (2 objects; Anderson & Bania 2009; Anderson et al. 2012 ), H i self-absorption experiments based on molecular line velocities (2 objects; Urquhart et al. 2012; Roman-Duval et al. 2009) , and H 2 CO absorption experiments (4 objects; Araya et al. 2002; Watson et al. 2003; Sewilo et al. 2004) . One object is a visible H ii region and thus likely located at the near distance.
Based on the KDAR determined using the Method C kinematic distance method and selecting the distance closest to the parallax distance, the WISE Catalog has incorrect KDARs for 3 of our sample objects: one source (G034.39+00.22) using an H i self-absorption experiment based on RRL velocities (Anderson & Bania 2009 ) and two sources (G023.70-00.19, G035.02+00.34) using H 2 CO absorption experiments (Watson et al. 2003; Sewilo et al. 2004 Figure 13 . Difference between the Method C kinematic distances derived using the RRL and maser LSR velocities (top) and molecular line and maser LSR velocities (bottom). The absolute difference is shown in the left panels and the fractional difference is shown in the right panels. The solid curve is the KDE fit to each distribution, and the vertical line is the median.
only with H i self-absorption techniques, and, as the authors show in that paper, H i self-absorption techniques are much less reliable than H i emission/absorption techniques. Too, this object had a low confidence H i selfabsorption detection (quality factor B in that paper). The H 2 CO absorption spectra for the other two sources are marginal detections. The absorption feature for (G023.70−00.19) is on the wing of the RRL (Sewilo et al. 2004) , and the absorption feature for G035.02+00.34 is weak and ∼5 km s −1 beyond the tangent point velocity (Watson et al. 2003) . This sample size is too small to make any definitive conclusions about the accuracy of the KDAR techniques. Authors using the WISE Catalog KDARs should investigate the original KDAR work to assess the quality of the distance resolution.
DISCUSSION
Based on the results of this analysis, we recommend the following prescription for deriving kinematic distances: (1) correct the measured LSR velocity using the Solar motion parameters and Equations 4 and 5; (2) use the corrected LSR velocity and the Monte Carlo method (Method C) to derive the kinematic distances and uncertainties; and (3) use only the highest quality KDARs from the WISE Catalog (if available) to resolve the kinematic distance ambiguity. The Python code we used to calculate the Monte Carlo kinematic distances is publicly available and may be utilized through an online tool 4 (Wenger et al. 2017) . Changing the method used to derive kinematic distances may have important implications. When applying kinematic distances to Galactic morphological or metallicity structure analyses, it is important to consider the kinematic distance uncertainties and inaccuracies in the KDAR techniques. For example, Koo et al. (2017) recently re-analyzed the Leiden/Argentine/Bonn H i 21 cm line all-sky survey (Hartmann & Burton 1997; Arnal et al. 2000; Bajaja et al. 2005; Kalberla et al. 2005) to characterize the spiral structure in the outer Galaxy.
They derived kinematic distances to their H i features to produce a face-on map of the H i distribution beyond the Solar orbit. Even though there is no KDA in this part of the Galaxy, their kinematic distances will be affected by the uncertainties discussed here. Their results, determining the pitch angles of the spiral features for example, may change significantly if they use the Monte Carlo method to derive the kinematic distances of their H i features.
Monte Carlo kinematic distances will also affect the interpretation of Galactic metallicity structure. For example, Balser et al. (2015) recently discovered azimuthal variations in the radial metallicity gradient of the Milky Way inferred by the electron temperatures of Galactic H ii regions. They used the rotation curve to derive their kinematic distances and the A12 kinematic distance uncertainty model to assign distance uncertainties. After resampling their H ii region distances within the A12 uncertainties, they determined that the azimuthal metallicity gradient variations were statistically significant. The Balser et al. (2015) result may be affected by the results of this analysis. Not only will the kinematic distances for their sample of H ii regions change slightly, the uncertainties will change as well. These changes will affect the statistical significance of their result.
This new kinematic distance method will affect all distance estimation techniques that rely, at least in part, on kinematic distances. For example, used a Bayesian distance estimation method to derive the distance to HMSFRs. The priors in their method included the parallax distance (if available), the kinematic distance with equal weight given to both the near and far kinematic distance, the Galactic latitude, and a spiral arm model of the Galaxy. Instead of using a Gaussian kinematic distance PDF, future Bayesian analyses should use the full Monte Carlo kinematic distance PDF.
The difference between Method A and Method C kinematic distances is fairly large, whereas the difference between Method B and Method C is small. Figure 14 shows the difference between the Method A and C distances as well as the Method B and C distances for LSR velocities along = 30
• . We choose this line-ofsight because it crosses both the inner and outer Galaxy through most of the Galactic disk. The difference between Method A and C is < 0.5 kpc within the Solar orbit, and approaches 3 kpc at a distance of 20 kpc. This discrepancy is caused by the variations in the GRMs used by each method. The difference between Method B and C, however, is small ( 0.5 kpc) across the Galaxy since both methods use the same GRM. The largest distinction between the different kinematic distance methods is the magnitude of the uncertainties. In Figure 15 we show the ratio of the Method C kinematic distance uncertainty to those of Methods A and B (the A12 model) along = 30
• . Except near the tangent point, the Method C kinematic distance uncertainties are smaller than the A12 model uncertainties. At a distance of 15 kpc, the Model C uncertainty is half of the A12 model uncertainty. The spikes near 5 kpc and 9 kpc are located at the boundaries of the "tangent point region" (within 20 km s −1 of the tangent point velocity). • . The solid vertical line indicates a ratio of one where σC = σA,B. The spikes near 5 kpc and 9 kpc are at the boundaries of the "tangent point region," defined where the LSR velocity is within 20 km s −1 of the tangent point velocity.
Here, the Method C kinematic distance uncertainties are much larger than the A12 model uncertainties.
Although kinematic distances are not as accurate as parallax distances in the Solar neighborhood, their accuracy is much better in distant regions of the Milky Way. To demonstrate this point, we generate a face-on view of the typical parallax distance uncertainty in the Galaxy (Figure 16 ). We assume a characteristic parallax uncertainty of 0.02 µas (Reid & Honma 2014 ) which corresponds to a typical parallax distance uncertainty of
2 . This figure uses the same color scale as the Method C Monte Carlo kinematic distance uncertainty map in Figure 8 . By comparing these figures we see that large regions of Galactic quadrants I and IV (−90
• < < 90 • ) have Method C kinematic distance uncertainties much smaller than the typical parallax distance uncertainties. In Figure 17 we show the ratio of the Method C kinematic distance uncertainty to the typical parallax distance uncertainty along = 30
• . Beyond the tangent point at a distance of ∼8 kpc, the Method C kinematic distance uncertainties are smaller than the typical parallax distance uncertainty. This ratio reaches a minimum at about 14 kpc where the Method C kinematic distance uncertainty is less than 10% of the typical parallax distance uncertainty. The spikes near 5 kpc and 9 kpc are, again, located at the boundaries of the "tangent point region," where the Method C kinematic distance uncertainties are much larger. The accuracy of the Method C kinematic distances is especially apparent when we consider that Galactic structure analyses are more interested in the Galactocentric positions of structure tracers (R, θ Az , z) than the heliocentric positions ( , b, d) . We derive the relationship between the distance uncertainty and uncertainties in R and θ Az in Appendix A. Figure 18 shows the faceon uncertainties in Galactocentric position given these uncertainties in parallax distance. The same analysis using the Monte Carlo kinematic distance uncertainties is shown in Figure 19 . In large regions of Galactic quadrants I and IV (−90
• < < 90 • ), the Monte • . The solid vertical line indicates a ratio of one where σC = σP . The spikes near 5 kpc and 9 kpc are at the boundaries of the "tangent point region," defined where the LSR velocity is within 20 km s −1 of the tangent point velocity.
Carlo kinematic distances have smaller uncertainties in both R and θ Az than the parallax distances. Kinematic distances therefore determine not only the distance of objects, but also the Galactocentric position of objects more accurately than parallax distances when the object is far from the Solar neighborhood. Streaming motions will have a systematic effect on the accuracy of kinematic distances rather than a random effect as we have assumed in this analysis. With a much larger catalog of parallax observations of HMSFRs, we could compare kinematic and parallax distances and uncover any systematic differences. We may then be able to create a non-axisymmetric GRM that includes these non-circular motions. Such a task requires parallax observations uniformly across the entire Galactic disk.
CONCLUSIONS
We investigate the accuracy of kinematic distances by comparing the kinematic and parallax distances of 75 Galactic HMSFRs. We derive the kinematic distances using three different methods: the traditional method using the Brand & Blitz (1993) rotation curve and the IAU-defined Solar motion parameters (Method A), the traditional method using the rotation curve and their revised Solar motion parameters (Method B), and a new Monte Carlo method using the rotation curve and their revised Solar motion parameters (Method C). The best agreement between the kinematic and parallax distances is when we use Method C. In this case, the median absolute Figure 18 . Face-on Galactic view of the typical parallax distance uncertainties converted to Galactocentric coordinates, R (top) and θAz (bottom). The Galactic Center is located at the origin and the Sun is located 8.34 kpc in the direction θAz = 0 • . The concentric circles are 4, 8, and 12 kpc in R and θAz is given in degrees. The color represents the distance uncertainty. The black regions have uncertainties larger than the maximum value shown in the color scale. The gray points are the HMSFRs in our sample.
difference between the kinematic distances and parallax distances is 0.71 kpc with a standard deviation of 0.83 kpc. The Method C kinematic distance uncertainties are smaller than those of Methods A and B for most of the Galaxy except near the tangent point. Along the line-of-sight with = 30
• , for example, the Method C kinematic distance uncertainty is 50% of the Method A and B uncertainties at a distance of 15 kpc. We test the accuracy of KDAR techniques using the KDARs derived in the literature for 9 of our inner-Galaxy, non-tangent point HMSFRs. The KDAR is incorrect in 3 cases when using the WISE catalog KDARs to compare the parallax distances to our Monte Carlo kinematic distances, but each of these KDARs are low-quality determinations.
We recommend a new prescription for deriving and applying kinematic distances and their uncertainties: (1) correct the measured LSR velocity using the Solar motion parameters and Equations 4 and 5; (2) use the corrected LSR velocity and the Monte Carlo method (Method C) to derive the kinematic distances and uncertainties; and (3) use only the highest quality KDARs from the WISE Catalog to resolve the kinematic distance ambiguity. Based on the typical parallax distance uncertainties, we show that, in a large region of Galactic quadrants I and IV (−90
• < < 90 • ), both the distances and the Galactocentric positions of HMSFRs are more accurately constrained by the Method C kinematic distances than parallax distances. In the direction = 30
• , for example, the Method C kinematic distance uncertainties are smaller than the parallax distance uncertainties everywhere beyond the tangent point, reaching a minimum of 10% of the parallax distance uncertainty at a distance of 14 kpc. The code to derive the Method C Monte Carlo kinematic distances and kinematic distance uncertainties is publicly available and may be utilized through an on-line tool. In a future paper, we will investigate the effects of using the Monte Carlo kinematic distances on the interpretation of Galactic morphological and metallicity structure.
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Rearranging, we see that the uncertainty in the Galactocentric azimuth of an object is related to the uncertainty in its distance from the Sun by
This relationship is shown in the bottom panel of Figure 20 .
