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Resumen
En la agricultura de precisio´n se utilizan
te´cnicas de ca´lculo estad´ıstico y modelos de
prediccio´n clima´tica que requieren de gran ca-
pacidad de ca´lculo.
Sin embargo, el costo asociado a la adqui-
sicio´n de un cluster de altas prestaciones re-
sulta en muchos casos demasiado elevado. Una
alternativa consiste en utilizar para tareas de
co´mputo intensivo una GPGPU, pero se limita
a problemas de paralelismo de datos.
Este trabajo presenta una l´ınea de I+D cen-
trada en el desarrollo de un cluster de bajo
costo destinado espec´ıficamente a resolver pro-
blemas de paralelismo de tareas.
Los temas abordados son transversales a va-
rias a´reas, como programacio´n, electro´nica di-
gital, arquitectura de computadoras y sistemas
paralelos.
Palabras clave: cluster, ARM, RISC, sis-
temas paralelos
Contexto
La l´ınea de investigacio´n presentada es parte
del proyecto “Implementacio´n de un cluster de
procesadores RISC” aprobado en el an˜o 2013
por la Secretar´ıa de Ciencia y Tecnolog´ıa, con-
vocatoria para est´ımulo y desarrollo de la in-
vestigacio´n cient´ıfica y tecnolo´gica (FICyT -
UNdeC).
Introduccio´n
Una caracter´ıstica de las regiones semia´ridas
como la provincia de La Rioja es que la u´nica
agricultura sustentable es la de precisio´n. Para
llevar adelante una agricultura de precisio´n es
necesario aplicar te´cnicas de ca´lculo estad´ıstico
y modelos de prediccio´n clima´tica que requie-
ren de gran capacidad de ca´lculo.
Por un lado, el costo asociado a la adquisi-
cio´n de un cluster de altas prestaciones y su
mantenimiento resulta muy elevado. Adema´s,
los clusters basados en procesadores tradi-
cionales (arquitectura CISC 80x86) enfrentan
nuevos desaf´ıos relacionados a la reduccio´n del
consumo energe´tico y excesiva generacio´n de
calor que producen [3, 4]. Una tendencia ac-
tual para aumentar la potencia de co´mputo de
los clusters sin incrementar proporcionalmente
el consumo consiste en equiparlos con GPG-
PUs y delegar co´mputo en estas nuevas arqui-
tecturas. Las GPGPUs son placas gra´ficas con
una gran cantidad de procesadores simples pe-
ro muy efectivos en la resolucio´n de problemas
de paralelismo de datos [5, 6, 7]. Sin embar-
go, la utilidad de esta tecnolog´ıa es limitada
en problemas donde predomina el paralelismo
de tareas.
Por otro lado, el foco de la industria tec-
nolo´gica se encuentra en la reduccio´n de las
dimensiones de los dispositivos, la disminucio´n
de su consumo y la aceleracio´n de las respues-
tas generadas a los usuarios. Esto es posible
gracias a la evolucio´n de los microprocesadores
basados en una arquitectura esta´ndar RISC de
32 bits, y en particular la arquitectura ARM
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(Advanced Risc Machines) [1]. ARM se ha
constituido como la arquitectura ma´s amplia-
mente utilizada en unidades producidas, con
presencia en ma´s del 90% de los dispositivos
mo´viles desde 2009 [2].
Esta arquitectura de procesadores ha alcan-
zado una gran potencia de co´mputo (algu-
nos modelos superan los 1500 MHz), e inclu-
so comienzan a aparecer versiones con varias
unidades de co´mputo[8]. Actualmente muchas
empresas comercializan dispositivos equipados
con estos procesadores que incluyen una uni-
dad de almacenamiento, cantidades de memo-
ria RAM y puertos de entrada / salida simi-
lares a una computadora tradicional, pero con
un costo y relacio´n de consumo muy inferior a
esta [9].
En este sentido, interesa plantear el desarro-
llo de un computador de propo´sito dedicado
para la resolucio´n de problemas de paralelismo
de tareas implementado a trave´s de un cluster
de procesadores de tecnolog´ıa RISC de bajo
costo.
Se espera que este computador permita ex-
perimentar con problemas de ca´lculo estad´ısti-
co aplicados a agricultura de precisio´n.
L´ıneas de investigacio´n y
desarrollo
Arquitecturas RISC.
Programacio´n de algoritmos paralelos.
Consumo energe´tico.
Modelos de programacio´n y prediccio´n de
rendimiento en estas nuevas arquitecturas.
Resultados y Objetivos
Se espera:
Obtener un cluster de bajo costo que sirva
de entorno de experimentacio´n
Estudiar las caracter´ısticas de estas arqui-
tecturas aplicables a problemas de parale-
lismo, en particular asociados a la agricul-
tura de precisio´n
Formar recursos humanos en esta tecno-
log´ıa emergente de cara´cter estrate´gico
Formacio´n de Recursos Hu-
manos
El equipo de trabajo esta´ formado por dos
docentes de las carreras Ingenier´ıa en Siste-
mas y Licenciatura en Sistemas de la UNdeC
(acreditadas por CONEAU), uno de los cuales
esta´ finalizando su doctorado. Tambie´n parti-
cipa un alumno avanzado de grado.
Los integrantes son docentes de las asigna-
turas Arquitecturas de computadoras II, Ar-
quitecturas paralelas y Programacio´n I. Estas
asignaturas contemplan la aprobacio´n median-
te la participacio´n en proyectos de investiga-
cio´n, por lo que pueden surgir nuevos trabajos
en esta l´ınea.
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