Abstract-The registration of a pair of point sets as well as the estimation of their pointwise correspondences is a challenging and important task in computer vision. In this paper, we present a method to estimate the diffeomorphic deformation, together with the pointwise correspondences, between a pair of point sets. Many of the registration problems are iteratively solved by estimating the correspondence, locally optimizing certain cost functionals over the rigid or similarity or affine transformation group, then estimating the correspondence again, and so on. This type of approach, however, is well-known to be susceptible to suboptimal local solutions. In this paper, we first adopt the perspective of treating the registration as a posterior estimation optimization problem and solve it accordingly via a particlefiltering framework. Second, within such a framework, the diffeomorphic registration is performed to correct the nonlinear deformation of the points. In doing so, we provide a solution less susceptible to local minima. We provide the experimental results, which include challenging medical data sets where the two point sets differ by 180°rotation as well as local deformations, to highlight the algorithm's capability of robustly finding the more globally optimal solution for the registration task.
In cases where the correspondence is already known, and the transformation is assumed to be similarity (rigid motion plus isotropic scaling), a closed-form solution was given by Horn in [6] . However in more general cases where either the correspondence is unknown or the transformation takes more complicated forms, an analytical result rarely exists. The authors of [1] , [2] introduced the well-known Iterative Closest Point (ICP) method to approach the problem by an iterative two step scheme. First the point-wise correspondence is identified, and then the rigid transformation parameters are estimated by minimizing the summed squared Euclidean distances between the corresponding point pairs. Other researchers infer the correspondence among points from the homologous spatial structures or features [7] . The original ICP algorithm is known to be sensitive to initialization and susceptible to local minima. To address such issues, Fitzgibbon in [8] modifies the optimization procedure by using the Levenberg-Marquardt method to speed up as well as to obtain a wider region of convergence. On the other hand, in this papers [9] , [10] the corresponding point is selected by utilizing the invariant features together with the spatial position. Moreover, the initialization difficulty is addressed in [11] , [12] where the authors use a deterministic annealing for optimization and a neural network model for correspondence. More recently, Li and Hartley solve the problem under a Lipschitz optimization framework, yielding a global optimal rigid transformation in the special Euclidean group [13] .
Moreover, due to the noise of the two (or more) point sets, some researchers have chosen to employ inexact correspondences between the point sets For instance, in the different but highly related landmark image registration field, the landmarks extracted (manually or automatically) from the two images may not be perfectly match one another. To solve that problem, Bookstein has applied a linear regression model in the interpolation of a spline-based transformation vector field [14] , whereas Christensen et al. incorporate image intensity information into the landmark matching under a hierarchical fluid model [15] . More recently, Rohr et al. presented an algorithm to regularize both affine and thin-plate-spline components of the transformation in a functional minimization framework [16] . Along a similar lines, for the case of the registration of point sets, while points can be treated as a cloud in R 3 , considering them as samples from a larger object may exploit the more global information of the object's shape. Accordingly, the authors of [17] [18] [19] [20] [21] first extract from the point set certain global geometric objects such as curves or surface patches (called "shape descriptors"), and then perform registration on them. It is shown that the performance over poor initialization and the partial structure is improved by a such scheme.
Other researchers define the correspondences implicitly. For example, in [22] , Tsin and Kanade adopted the idea of image correlation in order to define an affinity measurement for point sets by estimating the probability distribution functions from point sets and computing the "kernel correlation" between the two point sets by using kernel functions. Consequently, the point sets are registered by maximizing the kernel correlation between the two distributions. In [23] , Jian and Vemuri model the point sets by Gaussian mixtures and derive a closed form solution for minimizing the L 2 distance between the Gaussian mixtures. Closely related to this approach, Wang et al. model the point sets by Gaussian mixtures, and the Jensen-Shannon divergence is used as the (dis-)similarity measurement to perform non-rigid registration [24] . Granger and Pennec propose a multi-scale generalized maximum-likelihood algorithm, called EM-ICP, to estimate the rigid transformation as well as the point correspondence under the Expectation-Maximization framework [25] . Furthermore, Myronenko and Song maximize the likelihood between the Gaussian mixture models representation of the two point sets coherently with the topological structure of the point sets [26] . Apart from mixture of Gaussians, Glaunes et al. represent points by delta functions, together with the surface information, the point sets are aligned using the dual norm in a reproducing kernel Hilbert space [27] .
A. Related Work and Motivation
One common feature of the aforementioned methods lies in the fact that they treat the optimal transformation parameters as fixed (but unknown) values, and various (greedy/local) optimization procedures are used to find them. However, from a different perspective, the parameters may also be treated as a (multi-dimensional) random variable or as a state variable of the accordingly designed dynamical system. Formulating the problem in this manner enables one to exploit the more global aspects of registration via a parameter estimation/filtering based scheme. To this end, the authors of [28]- [31] use the particle filter or unscented particle filter for a rigid surface registration. Along these lines, Moghari and Abolmaesumi adopted the unscented Kalman filter to perform a rigid registration for point sets [32] .
However, although the filtering schemes yield more globally satisfying registration results, the transformations are limited to rigid or similarity transformations which only have 6 or 7 degree of freedom. Indeed, most of these registration-byfiltering methods contain the idea of stochastically exploring a large part of the state space. Hence, in order for the problem to be practically feasible, the dimensionality of the state space cannot be too high. This may be a key obstacle for these methods to be applied in deformable registration, where the transformation belongs to an inherently infinite (or very high) dimensional transformation space. In fact, local optimal nonlinear/deformable registration is only addressed in a few papers, such as [24] , [26] , [27] , [33] . Note that due to the difficulty of high dimensionality, directly extending the filtering scheme to the deformable registration is computationally intractable. Hence, one needs to consider new approaches in order to exploit the more global aspect of the filtering schemes in the deformable registration scenarios, and this is the main objective of the present work.
Moreover, in the different but highly related image registration field, Pitiot proposed a piece-wise affine registration scheme [34] . Since the large transformation/distortion is not a severe problem for images in this latter work, registration is only carried out by a local optimization process. Furthermore, the final transformation obtained from the affine sub-transformations is by erosion and interpolation around the sub-image boundaries. In contrast, the final result of the method proposed in this paper is guaranteed to be diffeomorphic. One should also note that although a deformable transformation may provide greater flexibility in matching the point sets, it may also cause degeneration problems where the transformation may tear apart or glue together certain parts of the point sets. Hence, we require the deformable transformation to be diffeomorphic. Nevertheless, it there are cases in which a non-diffeomorphic transformation is necessary, for instance when registering a disk to a torus. However in this work, we assume there exists a meaningful diffeomorphism between the two large enough point sets (so that the problem is not under-determined), and the objective of the present work is to locate it in the solution space.
B. Contribution of This Work
In this paper, we propose a natural method for filtering in an infinite dimensional diffeomorphism space, and (diffeomorphic) deformable registration in the filtering framework. The registration result inherits several nice properties from state estimation/filtering theory. Further, we adopt a multi-scale scheme so that the filtering in the deformable transformation state space is locally attained by an affine transformation and is thus computationally feasible. The final transformation is a diffeomorphism, which is not always guaranteed by most of the spline based transformations.
In general, we first approach the registration through a filtering scheme in the affine transformation group. Then the point set is hierarchically decomposed, and the registration is performed in a finer scale to address the local deformations. In each registration-by-filtering step, the dimension of the state space is always 12 (affine). Further, the transformations at local levels are then fused together in order to form a smooth and smoothly invertible (diffeomorphic) transformation. In short, by carrying out this process, we cast the deformable registration task into a filtering framework with its globally more satisfiable performance, feasible computation load, with resulting transformation being a diffeomorphism.
The remainder of this paper is organized as follows. In Section II, we present the general particle filtering scheme and show its capability of avoiding local minima. Then, in Section III, we present the main algorithm of multi-scale polyaffine registration under the particle filtering framework, with the experiments conducted in Section IV. Finally, the ongoing and future work is discussed in Section V.
II. OPTIMIZATION VIA PARTICLE FILTERING
Avoidance of local minima in optimization is an important yet sometimes difficult problem. If the problem to be solved has certain property such as being quadratic, convex, etc., then it can be solved with efficient algorithms [35] . Unfortunately, without any a priori knowledge of the optimization problem, no algorithm is better than the blind search [36] . In this section we first briefly review the general framework for the particle filtering. Then, a general method for optimization is proposed under the particle filtering framework.
A. Particle Filtering (PF)
We very briefly summarize particle filtering here. We do not give the most general formulation of the method, but simply of sufficient generality for the purposes of this paper [37] .
Given a dynamic system, the objective of particle filtering is to estimate the state variables of the system. Formally, the state variable at time t is denoted as a vector a t ∈ R n . The transition function governing the evolution of the state variable, f : R n × R m → R n , is defined as
in which the process noise u t ∈ R m is white and independent of the state variable. Moreover, the observation at time t, b t ∈ R r , is obtained by the observation model
where the observation noise v t is white and independent of both the system state and the process noise. Since the underlying state variables are not directly observable, particle filtering is a sequential Monte Carlo method [37] that provides a sequential estimate of the posterior distribution of a t , based on all the observations made until time t, b 1,2,...,t (=: b 1:t ), namely p(a t |b 1:t ). In contrast to the requirements of the celebrated Kalman filter, here the f and g do not have to be linear functions, nor do the u t and v t have to be additive and Gaussian. All the particle filtering requires are the functions f and g, probability density functions (PDF) p(u t ), p(v t ), and p(a 0 ). We now have to show how the algorithm estimates p(a t +1 |b 1:(t +1) ) given p(a t |b 1:t ). To achieve this goal in the Monte Carlo framework, assume we have the current samples (particles) for p(a t |b 1:t ) as {a
. In order to obtain the samples for p(a t +1 |b 1:(t +1) ), we first generate the prediction particles, {ã
by passing the current samples through the system's process model. That is, R random samples {u
are generated from process noise u t and we further computẽ
It is noted that the above generation of the prediction particles is based solely on the information up to time t and can thus be computed before time t +1. Furthermore, when the observation b t +1 is available at time t + 1, the prediction particles can then be updated to reflect the information brought in by the new observation. Formally, first the weight of each prediction (i) , is computed as
in which the likelihood term
can be computed by Monte Carlo simulation on the observation noise v t +1 . Lastly, the posterior particles {a
, which represent the posterior PDF p(a t +1 |b 1:(t +1) ), are generated from the prediction particles by using a re-sampling scheme. More explicitly, for each i = 1, . . . , R, we generate a random sample μ i from the uniform distribution on (0, 1]. Then, the prediction particlesã
t +1 where J satisfies:
with ξ (0) = 0. By doing so, we obtain the samples {a
for the posterior pdf p(a t +1 |b 1:(t +1) ). As a result, the algorithm starts with samples of p(a 0 ) and recursively generates the samples for p(a t |b 1:t ) for any t.
B. Local Minima Avoidance via PF
The simulated annealing (SA) algorithm is a widely used global optimization procedure [38] . In order to optimize (minimize from now on) a cost function C : ⊂ R n → R, on the state space , the basic steps of the SA algorithm is described as shown in Algorithm 1.
As time t → ∞, the SA algorithm converges to the global minimal of C [38] . Next, we show how SA can be cast into the PF framework. In fact, if we define
where v is the scalar observation noise with negative exponentially distribution. Then, applying particle filtering on this system is equivalent to SA with Candidate(a t ) = a t + u. Moreover, since there is no physical observation in this optimization-by-filtering scheme, its definition is left as another degree of freedom. One possibility is to define it as min{b
are the particles. Indeed, the dynamics and filtering schemes employed in [30] [31] [32] , [39] fall into this general formulation. However, the above identity process model does not contribute to the overall optimization process because it performs no optimization evolution. Indeed, the optimization capability of filtering such systems is mainly due to the selection of the optimal state during observation. Therefore, it is a natural requirement to re-design the process model such that the system will autonomously evolve to states with lower costs. As a result, the particles will be more concentrated around the minima than in the identity process model case. To this end, we re-define the dynamic system as:
(9) (10) In equation (9), O : R n → R n is a deterministic optimization operator which brings the (perturbed) input state a t + u t to a new state a t +1 with lower cost. For instance, O(a) := a − t · ∇C(a). In doing so, the dynamic system will evolve by itself to lower cost states, which accelerates the optimization process. Moreover, this is equivalent to SA with Candidate(a t ) = O(a t + u), which is often employed in the SA context.
With the general optimization-by-filtering given here, in the next section, we will formulate point set diffeomorphic registration problem as that of filtering a dynamic system of the form given in equation (9) and (10), and solve it using particle filtering.
III. POINT SET DIFFEOMORPHIC REGISTRATION
There are certain issues involved by simply employing a given local optimal registration scheme in equations (7) or (9), and then estimating the system state using filtering technique in order to provide a more globally satisfying result.
Indeed, this is the main idea in [30] [31] [32] , [39] where the transformation is limited to only rigid or similarity transformations. However, if such scheme is to be applied directly to deformable registration, due to its many more degrees of freedom, the computational burden may be very large especially in 3D case. Many previous deformable registration schemes parametrize the deformation by using splines or a point-wise vector field, in which case the dimension of the appropriate variable space can easily be more than 10 3 (10 control points along each dimension).
Furthermore, not only may the the computation load be prohibitively high, but in some cases many of the degrees of freedom may not be necessary. For example, in registering robotic arms, we may face the situation where an "L" shaped joint is to be registered with a "V" shaped one. In such a case, instead of a full set of spline nodes controlling the deformation, two sets of rigid transformations, each transforming one arm, will be sufficient. Therefore, the degrees of freedom for deformable transformations should be adaptive. In order to achieve that goal, and apply the filtering technique in deformable registration, we note that affine transformations are parametrized by 12 parameters, and further any deformable registration transformation that is a diffeomorphic is locally affine, which is locally represented by its Jacobian matrix. Hence, we propose a method to perform diffeomorphic deformable registration by adaptively and hierarchically performing particle filtering affine registration at multiple scales.
In this section, we present the theoretical details of the diffeomorphic registration-by-filtering scheme, in order to register the "moving point set" to the "fixed point set". More explicitly, the algorithm begins with a single affine registration using a particle filtering technique. In addition, the resulting moving point set is further decomposed if it does not meet the pre-defined accuracy criteria, and registration is performed at finer scale to correct the local deformation. Such decomposition-registration cycle continues until satisfying result is achieved. Finally, under a Lie-group/Lie-algebra framework, a diffeomorphic transformation is constructed as the final result.
A. Affine Registration Using PF
As the initial step for deformable registration, we utilize the particle filtering method for affine group of transformations. The significance of this step is two fold: First, any diffeomorphic transformation is locally affine; second, in contrast to the dynamic system proposed in [30] [31] [32] , [39] , the process model in equation (9) is more efficient in achieving the optimality. Formally, denote the fixed point set as P = { p 1 , . . . , p M } and the moving point set, which is to be registered to the fixed point set, as Q = {q 1 , . . . , q N }. It is noted that q i , p i ∈ R 3 × {1} are represented in homogeneous coordinates. To register Q to P, an particle filtering affine registration procedure is carried out. For this purpose, we define the cost function
In equation (12), we have the transformation matrix
where A ∈ R 3×3 , det( A) = 0 is the affine transformation matrix, and t ∈ R 3 is the translation vector. In addition, Cl : R 3 → P maps a point in R 3 to its closest point in P. Note that the second term in equation (12) acts as a regularizer. With weighting λ > 0, it penalizes det( A) from getting too close to zero. Without this, the cost function may have trivial minimizers. It is noted that such scale factor does affect the cost. However, in non-degenerate situations, the magnitude of the first term in the cost function usually dominates. Only in the degenerate situations where det(A) approaches zero, its reciprocal goes to infinity and this term then plays an nonnegligible role in the cost function. So we usually adjust the λ, to for example 10 −3 , so that the second term is small relative to the first term.
Concerning numerical details, a KD-tree data structure is utilized to achieve a fast (O(log M)) search [40] . The minimization of the registration cost function C in (12) is a 
2: for i = 1, 2, ... (converge or reach max iterations) do 3: Obtain the prediction particles {ã
by applying the process model on the previous particles {a
4: Evaluate the likelihood ξ ( j ) 's using (4) 5: Resample to get posterior particles {a
using equation (6) 6: end for 12 dimensional nonlinear unconstrained optimization problem. In order to minimize C, the BFGS algorithm (one type of quasi-Newton methods [35] ) is employed to obtain a fast (super-linear) convergence. Moreover, in computing the gradient, the image of the mapping Cl in equation (12) is considered to be fixed in each ICP optimization step. So the differentiability issue of the Cl mapping is thereby handled.
Nevertheless, the above affine ICP is a local minimization process and is known to be sensitive to initialization and local minima. To overcome such drawbacks and achieve a more global optimality, we pose such optimization problem under the filtering scheme introduced in Section II-B, and solve it using particle filtering. Accordingly, we explicate next the definition of the state space and the process/observation models in equations (9) and (10) .
In affine registration, the state space S is 12 dimensional where the first 9 dimensions are for the affine matrix and the last 3 dimensions are for translation. In the given state space, denote the state vector as a t ∈ S . Then, the process model operator O : S → S in equation (9) is formulated as "taking a t as the initial configuration, proceeding with a few steps of the deterministic affine registration (with respect to the cost function C in equation (12)), and returning the resulting configuration as a t +1 ." Moreover, in all the tests below, the number of steps for the deterministic optimization is fixed to 3, to balance the accuracy and computational load. Furthermore, the process and observation noise terms, u t and v t are assumed to be independent with time t. Finally, the observation model in equation (10) is adopted from equation (12) . It can be seen that both the process and the observation models in equations (9) and (10) are highly non-linear. This again justifies the necessity of the particle filtering scheme.
In addition to the process and observation models, the prior distribution p(x 0 ) is required. Usually, without a priori information of the solution, p(x 0 ) is assumed to be Gaussian or uniformly distributed [37] , [41] . Altogether, the complete particle filtering affine ICP can be described in Algorithm 2. This algorithm will be referred to as affine-PF-ICP in the subsequent discussion.
It is noted that the proposed algorithm focuses mainly on a way to perform filtering in the high-dimensional (theoretically infinite dimensional) diffeomorphic transformation group and it is "compatible" with any outlier rejection method, such as RANSAC [42] . In the current form, the registration cost function is relatively robust to the outliers in the moving point set since it only traverses the fixed point set. Yet, if there are many outliers in the fixed point set, the current algorithm may perform sub-optimally. Nevertheless, any outlier rejection method can be used in conjunction with the proposed filtering scheme to improve the robustness to the outlier.
B. Transformation Decomposition
The particle filtering affine registration presented in the previous section yields an affine transformationB ∈ R 4×4 . Although such an affine registration result is achieved by particle filtering that is much less sensitive to local minima, and is thus capable of handling the cases where two point sets differ by even an 180°rotation (around one or more axes), it is not able to provide satisfying results where the local deformations exist.
Indeed, mentioned in Section III, the deformations should be addressed in a multi-scale fashion. In order to decide if the current registration is satisfying, and therefore whether the registration should further be pursued in a finer scale, we measure the registration error at each point. That is, the error vector term e i as in equation (12) is used:
where q j is the closest point in P toBq i . Accordingly, we define the average error magnitude
which is consistent with the cost function in equation (12) but without the regularization term. Such a quantity is used to determine if the registration error is less then the pre-specified tolerance. If not, the moving point set is decomposed in a way described below. To proceed, each point in the registered moving point set is augmented using its error vector defined above to form a 8-dimensional feature vector
It is noted that since the 4-th component of q i and e i are respectively 1 and 0, f i is effectively in R 6 . By doing this, the feature vector combines the original space information of the point set as well as the registration error. In practice, η is used to balance the contributions of the two halves of the feature vector f i 's. Formally, it is computed as an integer power of 10 such that
(17) Furthermore, a sparse graph is constructed on the N feature vectors. The sparsity of the graph is controlled in such a manner that for each vertex, there are only few closest vertices connected to it (in all the experiments, the 10 closest vertexes are chosen). Moreover, on the edge connecting f i and f j , the weight is
. Therefore, the (dis-)similarity matrix W ∈ R N×N is very sparse. It is noted that the construction of the matrix W does not take O(N 2 ) temporally or spatially. In fact, in the feature space a KD-tree (N log N) .
On this graph G(V erts, Edges), we seek to find a partition that divides G into two sub-parts U 1 , U 2 ⊂ V erts, with U 1 ∩ U 2 = ∅, U 1 ∪ U 2 = V erts, and minimizing the normalize-cut energy Ncut (U 1 , U 2 ) defined as
. (18) In order to minimize this energy, the normalized cut algorithm [43] is adopted. To this end, we further define the diagonal matrix D as D i,i = j W (i, j ) and an eigendecomposition problem:
is solved using the Lanczos algorithm [44] . Since the left-hand-side matrix in equation (19) is symmetric positive definite, all the eigen values are positive real numbers. Moreover, it is noted that the dimension of all eigenvectors is the same the number of points in U . Among them, the eigenvector corresponding to the second smallest eigenvalue is picked. A standard k-means clustering will decompose Q into two subsets, denoted as U 1 and U 2 .
With the point set decomposed, U 1 and U 2 are registered separately to P. In particular, we note that the cost function in equation (12) is non-symmetric between P and Q: it only traverses the moving point set. This design naturally provides the capability of registering a partial structure to an entire one, which is the property we expect when registering U 1 and U 2 to P. Subsequently, their registration results are evaluated again by equation (15) in order to determine if further decomposition of U 1 and/or U 2 is necessary. This process continues and finally, the decomposition-registration cycle stops when the criteria (user-assigned or automatically computed as a fraction of the diagonal of the bounding box of the point set) is met in all the point subsets. As shown in Theorem 1, convergence is guaranteed.
Theorem 1 (Convergence): Given any positive error criteria > 0, the above hierarchical scheme will find the decomposition {U i } of Q and the corresponding transformations
It is noted that the above theorem states the ideal case. In practice, however, the existence of the regularization term in equation (12) will make the theorem work approximately. Finally, The procedure in this section can be summarized as in Algorithm 3.
As shown in Theorem 1, the decomposition can always be performed to achieve arbitrary small registration error. Moreover, we observe that in many situations, the data set can be grouped into a few components, where a single affine transformation is descriptive enough for each group. Hence the nonlinearality of the proposed deformable transformation is adaptive, and it is not necessary for the decomposition level to be so great that each sub-point set only contains a single Registration & Decomposition(P, U i ) 6: end for 7: else 8: return point subsets of Q and their registration parameters. 9 : end if point. For instance, in the example shown in Section IV-C, an affine transformation is sufficient for each section of finger between two joints. Therefore, the proposed method provides a nice balance between nonlinearality and optimality.
C. Fusion of Affine Transformations
In the previous section, the moving point set is decomposed and registered separately to the fixed point set. Although doing so more accurately addresses the local deformation and reduces the registration error at different scale, it generates more than two affine transformations, each of which applying to certain portion of the moving point set. On the other hand, in the final result, what one expects is a coherent transformation applied on the whole moving point set. Hence we need to "stitch" the pieces together.
More generally, any transformation is locally approximated to the first order by an affine transformation. However, in practice it is not only computationally intensive to calculate the local transformation at each point, but also not necessary because in many cases nearby points undergo similar affine transformation. Therefore, the domain of the transformation can be decomposed into several components as discussed in the previous section, each of which is transformed by an affine transformation, and the transformation of the whole domain is the combination of them. However, doing so poses the problem of how to construct the global transformation from each of these components.
More precisely, in the 3D Euclidean space R 3 , there are N affine transformations parametrized by: To address this issue, form the affine transformations a Lie group, and the "infinitesimal" transformations associated with them defines the corresponding Lie algebra [45] . Consequently, instead of performing the above straightforward weighted combination of the affine transformations in the Lie group, one seeks the alternative in the Lie algebra, and then the 4: for Each x ∈ Q do 5: for Each {U i ⊂ Q : i = 1, . . . , K } do 6: Compute weights ω i (x) using equation (21) 7: end for 8: Compute weighted sum in Lie Algebra using equation (22) where the function Cl i : R → U i returns the closest point in the point set U i to a given position x ∈ R 3 . It can be seen that ω i indicates each transformation B i 's spatial extension: the weight of the transformation B i is high around the point set U i and is low at where far from U i . Referring to the above discussion, the transformation matrix B i is in the Lie group (whose direct weighted sum, i ω i B i , develops singularities). Next, the infinitesimal motion L i in the Lie algebra is computed by the matrix logarithm. Then, the weighting function ω(·) is evaluated at x and the weighted average infinitesimal transformation in the Lie algebra is obtained as
Finally, the matrix exponential B(x) of L(x) is computed and the image of x is B(x)·x. As shown in [45] , the transformation B(x) : x ∈ R 3 × {1} is a diffeomorphism. The construction of the diffeomorphism is summarized in Algorithm 4.
IV. EXPERIMENTS
In this section, we demonstrate the use of PF to solve an optimization problem. In particular, we validate the claim in Section II-B that the filtering based on evolving process model [equation (9)] outperforms filtering based on identity process model [equation (7)], in a general 
A. Optimization via PF, Comparison of Identity/Evolving Process Models
In this experiment, we demonstrate the capability of particle filtering for solving the optimization problems. Furthermore, we compare the efficiency of PF on a system with the identity process model as in equation (7) with one that uses the evolving process model in equation (9) .
To this end, the objective cost function C : R 2 → R is constructed as:
2 +y 2 −10(cos(0.8π x)+cos(0.8π y)) (23) whose graph is shown in figure 1 . In order to optimize this cost function, we design a dynamical system with identity process model by letting u in equation (7) be zero mean Gaussian distributed with standard deviation of 0.5, and v in equation (8) to be negative exponential distribution with rate parameter as 0.1. Furthermore, the initial distribution of the state variable is assumed to be uniformly distributed on [−6, 6] × [−6, 6]. In Figure 2 , we show the 50 evolving particles for optimizing the cost function (23) . At convergence, the minimizer in the current particles are picked as the optimization result. It is noted that for a 2D problem like this, 50 particles are more than enough. However, in order to demonstrate the evolution of the particles more clearly, we used more than a sufficient number of particles.
Although the final particles cluster about the global optimizer, we expect them to be more concentrated so that the final estimate for the optimizer will be more accurate. However, reducing the variance of the process or observation noise is not a good choice since that will cause particle impoverishment, which is of course undesired [41] . On the other hand, by using the evolving process model as in equation (9), the particles evolve towards the (local) minima in the process, instead of random walks, which increases both the accuracy and the convergence rate. Indeed, we use the three steps of the BFGS optimization as described in Algorithm 2. The particle filtering with this evolving process model is used. In order to make a fair comparison, all the random numbers used for Figure 2 are reused. Therefore, the prior particles are the same Red triangles: Particles after the 0th, 3rd, 6th, 9th, 12th, and 15th iterations.
Starting from the samples/particles for the prior distribution, the particles first concentrated around local minima and finally converged to the global minimum located at the center of the domain.
(a) (b) (c) as Figure 2 (a). The particles after the 3, 6, 9-th iterations are shown in Figure 3 . It can be observed from Figure 3 that the particles are much more concentrated at the global optimizer with even fewer particle filtering iterations. Although the deterministic optimization in the process model makes each iteration longer, nevertheless, the total running time is only half of the previous experiment.
B. Affine ICP Using Particle Filtering (Affine-PF-ICP)
Following the previous experiment where the PF is applied in a general optimization problem, here we use the affine point set registration scenario to demonstrate that the affine-PF-ICP in Section III-A successfully overcomes the local minima problem. Specifically, we employ an example where the ground truth is known a priori. In Figure 4 (a), the blue point set is a 3D point set sampled from human brain white matter. (While the generation of this point set is detailed in Section IV-E, such details are not necessary for the understanding of the present experiment.) This blue point set is transformed into another affine pose as shown by the red one, and the objective is to register the red point set to the blue one. For this purpose, minimizing the affine-ICP cost function defined in equation (12) gives the result shown in Figure 4(b) . The blue points are again from the fixed point set while the red ones are from the registered moving point set. Due to the local minima, the poses of the two point sets are not well registered. Contrastingly, the affine-PF-ICP correctly restores the original pose as shown in Figure 4(c) .
To further analyze the performance of the affine-PF-ICP quantitatively, the following experiments were conducted: The blue point set in Figure 4 (a) is again fixed, and a copy of it is perturbed by a random affine transformation and is then employed as the moving point set. Three types of registration are compared, namely affine-ICP, affine-CPD [26] , as well as our proposed method. All three methods are run until convergence.
In order to evaluate the performances, the registration error (RegE) is measured for the initial perturbation as well as after convergence. As a preprocessing step of the registration, the center (algebraic mean of all the points) of point sets are aligned. Therefore, only the perturbation of affine matrix is measured. Four trials are performed: in the i -th trial, the fixed point set is perturbed by an initial affine matrix, which is the sum of an identity matrix with a random matrix whose elements are normally distributed with zero mean and standard deviation of 0.1i ; i = 1, 2, 3, 4. In each trial, 1000 realizations are simulated. The RegE after such initial transformation is measured and plotted in Figure 5(a) , and the RegEs after applying different registration methods are plotted in Figure 5 (b) through Figure 5 (f). Due to the fact that the point-wise correspondence is not known for the algorithms, and the energy functionals to be optimized are not RegE, therefore, in each trial, there are cases whose final RegEs are larger than the initial RegEs. In these cases, the point sets are transformed to some local minima of their respective energy functional, and result in larger final RegE. Moreover, as can be observed in Figure 5(b) , the affine-ICP is very sensitive to the perturbation. However, by performing the affine-ICP in the particle filtering framework, with the increase of the number of particles, the robustness of the registration improves substantially [ Figure 5 (d) through 5(f)]. As a comparison, the affine-CPD also performs very well except for a few cases where the perturbation is really large [ Figure 5(c)] .
Furthermore, we therefore performed the noise test on the two data sets: in the bounding box of the point set, we added uniformly distributed points. In total, 10 trials were performed. In the i -th trial, the number of added points is i × N/10 where N is the number of points in the original point set. In each trial, 1000 simulations were done. For each simulation, the fixed point set is transformed by a random affine matrix, formed by adding an identity matrix with a random matrix whose elements are normally distributed with zero mean and standard deviation of 0.4. The final RegE are plotted in Figure 6 of this document.
C. Walk-Through Example
After illustrating the (linear) affine-PF-ICP, we use this example to demonstrate the whole process of the (nonlinear) hierarchical diffeomorphic registration algorithm. Figure 7 shows two sets of points. (For better appreciation of their relative positions, we also show the surface. However, only the points are used in the algorithm.) The fixed point set is colored in cyan and it is extracted from the public available data set #72 on shapes.aimatshape.net. 1 The moving point set, in yellow, is number #759. 2 Both point sets are the index and middle fingers from different left hands. It can also be observed that apart from the affine pose difference between the two point sets, there are local deformations, e.g., the fingers of #72 are bent, while those of #759 are straighter.
The result of applying the affine-PF-ICP is shown in Figure 8 where the fixed point set is in cyan and the registered moving point set is in yellow. It can be observed that a single affine transformation is not enough to align the two point sets. In fact, visual inspection reveals that the angles between the two fingers in the two point sets are different, as well as there are finer deformations. Applying the decomposition scheme in Section III-B, the registered moving point set is separated into two, as shown in Figure 9 (a). Each point subset is then registered to the fixed point set separately. Due to the asymmetry in the registration cost function defined in equation (12) , registering a partial structure to the whole structure is naturally handled. Indeed, comparing Figure 9 (b) to Figure 8 , we see the angular difference problem is resolved. However, not surprisingly it also results in tearing, which is highlighted in Figure 9 (c) and 9(d). The moving point set is further decomposed hierarchically. After registration at a finer scale, the computed transformations are fused into a single diffeomorphic registration, shown in Figure 10 .
As can be observed in enclosed region highlighted by the green circle of Figure 10(d) , the multiple transformations are nicely "stitched" together at the regions highlighted by the green ellipse, such that there is no tearing as occurred in Figure 9 (d) and the components are smoothly connected. Moreover, the sub-point sets are better registered (Figure 10 (a)10(b)) than at coarser levels. Interestingly, in this example the decomposition is consistent with the anatomical structure of the fingers. However, in general the purpose of decomposition is for finer scale registration and does not necessarily correspond to anatomical decomposition. Quantitatively, we plot the reduction of the registration error in Figure 11 . The vertical axis is the error defined in equation (15) It can be seen that the error stops decreasing after a certain number of iterations. However, with the decomposition, the error could be further reduced by registration at finer level, shown as the "square" line. After the second decomposition, the error further drops, as indicated by the "upper-triangle" line, and the "star" line after the third decomposition. Furthermore, it is noted that when there are several components, the largest error is plotted. Although the current result after three decomposition is satisfying, further decomposition can be carried on if desired. The total running time for this two data sets is 24 seconds on a Intel i7 2.8GHz Quad Core machine. 
D. Left-Right Hand Registration
While the previous experiment demonstrated the steps of the algorithm, here we apply the algorithm to the entire hand data sets. Furthermore, in this experiment, we demonstrate the capability of the proposed method in handling the registration problem when the two point sets are mirrored. Specifically, the fixed point set is the entire right hand point set public available at http://shapes.aimatshape.net/view.php?id = 72, and the moving point set is a point set of a left hand at http://shapes.aimatshape.net/view.php?id = 355. The fixed and the moving point sets are shown in cyan and yellow, respectively, in Figure 12 . It is noted that the locations and the ranges of the original two point sets differ substantially. Therefore in this experiment, as a preprocessing step, the centers of mass for the two sets are shifted to the origin and the largest dimensions (vertical direction in Figure 12 ) of the point sets are normalized to [−0.5, 0.5] before applying our registration scheme. We apply the proposed method, in which the number of particles is set to 300, and the convergence criteria is set to 10 −3 . The algorithm hierarchically divides the moving hand point sets into 14 clusters, and we obtain the results as shown in Figure 13 . Moreover, it is noted that the different colors are used to contrast two adjacent regions. Therefore, two non-adjacent regions may have the same color but still represent two different clusters. (b) (a) (c) Fig. 15 . In all sub-plots, (a) sagittal, (b) coronal, and (c) axial, the affine-PF-ICP registered moving point set is in orange and the template point set is in cyan. See the mis-matching in the box.
As a comparison, the non-rigid CPD algorithm [26] is applied to register the two point sets. In order for the algorithm to perform well, we first flipped the horizontal-direction so as to make the moving point set also a left-hand. Furthermore, we applied the CPD-affine registration which is followed by a CPD-non-rigid registration. The registration results are evaluated by measuring the RegE and the values are given in Table I . The total running time for this two data sets is 72 seconds on a Intel i7 2.8GHz Quad Core machine.
E. Tract Registration
In this set of experiments we further test the algorithm on larger and more complex point sets. Here each point set represents the neuro-tracts of the human white matter. Different functional regions in the cerebral cortex (gray matter) are connected by those tracts. Moreover, clinical correlations have been found between the shape of the tracts and certain brain diseases such as schizophrenia [46] . Hence, under the scenario of statistical analysis of fiber tracts of different subjects, it is crucial to register them into a common coordinate system. Furthermore, the tracts can be categorized into different groups, each of which contains tracts connecting similar functional regions of the gray matter. However, on the one hand it is very time consuming for a neuroscientist to hand group the tracts, and on the other hand the fully automatic tract classification is a challenging problem in its own right. Thus, in this experiment one set of fiber tracts has been grouped into several groups manually and is used as the registration template, to which all the others are registered to and clustered accordingly. The diffusion weighted images are collected at the Brigham and Women's Hospital and the tracts (represented by points) are obtained by the two-tensor tractography method [39] . Figure 14 shows the original pose and position of the clustered template fiber tracts (point set), and one moving point set (un-clustered). It can be seen that in addition to the size, the two point sets are flipped, which makes the previous local-optimization based algorithms not well-suited to the registration task at hand. The subplots of Figure 15 show the results of registering the moving point set to the template, using the affine-PF-ICP method. Since this figure only shows the performance of the registration, for clarity of display, the template point set is plotted in cyan and the registered moving point set is in yellow. It can be seen that the fine part (noted in the box) is not well captured.
Next, the proposed algorithm is applied. In the experiments, it was observed that the decomposition takes a large portion of the total running time. In order to reduce the time, the point set to be decomposed is sub-sampled before clustering. More explicitly, the number of points in the point set is iteratively divided by 10 so that the resulting number is below 10 4 . With the size determined, the samples are extracted uniformly from the original point set. The decomposition process in Section III-B is then executed on this sub-set. Afterwards, the classes of the other points are determined by that of the closest point that is in the decomposed sub-set. Moreover, the decomposition criteria set at 10 −2 . Finally, the registration result for one of the four data sets is shown in Figure 16 .
However, note that the clusters obtained by the proposed method shown on the right column of the Figure 16 are just for the purpose of filtering of the diffeomorphism, and they do not have anatomical significance. In fact, utilizing the fact that the template point set has been clustered into several anatomically significant groups, we are able to achieve diffeomorphic registration as well as obtain the anatomically significant groups for the new fiber tracts. In fact, after the particle filtering affine registration on the entire point set, the moving point set is assigned into groups using the closest point criterion. That is, for each point in the affine-PF-ICP registered moving point set, its class is decided by that of the closest point in the template point set. Therefore, each moving point subset is registered to its corresponding template subset by the method described in Section III-A.
In this test, the template point set has 908894 points and has been clustered into 10 tract bundles, each of which is registered to its corresponding bundle in the fixed point set. Based on the new registration result, the moving point set is re-grouped to achieve a better result. The grouping/registration cycles are iterated and finally, the 10 paired point subset registration results are fused to form a global diffeomorphic transformation, which is shown in Figure 17 . The results obtained here are very close to the one in Figure 16 , except that the clustering of the moving points now is according to the anatomical structure.
Indeed, the registration scheme simultaneously provides a clustering for the moving point set. Using different colors for different clusters, they are shown in Figure 18 .
The method is further tested on more tracts data sets. Each point set has a similar initial position and pose configuration as detailed above. The results are given in table II. It can be seen that the proposed method, with or without using the clustering information for the fixed point set, achieves similar results. This is because the number of the manual clusters, 10, is similar to that generated by decomposition, which is 16 given the decomposition criteria at 10 −2 .
The registration performance is achieved by a high numbers of degrees of freedom (DOF) in the transformation. Indeed, for 10 or 16 clusters, there are in total 120 or 160 DOFs. However, although the overall number of DOFs is high, in each and every optimization and filtering step, the problem scale is always 12. This is the main reason that the proposed method achieves nonlinear registration in the filtering framework within feasible time. In contrast, for more standard non-rigid transformations schemes, the number of optimization variables often exceeds 1000 (for 10 spline control nodes in each dimension), or even more where the transformation is defined in a piontwise manner, e.g., via a vector field. Therefore, the proposed method achieves filtering for a diffeomorphism through filtering in the affine group. In addition, the proposed algorithm has the advantage that the nonlinearality of the registration transformation is refined adaptively only where a finer resolution is necessary. This substantially increases the accuracy as well as keeps the computation load at an acceptable level. Moreover, no matter how high fine resolution the transformation reaches, the computation of optimization and filtering is always constrained in the 12 dimensional space.
V. CONCLUSION
In this work we proposed a multi-scale registration method to perform filtering in the infinite dimensional diffeomorphism group. First, by treating the point set affine registration problem as one of parameter estimation, we could employ particle filtering to achieve a more global optimal solution. Second, to further address the local deformation between the point sets, the affinely registered moving point set was decomposed into two subsets in a six dimensional feature space, where the moving point coordinates were augmented by their error vector. Then, the subsets were registered to the fixed point set separately in order to correct the disparity at a finer level. Finally, the local transformations were fused together in order to form a smooth and invertible nonlinear transformation. The method was tested on point sets with prominent local deformation (point sets of human fingers), as well as complex local structures (brain fiber tracts), in order to show the performance and robustness of the registration results both qualitatively and quantitatively.
Further work includes extending the current registration framework to work with groups of data sets, to replace the arbitrary template point set selection. Moreover, we will extend the point set registration to open curve registration which may be more suited for the fiber tract registration and clustering tasks. In such scenarios, the decomposition of curves will be performed in the more complex space of spatial curves.
APPENDIX A PROOF OF THE THEOREM 1
Proof: The proof consists of two parts: First we show the average error magnitude decreases monotonically at every scale. Indeed, assume the optimal affine transformation B is computed by any registration algorithm, which aligns the point set Q to P, i.e. 
B = arg min
Furthermore, Q is decomposed into U 1 and U 2 , and each of them is registered to P starting from B. Then by the optimization process discussed in Section III-A, it is guaranteed that the resulting two affine transformations B 1 and B 2 will yield a smaller error: 
Indeed, even without further optimization at a finer level, i.e., B 1 = B 2 = B, the equality in equation (25) already holds. Furthermore, since the optimization at finer level monotonically decreases the cost functional, the non-strict inequality in equation (25) always holds. Second, we claim the average error magnitude approaches zero in finite number of steps. In fact, as the decompositionregistration proceeds, because both point sets are finite, the following limit case can always be reached in finite time: Q is decomposed into N sub-point-sets, each of which contains less than 12 points. In such a case, determining an affine transformation between them is an under-determined problem and can be solved with zero error.
