The quantum capacity of a channel is often used as a single measure to characterize the ability of a channel to transmit quantum information coherently. The capacity determines the maximal asymptotic rate at which we can code reliably over a channel. Here we argue that this asymptotic treatment is insufficient to the point of being irrelevant in the quantum setting when decoherence limits our ability to manipulate large quantum systems. For all practical purposes we should instead focus on the tradeoff between three parameters: the rate of the code, the number of coherent uses of the channel, and the fidelity of the transmission. The aim is then to specify the region determined by allowed combinations of these parameters. Towards this goal, we find an approximate characterization of the region of allowed triplets for the qubit dephasing channel and for the erasure channel with classical post-processing. In each case the region is parametrized by a second channel parameter, the dispersion of the quantum capacity. In the process we also develop general bounds on the achievable region that are valid for all quantum channels.
I. INTRODUCTION
One of the quintessential topics in quantum information theory is the study of reliable quantum information transmission over a noisy quantum channel. Here the word "channel" simply refers to a description of a physical evolution (by means of a completely positive trace-preserving map on density operators). Traditionally one considers point-to-point communication settings where a memoryless channel can be used many times in sequence. The sender (often called Alice) first encodes a quantum state into a sequence of registers and then sends them one by one trough the channel to the receiver (often called Bob). Bob collects these registers and then attempts to decode the quantum state. Alternatively, consider a collection of physical qubits that are exposed to independent noise. How do we encode quantum information (logical qubits) into this system so that the quantum information can be decoded with high fidelity at a later stage? This is an instance of a channel coding problem where "transmitting through a noisy quantum channel" just paraphrases "storing in a noisy quantum memory". One of the primary goals of information theory is to find fundamental limits imposed on any coding scheme that tries to accomplish such tasks.
Following a tradition going back to Shannon's groundbreaking work [22] , this problem is usually studied asymptotically: the quantum capacity of a channel is defined as the optimal rate 1 (in qubits per use of the channel) at which we can transmit quantum information with vanishing error as the number of channel uses goes to infinity. The quantum capacity of arbitrary channels has been determined in a series of works by Lloyd, Shor, and Devetak (LSD) [6, 16, 23] . However, in any application of the theory resources are finite and the number of channel uses is necessarily limited. More importantly, at least for the near future it appears unrealistic to expect that encoding and decoding circuits can coherently manipulate large numbers of qubits. Restricting the size of the quantum devices used for encoding the channel inputs and decoding its outputs is tantamount to considering communication with only a fixed number of channel uses. This then raises the question whether an asymptotic approach where this number goes to infinity -which has proven to be very successful for the analysis of classical communication systems -is equally suitable for the quantum setting. Clearly, what we really want to understand is how well we can transmit quantum information in a realistic setting where the number of channel uses and the size of quantum devices is limited. The quantum capacity is at most a proxy for the answer to this question, and in this article we argue that it is often not a very good one.
The study of such non-asymptotic scenarios has recently garnered significant attention in classical information theory [11, 18, 24] as well as in quantum information theory [15, 27, 28] . Here we extend these considerations to the setting of quantum communication.
A. Discussion of Results
In order to state our results we need to introduce some notation (formal definitions follow in Section II). We are focussing our attention on codes that allow to transmit a state that is entangled with a reference system through the channel. Notably this is a strong requirement: if a coding scheme allows to transmit entanglement then it must also perform at least as well on average over all input states. The coding scheme is depicted in Figure 1 . We are given a quantum channel N ≡ N A→B and denote by N ⊗n the n-fold parallel repetition of this channel. An entanglement transmission code for N ⊗n is given by a triplet {M, E, D}, where M is the local dimension of the maximally entangled state |ψ RR . The channels E ≡ E R →A n and D ≡ D B n →R are encoding and decoding operations, respectively. With this in hand, we now say that a triplet {R, n, ε} is achievable on the channel N if there exists an entanglement transmission code satisfying
Here, R is the rate of the code, n is the number of channel uses, and ε is the tolerated error measured in purified distance P = √ 1 − F , where F denotes Uhlmann's fidelity. The non-asymptotic achievable region of a quantum channel N is then given by the union of all achievable triplets {r, n, ε}. The goal of (non-asymptotic) information theory is to find tight bounds on this achievable region, in particular to determine if certain triplets are outside the achievable region and thus forbidden. For this purpose, we define its boundary R * (n; ε) := max R : (R, n, ε) is achievable (2) and investigate it as a function of n for a fixed value of ε. 2 2 An alternative approach would be to investigate the boundary ε * (n; R) := max{ε : (R, n, ε) is achievable}. This To warm up, let us first rephrase the seminal LSD results [8, 16, 23] in this language. The quantum capacity, Q(N ), is formally defined as the supremum of all rates R such that there exists some asymptotically vanishing sequence {ε n } n and some sequence {R n } n satisfying lim inf n→∞ R n ≥ R such that (R n , n, ε n ) is achievable for all n. Then, we find that the quantum capacity is given by the regularized coherent information:
where the coherent information I c is defined in Section III. This result is highly unsatisfactory, not the least because the regularization makes its computation intractable. 3 Moreover, the statement is not as strong as we would like it to be because it does not give any indication of the fundamental limits for finite ε or finite n. For example, even sticking to the asymptotic limit for now, we might be willing to admit a small but nonzero error in our recovery. Formally, instead of requiring {ε n } n to vanish asymptotically, we only require that it does not have an accumulation point exceeding ε. Can we then achieve a higher asymptotic rate in the above sense? Surprisingly, the answer to this question is not known in general. Recent work [29] at least settles the question in the negative for a class of dephasing channels and in particular for the qubit dephasing channel
where γ ∈ [0, 1] is a parameter and Z is the Pauli Z operator. Dephasing channels are particularly interesting examples because dephasing noise is dominant in many physical implementations of qubits. The results of [29] thus at least allow us to fully characterize the achievable region in the limit n → ∞ for such channels.
Dephasing Channel: Here we want to go beyond this and develop characterizations of the achievable region for finite values of n. We find inner (achievability) and outer (converse) bounds on the boundary of the achievable region. These do not agree for general channels (which is leads to the study of error and strong converse exponents, which we will not discuss here. 3 It is not clear if the limit → ∞ is necessary for any fixed channel, but it was recently shown that there does not exist a universal constant 0 such that C(N ) ≤ The achievable region is enlarged in the presence of entanglement [5] .
unsurprising given the fact that such an agreement has not even been established asymptotically for nonzero error), but for the important qubit dephasing channel they agree up to the second order asymptotically. This allows us to establish the following characterization of the achievable region:
Result 1. For the qubit dephasing channel Z γ with γ ∈ [0, 1], the boundary R * (n; ε) satisfies
where h(γ) := −γ log γ − (1 − γ) log(1 − γ) denotes the binary entropy and v(γ) the corresponding
n Φ −1 ε 2 is called the second-order approximation of the (boundary of the) achievable region. It is visualized in Figures 2 and 3 . In Figure 2 we plot the smallest achievable error ε as a function of the rate R. In the limit n → ∞ we see an instantaneous transition, the signature of a strong converse: coding below the capacity Q(N ) is possible with vanishing error whereas coding above the capacity will necessarily result in a vanishing fidelity. In Figure 3 we show the highest achievable rate, R * (n; ε) as a function of n for fixed error ε. This gives us an indication of how many uses of the channel we need to allow in order to approximately achieve the quantum capacity. The plot (for the chosen parameters) shows that we need in the order of 10 4 channel uses to achieve capacity up to 10%. Note that such coding schemes thus also require coherent manipulation of 10 4 qubits! This example shows that the capacity does not suffice to characterize the ability of a quantum channel to transmit information, and further motivates the study of the achievable region for finite n.
Erasure Channel: Let us now turn to another channel that we can fully analyze in this manner, the erasure channel. It is given by the map
where β ∈ [0, 1] is a parameter and |e e| is a quantum state orthogonal to ρ. Here we investigate coding schemes that allow free classical post-processing after the quantum communication is complete. We denote the corresponding boundary of the achievable region by R * cpp (n; ε). Again generalizing the recent work [29] we find the following result. (b) Plot of rate versus number of channel uses, as in Figure 3 . The dashed line depicts the asymptotic capacity and the error is fixed to ε = 0.01.
FIG. 4:
Second-order approximation of the achievable region of a qubit erasure channel (see Result 2) . The erasure probability is set to β = 0.1 in both plots.
Result 2. For the qubit erasure channel E β with β ∈ [0, 1], the boundary R * cpp (n; ε) satisfies
This approximation of the achievable region is plotted in Figure 4 General Inner Bounds: We have so far focussed our attention on two specific (albeit very important) examples of channels. However, many of the results derived in this paper also hold generally for all quantum channels. For example, an inner (achievability) bound of the form in Result 1 holds generally for all quantum channels:
Result 3. For any channel N , the boundary R * (n; ε) satisfies
where the coherent information, I c (N ), and its variance, V c (N ), are defined in Section III.
However, this inner bound does not tightly characterize the achievable region of general channels, although we have reasons to conjecture that it does for degradable channels. In fact, this bound is a direct consequence of an inner bound due to Morgan and Winter [17] together with a second-order expansion of smooth entropies in [27] .
Quantum Communication Assisted by Entanglement: Finally, we would like to note that the recent results about finite resource entanglement assisted classical communication [5] can immediately be transformed to entanglement assisted quantum communication. This is accomplished by using the equivalence results in [14, App. B] which make use of quantum teleportation and superdense coding. In particular, one finds that for covariant channels N (which includes the dephasing and the erasure channel) the boundary of the entanglement assisted achievable region R * E (n; ε) satisfies
with the mutual information of the channel, I(N ), and the mutual information variance of the channel, V (N ), as defined in [5] . As an example, we mention again the qubit dephasing channel Z γ for which
where h(γ) denotes the binary entropy and v(γ) the corresponding variance as defined in Result 1.
B. Outline
The remainder of the paper is structured as follows. In Section II we discuss our notation and introduce relevant information measures. In Section III we derive general achievability (inner) bounds (including Result 3) and in Section IV we derive general converse (outer) bounds. Finally, Section V discusses the specific examples presented as Results 1 and 2 above.
II. NOTATION
We use standard notation (see, e.g., [25] ). We denote finite-dimensional Hilbert spaces by capital letters. In particular, we use A and B to model the channel input and output space, whereas R is used to model a reference system. We use P(A) to denote the set of positive semi-definite operators on A. Moreover, S • (A) := {ρ ∈ P(A) | tr(ρ) ≤ 1} is the set of sub-normalized states on A and S • (A) := {ρ ∈ P(A) | tr(ρ) = 1} is the set of normalized states on A. Quantum channels (from A to B) are completely positive and trace preserving maps N A→B : P(A) → P(B). The logarithm log is taken to an unspecified basis, and exp is its inverse.
A. Distance Measures
For sub-normalized states ρ, σ ∈ S • (A), we define the following generalization of Uhlmann's fidelity [30] , along the lines of [26] :
Here, X 1 := tr √ XX † is the trace norm. The purified distance between ρ and σ is given by
and the purified distance ε-ball around ρ ∈ S • (A) is defined as B ε (ρ) := {ρ ∈ S • (H) | P (ρ, ρ) ≤ ε}.
B. Information Measures
For ρ ∈ S(H) and σ ∈ P(H) Umegaki's relative entropy [31] and the quantum relative entropy variance [15, 27] are given by
respectively. The conditional entropy and the conditional entropy variance [27] are given as
respectively. Related to this we define the coherent information I(A B) ρ := −H(A|B) ρ and its corresponding variance V (A B) ρ := V (A|B) ρ . For ρ ∈ S(H) and σ ∈ P(H) the hypothesis testing relative entropy is defined as
For ρ AB ∈ S(H AB ) and ε ≥ 0 the smooth conditional min-entropy is defined as
where σ B ∈ S(H B ) andρ AB ∈ B ε (ρ AB ).
C. Hypothesis Testing Rains Relative Entropy
The hypothesis testing Rains relative entropy of quantum channel N A→B is defined as (following the framework in [29] ),
where ρ A ∈ S(A) and σ BR ∈ PPT (B : R) is the Rain's set [1, 20] with
where T B denotes the partial transpose map on B. In particular, for every σ BR ∈ PPT (B : R), we have [19, Lemma 2]
for all maximally entangled states |ψ BR .
D. Second-Order Expansion
We need the cumulative standard Gaussian distribution
and its inverse Φ −1 (ε) := sup {x ∈ R | Φ(x) ≤ ε}. We have the following expansion for the hypothesis relative entropy [15, 27] and the smooth conditional min-entropy [27]:
We use the decoupling approach [9, 10, 13] , and in particular the following one-shot bound by Morgan and Winter [17] which is a tighter version of previous bounds [2, 3] . Let us state their result in the notation introduced in Section I A. Lemma 1. [17, Prop. 20] Let N A→B be a quantum channel with complementary channel N c A→E . Then (R, n, ε) is achievable if, for any η ∈ (0, ε] and any pure state φ RA n ∈ S • (RA n ), we have
where
Note that Morgan and Winter state this result for the special case n = 1, but the above generalization is trivial if we simply consider N ⊗n A→B as a single channel. This leads immediately to the following inner bound on the achievable region:
Corollary 2. Using the notation of Lemma 1, we have
The problem with this bound is that it is generally hard to evaluate, even for moderately large values of n. Hence we are interested to further simplify the expression on the right-hand side in this regime. To do so, we choose η = 1/ √ n, we give R product structure and use input states of the form φ ⊗n RA . This yields the following relaxation, which holds if n > 1 ε 2 :
Here we introduced ε n = ε − 1 √ n and ω RE = I R ⊗ N c A→E (φ RA ). By standard second order expansion methods [27] , we can give an asymptotic expansion of R * inner (n; ε) as follows. Theorem 3. Let N be a quantum channel. We define its coherent information as I c (N ) := max φ RA I(R B) N (φ) and let Π ⊂ S • (RA) be the set of (pure) states that achieve it. Then, define
Then, for any fixed ε ∈ (0, 1), the achievable region satisfies
Proof. We leverage on (22) to expand the expression in (25) . This yields
and then by duality of the conditional entropy we find H(R|E) ω = I(R B) ω . Furthermore, it is easy to verify that V (R E) ω = V (R B) ω (see, e.g., [12] ). Thus, by choosing an optimal state φ RA ∈ Π depending on the sign of Φ −1 (ε 2 ), we conclude the proof.
IV. OUTER BOUNDS ON THE ACHIEVABLE REGION
Our outer bounds build on the strong converse results from [29] (which are known to be tight for generalized dephasing channels). We first start with a meta converse in terms of the hypothesis testing Rains information. This outer bound holds for all quantum channels (but is not necessarily tight).
Lemma 4. Let N be a quantum channel. For ε ∈ (0, 1) and n ∈ N, we have
Proof. It suffices to prove the statement for n = 1. For any state ρ RR that satisfies ψ|ρ RR |ψ ≥ 1 − ε 2 and any σ RR ∈ PPT (R : R ), we have
where M is the local dimension of the maximally entangled state ψ RR . To show the latter inequality we chose Q = |ψ ψ| RR and employ (19) . Since any state ρ BR resulting from an ε-good code after decoding must satisfy this, the DPI for the decoding operation implies that
for every state ρ BR after the channel is applied. Here we use that PPT is closed under local operations. Maximizing over all such states concludes the proof.
It is important to note that PPT is in fact not only closed under local operations but also under local operations with two-way classical communication. Hence, the above outer bound on the achievable region also applies when considering codes that use a classical post-processing step after the quantum communication is completed.
This bound forms a counterpart to Lemma 1, but suffers from the same weakness. It is generally hard to evaluate this bound even for moderately large n. In the following we are interested to further simplify this bound. The main workhorse to do this is [29, Prop. 2] . For general channels, it allows us to restrict the maximization to states ρ A n that are permutation invariant. Moreover, if the channel is covariant, then the input state can be chosen maximally entangled. In this case we can bound
Moreover, since these states have i.i.d. structure, the outer bound can be expanded using (21) to find
where we restricted our attention to product states with σ BR ∈ PPT (B : R). As we will see in Section V for the erasure channel with free classical post-processing assistance this bound becomes agrees with the inner bound up to the second order asymptotically. Now consider covariant generalized dephasing channels, which have the (additional) property that N (ψ AR ) has full support on the projector Π = x |x x| B ⊗ |x x| R in some basis. In that case, we can use the data-processing inequality for a map
=: R * outer,cov+deph (n, ε) .
The idea being that if we apply E ⊗n to a state (1 R n ⊗ σ ⊗n B ) we will get out a normalized state in PPT'. This outer bound can be expanded again using (21) to find
For covariant generalized dephasing channels this now agrees with the inner bound from Theorem 3 up to the second order asymptotically (an example being the qubit erasure channel as discussed in Section V). Given the recent results [29] the outer bound (37) might very well also hold for generalized dephasing channels (and then agree with the inner bound up to the second order asymptotically).
V. EXAMPLES A. Dephasing Channel
The qubit dephasing channel is defined as
where γ ∈ [0, 1] is a parameter and Z is the Pauli Z operator. This channel is covariant since it is a qubit Pauli channel. Moreover, it is a generalized dephasing channel and its output has support in |00 00| + |11 11| because
Now it is easily seen that for the outer bound in (37),
V (N (ψ AR ) 1 R ⊗ N (ψ A )) = v(γ) with v(γ) = γ(log γ + h(γ)) 2 + (1 − γ)(log(1 − γ) + h(γ)) 2 .
Hence, together with the inner bound (Theorem 3), we deduce our Result 1:
The entanglement assisted characterization (10) follows along the same lines (cf. [5] ).
B. Erasure Channel
The qubit erasure channel is defined as
where β ∈ [0, 1] is a parameter and |e e| is a quantum state orthogonal to ρ. This channel is covariant and hence we can use (33) for the outer bound. In (33) we choose
and find R * cpp (n; ε) ≤ 1 − β +
For the inner bound we use the following cpp-assisted coding strategy. Hence, we deduce our Result 2.
VI. CONCLUSION
We gave inner (achievability) and outer (converse) bounds on the boundary of the achievable region for quantum communication with finite resources. We showed that these bounds agree for the qubit dephasing and erasure channel up to the second order asymptotically. However, many questions remain open. First of all, it would be desirable to refine our characterization of the achievable region for the qubit dephasing and erasure channel for very small n (Result 1 and Result 2). More generally, we would like to understand if the inner bound in Result 3 tightly characterizes the achievable region for all degradable channels [7] (cf. the open questions in [29] ). Finally, it would also be interesting to explore second order refinements for channels with zero quantum capacity (e.g., for the erasure channel with β ≥ 1/2). This might lead to a better understanding of superactivation of the quantum capacity [21] .
