Abstract-Several real-world classification problems are example-dependent cost-sensitive in nature, where the costs due to misclassification vary between examples and not only within classes. However, standard classification methods do not take these costs into account, and assume a constant cost of misclassification errors. In previous works, some methods that take into account the financial costs into the training of different algorithms have been proposed, with the example-dependent cost-sensitive decision tree algorithm being the one that gives the highest savings. In this paper we propose a new framework of ensembles of example-dependent cost-sensitive decision-trees. The framework consists in creating different example-dependent cost-sensitive decision trees on random subsamples of the training set, and then combining them using three different combination approaches. Moreover, we propose two new cost-sensitive combination approaches; cost-sensitive weighted voting and cost-sensitive stacking, the latter being based on the cost-sensitive logistic regression method. Finally, using five different databases, from four real-world applications: credit card fraud detection, churn modeling, credit scoring and direct marketing, we evaluate the proposed method against state-of-the-art example-dependent cost-sensitive techniques, namely, cost-proportionate sampling, Bayes minimum risk and cost-sensitive decision trees. The results show that the proposed algorithms have better results for all databases, in the sense of higher savings.
INTRODUCTION
C LASSIFICATION, in the context of machine learning, deals with the problem of predicting the class of a set of examples given their features. Traditionally, classification methods aim at minimizing the misclassification of examples, in which an example is misclassified if the predicted class is different from the true class. Such a traditional framework assumes that all misclassification errors carry the same cost. This is not the case in many real-world applications. Methods that use different misclassification costs are known as cost-sensitive classifiers. Typical costsensitive approaches assume a constant cost for each type of error, in the sense that, the cost depends on the class and is the same among examples [1] .
This class-dependent approach is not realistic in many real-world applications. For example in credit card fraud detection, failing to detect a fraudulent transaction may have an economical impact from a few to thousands of Euros, depending on the particular transaction and card holder [2] . In churn modeling, a model is used for predicting which customers are more likely to abandon a service provider. In this context, failing to identify a profitable or unprofitable churner has a significant different economic result [3] . Similarly, in direct marketing, wrongly predicting that a customer will not accept an offer when in fact he will, may have a different financial impact, as not all customers generate the same profit [4] . Lastly, in credit scoring, accepting loans from bad customers does not have the same economical loss, since customers have different credit lines, therefore, different profit [5] .
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In order to deal with these specific types of cost-sensitive problems, called example-dependent cost-sensitive, some methods have been proposed. Standard solutions consist in re-weighting the training examples based on their costs, either by cost-proportionate rejection-sampling [4] , or cost-proportionate-sampling [1] . The rejection-sampling approach consists in selecting a random subset of the training set, by randomly selecting examples and accepting them with a probability proportional to the misclassification cost of each example. The over-sampling method consists in creating a new training set, by making copies of each example taking into account the misclassification cost. However, costproportionate over-sampling increases the training set and it also may result in over-fitting [6] . Also, none of these methods uses take into account the cost of correct classification. Moreover, the literature on example-dependent costsensitive methods is limited, often because there is a lack of publicly available datasets that fit the problem [7] . Recently, we have proposed different methods that take into account the different example-dependent costs, in particular: Bayes minimum risk (BM R) [8] , cost-sensitive logistic regression [9] , and cost-sensitive decision tree (CSDT ) [10] .
The CSDT method is based on a new splitting criteria which is cost-sensitive, used during the tree construction. Then, after the tree is fully grown, it is pruned by using a cost-based pruning criteria. This method was shown to have better results than traditional approaches, in the sense of lower financial costs across different real-world applications, such as in credit card fraud detection and credit scoring. However, the CSDT algorithm only creates one tree in order to make a classification, and as noted in [11] , individual decision trees typically suffer from high variance. A very efficient and simple way to address this flaw is to use them in the context of ensemble methods.
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Ensemble learning is a widely studied topic in the machine learning community. The main idea behind the ensemble methodology is to combine several individual base classifiers in order to have a classifier that outperforms each of them [12] . Nowadays, ensemble methods are one of the most popular and well studied machine learning techniques [13] , and it can be noted that since 2009 all the first-place and second-place winners of the KDD-Cup competition 1 used ensemble methods. The core principle in ensemble learning, is to induce random perturbations into the learning procedure in order to produce several different base classifiers from a single training set, then combining the base classifiers in order to make the final prediction. In order to induce the random permutations and therefore create the different base classifiers, several methods have been proposed, in particular: bagging [14] , pasting [15] , random forests [16] and random patches [11] . Finally, after the base classifiers are trained, they are typically combined using either majority voting, weighted voting or stacking [13] .
In the context of cost-sensitive classification, some authors have proposed methods for using ensemble techniques. In [17] , the authors proposed a framework for costsensitive boosting that is expected to minimized the losses by using optimal cost-sensitive decision rules. In [18] , a bagging algorithm with adaptive costs was proposed. In his doctoral thesis, Nesbitt [19] , proposed a method for costsensitive tree-stacking. In this method different decision trees are learned, and then combined in a way that a cost function is minimize. Lastly in [20] , a survey of application of cost-sensitive learning with decision trees is shown, in particular including other methods that create cost-sensitive ensembles. However, in all these methods, the misclassification costs only dependent on the class, therefore, assuming a constant cost across examples. As a consequence, these methods are not well suited for example-dependent costsensitive problems.
In this paper we propose a new framework of ensembles of example-dependent cost-sensitive decision-trees, by training example-dependent cost-sensitive decision trees using four different random inducer methods and then blending them using three different combination approaches. Moreover, we propose two new cost-sensitive combination approaches, cost-sensitive weighted voting and costsensitive stacking. The latter being an extension of our previously proposed cost-sensitive logistic regression. We evaluate the proposed framework using five different databases from four real-world problems. In particular, credit card fraud detection, churn modeling, credit scoring and direct marketing. The results show that the proposed method outperforms state-of-the-art example-dependent cost-sensitive methods in three databases, and have a similar result in the other two. Furthermore, our source code, as used for the experiments, is publicly available as part of the CostSensitiveClassification 2 library. The remainder of the paper is organized as follows. In Section 2, we explain the background behind exampledependent cost-sensitive classification and ensemble learning. In Section 3, we present the proposed ensembles 1 . https //www.sigkdd.org/kddcup/ 2. https://github.com/albahnsen/CostSensitiveClassification of cost-sensitive decision-trees framework. Moreover, in Section 4, we prove theoretically that combining individual cost-sensitive classifiers achives better results in the sense of higher financial savings. Then the experimental setup and the different datasets are described in Section 5. Subsequently, the proposed algorithms are evaluated and compared against state-of-the-art methods on these different datasets. Finally, conclusions are given in Section 7.
BACKGROUND AND PROBLEM FORMULATION
This work is related to two groups of research in the field of machine learning: (i) example-dependent cost-sensitive classification, and (ii) ensemble learning.
Example-dependent cost-sensitive classification
Classification deals with the problem of predicting the class y i of a set S of examples or instances, given their k features
The objective is to construct a function f (·) that makes a prediction c i of the class of each example using its variables x i . Traditionally, machine learning classification methods are designed to minimize some sort of misclassification measure such as the F1Score [21] ; therefore, assuming that different misclassification errors have the same cost. As discussed before, this is not suitable in many real-world applications. Indeed, two classifiers with equal misclassification rate but different numbers of false positives and false negatives do not have the same impact on cost since C F Pi = C F Ni ; therefore, there is a need for a measure that takes into account the actual costs of each example i.
In this context, binary classification costs can be represented using a 2x2 cost matrix [1] , that introduces the costs associated with two types of correct classification, true positives (C T Pi ), true negatives (C T Ni ), and the two types of misclassification errors, false positives (C F Pi ), false negatives (C F Ni ), as defined in TABLE 1. Conceptually, the cost of correct classification should always be lower than the cost of misclassification. These are referred to as the reasonableness conditions [1] , and are defined as C F Pi > C T Ni and C F Ni > C T Pi .
Let S be a set of N examples x i , where each example is represented by the augmented feature vector
and labelled using the class label y i . A classifier f which generates the predicted label c i for each example i is trained using the set S. Using the cost matrix, an example-dependent cost statistic [8] , is defined as: 
Actual Positive
Actual Negative
leading to a total cost of:
However, the total cost may not be easy to interpret. In [22] , a normalized cost measure was proposed, by dividing the total cost by the theoretical maximum cost, which is the cost of misclassifying every example. The normalized cost is calculated using
where 1 c (z) is an indicator function that takes the value of one if z = c and zero if z = c. We proposed a similar approach in [9] , where the savings corresponding to using an algorithm are defined as the cost of the algorithm versus the cost of using no algorithm at all. To do that, the cost of the costless class is defined as
where f a (S) = a, with a ∈ {0, 1}.
The cost improvement can be expressed as the cost of savings as compared with Cost l (S).
Ensemble learning
Ensemble learning is a widely studied topic in the machine learning community. The main idea behind the ensemble methodology is to combine several individual classifiers, referred to as base classifiers, in order to have a classifier that outperforms everyone of them [12] . There are three main reasons regarding why ensemble methods perform better than single models: statistical, computational and representational [23] . First, from a statistical point of view, when the learning set is too small, an algorithm can find several good models within the search space, that arise to the same performance on the training set S. Nevertheless, without a validation set, there is risk of choosing the wrong model. The second reason is computational; in general, algorithms rely on some local search optimization and may get stuck in a local optima. Then, an ensemble may solve this by focusing different algorithms to different spaces across the training set. The last reason is representational. In most cases, for a learning set of finite size, the true function f cannot be represented by any of the candidate models. By combining several models in an ensemble, it may be possible to obtain a model with a larger coverage across the space of representable functions. The most typical form of an ensemble is made by combining T different base classifiers. Each base classifier M (S j ) is trained by applying algorithm M to a random subset S j of the training set S. For simplicity we define M j ≡ M (S j ) for j = 1, . . . , T , and M = {M j } T j=1 a set of base classifiers. Then, these models are combined using majority voting to create the ensemble H as follows
Moreover, if we assume that each one of the T base classifiers has a probability ρ of being correct, the probability of an ensemble making the correct decision, denoted by P c , can be calculated using the binomial distribution [24] 
Furthermore, as shown in [25] , if T ≥ 3 then:
leading to the conclusion that ρ ≥ 0.5 and T ≥ 3 ⇒ P c ≥ ρ.
(10)
ENSEMBLES OF COST-SENSITIVE DECISION-

TREES
In this section, we present our proposed framework for ensembles of example-dependent cost-sensitive decisiontrees (ECSDT ). The framework is based on expanding our previous contribution on example-dependent cost-sensitive decision trees (CSDT ) [10] . In particular, we create many different CSDT on random subsamples of the training set, and then combine them using different combination methods. Moreover, we propose two new cost-sensitive combination approaches, cost-sensitive weighted voting and cost-sensitive stacking. The latter being an extension of our previously proposed cost-sensitive logistic regression (CSLR) [9] . The remainder of the section is organized as follows: First, we introduce the example-dependent cost-sensitive decision tree. Then we present the different random inducers and combination methods. Finally, we define our proposed algorithms.
Cost-sensitive decision tree (CSDT )
Introducing the cost into the training of a decision tree has been a widely study way of making classifiers costsensitive [20] . However, in most cases, approaches that have been proposed only deal with the problem when the cost depends on the class and not on the example [26] - [31] . In [10] , we proposed an example-dependent cost-sensitive decision trees (CSDT ) algorithm, that takes into account the example-dependent costs during the training and pruning of a tree.
In the CSDT method, a new splitting criteria is used during the tree construction. In particular, instead of using a traditional splitting criteria such as Gini, entropy or misclassification, the cost as defined in (1), of each tree node is calculated, and the gain of using each split evaluated as the decrease in total cost of the algorithm.
The cost-based impurity measure is defined by comparing the costs when all the examples in a leaf are classified as negative and as positive,
Then, using the cost-based impurity, the gain of using the splitting rule (x j , l j ), that is the rule of splitting the set S on feature x j on value l j , is calculated as:
where
and | · | denotes the cardinality. Afterwards, using the cost-based gain measure, a decision tree is grown until no further splits can be made.
Lastly, after the tree is constructed, it is pruned by using a cost-based pruning criteria
where f * is the classifier of the tree without the pruned node.
Algorithms
With the objective of creating an ensemble of exampledependent cost-sensitive decision trees, we first create T different random subsamples S j for j = 1, . . . , T , of the training set S, and train a CSDT algorithm on each one. In particular we create the different subsets using four different methods: bagging [14] , pasting [15] , random forests [16] and random patches [11] .
In bagging [14] , base classifiers are built on randomly drawn bootstrap subsets of the original data, hence producing different base classifiers. Similarly, in pasting [15] , the base classifiers are built on random samples without replacement from the training set. In random forests [16] , using decision trees as the base learner, bagging is extended and combined with a randomization of the input features that are used when considering candidates to split internal nodes. In particular, instead of looking for the best split among all features, the algorithm selects, at each node, a random subset of features and then determines the best split only over these features. In the random patches algorithm [11] , base classifiers are created by randomly drawn bootstrap subsets of both examples and features.
Lastly, the base classifiers are combined using either majority voting, cost-sensitive weighted voting and costsensitive stacking. Majority voting consists in collecting the predictions of each base classifier and selecting the decision with the highest number of votes, see (7) .
Cost-sensitive weighted voting
This method is an extension of weighted voting. First, in the traditional approach, a similar comparison of the votes of the base classifiers is made, but giving a weight α j to each classifier M j during the voting phase [13] 
. The calculation of α j is related to the performance of each classifier M j . It is usually defined as the normalized misclassification error of the base classifier M j in the out of bag set S oob j
However, as discussed in Section 2.1, the misclassification measure is not suitable in many real-world classification problems. We herein propose a method to calculate the weights α j taking into account the actual savings of the classifiers. Therefore using (6), we define
This method guaranties that the base classifiers that contribute to a higher increase in savings have more importance in the ensemble.
Cost-sensitive stacking
The staking method consists in combining the different base classifiers by learning a second level algorithm on top of them [32] . In this framework, once the base classifiers are constructed using the training set S, a new set is constructed where the output of the base classifiers are now considered as the features while keeping the class labels. Even though there is no restriction on which algorithm can be used as a second level learner, it is common to use a linear model [13] , such as
, and g(·) is the sign function g(z) = sign(z) in the case of a linear regression or the sigmoid function, defined as g(z) = 1/(1 + e −z ), in the case of a logistic regression.
Moreover, following the logic used in [19] , we propose learning the set of parameters β using our proposed costsensitive logistic regression (CSLR) [9] . The CSLR algorithm consists in introducing example-dependent costs into a logistic regression, by changing the objective function of the model to one that is cost-sensitive. For the specific case of cost-sensitive stacking, we define the cost function as:
Then, the parameters β that minimize the logistic cost function are used in order to combine the different base classifiers. However, as discussed in [9] , this cost function is not convex for all possible cost matrices, therefore, we use genetic algorithms to minimize it.
Similarly to cost-sensitive weighting, this method guarantees that the base classifiers that contribute to a higher increase in savings have more importance in the ensemble.
Algorithm 1
The proposed ECSDT algorithms. Input: CSDT (an example-dependent cost-sensitive decision tree algorithm), T the number of iterations, S the training set, inducer, N e number of examples for each base classifier, N f number of examples for each base classifier, combinator.
Step 1: Create the set of base classifiers for j ← 1 to T do switch (inducer) case Bagging: S j ← Sample N e examples from S with replacement. case Pasting:
S j ← Sample N e examples from S without replacement. case Random forests:
S j ← Sample N e examples from S with replacement. case Random patches:
S j ← Sample N e examples and N f features from S with replacement.
Step 2: Combine the different base classifiers switch (combinator) case Majority voting:
Furthermore, by learning an additional second level costsensitive method, the combination is made such that the overall savings measure is maximized.
Finally, Algorithm 1 summarizes the proposed ECSDT methods. In total, we evaluate 12 different algorithms, as four different random inducers (bagging, pasting, random forest and random patches) and three different combinators (majority voting, cost-sensitive weighted voting and costsensitive stacking) can be selected in order to construct the cost-sensitive ensemble.
THEORETICAL ANALYSIS OF THE COST-SENSITIVE ENSEMBLE
Although the above proposed algorithm is simple, there is no work that has formally investigated ensemble performance in terms other than accuracy. In this section, our aim is to prove theoretically that combining individual costsensitive classifiers achieves better results in the sense of higher savings.
We denote S a , where a ∈ {0, 1}, as the subset of S where the examples belong to the class a:
where S = S 0 ∪ S 1 , S 0 ∩ S 1 = ∅, and N a = |S a |. Also, we define the average cost of the base classifiers as:
Firstly, we prove the following lemma that states the cost of an ensemble H on the subset S a is lower than the average cost of the base classifiers on the same set for a ∈ {0, 1}.
Lemma 1.
Let H be an ensemble of T ≥ 3 classifiers M = {M 1 , M 2 , . . . , M T }, and S a testing set of size N . If each one of the base classifiers has a probability of being correct higher or equal than one half, ρ ≥ 1 2 , and the reasonableness conditions of the cost matrix are satisfied, then the following holds true
Proof. First, we decompose the total cost of the ensemble by applying equations (1) and (2). Additionally, we separate the analysis for a = 0 and a = 1:
• a = 0 :
Moreover, we know from (8) that the probability of an ensemble making the right decision, i.e., y i = c i , for any given example, is equal to P c . Therefore, we can use this probability to estimate the expected savings of an ensemble:
• a = 1 : In the case of S 1 , and following the same logic as when a = 0, the cost of an ensemble is:
The second part of the proof consists in analyzing the right hand side of (21), specifically, the average cost of the base classifiers on set S a . To do that, with the help of (2) and (20), we may express the average cost of the base classifiers as:
We define the set of base classifiers that make a negative prediction as
. . , T }, similarly, the set of classifiers that make a positive prediction as
Then, by taking the cost of negative and positive predictions from (5), the average cost of the base learners becomes:
We separate the analysis for a = 0 and a = 1:
Furthermore, we know from (8) that an average base classifier will have a correct classification probability of ρ, then |Ti0| T = ρ, leading to:
• a = 1 : Similarly, for the set S 1 , the average classifier will have a correct classification probability of ρ, then
Finally, by replacing in (21) the expected savings of an ensemble with (23) for a = 0 and (24) for a = 1, and the average cost of the base learners with (28) for a = 0 and (29) for a = 1, (21) is rewritten as: for a = 0:
for a = 1:
Since ρ ≥ 1 2 , then P c ≥ ρ from (10), and using the reasonableness conditions described in Section 2.1, i.e, C F Pi > C T Ni and C F Ni > C T Pi , we find that (30) and (31) are True.
Lemma 1 separates the costs on sets S 0 and S 1 . We are interested in analyzing the overall savings of an ensemble. In this direction, we demonstrate in the following theorem, that the expected savings of an ensemble of classifiers are higher than the expected average savings of the base learners.
Theorem 1.
Let H be an ensemble of T ≥ 3 classifiers M = {M 1 , . . . , M T }, and S a testing set of size N , then the expected savings of using H in S are lower than the average expected savings of the base classifiers, in other words,
Savings(H(S)) ≥ Savings(M(S)).
(32)
Proof. Given (6), (32) is equivalent to
Cost(H(S)) ≤ Cost(M(S)).
Afterwards, by applying the cost definition (1), and grouping the sets of negative and positive examples using (19),
becomes
which can be easily proved using Lemma 1, since, if the cost of an ensemble H is lower than the average cost of the base classifiers on both S 0 and S 1 , implies that it is also lower on the sum of the cost on both sets, therefore, proving Theorem 1.
EXPERIMENTAL SETUP
In this section we present the datasets used to evaluate the propose Ensembles of Example-Dependent Cost-Sensitive Decision-Trees algorithms. We used five datasets from four different real world example-dependent cost-sensitive problems: Credit card fraud detection, churn modeling, credit scoring and direct marketing. For each dataset we used a pre-defined a cost matrix that we previously proposed in different publications. Additionally, we perform an under-sampling, cost-proportionate rejection-sampling and cost-proportionate over-sampling procedures.
Credit card fraud detection
A credit card fraud detection algorithm, consist in identifying those transactions with a high probability of being fraud, based on historical fraud patterns. Different detection systems that are based on machine learning techniques have been successfully used for this problem, for a review see [2] .
Credit card fraud detection is by definition a cost sensitive problem, since the cost of failing to detect a fraud is significantly different from the one when a false alert is made. We used the fraud detection example-dependent cost matrix we proposed in [8] , in which the cost of failing to detect a fraud is equal to the amount of the transaction (Amt i ), and the costs of correct classification and false positives is equal to the administrative cost of investigating a fraud alert (C a ). The cost table is presented in TABLE 2. For a further discussion see [8] , [33] .
For this paper we used a dataset provided by a large European card processing company. The dataset consists of fraudulent and legitimate transactions made with credit and debit cards between January 2012 and June 2013. The total dataset contains 236,735 individual transactions, each one with 27 attributes, including a fraud label indicating whenever a transaction is identified as fraud. This label was created internally in the card processing company, and can be regarded as highly accurate.
Churn modeling
Customer churn predictive modeling deals with estimating the probability of a customer defecting using historical, behavioral and socio-economical information. The problem 
Actual Positive
Actual Negative 
of churn predictive modeling has been widely studied by the data mining and machine learning communities. It is usually tackled by using classification algorithms in order to learn the different patterns of both the churners and non-churners. For a review see [34] . Nevertheless, current state-of-the-art classification algorithms are not well aligned with commercial goals, in the sense that, the models miss to include the real financial costs and benefits during the training and evaluation phases [3] .
We then follow the example-dependent cost-sensitive methodology for churn modeling we proposed in [35] . When a customer is predicted to be a churner, an offer is made with the objective of avoiding the customer defecting. However, if a customer is actually a churner, he may or not accept the offer with a probability γ i . If the customer accepts the offer, the financial impact is equal to the cost of the offer (C oi ) plus the administrative cost of contacting the customer (C a ). On the other hand, if the customer declines the offer, the cost is the expected income that the clients would otherwise generate, also called customer lifetime value (CLV i ), plus C a . Lastly, if the customer is not actually a churner, he will be happy to accept the offer and the cost will be C oi plus C a . In the case that the customer is predicted as non-churner, there are two possible outcomes. Either the customer is not a churner, then the cost is zero, or the customer is a churner and the cost is CLV i . In TABLE 3, the cost matrix is shown.
For this paper we used a dataset provided by a TV cable provider. The dataset consists of active customers during the first semester of 2014. The total dataset contains 9,410 individual registries, each one with 45 attributes, including a churn label indicating whenever a customer is a churner.
Credit scoring
The objective in credit scoring is to classify which potential customers are likely to default a contracted financial obligation based on the customer's past financial experience, and with that information decide whether to approve or decline a loan [36] . When constructing credit scores, it is a common practice to use standard cost-insensitive binary classification algorithms such as logistic regression, neural networks, discriminant analysis, genetic programing, decision tree, among others [37] . However, in practice, the cost associated with approving a bad customer is quite different from the cost associated with declining a good customer. Furthermore, the costs are not constant among customers, as customers have different credit line amounts, terms, and even interest rates.
In this paper, we used the credit scoring exampledependent cost-sensitive cost matrix we proposed in [9] . The cost matrix is shown in TABLE 4. First, the costs of a Credit scoring cost matrix [9] Actual Positive Actual Negative
correct classification are zero for every customer. Then, the cost of a false negative is defined as the credit line Cl i times the loss given default L gd . On the other hand, in the case of a false positive, the cost is the sum of r i and C a F P , where r i is the loss in profit by rejecting what would have been a good customer. The second term C a F P , is related to the assumption that the financial institution will not keep the money of the declined customer idle. It will instead give a loan to an alternative customer, and it is calculated as C
For this paper we use two different publicly available credit scoring datasets. The first dataset is the 2011 Kaggle competition Give Me Some Credit 3 , in which the objective is to identify those customers of personal loans that will experience financial distress in the next two years. The second dataset is from the 2009 Pacific-Asia Knowledge Discovery and Data Mining conference (PAKDD) competition 4 . Similarly, this competition had the objective of identifying which credit card applicants were likely to default and by doing so deciding whether or not to approve their applications.
The Kaggle Credit dataset contains 112,915 examples, each one with 10 features and the class label. The proportion of default or positive examples is 6.74%. On the other hand, the PAKDD Credit dataset contains 38,969 examples, with 30 features and the class label, with a proportion of 19.88% positives. This database comes from a Brazilian financial institution, and as it can be inferred from the competition description, the data was obtained around 2004.
Direct Marketing
In direct marketing the objective is to classify those customers who are more likely to have a certain response to a marketing campaign [34] . We used a direct marketing dataset from [38] This problem is example-dependent cost sensitive, since there are different costs of false positives and false negatives. Specifically, in direct marketing, false positives have the cost of contacting the client, and false negatives have the cost due to the loss of income by failing to contact a client that otherwise would have opened a long-term deposit.
We used the direct marketing example-dependent cost matrix we proposed in [33] . The cost matrix is shown in 
Actual Positive
TABLE 5, where C a is the administrative cost of contacting the client, and Int i is the expected income when a client opens a long-term deposit. This last term is defined as the long-term deposit amount times the interest rate spread.
Database partitioning
For each database, 3 different datasets are extracted: training, validation and testing. Each one containing 50%, 25% and 25% of the transactions, respectively. Afterwards, because classification algorithms suffer when the label distribution is skewed towards one of the classes [21] , an under-sampling of the positive examples is made, in order to have a balanced class distribution. Additionally, we perform the cost-proportionate rejection-sampling and costproportionate over-sampling procedures. TABLE 6, summarizes the different datasets. It is important to note that the sampling procedures were only applied to the training dataset since the validation and test datasets must reflect the real distribution.
RESULTS
For the experiments we first used three classification algorithms, decision tree (DT ), logistic regression (LR) and random forest (RF ). Using the implementation of Scikitlearn [39] , each algorithm is trained using the different training sets: training (t), under-sampling (u), cost-proportionate rejection-sampling (r) [4] and cost-proportionate oversampling (o) [1] . Afterwards, we evaluate the results of the algorithms using BM R [33] . Then, the cost-sensitive logistic regression (CSLR) [9] and cost-sensitive decision tree (CSDT ) [10] were also evaluated. Lastly, we calculate the proposed ensembles of cost-sensitive decision trees algorithms. In particular, using each of the random inducer methods, bagging (CSB), pasting (CSP ), random forests (CSRF ) and random patches (CSRP ), and then blending the base classifiers using each one of the combination methods; majority voting (mv), cost-sensitive weighted voting (wv) and cost-sensitive stacking (s). Unless otherwise stated, the random selection of the training set was repeated 50 times, and in each time the models were trained and results collected, this allows us to measure the stability of the results.
The results are shown in TABLE 7. First, when observing the results of the cost-insensitive methods (CI), that is, DT , LR and RF algorithms trained on the t and u sets, the RF algorithm produces the best result by savings in three out of the five sets, followed by the LR − u. It is also clear that the results on the t dataset are not as good as the ones on the u, this is highly related to the unbalanced distribution of the positives and negatives in all the databases. In the case of cost-proportionate sampling methods (CP S), specifically the cost-proportionate rejection sampling (r) and cost-proportionate over sampling (o). It is observed than in four cases the savings increases quite significantly. It is on the fraud detection database where these methods do not outperform the algorithms trained on the under-sampled set. This may be related to the fact that in this database the initial percentage of positives is 1.5% which is similar to the percentage in the r and o sets. However it is 50.42% in the u set, which may help explain why this method performs much better as measured by savings.
Afterwards, in the case of the BM R algorithms, the results show that this method outperforms the previous ones in four cases and has almost the same result in the other set. In the fraud detection set, the results are quite better, since the savings of the three classification algorithms increase when using this methodology. The next family of algorithms is the cost-sensitive training, which includes the CSLR and CSDT techniques. In this case, only in two databases the results are improved. Lastly, we evaluate the proposed ECSDT algorithms. The results show that these methods arise to the best overall results in three sets, while being quite competitive in the others.
Subsequently, in order to statistically sort the classifiers we computed the Friedman ranking (F-Rank) statistic [40] . This rank increases with the cost of the algorithms. We also calculate the average savings of each algorithm compared TABLE 7 Results of the algorithms measured by savings Fig. 1 . Comparison of the savings of the algorithms versus the highest savings in each database. The CSRP − wt is very close to the best result in all the databases. Additionally, even though the LR − BM R is the best algorithm in two databases, the performance in the other three is very poor.
with the highest savings in each set (perBest), as a measure of how close are the savings of an algorithm to the best result. In TABLE 8, the results are shown. It is observed that the first six algorithms, according to the F-Rank, belong to the ECSDT family. In particular, the best three classifiers is the ensemble of cost-sensitive decision trees using the random patches approach. Giving the best result the one that blends the base classifiers using weighted voting method. Moreover as shown in TABLE 9, this method ranks on each Moreover, when analyzing the perBest statistic, it is observed that it follows almost the same order as the F-Rank. Notwithstanding, there are cases in which algorithms ranks are different in the two statistics, for example the CSDT − t algorithm has a lower F-Rank than the RF − BM R, but the perBest if better. This happens because, the F-Rank does not take into account the difference in savings within algorithms. This can be further investigated in Fig. 1 . Even that ranks of the BM R models are better than the CSDT , the latter is on average closer to the best performance method in each set. Moreover, it is confirmed that the CSRP − wt is very close to the best result in all cases. Lastly, it is shown why the F-Rank of the LR − BM R is high, given the fact that is the best model in two databases. The reason for that, is because the performance on the other sets is very poor.
Furthermore Fig. 2a , shows the Friedman ranking of each family of classifiers. The ECSDT methods are overall better, followed by the BM R and the CST methods. As expected, the CI family is the one that performs the worst. Nevertheless, there is a significant variance within the ranks in the ECSDT family, as the best one has a Friedman ranking of 2.6 and the worst 16. Similar results are found when observing the perBest shown in Fig. 2b . However, in the case of the perBest, the CST methods perform better than the BM R. It is important, in both cases it is confirmed that the ECSDT family of methods is the one that arise to the best results as measured by savings. We further investigate the different methods that compose the ECSDT family, first by inducer methods and by the combination approach. In Fig. 3a , the Friedman ranking of the ECSDT methods grouped by inducer algorithm are shown. It is observed that the worst method is the random forest methodology. This may be related to the fact that within the random inducer methods, this is the only one that also modified the learner algorithm in the sense that it randomly select features for each step during the decision tree growing. Moreover, as expected the bagging and pasting methods perform quite similar, after all the only difference is that in bagging the sampling is done with replacement, while it is not the case in pasting. In general the best methodology is random patches. Additionally, in Fig. 3b , a similar analysis is made taking into account the combination of base classifiers approach. In this case, the best combination method is weighted voting, while majority voting and staking have a similar performance.
Finally, in TABLE 10 the results of the algorithms measured by F1Score are shown. It is observed that the model with the highest savings is not the same as the one with the highest F1Score in all of the databases, corroborating the conclusions from [8] , as selecting a method by a traditional statistic does not give the same result as selecting it using a business oriented measure such as financial savings. This can be further examined in Fig. 4 , where the ranking of the F1Score and savings are compared. It is observed that the best two algorithms according to their Friedman rank of F1Score are indeed the best ones measured by the Fried- man rank of the savings. However, this relation does not consistently hold for the other algorithms as the correlation between the rankings is just 65.10%.
CONCLUSIONS AND FUTURE WORK
In this paper we proposed a new framework of ensembles of example-dependent cost-sensitive decision-trees by creating cost-sensitive decision trees using four different random inducer methods and then blending them using three different combination approaches. The proposed method was tested using five databases, from four real-world applications: credit card fraud detection, churn modeling, credit scoring and direct marketing. We have shown theoretically and experimentally that our method ranks the best and outperforms state-of-the-art example-dependent cost-sensitive methodologies, when measured by financial savings. In total, our framework is composed of 12 different algorithms, since the example-dependent cost-sensitive ensemble can be constructed by inducing the base classifiers using either bagging, pasting, random forest or random patches, and then blending them using majority voting, cost-sensitive weighted voting or cost-sensitive stacking. When analyzing the results within our proposed framework, it is observed that the inducer method that performs the best is random patches algorithm. Furthermore, the random patches algorithm is the one with the lowest complexity as each base classifier is learned on a smaller subset than with the other inducer methods. Nevertheless, there is no clear winner among the different combination methods. Since the most time consuming step is inducing and constructing the base classifiers, testing all combination methods does not add a significant additional complexity.
Our results show the importance of using the real example-dependent financial costs associated with realworld applications. In particular, we found significant differences in the results when evaluating a model using a traditional cost-insensitive measure such as the accuracy or F1Score, than when using the savings. The final conclusion is that it is important to use the real practical financial costs of each context.
To improve the results, future research should be focused on developing an example-dependent cost-sensitive boosting approach. For some applications boosting methods have proved to outperform the bagging algorithms. Moreover, the methods covered in this work are all batch, in the sense that the batch algorithms keeps the system weights constant while calculating the evaluation measures. However in some applications such as fraud detection, the evolving patters due to change in the fraudsters behavior is not capture by using batch methods. Therefore, the need for investigate this problem from an online-learning perspective.
