The present study deals with the estimation of unknown variance using two auxiliary variates under simple random sampling without replacement (SrSWOr) scheme. We have also extended our work to the case of double sampling scheme. The asymptotic expressions for the mean squared errors of the proposed estimators are derived and their optimum values have been obtained. a comparison between the existing and the proposed class of estimators of S y 2 has been made empirically with the help of two population data taken from [1] and [10] .
InTrodUcTIon
In theory of sample surveys, we are estimating the population variance S y 2 of study variable y. It is well known that use of auxiliary information improves the precision of proposed estimator. If information on an auxiliary variable is readily available then it is a well-known fact that the ratio-type and regression-type estimators can be used for estimation of parameters of interest, due to increase in efficiency of these estimators. The problem of estimating the population variance of S y 2 of study variable y received a considerable attention of the statistician in survey sampling including [2] , [3] , [4] , [5] [6] [7] , [12] , [13] , [14] , [15] [16] , [20] and [18] and have suggested improved estimators for estimation of S y 2 let ϕ i (i=1,2,……..,N) be the population having N units such that y is highly correlated with the auxiliary variables x and z. We assume that a simple random sample without replacement (SrSWOr) of size n is drawn from the finite population of size N. let ( ' , ' ) ( , , ) s s s s s , and be the population variances of variables x, z and y respectively.
To estimate the population variance S y 2 of study variable y, consider two cases:
The population variances • S x 2 and S z 2 of auxiliary variable x and z are known. When both • S x 2 and S z 2 are unknown. 
LArGE SAmpLE ApproxImATIonS
Z ; p,q,r, being non negative integers. 
ESTImATIon oF S y
The expressions of the variances and mean square error (MSe) of Ŝ 
Where, η η η 
Here we assume ε ε ε ε (5) and neglecting the terms of ε i 'shaving power greater than two, we have 
* proof: 
Differentiating equation (9) w.r.t k 1 and equating it to zero, we get the optimum
putting the optimum value of k 1 in equation (9), we get the minimum MSe of the suggested method T p(1) . 
Here we assume ε ε ε ε 
Where, for i th unit of the population. To estimate the population variance S y 2 of y in the presence of two auxiliary variables, when the population variances of x and z are not known and SrSWOr scheme is used in selecting samples for both the phases. The following two phase sampling scheme may be recommended.
1) The first phase sample s' of size (n'< N) is drawn in order to observed x and z. 2) The second phase sample s of size n (n<n') is drawn in order to observe y, x and z. )( 
after expanding and arraigning the above equation up to the first order of approximation, we have: proof: Subtracting S y 2 from both sides and taking expectations of equation (17), we have 1 , up to the first order of approximation is given as: 
after squaring and taking expectations of both sides of the above equation, up to the first order of approximation, we get 
Differentiating equation (19) partially w.r.t. to k 1 ' , we get the optimum value of k 1 ' for minimum MSe as: 
where, η η 1  3  1  2  3  4  5 , , , , , , Q Q Q Q Q and Q 6 are defined in theorem 3.1 and 3.2.
Proof:
after expanding and arraigning the above equation (21) up to the first order of approximation, we have 
where, coefficient term of ε i s ' are already defined. 
Taking expectations of both sides, we get the required bias of the suggested method as 
after squaring and taking expectations 6f both sides of the above equation up to the first order of approximation, MSe of the estimator
The optimum value of k 1 ' and k 2 ' is obtained by partially differentiating equation (24) 
EmpIrIcAL STUdy
Population 1: For empirical study we have taken the data of [10] , which contain the data of 34 villages. 
. , To estimate the variance of y, we have used x and z as the prior information.
From the data set, we have 
