Abstract. We consider the problem of exploring m concurrent rays using a single searcher. The rays are disjoint with the exception of a single common point, and in each ray a potential target may be located. The objective is to design efficient search strategies for locating t targets (with t ≤ m). This setting generalizes the extensively studied ray search (or star search) problem, in which the searcher seeks a single target. In addition, it is motivated by applications such as the interleaved execution of heuristic algorithms, when it is required that a certain number of heuristics have to successfully terminate.
Introduction
Searching for a target is a common task in everyday life, and, unsurprisingly, an important computational problem with numerous applications in various contexts. This class of problems involves a searcher that must locate a target which lies at some unknown point in the environment. The natural objective is to devise efficient strategies that allow the searcher to locate the target as quickly as possible. One of the earliest examples of such problems is the linear search problem, proposed by Bellman [4] and independently by Beck [2] . Here, the environment consists of an infinite line, with the searcher initially at some point designated as the origin, and the target located at an unknown point on the line, at distance d from the origin. The objective is to minimize the worst-case ratio of the distance traveled by the searcher over d. A natural generalization of the linear-search problem is the star search or ray search problem, which is also known, informally, as the m-lane cow-path problem. In this setting, we are given a set of m semi-infinite rays (lanes), all with a common origin O, and a searcher (cow) initially placed at the origin O. The target (pasture) is located at distance d from O, however the searcher is oblivious of the ray on which the target lies. A strategy is an algorithm that specifies how the searcher traverses the rays, and the objective is to minimize the worst-case distance traveled, again normalized by the optimal distance d.
This deceivably simple problem has important applications to robot navigation, artificial intelligence, and operations research (see e.g. [5, 12, 16, 19, 1, 10, 6, 11] for some illustrative examples). This is due to the fact that it can be applied in settings in which we seek efficient allocation of resources to multiple tasks. For instance, consider the setting in which m different randomized heuristics (of the Las Vegas type) can be employed to solve a problem. However, we do not know in advance which of the heuristics will terminate successfully on a given input. How should we distribute the processing time to the different heuristics (assuming that we can interleave the execution of the heuristics)? This is an example of a setting that is often encountered in the construction of (deterministic or randomized) hybrid algorithms [12] . A different application is the design of efficient interruptible algorithms, namely algorithms that can return meaningful solutions even if interrupted during their execution. This is a fundamental problem in artificial intelligence, with surprising connections to the ray-search problem [5] .
To our knowledge, with the exception of [18] , all previous work on ray-search (and related) problems has focused on the case in which the searcher must locate a single target. However, a natural generalization of the problem involves the setting in which multiple targets may exist, and the searcher's objective is to locate t different targets. For instance, consider the setting in which a hybrid algorithm can execute m different heuristics, as described earlier. It may be the case that we require that not just a single, but rather several heuristic algorithms successfully terminate and return a solution. This is often desired in situations in which we do not have strong guarantees on the quality of the solution that each heuristic returns. A typical example is SAT-solvers that invoke such hybrid algorithms (also known as algorithm portfolios [9] ): here, we do not know in advance which heuristic is the most appropriate for any given input. The objective of this paper is thus to initiate the study of ray-search problems in the setting where the strategy must guarantee that a certain number of targets are located as efficiently as possible. We also expect that the generalization to multiple targets will prove an interesting topic of study in other contexts of search and exploration problems, which so far have focused almost exclusively on the case of a single target.
Models and performance measures. Throughout the paper we consider the setting in which up to m potential targets are placed in the m rays, with at most one target per ray. More specifically, we will denote by λ 1 ≥ . . . ≥ λ m the distances of the targets, in non-increasing order. We allow the possibility that λ i = ∞ for
