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Introduction
In [7] , Il'in and Moiseev studied the existence of solutions for a linear multi-point boundary value problem. Motivated by the study of Il'in and Moiseev [7] , Gupta [3] studied certain three-point boundary value problems for nonlinear ordinary differential equations. Since then, more general nonlinear multi-point boundary value problems have been studied by several authors. We refer the reader to [4, 8, 9, 12] for some references along this line. Multi-point boundary value problems describe many phenomena in the applied mathematical sciences. For examples, the vibrations of a guy wire of a uniform cross-section and composed of N parts of different densities can be set up as a multi-point boundary value problem (see Moshinsky [10] ); many problems in the theory of elastic stability can be handled by the method of multi-point problems (see Timoshenko [11] ).
In this paper, we are concerned with determining values λ (eigenvalues), for which there exist positive solutions of the m-point boundary value problem   
  (p(t)u ) − q(t)u + λf (t, u)
= 0, 0 < t < 1,
i=1 α i u(ξ i ), cu(1) + dp (1) 
which has been extensively investigated, see [1, 2] and references therein. In 1997, Henderson and Wang [6] studied the existence of positive solutions for nonlinear eigenvalue problem (1.2 λ ) under the assumptions: 
there exists at least one positive solution of (1.2 λ ).
Theorem B [6, Theorem 3] . Assume that conditions (A1)-(A3) are satisfied. Then, for each λ satisfying
. ., m − 2, and β j = 0 for j = 2, . . . , m − 2, then (1.1) reduces to the three-point BVP
(1.5)
In 1999, Ma [8] obtained the following result for (1.5).
Theorem C [8, Theorem 1] . Assume that
Then (1.5) has at least one positive solution in the case
Theorem C has been improved by Webb [12] . In Ma [8] and Webb [12] , the three-point boundary value problem (1.5) was rewritten to the following integral equation: 6) which contains one positive term and two negative terms and is not convenient for studying the existence of positive solutions. In this paper, we consider the more general m-point BVP (1.1 λ ). To deal with (1.1 λ ), we give a new integral equation which is equivalent to
, and contains only two positive terms if y 0. Our main results (see Theorems 3.2 and 3.3 below) extend the main results of [6] in two main directions:
(ii) the case q(t) > 0 is studied.
By the positive solution of (1.1 λ ) we understand a function u(t) which is positive on (0, 1) and satisfies the differential equation and the boundary conditions in (1.1 λ ).
The main tool of this paper is the following well-known Guo-Krasnoselskii fixed point theorem.
Theorem D [5] . Let E be a Banach space, and let K ⊂ E be a cone. Assume
and let
A : K ∩ (Ω 2 \ Ω 1 ) −→ K be a completely continuous operator such that (i) Au u , u ∈ K ∩ ∂Ω 1 , and Au u , u ∈ K ∩ ∂Ω 2 ; or (ii) Au u , u ∈ K ∩ ∂Ω 1 , and Au u , u ∈ K ∩ ∂Ω 2 . Then A has a fixed point in K ∩ (Ω 2 \ Ω 1 ).
The preliminary lemmas
In the rest of the paper, we make the following assumptions:
To state and prove the main results of this paper, we need the following lemmas.
Lemma 2.1. Let (C1) and (C2) hold. Let ψ and φ be the solutions of the linear problems
respectively. Then
Proof. (i) We shall give a proof for (i) only. The proof of (ii) follows in a similar manner. It is easy to see that (2.1) is equivalent to the problem
Now we divide the proof into four steps.
Step 1. We show that there exists σ ∈ (0, 1) such that ψ is strictly increasing on (0, σ ).
If a > 0, then it has been done. If a = 0, then we know from (C2) that b > 0. Therefore, we have from (2.3) that
which implies that there exists σ > 0 such that ψ (t) > 0 on (0, σ ). Thus ψ(t) is strictly increasing on (0, σ ).
Step 2. We show that ψ(t) 0 on [0, 1]. Suppose the contrary and let τ 0 ∈ (0, 1] such that ψ(τ 0 ) < 0. Then by Step 1, there exists a τ 1 ∈ (0, τ 0 ) such that τ 1 is a local maximum point of ψ and ψ(τ 1 ) > 0 and ψ (τ 1 ) = 0. By (2.3), we know that
This contradicts the fact that τ 1 is a local maximum point.
Step 3. We show that ψ (t) 0 on [0, 1]. Suppose the contrary that there exists t 0 ∈ [0, 1) such that ψ (t 0 ) < 0. Then we know from Step 1 that there exists t 1 ∈ (0, t 0 ) such that t 1 is a local maximum point and
Thus by (2.3),
Step 4. We show that ψ is strictly increasing on [r, R].
This implies
We note that by Steps 1 and 3, ψ(t 3 ) > 0. Thus from (2.3) we get
This contradicts the fact that ψ (
has a unique solution
where
8)
and
(2.9)
Proof. Since ψ and φ are two linearly independent solutions of the equation
we know that any solution of
can be represented by
where G is as in (2.7). It is easy to check that the function defined by (2.10) is a solution of (2.5) if A and B are defined by (2.8) and (2.9), respectively. Now we show that the function defined by (2.10) is a solution of (2.5) only if A and B are as in (2.8) and (2.9), respectively.
Let u(t) =
0 G(t, s)p(s)y(s) ds + Aψ(t) + Bφ(t) be a solution of (2.5), then we have that
u(t) = t 0 1 ρ ψ(s)φ(t)y(s) ds + 1 t 1 ρ φ
(s)ψ(t)y(s) ds + Aψ(t) + Bφ(t), p(t)u (t) = p(t)φ (t)
t 0 1 ρ ψ(s)y(s) ds + p(t)ψ (t) 1 t 1 ρ φ
(s)y(s) ds + Ap(t)ψ (t) + Bp(t)φ (t), and p(t)u (t) = p(t)φ (t)
t 0 1 ρ ψ(s)y(s) ds + p(t)φ (t) 1 ρ ψ(t)y(t) + p(t)ψ (t) 1 t 1 ρ φ(s)y(s) ds − p(t)ψ (t) 1 ρ φ
(t)y(t) + A p(t)ψ (t) + B(p(t)φ (t))
so that
p(t)u (t) − q(t)u(t) = − p(t) ρ −ψ(t)φ (t) + φ(t)ψ (t) y(t) = − p(t) ρ φ(t) ψ(t) φ (t) ψ (t) y(t)
= − p(t) ρ y(t) φ(0) ψ(0) φ (0) ψ (0) exp − t 0 p (x) p(x) dx
= −y(t).
Since
we have that
G(ξ i , s)y(s) ds + Aψ(ξ i ) + Bφ(ξ i ) . (2.11)
G(ξ i , s)y(s) ds + Aψ(ξ i ) + Bφ(ξ i ) . (2.12)
From (2.11) and (2.12) and the fact that
we get that
which implies that A and B satisfy (2.8) and (2.9), respectively. 2 
G(s, s)y(s) ds + A(y)ψ(t) + B(y)φ(t), for all
Applying (2.7), we have that for t ∈ [σ, 1 − σ ],
G(t, s)y(s) ds + A(y)ψ(t) + B(y)φ(t)
= 1 0
G(t, s) G(s, s) G(s, s)y(s) ds + A(y)ψ(t) + B(y)φ(t)
Γ 1 0
G(s, s)y(s) ds + A(y)ψ(t) + B(y)φ(t)
G(s, s)y(s) ds + A(y)ψ(t) + B(y)φ(t) Γ u . 2

The main results
Let
To state our main results, we need the following assumption:
Remark 3.1. Since h ∈ C[0, 1], we may assume that t 0 ∈ (0, 1) in (C5), and we can take σ ∈ (0, 1/2) > 0 such that t 0 ∈ (σ, 1 − σ ). This implies that
In the following, let Γ be the constant defined in (2.13) with respect to such σ . Also let τ ∈ [0, 1] be defined by
Theorem 3.2. Assume that (C1), (C2), (C4), and (C5) are satisfied. Then, for each λ satisfying
there exists at least one positive solution of (1.1 λ ).
Theorem 3.3. Assume that (C1), (C2), (C4), and (C5) are satisfied. Then, for each λ satisfying
there exists at least one positive solution of (1.1 λ ). 
G(t, s)h(s)f u(s) ds + A h(·)f u(·) ψ(t) + B h(·)f u(·) φ(t)
where G, A, and B are defined by (2.7), (2.8), and (2.9), respectively. Clearly,
It is obvious that K is a cone in C[0, 1]. Moreover, by Lemmas 2.3 and 2.5, T K ⊂ K. It is also easy to check that T : K → K is completely continuous. We seek a fixed point of T in the cone K.
Let λ be given as in (3.2) . Now , let ε > 0 be chosen such that
Now, turning to f 0 , there exists an
G(t, s)p(s)f u(s) ds + A h(·)f u(·) ψ(t)
Now if we let
and so
Hence, for u ∈ K ∩ ∂Ω 2 ,
T u u .
Therefore, by the first part of Theorem D, it follows that T has a fixed point in
Proof of Theorem 3.3. Let λ be given as in (3.3), and choose ε > 0 such that
Let T be the cone preserving, completely continuous operator that was defined by (3.4) . Beginning with f 0 , there exists an 
G(t, s)p(s)f u(s) ds + A h(·)f u(·) ψ(t)
+
G(s, s)p(s) ds + A h(·) ψ(t) + B h(·) φ(t) N u
so that T u u . So, if we let 
G(t, s)p(s)f u(s) ds + A h(·)f u(·) ψ(t) + B h(·)f u(·) φ(t)
λ 1 0
G(s, s)p(s) ds + A h(·) ψ(t) + B h(·) φ(t) f (H 2
) λ 1 0
G(s, s)p(s) ds + A h(·) ψ(t) + B h(·) φ(t) (f ∞ + ε)H 2 u
so that T u u . For this case, if we let
Thus in either cases, an application of part (ii) of Theorem D yields a solution of (1.1 λ ) which belongs to K ∩ (Ω 2 \ Ω 1 ). The proof is complete. 2
