Abstract. Bounded Model Checking (BMC) is a successful method for falsification of erroneous systems. Initially, BMC was applied to circuits and other propositional systems. But in the meantime it could be extended to systems that are embedded in more complex domains, e.g., timed automata or linear hybrid systems. Generally, BMC works by describing counterexamples of a fixed length in a decidable logic, and are checked for satisfiability by a suitable solver. In an earlier paper [ÁBKS05] we have analyzed how BMC of linear hybrid systems can be accelerated already by appropriate encoding of counterexamples as formulas and by selective conflict learning. But this acceleration comes at the cost of high memory requirements due to excessive learning. In this paper we introduce parametric data structures for the internal solver that, taking advantage of the symmetry of BMC problems, remarkably reduce the memory requirements of the solver without decreasing the CPU runtimes.
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