Abstract. We study the f -vectors, which are the maximal degree vectors of F -polynomials in cluster algebra theory. When a cluster algebra is of finite type or rank 2, we found that the positive f -vectors are correspond with the d-vectors, which are exponent vectors of denominators of cluster variables. Furthermore, using this correspondence and properties of d-vectors, we proved that cluster variables in a cluster is uniquly determined by their f -vectors when the cluster algebra are of finite type or rank 2.
Introduction
Cluster algebras are commutative subalgebras of rational function fields. They are generated by cluster variables in clusters, and cluster variables are obtained by applying the mutations repeatedly starting from the initial cluster. Cluster algebras are defined by [FZ02] to study the canonical basis or total positivity, and nowadays, they are also applied to many mathematical objects through the mutations. For example, describing the mutations as quiver transformations or triangulations, we apply them to representation theory of quivers [BMR + 06] or higher Teichmüller theory [FST08, FG09] . Also, considering the mutations of Markov cluster algebra, a new combinatorial approach to solve the Unicity Conjecture about Markov numbers was given in number theory [Ç S17, RS18a] .
Cluster algebras of finite type and rank 2 are important classes in cluster algebra theory. Cluster algebras of finite type are cluster algebras which have finitely many cluster variables. These cluster algebras are introduced by [FZ02] and are classified completely by [FZ03] . Cluster algebras of finite type have connections with Dynkin diagrams or (real) root systems in Lie algebra, and they are applied to the logarithm identity, T, Y -systems and so on [Nak11, IIK + 10, IIK + 13a, IIK + 13b]. On the other hand, cluster algebras of rank 2 are cluster algebras which have two cluster variables in every cluster. Since cluster algebras of rank 2 have simplest structures in cluster algebras which have infinitely many cluster variables, they are studied to understand other classes [SZ04, LS13, LLZ14] .
The main topic of this paper is the relation of the f -vectors and the d-vectors in cluster algebras of finite type and rank 2. While the f -vectors are the maximal degree vectors of the coefficients of cluster variables and are introduced by [FK10, FG18] , the d-vectors are the exponent vectors of the monomials of the denominators of cluster variables and are introduced by [FZ03, FZ07] . Though definitions of these two kinds of vectors are independent of each other, the previous works [FZ07, RS18b, FG18] suggested these two kinds of vectors have some similar properties in cluster algebras of finite type or rank 2. In this paper, we give a simple equation between f -vectors and d-vectors (Theorem 1.7). This equation means that they are the same vectors in almost every situation. By this identification, in cluster algebras of finite type or rank 2, we can study properties of the f -vectors, which are not known well yet, by properties of the d-vectors. In this paper, we give the partial solution of the Uniqueness Conjecture [GY19, Conjecture 4.4], that is, cluster variables in a cluster are uniquely determined by their f -vectors in cluster algebras of finite type or rank 2.
The organization of the paper is as follows: In the rest of this section, we define the mutations, the cluster algebras, the d-vectors and the f -vectors. After that, we describe the main theorem (Theorem 1.7) in the paper, that is, the simple equation between the d-vectors and f -vectors in cluster algebras of finite type or rank 2. Furthermore, we describe the application of the main theorem to the Uniqueness Conjecture (Theorem 1.10). In Section 2, we give the proof of Theorem 1.7. In Section 3, we give the proof of Theorem 1.10 (1) by using Theorem 1.7 and some properties of the d-vectors. In Section 4, we give Theorem 1.10 (2) by using the description of entries of d-vectors.
1.1. Seed mutation and cluster algebra. We start with recalling definitions of the seed mutations and the cluster patterns according to [FZ07] . A semifield P is an abelian multiplicative group equipped with an addition ⊕ which is distributive over the multiplication. We particularly make use of the following two semifields.
Let Q sf (u 1 , . . . , u ) be a set of rational functions in u 1 , . . . , u which have subtraction-free expressions. Then, Q sf (u 1 , . . . , u ) is a semifield by the usual multiplication and addition. We call it the universal semifield of u 1 , . . . , u ([FZ07, Definition 2.1]).
Let Trop(u 1 , . . . , u ) be the abelian multiplicative group freely generated by the elements u 1 , . . . , u . Then, Trop(u 1 , . . . , u ) is a semifield by the following addition:
We fix a positive integer n and a semifield P. Let ZP be the group ring of P as a multiplicative group. Since ZP is a domain ([FZ02, Section 5]), its total quotient ring is a field Q(P). Let F be the field of the rational functions in n indeterminates with coefficients in Q(P).
A labeled seed with coefficients in P is a triplet (x, y, B), where
is an n-tuple of elements of F forming a free generating set of F.
• y = (y 1 , . . . , y n ) is an n-tuple of elements of P.
• B = (b ij ) is an n × n integer matrix which is skew-symmetrizable, that is, there exists a positive diagonal matrix D such that DB is skew-symmetric. Also, we call D a skewsymmetrizer of B. We say that x is a cluster, and we refer to x i , y i and B as the cluster variables, the coefficients and the exchange matrix, respectively.
Throughout the paper, for an integer b, we use the notation [b] + = max(b, 0). We note that
Let (x, y, B) be a labeled seed with coefficients in P, and let k ∈ {1, . . . , n}. The seed mutation µ k in direction k transforms (x, y, B) into another labeled seed µ k (x, y, B) = (x , y , B ) defined as follows:
• The entries of B = (b ij ) are given by
• The coefficients y = (y 1 , . . . , y n ) are given by
• The cluster variables x = (x 1 , . . . , x n ) are given by
(1.5) Let T n be the n-regular tree whose edges are labeled by the numbers 1, . . . , n such that the n edges emanating from each vertex have different labels. We write t t k to indicate that vertices t, t ∈ T n are joined by an edge labeled by k. We fix an arbitrary vertex t 0 ∈ T n , which is called the initial vertex.
A cluster pattern with coefficients in P is an assignment of a labeled seed Σ t = (x t , y t , B t ) with coefficients in P to every vertex t ∈ T n such that the labeled seeds Σ t and Σ t assigned to the endpoints of any edge t t k are obtained from each other by the seed mutation in direction k. The elements of Σ t are denoted as follows:
x t = (x 1;t , . . . , x n;t ), y t = (y 1;t , . . . , y n;t ), B t = (b ij;t ). (1.6)
In particular, at t 0 , we denote
When we want to emphasize that the initial matrix is B, we also denote by Σ B t a labeled seed associated with a vertex t. Definition 1.1. A cluster algebra A associated with a cluster pattern v → Σ v is ZP-subalgebra of F generated by {x i;t } 1≤i≤n,t∈Tn .
We call the degree n of a regular tree of cluster pattern the rank of A, and F the ambient field of A. We also denote by A(B) a cluster algebra with the initial matrix B.
Example 1.2. We give an example for mutations in the case of A 2 . Let n = 2, and consider a tree T 2 whose edges are labeled as follows:
We set B = 0 1 −1 0 as the initial exchange matrix at t 0 . Then, coefficients and cluster variables are given by Table 1 [FZ07, Example 2.10]. Therefore, we have
.
Next, to define classes of cluster algebras we deal with in this paper, we define non-labeled seeds according [FZ07] . For a cluster pattern v → Σ v , we introduce the followng equivalence relations of labeled seeds: We say that Σ t = (x t , y t , B t ), x t = (x 1;t, . . . , x n;t ), y t = (y 1;t , . . . , y n;t ), B t = (b ij;t ) and Σ s = (x s , y s , B s ), x s = (x 1;s , . . . , x n;s ), y s = (y 1;s , . . . , y n;s ), B s = (b ij;s ) are equivalent if there exists a permutation σ of indices 1, . . . , n such that
for all i and j. We denote by [Σ] the equivalence classes represented by a labeled seed Σ and call it non-labeled seed. We define non-labeled clusters (resp., non-labeled coefficients) as clusters (resp., coefficients) of non-labbeled seeds. Definition 1.3. A cluster algebra A (resp., cluster pattern v → Σ v ) is of finite type if A has finitely many distinct non-labeled seeds.
is of finite type, the initial matrix B is mutation equivarent to a bipartite matrix B i.e. there exists a mutation sequence µ such that B = µ(B ). Furthermore, we can take a bipartite matrix B as a matrix such that A(B ) is a finite Cartan matrix, where A(B ) = (a ij ) is defined as
is strongly isomorphic to A(B ) i.e. there exists a ZP-algebra isomorphism from ambient field of A(B) to that of A(B ) (see [FZ03, Theorem 1.6]). In particular, there exists a bijection between the cluster variables of A(B) and those of A(B ). If the initial matrix B of A(B) is mutation equivalent to B such that A(B ) is a Cartan matrix of Z(= A n , B n , C n , D n , E 6 , E 7 , E 8 , F 4 , or G 2 ) type, we say that A(B) is of Z Dynkin type.
1.2. d-vectors and f -vectors. In this subsection, we define the d-vectors and the f -vectors. First, we define the d-vectors according to [FZ03, FZ07] .
Let A be a cluster algebra. By Laurent phenomenon [FZ07, Theorem 3.5], every cluster variable x i;t ∈ A can be uniquely written as
where N i;t (x 1 , . . . , x n ) is a polynomial with coefficients in ZP which is not divisible by any initial cluster variable x i ∈ x. We use the notation
and we call it a d-vector. In particular, we say that a d-vector associated with one of the initial cluster variables is an initial d-vector. We remark that d i;t is independent of the choice of the coefficient system (see [FZ07, Section 7] ). Thus, we can also regard d-vectors as vectors associated with vertices of T n . They are also given by the following recursion: For any i ∈ {1, . . . , n},
and for any t t
where e i are the canonical basis. We define the D-matrix D Next, we define the f -vector according to [FG18] . We will some preparations. We say that a cluster pattern v → Σ v or a cluster algebra A has the principal coefficients at the initial vertex t 0 if P = Trop(y 1 , . . . , y n ) and y t0 = (y 1 , . . . , y n ). In this case, we denote A = A • (B). We define the F -polynomial F B;t0 i;t (y) as
where x i;t (x 1 , . . . , x n ) means the expression of x i;t by x 1 , . . . , x n .
Using the F -polynomials, we define the f -vectors. We denote by f ij;t the maximal degree of y i in F b;t0 j (y). Then, we will use the notation and we call it a f -vector. In particular, we say that a f -vector associated with one of the initial cluster variables is an initial f -vector. We define the F -matrix For any i ∈ {1, . . . , n},
By this way of definition, since the f -vectors are depend on exchange matrices only, we can regard f -vectors as vectors associated with vertices of T n (see [FG18] ). In this case, we remark that f -vectors are independent of the choice of the coefficient system. The F -matrices are also the same.
Example 1.6. Let A(B) be a cluster algebra given in Example 1.2. Then, F -polynomials, Fmatrices, and D-matrices are given by Table 2 . We ready to describe the main results in this paper.
In this paper, the main result is the following theorem:
Theorem 1.7.
(1) We fix an arbitrary cluster algebra of finite type. For any i ∈ {1, . . . , n} and t ∈ T n , we have the following equation:
(2) We fix an arbitrary cluster algebra of rank 2. For any i ∈ {1, 2} and t ∈ T 2 , we have (1.17).
It is known that Theorem 1.7 holds under the condition that the initial matrix B is bipartite i.e. there is a function ε : {1, . . . , n} → {1, −1} such that for all i and j,
by combining [FZ07, Corollary 10.10 and Proposition 11.1 (1)] (Proposition 2.2). We remove this condition. imples that x t and x s are the same non-labeled cluster.
In the case that A is of finite type or rank 2, we prove this conjecture by showing the following statement: Theorem 1.10.
(1) For arbitrary cluster algebra of finite type, if for any t, s ∈ T n , (f 1;t , . . . , f n;t ) corresponds with (f 1;s , . . . , f n;s ) up to order, then x t and x s are the same non-labeled cluster.
(2) For arbitrary cluster algebra of rank 2, if for any t, s ∈ T 2 , (f 1;t , . . . , f n;t ) corresponds with (f 1;s , . . . , f n;s ) up to order, then x t and x s are the same non-labeled cluster. Acknowlegdement. The author is grateful to Toshiya Yurikusa for helpful advice about Theorem 1.10. The author also thanks Tomoki Nakanishi for checking the paper.
Proof of Theorem 1.7
In this section, we will prove Theorem 1.7. We start with proving the special case. For any cluster pattern v → Σ v , we fix a seed Σ s such that B s is bipartite. We define the source mutation µ + and the sink mutation µ − as
where ε is the sign induced by the bipartite matrix B s (see (1.18)). The bipartite belt induced by Σ s consists of seeds Σ t satisfying the following condition: there exist a mutation sequence µ consisting of µ + and µ − such that Σ t = µ(Σ s ).
Remark 2.1. The definition of the bipartite belt in this paper is the generalised version of [FZ07, Definition 8.2]. We do not assume that the initial exchange matrix B is bipartite. The bipartite belt in [FZ07] corresponds with that induced by the initial bipartite seed Σ t0 in this paper.
By Remark 1.4, if A is of finite type, A has a seed whose exchange matrix is bipartite. We prove the case that the initial matrix B is bipartite. We prepare two lemmas.
Lemma 2.2 ([FZ07, Corollary 10.10]).
For an arbitrary cluster algebra, if the initial matrix B is bipartite and Σ t belongs to the bipartite belt induced by Σ t0 , then we have (1.17).
Lemma 2.3. For an arbitrary cluster algebra of finite type, we fix any bipartite seed Σ s . Every cluster variable belongs to a seed lying on the bipartite belt induced by Σ s .
Proof. In the case that the initial matrix B is bipartite and the bipartite belt is induced by Σ Proposition 2.4. We fix an arbitrary cluster algebra of finite type whose initial matrix B is bipartite. For any i ∈ {1, . . . , n} and t ∈ T n , we have (1.17).
Proof. By Lemma 2.3, any d-vector belongs to a bipartite belt. By Lemma 2.2, for all i ∈ {1, . . . , n} and t ∈ T n , we have (1.17).
Let us extension Proposition 2.4 to the case that the initial matrix B is non-bipartite. The following lemma makes it possible: . We ready to prove the main theorem in this paper.
Proof of Theorem 1.7. First, we prove (2). Then, B is always bipartite, and all seeds belong to a bipartite belt induced by Σ t0 . Therefore, the statement is followed by Proposition 2.4 immediately.
Second, we prove (1). For an exchange matrix B and any t 0 , if B Proposition 3.6. For an arbitrary cluster algebra of finite type, if a f -vector f is not equal to 0, a cluster variable corresponding to f is uniquely determined. Furthemore, non-initial cluster variables are uniquely determined by their f -vectors.
Proof. We prove the first statement. Let f be f -vector which is not equal to 0. We assume that f is a f -vector associated with both cluster variables x and x . Since all entries of f are non-negative, we have f = d by Theorem 1.7, where d is the d-vector associated with both cluster variables x and x . By Proposition 3.5, we have x = x . Next, we prove the second statement. By Corollary 3.2, non-initial f -vectors are not equal to 0. Therefore by using the first statement, we have the second statement.
While the d-vectors can distinguish the initial clusters, the f -vectors can not. Thus, we can not detect the initial cluster variables included in a cluster by their f -vectors directly. However, using the property of the d-vectors, we can detect it. We ready to prove Theorem 1.10 (1).
Proof of Theorem 1.10 (1). It is sufficient to prove non-labeled cluster are uniquely determined by the set of f -vectors associated with this cluster. By Proposition 3.6, if a f -vector is not equal to 0, the cluster variable corresponding to this f -vector is uniquely determined. If the zero vector is included in the set of f -vectors, we regard non-zero f -vectors as d-vectors by Theorem 1.7 and detect initial d-vectors by Proposition 3.7. By Proposition 3.5, the non-labeled cluster is uniquely determined.
Proof of Theorem 1.10 (2)
We will prove Theorem 1.10 (2). The strategy of the proof is almost the same as Theorem 1.10 (1), but we sometimes use properties of only cluster algebras of rank 2.
For a cluster algebra of rank 2, we can assume that the initial matrix B has the following form without loss of generality:
because when bc ≤ 3, this cluster algebra is of finite type. We name vetices of T 2 by the rules of (1.8) and consider a cluster pattern t n → (x tn , y tn , B tn ). We abbriviate x tn (resp., y tn , B tn , Σ tn ) to x n (resp., y n , B n , Σ n ). We also abbriviate d-vectors, D-matrices, f -vectors, and F -matrices in the same way.
We consider the description of D-matrices in the case of n ≥ 0. First, we have
by direct calculation. By [LLZ14, (1.13)], if n > 0 is even, we can write
and if n > 1 is odd, we can write
where u = bc − 2 and S p (u) are (normalized) Chebyshev polynomials of the second kind, that is, Lemma 4.1. For an arbitrary cluster algebra of rank 2, the initial cluster variables are only belong to Σ 0 or Σ ±1 . Furthermore, every non-initial d-vector is non-negative and is not equal to 0.
Proof. We prove it in the case of n > 0. It suffices to show that for any u ≥ 2 and p ≥ −1, S p (u) ≥ 0 holds and S p (u) = 0 iff p = −1. The general term of S p (u) is By direct calculation, we have S p (u) ≥ 0. Also, S p (u) = 0 holds if and only if p = −1 holds. In the case of n < 0, we can use the result of the case of n > 0 by (4.6).
The following corollary is analogous to Corollary 3.2:
Corollary 4.2. For an arbitrary cluster algebra of rank 2, the f -vector of a cluster variable is equal to 0 if and only if this cluster variable is the initial one.
Proof. We can prove it in the same way as Corollary 3.2. However, we use Lemma 4.1 instead of Lemma 3.1.
The following lemma is analogous to Corollary 3.5:
Lemma 4.3. For an arbitrary cluster algebra of rank 2, every cluster variable is uniquely determined by their d-vector.
Proof. Since d-vectors are independent of the choice of P, we can assume P = {1}. Then, using [LLZ14, (1.15)], we have the expression of cluster variables induced by d-vectors. In particular, every cluster variable is uniquely determined by its d-vector.
The following proposition is analogous to Corollary 3.6:
Proposition 4.4. For an arbitrary cluster algebra of rank 2, if a f -vector f is not equal to 0, a cluster variable corresponding to f is uniquely determined. Furthemore, non-initial cluster variables are uniquely determined by their f -vectors.
Proof. We can prove it in the same way as Corollary 3.6. However, we use Corollary 4.2 and Lemma 4.3 instead of Corollary 3.2 and Corollary 3.5.
The following proposition is analogous to Proposition 3.7. Unlike Proposition 3.7, we do not need to use the duality for D-matrices. 
