Abstract---Rough set theory (RST) is a mathematical tool to deal with the analysis of vagueness. It is used in machine learning particularly in the areas of knowledge discovery, artificial intelligence, inductive reasoning and decision support systems. Feature selection (FS) is a process of identifying optimal attributes. Many feature selection methods have been developed and are reviewed critically in this paper, with particular emphasis on their current limitations. The applications of rough set theory are presented. The major challenges of rough set-based feature selection are having a constraint that all the data should be discrete.
I. INTRODUCTION
Many problems in machine learning involve high dimensional descriptions of input features. It is therefore not surprising that much research has been carried out on dimensionality reduction [68, 38, 49, 21, 53] .
Vagueness arises due to a lack of sharp distinctions or boundaries in the data itself. This is typical of human communication and reasoning. Rough sets can be said to model ambiguity resulting from a lack of information through set approximations.
II. ROUGH SELECTION
Rough set theory [1, 12, 23, 64, 35 ] is a conventional set theory that supports approximations in decision making. It possesses many features in common (to a certain extent) with the Dempster-Shafer theory of evidence [2] and fuzzy set theory [10, 50] . The rough set itself is the approximation of a vague concept (set) by a pair of precise concepts, called lower and upper approximations, which are a classification of the domain of interest into disjoint categories. The lower approximation is a description of the domain objects which are known with certainty to belong to the subset of interest, whereas the upper approximation is a description of the objects which possibly belong to the subset.
Central to rough set theory is the concept of indiscernibility. An information system ), having a finite object set non-empty set (the universe of discourse) and is a non-empty finite set of attributes such that for every . is the set of values that attribute.
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A. Indiscernibility For any
there is an associated equivalence relation
) then are indiscernible by attributes from P. The equivalence classes of the Pindiscernibility relation are denoted[ ] .
B. Lower and Upper Approximations
Let is subset of , it is approximated using only the data contained within P by constructing the P-lower and P-upper approximations of X:
〉 that is called a rough set consider the approximation of concept.
C.
Positive, Negative and Boundary Regions Let P and Q be equivalence relations over , then the positive, negative and boundary regions are defined by:
D. Feature Dependency and Significance

For
, it can be said that Q depends on P in a degree k (where [ ]) denoted P ⇒k Q, if:
is the positive region of the partition of the universe with respect to P (i.e. the set of all elements that can be classified uniquely into sets of the partition ⁄ in terms of P). If , Q is completely dependent on P, Q is partially dependent (to a degree -k) on P.
Accuracy of approximation coefficient can be defined by rough set of vagueness in numerical terms , is crisp with respect to I (the concept is precise with respect to I), and otherwise, if ) , X is rough with respect to I (the concept X is vague with respect to I).
III. REDUCTION METHOD
A reduct is defined as a subset of minimal cardinality R of the conditional attribute set C such that for a given set of attributes D, ) ) .R is a minimal subset
) for all . This means that no attributes without affecting the dependency degree.
The QUICKREDUCT algorithm (adapted from [3] attempts to calculate a reduct without exhaustively generating all possible subsets. The extensions of reducts can be REVERSEREDUCT, which employs backward e elimination of attributes. Variable precision rough sets (VPRS) [4] extended rough set theory by the relaxation of the subset operator. Their emphases is on recognizing data patterns which represent statistical trends but not functional. The objective of VPRS is to classify the objects based on small error rate when compared with predefined level.
Reducts generated from an information system are sensitive to changes in the system. This can be seen by removing a randomly chosen set of objects from the original object set. Those reducts frequently occurring in random subtables can be considered to be stable; it is these reducts that are encompassed by dynamic reducts [5] . Relative Dependency Method is a feature selection method which is based on an alternative dependency measure is presented. The proposed technique facilitates computation of discernibility functions or positive regions with reduced cost without optimizations.
Tolerance-Based Method is another way of attempting to handle imprecision is to introduce a measure of similarity of attribute values and define the lower and upper approximation based on these similarity measures. 
IV. ROUGH SET THEORY EXTENSIONS
The conceptual simplicity of the rough set approach is undoubtedly one of the main reasons for its success. The tolerance rough set model (TRSM)] [29] can be useful for application to real-valued data. TRSM employs a similarity relation to minimize data as opposed to the indiscernibility relation used in classical rough-sets. The variable precision rough sets (VPRS) approach [37] extends rough set theory by relaxing the subset operator. It was originally proposed in order to analyze and identify data patterns which represent statistical trends rather than those which are functional. The Dominance-based Rough Set Approach (DRSA) [30] is an extension of RST for multi-criteria decision analysis. In contrast to traditional RST, DRSA employs a dominance relation instead of an equivalence relation. This allows DRSA to deal with the inconsistencies which are typical of criteria and reference-ordered decision classes. In VQRS, it is implicitly assumed that the approximations are fuzzy sets, i.e. mapped from X to [0, 1] , that evaluate the degree to which the associated condition is fulfilled. Fig. 1 Rough set theory extensions V. APPLICATIONS Rough set theory has been applied successfully almost in all the areas. One of the major limitations of the traditional rough set model in the real applications is the inefficiency in the computation of core attributes and the generation of reducts. In order to improve the efficiency of computing core attributes and reducts, many novel approaches have been developed. This section shows the various applications for feature selection and classification. These applications are summarized in Table II. 
VI. CONCLUSION
Feature selection is a dynamic field closely connected to data mining and other data processing techniques. This paper attempts to survey this fast developing field, show some effective applications, and point out interesting trends and challenges. Research is required to overcome imitations imposed when it is costly to visit large data sets multiple times or access instances at random as in data streams. In future work ,we use Big Data is becoming the new Final Frontier for scientific data research and for business applications in rough set analysis.
