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Abstract
We introduce LogLatt, an efficient Matlabr library for the calculus and oper-
ations between functions on multi-dimensional lattices of logarithmically distributed
nodes in Fourier space. The computational applicabilities are available in one, two
and three dimensions and include common differential operators, norms and functional
products, which are local convolutions in Fourier space. All operations are encoded
as Matlab function handles, so their implementations result in elegant and intuitive
scripts. Particularly, when applied to dynamics, governing equations may be coded ex-
actly as they are mathematically written. Codes and results for some problems of fluid
flow are given as examples of implementation. We expect that this library will serve
as an efficient and accessible computational tool in the study of logarithmic models for
nonlinear differential equations.
1 Introduction
Many problems in nonlinear science are related to the spontaneous development of small-
scale structures. This is the case of several open questions in Fluid Dynamics, such as the
global regularity of the Navier-Stokes equations [6], the formation of singularities in ideal
flow [8] and the statistical description of intermittent turbulence [7]. In most cases, their
multi-scale nature is inaccessible to the resolution of current computational techniques. As an
alternative method, we proposed to simulate the governing equations on multi-dimensional
lattices of logarithmically distributed nodes in Fourier space [3]. A special calculus was
designed for this domain [4], so that the equations of motion preserve their exact form and
retain most of the properties of the original systems, like the symmetry groups and conserved
quantities. Their strong reduction in degrees of freedom allows the simplified models to
be easily simulated on a computer within a surprisingly large spatial range. This general
technique was successfully applied to important problems in Fluid Dynamics, such as the
blowup and shock solutions in the Burgers equation [1], the chaotic blowup in ideal flow [3],
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and the Navier-Stokes turbulence [4], and it is ready-to-use on any differential equation
with quadratic nonlinearity. However, some special operations on logarithmic lattices may
result in nontrivial computational implementations. For example, the main operation is the
functional product, which is a convolution in Fourier space. The geometry of the lattice
turns this product into an unconventional discrete convolution coupling specific local triads,
determined by the lattice spacing factor. Therefore, its numerical computation requires a
prior complicated classification of interacting triads on the lattice.
In this paper, we introduce LogLatt, an efficient Matlabr library for the numeri-
cal calculus and operations between functions on multi-dimensional logarithmic lattices in
Fourier space. It is freely available for noncommercial use inMatlab Central File Exchange
at [2]. The computational applicabilities are available for one-, two- and three-dimensional
lattices and include usual differential operators from vector calculus, norms and the afore-
mentioned functional products. The operations are encoded as Matlab function handles,
so their implementations provide elegant and intuitive scripts. When applied to partial dif-
ferential equations, the models may be coded exactly as they are mathematically written.
We expect that this library will make the computational calculus on logarithmic lattices
accessible in an efficient framework for the study of nonlinear equations.
This paper is divided as follows. In Section 2 we briefly review the calculus on logarithmic
lattices developed in [4]. We describe the library, its implementation and computational cost
in Section 3 and apply it to some problems of fluid flow in Section 4. We end with conclusions.
2 Calculus on logarithmic lattices
Given a number λ > 1, the one-dimensional logarithmic lattice of spacing λ is the set
Λ = {±λn}n∈Z, (1)
consisting of positive and negative integer powers of λ. This set is scale invariant, i.e., Λ = kΛ
for every k ∈ Λ. In practice, we truncate the infinite sequence (1) and employ only a finite
number of points
Λ = {±λ−(M−1), . . . ,±λ−2,±λ−1,±1,±λ,±λ2, . . . ,±λN−1}, (2)
which recover the original set by considering the limit M,N → ∞. All operations and
properties presented below equally apply to the infinite (1) or the truncated (2) lattices.
The d-dimensional logarithmic lattice of spacing λ is given by the Cartesian power Λd, i.e.,
k = (k1, . . . , kd) ∈ Λd if each component kj ∈ Λ – see Fig. 1 for examples of two-dimensional
lattices.
We consider complex valued functions f(k) ∈ C on the logarithmic lattice, with k ∈ Λd
interpreted as a wave vector in Fourier space. Motivated by the property of the Fourier
transform of a real-valued function, we impose the reality condition
f(−k) = f(k), (3)
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Figure 1: Triad interactions on two-dimensional logarithmic lattices of different spacings:
(a) λ = 2; (b) λ = ϕ ≈ 1.618, the golden mean; (c) λ = σ ≈ 1.325, the plastic number. The
red node k can be decomposed into sums k = p + q where all possible nodes p and q are
indicated by the blue lines. All figures are given in the same scale. From (a) to (c), both
the density of nodes and the number of triads per each node increase.
where the overline is the complex conjugation. Therefore, functions f(k) mimic the Fourier
transform of real-valued functions and they possess a natural structure of linear space upon
real scalars. Given two functions f and g, one defines the inner product as
(f, g) =
∑
k∈Λd
f(k)g(k), (4)
which is real valued because of reality condition (3), and the induced `2 norm
||f || = (f, f)1/2 =
(∑
k∈Λd
|f(k)|2
)1/2
. (5)
Differentiation on the lattice is introduced as follows. Since we are working in Fourier
representation, the partial derivative ∂j in the j-th direction is given by the Fourier factor
∂jf(k) = ikjf(k), (6)
where i is the imaginary unit. Higher order derivatives are powers of Fourier factors and
common differential operators are naturally obtained from definition (6), e.g., the gradient
grad f(k) = (∂1f, . . . , ∂df) = i(k1f, . . . , kdf) and the laplacian ∆f(k) = (∂21 + · · ·+ ∂2d)f =
−|k|2f . The divergence div u and the rotational rot u are defined in the same manner
for vector fields u(k) ∈ Cd on the lattice k ∈ Λd. This notion of differentiability on the
lattice retains most properties of calculus, like integration by parts (∂jf, g) = −(f, ∂jg),
j = 1, . . . , d, and many vector calculus identities, such as div grad = ∆, div rot = 0 and
rot grad = 0.
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Next we define the product of two functions on the logarithmic lattice. Since the Fourier
transform of products are convolutions, we define the product of f and g as the discrete
convolution
(f ∗ g)(k) =
∑
p+q=k
p,q∈Λd
f(p)g(q), k ∈ Λd, (7)
coupling triads k = p + q on the lattice k,p,q ∈ Λd. Operation (7) satisfies the following
properties:
(P.1) (Reality condition) (f ∗ g)(−k) = (f ∗ g)(k);
(P.2) (Bilinearity) (f + γg) ∗ h = f ∗ h+ γ(g ∗ h), for any γ ∈ R;
(P.3) (Commutativity) f ∗ g = g ∗ f ;
(P.4) (Associativity in average) (f ∗ g, h) = (f, g ∗ h), with respect to inner product (4);
(P.5) (Translation invariance) τξ(f ∗ g) = τξf ∗ τξg, where τξf(k) = e−ik·ξf(k) mimics the
physical-space translation (in Fourier representation) by any vector ξ ∈ Rd;
(P.6) (Isotropy and parity) (f ∗ g) ◦R = (f ◦R) ∗ (g ◦R), where we denoted (f ◦ R)(k) =
f(Rk) and R ∈ Oh is any element of the group of cube symmetries; cf. [9, Sec. 93] –
it includes all transformations (k1, . . . , kd) 7→ (±kα1 , . . . ,±kαd), where (α1, . . . , αd) are
permutations of (1, . . . , d);
(P.7) (Leibniz rule) ∂j(f ∗ g) = ∂jf ∗ g + f ∗ ∂jg, for j = 1, . . . , d.
On the infinite lattice (1), product (7) also satisfies
(P.8) (Scaling invariance) δλ(f ∗ g) = δλf ∗ δλg, where we denoted δλf(k) = f(λk), the
rescaling of f by the lattice spacing λ,
which can be recovered in truncated lattices (2) by considering zero padding of the functions
at the excluded points.
Properties (P.1)–(P.8) mimic as much as possible the usual properties of a convolution in
Fourier space. We remark that operation (7) is not associative, i.e., (f ∗g)∗h 6= f ∗(g∗h) for
general f, g and h. Nevertheless, associativity in average (P.4) is valid, which is sufficient
for many applications in equations with quadratic nonlinearity, e.g., incompressible Fluid
Dynamics.
However, product (7) is nontrivial only for certain spacings λ. In fact, logarithmic lattices
are not closed under addition as p + q /∈ Λd for general p,q ∈ Λd, so the existence and
classification of triads k = p+q is subordinated to the choice of λ. Triads on d-dimensional
logarithmic lattices are combinations of one-dimensional triads, component by component;
because of scale invariance of the lattice, it suffices to classify the triads at the unity 1 = p+q,
with p, q ∈ Λ. The following are three lattices and their triads:
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(a)
i 1 2 3
pi 2 −1 1/2
qi −1 2 1/2
(b)
i 1 2 3 4 5 6
pi λ
b −λa λb−a −λ−a λ−b λa−b
qi −λa λb −λ−a λb−a λa−b λ−b
(c)
i 1 2 3 4 5 6 7 8 9 10 11 12
pi σ
3 −σ σ2 −σ−1 σ−3 σ−2 σ5 −σ4 σ −σ−4 σ−5 σ−1
qi −σ σ3 −σ−1 σ2 σ−2 σ−3 −σ4 σ5 −σ−4 σ σ−1 σ−5
Table 1: Triads at the unity 1 = pi+qi for different lattice spacings: (a) λ = 2; (b) λ satisfies
1 = λb−λa for integers 0 ≤ a < b. For example, λ is the golden mean ϕ for a = 1 and b = 2;
(c) λ = σ, the plastic number.
(L.1) (dyadic) λ = 2, and all triads at the unity are given in Tab. 1(a);
(L.2) (golden mean) λ = ϕ, where ϕ = (1+
√
5)/2 ≈ 1.618 is the golden mean, and all triads
at the unity are given in Tab. 1(b) for a = 1 and b = 2;
(L.3) (plastic number) λ = σ, where σ = ( 3
√
9 +
√
69 +
3
√
9−√69)/ 3√18 ≈ 1.325 is the
plastic number, and all triads at the unity are given in Tab. 1(c).
These and other lattices with triads may be obtained also from
(L.4) (integers 0 ≤ a < b) λ satisfies 1 = λb − λa, where 0 ≤ a < b are some integers, and
triads at the unity are given in Tab. 1(b).
See Fig. 1 for the two-dimensional lattices (L.1)–(L.3) and their triads. From(L.1) to (L.3),
both the density of nodes and the number of triads per each node increase, thus providing
finer resolution. In effect, we have shown that these are all possible lattices important for
applications – consult [4] for the precise statement and its proof.
We say that the lattice is nondegenerate if every two nodes interact though a finite se-
quence of triads. In this case, product (7) cannot be decomposed into sums of non-interacting
nodes, which would decouple the dynamics into isolated subsystems. Lattices (L.1)–(L.3)
are nondegenerate, while (L.4) is nondegenerate only if (a, b) are mutually prime integers.
3 Computational library
We turn now to the numerical implementation of operations described in the previous section.
Since only a finite number of points can be represented on computer’s memory, all routines
are developed upon the truncated lattice
Λ = {±1,±λ,±λ2, . . . ,±λN−1} (8)
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with N points in each direction. Then, lattice Λd mimics the d-dimensional Fourier space
of a system with largest integral scale L ∼ 2pi corresponding to |k| ∼ 1 and finest scale `
defined by N as ` ∼ 2pi/λN−1. Finer resolutions may be accessed by increasing N .
This section is subdivided as follows. LogLatt is composed by distinct routines for each
of the spatial dimensions. We first present the simpler one-dimensional case in Section 3.1
to next extend it to two and three dimensions in Section 3.2. Here the focus is to describe
the applicabilities of the library and how to implement each operation. Lastly, we discuss
in Section 3.3 the computational efficiency of the products, the most expensive operation of
the library.
3.1 One-dimensional lattices
In one-dimensional space, the logarithmic lattice is simply the set (8). Because of reality
condition (3), we don’t need to carry negative lattice points on the memory. Therefore,
functions f(k) ∈ C on the lattice k ∈ Λ are represented by complex valued arrays f of size
N × 1.
All applicabilities in the one-dimensional case are encoded in the m-file LogLatt1D.m.
This routine should be called by specifying the lattice, i.e., the number of points N and the
lattice spacing λ. This can be done in three different forms of input:
(I.1) (N) If only the numberN of nodes is input, the lattice spacing is the golden mean (L.2),
by default;
(I.2) (N,str) The usual lattice spacings (L.1), (L.2) and (L.3) may be input as strings
str = 'dyadic', 'golden' and 'plastic', respectively;
(I.3) (N,a,b) Lattice (L.4) may be introduced through the integers 0 ≤ a < b.
Henceforward, we adopt input (I.2) whenever the function needs the lattice to be specified.
The operations and the lattice itself are obtained through the command [product,l2norm,
l2inner,sup,dx,lapl,K] = LogLatt1D(N,str). We describe now each of the outputs.
K is an N × 1 array containing the lattice points (1, λ, λ2, . . . , λN−1). The remaining
outputs are function handles for the operations on lattice functions: given two functions f
and g, encoded as N × 1 arrays f and g, l2inner(f,g) returns their inner product (4);
l2norm(f) and sup(f) give the `2 norm (5) and the maximum absolute value maxk∈Λ |f(k)|
of f ; dx(f) computes the function ∂xf , which is the spatial derivative of f given by the
Fourier factor (6); lapl(f) is the laplacian of f , which in one-dimensional space is simply
the second-order spatial derivative ∂2xf ; finally, product(f,g) gives the product function
f ∗ g, i.e., the convolution on the lattice (7). A practical example of implementation will be
given in Section 4.1, where the operations from LogLatt1D.m are applied in the study of the
one-dimensional Burgers equation.
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3.2 Two- and three-dimensional lattices
We describe in details the two-dimensional case only, which, except for minor changes enu-
merated at the end of this section, has the same form of implementation and applicabilities
for three-dimensional lattices.
Two dimensions. Functions on two-dimensional logarithmic lattices are computation-
ally represented by matrices. Because of reality condition (3), it is sufficient to keep only the
first two quadrants of Fourier space, so scalar functions f are encoded as complex matrices
f of size N ×N × 2, where f(m,n,q) returns the value f(km,n,q) with
km,n,q =
{
( λm−1, λn−1) if q = 1 (1st quadrant),
(−λm−1, λn−1) if q = 2 (2nd quadrant). (9)
Vector fields receive an additional input at the end, which designates the component, and
thus become of size N ×N × 2× 2.
The applicabilities for two-dimensional lattices are split into four routines: LogLatt2D.m,
for the geometry of the lattice; LogLatt2D_diff.m, for the two-dimensional differential op-
erators; LogLatt2D_norms.m, for the norms; and LogLatt2D_product.m, for the functional
product. Except for the norms routine, which receives no inputs, all of them are called by
specifying the lattice in one of the three ways (I.1)–(I.3) above. We describe their outputs
in details now.
The lattice itself is obtained by the command [Kx,Ky,Knorm] = LogLatt2D(N,str): Kx
and Ky are the x and y coordinates of each point from the lattice; Knorm is their Euclidean
norm. They are N × N × 2 matrices and their entries follow the same enumeration (9) as
described above for scalar functions.
For the two-dimensional lattice, several differential operators from vector calculus are
available as function handles through the command [dx,dy,lapl,lapl_,grad,div,rot,
rot_] = LogLatt2D_diff(N,str): given a scalar function f encoded as the matrix f, dx(f)
and dy(f) are the partial derivatives ∂xf and ∂yf ; lapl(f) and lapl_(f) are the laplacian
operator ∆f(k) = −|k|2f(k) and its inverse ∆−1f(k) = −|k|−2f(k), which is well-defined
on the lattice (8); grad(f) computes the gradient grad f = (∂xf, ∂yf); given a vector field
u = (ux, uy) represented by the matrix u, div(u) calculates its divergence div u = ∂xux+∂yuy
and rot(u) its scalar rotational rot u = ∂xuy − ∂yux, i.e., the z-component of the full
rotational vector; rot_ is the inverse of rotational in the space of solenoidal vector fields;
more precisely, it receives a scalar function f and computes an incompressible vector field u
satisfying rot u = f , explicitly given by u = −∆−1(∂yf,−∂xf).
The norms are initialized by [l2norm,l2inner,sup] = LogLatt2D_norms, with no in-
puts. They are implemented as was described in the one-dimensional case and operate
equally on scalar functions and vector fields.
Finally, product (7) is obtained from product = LogLatt2D_product(N,str) and oper-
ates on scalar functions only.
Three dimensions. Here we limit ourselves to highlight the differences between the
three- and two-dimensional routines. Because of reality condition (3), we only represent
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the four octants with z > 0 in the three-dimensional space. Extending the two-dimensional
enumeration (9), scalar functions f are encoded as complex matrices f of size N×N×N×4,
where f(m,n,p,q) returns the value f(km,n,p,q) with
km,n,p,q =

( λm−1, λn−1, λp−1) if q = 1 (1st octant),
(−λm−1, λn−1, λp−1) if q = 2 (2nd octant),
(−λm−1,−λn−1, λp−1) if q = 3 (3rd octant),
( λm−1,−λn−1, λp−1) if q = 4 (4th octant).
(10)
Vector fields receive an additional entry in the end indicating the component, and thus
become of size N ×N ×N × 4× 3. Routines for geometry and differential operators output
the additional z-component of the lattice Kz and the partial derivative in the z-direction dz.
The rotational rot gives the full vector field rot u = (∂yuz − ∂zuy, ∂zux− ∂xuz, ∂xuy − ∂yux)
and its inverse in the space of solenoidal fields rot_ receives a vector field u and computes
the incompressible vector field v satisfying rot v = u, explicitly given by v = −∆−1rot u.
In Section 4.2, we show how to apply the two-dimensional library to solve the incom-
pressible Euler equations on the two-dimensional lattice.
3.3 Computational cost
Computationally, the most expensive operation on the logarithmic lattice is the unconven-
tional convolution (7), which couples local triads in Fourier space. When applied to nonlinear
differential equations, the many executions of such products may take a substantial parcel of
the computational cost. Aiming to reduce the execution time, LogLatt adopts the follow-
ing coding strategy. When initialized, the product routine locates and stores all interacting
triads into an array mask, which is efficiently used each time the product is invoked. This
strategy reduces the time spent on the computation of each convolution, at the cost of, first
and only once, classifying and storing in memory all triads in the lattice. In two and three
dimensions, this is done by an external C routine, called by Matlab through a mex-file,
which, for larger amounts of storage, proved to be more efficient than solely the Matlab
computation. The one-dimesional case, instead, benefits from Matlab’s multithreading.
Fig. 2 summarizes the computational cost of library LogLatt and how this cost grows
with the number of points N , in one-, two- and three-dimensional lattices; here, the spacing
λ is the golden mean (L.2). Efficiency is estimated up to N = 60, which in Fourier space
covers a spatial range kmax = ϕ60 ≈ 1012. The CPU time of execution is measured in seconds
and all runs were performed in Matlab R2016b on a Macr with Intelr Core i5 CPU 1.8
GHz 8 GB RAM.
Figs. 2(a,b) show the computational cost, in CPU time and memory occupied, for the
initialization of the products. The three-dimensional lattice with best resolution (N = 60)
takes around a couple of minutes to initialize and occupies 1 GB in memory. In turn,
one- and two-dimensional products are initialized within less than a second and take no
8
Figure 2: Computational cost of CPU time, in seconds, and memory usage, in MegaBytes, of
the product routines with respect to the number of node points N , for one-, two- and three-
dimensional lattices with golden mean spacing (L.2): (a) time for initialization of product
routines; (b) memory occupied by the product function handle; (c) time of computation
for one product (7). Dashed lines indicating growths ∝ Nd for d = 2, 3 are plotted for
comparison. All figures are in log-scale.
more than 2 MB in memory. We recall that the products need to be initialized only once
before computations and have the alternative of being saved as mat-files and quickly loaded
whenever needed. The expense of this initialization is rewarded in the reduced CPU time
for a single convolution, as shown in Fig. 2(c), where, even in the higher three-dimensional
resolution, the operation takes not even two seconds to be fully executed. Differently from a
full convolution, the local convolution (7) in the d-dimensional lattice has complexity O(Nd).
This is readily confirmed by the measured time of computation in Fig. 2(c), except for the
one-dimensional case, which is coded using a different strategy as said above and benefits
from Matlab’s multithreading.
4 Applications to Fluid Dynamics
The library LogLatt has been already applied to several important problems in Fluid
Dynamics: blowup and shock solutions in the one-dimensional Burgers equation [1], the
chaotic blowup scenario in the three-dimensional incompressible Euler equations [3, 4], and
turbulence in the three-dimensional incompressible Navier-Stokes equations [4]. A possible
extension to isentropic compressible flow [4] was also considered. Here we show how to
implement the library applicabilities on two classical equations, in order to validate the
library and attest its efficiency.
In Section 4.1 we show how the one-dimensional Burgers equation may be solved using
our library and recover some classical results for the dyadic shell model. In Section 4.2 we
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sketch how more complicated multi-dimensional systems may be coded by considering the
two-dimensional incompressible Euler equations. Here, post-processing of the solution is
presented and conservation laws are verified.
4.1 One-dimensional Burgers equation
The forced Burgers equation on the one-dimensional logarithmic lattice (8) is given by
∂tu+ u ∗ ∂xu = ν∂2xu+ f, (11)
where u(k, t) represents the velocity modes on the lattice k ∈ Λ at time t ∈ R, ν ≥ 0 is the
viscosity and f(k, t) is an external force. All functions are supposed to satisfy the reality
condition (3).
Model (11) on the lattice retains many properties of the original model, like the symme-
tries of time and space translations t 7→ t+t0 and u(k) 7→ e−ikξu(k) for any t0, ξ ∈ R. Inviscid
(ν = 0) and unforced (f = 0) regular solutions also conserve the energy E(t) = 1
2
||u||2, for
the `2 norm (5), and the third-order moment H(t) = (u∗u, u), which is well-defined because
of associativity in average of the product (P.4) and may be related to a Hamiltonian struc-
ture in some shell models [10]. All of these properties can be proved using the operations on
the lattice – see [1] for details.
When considering purely imaginary solutions, the Burgers equation (11) on the dyadic
lattice (L.1) can be reduced to the Desnyansky-Novikov shell model of turbulence [5], also
called the dyadic shell model – consult [4] for the detailed deduction. Introducing a constant-
in-time force
f = iδ1, (12)
where δ1(1) = 1 and δ1(k) = 0 for k 6= 1, this model is well-known for blowing up when
ν = 0 and to recover assymptotically the fixed-point solution u(k) = ik−1/3 in the inviscid
regularization ν → 0, a behavior which was related to the development of shock solutions in
the original Burgers equation [11].
The m-file Burgers1D.m in Listing 1 solves the Burgers equation (11), with the con-
stant forcing (12) and zero initial condition, on the one-dimensional dyadic logarithmic lat-
tice (L.1). We fix N = 20 points in the lattice, which covers a spatial range kmax = 220 ≈ 106.
% Burgers1D.m Solver for Burgers' equation on the one−dimensional logarithmic lattice
N = 20; % number of lattice nodes
[product,l2norm,l2inner,sup,dx,lapl,K] = LogLatt1D(N,'dyadic'); % preamble
nu = 1e−2; % viscosity
f = zeros(N,1); f(1) = 1j; % constant in time force
dudt = @(t,u) −product(u,dx(u)) + nu*lapl(u) + f; % Burgers' equation
uinit = zeros(N,1); % initial condition
T = 5; % time of integration
[t,u] = ode15s(dudt,[0 T],uinit); % solver
Listing 1: m-file Burgers1D.m
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Figure 3: Solutions of the Burgers equation on the one-dimensional dyadic logarithmic lat-
tice (L.1), with the constant forcing (12) and zero intial condition: (a) and (b) show the time
evolution of lattice variables |u(k)|, at several points k, for viscosities ν = 10−2 and 10−6,
respectively; colors change from blue to red by increasing |k|; (c) solution spectrum |u(k)|, in
log-scales, at the final instant t = 5 for different viscosities ν = 10−2, 10−3, 10−4, 10−5, 10−6.
The functionalities of the library are initialized through LogLatt1D.m in the preamble, which
is called as in (I.2). The viscosity nu and the force f are defined in the usual way. Us-
ing the product and dx function handles, the time variation in the Burgers equation is
written, as a function of the time t and the velocity u, in the very intuitive way dudt =
@(t,u) −product(u,dx(u))+nu*lapl(u)+f. For simplicity, we use the Matlab native
ODE solver ode15s, a variable-step, variable-order solver for stiff equations based on the
numerical differentiation formulas of orders 1 to 5 – consult [12] for details. Burgers1D.m
returns the solution u at time instants t after around 0.06 second of CPU time.
Figs. 3(a,b) show the time evolution of velocities |u(k)| at several lattice points k for
viscosities ν = 10−2 and 10−6, respectively. These graphs are generated by the command
plot(t,abs(u)). We observe an abrupt growth of the velocities around the inviscid blowup
time tb ≈ 2.13, which gets more pronounced for smaller viscosities. The viscous solution
can be extended beyond the blowup time and develops an assymptotic power-law scaling
|u(k)| ∼ k−1/3 as the dissipation range is shifted towards larger k in the inviscid limit ν → 0.
This dynamics is better visualized by plotting, in log-scales, the solution spectrum at the
final instant of time through the command loglog(K,abs(u(end,:))) and is readily verified
in Fig. 3(c).
4.2 Two-dimensional incompressible Euler equations
We present now the application of LogLatt to the incompressible Euler equations on the
two-dimensional logarithmic lattice Λ2. As usual in Direct Numerical Simulations (DNS),
we solve the Euler equations on the lattice in vorticity formulation
∂tω + ux ∗ ∂xω + uy ∗ ∂yω = 0, (13)
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% Euler2D.m Solver for the incomp. Euler equations on a two−dimensional logarithmic lattice
N = 20; % number of points in each direction
product = LogLatt2D_product(N,'golden'); % product on the logarithmic lattice
[dx,dy,lapl,lapl_,grad,div,rot,rot_] = LogLatt2D_diff(N,'golden'); % differential operators
array2mat = @(w) reshape(w,[N,N,2]); % adjust data from array to matrix
mat2array = @(w) reshape(w,[2*N^2,1]); % adjust data from matrix to array
dwdt = @(t,w) RHS(w,product,dx,dy,rot_,array2mat,mat2array); % Euler equations
winit = zeros(N,N,2); % initial condition
randn('state',100); % set the state of randn
winit(2:4,2:4,:) = randn(3,3,2) + 1j*randn(3,3,2); % random initial condition
winit = mat2array(winit); % adjust data of initial condition
T = 10; % time of integration
[t,w] = ode15s(dwdt,[0 T],winit); % solver
w = reshape(w,[length(t),N,N,2]); % adjust array size
% RHS.m Right−hand−side of the two−dimensional incomp. Euler equations
function dwdt = RHS(w,product,dx,dy,rot_,array2mat,mat2array)
w = array2mat(w); % adjust data from array to matrix
u = rot_(w); % compute velocities from vorticity
ux = u(:,:,:,1); % x velocity
uy = u(:,:,:,2); % y velocity
dwdt = −product(ux,dx(w)) − product(uy,dy(w)); % Euler equations
dwdt = mat2array(dwdt); % adjust data from matrix to array
end
Listing 2: m-file Euler2D.m.
where ω(k, t) ∈ C represents the scalar vorticity and u(k, t) = (ux, uy) ∈ C2 the incompress-
ible velocity field on the lattice k ∈ Λ2, both satisfying the reality condition (3). The velocity
is computed from the vorticity by the two-dimensional Biot-Savart law on the lattice
u = rot−1 ω = −∆−1(∂yω,−∂xω). (14)
Observe that u obtained from formula (14) is always a solenoidal vector field, i.e., div u = 0.
The Euler equations on the lattice keep many properties of the original model. These
include not only incompressibility and a similar group of symmetries, but also finer properties
of ideal flow, like Kelvin’s Theorem [4] and, in the three-dimensional case, correlation of
solutions with DNS results [3]. Particularly, the two-dimensional model (13)-(14) conserves
in time the energy
E(t) =
1
2
||u||2, (15)
and the enstrophy
Ω(t) =
1
2
||ω||2, (16)
where || · || is the `2 norm (5).
The m-file Euler2D.m in Listing 2 solves the incompressible Euler equations in vorticity
formulation on the two-dimensional lattice of golden mean spacing (L.2). We set the number
of points N = 20 in each direction, which provides a spatial range of kmax = ϕ20 ≈ 104.
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Figure 4: Solution of the incompressible Euler equations on the two-dimensional logarithmic
lattice with golden mean spacing (L.2): (a) time evolution of scalar vorticities |ω(k)| at
different points k; colors change from blue to red by increasing |k|; (b) time evolution of the
energy (15); (c) time evolution of the enstrophy (16).
The LogLatt applicabilities used in this routine are the product and some differential
operators, initialized in the preamble from LogLatt2D_product.m and LogLatt2D_diff.m,
both called as in (I.2). Here, the Euler equations are encoded in the nested function RHS. The
velocity components ux and uy are computed from the scalar vorticity w by the Biot-Savart
law (14) through the inverse rotational operator rot_. Vorticity equation (13) is written in
the very clear way dwdt = −product(ux,dx(w))−product(uy,dy(w)). We employ again
the ode15s solver, which operates on column arrays only. The functions array2mat and
mat2array defined on the preamble are responsible for reshaping column arrays to matrices
and vice-versa. We initialize the flow with random complex vorticities at large scales. In
order to make experiments repeatable, we fix the initial state of the random number generator
with the command randn('state',100). Euler2D.m runs within approximately 6 seconds.
Fig. 4(a) shows the time evolution of vorticities |ω(k)| at different lattice points k. The
chaotic Euler dynamics of individual lattice variables contrasts with the ordered layered
behavior of Burgers velocities in Fig. 3(a,b). Using the l2norm function handle output from
LogLatt2D_norms.m, we compute the energy (15) and the enstrophy (16) at each time step
with the sample code in Listing 3.
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[l2norm,l2inner,sup] = LogLatt2D_norms; % norms
E = zeros(size(t)); % energy
Z = zeros(size(t)); % enstrophy
for jj = 1:length(t)
ww = w(jj,:,:,:); % vorticity at step jj
ww = reshape(ww,[N,N,2]); % remove residual dimension of length 1
u = rot_(ww); % velocity at step jj
E(jj) = .5*l2norm(u)^2; % energy computation
Z(jj) = .5*l2norm(ww)^2; % enstrophy computation
end
Listing 3: A sample code for the computation of energy and enstrophy from the solution w
at t from Euler2D.m.
Figs. 4(b,c) display constant values of energy and enstrophy along time, and thus attest
the conservation laws for the Euler equations.
5 Conclusions
We introduced LogLatt, a Matlab library for the computational calculus on logarithmic
lattices. The applicabilities are split into several modules for one, two and three dimensions
and comprise common differential operators from vector calculus, norms and the functional
product, which is a local convolution on the lattice. These functionalities are available for
all possible lattice spacings classified in [4] and are encoded as Matlab function handles, so
their implementations result in elegant and intuitive scripts. The operations are accurately
executed within a small time of computation. We validated the library by recovering classical
dynamical results of the Burgers equation on the dyadic logarithmic lattice and through the
verification of some conservation laws in the two-dimensional incompressible Euler equations.
Using LogLatt, these equations may be solved in a few simple lines of code within seconds
of computation and their solutions still cover a large spatial range, possibly inaccessible to
the current Direct Numerical Simulations. LogLatt is freely available for noncommercial
use in Matlab Central File Exchange [2] and is readily applicable in the study of any
differential equation with quadratic nonlinearity.
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