Actuators employing ferroelectric or ferromagnetic compounds are solid-state, efficient, and compact making them well-suited for aerospace, aeronautic, industrial and military applications. However, they also exhibit frequency, stress and thermally-dependent hysteresis and constitutive nonlinearities which must be incorporated in models for accurate device characterization and control design. A critical step in the use of these models is the estimation or re-estimation of parameters in a manner that is both efficient and robust. In this presentation, we discuss techniques to estimate densities in the homogenized energy model based on Galerkin expansions using physically motivated basis functions. The yields highly tractable optimization algorithms in which initial parameter estimates can be obtained from measured properties of the data. The efficiency and accuracy of the models and estimation algorithms are validated with experimental data.
INTRODUCTION
Ferroelectric compounds, such as PZT (Lead Zirconate Titanate, PbTiO 3 ), convert field energy to mechanical energy via the reorientation of specific molecules during polarization and can consequently be employed for actuation purposes. A second attribute of these materials is the conversion of mechanical to field energies enabling these materials to be used as sensors. The actuation and sensing properties of these materials may be used in tandem to create self-sensing actuators.
PZT is well-studied and widely employed for military and industrial use. DARPA has field-tested the equipment of infantry soldiers with boots and uniforms containing PZT plates and filaments which produce charges based upon mechanical deformations resulting in the continual recharging of field-pack batteries [1] . Industrial applications most commonly use the actuation properties of ferroelectric compounds. Figure 1 displays the schematic of the atomic force microscope (AFM) used for the imaging of structures at the atomic level where a PZT stage is used to position the sample [2] . Another application, the commercial THin layer UNimorph DrivER (THUNDER), is a thin layer of PZT over a pre-stressed brass, tin, or aluminum substrate. These devices are commonly used for pumps or flanges by arching or flattening the device via a chosen current direction [3, 4] .
As transducers, ferroelectric compounds are desirable due to their light weight and solid-state construction. The hysteretic and nonlinear behaviors inherent to the input-output relationship necessitate sophisticated control laws for usable employment in many operating regimes which may rely upon a model characterization of the actuator. Consequently, the estimation of key model parameters must be obtained in a manner which results in the quick and accurate quantification of such parameters.
Smart materials, such as PZT, exhibit environment-dependent behavior which, under dynamic operating conditions, can require that model parameters be re-estimated to maintain the accuracy of the model and control algorithm. Here, we present an alternate formulation of the homogenized energy model presented in [5] to reduce the computational intensity of the parameter estimation problem. 
MODEL
We first summarize the homogenized energy model used to quantify the polarization mechanisms in the PZTbased actuator. Formulations of the local switching relation neglecting and including thermal relaxation are detailed. Finally, a detailed description of a Galerkin expansion density formulation exhibiting physical properties of the coercive and interaction field densities is given.
Homogenized Energy Model
We describe a homogenized energy model for polarization as a nonlinear function of applied electric field. This model is detailed in [5, 6] and incorporates only 180
• switching. We begin by examining the energies inherent to the molecular structure of the ferroelectric material.
The Helmholtz energy quantifies the internal energy of dipoles and is characterized using the piecewisequadratic relationship
Here, η is the rate of change of field with respect to polarization, P R is the remanent polarization, and P I is the positive inflection point. The Gibbs energy incorporates the work EP and is given by
and depicted in Figure 2 (a). By minimization of the Gibbs energy with respect to polarization, a local polarization relation neglecting thermal relaxation can be written as
where
This kernel is depicted in Figure 2 (b). In (3) and (4) E c , is the value at which dipole switching occurs from a positive to a negative orientation and is termed the coercive field value. The interaction fields, E I , are internally generated fields that are distributed about the applied field value to create an effective field, E + E I , that acts upon the material. A local relation for polarization can incorporate thermal relaxation via the Boltzmann relation
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The expected positive and negative polarizations are similarly given as
We quantify the number of dipole moments as N = N − + N + where N is the number of total dipole moments. The values N − and N + are respectively the number of negatively and positively oriented dipole moments. The moment fractions are then
where x − + x + = 1. The evolution of the moment fractions are quantified by the differential equationṡ
or the simplified formẋ
The local polarization relation incorporating thermal effects is then
The macroscopic polarization relation is given as
which incorporates material inhomogeneities via differing switching points and effective field variances as the manifestations of underlying densities ν 1 (E c ) and ν 2 (E I ) defined by the properties
Finally, for computational purposes, (12) may be discretized with quadrature using the relation
Galerkin Density Representations
In [7] , linear and cubic B-spline Galerkin expansion formulations of the homogenized energy model were presented. While exhibiting decreased parameter estimation runtimes in comparison to general density formulations [8] , the resultant densities were often nonphysical and corresponding constraints were incorporated into the numerical optimization to generate expected density behaviors. We now introduce a set of basis elements for use in a Galerkin expansion representation of the densities ν 1 and ν 2 . Define the densities as the Galerkin expansions
We define the lognormal basis elementsφ i aŝ
where the standard deviation of each basis element is varied according to
for N σ standard deviations. The mean values μ i c may also be altered in a similar fashion to that of the σ i c . The basis elements for the interaction field densities are defined to be be normal as
The differing basis elements are created by adjusting the standard deviations in a manner similar to (17). These basis elements have physical interpretations and do not require constraints on the densities for decay that is required for other density representations. The only requirement imposed is the positivity of the expansion coefficients. The parameter estimation problem can now strictly be formulated as bounded optimization problem.
OPTIMIZATION PROBLEM
Due to the continuous formulation of the densities proposed in Section 2.2 and the known continuity of the polarization model (12), [5] , a gradient-based optimization routine is chosen. We outline the method of sequential quadratic programming for this nonlinear optimization problem.
Sequential Quadratic Programming
Sequential quadratic programming (SQP) addresses the nonlinear programming problem
subject to the constraints
Given the constraints (20) and (21), vectors of Lagrange multipliers u and v are introduced to form the Lagrangian
Slack variables, z, are added to the constraints b(q) ≤ 0 to generate the constraint
The Lagrangian is now modified as
and is subject to (20) and (23). The kth iteration of the second order Taylor series approximation for (24) is given as
is then approximated by
and is an iterative quadratic programming problem. The constant term L(q k , u k , v k , z k ) may be neglected to generate the simpler quadratic programming subproblem
The minimum to (27) occurs at s k when
so that
Equation (29) is the step in the Newton iteration with respect to q. The slack variables are updated with a corresponding step s k z . The updates for the Lagrange multipliers are also generated sequentially from the QP subproblem which can be directly derived from the first-order Taylor approximation
(where N A is the length of a(q)). Then, if a i (q) = 0, it follows that
Also,
(where N B is the length of b(q)) which implies that
Then
The parameter estimate is then updated using the iteration
where α k is used to speed convergence.
Gradient and Hessian Approximations
The gradient is defined as
where we approximate the partial derivatives with first-order approximates
and e i is the ith elementary vector. The Hessian matrix, defined as
is often implemented with the first-order approximate credited to Broyden, Fletcher, Goldfarb, and Shanno. The BFGS Hessian approximation algorithm for an objective functional L(q, u, v, z) is:
Using the Sherman-Morrison formula, create the low-memory version of the approximated Hessian inverse
6. Iterate steps two through five until convergence as determined by stopping criteria with the Newton
Step has occurred.
Equation (39) is a convenient formulation since α k (the line search length which can enable faster convergence) is adjusted at each step and the gradient of L q k , u k , v k , z k is already computed. These two alterations to Newton's method form a Quasi-Newton iteration which converges with q-superlinear convergence due to the first order approximate of the Hessian matrix.
Problem Formulation
The objective functional J is posed as the squared 2 residual of data versus model response and can be written as
where the polarization model P takes a vector of electric field inputs E and the necessary model parameters q which are being optimized. The parameter estimation problem is then formulated as
We have two viable kernels which may be used to model polar switching. The kernel parameters to estimate are
for negligible relaxation and
when thermal relaxation is included. Regardless of kernel choice, each optimization used in the results of Section 4 includes a preliminary parameter estimation where the densities are formulated as
and
It then follows that
whereμ c andσ c are coupled to the mean μ c and standard deviation σ c of the underlying normal distribution of ν 1 (E c ) via well-known relationships. After the preliminary estimation, the kernel parameters are retained but based upon the simpler density representation, the Galerkin expansion bases of Section 2.2 are created and the 4 + N i + N j parameters to be estimated are
where the α i and the β j are the coefficients of the Galerkin expansions.
RESULTS
We estimate the parameters of the homogenized energy model of Section 2.1 using PZT data reported in [9] . The results displayed in Figure 3 employ seven interaction field bases in the expansion for ν 2 (E I ) and twelve coercive field bases for ν 1 (E c ) (four standard deviations, three means). Final parameter values were P R = 0.20 C/m 2 and η = 2.517 × 10 7 . For the model that neglects thermal relaxtion, fits to data are presented in Figures 3 (a) -(c) with estimated densities presented in Figure 3(d) .
When incorporating thermal relaxation into the PZT characterization, we must now also estimate the parameters γ and τ (T ). Final parameter estimates are P R = 2.0145 × 10 −1 C/m 2 , η = 2.3459 × 10 7 , τ = 1.17328 × 10 1 timesteps, and γ = 8.93333 × 10 −2 m 3 /J. Fits to data are presented in Figures 4(a) -(c) with basis elements and estimated densities plottedin Figures 5 (a) -(b) . The residual of the model versus data is greatly decreased and the thermal relaxation is accurately quantified for regions where the field is held constant.
CONCLUDING REMARKS
We adapted the homogenized energy model of [5] to incorporate densities constructed using Galerkin expansions with normal and lognormal basis elements. Using this new model representation, we successfully characterize PZT behavior utilizing measured field inputs in comparison to polarization data from a PZTdriven stack actuator.
General density representations [8] produce highly accurate model representations but are computationally intense. Normal and lognormal densities can be used as representations of the interaction and coercive field densities in a low-intensity and easily estimated manner, but may not yield accurate density representations. The Galerkin expansions of Section 2.2 reduce the computational intensity of the parameter estimation problem while maintaining accurate (and physical) model characterizations.
Sequential quadratic programming was employed for the nonlinear least-square optimization with an initial of a lognormal coercive field density and a normal interaction field density. These representations created a lower-dimension parameter estimation problem which resulted in a simple and relatively accurate preliminary fit to data. A second optimization was performed using the previously discussed Galerkin expansion constructed with families of normal and lognormal basis elements. These bases are used to construct decaying densities for model characterizations that are less computationally intense and more accurate in comparison to previous quantifications. 
