Percolation on interacting networks with feedback-dependency links by Dong, Gaogao et al.
ar
X
iv
:1
31
0.
13
87
v1
  [
ph
ys
ics
.so
c-p
h]
  4
 O
ct 
20
13
Percolation on interacting networks with feedback-dependency links
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When real networks are considered, coupled networks with connectivity and feedback-dependency links are
not rare but more general. Here we develop a mathematical framework and study numerically and analytically
percolation of interacting networks with feedback-dependency links. We find that when nodes of between
networks are lowly connected, the system undergoes from second order transition through hybrid order transition
to first order transition as coupling strength increases. And, as average degree of each inter-network increases,
first order region becomes smaller and second-order region becomes larger but hybrid order region almost keep
constant. Especially, the results implies that average degree k¯ between intra-networks has a little influence on
robustness of system for weak coupling strength, but for strong coupling strength corresponding to first order
transition system become robust as k¯ increases. However, when average degree k of inter-network is increased,
the system become robust for all coupling strength. Additionally, when nodes of between networks are highly
connected, the hybrid order region disappears and the system first order region becomes larger and second-
order region becomes smaller. Moreover, we find that the existence of feedback dependency links between
interconnecting networks makes the system extremely vulnerable by comparing non-feedback condition for the
same parameters.
PACS numbers: 89.75.Hc, 64.60.ah, 89.75.Fb
I. INTRODUCTION
Complex networks have been studied extensively owing to their relevance to many real systems, where nodes of the network
can be grouped by connectivity links. During the past decade, complex theory is exclusively focused on the single and isolated
networks [1–20] . In reality, networks rarely appear in isolation, where have wide variety of coupled networks. Recently,
there has been a turning point in accordance with the advent of concepts of interdependent networks and interacting networks
[21–37]. Buldyrev et al. developed a framework for understanding the robustness of couple networks with only dependency
links between nodes of two networks, which subject to cascading failures according to Italy blackout on 2003. Their findings
suggest that dependency links between nodes of two networks have an important influence on designing resilient infrastructures
[22]. Meanwhile, Leicht et al. developed a mathematical framework based on generating functions for analyzing a system of n
coupled networks with only connectivity links between nodes of two networks. Their findings highlight the extreme lowering of
the percolation threshold possible once connectivity links between networks are taken into account [23]. Moreover, Shao et al.
investigated cascading failures of coupled networks with multiple support-dependence relations by considering unidirectional
support dependency links between nodes of two networks. Their model can help to further understand real-life coupled network
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2systems, where complex dependence-support relations exists [24]. In fact, real network often contain both types of links,
dependency and connectivity links [25, 26, 28]. Parshani et al. modeled single networks with two different links and discussed
it’s robustness. They found that networks with high density of dependency links are extremely vulnerable, but networks with a
low density of dependency links are significantly more robust [25]. Hu et al. studied coupled networks with both connectivity
and dependency links between nodes of two networks, where dependency links is no feedback condition. Their findings conclude
that the connectivity links increase the robustness of the system, while the interdependency links decrease its robustness [26].
Gao et al. researched the robustness of n coupled loop networks with the condition of feedback dependency links between nodes
of two networks. They pointed out that coupled networks is extremely vulnerable as feedback dependency links exist between
two networks [27]. When real networks are taken into account, coupled networks with feedback-dependency and connectivity
links are not rare but more general. Here we develop a mathematical framework to study the robustness of two interacting
networks with feedback-dependency links.
II. FRAMEWORK
Feedback-dependency links
Connectivity links
A
B
FIG. 1: Demonstration of interacting networks with feedback dependency links. The feedback dependency links between network A and
network B are random and directional. The nodes of A and B are randomly connected with connectivity links.
For two networks A and B of sizes NA and NB , we assume that they are coupled by both dependency and connectivity
links. For the case of dependency links, the two networks are partially coupled, which means dependency links between two
fractions qA and qB of nodes in A and B networks satisfies the feedback condition (as shown in Fig. 1). For the other case,
connectivity links connecting nodes within each network and between the networks, which can be presented by degree distribu-
tions PA(kA,kAB), P
B
(kB ,kBA)
respectively, where PA(kA,kAB) and P
B
(kB ,kBA)
denote the probability of an node in A or (B) to have
kA or (kB) links to nodes in the same network and kAB or (kBA) links toward other network. When nodes fail in a network,
all connectivity links connected to these nodes fails, causing other nodes to disconnect from the network. Since dependency
relations between networks, interdependent nodes in other network also remove along with their connectivity links. We assume
that a functional node in network A (B) must belong to the giant component of network A (B). When this cascading process
3occur, it will stop if nodes that fail in one step do not cause additional failures and stabilizes with giant component.
When a fraction 1 − p of A nodes are initially removed, gA(ωt, ̟t) and gB(ωt, ̟t) are equal to the fraction of nodes in the
giant components of networks A and B at step t, after removal of fractions 1−ωt and 1−̟t, respectively. Thus, the cascading
dynamics can be described by
ω1 = p,̟1 = 1, P
A
1 = ω1gA(ω1, ̟1),
̟2 = 1− qB(1− P
A
1 ), P
B
2 = ̟2GB(ω1, ̟2),
ω2 = p[1− qA(1− P
B
2 )], P
A
2 = ω2gA(ω2, ̟2),
̟3 = 1− qB(1− P
A
2 ), P
B
3 = ̟3gB(ω2, ̟3),
ω3 = p[1− qA(1− P
B
3 )], P
A
3 = ω3gA(ω3, ̟3),
· · ·
̟t = 1− qB(1− P
A
t−1), P
B
t = ̟tgB(ωt−1, ̟t),
ωt = p[1− qA(1− P
B
t )], P
A
t = ωtgA(ωt, ̟t).
(1)
Where, PAt (PBt ) is the corresponding giant components of network A (B).
For ωt, ̟t, PBt and PAt , at t → ∞, since eventually the clusters stop fragmenting. Thus, at steady state, the expression of
system can be given by
̟∞ = 1− qB(1− P
A
∞
), PB
∞
= ̟∞gB(ω∞, ̟∞),
ω∞ = p[1− qA(1 − P
B
∞
)], PA
∞
= ω∞gA(ω∞, ̟∞).
(2)
III. THEORY
In this paper, we consider the case where all degree distributions of the connectivity intra- and interlinks are Poissonian.
Thus, the two-dimensional generating function are as follows [23, 26]
GA0 (xA, xB) =
∑
kA,k¯A
PA
kA,k¯A
xkAA x
k¯A
B ,
GB0 (xA, xB) =
∑
kB ,k¯B
PB
kB ,k¯B
xk¯BA x
kB
B ,
GAB1 (xA, xB) =
∑
kA,k¯A
(k¯A + 1)P
A
kA,k¯A+1∑
k
′
A
,k¯
′
A
k¯
′
AP
A
k
′
A
,k¯
′
A
xkAA x
k¯A
B .
(3)
where, (k¯A + 1)PAkA,k¯A+1 is the probability of following a randomly chosen k¯A link connecting an A node of degree kA to a
B node with excess k¯A degree and GAB1 (xA, xB) is generating function of this distribution. Accordingly, the other three excess
4generating functions, GAA1 , GBA1 , GBB1 , can be obtained [23, 26]
GAA0 (xA) = e
kA(xA−1),
GAB0 (xB) = e
k¯A(xB−1),
GBA0 (xA) = e
k¯B(xA−1),
GBB0 (xB) = e
kB(xB−1).
(4)
Thus, from Eqs.(3) and (4), the four excess function can be presented
GAA1 (xA, xB) = G
AB
1 (xA, xB) = G
A
0 (xA, xB) = G
AA
0 (xA)G
AB
0 (xB) = e
kA(xA−1)ek¯A(xB−1),
GBB1 (xA, xB) = G
BA
1 (xA, xB) = G
B
0 (xA, xB) = G
BA
0 (xA)G
BB
0 (xB) = e
k¯B(xA−1)ekB(xB−1).
(5)
After removal of 1− ω and 1−̟ fractions of network A and B, from Eqs. (4) and (5), we have
gA(ω,̟) = 1−G
A
0 [1− ω(1− fA), 1 −̟(1− fBA)],
gB(ω,̟) = 1−G
B
0 [1− ω(1− fAB), 1−̟(1− fB)].
(6)
where,
fA = G
AA
1 [1− ω(1− fA), 1−̟(1− fBA)],
fB = G
AB
1 [1− ω(1− fAB), 1−̟(1− fB)],
fAB = G
AB
1 [1− ω(1− fA), 1−̟(1− fBA)],
fBA = G
BA
1 [1− ω(1− fAB), 1−̟(1− fB)].
(7)
For cascading process, we compare our theoretical results obtained from Eqs. (1), (4), (5), (6) and (7) with results of numerical
simulations as shown in Fig. 2. One can see that the simulation results show excellent agreement with the theory.
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FIG. 2: (a) Comparison between simulations and theory, the fraction PAt of giant component of network A as a function of stage t with
parameters kA = kB = 5, k¯A = k¯B = 0.5, qB = 1 and NA = NB = 105. We choose parameters qA = 0.8, p = 0.928 for main figure and
qA = 0.7, p = 0.828 for sub-figure. (b) The fraction PAt (©) , PBt () of giant component of network A, B as function of stage t with the
same parameters as in (a) but qA = 0.7, p = 0.843. The simulation results are averaged over 50 realizations.
Submitting Eqs. (5), (6) and (7) into Eq. (2), at steady state, the corresponding PA
∞
and PB
∞
are expressed
PA
∞
= p[1− qA(1 − P
B
∞
)][1 − e−(kAP
A
∞
+k¯AP
B
∞
)],
PB
∞
= 1− qB(1 − P
A
∞
)[1 − e−(k¯BP
A
∞
+kBP
B
∞
)].
(8)
5We presents comparison the theoretical predictions and simulations for the giant components as a function of qA and k¯ as
shown in Fig. 3(a)-(b). One can see that the theory predictions from Eq. (8) agrees well with simulation results for different
set of qA and k¯ as shown in Fig. 3(a)-(b). Furthermore, we can clearly find that as coupling strength qA increases, the system
undergoes second order transition to first order transition through hybrid order transition, which means the size of the giant
component jumps at ph,Ic from a large value to a small value then continuously decreases at ph,IIc to zero. And, Fig. 3(a)-(b) also
presents corresponding critical fraction pc, including first and second order transition points pIc , pIIc , two hybrid order transition
points ph,Ic , ph,IIc . Additionally, the number of iterative failures (NOI) as a function of k¯ and p is shown in Fig. 3(c), one can
observe that NOI has a peak at jump points, pIc and ph,Ic . Thus, it provides a useful and precise method for identifying the
transition points pIc and ph,Ic by computing NOI as a function of p.
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FIG. 3: (a) Comparison between simulations and theoretical predictions, the fraction of giant component pA
∞
as a function of p and qA with
parameters kA = kB = 5, k¯A = k¯B = 0.5, NA = NB = 105. (b) pA∞ as a function of p and k¯ with the same parameters as in (a) but
kA = kB = 5. (c) NOI as a function of p and k¯ with same parameter as in (b) from numerical analysis. The simulation results are averaged
over 50 realizations.
In fact, Eqs. (8) can be solved graphically as shown in Fig. 4. For given parameters, Fig. 4 implies that the critical point pIc
and ph,Ic is the intersection of the two curves PA∞(PB∞) and PB∞(PA∞). Thus, the corresponding critical manifold can be found
from the tangential condition
dPA
∞
dPB
∞
dPB
∞
dPA
∞
= 1 (9)
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FIG. 4: PB
∞
as a function of PA
∞
are shown from Eq. (8) with the different p, p = 0.6 (a), p = 0.94 (b), p = 0.96 (c). One can see that as
p < 0.94, only a trivial solution PA
∞
= PB
∞
= 0 exists from (a). As p = 0.94, the non-zero giant component of both networks appears at
stable state from (b). As p = 0.96 > 0.94, the largest solution of two curves is chosen, since the size of giant component gradually decreases
at cascading process.
6From above analysis, the coupling strength qA as a function of p is studied from Eqs. (8) and (9), as shown in Fig. 5(a)-(c).
We can observe that as q ∈ [0, qS,HAc ], the system only occurs second order transition at pIIc from Fig. 5(a)-(c), where coupling
strength qS,HAc is a boundary point of between second order region and hybrid order region. As q ∈ (q
S,H
Ac , q
H,F
Ac ], the system
undergoes hybrid order transition and have two critical points ph,IIc and ph,Ic , where coupling strength q
H,F
Ac is a boundary point
of between hybrid order region and first order region. Similarly, as q > qH,FAc , the system only behaves first order transition
and pIc appears. Furthermore, we can observe that when system occurs second order transition behaviors, pIIc has a little change
as k¯ increases from Fig. 5(d), which implies that k¯ has a little influence to robustness of system for weak coupling. However,
when system only undergoes first order transition behaviors for strong coupling, pIc decreases and system become more robust
as k¯ increases. Especially, for coupling strength qA corresponding hybrid order transition, ph,IIc keep constant, ph,Ic decreases
and eventually coincidence, which suggests that hybrid order region disappears. However, as k increases, one can see that all
the critical points pc increases as k increases from Fig. 5(d), which means the system become robust as average degree of
inter-network increases. Fig. 6(a) and (b) describe that the phase transition region changes as k¯ and k increase. We can see that
first order region gradually become larger due to qH,FAc increases as k¯ increases from Fig. 6(a). Meanwhile, since the difference
between qH,FAc and q
S,H
Ac become smaller, the hybrid order region become smaller and eventually disappear as k¯ increases. At
this time, the system only occur first order transition. Additionally, when k increases, first order region becomes smaller and
second-order region becomes larger but hybrid order region almost keep constant.
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FIG. 5: The coupling strength qA as a function of p for different parameter k¯ with parameters kA = kB = k = 5, k¯A = k¯B = k¯ and qB = 1.
(a) k¯ = 1. (b) k¯ = 0.5. (c) pc as a function of k¯ for different qA with parameters kA = kB = k = 5 and qB = 1. (d) pc as a function of k for
different qA with parameters k¯A = k¯B = k¯ = 0.5 and qB = 1.
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FIG. 6: The coupling strength qA as a function of k¯ (a) and k (b) at the critical faction pc. (a) the parameters are kA = kB = k = 5,
k¯A = k¯B = k¯ and qB = 1. (b) The parameters are the similar with (a) but k¯ = 0.5. The blue and red dash line denote qH,FAc and qS,HAc
respectively.
Furthermore, we compare our model with model under non-feedback condition for two interacting networks. For the same
parameters, by comparing Fig. 7(a) with Fig. 5(b), one can find that when dependency links satisfy feedback condition, pc is
more bigger than that under non-feedback condition. Thus, for two coupling links, feedback condition between two networks
make the system extremely vulnerable, which means that the system is difficult to defend for feedback condition. And, for
feedback condition, qH,FAc and q
S,H
Ac are smaller than that under non-feedback condition, which means the system have bigger
first order region under randomly attacking as shown in Fig. 7(b).
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FIG. 7: (a) The coupling strength qA as a function of k¯ at the critical faction pc under non-feedback condition for the same parameters with
Fig. 5(b). (b) The coupling strength qA as a function of p for different parameter k¯ for the same parameters with Fig. 6(a).
IV. CONCLUSION
In summary, we have introduced a framework for two interacting network with feedback dependency links. Our theory is in
excellent agreement with the numerical simulations on coupled networks with Poissonian distribution, which also can be applied
to any degree distribution networks. We find that for weak coupling strength, pIIc has a little change and robustness of system is
not altered significantly as k¯ increases. But for strong coupling strength, pIc decreases and the system become more robust as k¯
increases. However, for all the coupling strength, the system become robust as k increases. Moreover, as k¯ increases, qS,HAc and
8q
H,F
Ac gradually become small and eventually coincidence, which means that hybrid order region disappears, and meanwhile the
system only occurs first and second phase transitions. Additionally, by comparing non-feedback dependency condition between
interacting networks, we find that the system is extremely vulnerable and difficult to defend for cascading failures.
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