Abstract. We propose a new nonconforming finite element algorithm to approximate the solution to the elliptic problem involving the fractional Laplacian. We first derive an integral representation of the bilinear form corresponding to the variational problem. The numerical approximation of the action of the corresponding stiffness matrix consists of three steps: (i) apply a sinc quadrature scheme to approximate the integral representation by a finite sum where each term involves the solution of an elliptic partial differential equation defined on the entire space, (ii) truncate each elliptic problem to a bounded domain, (iii) use the finite element method for the space approximation on each truncated domain. The consistency error analysis for the three steps is discussed together with the numerical implementation of the entire algorithm. The results of computations are given illustrating the error behavior in terms of the mesh size of the physical domain, the domain truncation parameter and the quadrature spacing parameter.
Introduction
We consider a nonlocal model on a bounded domain involving the Riesz fractional derivative (i.e., the fractional Laplacian). For theory and numerical analysis of general nonlocal models, we refer to the review paper [21] and references therein. Particularly, several applications are modeled by partial differential equations involving the fractional Laplacian: obstacle problems from symmetric α-stable Lévy processes [43, 31, 37] ; image denosings [25] ; fractional kinetics and anomalous transport [44] ; fractal conservation laws [20, 5] ; and geophysical fluid dynamics [17, 15, 16, 28] .
In this paper, we consider a class of fractional boundary problems on bounded domains where the fractional derivative comes from the fractional Laplacian defined on all of R d . The motivation for these problems is illustrated by an evolution equation considered by Meuller [35] of the form: 
It is clear that the Sobolev space
is a subset of D((−∆) s ) for any s ≥ 0. Note that (−∆) s v for s = 1 and v ∈ H 2 (R d ) coincides with the negative Laplacian applied to v.
The term − Λ s along with the "boundary condition" (2) represents the generator of a symmetric s-stable Lévy process which is killed when it exits D (cf. [35] ). The f (u) term in (1) involves white noise and will be ignored in this paper.
The goal of this paper is to study the numerical approximation of solutions of partial differential equations on bounded domains involving the fractional operator Λ s supplemented with the boundary conditions (2) . As finite element approximations to parabolic problems are based on approximations to the elliptic part, we shall restrict out attention to the elliptic case, namely, (4) Λ s u = f, in D,
The above system is sometimes referred to as the "integral" fractional Laplacian problem. We note that the variational formulation of (4) can be defined in terms of the classical spaces H s (D) consisting of the functions defined in D whose extension by zero are in H s (R d ). This is to find u ∈ H s (D) satisfying We consider finite element approximations of (5) . The use of standard finite element approximation spaces of continuous functions vanishing on ∂D is the natural choice. The convergence analysis is classical once the regularity properties of solutions to problem (5) are understood (regularity results for (5) have been studied in [1] and [38] ). However, the implementation of the resulting discretization suffers from the fact that, for d > 1, the entries of the stiffness matrix, namely, a(φ i , φ j ), with {φ k } denoting the finite element basis, cannot be computed exactly.
When d = 1, s ∈ (0, 1/2) ∪ (1/2, 1) and, for example, D = (−1, 1), the bilinear form can be written in terms of Riemann-Liouville fractional derivatives (cf. [41] ), namely,
cos(sπ)
. Note that the integrals in (8) and (9) can be easily computed when v is a piecewise polynomial, i.e, when v is a finite element basis function. The computation of the stiffness matrix in this case reduces to a coding exercise.
A representation of the fractional Laplacian for d ≥ 1 is given by [42] :
η(x) − η(y) |x − y| d+2s dy, for all η ∈ S,
where S denotes the Schwartz space of rapidly decreasing functions on R d , P V denotes the principle value and c d,s is a normalization constant. It follows that for η, θ ∈ S, (11) a(η, θ) = ((−∆)
(η(x) − η(y))(θ(x) − θ(y)) |x − y| d+2s dy dx.
A density argument implies that the stiffness entries are given by
( φ i (x) − φ i (y))( φ j (x) − φ j (y)) |x − y| d+2s dy dx, where again φ denotes the extension of φ by zero outside D. It is possible to apply the techniques developed for the approximation of boundary integral stiffness matrices [39] to deal with some of the issues associated with the approximation of the double integral above, namely, the application of special techniques for handling the singularity and quadratures. However, (12) requires additional truncation techniques as the non-locality of the kernel implies a non-vanishing integrand over R d . These techniques are used to approximate (12) in [23, 1] . In particular, [1] use their regularity theory to do a priori mesh refinement near the boundary to develop higher order convergence under the assumption of exact evaluation of the stiffness matrix.
The method to be developed in this paper is based on a representation of the underlying bilinear form given in Section 4, namely, for
where (·, ·) denotes the inner product on L 2 (R d ) (see, also [3] ). We note that for t > 0, (
. In Theorem 4.1, we show that for η ∈ H r (R d ) and θ ∈ H s−r (R d ), the formula (13) holds and the right hand side integral converges absolutely. It follows that the bilinear form a(·, ·) is given by
There are three main issues needed to be addressed in developing numerical methods for (5) based on (14) : (a) The infinite integral with respect to t must be truncated and approximated by numerical quadrature; (b) At each quadrature node t j , the inner product term in the integrand involves an elliptic problem on R d . This must be replaced by a problem with vanishing boundary condition on a bounded truncated domain Ω M (t j ) (defined below); (c) Using a fixed subdivision of D, we construct subdivisions of the larger domain Ω M (t j ) which coincide with that on D. We then replace the problems on Ω M (t j ) of (b) above by their finite element approximations.
We address (a) above by first making the change of variable t −2 = e y which results in an integral over R. We then apply a sinc quadrature obtaining the approximate bilinear form
where k is the quadrature spacing, y j = kj, and N − and N + are positive integers.
Theorem 5.1 shows that for θ ∈ H s (D) and η ∈ H δ (D) with δ ∈ (s, 2 − s], we have
Balancing of the exponentials gives rise to an O(e −π 2 /4k ) convergence rate with the
is determined by the decay of (e yj I −∆) −1 f for functions f supported in D. For technical reasons, we first extend D to a bounded convex (star-shaped with respect to the origin) domain Ω and set (with t j = e −yj /2 )
Let ∆ t denote the unbounded operator on L 2 (Ω M (t)) corresponding to the Laplacian on Ω M (t) supplemented with vanishing boundary condition. We define the bilinear form a k,M (η, θ) by replacing (−∆)(e yj I − ∆) −1 in (15) by (−∆ tj )(e yj I − ∆ tj ) −1 . Theorem 6.2 guarantees that for sufficiently large M , we have
Here c and C are positive constants independent of M and k. This addresses (b).
Step (c) consists in approximating (−∆ tj )(e yj I −∆ tj ) −1 using finite elements. In this aim, we associate to a subdivision of Ω M (t j ) the finite element space V M h (t j ) and the restriction a
As already mentioned, the subdivisions of Ω M (t j ) are constructed to coincide on D. Denoting by V h (D) the set of finite element functions restricted to D and vanishing on ∂D, our approximation to the solution of (5) is the function u h ∈ V h (D) satisfying
Lemma 7.2 guarantees the V h (D)-coercivity of the bilinear form a k,M h (·, ·). Consequently, u h is well defined again from the Lax-Milgram theory. Moreover, given, for every t j , a sequence of quasi-uniform subdivisions of Ω M (t j ), we show (Theorem 7.5) that for v in H β (D) with β ∈ (s, 3/2) and for θ h ∈ V h (D),
Here C is a constant independent of M, k and h, and v h ∈ V h (D) denotes the ScottZhang interpolation or the L 2 projection of v depending on whether β ∈ (1, 3/2) or β ∈ (s, 1].
Strang's Lemma implies that the error between u and u h in the H s (D)-norm is bounded by the error of the best approximation in H s (D) and the sum of the consistency errors from the above three steps (see Theorem 7.7).
The online of the paper is as follows. Section 2 introduces notations of Sobolev spaces followed by Section 3 introducing the dotted spaces associated with elliptic operators. The alternative integral representation of the bilinear form is given in Section 4. Based on this integral representation, we discuss the discretization of the bilinear form and the associated consistency error in three steps (Sections 5, 6 and 7). The energy error estimate for the discrete problem is given in Section 7. A discussion on the implementation aspects of the method together with results of numerical experiments illustrating the convergence of the method are provided in Section 8. We left to Appendix the proof of technical result regarding the stability and approximability of the Scott-Zhang interpolant in nonstandard norms.
Notations and Preliminaries
Notation. We use the notation D ⊂ R d to denote the polygonal domain with Lipschitz boundary in problem (5) and ω ⊂ R d to denote a generic bounded Lipschitz domain. For a function η : ω → R, we denote byη its extension by zero outside ω. We do not specify the domain ω in the notationη as it will be always clear from the context.
To simplify the notation, we write in short (·,
Sobolev Spaces. For r > 0, the Sobolev space of order r on
In the case of bounded Lipschitz domains, H r (ω) with r ∈ (0, 1), stands for the Sobolev space of order r on ω. It is equipped with the norm
denotes the set of functions in H 1 (ω) vanishing at ∂ω, the boundary of ω. Its dual space is denoted H −1 (ω). We note that when we replace ω with R d and r ∈ [0, 2), the norms using the double integral above are equivalent with those in (17) (see e.g. [32, 34] ).
The spaces H r (D). For r ∈ (0, 2), the set of functions in D whose extension by zero are in
. Note that for r ∈ (0, 1), (10) implies that for φ in the Schwartz space S,
|x − y| d+2r dx dy. Thus, we prefer to use (20) φ
as equivalent norm on H r (D) for r ∈ (0, 1). This is justified upon invoking a variant of the Peetre-Tartar compactness argument on
and a density argument imply that for η, θ ∈ H s (D), we have
In turn, from the definition (20) of the H s (D) norm, we directly deduce the coercivity of a(·,
Dirichlet Forms. We define the Dirichlet form on
Scales of interpolation spaces
We now introduce another set of functions instrumental in the analysis of the finite element method described in Section 6 and 7. In this section ω stands for a bounded domain of
As discussed in [30] , this defines a densely defined unbounded operator on
The operator L ω is self-adjoint and positive so its fractional powers define a Hilbert scale of interpolation spaces, namely, for r ≥ 0, 
denotes the interpolation spaces defined using the real method.
Another characterization of these spaces stems from Corollary 4.10 in [13] , which states that for r ∈ [0, 1], the spaces H r (ω) are interpolation spaces. Since
In particular, we have
for a constant C only depending on ω.
The intermediate spaces can also be characterized by expansions in the L 2 (ω) orthonormal system of eigenvectors {ψ i } for T ω , i.e.,
Here
where µ i is the eigenvalue of T ω associated with ψ i . In this case, we find that
and for r ∈ (0, 1), (see, e.g., [12] )
Here K ω (φ, t) := inf
Note that if ω ⊂ ω then since the extension of a function φ in
where φ denotes the extension by zero of φ outside ω . The operator T ω extends naturally to F ∈ H −1 (ω) by setting T ω F = u where u ∈ H 1 0 (ω) is the solution of (22) with (f, φ) ω replaced by F, φ . Here ·, · denotes the functional-function pairing. Identifying f ∈ L 2 (ω) with the functional F, φ := (f, φ) ω , we define the intermediate spaces for r ∈ (−1, 0) bẏ
and setḢ
Functionals in H −1 (ω) can also be characterized in terms of the eigenfunctions of T ω , indeed, H −1 (ω) is the set of linear functionals F for which the sum
is finite. Moreover,
On the other hand, we note that when ∂ω is Lipschitz, −∆ is an isomorphism from [29] . We apply this regularity result into Proposition 4.1 of [7] to obtain
are equivalent for r ∈ [0, 3/2) and the equivalence constant may depend on ω. In what follows, we use H r (D) to describe the smoothness of functions defined on D. When functions defined on a larger domain (see Section 6 and 7), we will use these interpolation spaces separately so that we can investigate the dependency of constants.
We end the section with the following lemma:
The operator T ω and its fractional powers are symmetric in the L 2 (ω) inner product. Therefore, we have
Inequality (26) follows from the Young's inequality
An Alternative Integral Representation of the Bilinear Form
The goal of this section is to derive the integral expression (13) and some of its properties.
where
Proof. Let I(η, θ) denotes the right hand side of (27) . Parseval's theorem implies that
and so
In order to invoke Fubini's theorem, we now show that
Indeed, the change of variable y = t|ζ| and the definition (28) of c s implies that the above integral is equal to
We now apply Fubini's theorem and the same change of variable y = t|ζ| in (30) to arrive at
This completes the proof.
Examining the Fourier transform of w(ψ, t), we realize that w(t) := w(ψ, t) :
The integral in (31) is the basis of a numerical method for (5) . The following lemma, instrumental in our analyze, provides an alternative characterization for the inner product appearing on the right hand side of (31).
(w(η, t), η) = inf
We start by observing that for any positive t and
solves the minimization problem
We denote φ to be the inverse Fourier transform ofφ. Note that φ is in
. Applying the Fourier transform, we find that
Now, φ is the pointwise minimizer of the integrand in (35) and since φ ∈ H 1 (R d ), it is also the minimizer of (33) . In addition, (34) , (35) and (29) imply that
This completes the proof of the lemma.
Remark 4.1 (Relation with the vanishing Dirichlet boundary condition case). The above lemma implies that for
It is observed in the Appendix of [12] that for any bounded domain ω, and η ∈ (L 2 (ω),
As the proof in Lemma 4.2 but using the expansion in the above eigenfunctions, it is not hard to see that
Exponentially Convergent Sinc Quadrature
In this section, we analyze a sinc quadrature scheme applied to the integral (31).
5.1. The Quadrature Scheme. We first use the change of variable t −2 = e y so that (31) becomes
Given a quadrature spacing k > 0 and two positive integers N − and N + , set y j := jk so that (38) t j = e −yj /2 = e −jk/2
and define the approximation of a(η, θ) by
5.2. Consistency Bound. The convergence of the sinc quadrature depends on the properties of the integrand
More precisely, the following conditions are required:
(a) g(·; η, θ) is an analytic function in the band
(b) There exists a constant C independent of y ∈ R such that
In that case, there holds (see Theorem 2.20 of [33] )
In our context, this leads to the following estimates for the sinc quadrature error.
. Let a(·, ·) and a k (·, ·) be defined by (5) and (39), respectively. Then we have
Proof. We start by showing that the conditions (a), (b) and (c) hold. For (a), we note that g(·; η, θ) in analytic on B if and only if the operator mapping z → (e z I − ∆) −1 is analytic on B. To see the latter, we fix z 0 ∈ B and set p 0 := e z0 . Clearly,
so that the Neumann series representation
Hence (pI − ∆) −1 is analytic in an open neighborhood of p 0 = e z0 for all p 0 ∈ B and (a) follows.
To prove (b) and (c), we first bound g(z; η, θ) for z in the band B. Assume η ∈ H β (D) and θ ∈ H s (D) with β > s. For z ∈ B, we use the Fourier transform and estimate |g| as follows
Here we used the fact that |e
Instead, when Rez ≥ 0, we write
Whence, Young's inequality guarantees that
Gathering the above two estimates (43) and (44) gives
Estimates (45) and (46) prove (b) and (c) respectively. Having established (a), (b), and (c), we can use the sinc quadrature estimate (41) . In addition, from (43) and (44) we also deduce that
Combining (41) and (47) shows (42) and completes the proof. 
Hence, for given the quadrature spacing k > 0, we set
With this choice, (42) becomes
Truncated Domain Approximations
To develop further approximation to problem (5) based on the sinc quadrature approximation (39), we replace (32) with problems on bounded domains. 6.1. Approximation on Bounded Domains. Let Ω be a convex bounded domain containing D and the origin. Without loss of generality, we assume that the diameter of Ω is 1. This auxiliary domain is used to generate suitable truncation domains to approximate the solution of (32) . We introduce a domain parameter M > 0 and define the dilated domains
with t j := t(y j ) = e −yj /2 , according to (38) , and
compare with (32) . The domains Ω M (t j ) are constructed for the truncation error to be exponentially decreasing as a function of M . This is the subject of next section.
6.2. Consistency. The main result of this section provides an estimate for a k − a k,M . It relies on decay properties of v( η, t) satisfying (32) . In fact, Lemma 2.1 of [2] guarantees the existence of universal constants c and C such that
is given in (32) . Here
so that the minimal distance between points in D ⊂ Ω and B M (t) is greater than M max(1, t). An illustration of the different domains is provided in Figure 1 .
are interior of discs, and B M (t) is the filled portion of Ω M (t).
and c be the constant appearing in (55). There is a positive constant C not depending on M and t satisfying
Proof. In this proof C denotes a generic constant only depending on Ω. Note that e(t) satisfies the relations
Let χ(t) ≥ 0 be a bounded cut off function satisfying χ(t) = 1 on ∂Ω M (t) and χ(t) = 0 on Ω M (t) \ B M (t). Without loss of generality, we may assume that
Here we use the decay estimate (55) for last inequality above. Now, setting e(t) := χ(t)v(t) + ζ(t), we find that
Thus, combining the estimates for ζ(t) and χ(t)v(t) completes the proof.
Lemma 6.1 above is instrumental to derive exponentially decaying consistency error as M → ∞. Indeed, we have the following theorem. 
Proof. In this proof C denotes a generic constant only depending on Ω. Let η, θ be in L 2 (D). It suffices to bound
with v(t) = v( η, t) defined by (32) and v M (t) = v M ( η, t) defined by (54). We estimate E 1 and E 2 separately, starting with E 1 .
From the definition t j = e −yj /2 , we deduce that when j < 0, t j > 1 so that (56) gives
Similarly, for j ≥ 0, i.e. t j < 1, using (56) again, we have
where we have also used the property cM/2 − s > 1 guaranteed by the assumption M > 2(s + 1)/c. 
, see e.g. [7] . However, as we mentioned in Remark 3.1, the equivalence constants depend a-priori on Ω M (t) and therefore on M and t. We show in this section that they can be bounded uniformly independently of both parameters.
To simplify the notation introduced in Section 3. We shall denote
is a dilatation of the convex and bounded domain Ω containing the origin, see (51). We then have the following lemma.
Lemma 6.3 (Ellipitic Regularity on Convex Domains
) and satisfies
where C is a constant independent of t and M .
Proof. It is well known that the convexity of Ω and hence that of Ω M (t) implies that the unique solution θ of (22) with ω replaced by
. Therefore, the crucial point is to show that the constant in (59) does not depend on M or t. To see this, the H 2 elliptic regularity on convex domains implies that forθ ∈ H 1 0 (Ω) with ∆θ ∈ L 2 (Ω) thenθ ∈ H 2 (Ω) and there is a constant C only depending on Ω such that
Ω} (see (51)) andθ(x) = θ(γx) forx ∈ Ω. Once scaled back to Ω M (t), estimate (60) gives
) and (59) follows by the triangle inequality and obvious manipulations.
Remark 6.1 (Intermediate Spaces). Lemma 6.3 implies that D(L
) with norm equivalence constants independent of M and t.
with with norm equivalence constants independent of M and t.
Lemma 6.4 (Norm Equivalence).
For β ∈ [1, 3/2), let θ be inḢ β and θ denote its extension by zero outside of Ω M (t). Then θ is in H β (R d ) and
with C not depending on t or M .
, we denote Rθ to be the elliptic projection of θ into
It immediately follows that
), Lemma 6.3 (see also Remark 6.1) implies
with C not depending on t or M . Hence, it follows by interpolation that
, Rθ = θ so that in view of (62), it remains to show that
for a constant C independent of M and t. To see this, note that θ is in H 1 (R d ) and the extension of ∇θ by zero is in H β−1 (R d ) for β < 3/2. We refer to Theorem 1.4.4.4 of [26] for a proof when d = 1 proof and the techniques used in Lemma 4.33 of [19] for the extension to the higher dimensional spaces. This implies that θ belongs to H β (R d ). Moreover, the restriction operator is simultaneously bounded from
Hence, by interpolation again, we have that
Finite Element Approximation
In this section, we turn our attention to the finite element approximation of each subproblems (54) in a k,M (·, ·). Throughout this section, we omit when no confusion is possible the subscript j in t j , i.e. we consider a generic t keeping in mind that the subsequent statements only hold for t = t j with j = −N − , ..., N + . We also make the additional unrestrictive assumption that Ω used to define Ω M (t) (see (51)) is polygonal. In turn, so are all the dilated domains Ω M (t).
Finite Element Approximation of a k,M (·, ·).
For any polygonal domain ω, let {T h (ω)} h>0 be a sequence of conforming subdivisions of ω made of simplexes of maximal size diameter h ≤ 1. We use the notation T M h (t) := T h (Ω M (t)) for t = t j , j = −N − , ..., N + , given by (38) . We assume that the subdivisions on D are shape-regular and quasi-uniform. This means that there exist universal constants σ, ρ > 0 such that
where diam(T ) stands for the diameter of T and r(T ) for the radius of the largest ball contained in T . We also assume that these conditions hold as well for T M h (t j ) with constants σ, ρ not depending on j. We finally require that all the subdivisions match on D, i.e.
(65)
T h (D) ⊂ T M h (t j ) for each j. We discuss in Section 8 how to generate subdivisions meeting these requirements.
Define V h (ω) ⊂ H 1 0 (ω) to be the space of continuous piecewise linear finite element functions associated with T h (ω) with ω = D or Ω M (t). Also, we use the short notation V M h (t) := V h (Ω M (t)). We are now in position to define the fully discrete/implementable problem. For η h and θ h in V h (D), the finite element approximation of a k,M (·, ·) given by (52) is
and where
Remark 7.1 (Assumption (65)). Two critical properties follow from (65). On the one hand, our analysis below relies on the fact that the extension by zero
t). This property greatly simplifies the computation of (w
The finite element approximation of the problem (4) is to find u h ∈ V h (D) so that
Analogous to Lemma 4.2, we have the following representation using K-functional. The proof of the lemma is similar to that of Lemma 4.2 and is omitted.
Lemma 7.1 (K-functional formulation on the discrete space). For
, where
We emphasize that for v h ∈ V M h (t), its extension by zeroη h belongs to H 1 (R d ) and therefore
This property is critical in the proof of next theorem, which ensures the V h (D)-ellipticity of the discrete bilinear for a k,M h
. Before describing this next result, we recall that according to (49)
with δ between s and min(2 − s,
. Also, we note that from the quasi-uniform (63) and shaperegular (64) assumptions, there exists a constant c I only depending on σ and ρ such that for r − ≤ r + < 3/2, there holds
Theorem 7.2 (V h (D)-ellipticity)
. Let δ in Theorem 5.1 between s and min(2 − s, 3/2), k be the quadrature spacing and c I be the inverse constant in (71). We assume that the quadrature parameters N − and N + are chosen according to (48). Let γ(k) be given by (50) and assume that k is chosen sufficiently small so that
Then, there is a constant c independent of h, k and M such that
We use the equivalence relations provided by Lemmas 4.2 and 7.1 together with the monotonicity property (70) to write
The quadrature consistency bound (49) supplemented by an inverse inequality (71) yields
.
The desired result follows from assumption c I γ(k)h s−δ < 1 and the coercivity of a(·, ·), see (21).
Approximations on Ω
M (t). The fully discrete scheme (69) requires approximations by the finite element methods on domains Ω M (t). Standard finite element argumentations would lead to estimates with constants depending on Ω M (t) and therefore M and t. In this section, we exhibit results where this is not the case due to the particular definition (51) of Ω M (t). We can use interpolation to develop approximation results for functions in the intermediate spaces with constants independent of M and t. The Scott-Zhang interpolation construction [40] gives rise to an approximation operator π
The Scott-Zhang argument is local so the constants appearing above depend on the shape regularity of the triangulations but not on t or M . Interpolating the above inequalities shows that for all r ∈ [0, 1] (72) inf
with C not depending on t or M . Let T t,h denote the finite element approximation to T t given by (23), i.e., for
for all φ ∈ V M h (t). The approximation result (72) and standard finite element analysis techniques implies that for any r ∈ [0, 1],
where the last inequality follows from interpolation since
satisfying,
and let S t,h f ∈ V M h (t) denote its finite element approximation; compare with T t and T h,t . Although the Poincaré constant depends on the diameter of Ω M (t), we still have the following lemma. Lemma 7.3. There is a constant C independent of h, t, or M satisfying
, set e h := (S t − S t,h )f . The elliptic regularity estimate (61) on convex domain and Cea's Lemma imply
where C is a constant independent of h, t and M . Galerkin orthogonality and the above estimate give
Proof. In this proof, C denotes a generic constant independent of h, M , k and t.
Fix η h ∈ V h (D) and denote byη h its extension by zero outside D. We first observe that for θ h ∈ V h (D) andθ h its extension by zero outside D, we have
where π h denotes the L 2 projection onto V h (Ω M (t)). Using the above identity and recalling that t j = e −yj /2 , we obtain
We bound the two terms separately and start with the latter. 1 In view of the definitions (53) of w M (t) and (67) 
. We recall that T t = T Ω M (t) and S t are defined by (23) and (74) respectively. Using these operators and the relations satisfied by v M (t) and v M h (t) (see (54) and (68)), we arrive at
Thus,
Here we have used · to denote the operator norm of operators from
and Lemma 7.3 gives
Whence,
2 We now focus on E 1 which requires a finer analysis using intermediate spaces. Also, we argue differently for β ∈ (1, 3/2) and for β ∈ (s, 1]. In either case, we define := min{1 − s, 1/ ln(1/h)} and note that
with c depending on s but not h. When β ∈ (1, 3/2), we invoke (79) again to deduce
We set µ(t) := t −2 − 1 and compute
which is now estimated in three parts. Lemma 3.1 guarantees that
where we recall thatḢ s stands forḢ s (Ω M (t)). For the second part, the error estimate (73) with 1 + r = β reads
We estimate the last term of the product in the right hand side of (83) by
Thus, Lemma 7.4, the inverse estimate and (81) yield
Combining the above estimates with (83) gives
Estimates (82), (84) and (75) then yield (85)
3 We bound the norms on Ω M (t) by norms on D using (25) with r = s and Lemma 6.4 to arrive at
Applying the norm equivalence (24) gives
4 When β ∈ (s, 1], we bound (83) using different norms. In fact, we have (µ(t)
and by Lemma 7.4,
These estimates lead (84) and hence (85) as well when β ∈ (s, 1]. The remainder of the proof is the same as in the case β ∈ (1, 3/2) except that the norm equivalence (24) is invoked in place of Lemma 6.4. 5 The proof of the theorem is complete upon combining the estimates for E 1 and E 2 .
7.4. Error Estimates. Now that the consistency error between a(·, ·) and a
is obtained, we can apply Strang's lemma to deduce the convergence of the approximation u h towards u in the energy norm. To achieve this, we need a result regarding the stability and approximability of the Scott-Zhang interpolant π sz h [40] in the fractional spaces H β (D). This is the subject of the next lemma. Its proof is somewhat technical and given in Appendix A. Lemma 7.6 (Scott-Zhang Interpolant). Let β ∈ (1, 3/2). Then, there is a constant C independent of h such that
and for s ∈ [0, 1],
We note that the above lemma holds for β ∈ (0, 1) and s ∈ (0, β) provided that π sz h is replaced by π h , the L 2 projection onto V h (D); see e.g. Lemma 5.1 of [8] . In order to consider both case simultaneously in the following proof, we set Π h = π h when β ∈ [0, 1] and Π h = π sz h when β ∈ (1, 3/2). Theorem 7.7. Assume that the solution u of (5) belongs to H β (D) for β ∈ (s, 3/2). Let δ := min(2 − s, β) be as in Theorem 5.1, k be the quadrature spacing and c I be the inverse constant in (71). We assume that the quadrature parameters N − and N + are chosen according to (48). Let γ(k) be given by (50) and assume that k is chosen sufficiently small so that
Moreover, let u h ∈ V h (D) be the solution of (69). Then there is a constant C independent of h, M and k satisfying
Proof. In our context, the first Strang's lemma (see e.g. Theorem 4.1.1 in [14] ) reads
where C is a constant independent of h, k and M . From the consistency estimates (49), (58) and (77), we deduce that
The desired estimate follows from the approximability and stability of Π h .
Numerical implementation and results
In this section, we present detailed numerical implementation to solve the following model problems.
Model Problems.
One of the difficulties in developing numerical approximation to (5) is that there are relatively few examples where analytical solutions are available. One exception is the case when D is the unit ball in R d . In that case, the solution to the variational problem
is radial and given by, (see [23] )
It is also possible to compute the right hand side corresponding to the solution u(x) = 1 − |x| 2 in the unit ball. The corresponding right hand side can be derived by first computing the Fourier transform of u, i.e.,
where J n is the Bessel function of the first kind. When 0 < s < 1, we obtain
where 2 F 1 is the Gaussian or ordinary hypergeometric function.
Remark 8.1 (Smoothness).
Even though the solution u(x) = 1 − |x| 2 is infinitely differentiable on the unit ball, the right hand side f has limited smoothness. Note that f is the restriction of (−∆) s u to the unit ball.
and hence f is only in H 3/2−2s− (Ω). This is in agreement with the singular behavior of 2 F 1 (d/2 + s, s − 1, d/2, t) at t = 1 (see [36] , Section 15.4). In fact,
This implies that for s ≥ 1/2, the trace on |x| = 1 of f (x) given by (92) fails to exist (as for generic functions in H 3/2−2s (R d )). This singular behavior affects the convergence rate of the finite element method when the finite element data vector is approximated using standard numerical quadrature (e.g. Gaussian quadrature). Matrix Aspects. To express the linear system to be solved, we denote by U to be the coefficient vector of u h and F to be the coefficient vector of the L 2 projection of f onto V h (D). Let M h (t) and A h (t) be the mass and stiffness matrix in V M h (t). Denote M D,h to be the mass matrix in V h (D). The linear system is given by (93) sin (πβ)k π
with y i = ik and t i = e −yi/2 . Here M D,h , U and F are all extended by zeros so that the dimension of the system is equal to the dimension of V M h (t).
Preconditioner. Since the linear system is symmetric, we apply the Conjugate Gradient method to solve the above linear system. Due to the norm equivalence be-
, the condition number of the system matrix is bounded by Ch −2s . In order to reduce the number of iterations in one dimensional space, we use fractional powers of the discrete Laplacian L D,h as a preconditioner, where
This can be computed by the discrete sine transform similar to the implementation discussed in [6] . More precisely, the matrix representation of L D,h is given by Error Convergence from the Finite Element Approximation. We note that we implement the numerical algorithm for the two dimensional case using the deal.ii Library [4] and we invert matrices in (93) using the direct solver from UMFPACK [18] . Figure 4 shows the approximated solutions for s = 0.3 and s = 0.7, respectively. Table 1 reports errors u − u h L 2 (D) and rates of convergence with s = 0.3, 0.5 and 0.7. Here the quadrature spacing (k = 0.25) and the domain truncation parameter (M = 4) are fixed so that the finite element discretization dominates the error.
We note that Theorem 7.1 together with Theorem 5.4 in [27] (see also Proposition 2.7 in [9] ) guarantees that when ∂D is of class C ∞ and f is in L 2 (D), the solution of (5) 
where α is given by (94). In contrast, because of the inherent consistency error, our method only guarantees (c.f., Theorem 7.7) Table 2 reports L 2 (D)-errors and rates for the problem (5) with the smooth solution u(x) = 1 − |x| 2 and the corresponding right hand side data (92) in the unit disk. To see the error decay, here we choose the quadrature step size k = 0.2 and the domain truncation parameter M = 5. The observed decay in the error does not match the expected rate (95). We think this loss of accuracy may be due either to the deterioration of the shape regularity constant in generating the subdivisions of Ω M (t) (see Section 8.2) or to the imprecise numerical integration of the singular right hand side in (92).
To illustrate this, we consider the one dimensional problem. Instead of using (92) to compute the right hand side vector, similar to (7), we compute
with D = (−1, 1) . We note that when s < 1/2, the fractional derivative with the negative power 2s − 1 still makes sense for the local basis function φ j . The right hand side of (96) can now be computed exactly. 1.47 Table 2 . L 2 (D)-errors and rates for s = 0.3, 0.5 and 0.7 for the problem (5) with the right hand side (92). #DOFS denotes the number of degree of freedoms of Ω M (t).
We illustrate the convergence rate for the one dimensional case in Table 3 when the L 2 (D)-projection of right hand side is computed from (96). In this case, we compute at s = 0.3, 0.4, 0.7 as the expression in (96) is not valid for s = 0.5. We also fix k = 0.2 and M = 6. In all cases, we observe the predicted rate of convergence min(3/2, 2 − s), see (95). with a constant C independent of h. Thus J 4 ≤ 4J 5 and is bounded by the right hand side of (100). For J 3 , we clearly have
For any element τ ∈ T h (D δ h ), let v τ denote v restricted to τ and extended by zero outside. As r ∈ (0, 1/2), v τ ∈ H r (R d ) and satisfies
The constant C above only depends on Lipschitz constants associated with τ (see [26, 19] ), which in turn only depend on the constants appearing in (63). We use the triangle inequality to get
and hence a Cauchy-Schwarz inequality implies that
with N τ denoting the number of elements in τ . As the mesh is quasi-uniform, N τ can be bounded independently of h. In addition, the mesh quasi-uniformity condition also implies that each τ ∈ T h (D) is contained in a most a fixed number (independent of h) of τ (with τ ∈ T h (D δ h )). Thus,
Combining the estimates for J 2 , J 3 and J 4 completes the proof of the lemma.
Proof of Lemma 7.6. In this proof, C denotes a generic constant independent of h and j defined later. The inequality (4.1) of [40] guarantees that for τ ∈ T h , we have
for m = 0, 1, for any linear polynomial p and v ∈ H 1 (S τ ). Here S τ denotes the union of τ ∈ T h with τ ∩ τ = ∅.
Now, we map τ to the reference element using an affine transformation. The mapping takes S τ to S τ . Our aim is to take advantage of the averaged Taylor polynomial constructed in [22] , which requires the domain to be star-shaped with respect to a ball (of uniform diameter). The patch S τ may not satisfy this property. Howecer, it can be written as the (overlapping) union of domains D j with each D j consisting of the union of pairs of elements of S τ sharing a common face. These D j are star-shaped with respect to balls of diameter depending on the shape regularity constant of the subdivision, which is uniform thanks to (63). Hence, the averaged Taylor polynomial Q j constructed in [22] satisfies (see Theorem 6.1 of [22] ), for all v ∈ H β ( S j ),
Taking · Dj to be · 
