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The last few years have seen an explosion of interest in hydrodynamic effects in interacting
electron systems in ultra-pure materials. In this paper we briefly review the recent advances, both
theoretical and experimental, in the hydrodynamic approach to electronic transport in graphene,
focusing on viscous phenomena, Coulomb drag, non-local transport measurements, and possibilities
for observing nonlinear effects.
Hydrodynamics describes a great variety of phenomena
around (and inside) us, including, e.g., the flow of wa-
ter in rivers, seas, and oceans, atmospheric phenomena,
aircraft motion, the flow of petroleum in pipelines, or
the blood flow through blood vessels in humans and an-
imals. It has been realized a long time ago that the
flow of electrons in a conductor should, under certain
circumstances, also obey the laws of hydrodynamics. In
particular, Gurzhi1,2 predicted that electrons can exhibit
a Poiseuille-type flow3,4 analogous to that of liquids in
pipes. This should result in an initial power-law decrease
of resistivity with the transverse cross-section of a sam-
ple and temperature, leading to a pronounced minimum.
It has turned out, however, that an experimental real-
ization of such a regime in a metal or a semiconductor
is a highly non-trivial task. Three decades have passed
before de Jong and Molenkamp5 observed the Gurzhi ef-
fect, and even in that work the magnitude of the effect
did not exceed 20%.
Why is it so difficult to implement electron hydro-
dynamics in a laboratory experiment? In contrast to
molecules of a conventional liquid, electrons move in the
environment formed by the crystal lattice. Therefore,
the electrons experience not only collisions among them-
selves, but also scatter off thermally excited lattice vi-
brations – phonons – as well as various lattice imper-
fections (impurities). The hydrodynamic regime is real-
ized when the frequency of electron-electron collisions is
much larger than the rates of both, electron-phonon and
electron-impurity scattering. These two requirements
limit the temperature window for the hydrodynamic flow
both from above and from below, and may even be in a
conflict with each other. In a typical solid, the elastic im-
purity scattering dominates electronic transport at low
temperatures, whereas at high temperatures the leading
mechanism is the electron-phonon scattering. Thus, the
requirement of the electron-electron scattering being the
fastest process – which is the key condition for the hydro-
dynamics – may only be satisfied, if at all, in an interme-
diate temperature range. It turns out that this regime is
not well developed in conventional conductors, with the
possible exception of the ultrahigh-mobility GaAs quan-
tum wells6–8 exhibiting negative magnetoresistance9 and
ultra-pure palladium cobaltate10.
The experimental discovery of graphene11 has given
a new boost to the research in the field of quantum
transport. In particular, it has been realized that,
among other remarkable properties, graphene is an ex-
cellent material for the realization of hydrodynamic flow
of electrons12–14. The reasons for this are as follows.
First, electron-phonon scattering in graphene on suitable
substrates is rather weak, which manifests itself in un-
precedentedly high carrier mobilities at elevated temper-
atures. Second, the progress in fabrication allows to pro-
duce graphene samples of outstanding quality (i.e. with
a very low concentration of impurity atoms or lattice
defects)15,16. An additional twist to the story is pro-
vided by the “quasi-relativistic” excitation spectrum of
graphene near charge neutrality – that of massless 2D
Dirac fermions. A fluid emerging in this situation is
formed by two species of carriers with opposite charges
– electrons and holes17.
The emergent two-fluid hydrodynamics in graphene
is neither Galilean-, nor Lorentz-invariant18–23. The
former feature is a consequence of the linearity of the
excitation spectrum yielding the strong dependence of
the transport scattering time in graphene on electron-
electron interaction24. The latter appears due to the
classical (and moreover, three-dimensional) nature of the
Coulomb interaction between charged quasiparticles in
graphene. As a result, rather than assuming the stan-
dard approach22,23,25 the hydrodynamic equations have
to be derived from the microscopic theory18,19,26–28.
Microscopically, the motion of the charge carriers may
be described using the methods of the kinetic theory25.
At the simplest level, transport properties of conventional
metals and semiconductors are determined by means of
a perturbative solution of the kinetic equation under the
assumption of a weak external bias (i.e. the electric
field or temperature gradient). Final results are typically
expressed in terms of the linear relations between the
macroscopic currents and the external fields, e.g. Ohm’s
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2law. The proportionality coefficients, such as the electri-
cal resistivity, are determined by the rates of momentum-
nonconserving scattering processes – disorder scattering
at low temperatures and electron-phonon scattering at
high temperatures. Inelastic scattering processes respon-
sible for the equilibration of the system are assumed to
be much faster that any transport-related time scale.
In contrast, the hydrodynamic behavior appears when
the dominant scattering process in the system is due to
electron-electron interaction. In conventional systems,
this may happen either in pure Fermi liquids29, clean
samples in constricted geometries1, or in low-density 2D
electron systems at high enough temperatures30.
In graphene, the solution of the kinetic equation
is simplified by the kinematic peculiarity of electron-
electron scattering leading to a formal divergence of
the collision integral known as the “collinear scattering
singularity”18,19,24,27,31–33. This is another consequence
of the Dirac-like spectrum: the energy and momentum
conservation laws are identical for quasiparticles moving
in the same direction. Although the divergence is regu-
larized by dynamical screening24,27,33, the remaining sep-
aration in the values of the scattering rates allows for a
nonperturbative solution to the kinetic equation facili-
tating the transition from the microscopic theory to the
hydrodynamic description28.
The two-fluid hydrodynamic approach can be ex-
tended to double-layer systems31 used in Coulomb drag
measurements34–38. The resulting theory yields a quan-
titative description of giant magnetodrag in graphene at
charge neutrality38. Practical calculations within this ap-
proach involve solving the hydrodynamic equations tak-
ing into account boundary conditions at the sample edges
uncovering the key role of quasiparticle recombination
processes in transport measurements in mesoscopic-sized
samples. Qualitatively, one can interpret the results of
this theory in terms of a semiclassical two-band model39.
Treating this model phenomenologically, one can extend
the hydrodynamic theory to further 2D two-component
material near charge neutrality. In particular, the the-
ory suggests an explanation for the phenomenon of lin-
ear magnetoresistance in nearly compensated materials
in classically strong magnetic fields40.
The interest in hydrodynamic behavior of charge car-
riers in graphene is fueled by a promise for poten-
tial applications41,42, as well as the exciting prospect
of observing phenomena otherwise belonging to the
realms of high-energy and plasma physics in a con-
densed matter laboratory43. Recent progress in exper-
imental techniques44–49 brings the studies of nonlinear
phenomena28 within reach. Nonlocal transport phenom-
ena are already a subject of intensive research12,50–52. At
the same time, the connection between the nearly rela-
tivistic hydrodynamics in graphene26 and the hologra-
phy approach to quantum field theory53,54 represents a
promising avenue for theoretical developments.
In this paper, we briefly review the current status of
the fast developing field of electron hydrodynamics in
graphene. We begin with the overview of the theory, fo-
cusing on the symmetry properties of Dirac quasiparticles
in graphene and consequent peculiarities of the deriva-
tion of the hydrodynamic equations. Then we discuss
several examples of applications of the hydrodynamic ap-
proach to experimentally relevant problems including lin-
ear magnetoresistance and giant magnetodrag. Finally,
we discuss the recent experiments on hydrodynamic flow
of graphene. We conclude by discussing the possible ex-
tension of the hydrodynamic theory onto further solid
state systems with nearly relativistic spectra, e.g. Weyl
and Dirac semimetals.
I. ELECTRONIC TRANSPORT IN GRAPHENE:
FROM MICROSCOPIC THEORY TO
HYDRODYNAMICS
Traditional hydrodynamics4 describes the system in
terms of the velocity field v. The equations describing
the velocity field (e.g., the Euler equation in the case of
the ideal liquid or the Navier-Stokes equation if dissipa-
tion is taken into account) can be either inferred from
symmetry arguments or derived from the Boltzmann ki-
netic equation. Both approaches require one to express
the fluxes of conserved quantities (energy, momentum,
etc.) in terms of v. In particular, the viscous terms ap-
pearing in the Navier-Stokes equation can be traced to a
particular approximation for the momentum flux (or the
stress tensor) Παβ . The specific form of Παβ depends
on whether one discusses a usual, Galilean-invariant or a
relativistic, Lorentz-invariant system. As graphene pos-
sesses neither symmetry, the precise form of the hydrody-
namic equations has to be derived from the microscopic
kinetic theory.
A. Kinetic equation
Microscopically, the electronic system can be described
by the Boltzmann kinetic equation
Lf = Stee[f ]− τ−1dis (f − 〈f〉ϕ), (1)
with the standard Liouvillian form in the left-hand side,
L = ∂t + v ·∇r + [eE + e(v ×B)] ·∇k, (2)
and the collision integral in the right-hand side. Im-
purity scattering can be described within the usual τ -
approximation with τdis being the disorder mean free
time. The collision integral Stee[f ] describes electron-
electron interaction. Note that in Eq. (2) we consider
only the orbital effect of the magnetic field. The Zeeman
splitting is small and plays no role in the context of qua-
siclassical transport in relatively weak magnetic fields.
The strength of the electron-electron interaction is
typically described by the effective interaction constant,
αg = e
2/vg, where  is the effective dielectric constant
3of the substrate and vg is the quasiparticle velocity
in graphene, vg = |v|. Depending on the substrate,
the coupling constant may be small38,55,56, αg < 1. In
that case, the solution of the kinetic equation (1) is
facilitated by the so-called collinear scattering singu-
larity. Indeed, scattering of quasiparticles with the
collinear velocities results in a divergence18,19,24,27,31–33
in Stee[f ]. The formal divergence is regularized by dy-
namical screening24,27,33 leaving generic relaxation rates
finite, but large, τ−1g ∝ | lnαg|  1. At the same time,
macroscopic currents related to conserved quantities (i.e.
the energy current jE and the electric current j), as well
as the so-called imbalance current17 jI , are relaxed at
much longer time scales. This scale separation is the key
point allowing for a nonperturbative solution of the ki-
netic equation (1).
In graphene, the energy current jE is proportional to
the momentum and hence cannot be relaxed by electron-
electron interaction. Therefore, the steady state cannot
be established without some extrinsic mechanism (except
for the neutrality point, where in the absence of magnetic
field the steady state can be established by Coulomb in-
teraction alone). Therefore, weak disorder scattering has
to be taken into account. The relative weakness of poten-
tial disorder in the hydrodynamic regime is characterized
by the condition
τee  τdis. (3)
Similarly, any other scattering process, such as electron-
phonon, quasiparticle recombination, or three-particle
processes, should also be characterized by time scales
that are much longer than τee.
Scale separation in Stee[f ] results in the two-step ther-
malization in graphene. Short-time scattering processes
(characterized by τg) establish the so-called “unidirec-
tional thermalization”31: the collinear scattering singu-
larity implies that the electron-electron interaction is
more effective along the same direction. At this point one
can solve the kinetic equation within linear response27.
The resulting non-equilibrium distribution function is
proportional to the three macroscopic currents, j, jE ,
and jI , which can be found from the macroscopic equa-
tions obtained by integrating Eq. (1). This approach is
reviewed in the next subsection.
At longer time scales, scattering processes character-
ized by τee thermalize quasiparticles with different di-
rections of their velocity and hence establish the local
equilibrium28. Consequently, at longer times the sys-
tem can exhibit a true hydrodynamic behavior described
by nonlinear equations analogous to the classical Navier-
Stokes equation. Linearizing these equations one recovers
the macroscopic equations of the linear response theory.
B. Macroscopic linear response theory
Electronic transport in graphene within linear response
can be described in terms of the three macroscopic cur-
rents in the system27: the energy current jE , the electric
current j, and the imbalance current (or total quasipar-
ticle flow) jI . While physically inequivalent, the three
2D vectors cannot be linearly independent. It is not sur-
prising, that several two-fluid descriptions of graphene
considered either j and jE
18,20,26,31, or j and jI
17,38.
In particular, in the so-called Fermi-liquid regime of very
high doping all three currents are equivalent. In this sim-
plest case, the theory is reduced to the standard macro-
scopic electrodynamics (ultimately, Ohm’s law) that can
be derived perturbatively57.
The theory also simplifies at charge neutrality, where
relatively simple equations exhibit all qualitative features
of the theory. Consider first an infinite system (meaning
that the sample size is much larger than any dynamic
length scale in the system). Then the quasiparticle sys-
tem is essentially uniform and can be described by the fol-
lowing equations (which essentially generalize the Ohm’s
law to the case of neutral graphene):
E +RHK × eB = R0j + pij
2e2Tτvv ln 2
, (4a)
RHj × eB = R0 e
2T ln 2
jE , (4b)
RHj × eB = eR0jI +
piC
2e2Tτss ln 2
. (4c)
Here eB is the unit vector in the direction of the magnetic
field, the coefficients with dimensions of resistivity are
R0 = pi
2 ln 2e2Tτdis
, RH = piωB
2 ln 2e2T
, ωB =
ev2gB
2 ln 2cT
,
the vector C is a linear combination
C = ejE
γ0
2T∆(0) ln 2
− ejI
N2(0)
∆(0)
,
with the numerical coefficients
γ0 =
pi2
12 ln2 2
≈ 1.7119, N2(0) = 9ζ(3)
8 ln3 2
≈ 4.0607,
and
∆(0) = γ20 −N2(0) ≈ −1.1303,
the scattering rates τ−1vv and τ
−1
ss describe the mutual
scattering in the velocity (electric current) and imbalance
channels (in the Fermi liquid limit the rate τ−1vv and the
vector C vanish due to restored Galilean invariance; as a
result, electron-electron interaction has no effect on elec-
trical resistivity), and finally the Lorentz term in Eq. (4a)
is determined by the vector
K = j × eB κRHR0∆(0) ,
4where
κ = γ0 − 1 + [γ0 −N2(0)] ∆(0)− γ0τdis/τss
∆(0)−N2(0)τdis/τss < 0.
With the above vector K, the direction of the Lorentz
term in Eq. (4a) coincides with the direction of j. Thus,
no classical Hall voltage can be induced at the Dirac point
(as expected from symmetry considerations)
RH(µ = 0) = 0. (5)
The equations (4) describe positive magnetoresistance
in neutral graphene: the longitudinal magnetoresistance
exhibits a quadraticB-dependence (here both κ and ∆(0)
are negative, so their ratio is positive)18,27
R(B;µ = 0) = R(B = 0;µ = 0) + δR(B;µ = 0),
δR(B;µ = 0) =
R2Hκ
R0∆(0) ∝
v4gτdis
c2
B2
T 3
. (6)
Physically, this result follows form the fact that at charge
neutrality electron-electron scattering involves carriers
from both bands in graphene. In this sense, the positive
magnetoresistance (6) is similar to the well-known clas-
sical magnetoresistance in multiband semiconductors.
If the sample is doped away from neutrality, the role
of the second band gradually diminishes until the single-
band degenerate limit (the Fermi liquid limit) is reached.
At this point the classical Hall effect is restored, while
the magnetoresistance (4) vanishes. Given the inverse
proportionality between the classical Hall coefficient and
the carrier density, RH(µ T ) ∼ 1/(nec), the Hall coef-
ficient exhibits a maximum at µ ∼ T in agreement with
experiment58.
Finally, the equation (4b) becomes meaningless in the
absence of disorder scattering, i.e. for R0 = 0. This
is a manifestation of the fact that the electron-electron
interaction is insufficient to establish the steady state in
the system: without extrinsic scattering mechanisms, the
energy current (proportional to the total momentum con-
served in electron-electron scattering processes) will in-
crease indefinitely under external bias.
C. Nonlinear hydrodynamic equations for charge
carriers in graphene
The linear response theory reviewed in the previous
subsection is valid at all time scales greater than τg. At
the same time, in the interaction-dominated regime (3)
there is a wide window of parameters where the quasi-
particle flows in graphene are truly hydrodynamic.
Indeed, at time scales of order τee  τg the electron-
electron scattering processes lead to thermalization of
quasiparticles moving in different direction yielding a
transition from unidirectional thermalized state to local
equilibrium. The latter is described by the distribution
function23,28
f
(0)
λ,k(r)={1+exp [β(r)(λ,k−µλ(r)−u(r)·k)]}−1, (7)
where λ,k = λvgk denotes the energies of the electronic
states with the momentum k in the band λ = ±1, µλ(r)
the local chemical potential, the local temperature is en-
coded in β(r) = 1/T (r), and u(r) is the hydrodynamic
velocity. The latter should not be confused with the
quasiparticle velocity v and is defined by its relation to
the conserved hydrodynamic current in the system, i.e.
the energy current [this relation can be found by substi-
tuting the distribution function (7) into the microscopic
definition of the energy current; hereafter we use the units
with vg = 1]
jE =
3nEu
2 + u2
, (8)
where u = |u|.
The particular form of Eq. (7) reflects the symmetry
properties of the two-particle (electron-electron) scatter-
ing: conservation of energy, momentum, and the parti-
cle number in each band independently. The latter is
strictly speaking violated by Auger processes, quasipar-
ticle recombination, and three-particle collisions, but all
such processes are assumed to be weak, i.e. character-
ized by very long scattering times (at least of order τdis).
Neglecting these processes for the time being, one arrives
at the three continuity equations for the hydrodynamic
densities
∂tn+∇ · j = 0, (9a)
∂tnI +∇ · jI = 0, (9b)
∂tnE +∇ · jE = eE · j, (9c)
as well as the equation for the energy current
∂tjE,α+∇βΠEβα−enEα−en(u×B)α = −jE,α/τdis. (10)
The equation (10) generalizes the usual starting point for
derivation of hydrodynamic equations: one has to relate
the momentum flux ΠEαβ to the hydrodynamic velocity
u. In graphene this can be done with the help of Eq. (7):
ΠEαβ =
nE
2 + u2
[
δαβ(1− u2) + 3uαuβ
]
+ δΠEαβ . (11)
The last term δΠE describes the dissipative effects not
included in Eq. (7). The first term is the generalization of
the standard stress tensor of an ideal liquid4 to the case
of Dirac fermions. Its unusual form reflects the absence
of Galilean and Lorentz symmetries in graphene.
Furthermore, in contrast to the standard hydrodynam-
ics of an electrically neutral fluid4 the continuity equation
for the energy density (9c) contains the “source term”
5physically corresponding to Joule’s heat. This term (nat-
urally absent in the linear response theory) connects the
different macroscopic currents reflecting the multiband
nature of graphene. In terms of the hydrodynamic ve-
locity, the electric and imbalance currents are given by
j = nu+ δj, (12a)
jI = nIu+ δjI , (12b)
where again the dissipative corrections δj, δjI are intro-
duced.
Finally, the electric field in Eqs. (9c) and (10) should
include the self-consistent Vlasov field
EV (r) = −∇r
∫
d2r′V (r − r′)δn(r′), (13)
where δn(r) = n(r)− n0 is the fluctuation of the local
charge density, n0 is the background charge density, and
V (r) = e2/r is the (3D) Coulomb potential.
Neglecting the dissipative corrections δj, δjI , and
δΠEαβ , the equations presented in this subsection describe
the ideal flow of electronic fluid in graphene28 generaliz-
ing the usual Euler equation4. Taking into account dis-
sipative processes one arrives at the generalized Navier-
Stokes equation28.
The dissipative corrections δj and δjI can be found to
leading order in the gradient expansion28 and have the
form (
δj
δjI
)
= C−1J νJ , (14a)
where the vector νJ is given by
νJ =
 n3nE∇nE− 12∇n−[ 2en23nE − e2∂µn]E
nI
3nE
∇nE− 12∇nI−
[
2ennI
3nE
− e2∂µnI
]
E
 , (14b)
and the matrix CJ is the reduced collision integral (within
the same three-mode approximation as in the previous
subsection). Its inverse is given by
C−1J =
(
τ1 τ2
τ3 τ4
)
, (14c)
where τj are the transport scattering times. The off-
diagonal times τ2,3 change their sign under n→ −n. In
the non-degenerate regime µ T the times τj are deter-
mined by temperature and electron-electron interaction,
τj = fj(µ/T )/(α
2
gT ), where fj(µ/T ) is a smooth, dimen-
sionless function. Close to the neutrality point,
τ2 = τ3 = 0, (15a)
while
τ−11 ≈ 2.22 α2gT, (15b)
and
τ−14 ≈ 0.05 α2gT. (15c)
In the degenerate regime, µ T , the system behaves
similarly to the usual Fermi liquid, where all macroscopic
currents are equivalent and electron-electron interaction
does not affect transport Physically, this happens due
to the restored Galilean invariance, while technically the
interaction-induced transport relaxation rate ∼ T 4/µ3
(which is the same for all currents) is much smaller than
the rate τ−1ee ∼ T 2/µ determining the quasiparticle life-
time as well as thermalization.
To leading order in weak deviations from local equilib-
rium (δnE/nE  1, TδnI/nE  1, and Tδn/nE  1),
the correction δΠE takes the canonical form4
δΠEαβ = −η [∇αuβ +∇βuα − δαβ∇·u] , (16)
with η being the viscosity coefficient (from the viewpoint
of the hydrodynamic theory this relation is the definition
of viscosity; note the absence of the bulk viscosity in this
theory). Close to the neutrality point28, the viscosity is
given by
η = T (τpi,1n+ τpi,2nI)/4 + 3τpi,3nE/8, (17)
where the scattering times τpi,i are obtained from the
collision integral28 similarly to the above times τi, see
Eq. (14c). At charge neutrality, the first term in Eq. (17)
does not contribute (τpi,1 = 0), while the remaining
time scales τpi,2(3) ∼ 1/(α2gT ) are of the same order as
Eqs. (15). As a result21,28,
η(µ = 0) ∼ T 2/α2g. (18)
In the degenerate regime, µ T , the usual Fermi-liquid
viscosity is recovered4,28,59
η(µ T ) ∝ 1/T 2. (19)
The expressions for the dissipative correction in terms
of the hydrodynamic velocity and densities allow one to
close the set of the hydrodynamic equations. In particu-
lar, the generalized Navier-Stokes equation can be writ-
ten in the canonical form21,28
W∂tu+W (u · ∇)u+∇P+u∂tP+u(δj ·E) (20)
=en[E−u(u ·E)]+η∇2u,
where the hydrodynamic pressure is
P =
(1− u2)nE
2 + u2
, (21)
and the enthalpy of the system W = nE + P is given by
W =
2w
2 + u2
, w = nE + P0 = 3nE/2, (22)
6with the latter being the linear enthalpy of graphene. For
small velocities, the pressure assumes the standard value
for a scale invariant gas, P0 = nE/2. For large velocities
u . 1 it vanishes as ∼ (1− u2).
The generalized Navier-Stokes equation (20), the conti-
nuity equations (9), the Vlasov self-consistency (13), and
the expressions for the dissipative corrections (16) and
(14) constitute the complete hydrodynamic description
of charge carriers in graphene.
II. SIGNATURES OF HYDRODYNAMIC
BEHAVIOR IN GRAPHENE
A. Longitudinal conductivity in monolayer
graphene
As discussed above, a highly nontrivial feature of
graphene is that inelastic electron-electron collisions may
limit the conductivity at the Dirac point without any dis-
order or phonon scattering17,18,20,24,32. This peculiarity
of graphene – which should be contrasted to conventional
systems where interactions do not lead (in the absence
of Umklapp scattering) to finite resistivity – is a con-
sequence of the particle-hole symmetry and decoupling
between velocity and momentum. As a result, although
the total momentum of interacting particles is conserved
during inelastic collisions, the total current may relax.
The collision-limited conductivity of undoped graphene
is found19,24,28,32 to be inversely proportional to α2g
σ(µ = 0) ≈ e
2
h
0.76
α2g
, (23)
and depends on temperature only through the renormal-
ization of αg
56. Potential disorder introduces relaxation
of the quasiparticle velocity affecting the transport scat-
tering rate due to electron-electron scattering. Moreover,
in the presence of disorder the density of states at the
Dirac point becomes nonzero. As a result, the conduc-
tivity (23) is modified to
σ(µ = 0) ∼ e
2
h
T + τ−1dis
α2gT + τ
−1
dis
, (24)
Away from the Dirac point, the dc conductivity of
graphene diverges in the absence of extrinsic scatter-
ing, since the momentum and velocity modes are no
longer orthogonal to each other. Still, however, inelas-
tic electron-electron collisions that establish the hydro-
dynamic regime play an important role for transport
in clean graphene samples, in particular, in suspended
graphene.
Transport properties of suspended graphene60 were ex-
plored in Ref. 61, with a particular focus on the case
of zero chemical potential. The interplay of electron-
electron collisions with the disorder-induced scattering
and interaction with flexural (out-of-plane deformation)
FIG. 1: Temperature dependence of conductivity of sus-
pended graphene at the Dirac point; impurity concentration
ni grows from top to bottom. Adapted from Ref. 61.
phonons was analyzed. The temperature dependence of
the conductivity, Fig. 1, is governed by the electron-
impurity (lowest T ), electron-electron (intermediate T ),
and electron-phonon (highest T ) scattering. The hydro-
dynamic description is thus valid in a rather broad range
of intermediate temperatures.
B. Thermal transport in graphene
In a recent paper, Crossno and co-workers13 have stud-
ied the electric and thermal transport in high-quality
monolayer graphene samples encapsulated in hexagonal
boron nitride. They have evaluated the Lorentz num-
ber characterizing the ratio of the thermal conductivity
to the electric one. In conventional transport regime, the
Lorentz number takes a universal value depending on fun-
damental constants only. This reflects the fact that the
relaxation of charge current and of the thermal current
is provided by the same scattering processes. Indeed,
Crossno et al. do find this universal value in the most
part of the parameter plane spanned by the temperature
and the charge carrier density. However, in a relatively
narrow range of concentrations around zero (i.e., for the
chemical potential being near the Dirac point of particle-
hole symmetry) and at intermediate temperatures be-
tween 40 and 100 K, the Lorentz number is found to be
much larger than the universal value, with the enhance-
ment factor reaching 22. This remarkable observation is
a clear manifestation of the hydrodynamic behavior of
charge carriers in graphene, namely, of formation of the
electron-hole “Dirac fluid”.
An intuitive explanation of the strong enhancement
of Lorentz number in the Dirac fluid regime is as fol-
lows. When an electric field is applied, electrons and
holes move in opposite directions, and the friction be-
tween them (mediated by electron-electron interaction)
leads to a finite electric resistivity, see Sec. II A. On the
other hand, when a temperature gradient is applied, the
electrons and holes move in the same direction, implying
7no friction and thus infinite thermal conductivity. An
accurate theoretical analysis17,20,21,62 confirms this con-
clusion.
The fact that the hydrodynamic behavior emerges only
in an intermediate temperature range (between 40 and
100 K in the experiment of Ref. 13) is in full agreement
with the discussion in the introductory part of the paper.
At low temperatures the transport is dominated by im-
purity scattering, while at high temperatures the phonon
scattering becomes the main scattering mechanism.
Another signature of the hydrodynamic behavior in
graphene is the substantial enhancement of a related
physical quantity, namely the thermoelectric power26,63
in high-mobility graphene devices. In contrast to the ear-
lier experiments using graphene on silicon oxide64, the
new measurements showed that at relatively high tem-
peratures the thermoelectric power significantly exceeds
the standard Mott relation65 approaching the ideal hy-
drodynamic limit17,19,20,66, where (in the absence of dis-
order) the thermopower equals the thermodynamic en-
tropy per carrier charge. This limit, however, was not
reached in the experiment63, presumably due to inelas-
tic scattering of charge carriers off the optical phonons
which appears to be non-negligible even at temperatures
much lower than the phonon frequency. The latter effect
demonstrates the upper limit of the temperature window
for the hydrodynamic behavior.
Finally, one might expect a similar enhancement of
the thermal transport in graphene subjected to an ex-
ternal magnetic field. In the earlier experiments64,67,68,
the Nernst signal in doped graphene appeared to be in
agreement with the generalized Mott relation69,70 and
exhibited strong oscillations71. However, at charge neu-
trality the measurements64,68 show a large enhancement
of the Nernst signal strongly deviating from the Mott re-
lation. The thermoelectric power in magnetic field exhib-
ited similar behavior. While the observed effects may be
attributed to either the peculiarities of the zeroth Landau
level in graphene72 or the sample shape dependency of
the two-terminal transport measurements near the neu-
trality point73, it would be extremely interesting to study
the effect of the magnetic field on the hydrodynamic ther-
mal transport in graphene.
C. Viscosity and nonlocal transport
Currently, manifestations of viscosity in transport
properties of graphene in the hydrodynamic regime at-
tract a great deal of attention. In a recent experiment,
Bandurin et al.12 have measured a negative four-terminal
resistance of graphene samples. Specifically, they ob-
served a negative voltage drop in the vicinity of current-
injection contacts in an intermediate temperature range
(roughly between 100 and 200 K). This remarkable ob-
servation provides an unambiguous evidence in favor of
“whirlpool” current patterns (vorticity) in graphene as
expected for a viscous fluid51,52,74.
FIG. 2: Electron (green) and hole (red) currents in a finite
graphene sample. The quasiparticle flow (denoted by P ) re-
sults in excess quasiparticle density near the sample edges,
where recombination processes due to electron-phonon in-
teraction lead to linear magnetoresistance. Adapted from
Ref. 39.
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FIG. 3: Magnetoresistance of bilayer graphene measured in
two samples40 with different widths and mobilities at the
charge neutrality point and T = 100K. Solid (green) lines:
experimental data; Dashed (blue) lines: theoretical fit using
the semiclassical description of Ref. 39. Adapted from Ref. 40.
In a further recent work, Moll et al.10 have ob-
served an evidence of the viscous transport predicted
in1 by measuring the resistance of restricted channels
of the layered (i.e., essentially two-dimensional) mate-
rial, PdCoO2. This material is known for its purity
75
as evidenced by the extremely small in-plane resistivity
and the large mean-free path. Moreover, the ratio of the
mean free paths inferred from the analysis of the de Haas-
van Alphen effect (a measure of a wide range of scattering
processes) and from the resistivity (a measure of momen-
tum relaxation) is about an order of magnitude smaller
than that in ordinary metals, indicating that PdCoO2 is
a good candidate for a study of hydrodynamic effects.
D. Linear magnetoresistance
The hydrodynamic approach to the magnetotransport
in infinite graphene samples predicts a positive parabolic
magnetoresistance, Eq. (6). However, many magneto-
transport experiments in multilayer graphenes exhibit
linear magnetoresistance in sufficiently strong magnetic
8fields76–78. In Refs. 27,39,40,79 it was demonstrated that
boundary effects may lead to a non-saturating classical
linear magnetoresistance at the charge neutrality point
when the sample width is comparable with the electron-
hole recombination length `0.
The mechanism of this boundary effect in the mag-
netoresistance in a two-component fluid is illustrated in
Fig. 2 for an electron-hole symmetric system at charge
neutrality, where the Hall effect for electrons is compen-
sated by that for holes. The distribution of electron and
hole currents, je,h, differs substantially in the bulk of the
sample and near the edges.
The main contribution to the magnetoresistance orig-
inates in the narrow edge regions with the width of
the order of the recombination length `R, where both
the electron and hole currents are directed essentially
along the edge. The edge contribution to the overall
resistance at charge neutrality is proportional to L/`R,
where L is the sample length. With increasing magnetic
field, the recombination length gets shorter because of
multiple cyclotron returns of electron and holes to each
other: `R ∝ 1/|B|. The total sheet resistance R of the
sample with the width W  `R can be be estimated
by treating the edge and the bulk as parallel resistors:
R−1 = (R
−1
bulk +R
−1
edge)L/W . For sufficiently strong mag-
netic field B, the magnetoresistance is then linear in B:
R =
1
eρ
W
`0
|B|, (25)
where ρ is the total quasiparticle density. Away from
the charge neutrality, a finite Hall effect leads to a satu-
ration of the linear magnetoresistance. This qualitative
derivation39 is in agreement with the rigorous calculation
for graphene27,79 based on the three-mode hydrodynamic
model. This mechanism of linear magnetoresistance was
measured in recent experiments on bilayer graphene40,
see Fig. 3.
E. Coulomb drag in graphene
Hydrodynamic ideas can also be applied to double-
layer systems34,38,80,81. Consider a sample consisting of
two graphene sheets (or layers) separated by an insu-
lator, that is thick enough, so that the two layers are
electrically isolated (i.e., there is essentially no electron
tunneling between them), but at the same time not too
thick, so that the electric field created by electrons in one
layer penetrates into the other. In this case, the inter-
layer Coulomb interaction leads to an observable effect
known as the Coulomb drag34: if an electric current, I1,
is passed through one of the layers, then a current – or a
voltage, V2, in the case of an open circuit – will be gen-
erated in the other layer. The measured drag coefficient
(the ratio of the induced voltage to the driving current,
RD = −V2/I1) is extremely sensitive to the microscopic
structure of the electronic system in the two layers, mak-
FIG. 4: Giant magnetodrag in graphene. Solid symbols rep-
resent the experimental data measured at T = 240K. The
curves represent the results of theoretical calculations. Both
graphene sheets are kept at the same carrier density. Adapted
from Ref. 38.
FIG. 5: Qualitative mechanism of magnetodrag in graphene.
Top panel: infinite sample, where the lateral quasiparticle
flow (denoted by P i) is transferred between the layers by the
Coulomb interaction. Bottom panel: finite-size sample, where
the total quasiparticle flow P 1 + P 2 in the sample vanishes
due to hard wall boundary conditions; this leads to the quasi-
particle flows in the two layers having opposite directions,
P 1 = −P 2, which leads to negative magnetodrag. Adapted
from Ref. 38.
ing it an important tool for experimental studies of many
body systems.
The main physical properties distinguishing graphene
from conventional conductors – the absence of Galilean
invariance, collinear scattering singularity, precise
electron-hole symmetry at charge neutrality, unidirec-
tional thermalization, and most importantly, the two-
band carrier system – have their direct manifestation
in Coulomb drag. In ultra-clean graphene close to
charge neutrality, the hydrodynamic description yields
9non-trivial, temperature-independent drag resistivity
ρD ∼
α2g
e2
µ1µ2
µ21 + µ
2
2
, (26)
which remains finite if the chemical potentials of the two
layers, µ1 and µ2, approach zero simultaneously. How-
ever, this result does not survive if even infinitesimal dis-
order is present in the system, in which case the leading-
order contribution to drag vanishes due to the electron-
hole symmetry.
The inequivalence of the electric current and macro-
scopic quasiparticle flow in graphene leads to the effect of
giant magnetodrag38, see Fig. 4. The effect can be traced
back to the fact that the Lorentz force in the electron and
hole bands has the opposite sign, which is also the rea-
son for the anomalously large Nernst effect26,64,67,68 in
monolayer graphene and vanishing Hall effect at charge
neutrality. Magnetodrag can be qualitatively understood
by considering the two-band transport similar to that
discussed in Sec. II D above, see Fig. 5. The driving cur-
rent in a drag experiment corresponds to the counter-
propagating flow of electrons and holes, which precisely
at the neutrality point is characterized by zero total mo-
mentum. This is the physical reason for vanishing drag
in the presence of electron-hole symmetry. However, if
a weak magnetic field is applied, electrons and holes are
deflected by the Lorentz force yielding the neutral quasi-
particle flow lateral to the driving current. Now this flow
does carry a nonzero momentum which can be transferred
to the second layer by the interlayer interaction. There,
the Lorentz forces acting on the two types of carriers will
drive the charge flow parallel to the driving current and
hence yield nonzero magnetodrag. The sign of the effect
depends on the geometry of the system.
F. Nonlinear hydrodynamic phenomena
Nonlinear phenomena (along with the viscous effects
discussed below) are the hallmark of the hydrodynamic
flow. However, nonlinear effects do not often feature
in condensed matter laboratory experiments, where the
vast majority of transport measurements are performed
within linear response. A notable exception is the experi-
ment of Ref. 5, where signatures of the Gurzhi effect were
observed in the nonlinear current-voltage characteristic.
Theoretically, a representative example of nonlinear
physics in graphene – relaxation of a hot spot – was dis-
cussed in Ref. 28, see Figs. 6 and 7. A hot spot is a
nonequilibrium state characterized by a locally elevated
quasiparticle energy density. The hot spot can be created
using a local probe44 or a focused laser beam45. The ex-
periments of Refs. 44,45 were devoted to the study of
plasmon propagation in graphene. In these experiments
the samples were continuously illuminated by the exter-
nal field. In contrast, one can use a single pulse to create
nonequilibrium energy density profile and follow the sub-
sequent time evolution. As expected44,45, the hot spot
FIG. 6: Hot spot in graphene. Inset: the soliton-like compos-
ite object at the origin. The blue curve shows the dip in the
charge density, while the red curve shows the excess energy
density. The red arrow indicates the pressure force compen-
sated by the self-consistent electric field (shown by the blue
arrow). Adapted from Ref 28.
FIG. 7: Hot spot relaxation. The color-map plot shows the
time evolution of the charge density as a function of x along
the line y = 0 for short enough time scales. Adapted from
Ref. 28.
immediately emits plasmonic waves. However, the non-
linear theory of Sec. I C yields an additional, rather sur-
prising result: a nonzero excess energy density remains
at the hot spot accompanied by a nonzero excess charge
density.
In graphene, the hydrodynamic energy flow is coupled
to the charge flow by means of Vlasov self-consistency
(13). At charge neutrality, the two flows may decouple
and the hydrodynamic equation (20) admits solutions in
the form of energy waves28,82. In the absence of dissipa-
tion and disorder, the energy wave is acoustic, similar to
the “cosmic sound” (i.e. the long-wavelength oscillations
in interacting relativistic models)43. In a charged sys-
tem, the self-consistent electric field ensures that the en-
ergy waves are accompanied by fluctuations of the charge
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density. Physically, the excess energy density leads to
the appearance of the pressure force, ∇αΠEαβ , which in
turn initiates the hydrodynamic flow. The correspond-
ing electric current carries charge away from the hot spot
leading to a depletion of the charge density. The appear-
ing nonequilibrium profile creates the self-consistent elec-
tric field. Remarkably, in the absence of dissipation the
generated electric force compensates the above pressure
force. As a result, one finds a stable, soliton-like solution
with a composite – energy and charge – density profile
at the hot spot, see the inset in Fig. 6 (here the initial
perturbation of the energy density was chosen to have a
form of a Gaussian with the peak height nearly double
the unperturbed value, nE = 1.8n
(0)
E leading to the mi-
crometer size of the soliton). Dissipation leads to decay
of the quasi-stable soliton, but this decay occurs at time
scales that are long compared to the initial emission of
the plasmon waves, see Fig. 7. The plasmon waves them-
selves are damped by viscous effects.
III. FINAL REMARKS
Hydrodynamic flow of electrons in solids should be
observable not only in graphene, but in any material
that is clean enough to satisfy the condition (3). In
particular, modern semiconductor technology allows to
fabricate ultrahigh-mobility heterostructures6–8, which
should make it possible9 to observe hydrodynamic be-
havior in conventional conductors30,83,84 for the first
time since the original observation of the Gurzhi effect5.
Very recently, it was suggested that a viscous hydrody-
namic flow in electronic systems might exhibit enhanced,
higher-than-ballistic conduction14,85.
At the same time, hydrodynamic behavior might be
observable in a wide range of novel materials includ-
ing the 2D metal palladium cobaltate10, topological
insulators86 (where the conducting surface states may
exhibit hydrodynamic behavior), and Weyl semimetals.
The latter systems have attracted considerable attention
since they exhibit a solid state realization of the Adler-
Bell-Jackiw chiral anomaly87–90. One of the hallmark
manifestations of the anomaly in Weyl systems is the re-
cently observed90 negative magnetoresistance89,91–93. It
would be very interesting to observe relativistic Weyl
hydrodynamics93 in these systems.
While the findings reviewed in this paper are highly
encouraging, we are only at the beginning of a challeng-
ing way towards a better control and understanding of
electron fluid mechanics. A further improvement of sam-
ple quality is desirable to obtain broader hydrodynamic
regimes. It remains to be explored what are possible ap-
plications of the emerging “hydrodynamic electronics”.
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