A new algorithm for the computation of eigenvalues of a nonsymmetric matrix pencil is described. It is a generalization of the shifted and inverted Lanczos (or Arnoldi) algorithm, in which several shifts are used in one run. It computes an orthogonal basis and a small Hessenberg pencil. The eigensolution of the Hessenberg pencil, gives Ritz approximations to the solution of the original pencil. It is shown that the computed approximate solution is the exact solution of a perturbed pencil, and bounds and estimates of the perturbations are given.
, pp. 1251{1268. 3 J. Huitfeldt and A. Ruhe, A new algorithm for numerical path following applied to an example from hydrodynamical ow, SISSC, 11 (1990) , pp. 1181{1192. 4 R. Meyer-Spasche, Some bifurcation diagrams for Taylor vortex ows, Phys. Fluids, 28 (1985) , pp. 1248{1252. 5 R. Meyer-Spasche and H. B. Keller, Computations of the axisymmetric ow between rotating cylinders, Journ. Comp. Physics, 35 (1980) , pp. 100{109. 6 B. Parlett and Y. Saad, Complex shift and invert strategies for real matrices, Lin. Alg. Appl., 88/89 (1987) , pp. 575{595. of assessing the accuracy of the computed eigenvalue approximations. We plot the estimated perturbation norm k(G A ; G B )k F to be used in Theorem 1 as a solid line and the corresponding estimate for the residual, j( k j+1;: ? l j+1;: )sj, of the right hand of (9) as a dash dotted line. Both these quantities are obtained using only the small matrices K and L. Compare to the norms of the computed residuals, r(x) = k( A ? B)xk=(kAk 2 + kBk 2 ) ; plotted as crosses, and the actual di erences between the approximations and exact eigenvalues, plotted as circles. Note that there is a remarkable di erence between the 7 converged eigenvalues and the rest, we sure have agged at the right moment! As a comparison, Arnoldi with shift at in nity, needed j = 27 steps to get 7 eigenvalues. It started the same way as RKS, but the later eigenvalues were slower to converge. In gure 4 we plot the same quantities as in gure 3 for this case. Note that the complex conjugate eigenvalues converge in pairs since a real shift is used. We regard f x as a function of , denote it A( ) and assume that it is given in two points 0 We expect no singular point in the interval between 0 and 1 , so all eigenvalues will be in the positive real half plane, all eigenvalues close to = 1, will correspond to singularities far away, and large eigenvalues will predict singularities close to the interval. It is therefore natural to choose the antishift = 1 and start with a shift at in nity.
The matrix is as described in 3] of order n = 403. It is rather dense with 9483 nonzero elements, its LU-factorisation has 29510 nonzeros, when we use the column minimum degree ordering and a setting spparms('tight') in matlab4. The rst point 0 is at the point E and the second 1 at point F in gure 5.3 in 3]. For this small value of n it was easy to compute the eigenvalues using a full matrix code, we use these for comparison purposes. In a realistic case, we cannot expect to have exact eigenvalues at our disposal.
We run Algorithm RKS, starting with a vector v 1 of normally distributed random numbers, and keep the same shift until one eigenvalue has converged. Then we choose the best nonconverged Ritz value as a new shift, and continue until 7 eigenvalues have converged to a tolerance of 10 ?7 . In a typical run the rst eigenvalue converged at step j = 8, and then one or two steps are needed for each eigenvalue, and at j = 22 we have got all 7.
In gure 1, we plot the computed eigenvalues as circles and the exact ones as points. We have 3 dominating real eigenvalues, gure 2 shows a closeup, where the 5 dominating eigenvalues have fallen outside the plot area. Note that the computed approximations just about mark up the region in the complex plane where the exact eigenvalues are. We also computed re ned approximations as in section 3.3, but in this case they are very close to the crude ones computed by (6) in section 3.1. An interesting di erence is that the perturbation estimated by Theorem 1 is actually larger for the re ned approximations. In gure 3 we compare di erent ways 4. ALGORITHMIC DETAILS It remains to describe how we choose the shift points in order to compute all eigenvalues in a prescribed region of the complex plane. Here we are left to heuristics, there is no failsafe mechanism like the inertia count used in the symmetric case 2]. Instead we choose the rst shift at a goal point in the center of the region, and keep that for a few iterations, most often until one or a few eigenvalues have converged. Then we take a Ritz value which has not converged yet, but is in an area where we want to nd more eigenvalues, as a new shift. The number of iterations we keep the same shift depends on how expensive it is to do a new factorization (4), compared to continuing with the old shift.
The starting combination t j in step 1 of Algorithm RKS is not very critical, only we avoid to take the last vector, t j = e j , when we have a new shift, since then the rational function that determines r in step 2 will have a common factor in numerator and denominator, making r linearly dependent to the earlier basis vectors V j . We simply used the rst vector, t j = e 1 , when we had a new shift, and the last vector, t j = e j , when we continued with the same shift.
A NUMERICAL EXAMPLE
We have tested the Rational Krylov algorithm using Matlab4 on SUN4 workstations. The linear system computations in step 2 of Algorithm RKS were done with the sparse matrix option in Matlab4. Reorthogonalization was done in step 3 whenever necessary. We took advantage of the complex arithmetic in Matlab, even when we had real matrices. It is straightforward, but not entirely simple to make a program that preserves reality in the way indicated in 6], but we have not yet taken the e ort to do it. Problems of sizes n up to 2000 and runs up to j = 40 have been handled.
Let us report results from a hydrodynamical bifurcation computation that has been treated extensively in the literature, see 5], 4], and 3]. It is a parametrized nonlinear equation
where x and f are vectors of n dimensions and is a real parameter. We follow paths of solutions and want to localise points where the derivative matrix f x is singular, these are turning or bifurcation points.
the last equalities resulting from (6). Combine this with (8) and (10) and get, AX 1 = V 1 + Y 2 (k j+1;: s; 0; : : :; 0) T BX 1 = V 1 + Y 2 (l j+1;: s; 0; : : :; 0) T ; which gives expressions for G A and G B . The rest of U 2 and Y 2 can be arbitrary but such that the resulting matrices are nonsingular.
Note that, even if the computed basis V j is orthonormal, the basis of the theorem is orthogonal only with respect to a scalar product depending on the variable matrix ( A + B).
Re ned Ritz approximations
We saw that both the residual (9), and the equivalent perturbation of Theorem 1, had a norm depending on the norm of the last rows of the matrices K and L. We can make these small by applying the SVD to the j + 1 by 2j matrix, (K L) = U V H ; because then the modi ed matrix, (KL) = U H (K L) = V H ; has the smallest possible norm of the last row.
We can use the modi ed matricesK andL in the pencil (6), and note that the basis V j+1 has to be replaced by the modi ed basis, V j+1 = V j+1 U ; consisting of linear combinations of the original v vectors. There is no need to actually compute these modi ed basis vectors, since we can use the original vectors when computing the Ritz vector (7), and are only interested in the norms of the residual (9) and equivalent perturbation.
The rational function
Now we are ready to nd the rational functions that correspond to the Lanczos polynomials. We see that they have poles in the shift points i = i = i , and a little calculation shows that, apart from normalization, v j+1 = R j (A; B)v 1 (11) where
Note that this is true also if we use the re ned Ritz approximation of the preceding subsection, but then for the modi ed matricesK ,L and vector v j+1 .
where we have made use of the fact that AV j+1 L = BV j+1 K, (5), to get the last equalities. Multiplying and subtracting these, we get the residual as, 
the last equality following from (6). Compare this to the well known expression for the Lanczos algorithm (Consult 7, eq.(13-2-1) on p. 260] or 12] for nding this!). We get it back in the limiting case, when we put a large weight on B so that becomes very small. We are now ready to state: Theorem 1. There are two nonsingular matrices (X 1 U 2 ) and (V 1 Y 2 ) such that the pencil (A; B) has the following decomposition,
with the perturbations having norms kG A k = jk j+1;: sj and kG B k = jl j+1;: sj :
We chave chosen to use the same notation here as Stewart and Sun 13, Theorems 2.10 and 2.13 on pp. 304-307], so that the reader can ll in the details on how to bound the chordal distance between ( ; ) and a true eigenvalue of the original pencil (2).
Proof. Take for the rst right basis vector X 1 the Ritz vector x (7), and for the rst left, Here H j+1;j is a Hessenberg matrix with the Gram Schmidt orthogonalization coe cients from step 3 as columns with zeros added down left, and T j+1;j is built up in the same way from the starting combinations in step 1. It is triangular with a zero last row added.
APPROXIMATIVE EIGENSOLUTIONS
Let us now describe how we nd an approximative eigensolution and test for convergence, using the basis V and the small pencil (K; L), computed by Algorithm RKS in last section.
Ritz values and vectors
In the exceptional case of total convergence, we would get h j+1;j = 0 and a zero last row in both K and L. Otherwize nd an approximative solution = = by solving the problem, ( K j;j ? L j;j )s = 0 ; (6) by means of the QZ-algorithm. For a given solution ( ; ; s) of this, we take the vector, x = V j+1 ( K + L)s ; (7) as a Ritz vector for the original problem (1). Note that even now we use a homogeneous formulation and let K and L play equivalent roles. We omit the subscripts on K and L, when we mean the full j + 1 by j matrices.
Equivalent perturbations
Let us now show that this vector is an exact eigenvector of a perturbation of the original problem (1), and how the norm of this perturbation as well as the residual can be estimated from data available in the small pencil (K; L).
Compute, This algorithm di ers from the shifted and inverted Arnoldi algorithm 1, 12, 8] only in that the shift in step 1 may vary with j, and that the iteration is continued not with the last available vector v j but with a combination, V j t j , of all the vectors already computed. Most often we take either the rst vector v 1 or the last vector v j . In step 3 reorthogonalization is recommended when needed.
For economic reasons it is advisable to keep the shift ( ; ) constant for several steps, since then we can use the same factorized matrix From now on, we put the element h j+1;j from step 4 below the j-vector h j from step 3, giving it length j +1. This simpli es notation for us. Multiply from the left by ( j A ? j B), ( j A ? j B)V j+1 h j = ( j A ? j B)V j t j :
Separate terms with A to the left and B to the right, AV j+1 (h j j ? t j j ) = BV j+1 (h j j ? t j j ) ; now with a zero added to the bottom of the vector t j in step 1, giving it length j + 1. This is the relation for the j th step, now put the corresponding vectors from the previous steps in front of this and get, AV j+1 L j+1;j = BV j+1 K j+1;j ;
approximation using the Singular Value Decomposition (SVD), and nd a determinantal expression for the rational function that gives the next basis vector in the algorithm. In section 4 the heuristics we used to nd shifts and starting vectors for the steps of the algorithm are described, and nally in section 5, we give results from a test run. The reader is referred to 11] or 10] for information on more numerical tests. A word about notation: We let V j stand for a matrix with j columns, the rst j columns of V if nothing else is stated, A jk is a j k matrix, but we avoid subscripts when all rows or columns are referred to. Column j of the matrix V is v j and row k is v k;: . We denote by the complex conjugate of the number , and by A H the conjugate transpose of the matrix A. we make a spectral transformation with a M obius function with a pole at the shift = = and a zero at the antishift, = = ; that is r( ) = ( ? )=( ? ) We build up an orthonormal basis V j one column at a time using the following:
but then with no numerical experience. In the rst article in this series 11], the standard case, when B is a weight matrix, is described. Now we let the matrices A and B play equivalent roles. This means that a good approximative solution to the given eigenvalue problem (1) is one that is the exact solution to a pencil (A+E; B+F) with small perturbations to both A and B. We can then apply the perturbation bounds expounded by Stewart and Sun 13]. These bounds are expressed in terms of a chordal metric, measuring di erences between complex numbers in terms of the distance between the corresponding points on the Riemann sphere.
Let us think of it as the unit sphere in an Euclidean 3-dimensional space with the complex plane as x; y coordinates. Then the arbitrary point = + i is mapped onto the point s( ), where the ray from the north pole to hits the sphere. It has the coordinates, s( ) = 0 @ sin(2') cos( ) sin(2') sin( ) ? cos(2') 1 A ; for = r exp(i ) with r = tan('). The point at in nity is mapped onto the north pole and zero onto the south pole. The chordal distance between the points 1 and 2 is now ( 1 ; 2 ) = 1 2 ks( 1 ) ? s( 2 )k 2 :
When we use the chordal metric, in nity is just an ordinary point and it is natural to formulate the eigenvalue problem (1) homogeneously as, ( A ? B)x = 0 ; (2) with = = .
We assume that the pencil (A; B) is regular so that for some (or actually most) shifts = = the shifted matrix A ? B is nonsingular. We will need to factorize and solve systems with such matrices repeatedly, but do not require that any of the matrices A or B is nonsingular.
In section 2, we will formulate the Rational Krylov iteration as an algorithm, Algorithm RKS, and derive the basic recursion that describes how an orthogonal basis V is built up one column at a time. In this basis the pencil (A; B) is represented by a small Hessenberg pencil (K; L). In section 3, we describe how this Hessenberg pencil is used to compute approximations for the eigenvalues and eigenvectors. We then show that these are solutions to a perturbed pencil, and in Theorem 1 we give a bound on these perturbations. We also give a way of computing a re ned
INTRODUCTION
We seek solutions to the generalized eigenvalue problem, (A ? B)x = 0 ;
(1) for large and sparse nonsymmetric matrices A and B. The matrices are too large to be treated by transformation methods such as the QR-algorithm, but not larger than that a factorization and solution of a linear system is feasible.
We intend to put the ideas that led to the Spectral Transformation Lanczos algorithm 2] for a symmetric pencil to use when symmetry is not present. The original idea to the Rational Krylov concept was given in 9], Invited presentation at the International Linear Algebra Society conference in Lisbon, August 3-7, 1992 
