Metamaterials are generally defined as a class of artificial effective media which macroscopically exhibit extraordinary electromagnetic properties that may not be found in nature, and are composed of periodically structured dielectric, or magnetic, or metallic materials. This paper reviews recently developed electromagnetic modeling methods of metamatericals and their inherent basic ideas, with a focus on full wave numerical techniques. Methods described in this paper are the Method of Moments (MoM) and the Finite Difference Time Domain (FDTD) Method for scattering problems excited by an incident plane wave and a single nonperiodic source, and the Finite Element Method (FEM), the Finite Difference Frequency Domain (FDFD) method and the FDTD method for band diagram calculations.
Introduction
Electromagnetic metamaterials, often called simply as metamaterials, have been generally defined as a class of artificial media or artificial materials which exhibit novel characteristics that may not be found in nature. Some researchers have a tendency to expand the concept of metamaterials so as to make it as broad as possible, and claim that semiconductor materials and/or devices should be classified as metamaterials, however this paper covers only a popularly accepted classification that metamaterials are made of the artificial material that Maxwell equations' macroscopic property is really dominant. That is, metamaterials are not ordinary materials made of natural molecules but are periodic structures composed of dielectric, or magnetic, or metallic materials. A periodicity of the structual elements is usually smaller than a half of wavelength, and each element is designed separately so as to realize a desired property as a whole.
The use of artificial periodic structures, i.e., metamaterials, has been investigated for antennas, microwave devices, and many other applications in the optical region. Examples include the creation of artificial dielectrics, artificial magnetism and superlens devices as well as electromagnetic band gap (EBG) structures that are used to suppress surfacewave propagation. In other applications, the metamatrial has been used to create an artificial magnetic conductor (AMC), Manuscript and placing an antenna near the AMC has been used to realize low-profile antennas. It has also been demonstrated that the metamaterial can be used to create a high-directivity leaky-wave antenna. Other applications of metamaterials at microwave and optical frequencies can be seen in some books and papers listed in References. Author suggests the reader to look at these and references therein for complete understanding of recent progress of metamatericals [1] - [5] . The purpose of this paper is to review recently developed computational methods used for the electromagnetic field analysis in the presence of metamaterial structure. For simplicity and for the sake of brevity, we mainly deal with the most common case of a structure that is periodic in one or two directions. While the three-dimensional periodicity is rarely considered in the practical applications, it is analogous to 1D and 2D cases. To reduce computational resources, it is naturally desirable to apply periodic boundary conditions (PBCs) in electromagnetic modeling. PBCs are formulated in the spectral domain and have been implemented in several frequency domain techniques such as the Method of Moments (MoM) [6] , [7] , the Finite Element Method (FEM) [8] and so on. The Finite Difference Time Domain (FDTD) method [9] - [11] is also applied to such problems widely because of its straightforwardness to calculate the electromagnetic fields. Fortunately the spectral domain approaches have been successfully introduced into the FDTD method [1] , [4] , [11] .
In Sect. 2, we will provide two different electromagnetic modeling methods of scattering fields for infinite periodic structures that are excited by a plane wave. After reviewing the MoM including the spectral PBC, we present some useful techniques to improve a computational efficiency for the method. This section also describes the FDTD techniques developed for the modeling of periodic structures including the pulsed plane wave at oblique incidence. Electromagnetic fields indicate no longer a periodic property when the metamaterial is excited by a single, i.e., a nonperiodic source. In order to overcome this difficulty, the array scanning method (ASM) was introduced. Using the ASM, the spectrum PBCs can successfully be integrated with the FDTD method in Sect. 3. On the other hand, basic characteristics of wave propagation in the metamaterials is generally described by their dispersion diagram connecting a wavenumber and an eigen-frequency. In Sect. 4, we provide how to calculate the dispersion diagram of the metamaterial using the FEM, or the Finite Difference Frequency Domain method [12] or the FDTD method.
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Plane Wave Scattering
We start with a brief summary of the standard Floquet or Bloch representation of the field in the periodic structure. This serves as a background for the succeeding sections. For simplicity, we consider two-dimensionally periodic structure that is periodic along x-and y-directions, and layered along the z-direction. Assuming that its periodicity is specified by a vector L = L xx + L yŷ , and that the electromagnetic fields in it is either excited by an incident plane wave as discussed in this section, or due to a guided mode in Sect. 4, all of the electromagnetic quantities including an electric field F can be expressed by the Floquet or Bloch theory as
where k t = k xx + k yŷ is a transverse wavenumber vector and r is an arbitrary position vector for fields, or the vector that specifies the position of the electric or magnetic current. Fig. 1 .
Method of Moments
In this section, the basic scheme of MoM calculation for solving scattering problems of the periodic structures is briefly reviewed. To illustrate the concept, let us consider the example shown in Fig. 1 , where the plane wave is incident on infinitely lined up scatterers V surrounded by S in free space. Since the scattering electric field E scat (r) can be represented by a superposition of the field generated by an element current J(r ) on S or in V inside an unit cell bounded by a periodic boundary P B and the current replicas in all the other unit cells, applying Eq. (1) to J(r), it is given as follows. where G p (r; r ) is referred as a periodic Green's function and is expressed using a free space dyadic Green's function
The integral equation (IE) for the unknown current J on the surface of the perfect conductor, for example, can be derived from a boundary conditionn × E inc + E scat = 0, wheren is an unit normal vector on S. The use of the periodic Green's function (3) reduces the solution domain of the IE to only a single unit cell. However, the convergence of the space-domain series in Eq. (3) is very slow, and usually thousands or tens of thousands of terms must be summed up to attain acceptable accuracy. Alternatively, the convergency of the spectral-domain Green's function would rather good than the space-domain series, however the above drawback cannot completely be resolved. For this reason, intensive research has been carried out to accelerate the series in the periodic Green's function, and several techniques have been developed [7] . Particularly the Edward method [13] provides excellent computational efficiency [14] .
FDTD Method
The FDTD method has been recognized as an extremely easy-to-use technique comparing with other computational methods, and is widely used to analyze many kinds of metamaterials. In this section, some FDTD modeling techniques for periodic structures are briefly reviewed on the assumption that the reader has already known well the fundamental scheme of the FDTD method.
Let us consider again the scattering problem as illustrated in Fig. 1 for simplicity. When Eq. (1) is transformed into the time domain, the electric or magnetic field F(r, t) satisfies
where c is a light speed. This relation implies that the field data in the future time t + L sin θ/c are needed to update the electromagnetic fields in the current time t. This is a fundamental difficulty in applying the original FDTD method to the periodic structures. To overcome this difficulty, various approaches have been proposed. Before introducing the basic concept of these method, we treat the fundamental case of normal plane wave incidence in this section.
A schematic view of a computational space within the single unit cell for the scattering analysis is illustrated in Fig. 2 . The computational space is enclosed by absorbing boundaries (ABs) on the top and bottom and P B on four sides. The perfectly matched layers (PMLs) [15] are usually used as ABs for achieving the excellent calculation accuracy. A plane wave source is putted uniformly on a surface S E above the petiodic structure. An observation plane S O is set at an appropriate position to extract the scattered field. It 
is noted here that Fig. 2 iillustrates the computational space for the total-field representation. The scattered-field representation or their combined method [9] - [11] is also available for this analysis.
Normal Incidence
When the plane wave is normally incident on the periodic structure, we have θ = 0. Therefore, it is clear from Eq. (4) that no data in the future time is needed. Hence, the PBC (4) can easily be combined with the original FDTD method. The periodic boundary P B is treated as a perfect electric or magnetic wall depending on the polarization of incident electric field.
An example is shown in Fig. 3 . Figure 3 (a) shows an infinitely periodic conducting strip backed by an uniform dielectric slab. The strips are assumed to be infinitely long in the y-direction. A y− polarized plane wave propagating along the z-direction illuminates normally on the slab-strip structure. The computed reflection coefficient is shown in Fig. 3(b) , where λ 0 is a free space wavenumber. The FDTD results agree excellently well with the results obtained from the Galerkin's MoM described in the preceding subsection. In the MoM simulation [16] , the Green's function for the dielectric slab was used instead of the free space Green's function in Eq. (3). A roof-hat function was chosen as a test function. In this problem, the spectral representation of the Green's function was very useful to reduce the computational cost.
Oblique Incidence: Early Works
The difficulty of the time shift condition (4) can be removed when the electromagnetic fields are excited by a sinusoidal time dependence wave, that is e jωt = cos ωt + j sin ωt. This is a basic idea of a Sine-Cosine method [17] . In this method, the computational space is excited by two plane waves: one with cos ωt and the other with sin ωt. Let us denote the corresponding electric and magnetic fields as F r and F m simply. The conventional Yee's algorithm is applied to update these two sets of fields separately. If we combine these field as F = F r + jF m , then the combined complex field is equivalent to the field excited by e jωt . Therefore, the Floquet condition (1) can be applied directly to this combined field F at the PBs facing each other. Finally two set of fields for cos ωt and sin ωt are obtained from F as F r = (F) and F m = (F). This procedure is repeated in each time step until the steady state is reached.
This method can be applied to wide variety of scattering problems without modifying the original Yee's algorithm, however it loses the wideband capability of the FDTD method because all of the calculation procedures are performed at a single frequency. To improve the computation efficiency, a split-field technique [18] was proposed basing on the field transformation technique [19] . This technique allows us to use the pulsed plane wave, however the stability condition for a cubic cell with the size of Δx is modified as
where D is the dimensionality of the problem. It is found from Eq. (5) that the required time step Δt must become smaller as the incident angle θ increases. Therefore, Δt becomes so tiny that the FDTD simulation time is prohibitively long when the incident angle approaches to the grazing angle.
Oblique Incidence: Unified Spectral FDTD Method
The Sine-Cosine method has been developed so as to simultaneously analyze both the plane wave scattering problem and the guided wave problem in a simple and unified manner [20] . Furthermore, the auto-regressive moving-average (ARMA) estimator [21] , [22] conventionally used in the signal processing area has recently been implemented so that it is capable to calculate the time domain responses efficiently. Let us consider first the case of the single frequency excitation that the time dependence is expressed by e jωt . Denoting again the wavenumbers along the x-and ydirections as k x and k y ,respectively, then, for given free space wavenumber k 0 = ω/c, k
means that the plane wave propagates along a direction specified
Contrarily, k t > k 0 provides the guided wave that propagates along the horizontal direction and decays exponentially in the z-direction. In this case the eigenmodes and eigenfrequencies of the structures are of general interest. Therefore, if we keep k t at the spacified value and vary k 0 , the field phenomena in the regions from the guided wave to the plane wave can be treated. Thus, the unified spectral FDTD method described here, often called a constant-k FDTD method, calculates the electromagnetic behavior at given horizontal wave numbers but different incident angles. It is noted here that the incident angle θ of the plane wave in the scattering problem is obtained from the relation k 0 sin θ = k t . Therefore, varying the frequency or k 0 for a fixed k t results in different incident angles.
As mentioned above, Eq. (1) is satisfied in the time domain as well for this case and can be rewritten by adding the time t as
F(r + L, t) = F(r, t)e
− jk t ·L (6) Note that e − jk t ·L is a constant number in Eq. (6), resulting in complex values for both electric and magnetic fields. Since no time delay or advancement is required in this equation, the conventional Yee's scheme can be used to update the electromagnetic fields in the computational space. In addition, since Eq. (6) is true for a given frequency and given k t , it still holds when a wideband pulse is launched into the space, by the superposition of all frequency components.
It may be instructive to overview the previous four periodic conditions on the k − ω plane as illustrated in Fig. 4 in which the abscissa indicates k x or k y , or k t . The normal incident case that θ = 0 and k t = 0 corresponds to the leftmost line. The sine-cosine method which calculates the fields at oblique incidence but only a single frequency, is indicated by a black point. The wideband split-field method calculation is performed at a given incident angle, as represented by the tilted line. On the other hand, the unified spectral method or the constant-k method corresponds to the vertical line with the constant wavenumber.
The unified spectral method has significantly enhanced both the capability and the availability of the FDTD method on the theoretical point of view, however numerical instability in the time domain computation often occurs on some specific problems. For example, if the periodic strip on the dielectric stab as shown in Fig. 3 is excited by the obliquely incident plane wave at the eigenfrequencies, the surface wave are guided along the horizontal directions. The energy exiting the computational space at the one periodic boundary P B reenters the space at other boundary following the periodic boundary condition. Consequently, the time domain data does not decay to zero. As a consequence, accurate frequency domain properties cannot be obtained through the usual Fourier transformation. To solve this problem efficiently, the ARMA estimator has been implemented into the unified spectral FDTD method. Assuming the problem to be analyzed is a linear system with the transfer function;
where z = e jωt , the time domain data at t = nΔt can be expressed by the early time domain data as
where x(n) and y(n) are input and output signals, and corresponds to, for example, the incident and scattered electric fields, respectively. a j and b i are unknown coefficients to be determined from these data.
To check the computational accuracy, the frequency characteristics of reflection coefficient for the dielectric slab are analyzed by the unified spectral FDTD/ARMA hybrid method (US-FDTD/ARMA), by dividing the original geometry into a series of periodic cells. The thickness d and the relative permittivity ε r are set 7.5 mm, 4, respectively. The incident plane wave was TE wave. The results for two incident angles are shown in Fig. 5 . It is found that this method has good accuracy even if the incident angle is very close to the grazing angle.
Alternative example is an infinite periodic rectangular conducting plate located on the dielectric slab as illustrated in Fig. 6(a) . The plane wave that has y-polarized electric field, is obliquely incident on the structure from the positive z− axis with the angle θ. The calculated frequency characteristics of the reflection coefficient are shown in Fig. 6(b) . We set L x = L y = 8 mm, W x = W y = 4 mm, d = 10 mm, ε r = 4, μ r = 1. It is noted here that the tangential scattered electric field is corrected on the observation plane S O indicated in Fig. 2 , and its amplitude is extracted by averaging these data as following with the phase delay being considered;
It is found that the US-FDTD/ARMA hybrid method agrees well with the MoM, demonstrating the good accuracy of the method.
Single Source on Periodic Structure
All of the methods described above assume that the periodic structures are illuminated by planar electromagnetic fields. That is, these methods are valid only when the incident signal is also periodic. For some applications in which electromagnetic responses from an arbitrary antenna are required, the so called "brute-force" simulations have often been performed. In this simulation, a number of unit cells are usually required to reduce a significant reflection from boundaries truncating the actual infinite periodic structure. This approach often requires significant computational resources depending on the antenna shape, the physical quantities of interest and so on. In this section, we briefly review how the field excited by the single, that is, the nonperiodic dipole source in the presence of the infinite periodic structure is calculated by the array scanning method (ASM). The ASM has originally been introduced in the analysis of phased array antenna [23] , [24] and used in various types of metamaterials in recent years [1] . A direct plane-wave expansion method (PWEM) is available for analyzing this geometry, and some techniques described in the preceding sections may be applicable, however, it is known that the ASM is more efficient than the PWEM.
The basic idea of the ASM originates in the fact that the dipole moment density of the single dipole source p(r) at r 0 that is oriented along the vector p 0 , can be synthesized by a superposition of infinite phased arrays of identical point sources located at r mn = r 0 + mL xx + nL yŷ . Mathematically, p(r) can be obtained by integrating over the Brillouin zone as
The phased array of dipole sources p ∞ is represented as
where d mn = mL xx +nL yŷ . Since the superposition principle holds for the sources, it holds for the generated fields. Thus the electric field E(r) excited by the single source can be synthesized by superimposing the electric fields produced by all of the phased array sources p 0 e − j(mk x L x +nk y L y) at r mn . If we denote the superposed field as E ∞ (r, k t ), E(r) is mathematically expressed as
where r + d mn indicate the observation point in the (m, n)-th unit cell and r lies within the reference unit cell, that is the (0, 0)-th cell. Obviously E ∞ (r, k t ) satisfy the periodic boundary condition (6) .
Using the ASM and the MoM scheme described in Sect. 2.1, some interesting properties of dipole scattering by periodic materials has been investigated [25] , [26] , however, for the arbitrary shaped antenna, a sophisticated MoM approach has not been developed yet due to its own complexity, finite computer resources and so on.
It may be easily understood for the reader that the ASM can be implemented into the FDTD method. Performing the unified spectral FDTD simulations using the periodic boundary condition (6) for different wave numbers of k x and k y , we can find the field E ∞ (r, k t , t) excited by the infinite periodic source array. The time domain field is obtained by integrating E ∞ (r, k t , t) over the Brillouin zone. An example is shown in Fig. 7 . This shows the scattered electric fields calculated by the ASM-FDTD method and the original, that is, brute-force FDTD method. The geometry of the problem is the same as Fig. 6(a) in which all sizes are enlarged 10 times as the example of Fig. 6(b) . The dipole source oriented along the z-axis is placed at z = 100 mm, and is excited by the sinusoidally modulated Gaussian pulse. The observation point separates T x along y axis from the source point. 11 × 11 unit cells are included in the computational space in the original FDTD simulation. This is large enough to reduce the truncation error to an extremely small value. The integration over k-space in the ASM-FDTD was performed by simply summing up 48 × 48 sampling data in the k x − k y domain. It is observed in Fig. 7 that the early time responses are very similar each other, but small noises appears around 14 nsec and 19 nsec in the ASM-FDTD. This distortion is caused from the image sources regarding the k-space integration. Therefore, the spectral sampling rate must be carefully selected in the ASM-FDTD simulations.
Dispersion Diagram
Wavenumber k is an important parameter to describe the propagation property of electromagnetic waves such as the phase and group velocities, and the field distribution as well. It is usually difficult to give an explicit expression for the wavenumber, therefore one has to perform a full wave simulation to determine it numerically. The relation between k or phase constant and ω is often referred to as the dispersion diagram. In this section, we describe how the dispersion diagram of the periodic structure is computed. We deal with the 2-D case for simplicity, but the development to 3-D is easy and straightforward. 
FEM and FDFD Method
Computational schemes of both the FEM and the FDFD are very similar and straightforward. Electromagnetic fields are calculated using the weighted residual method for the differential wave equation based on the polynominal approximation in the FEM. On the other hand, the FDFD method is based on the finite difference approximation of Maxwell's curl equations. Applying the periodic boundary condition (1) to four periodic boundaries P B shown in Fig. 8 , we can obtain the equation
for both methods, where the elements of the matrices A and B are determined by the constitutive parameters, the structural parameters of the lattice and k t , and the vector x represents the values of the field at the lattice points. Thus, the dispersion diagram can be obtained by solving the eigenvalue problem (13) . Therefore this approach seems to be simple, however the computational accuracy depends on the lattice size. Furthermore, the size of the matrix equation (13) increases impractically for 3-D case because the dimension of x is identical with the number of lattice points. Although the FDFD method has these disadvantages, it is attractive as the computational technique, and is recently developed to the frequency dispersive material [27] .
FDTD Method
The dispersion diagram can be calculated by the unified spectral FDTD method as well. The space in the unit cell surrounded by the periodic boundaries P B s is excited by the electric or magnetic line source located at an arbitrary point in it for the pair of the fixed wave wavenumber (k x , k y ). The field is observed at a different point in the same unit cell. An example of the observed electric field data is shown in Fig. 9(a) , for the source excited by the Gaussian pulse modulated by the sinusoidal wave. Performing the Fourier transformation numerically, that is, using the FFT, we can obtained the frequency spectrum as shown in Fig. 9(b) The dispersion diagram can be plotted by repeating the above calculations for the different wavenumber pair. Figure 10 illustlates the dispersion diagram composed of the dielectric cylinder with ε r = 8.9. For comparison, the results obtained from the FDFD method described above, is also shown [28] . In this figure, three points Γ, X, and M on the abscissas denote (k x , k y ) = (0, 0), (π/L x , 0), (π/L x , π/L y ) in the Brillouin zone, respectively. The plane wave can be used for the excitation of the space instead of the point source. In this case, the similar spectrum as Fig. 9 (b) can also be obtaied by calculating the correlation between the observed field and the incident plane wave.
It is noted here that the Filter Diagonalization Method (FDM) is more efficient than the FFT for detecting the peaks of the spectrum, for both the computational accuracy and the requited computational time [29] , [30] . It is also noted that we cannot distinguish whether the mode is the degenerated one or not, only from the spectrum as shown in Fig. 9(b) . For solving this difficulty, novel approach based on the group theory has been proposed recently [31] .
Conclusion
This paper has reviewed recently developed electromagnetic modeling methods of metamatericals with a focus on full wave numerical techniques that are based on the MoM and the FDTD method for scattering problems excited by the plane wave and the single nonperiodic source. The FEM, the FDFD method and the FDTD method for the dispersion diagram calculations were also viewed. We have devoted a good deal of space to the FDTD method because it is recently used to the analysis and design of metamaterials very frequently as compared to other methods
We could not mention other important numerical methods and applications of metamaterials as space is limited. Author suggests the reader to consult some books and/or papers listed in the Reference and references therein.
