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 Cal Poly is home to a solar farm designed to nominally generate 4.5 MW of electricity. 
The Gold Tree Solar Farm (GTSF) is currently the largest photovoltaic array in the California 
State University (CSU) system, and it was claimed to be able to produce approximately 11 GWh 
per year. These types of projections come from power generation models which have been 
developed to predict power production of these large solar fields. However, when it comes to 
near-term forecasting of power generation with variable sources such as wind and solar, there is 
definitely room for improvement. 
 The two primary factors that could impact solar power generation are shading and the 
angle of the sun. The angle of the sun relative to GTSF’s panels can be analytically calculated 
using geometry. Shading due to cloud coverage, on the other hand, can be very difficult to map. 
Due to this, artificial neural networks (NN) have a lot of potential for accurate near-term cloud 
coverage forecasting. Much of the necessary training data (e.g. wind speeds, temperature, 
humidity, etc.) can be acquired from online sources, but the most important dataset needs to be 
captured at GTSF: sky images showing the exact location of the clouds over the solar field. 
Therefore, a new image capturing digital acquisition (DAQ) system has been implemented to 
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Chapter 1  
INTRODUCTION 
1.1 Background 
 In 2018, a United Nations group of scientists within the Intergovernmental Panel on 
Climate Change (IPCC) researched the feasibility of limiting the global temperature rise to 1.5 °C 
above pre-industrial levels. They found this goal possible, but it would require “rapid, far-
reaching and unprecedented changes in all aspects of society.” [1] Based on their analysis, society 
has less than ten years to drastically improve the current situation. The figure below illustrates 
how CO2 emissions must decrease by 50% each decade starting in 2020 in order to meet the 1.5 
°C target. 
 
Figure 1.1: CO2 Mitigation Curves Required to Meet 1.5°C Temperature Increase Goal [2] 
 The IPCC report also stated the world must reach net zero by 2050 to meet the 1.5 °C 
goal. [3] In order for California Polytechnic State University San Luis Obispo (Cal Poly) to meet 
this carbon neutral goal in time, the Gold Tree Solar Farm (GTSF) was constructed in 2019. 
GTSF is a 4.5 MW DC solar farm comprised of approximately 16,000 photovoltaic (PV) panels. 




Figure 1.2: Aerial image of GTSF [4] 
 Solar and other renewable energy sources are key towards achieving the carbon emission 
targets set by the IPCC and other leading experts. Unfortunately, renewable energy is inherently 
less reliable than fossil fuel plants; there are typically less than ten hours of usable sunlight during 
the day in California. [6] In addition, shading due to cloud coverage adds another variable which 
can make the power generation from solar fields far more difficult to forecast. In order to meet 
consumer demand and maintain grid stability, utilities must balance these fluctuations in solar 
power generation with peaking power plants, energy storage, and third-party electricity 
purchases. 
 
1.2 Existing Camera System 
 Currently, GTSF has an AXIS network camera which is capable of capturing one 
panoramic image every five minutes. This capture rate is not high enough to effectively train an 
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artificial neural network (NN). This is due to how the cloud coverage can drastically change 
within a five-minute window. In addition, the accuracy of NN’s tend to improve drastically when 
the training data increase by a significant amount. Another issue with the existing system is the 
image quality. The current images have contrast issues related to the presence of the bright sun. 
Previous attempts have been made to work with the subcontractor who is managing the camera to 
increase the capture frequency and improve the image quality. Unfortunately, they are unwilling 
to improve the capture rate and/or quality, so a new system must be implemented to pursue this 
type of research. 
 
1.3 Previous Work 
 Previous undergraduate computer science students have been successful in building a 
database of sky images from the current on-site camera. To create this database, these images 
were post-processed into black and white images. The white pixels are assumed to be clouds, 
while the black pixels are assumed to be unobscured sky. From this processed image, a cloud-to-
sky ratio is calculated. These ratios are time stamped and added to the database used to train the 
vanilla NN. [5] 
 Previous attempts were made to develop a vanilla NN which could predict the percent 
cloud coverage five minutes into the future. The approach in article [7] was used to divide a sky 




Figure 1.3: Original Image with Concentric Rings Around the Sun 
The wind speed was used to determine the quantity of rings in each image, and the number of 
circles equated to the number of minutes that could be predicted into the future. The width of the 
rings was limited to 60 pixels, so five rings could fit between the sun and horizon. This allowed 
for five minutes of prediction into the future. The NN was then trained to predict the percent 
cloud coverage, wind speed, and direction within each ring. The NN only uses two layers with 
four neurons per layer. The inputs are the percent cloud coverage in each ring (shown in the 
image below), the sun zenith, and the average of each red-green-blue (RGB) image channel. The 
output is a prediction of cloud coverage at the first ring. This feeds into the prediction of the 
second ring. 
 
Figure 1.4: Prediction Ring Around the Sun 
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 42 validation images were used, and unfortunately, the vanilla neural network using the 
concentric ring approach was only 0% accurate. Past students also attempted to train a NN using 
an approach based on article [8]. The NN configuration is based on U-Net: a common 
segmentation NN used to segment satellite images (shown in the figure below). 
 
Figure 1.5: U-Net Configuration 
This NN uses several different inputs. These inputs are listed in the table below. 
Table 1.1: Acronyms for the Different Inputs and Outputs for the U-Net Model 
 
The model was evaluated using mean absolute percentage error (MAPE). It is a good benchmark 
for evaluating the accuracy of predictive models because the values are percentages which can 
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easily be compared to one another. The overall accuracy of different configurations of the model 
are shown in the table below. 
Table 1.2: Mean Absolute Percentage Error (MAPE) of the U-Net Model 
 
This incarnation of the predictive NN was far more successful than the concentric ring approach. 
Preliminary results imply cloud coverage and global horizontal irradiance have the most 




















Chapter 2  
DAQ SYSTEM DESIGN 
2.1 System Requirements 
 The research team has established the following assumptions and requirements for the 
DAQ system. The DAQ system shall be capable of capturing one image per minute. This capture 
rate was chosen because the research team wants to increase the training data set by half an order 
of magnitude, and the older system installed by the site’s original contractor is only capable of 
capturing one image every five minutes. The new system shall also be able to capture images for 
twelve consecutive hours. The peak solar hours for single-axis tracking arrays are typically 7.9 
hours in San Luis Obispo [6]. 7.9 hours of average peak solar time and a factor of safety of 1.5 
were used to determine the design parameter of twelve hours of daily system operational time. 
 The research team is most interested in seeing how increasing the image capture rate 
affects the training of the neural network. Therefore, it was determined that the camera should be 
similar to the existing unit on site. The team procured an AXIS M3057-PLVE Internet protocol 
(IP) camera. It has a 6 MP (3072x2048) 1/1.8” (7.18mm x 5.32mm) progressive scan RGB 
CMOS sensor [9]. The lens’s iris is fixed, its focus is fixed, its focal length is 1.6mm, its aperture 
is F2.0, and its overall field of view is 360° (panoramic). The camera has a 10μs to 2s shutter 
speed (Appendix A). 
 The current camera on-site does not have image quality settings which can be changed. 
This is a requirement for the new DAQ system being installed. Fortunately, these settings can be 
tuned on the new AXIS camera by typing its IP address into a web browser. The saturation, 
contrast, brightness, sharpness, dynamic range, infrared (IR), and exposure settings can be 





Figure 2.1: AXIS M3057-PLVE Image Quality Settings 
 A PC, network, and power supply are required to capture images using the camera. A 
Raspberry Pi 4 with 16 GB of RAM was selected. It is capable of automating the image capture 
process and post processing the .jpg files. Image quality settings can also be changed directly on 
the Raspberry Pi by typing the IP address of the camera directly into the web browser. It may also 
be able to run the NN locally after the model is trained. 
 The IP camera consumes between 7.7 and 12.95 W of power based on the product 
datasheet (Appendix B). The LTE Router consumes up to 12 W of power. The Raspberry Pi 
consumes between 2.7 and 6.4 W [10]. Therefore, the total power needed for the system to 
operate should range between 22.4 and 31.35 W. Thus, the 518 Wh lithium-ion battery that was 




2.2 Alternative System Design 
 Before committing to the final system design, an alternative configuration was considered 
by the research team. The original design consisted of a microcontroller, a fisheye lens camera, a 
battery, a radiofrequency (RF) transceiver module, and an external storage drive. This incarnation 
of the system would take a single image once every minute, store the raw file locally, and 
transmit a timestamped .csv file of the sky-to-cloud ratios every five or ten minutes. A remote 
computer or server could than integrate the data from this .csv file into a larger spreadsheet which 
includes other variables such as wind speed, humidity, temperature, etc. If necessary, the raw 
images can be retrieved from site for additional data processing. 
 The main benefits of this design are its low cost and power consumption. Although cost 
and power consumption may be concerns in future iterations, the research team decided to focus 
on the Raspberry Pi and IP camera-based design. This system would be a lot faster to implement, 
and it allows for control over the image capture rate and image quality settings. Lastly, the 
camera itself is very similar to the existing on-site camera; thus, the existing camera can act as a 
control to the new system. 
 
2.3 System Components 


















Chapter 3  
CODE DEPLOYMENT 
3.1 Code Overview 
 The Python code deployed on the Raspberry Pi is adapted from code written by computer 
science student David Yu. The two scripts are used to capture GTSF sky images on a remote 
network and process these images and generate a .csv file that includes the cloud-to-sky ratio. 
The figure below visually represents how these scripts interact with each other. 
 
Figure 3.1: Task Diagram of the Python Script Used to Capture and Process the Image 
Data Used for NN Training 
 
3.2 Image Acquisition Code 
 The script skyImageScraper.py pulls an image from the IP camera. It uses the requests 
library to log in to the AXIS camera url. The datetime library is used to properly timestamp each 
image. The Raspberry Pi has no built-in real-clock, so it obtains the date and time from the 
internet. The figure below visually represents the code’s logic. 
 




3.3 Image Post-Processing Code 
 The script cloud_cover.py uses the Python Imaging Library (PIL), NumPy, and skimage 
to crop and process the images taken on-site. The script’s trimming parameters can be tuned to 
crop out hills and other unnecessary material from the edges of the sky image; the trimming 
parameters can vary based on the camera’s physical placement at GTSF. The cropped image is 
then post-processed. The script calculates the red-to-blue ratio of each pixel. If the ratio is greater 
than a set threshold parameter, the pixel will be converted to a white pixel. If the ratio is less than 
or equal to the threshold, the pixel will become black. In practice, the sky portions of the image 
are converted to black pixels and the cloud portions of the sky are converted to white pixels. 
When ran as main.py, the script will save three new versions of the image: cropped, black and 
white (red-to-blue ratio), and haze (haze index). The figure below visually represents each step. 
 





3.4 Cloud-to-Sky Ratio Spreadsheet 
 The cloud_cover.py script can be further modified with the csv module and a simple loop 
to generate a spreadsheet which contains all the cloud-to-sky ratios for a given set of images. The 
filenames for all the images can be copied by the user and pasted into an empty Excel 
spreadsheet. The new Python script can then read the names of each image and run them through 
the cloud_cover.py script to process each image and write the calculated cloud-to-sky-ratio to the 
excel spreadsheet. This will generate a final spreadsheet which includes the timestamp of each 
























Chapter 4  
SYSTEM TESTING 
4.1 Initial Site Walk and Preliminary Test 
 In order to ensure the camera, computer, router, battery, and solar panel would all be 
operational at GTSF, a preliminary site walk and system pre-test was performed on April 21, 
2021. The main item of concern was the LTE signal at GTSF; there are no residential or 
commercial buildings near the solar farm, so the team was concerned about there being a poor 
signal. Fortunately, a download speed of 17.89 Mbps and an upload speed of 36.14 Mbps were 
recorded on site. These speeds are more than sufficient for data collection, and there is a lot of 
potential for on-site forecasting. 
 As expected, all other systems were operational. The computer was able to capture an 
image on-site. With the Raspberry Pi, camera, and router plugged in, the battery was outputting 
12-21 Watts of power, and the solar panel was generating over 60 Watts of power. These values 
were better than anticipated; there is potential for this system to remain operational for weeks at a 
time (even with overcast weather) once proper weatherization is implemented. Overall, the 
preliminary system test was successful, the power system, computer, camera, and router all 
performed nominally. The main issue is that the camera needed to be elevated higher off the 
ground to eliminate obstructions from the image. Fortunately, the camera has a tripod mount at 
the bottom, so it was determined that a camera stand would be used on the test date. 
 
4.2 Full System Test 
 The full DAQ system was tested on May 14, 2021. It took roughly ten minutes to set up 
the camera, tripod, tarp, table, Raspberry Pi, LTE router, lithium battery, and solar panel. A 
mouse, keyboard, and monitor were also used for the operator to run the Python script necessary 





Figure 4.1: Complete DAQ System Tested on May 14, 2021. System Consists of a Raspberry 
Pi, IP camera, LTE Router, Lithium Battery, and Solar Panel. 
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 The main goal of this test was to automatically download one image every minute for 
roughly six hours. These images were stored locally on the 128 GB flash drive inserted in the 
Raspberry Pi. Unfortunately, this goal was not fully met due to technical difficulties with the 
lithium-ion battery pack. After the first ten images were downloaded, the monitor was unplugged 
and then plugged back in to make sure the system could work “headless”. At first it appeared as if 
unplugging the monitor, mouse, and keyboard caused the Raspberry Pi to shut down, but in 
actuality, this caused the AC output of the battery to shut down. At this time, repeated attempts 
were made to restart the battery. The DC input from the solar panel appeared to still be 
operational, and the DC output via the USB port on the battery appeared to work as well. 
 Unfortunately, the AC output would automatically shut down after just a few minutes. 
The battery was temporarily relocated off site for inspection. The side panels were removed and 
no electronic components inside were visibility corroded or fried. The battery was quite hot at 
first, so it was left indoors for about an hour to cool back down to room temperature. The AC 
output of the battery was then tested with a 20W phone charger. It was able to charge the phone 
for over an hour with no issues. 
 Based on these findings, it appears the battery had thermal and/or load issues when it was 
being used on site. The 69 Watts of charge from the solar panel plus the 35 Watts of discharge 
may have generated too much heat from the battery, and the battery’s controller may have 
automatically shut the AC output off to prevent the battery from overheating. In addition, it 
appeared the problem was worsened by the nature of how all the components (i.e. the camera, 
router, Raspberry Pi, and monitor) were all immediately turned on every time the AC output was 
rebooted. The battery may be designed to automatically shut off when there is a surge in power 
demand. Therefore, the following sequence of operations is advised for operating the battery: 
1. Ensure the battery is fully charged prior to use. 
2. Plug the surge protector power strip into the battery. 
3. Plug the router into the power strip and then turn the router on. 
17 
 
4. Plug the PoE injector into the power strip (ensure the camera and router are both plugged 
into the PoE injector) 
5. Plug the monitor into the power strip. 
6. Plug the Raspberry Pi into the battery’s USB port for DC output. 
7. Run the Python script from the Raspberry Pi. 
8. Ensure the images are properly downloading. 
9. Unplug the monitor’s power supply. 
10. Unplug the mouse and keyboard from the Raspberry Pi. 
11. Plug the solar panel into the battery. 
For the steps listed above, the operator is advised to wait 5-10 seconds between each step and 
closely monitor the battery’s display to ensure the AC output does not automatically shut off. 
Lastly, the battery should be placed underneath the solar panel (as shown below) to prevent 
heating via thermal radiation. 
 
Figure 4.2: Battery Placed Underneath Solar Panel to Prevent Heating from Thermal 





IMAGE RESULTS AND POSTPROCESSING 
5.1 Test Day Results and Postprocessing 
 130 images were captured on May 14th, 2021 between 12:41pm and 6:50pm. The Python 
script, cloud_cover.py, was used to post-process a few of these images. The figure below is the 
unprocessed image file downloaded at 12:41pm. 
 
Figure 5.1: Uncropped Sky Image Captured at 12:41pm on May 14, 2021. 
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The image is a 2040x2040 pixel square. The outer trees, mountains, and other extraneous objects 
at the perimeter of the image were cropped out by setting the following variables in the table 
below. 
Table 5.1: Image cropping settings used in sky_trimmed in cloud_cover.py 
X1_trim [pixels] 108 
X2_trim [pixels] 1940 
Circle_radius [pixels] 916 
 




Figure 5.2: Cropped Sky Image Captured at 12:41pm on May 14, 2021 
The cropped image was then converted to a black and white image by computing the red-to-blue 
ratio and comparing it to a set threshold value. Unfortunately, it was difficult to properly tune this 
threshold value due to the bright spot caused by the sun. Thus, the red-to-blue ratio is not an 





Figure 5.3: Post-Processed Image Captured at 12:41pm on May 14, 2021. Black and White 
with a Threshold of 0.9. 
The clouds at the bottom left corner of the screen were not properly converted to white pixels, so 




Figure 5.4: Post-Processed Image Captured at 12:41pm on May 14, 2021. Black and White 
with a Decreased Threshold of 0.75. 
This lower threshold does a better job picking up the clouds at the bottom left corner. However, 
the impact of the bright spot caused by the sun increases as the threshold value decreases. The 
same process was applied to a completely cloudy photo taken at 6:28pm. The cropped image and 




Figure 5.5: Cropped Image Captured at 6:28pm on May 14, 2021 (Left) Next to Black and 
White Image (Right) 
Unfortunately, this image is too cloudy to properly tune the threshold value used to calculate the 
red-to-blue ratio. At 4:51pm, a mostly cloudy image was taken. This image was used to tune the 
threshold value from 0.9 to 0.55. This threshold produced a quality black and white image and a 





Figure 5.6: Cropped Image Captured at 4:51pm on May 14, 2021 (Left) Next to Black and 
White Image (Right) 
 
In conclusion, it appears a higher threshold (~0.75) works best in less cloudy weather where the 
bright spot of the sun has a larger impact on the image. Conversely, a lower threshold (~0.55) is 















FUTURE WORK AND CONCLUSION 
6.1 Image Quality Factorial Design 
 The AXIS camera has the following variables which can be tuned via software: 
saturation, contrast, brightness, sharpness, wide dynamic range, white balance, infrared (night 
mode) settings, local contrast, exposure mode, exposure zone, max shutter, max gain, blur-noise 
trade-off, exposure level, and capture mode. It is safe to assume that the infrared functionality can 
be turned off since the camera is only operational during the day. In addition, the blur-noise trade 
off settings can be ignored since no photos are being taken in low-lighting conditions. 
 The manufacturer recommends the user uses automatic exposure settings when dealing 
with all-natural lighting. Lastly, wide dynamic range should remain on to deal with the bright 
spot caused by the sun. This leaves four variables which can be tuned to optimize the image 
quality for training the artificial neural network. To minimize the number of runs, a 24 ½ factorial 
design with one center point was selected to determine the significance of each camera setting. 
The response (output) should be some type of quality benchmark that can be used to evaluate how 
well the image works as training data for an NN model. 
Table 6.1: 24 Half Factorial Design with One Center Point and No Blocking 
Saturation Contrast Brightness Sharpness 
1 -1 -1 1 
-1 -1 -1 -1 
1 -1 1 -1 
-1 -1 1 1 
-1 1 1 -1 
-1 1 -1 1 
1 1 1 1 
1 1 -1 -1 




6.2 System Weatherproofing 
 The prototype (at its current state) is not designed to be left outdoors for prolonged 
periods of time. The system can be upgraded to withstand typical weather conditions in San Luis 
Obispo. Electronics can be damaged via corrosion from humidity and rain; they can also overheat 
via thermal radiation from the sun. The solar panel and AXIS camera are both designed to be 
used outdoors, but the battery, Raspberry Pi, LTE router, power strip, and wires need to be 
protected. One potential solution is to use a modified, polyethylene cooler. Coolers have gaskets 
which provide a watertight seal, and they typically have three inches of insulation which can 
protect the system from thermal radiation. Coolers also typically have handles and a lid which 
allow the system to be easily transported and modified. 
 Only two devices need to be placed outside the cooler: the camera and the solar panel. 
Conveniently, these are the only two devices that are already designed for outdoor use. Coolers 
typically have one drain port on their side. This drain port can be modified with a watertight 
gasket to allow two cables to pass through. One cable powers the battery via the solar panel, and 
the other is the ethernet cable used to connect the camera and the PoE device. Unfortunately, the 
internal heat generation inside of an insulated box may lead to electronics overheating. To 
alleviate this issue, the bottom of the cooler could be sawed off and replaced with a piece of 
aluminum sheet metal that can act as a heat sink to conduct heat out of the box. The aluminum 
can be adhered to the polyethylene using an epoxy, and the edges of the sheet metal can be bent 
upwards and fastened into the sidewalls of the cooler. Unfortunately, the weatherproof box 







6.3 Cloud Forecasting with a Predictive Neural Network 
 The camera image quality settings still need to be tuned in order to generate an accurate 
cloud-to-sky ratio. In addition, a polarizer lens filter and/or additional image post-processing may 
be necessary to remove the influence the sun has on the cloud-to-sky ratio. These issues need to 
be resolved, so accurate and reliable cloud-to-sky-ratios can be obtained. Afterwards, the 
timestamped ratios can be integrated with the other variables in the data pipeline used to train the 
neural network. The other necessary variables are the cloud-sky-ratio, temperature, precipitation, 
humidity, wind velocity, and sunshine duration. 
 As detailed in 1.3 Previous Work, past computer science students have developed 
predictive NN’s using both the concentric ring approach and the U-Net approach. This work 
found that global horizontal irradiance (GHI) is not needed to predict cloud coverage, but it may 
be necessary for predicting power generation. The research team plans on improving the NN by 
using NowCast segmentation with U-Net as a recursive NN. 
6.4 Conclusion 
 The GTSF researchers ultimately wish to be able to forecast power generation in the next 
five, ten, and thirty minutes. The goal of this thesis project was to design and prototype a remote, 
automated DAQ system capable of capturing sky images. These images support the front end of 
the data pipeline needed to eventually train the cloud forecasting model critical in predicting solar 
power generation. The camera originally installed on the field was only capable of capturing one 
image every five minutes, and the image quality settings could not be modified. The new DAQ 
system solves these issues: images can now be captured every minute (or faster if desired) and the 
image quality settings can be modified. 
 As the world moves towards reaching carbon neutrality by 2050, advancements in 
renewable power generation forecasting will ease this transition. Turbines powered by hydrogen, 
biofuels, or generation IV nuclear reactors will be used by utility providers to account for the 
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reliability issues with solar and wind. [11] [12] [13] More accurate power generation models will 
allow energy providers to utilize these turbines more efficiently in tandem with wind and solar. In 
addition, this information could also feed into the smart grid, so users can be warned when their 
thermostats and electric vehicles with bidirectional power may be utilized to account for a 
predicted decrease in power generation. Of course, every solar farm is unique in its location. This 
means cloud formation patterns will vary at each solar farm based on the nearby topology. In 
addition, solar farms are unique in design. Thus, the relationship between cloud coverage and 
power generation will vary between solar farms. With this in mind, the future forecasting models 
will never be fully transferable between sites. The real challenge in the future will be refining the 
data pipeline and developing an open-source ML framework that can be used to quickly train and 
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Appendix G: skyImageScaper.py 
# @file skyImageScraper.py 
# This file scrapes images from the Axis security camera. 
# This code is a modified version of DA Yu's download_sky_images.py 
# References: 'https://docs.python.org/3/howto/urllib2.html' 
#             'https://github.com/davidayu/Gold-Tree-Cloud-
Prediction/ 
# ...          blob/master/download_sky_images.py' 
# @authors WC Montgomery 
#          DA Yu 








##Set Automation Parameters 
## May 9  2021 
start_date = '2021-05-14' 
 
## May 10, 2021 
end_date = '2021-05-14' 
 
# 12:41 pm 
start_window = '16:56:00 -0700' 
 
# 7:00 pm 
end_window = '19:00:00 -0700' 
 
window_parse = '%H:%M:%S %z' 
start_window_datetime = datetime.datetime.strptime( 
    start_window, window_parse 
).time() 
end_window_datetime = datetime.datetime.strptime( 
    end_window, window_parse 
).time() 
 
# Concatenate the date and time together 
start_datetime_str = "{0} {1}".format( 
    start_date, start_window 
) 
end_datetime_str = "{0} {1}".format( 
    end_date, end_window 
) 
 
#Construct datetime objects 
parse_format = '%Y-%m-%d %H:%M:%S %z' 
start_datetime_obj = datetime.datetime.strptime( 
    start_datetime_str, parse_format 
) 
end_datetime_obj = datetime.datetime.strptime( 
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    end_datetime_str, parse_format 
) 
 
# How frequently the images are available for download. 
capture_interval = 60 
 
## Set scraping parameters 
username = 'root' 
password = 'herecomesthesun' 
 
# image_url = 'http://192.168.1.93/axis-cgi/jpg/image.cgi' # camera 
IP address on home network 
image_url = 'http://192.168.0.177/axis-cgi/jpg/image.cgi' # camera 
IP address on remote network 
 
## Scraping Loop 
current_datetime_obj = start_datetime_obj 
while current_datetime_obj < end_datetime_obj: 
    curr_time = current_datetime_obj.time() 
    if (curr_time < start_window_datetime 
        or curr_time > end_window_datetime): 
        print("Ignoring", curr_time) 
    else: 
        # download the image 
        filename = str(current_datetime_obj) 
        filename = filename.replace(" ", "-") 
        filename = filename.replace(":", "-") 
        filename = filename[:len(filename) - 7] + '.jpg' 
        utc_datetime = current_datetime_obj.astimezone( 
            pytz.utc 
        ) 
        print(utc_datetime) 
        request_url = image_url.format( 
            time=utc_datetime.strftime( 
                '%Y-%m-%d%%20%H:%M:%S' 
            ) 
        ) 
        r = requests.get(image_url, stream=True, 
auth=(username,password)) 
 
        if r.status_code == 200: 
            r.raw.decode_content = True 
 
            with open(filename,'wb') as f: 
                shutil.copyfileobj(r.raw, f) 
 
            print('Image sucessfully Downloaded: ',filename) 
            time.sleep(capture_interval) #Wait for one minute 
        else: 
            print('Image Couldn\'t be retreived') 
         
    current_datetime_obj += datetime.timedelta( 
        seconds = capture_interval 
    ) 
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Appendix H: cloud_cover.py 
# @file cloud_cover.py 
# This file post-processes images from the Axis security camera. 
# This code is a modified version of DA Yu's cloud_cover.py 
# References: 'https://docs.python.org/3/howto/urllib2.html' 
#             'https://github.com/davidayu/Gold-Tree-Cloud-
Prediction/ 
# ...          blob/master/cloud_cover.py’ 
# @authors WC Montgomery 
#          DA Yu 
# @date 09 FEB 2021 
 
from PIL import Image 
import numpy as np 
from numpy import asarray 
from skimage.filters.rank import median 
from skimage.morphology import disk 
from skimage import draw, io 
 
# Next steps: Adjust threshold for haze index (guess and check). 
Also take a look at software to locate sun + remove brightest points 
in image. 




    sky_trimmed = load_and_trim('/media/pi/Samsung 
USB4/imageBin/2021_05_14/2021-05-14-12-41-0.jpg') 
    haze_index_im = process_image_haze_index(sky_trimmed) 
    rb_ratio_im = process_image_rb_ratio(sky_trimmed) 
    print(calculate_cloud_cover(rb_ratio_im)) 
 
    io.imsave("sky_trimmed.jpg", sky_trimmed) 
    io.imsave("rb_ratio_no_haze.jpg", rb_ratio_im) 
    io.imsave("haze.jpg", haze_index_im) 
 
def load_and_trim(filename): 
    sky = io.imread(filename) 
    sky_trimmed = trim_outer_circle(sky) 
    return sky_trimmed 
 
def trim_outer_circle(sky): 
    x1_trim = 108 
    x2_trim = 1940 
 
    width = sky.shape[0] 
    height = sky.shape[1] 
    center_on_width = int(width / 2) 
    center_on_height = int(height / 2) 
    circle_radius = 916 
 
    sky_circle = np.zeros((width, height), dtype=np.uint8) 
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    rr, cc = draw.circle(center_on_width, center_on_height, 
circle_radius) 
    sky_circle[rr, cc] = 1 
    sky_trimmed = sky.copy() 
    sky_trimmed[sky_circle == 0] = 0 
    return sky_trimmed[:, x1_trim: x2_trim] 
 
def process_image_rb_ratio(image): 
    rb_ratio = image[..., 0] / image[..., 2] 
    threshold = 0.9 
    rb_ratio[rb_ratio > threshold] = 255 
    rb_ratio[rb_ratio <= threshold] = 0 
    return median(rb_ratio, disk(10)) 
 
def process_image_haze_index(image): 
    b = image[..., 0] 
    g = image[..., 1] 
    r = image[..., 2] 
    haze_index = (((r + b) / 2) - g) / (((r + b) / 2) + g) 
    haze_index[haze_index > 0] = 255 
    haze_index[haze_index <= 0] = 0 
    #return haze_index 
    return median(haze_index, disk(10)) 
 
def calculate_cloud_cover(image): 
    circle_radius = 971 
    pixels_in_circle = int(np.pi * (circle_radius ** 2)) 
    white = 255 
    flattened_image = image.flatten() 
    white_pixels = np.sum(flattened_image == white) 
    cloud_percentage = white_pixels / pixels_in_circle * 100 




if __name__ == "__main__": 










Appendix J: Remote DAQ System Component Checklist 
Prior to visiting GTSF, the user shall ensure they have the following items to ensure full system 
functionality: 
 
o AXIS Camera 
o PoE injector 
o PoE injector power cable 
o x2 Cat 5e cables 
o Tripod 
o Sandbags (recommended) 
o Raspberry Pi 4 
o USB mouse 
o USB keyboard 
o HDMI monitor 
o USB Type-C to USB-A 2.0 male charger cable 
o Micro HDMI to HDMI cable 
o External flash drive 
o Cat 5e cable 
o Router 
o Power Supply 
o Antennas 
o SIM Card 
o Battery 
o Solar Panel 
o Surge Protector (with at least three AC sockets) 
o Personal Laptop (optional) 
o Tarp (optional) 
o Measuring tape (optional) 





Appendix K: Remote DAQ System Setup and User Guide 
 Upon arriving to GTSF with the components listed in Appendix J, the user shall place 
the components in a fashion similar to the figure below. 
 
Figure K.1: Component Layout 
Ensure the solar panel is facing the sun. The user is also advised to place the battery underneath 
the solar panel to prevent it from overheating via thermal radiation. Plug the surge protector into 
the battery. Plug the LTE router into surge protector and then turn the router and battery’s AC 
output on. While the router is powering on, connect the PoE midspan and the LTE router by 
plugging one end of a Cat 5e cable into the router’s “LAN3” port and the other end of the cable 
into the “DATA IN” port on the midspan. Next, the camera’s PoE cable into the midspan’s 
“DATA & POWER OUT”. Afterwards, plug the midspan’s power supply into the surge 
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protector. Now that the router and camera are receiving power, plug the Raspberry Pi into the 
monitor using the HDMI cable, and connect the mouse and keyboard to the Raspberry Pi. From 
here, plug the monitor’s power supply into the power strip. The Raspberry Pi should now be 
powered by plugging it into one of the battery’s DC output port by using the USB Type-C to 
USB-A 2.0 cable. Lastly, the solar panel should be plugged into the battery. 
 Now that the DAQ system is set up, the user shall open up a web browser on the 
Raspberry Pi and enter the router’s IP address (192.168.0.1) in the address bar as seen in the 
figure below. 
 
Figure K.2: Yeacomm LTE Router Webpage 
From here, click “Login” and enter the router’s username and password. Upon logging in, the 






Figure K.3: Yeacomm LTE Router Homepage 
The “Device Settings” page (shown in the figure below) shows the IP and MAC addresses of all 





Figure K.4: Yeacomm LTE Router Device Settings 
The user shall copy the IP address of the AXIS camera and paste it into the address bar. This will 
bring up a live feed of the camera (shown in the figure below). To access the camera’s settings, 
click “settings” on the bottom righthand corner of the page. 
 
Figure K.5: AXIS Camera Live Feed and Device Settings 
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 Now that the user has successfully set up the DAQ system, the script used for image 
capturing can be ran. Open Microsoft Visual Studio on the Raspberry Pi and open the folder 
which contains “skyImageScraper.py” and “cloud_cover.py”. For “skyImageSraper.py”, ensure 
“start_date”, “end_date”, “start_window”, and “end_window” (shown in the figure below) are 
properly set to match up with desired testing window. 
 
Figure K.6: skyImageScraper.py Automation Parameters 
In addition, ensure “image_url” (seen in the figure below) corresponds with the AXIS camera’s 
IP address on the current network. 
 
 
Figure K.7: skyImageScraper.py AXIS Camera’s Webscraping URL 
The user can now run the script and locally download one image every minute. It should be noted 
that the images will download in the current working directory by default. If the user wishes to 
download the images in a different folder, they should move the Python script to the desired 
folder. 
 After the new dataset has been locally downloaded, the user can begin postprocessing the 
images. Open “cloud_cover.py” and change the file’s name to “main.py”. Within the main() 
function (seen in the figure below), change “sky_trimmed” to the image which needs to be post-
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processed, and change the strings on lines 29-31 to the desired names for the post-processed 
images. 
 
Figure K.8: cloud_cover.py main() Function 
In order to ensure the image is properly being cropped and post-processed the functions shown in 
the figure below need to be adjusted. For the trim_outer_circle(sky) function, “x1_trim”, 
“x2_trim”, and “circle_radius” need to be adjusted to remove surrounding hills, trees, powerlines, 
and other objects obstruction the camera’s view of the sky. Ensure “circle_radius” equals half the 
difference between “x2_trim” and “x1_trim”. For the process_image_rb_ratio(image) function, a 
given pixel is set to white if the red-to-blue ratio exceeds the threshold value, and the pixel is set 
to white if red-to-blue ratio is less than or equal to the threshold. The “threshold” parameter 
should properly be tuned for the image; typically, higher thresholds (~0.75) work best in less 
cloudy weather where the bright spot of the sun has a larger impact on the image and lower 




Figure K.9: cloud_cover.py Post-Processing Functions 
After all these values are properly tuned, the user shall execute the Python script. 
