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η Carinae is one of the most massive and engimatic stars in our galaxy. The
star, estimated to be well over a hundred times more massive and millions of times
brighter than our sun, is shrouded in an expanding cloud of gas and debris that was
ejected around 1843 during it’s so-called “Great Eruption” and surrounded by what
appear to be fields of debris from previous eruptions.
The fundamental nature of the star is not well understood. Quite basic ques-
tions remain, such as: is the star a binary? Various questions and disagreements
are also present in the literature regarding the various debris features, their physical
characteristics, and what they tell us about the star’s history.
In this dissertation, Hubble Space Telescope (HST) observations spanning
nearly a decade and utilizing both the Wide Field/Planetary Camera 2 (WFPC2)
and the Advanced Camera for Surveys (ACS) instruments—the most accurate visi-
ble imaging data yet taken of η Carinae—are used to address many of these funda-
mental issues. In the first section, HST/ACS data taken during 2003–2005 is used
to address the question of binarity. Based on an astrometric analysis of the data,
binary reflex motion is detected in the primary and, by combining these results with
those of other authors, allows us to derive the physical parameters of the resultant
system.
In the second section, 1995 WFPC2 and 2003 ACS data are used to make the
most precise measurements yet of the debris around the central star. A date of origin
is derived for the Homunculus, and a new, much shorter interval for the duration
of the Great Eruption. Certain equatorial features, previously associated with an
1890 eruptive event are instead shown to be coeval with the Homunculus features
and are thus associated with the Great Eruption. New debris associations outside
the Homunculus are identified and their dates of origin are determined, implying
eruptive events that preceeded the Great Eruption.
These results add both significant new insight into our understanding of η
Carinae and its history and introduce important new constraints for any theoretician
who seeks to model the star, the Great Eruption, or earlier events.
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Chapter 1
η Carinae: History and Overview
1.1 Introduction
η Carinae (henceforth: η Car) is generally considered an extreme member of
an extreme class of stars—the Luminous Blue Variables (LBVs). As viewed from
Earth, η Car is in the Keyhole region of the Carinae Nebula (fig. 1.1), and is a
member of the Trumpler 16 association, located at a distance of approximately
2.25 kpc1. It is near the tangent point to the Carina arm at Galactic longitude
≈ 280◦ [Dame et al.(2001)]. LBVs inhabit the upper left corner of the Hertzsprung-
Russel diagram (see, for example, [Carroll & Ostlie(1996)]), being the most massive
and luminous stars known. Even within the select group of LBVs, however, η Car
(Mη ≈ 130M, Lη ≈ 106.7 L, see references cited in this work) is the largest of the
large, one of the most massive2 and luminous stars known within our galaxy. This
rarified group also appears to be atypical with respect to their not-quite-so-massive
LBV cousins—for example, they all violate the Humphreys-Davidson (H-D) limit
([Humphreys & Davidson(1979)])3.
1See discussion in Appendix B.
2Along with LBV candidates the “Pistol Star” (MPS ≈ 150M, LPS ≈ 106.6 L,
[Figer et al.(1998)]) and LBV 1806-20 (M1806−20 ≈ 130M, L1806−20 ≈ 106.3 L,
[Figer et al.(2004)]).
3 The H-D limit is an empirical limit to how bright stars can be as a function of their spectral
























































































































































































Understanding the LBV hypergiants is critically important for a number of
fields within astrophysics. They appear to represent an upper stellar mass limit
and thus they test and constrain theories of star formation. The uncertain relation
between O, LBV and Wolf-Rayet (WR) stars pushes the limits of our understanding
of stellar evolution. Their proclivity for “dancing” back and forth over both the
Eddington and Humphreys-Davidson limits strains both stellar evolution models
and our fundamental understanding of stellar atmospheres at these extremes of
mass and luminosity4.
η Car, being the closest and least extincted of this class of LBV hypergiant, is
the one most easily studied. In fact, over the last one hundred and sixty years, it has
been very well observed indeed (§1.2), especially so since the early 1990s with many
Hubble Space Telescope (HST) observations dedicated to observing η Car. These
include GO 9721 (PI: B. Dorland; see fig. 1.2) and the HST η Car “Treasury”
campaign (PI: K. Davidson), spanning over three years (Oct. 2002–Nov. 2005),
nine observing epochs, and hundreds of exposures across multiple filter bands.
In addition, a significant number of southern hemisphere observations have
been made of η Car, most notably with the European Southern Observatory’s (ESO)
Very Large Telescope (VLT) array of 8-m telescopes at Cerro Paranal, Chile. De-
spite this concerted effort to probe its nature with the most advanced astronomical
instrumentation currently available, η Car has jealously guarded her secrets, with
new observations not only failing to definitively address questions regarding the na-
4See [Humphreys & Davidson(1994)] for an extensive review of LBVs, including some discussion
of η Car.
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Figure 1.2: Three color (NUV-Vis-NIR) composite image of η Car. The central star
(or stars) are in the region that appears saturated. The two large “lobes” extend-
ing from the central star in the NW and SE directions make up the “Homuncu-
lus” nebula, the material ejected during η Car’s ”Great Eruption” of the 1840s
[Currie et al.(1996)]. The NW lobe is receding from and the SE lobe is approaching
us. Sparse-disk-like equatorial features are also seen; some authors associate them
with the so-called “Lesser Eruption” around 1890 [Davidson & Humphreys(1997)].
In the SW direction a ridge of material exists that appears to have been ejected much
earlier than the 1840s. Composite color image from HST GO 9721 (PI: B. Dorland)
observations. Four sets of 0.1, 1, and 10 second images were taken in Nov. 2003
with ACS/HRC. Multiple exposures were combined using STSDAS/MultiDrizzle, de-
convolved, cross-correlated, and combined (details in the text). Blue=F330W (330
nm), Green=F660N (660 nm), and Red=FR914 (1.012 µm). The dark area across
the SE lobe of the Homunculus is the HRC occulting finger. Compare to lower right
image from fig. 1.1. Image is approximately 30 arcsec across.
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ture of the star (or stars), but frequently raising new questions and problems. Even
now, after all of these observations, it is generally agreed that we do not understand
the underlying physical mechanisms that are responsible for the unique history and
behavior of η Car. It is the goal of this thesis to better understand some of these
critical phenomena, using a combination of astrometry, spectroscopy and velocime-
try data obtained using some of the most capable instruments currently available
to astronomers.
1.2 Observational History
1.2.1 Historical Light Curve
Any discussion of η Car should begin with its historical light curve. Figure
1.3 is a plot of the historical data as compiled by [Frew(2004)]. The plot displays
the best estimate for the V-band magnitude as a function of observation date.
Based on Frew’s review of the historical record, there was an underlying trend
of at least two centuries of slight secular brightening (≈ 1.5m over 230 years, or
ṁ < 0.01 m yr−1) ending during the 1830s5. Based on observations by Herschel,
Frew finds that η Car brightened from +2m to +1m over the first seven years of the
decade (ṁ ≈ 0.1 m yr−1); then, at the end of 1837, it experienced a sudden increase
(less than two weeks in duration) to 0m (ṁ ≈ 25 m yr−1) (see fig. 1.4). This marked
the beginning of a twenty year period (1837–1856) termed “the Great Eruption”
during which η Car fluctated between 0 and -1m. The peak brightness was reached
5Frew suggests relative quiescence during this period, but given the temporally sparse nature
of his data, this may not be the case.
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Figure 1.3: The historical lightcurve of η Car, taken from [Frew(2004)]. V-band
magnitude is shown as a function of time. The major known photometric events
and periods are marked.
6
in April, 1843 and December 1844, with significant variations on timescales of days
to weeks during the entire period. Beginning in 1844, a fading trend was present
that reduced η Car’s brightness to approximately 0.5m by 1856 (ṁ ≈ −0.15 m yr−1).
The “Homunculus” Nebula is, perhaps, the most prominent persistent feature
associated with the Great Eruption. The Homunculus is the two-lobed nebula of
material surrounding η Car, prominent in fig. 1.2. Gaviola gave the nebula this name
because its physical appearance reminded him of a small, fat man with crossed
arms (see the lower right panel in fig. 1.1) [Gaviola(1950)]. It is a primarily a
reflection nebula [Davidson & Humphreys(1997)] and consists of ejecta from the
Great Eruption [Currie et al.(1996)].
Beginning in approximately 1856–1857, rapid fading began, with η Car drop-
ping to 6.0m by 1869 (ṁ ≈ −0.4 m yr−1). Between 1869 and 1872, the fading
plateaued briefly, then resumed once again through 1886, when it reached 7.6m
(ṁ ≈ −0.1 m yr−1).
In 1887, η Car suddenly brightened to mV ≈ 6.2, followed by a plateau around
mV ≈ 6.5 lasting approximately 8 years. This event is known as “the Little Erup-
tion.” It was followed by a return to the gradual fading trend, with η Car reaching
mV ≈ 8 by 1920. In 1940, De Vaucouleurs reported a 1-mag brightening over a
one month period ([de Vaucouleurs(1952)], [de Vaucouleurs & Eggen(1952)]). Pho-
tographic plate evidence from circa 1940 indicates a sudden brightening of 1m in
one month6. This was followed by a secular brightening trend of 1m to mV ≈ 5.5 by
6The data from the 1940s period were not included by Frew due to the problematic nature of
estimating photometric magnitude precisely using photographic plates.
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Figure 1.4: The historical lightcurve of η Car during the period immediately before
the Great Eruption through the Lesser Eruption, taken from [Frew(2004)]. V-band
magnitude is shown as a function of time. The major photometric events and periods
are marked.
8
1997 (ṁ ≈ 0.02 m yr−1).
At this point, the secular trend continued for the overall extended structure
of the central star and Homunculus. In 1998, the central star brightened rapidly
([Davidson et al.(1999)]) relative to the Homunculus, going from 8.4m (1991) to 7.4m
(2000) to 6.8m (2004).
It should be noted that many authors dispute Frew’s conclusion that there is
no support for a pre-Great Eruption history of large V-band fluctuations. This group
includes [Innes(1903)], [Davidson(1989)], and [van Genderen & The(1984)], who all
argue that fluctations of up to three visual magnitudes exist in the historical record.
The latter also infers outbursts back in time at least to 1000 A.D., based on the
presence of multiple ejecta shells around η Car in the context of proper motion
studies of [Walborn et al.(1978)]. Frew does not rule out the possibility of earlier
photometric events, but rather finds no evidence of them in the historical record.
1.2.2 Interpretation and Discussion of Historical Light Curve
The canonical interpretation of the light curve ([Davidson & Humphreys(1997)])
is as follows: Prior to the Great Eruption, η Car behaved more or less like a canon-
ical LBV (see §1.3), that is, it underwent periodic shell ejection events manifested
as color changes and with a relatively constant bolometric luminosity. The Great
Eruption was a cataclysmic event, representing a massive release of both energy
and material and was marked with a significant increase in bolometric luminosity
over the period of the Eruption. As [Dowling(1996)] and [Currie et al.(1996)] found,
9
essentially all of the Homunculus material was ejected during the Great Eruption.
By combining the light curve data with estimates for the total mass ejected and its
velocity, the total energy released during the Great Eruption has been estimated
at 1049 − 1050 ergs [Davidson & Humphreys(1997)] and mass ejected ṁ ≈ 10 M
([Smith et al.(2004)])7. The mechanism for the release of all of this energy is not
understood.
After the subsidence of the Great Eruption, the rapid fading phase is at-
tributed to condensation of dust from the material ejected during the Great Erup-
tion. The dust obscured the central star (which, presumably, returned to mV ≈ 2−4
sometime after the eruption) by approximately visible magnitudes. It has been
suggested that the Lesser Eruption is related to the Great Eruption and repre-
sents some sort of adjustment related to a heretofore undiscovered 50-year time
scale associated with the star. Various authors have proposed that the equatorial
debris [Davidson & Humphreys(1997)] (see fig. 1.2 and Chapter 4), the Weigelt
blobs [Davidson et al.(1997)] (see Chapter 3), and the so-called “Little Homuncu-
lus” [Ishibashi et al.(2003)] were all emitted from the central star during this period,
much in the same way the Homunculus material was emitted during the Great Erup-
tion, strongly suggesting that the Lesser Eruption was closer in nature to the Great
Eruption than it was to an S Doradus-type event8.
After the Lesser Eruption, η Car appears to have returned to relative quies-
cence for approximately 50 years. The 1940 brightening remains unexplained. Frew
7The presence “quiescent” rate of energy release (see discussion in §5.1 which is based on
[Cox et al.(1995)] observations) is L ≈ 5 × 1047 ergs/year, thus the Great Eruption release rep-
resents 20–200 years worth of energy.
8See §1.3 and the glossary for definition and further discussion of of S Doradus (S Dor) eruptions.
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cites circumstantial evidence that it was due to the sudden appearance of the ex-
panding Humunculus lobes by the central star9, but does not offer any substantive
thoughts on the mechanism responsible for this transition. A secular brighten-
ing has occurred since the 1940s photometric event; it is generally thought that
this brightening is due to the dissipation of the local dust10 around η Car that is
responsible for the heavy extinction [Davidson & Humphreys(1997)]. This would
be manifested as a redistribution of the spectral energy from the IR to the vis-
ible bands rather than a gradual increase in the bolometric luminosity, though
[van Genderen et al.(2001)] looked for evidence of this effect in the photometric
record from 1974–1991 and did not find it. In addition to the underlying trend,
small, sub-magnitude photometric variations of varying time scales have also ob-
served (see e.g., [van Genderen et al.(1994)], [van Genderen et al.(2001)]).
The sudden 1998–1999 brightening of the central star in V-band remains unex-
plained. Both [Davidson et al.(1999)] and [Smith et al.(2000)] suggest that a slight
increase in intrinsic luminosity could result in grain destruction that would reduce
extinction and, in effect, amplify the luminosity increase. No detailed mechanism
for an underlying increase in bolometric luminosity has been proposed, though
[Smith et al.(2000)] conjectures that the central star may still be “adjusting from
its Great Eruption.”
9By the 1900, the Great Eruption ejecta had expanded to a mean distance of 2 arcsec from
the Central Star (see §9.6, particularly figs. 9.9 and 9.10); it should have been visible before that.
Frew’s argument is that the material became illuminated at that point; he cites lack of observations
of the Homunculus before 1940 as his circumstantial evidence.
10Consisting of circumstellar, Homunculus, and other local concentrations.
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1.3 Is η Car a Luminous Blue Variable (LBV)?
η Car’s behavior has been associated with its membership in the class of stars
known as LBVs. What is an LBV? A comprehensive review of the nature of LBVs
is given in [Humphreys & Davidson(1994)]. In that reference, an LBV is defined as:
...an evolved, very luminous, unstable hot supergiant which suffers
irregular eruptions like S Dor and AG Car or more rarely the giant
eruptions as in η Car and P Cyg [emphases in original].
The position of LBVs on the H-R diagram (fig. 1.5) makes some of these
essential characteristics clear. As shown, LBVs have evolved off the main sequence.
They occupy a region called the “instability strip” (the hatched region in the figure)
during quiescence. LBVs are observed to go through “S-Dor”-type eruptions, which
are manifested by redward changes in color but not changes in total luminosity.
When an LBV undergoes an S Dor-type eruption11, it is thought to eject an opaque
“psuedo-photosphere”, i.e. an expanding shell of material that reprocesses12 the light
of the star as it expands. As total flux is approximately constant, the expanding
shell appears redder as it expands. This is shown in the figure as “rightward”
horizontal motion. This reddening ends at what Wolf terms the “opacity wind
limit” [Wolf(1989)], the point at which the shell effectively becomes transparent
once again to the light of central star, and the star appears once more to be in its
quiescent state. Wolf’s empirical value of 8000K is in reasonable agreement with
11See glossary for additional discussion of S-Dor events.
12By “reprocess” I mean the shell material absorbs the light, warms up, and re-emits the light
at longer wavelengths.
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the opacity temperature limit derived analytically in [Davidson(1987)].
These shell ejection events or S Dor eruptions are to be distinguished from
the “Plinian” class13 or eruptions, typified by the Great Eruption. In these cases,
the bolometric luminosity increases significantly, with the eruption showing up as a
significant vertical shift in the stars position in the H-R diagram.
The question of how LBVs are related to Wolf-Rayet (WR) stars is also sug-
gested by the diagram. WRs are highly evolved stars with an exposed He core; i.e.,
most or all of the star’s hydrogen has been either consumed or ejected via intense
winds combined with mass ejection events. The current model, suggested by many
authors, is that LBVs represent an evolutionary stage in the evolution of O stars
into WRs and ultimately into supernovae [Maeder(1989)], that is:
O → Of → LBV → WR→ SN
In this model, the removal of mass that is necessary in the transformation from a
zero age main sequence (ZAMS) O star to WR is accomplished during the LBV
stage by a combination of wind and both S Dor and—perhaps only for the larger
LBVs—Plinian eruptions. From the main sequence, stars evolve redward up to
the H-D limit, at which point they enter into their LBV phase, oscillating back
and forth between the instability strip and the opacity limit, losing mass with each
13This term is borrowed from Geology where it is used to describe large volcanic eruptions.
It is a reference to the eruption of Mt. Vesuvius in 79 A.D. which killed Pliny the Elder
[Pliny the Younger (c. 100 AD)].
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Figure 1.5: The positions of Luminous Blue Variables on the H-R Diagram. The
dashed line indicates Zero Age Main Sequence (ZAMS), with specific stellar masses
(in solar units) indicated. LBVs have evolved off the ZAMS, and specific LBVs are
indicated in the plot. The hatched box is the so-called “instability” strip (i.e., the
LBV quiescent states) and the vertical shaded box is the so-called “opaque wind
limit.” LBVs are thought to spend most of their time in the instability strip; during
S Dor-type eruptions, the move redward (horizontally on the diagram) to the opaque
wind limit where they eject a shell, then return back to the instability strip. The
location of η Car on the diagram has been added, with an arrow indicating the
direction of evolution during the Great Eruption. Also shown is the Humphreys-
Davidson (H-D) empirical limit (see text) and a box indicating the region of Wolf-
Rayet (WR) stars. Underlying plot is fig. 1 from [Wolf(1989)].
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oscillation14. Assuming a star maintains the same approximate luminosity, it evolves
through a series of S Dor shell ejections, losing a bit of mass during each event. As
it does so, it begins to approach the Eddington limit (LEdd). At some point, it
may reach LEdd and even cross it. This event may trigger a larger non-luminosity
conserving eruption, resulting in even more mass loss for the star. In this model,
the star eventually loses sufficient hydrogen that its He core becomes exposed and
it begins to move blueward, transitioning from LBV to WR, and beginning its
evolution within the WR class towards its ultimate SN fate.
This model is not universally accepted. Many authors have noted that the
distinction between LBV and WR is not altogether obvious, with more than one
example of a star previously classified as WR now having been reclassified as LBV
after undergoing an S Dor event. This is to say that WRs look very much like LBVs
in their quiescent state.
Does η Car satisfy the Davidson definition of an LBV? Based on IR photometry
([Cox et al.(1995)]), it meets the luminosity requirement. Based on spectroscopic
evidence ([Davidson & Humphreys(1997)]), it meets the requirement for an evolved,
post-main sequence star. It is manifestly unstable, and certainly meets the criterion
for massive eruptions. It is not clear, however, if it undergoes semi-regular S Dor
shell ejection events. As will be discussed in some detail in Chapter 2, there is direct
evidence of spectroscopic variability on a 5.52 year cycle which a minority of authors
attribute to S Dor events. There remains no direct evidence of S Dor-like variability,
14Note that stars can temporarily cross the H-D limit, but cannot reside for any length of time
in the region beyond the limit.
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however. η Car thus appears to be similar to other LBVs, but perhaps different at
the same time; it may be sui generis because it is so much larger and more luminous
that the other well-studies LBVs. Nevertheless, the LBV categorization seems to
be the best available and will be adopted as a working model which provides some
explanatory power for purposes of this thesis.
1.4 Objective and Organization of the Thesis
I address two major questions in this thesis: “Is η Car a binary system?” and
“What does the motion of the ejecta tell us about its eruptive history?” The thesis is
divided into two major parts, with each part addressing one of the questions. Each
part is essentially self contained; Chapter 12 will examine how combined results
from the first two parts of the thesis improve our understanding of η Car.
Each of the two major parts are composed of multiple chapters. The specific
organization of the parts and component chapters are as follows:
1. Is η Car a binary system?
The first part consists of Chapters 2–6. Chapter 2 is a review of the binary litera-
ture, Chapter 3 is a description of a methodology for obtaining 250-µarcsec narrow-
field astrometry with Hubble Space Telescope (HST)/Advanced Camera for Surveys
(ACS)/High Resolution Channel (HRC) data, Chapter 4 describes the application
of this methodology to the available η Car data, and Chapter 5 is a discussion of the
results of the investigation. Chapter 6 is a discussion of the physical implications
of the measurements in terms of η Car’s component masses, orbits, and physical
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conditions. In this part, the following questions are addressed: (1) is η Car a binary
system?, (2) if so, what is the most likely physical description (masses, orbits, etc.)
of the binary system?, (3) what are the physical conditions during periastron?, and
(4) do the binary results help explain the history of outbursts we see in η Car’s light
curve?
2. What does the motion of the ejecta tell us about its eruptive history?
The second section includes chapters 7–11 and addresses the eruptive history of η
Car by examining the motion of the ejecta in the surrounding nebula. Chapter 7 is
a review of the Homunculus and outer-ejecta proper motion literature, Chapter 8 is
a description of the methodology used in this thesis, Chapter 9 describes the appli-
cation of this methodology to both HST/Wide Field Planetary Camera 2 (WFPC2)
and HST/ACS/HRC data of the Homunculus, Chapter 10 is a discussion of the im-
plications of the Homunculus measurements, and Chapter 11 describes application
of the methodology to the outer debris fields and the resultant implications to η
Car’s eruptive history. In Part II, the following questions are addressed: (1) with
what eruptive event or events can the various nebular (both Homuncular and outer)
features be associated?, (2) how tightly constrained (in time) were these eruptive
events, (3) is there any evidence of temporal structure in the eruptions, and (4)
what does the eruptive history that is inferred from the ejecta field tell us about the
physical nature of η Car? The analysis code, written in Interactive Data Language
(IDL), is available as an appendix to this dissertation from the author.
In addition, three Appendices are included after Chapter 12. A glossary of
terms is presented in Appendix A. Appendix B is a discussion of the distance to
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η Car. A description of astrometric centroiding is presented in Appendix C; this
description expands on concepts described in Chapter 3 includes details regarding
the somewhat esoteric process of centroiding astronomical imagery at very high
precision.
1.5 Data Used in Thesis
In Part I, the analysis of possible binarity, the primary data set consisted of
eight epochs of very short exposure, near UV (NUV) data taken with the HST/ACS/
HRC instrument between 2002–2005 as part of the HST η Car “Treasury” program
(P.I.: K. Davidson). As discussed in Chapter 3, these data are the best available
astrometric data for measuring small scale, reflex-type motions. All of these data
were extracted from the HST Multimission Archive at the Space Telescope Insti-
tute (MAST) system. Descriptive details and a discussion of data processing and
reduction for these data are given in Chapter 3.
For Part II, the astrometric analysis of the ejecta fields, two data sets were
used. The first epoch consisted of WFPC2 data taken in 1995 (GTO/WFC 5239,
PI: J. Westphal) and was retrieved via MAST; the second set consisted of a ded-
icated HST General Observer program GO 9721 (PI: B. Dorland). GO 9721 was
executed over three HST orbits during November, 2003. The filter and exposure
time combinations used are shown in Table 1.1.
Data were collected in three filters (F330W, F660N, and FR914M) spanning
the available dynamic range, from the faint outer ejecta fields to the very bright cen-
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Table 1.1: GO 9721 Filter and exposure combinations. All observations were run
using a “box dither” pattern in order to optimize sampling of PSF.
Filter 0.1 s 1.0 s 10. s Deep exp.(s) Total int.(s)
F330W ×4 ×4 ×4 238× 4 996.4
FR459M ×4 4.0
FR505N ×4 ×4 4.4
F550M ×4 ×4 4.4
FR656N ×4 ×4 4.4
F660N ×4 ×4 ×4 412× 4 1692.4
FR914M ×4 ×4 265× 4 1104
tral star. Additional filter data were collected only for the brighter regions (central
star and close-in ejecta) using the remaining filters, with these filters chosen to best
match the earlier epoch WFPC/2 filters used for earlier observations of η Car, to
allow for long temporal baseline proper motion calculations for the brighter features.
For each filter/exposure time combination, a total of four exposures were taken us-
ing the standard ACS/HRC “box dither” pattern in order to optimally sample the
PSF. The reduction and processing of the data are described in detail in Chapter
§3. A total of 60 separate HRC exposures were made, spanning a total integration
time of ≈ 1.1 hours. Of primary interest for the work in this thesis are the F660N
data which constitute the core of the second-epoch data and which match well the
F656N data from the Westphal 1995 observations.
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Part I
IS η CARINAE A BINARY?
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Chapter 2
Is η Car a Binary? A review of the literature
2.1 Introduction
Prior to 1996, binarity was one of many possible explanations put forth to
explain η Car’s luminosity variations and ejecta. As Davidson and Humphreys note
([Davidson & Humphreys(1997)]), there was no reason to prefer a binary model.
It did not explain the observed phenomena (variations in luminosity and spectral
characteristics) any better than a model of a single, unstable star near (and, at times,
crossing over) the Eddington limit, regularly undergoing shell ejection events.
This changed when Damineli discovered a 5.52 year periodicity in η Car’s
spectroscopic data that extended from 1994 back at least to 1948 and perhaps all
the way back to the early 19th century ([Damineli(1996)]). The “spectroscopic
event” occurred when specific high excitation lines (specifically, [Ne III], [Fe III],
[Ar III], and He I) that were characteristic of η Car’s “normal” spectrum were seen
to fade completely for relatively short periods of time (a few weeks to a few months)
with respect to the 5.52 period. These events anti-correlated quite closely with
near NIR (H-band1) photometry ([Damineli(1996)]), so the event was not merely
restricted to being spectroscopic in nature and suggested some fundamental, highly
periodic phenomenon was occurring.
1λcenter = 1.65 µm
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Damineli argued that previous models of η Car that invoked shell ejections as
the source of irregular variations could not explain the regularity of the spectroscopic
event. He noted that if these eruptions were S Doradus in nature, η Car would be
unique in terms of the stability of the variation cycle. Instead, Damineli suggested
that a binary system with a 5.52 year orbital period could explain the regularity of
the spectroscopic events. Damineli’s predictions of subsequent spectroscopic events
have been borne out in 1998.0 and 2003.5; as a result, the binary model has been
adopted by most η Car researchers as the preferred model. Damineli also offered
a conjecture of what such a system might look like: a 120 M primary, a small
secondary, and an elliptical orbit.
Since Damineli’s paper, the binary hypothesis has been adopted by most re-
searchers. A variety of new constraints and revised models of what a binary config-
uration might consist of have been proposed in the intervening decade in order to
explain new observational results. Short descriptions of the evolution of the binary
model and development of constrains for η Car are given in §2.2. They are covered
in order of publication.
A summary is given in §2.3. If the details of the specific models are of limited
interest, the reader can skip directly to that section for a summary discussion of the
evolution of the binary models and the “current” (c. 2006) composite model.
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2.1.1 A note on orbital elements
Throughout the discussion of binaries, standard Campell notation for binary
orbits (as opposed to the Thiele–Innes notation) (see, for example, the discussion in
[Heintz(1978)]) will be used. The relevant Campbell orbital elements are shown in
fig. 2.1.
The value of α, the projection of a onto the PoS is a useful metric for as-
trometric observations. Based on geometrical considerations shown in fig. 2.2, we
have:
α = a cos γ (2.1)




cos2 ω + sin2 ω cos2 i (2.2)
which, normalized to unit a, is referred to in the following text as aproj and is
equivalent to cos γ.
2.2 The Models
The following subsections describe the development of the binary models over
the last decade. It should be noted that most of the interest in this section is
directed at those models and/or observations that describe orbital elements and
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Figure 2.1: Campbell orbital elements. Here, the plane of projection is the Plane
of the Sky (PoS); a is the semi-major axis of the true orbit; i is the inclination of
the orbital plane with respect to the PoS; ω is the argument of periastron, defined
as the angular difference between the line of nodes and the semi-major axis through
periastron; and Ω is the longitude of the ascending node, defined as the angular
difference between north and the ascending node. Not explicitly shown is e, the
eccentricity of the true orbit. The line of sight to the observer is also shown; this
line is normal to the plane of projection and forms a right angle with the line marked
“North” at A. Illustration is from [Pourbaix (2005)].
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Figure 2.2: Enhanced view of a, α, i, and γ. The observer is located “below” the
plane of the sky, with the indicated line of sight normal to the plane of sky. The
actual orbital semi-major axis a can be on either side of the plane of the sky as
defined by the plane normal to the line of sight.
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basic binary parameters (e.g., masses). While reading the details of each model,
the reader should note that summary information is presented in Tables 2.1 (orbital
elements) and 2.2 (binary parameters).
2.2.1 Damineli 1996
This refers to Damineli’s first, qualitative model described above, and is in-
cluded for completeness. Based on both spectroscopic and NIR photometric obser-
vations, Damineli derived an orbital period of P = 5.52 years. Damineli also noted
the relatively brief duration of the event, and conjectured that a small secondary
in an elliptical orbit that resulted in variable mass accretion might be invoked to
explain the NIR light curves.
2.2.2 Damineli et al. 1997
Damineli et al. ([Damineli et al. (1997)]) observed η Car spectroscopically be-
tween 1989 and 1996 using the 1.6 m National Astrophysical Laboratory (LNA/CNPq)
telescope in Brazil. Observations of the Pa γ line were used to derive Doppler2 ve-
locimetric data for specific features in the spectra3.
Damineli et al. found radial velocity variations of order ± 50 km/sec (peak
to peak) in the narrow components of the Pa γ line that strongly correlated with
phase across multiple spectroscopic events. They argued that this represented radial
motion in the central star indicating reflex motion due to the presence of binary
2i.e. line-of-sight
3Other lines (e.g., Pa δ, He) were cited to show “consistency [with the] Pa γ” measurements
[Damineli et al. (1997)].
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companion. They derived an orbit for the primary (henceforth: ηA) that include
the following elements: eccentricity e = 0.63, argument of periastron ω = 286◦,
semi-major axis/inclination angle product of a sin(i) = 7.6 AU. They assume an
inclination angle of i = 60◦ and derive a semi-major axis a = 8.8 AU.










(see, for example, eqn. 7.8 [Carroll & Ostlie(1996)]), where P is the period, G is the
gravitational constant, and νA,r is the observed radial velocity of ηA. The equation
relates the masses of the binary components to the observed quantities ν and P for
only one component. Given a mass and inclination, one can solve for the mass of
the “hidden” companion. Without inclination, the mass function gives the lower
limit to the companion mass. Daminelli et al. calculate fm,B = 14.6M.
Damineli et al.’s results for i and ω indicate that the semi-major axis of the
binary is oriented more parallel to our line of sight rather than perpendicular. That
is, the secondary appears to be coming towards and receding from us rather than
moving back and forth across the sky.
Using the derived orbital elements and mass function and arguments based on
luminosity and age, they derive mass ranges of 64M < MA < 68M for ηA and
65M < MB < 71M, where MB is the mass of the companion. They argue that
ηA has passed the hydrogen core burning stage while ηB is still in that stage, with
progenitors for ηA and ηB of masses MA ≈ 115M and MB ≈ 90M. A spectral
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type range of O9 to B3 and temperatures of 18,000-33,000 K are estimated for ηA,
and O9 to B3 and a temperature of 27,500 K are estimated for ηB. These parameters
are listed in Tables 2.1 and 2.2. This will be refered to as the “first generation”
model. The paper concludes with a prediction of strongly phase-dependent wind-
wind interaction given the derived orbital elements and masses and suggests this
phenomenon may be apparent in X-ray observations.
2.2.3 Davidson 1997
Davidson re-examined the observational data published by Damineli et al. and
derived two modified models of the binary system. Using the same methodology as
Damineli et al., he found that that the fit could be improved by adopting slightly
different parameters. Davidson referred to this as his “Model 1” and the revised
values are shown in Tables 2.1 and 2.2. He found slightly higher eccentricity than
Damineli et al., and a smaller mass function.
Davidson then goes on to note that for highly elliptical orbits, the data near
periastron (i.e., zero phase) are the most important. He includes the Pa δ and He
lines not used by Damineli et al. to increase the density of data around zero phase.
Davidson refers to the resultant fit as “Model 2.” His mass function fm,B = 12.5M
is smaller than Damineli et al.’s and his eccentricity e = 0.8 is much larger. He
adopts an inclination i = 55◦, and concludes that both stars are massive, consistent
with Damineli’s model. Davidson argues that Model 2 is to be preferred over Model
1 (and the Damineli et al. model) not only on empirical grounds, but also because
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the much higher eccentricity allows for a brief period near periastron where the
two stars are close enough to tidally interact, thus providing some mechanism for
triggering the event–though Davidson does not speculate on the nature of the event.
It should also be noted that in the same paper, Davidson also argues that the
binary model does not provide a better explanation for the behavior of η Car than
the single star/shell ejection event. As such, he takes a neutral stance in this paper
on the question of binarity.
2.2.4 Ishibashi et al. 1999
Ishibashi et al. ([Ishibashi et al.(1999)]) describe x-ray observations of η Car
made with the Rossi X-Ray Timing Explorer (RXTE, see [Bradt et al.(1993)]) dur-
ing the 1998 event. These observations show hard, highly absorbed X-rays. The flux
obeys the 5.52 year spectroscopic cycle first described by Damineli, with a peak in x-
ray flux right before the “event” followed by a collapse to near zero flux immediately
after this peak. The observations seem to confirm the previous ([Damineli(1996)])
prediction for strongly phase dependent x-ray emissions.
They argue that the hard, absorbed emission is typical of colliding winds from
two components in a binary system rather than the softer, less absorbed emissions
usually seen for single, massive stars. They hypothesize that the collapse of the flux
system near zero phase is the result of an occultation of the hard emission region
due to the presence of a dense disk of material around the central star. As the
secondary approaches the primary, the x-ray luminosity increases as the distance
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between the stars decreases, then suddently plunges to near zero when the emission
region is eclipsed by the disk as seen from Earth.
The Ishibashi et al. colliding-winds binary (henceforth: CWB) model lends
credence to the binary model. Although the paper is somewhat qualitative in nature
(at least in so far as no real model of the binary system is derived), a new set of
observations—viz., the x-ray observations—are introduced that appear to support
as well as constrain the binary model.
2.2.5 Damineli et al. 2000
Damineli et al. ([Damineli et al.(2000)]) report the results of spectroscopic
observations made during the 1998 spectral event using telescopes at the European
Southern Observatory (ESO) and the National Astrophysical Laboratory, Brazil
(details of which are given in [Damineli et al.(1999)]). The observations were a
continuation of the ones first described in the original spectroscopic event paper
([Damineli(1996)]). Pa γ and δ lines were used to calculate radial velocity as a
function of observing date. The 1998 results were found to correlate strongly with
the previous (1992) event, allowing the value of the period to be refined to P =
2020± 5 days (5.53± 0.01 years).
The authors derive a revised binary model (see Tables 2.1 and 2.2) based on the
new results. The primary differences with the previous models [Damineli et al. (1997)]
are an increased eccentricity (in better agreement with Davidson’s model) and a sig-
nificantly smaller mass function for the companion. Damineli et al. do not derive a
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mass for ηB, but suggest that ηB may be a smaller, hotter, less evolved star than ηA.
The authors thus allow for the possibility of an highly asymmetric mass distribution
in the system, a significant departure from previous models.
2.2.6 Davidson et al. 2000
Using the HST/Space Telescope Imaging Spectrograph (STIS), Davidson et al.
report on spectroscopic observations made during the 1998 event ([Davidson et al.(2000)]).
Davidson et al. examined Pa δ, Pa ε, Pa η and Pa θ lines (the STIS instrument was
not able to access the Pa γ line). The Damineli–based models predicted a radial
velocity shift of +35 km/sec over the period of STIS observations near periastron
(1998.2–1999.1). Davidson et al. noted the difficulty in deriving a “velocity” for
the relatively broad Pa lines and rejected template fitting and flux weighting (i.e.,
centroiding) as viable methods due to the real variations in the line profile as a
function of spectroscopic cycle phase. Instead, they calculated the midpoint for a
parameter h, which ranged from 0.0 to 1.0, and represents the “height” above the
continuum relative to normalized peak flux. So, for example, the FWHM for a given
line would be equivalent to h = 0.5. Davidson et al. argued that h would be much
less sensitive to line profile variations than other methods, and thus, provide a much
more robust measurement of velocity.
Using 0.5 < h < 0.7, Davidson et al. measured velocity changes that ranged
from -23 km/sec (Pa θ, h = 0.7) to +4 km/sec (Pa η, h = 0.5), with a mean shift
of δv = −7 ± 10 km/sec. The authors suggest that the Damineli et al. results
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were most likely due to contamination of the central star spectrum by nearby ejecta
which ground-based instruments were not able to resolve spatially from the central
star. They speculate that what appear to be changes in velocity may actually be
the effects of changing illumination conditions during the spectroscopic event. The
authors conclude their results invalidate the [Damineli et al. (1997)]. model—two
very massive stars orbiting more-or-less along our line of sight—based on the appar-
ently inaccurate interpretation of the ground-based velocimetry data. Davidson et
al. suggest that a binary model consisting of a massive primary and a much smaller
secondary remains feasible.
2.2.7 Corcoran et al. 2001
[Corcoran et al.(2001)] provide a quantitative model of the RXTE x-ray ob-
servations made during the 1998 spectral event, previously described by Ishibashi
et al. [Ishibashi et al.(1999)]. In the earlier paper, a CWB model was proposed in
which the winds from the primary and secondary collide, producing orbital phase–
dependent x-ray flux in the process. Corcoran et al. refine that work by generating
orbital elements and inferring astrophysical properties directly from the observa-
tional results rather than assuming the values proposed in earlier models. Further-
more, they propose variable mass loss (induced by tidal forces near periastron) as
the cause of the few months drop off in x-ray flux immediately after the putative
periastron, rather than the thick circumstellar disk proposed by Ishibashi et al.
The revised binary model parameters are given in Tables 2.1 and 2.2. Using
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an inclination of i = 50◦, Corcoran et al. find a much higher eccentricity (e = 0.9)
and a much smaller mass function, fm,B = 1.5 m. Based on inferred mass loss
rates from the secondary, the authors suggest that ηB may be a Wolf-Rayet (WR)
rather than an unevolved O star. This model is important in that it confirms some
of the important trends in the evolution of the binary star models: the secondary
is smaller and the eccentricity larger for the second generation, as compared to the
first generation models.
2.2.8 Ishibashi 2001
Using the RXTE x-ray data [Corcoran et al.(2001)], Ishibashi derived a revised
set of binary orbital elements [Ishibashi(2001)]. Most notably, the combined revised
i and ω values suggest the semi-major axis of the orbit is closer to perpendicular to
our line of sight rather than parallel as previous models had suggested. Ishibashi
also derived a significantly larger primary mass (MA = 130) than previous authors.
2.2.9 Pittard & Corcoran 2002
Pittard & Corcoran [Pittard & Corcoran(2002)] analyzed Chandra x-ray spec-
troscopic data and derived improved estimates of mass loss rates due to wind for
both ηA and ηB. They did not attempt to solve for the orbital elements but
rather used values previously published [Corcoran et al.(2001)]. A mass loss rate
of ṀB = 0.98 × 10−5M yr−1 was derived directly from the model results, and a
mass loss rate of ṀA ≈ 2.5× 10−4M yr−1 was inferred for the primary. From the
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former, they deduce that the companion is an Of supergiant or WR star. They pre-
fer the Of classification due to inferred subsolar abundances in the x-ray spectrum,
which they attribute to the secondary.
2.2.10 Smith et al. 2004
Smith et al., using HST/ACS/HRC ultraviolet (UV) and visible observations
(filters F220W, F250W, F330W, and F550M) analyzed the distribution of flux in
the vicinity of the central star during the 2003.5 spectral event [Smith et al.(2004)].
Using six independent epochs, they found that a UV shadow appeared to move
across the ejecta near the central star over the course of one year. They concluded
that the shadowing was due to UV flux from the secondary being occulted by the
primary as it passed through periastron.
From these observations, Smith et al. generated a series of qualitative con-
traints on the orbit. They prefer a highly elliptical orbit (e = 0.8−0.9). The variable
illumination is consistent with ηB passing “behind” A (as viewed from Earth) prior
to periastron and in front of ηA post-periastron and with the Plane-of-Sky (PoS)
orientations of the orbit running from NE (periastron) to SW (apastron) (position
angle PAa ≈ 225◦), with an orientation of the semi-major axis a more perpendicular
to our line of sight than parallel, in agreement with [Ishibashi(2001)].
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2.2.11 Verner et al. 2005
Using Space Telescope Imaging Spectrograph (STIS) observations of the Weigelt
blobs B and D during the 2003.5 spectroscopic event, Verner et al. [Verner et al.(2005)]
argue that the variations in low and high excitation states observed in the blobs can
be explained with a binary model consisting of a cooler primary (Teff ≈ 15, 000 K)
and a hotter secondary (34, 000 K < Teff < 38, 000 K). In their model, the sec-
ondary is in a highly elliptical orbit, and periodically (at periastron) passes through
a UV-thick gas that effectively blocks its UV emission in the direction of the B and
D blobs. Verner et al. conclude that the primary is a B star and the secondary is a
post-main sequence O7.5 supergiant of age ≈ 106 yr.
2.2.12 Iping et al. 2005
Iping et al. describe Far Ultraviolet Spectroscopic Explorer (FUSE) observa-
tions of η Car before, during, and after the 2003.5 spectroscopic event [Iping et al.(2005)].
Hillier et al. ([Hillier et al.(2001)]) showed that the primary should have a pre-
reddened teff = 15, 000 K, while Verner et al. [Verner et al.(2005)] (see previous
section) showed that the secondary must have a teff > 34, 000 K. Iping et al. con-
clude that any flux from the central star region shortward of Lyα must originate
from the secondary. They report that FUSE observations show that FUV flux dis-
appeared approximately one month prior to the spectral event date and reappeared
in observations after the event, indicating an eclipse of the FUV source, i.e., the sec-
ondary. Furthermore, they argue that the pre– and post–event spectra with FUV
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flux represent the inherent spectrum of ηB itself, thus providing the first direct ob-
servational evidence of ηB. Based on the presence of specific spectral lines in the
FUV spectrum of ηB (most notably N II 1084), they infer that the companion is an
evolved, late-type nitrogen-rich O or WR star.
2.2.13 Hillier et al. 2006
Hillier et al. present a more detailed analysis of the FUSE results. They
find that the FUV features previously reported [Iping et al.(2005)] are not direct
observations of ηB, but rather due to contamination by nebular and other sources
[Hillier et al.(2006)] located some distance (r > 0.3′′) from the central star. They
reject neither the binary hypothesis nor the model parameters, but rather argue
that FUV emission from the central star region is reprocessed by the primary’s
dense wind and re-emitted in longer wavelengths where it is lost in the glare of the
much brighter primary.
2.3 Summary of Proposed Binary Models
Originally proposed as an explanation of the periodic spectroscopic variations
first described by [Damineli(1996)], the binary model has evolved significantly over
the last decade. The “first generation” models were based on ground–based spec-
troscopic velocity measurements made during 1994 and 1998 events. These models
suggested two massive (MA ≈MB ≈ 70M) stars (see Tables 2.1 and 2.2) orbiting
each other in moderately elliptical orbits with the major axes oriented more paral-
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lel to our line-of-sight than to the plane of the sky. These models were eventually
rejected when HST/STIS highly spatially resolved spectral data indicated that the
ground-based spectroscopic data were most likely contaminated by flux from nearby
ejecta [Davidson et al.(2000)] and did not reflect actual velocity shifts in the central
star due to reflex motion.
Table 2.1: Orbital elements and mass function for binary models described in this
section. An orbital period of P = 5.52 years is assumed for all models. i and ω are
given in degrees, aA and aB are given in AU and the mass function FM,B is given in
solar mass units. aproj is the length a semi-major axis a with unit value projected
onto the plane of the sky using the given values of i and ω. Most models are not
complete. Some models have additional astrophysical parameters, given in Table
2.2.
Reference e i ω aA aB aproj fM,B
Dam. et al. 97 (Dam97) 0.63 60 286 8.8 [8.8] 0.55 14.6
Dav. 97 (Model 1) (Dav97.1) 0.67 55–60 293 8.3 [8.3] 0.64 10.1
Dav. 97 (Model 2) (Dav97.2) 0.80 55–60 286 8.8 [8.8] 0.59 12.5
Dam. et al. 00 (Dam00) 0.75 275 0.50 7.5
Corcoran et al. 01 (Cor01) 0.90 50 275 0.65 1.5
Ishibashi 01 (Ish01) 0.80 45 200 0.97
Pitt. & Cor.. 02 (PC02) 0.90 50 275 0.65 1.5
Smith et al. 04 (Sm04) 0.8-0.9 42 200 0.97
Werner et al. 05 (W05) 15
Iping et al. 05 (Ip05)
Hillier et a. 06 (H06) 15
At approximately the same time the velocimetry-based binary models were be-
ing called into question, it was shown that a binary system provided a good model for
explaining the variation in x-ray flux observed by RXTE ([Ishibashi et al.(1999)],
[Corcoran et al.(2001)], [Ishibashi(2001)]) as well as the x-ray spectrum observed
using Chandra [Pittard & Corcoran(2002)]. These “second-generation” models fa-
vored a highly elliptical orbit with major axes oriented more parallel to the plane
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of the sky than to our line of sight and a much smaller mass function (see Table
2.1). As a result, the stellar mass distribution became more asymmetric, with a
supermassive primary (MA ≥ 80M) and a much less massive (though still huge by
solar standards) secondary (MB ≈ 30M) (see Table 2.2).
Table 2.2: Astrophysical parameters for binary models described in this section.
Mass (M) and luminosity (L) are given in solar units, temperature (t) in Kelvin.
Not all models are complete. Full references are given in Table 2.1
Ref. MA tA LA Spectral MB tB LB Spectral
×103 ×106 Class (A) ×103 ×106 Class (B)
Dam97 64–68 18–33 O9–B3 65–71 27.5 1.5 O9–B3
Dav97.1
Dav97.2 ≈ 70 < 20 2–2.7 (NA) ≈ 70 > 20 < 2
Dam00 70  70
Cor01 80 < 3 30 < 1.1 WR
Ish01 130 30
PC02 80 30 Of (WR)
W05 15 B 37.2 0.9 O7.5 I
Ip05 O/WR
H06 5.0 30 33.7 1.0 O
The recent work in the UV (imaging: [Smith et al.(2004)]; spectroscopic:
[Iping et al.(2005)]) are consistent with the second-generation models, though some
of the conclusions of the latter paper have recently been called into question ([Hillier et al.(2006)]).
Similarly, Verner et al.’s results regarding photoionization modeling based on UV/Visible/NIR
STIS data have produced results convergent with the second-generation models.
This evolution and multi-wavelength convergence suggests that while the first-
generation models were most likely incorrect (based, as they were, on an apparently
specious interpretation of the data), the more recent models are more likely to be
better representations of the actual physical conditions. Using the data from Tabels
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2.1 and 2.2, we can synthesize a “standard” binary model that best represent the
current state of affairs. This 2006 combined model is shown in Table 2.3.
Table 2.3: Combined 2006 Binary Model. As described in the text, recent mod-
els based on multi-wavelength observations using a variety of different instruments
have tended to converge on a single solution. The values listed in the table are






aA ≤ 4 AU
aB ≥ 11 AU
aproj 0.97 Implies PoS–major axis angle γ ≈ 14◦
fM,B 1.5
MA ≥ 80M LEddington implies MA ≥ 105M
tA ≈ 15, 000 K
LA ≈ 4× 106 L
Spect. Class (A) ≈ B
MB ≈ 30M
tB ≥ 35, 000 K
LB ≤ 1× 106 L
Spec. Class (B) O/WR
The combined model thus prefers a supermassive, B–type primary and a mas-
sive, very hot O or WR–type secondary in a highly elliptical orbit. The lower
limit on the mass of the primary is MB ≥ 80M based on the early x-ray CWB
fits [Corcoran et al.(2001)], but based purely on luminosity considerations, a larger
mass (MB ≥ 105M ) is preferred on the assumption that the star is currently
below the Eddington limit, in agreement with at least one model [Ishibashi(2001)].
The major axes of the orbits are inclined such they are nearly in the plane of the sky
with respect to our line of sight, thus minimizing the reflex motion Doppler signal
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but maximizing its astrometric signal. This raises the possibility of detection of the
companion by astrometric means, which will be explored in the next two sections.
A small minority of researchers continue to argue that η Car is a single star
undergoing periodic mass ejection events. As noted at the beginning of the chapter,
however, the strong periodicity of the spectroscopic events (which is undisputed)
argues strongly for binarity, as orbital motion is generally considered the only ob-
vious example of such precise regularity in nature. Furthermore, though the early
spectroscopic/velocimetric observations appear now to have been flawed (at least in
terms of their interpretation), subsequent observations over multiple phenomenolog-
ical regimes all seem to have converged on binarity as the best explanation for the the
disparate phenomena. It is important to note, however, that no direct observation
of the companion star has been made to date (2006)4.
4Assuming that the criticism by [Hillier et al.(2006)] of [Iping et al.(2005)] is valid—an assump-
tion that is lent weight by the fact that Hillier was a co-author on Iping et al. and Iping was a
co-author on Hillier et al.
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Chapter 3
Development of an Astrometric Methodology for Analyzing Binarity
3.1 Introduction
One standard method for detecting binaries, noticeably absent from the meth-
ods described in the previous section, is astrometric detection of reflex motion. If
we adopt the parameters listed in Table 2.3, are there, in principle, any instruments
capable of detecting the reflex motion of the primary?
The astrometric signal of the primary αA is given (in arcseconds) by the prod-
uct of the semi-major axis a, given in astronomical units (AU), and the cosine of
the angle γ between the semi-major axis a and the plane of the sky1 , divided by





where aproj = cos γ. The “combined model” (see Table 2.3) gives us a mini-
mum mass, but, for reasons discussed in §2.3, there is good reason to believe
that the primary is larger than the minimum mass; three cases are considered:
MA = 80, 105, 130M. From Newton and Kepler, the two equations that govern
the relations between masses, semi-major axes and periods are:
1See §2.1.1 for a detailed discussion of the geometry.
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MAaA = MBaB (3.2)
and
(MA +MB)P
2 = (aA + aB)
3 (3.3)
where mass M is in solar masses, period P is in years and semi-major axis a is in
AU.
Using a value of MB = 30M for the companion and the three mass cases
described above, eqn 3.3 and Kepler’s equation can be solved simultaneously, i.e.:
M(t) = E(t)− e sinE(t) (3.4)
where M(t) is the “mean anomaly,” e is the orbital eccentricity, and E(t) is the
“eccentric anomaly.”2. Adopting a value of 2.2 kpc for the distance and aproj = 0.97
from Table 2.3, the astrometric signal can then be calculated using eqn 4.1. The
results for the three cases are shown in Table 3.1.
Table 3.1: Astrometric signal α for three MA cases. α represents the projection of
the orbital semi-major axis on the plane of the sky in units of milliarcseconds.
MA aA (AU) aB (AU) αA (mas) αB (mas)
80M 4.1 10.9 1.8 4.8
105M 3.6 12.5 1.6 5.4
130M 3.2 13.8 1.4 6.0
I am concerned primarily with the astrometric signal for the primary, shown
2This equation and the numerical evaluation of it are discussed in detail in §4.4.1.
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in the fourth column in the table. If the combined model is correct, it varies from
1.4 mas (largest MA case) to 1.8 mas (smallest MA case). In other words, the reflex
motion should be detectable for measurements with an accuracy at the sub-1 mas
level3. Is there an instrument that can perform differential astrometry at this level
of precision?
The Hubble Space Telescope’s Advanced Camera for Surveys High Resolution
Camera (HST/ACS/HRC) is a UV/Visible/NIR imaging instrment with a pixel
subtense of approximately 25 mas on the sky; if we want a 3-σ detection for a 1.5
mas signal, then we need 0.5 mas, or 1/50 pixel precision, an achievable level on
many optical instruments . In this section, the level of differential astrometry the
HRC supports is discussed and a method for achieving the required level of precision
is developed.
3.2 Differential Astrometry: Overview of Problem
In order to detect motion with sub-mas accuracy, the ability to measure as-
trometric position with an accuracy (not simply precision) across multiple epochs
at the sub-mas level must be demonstrated. In this section, such a methodology
is described along with the steps that have been taken to validate it. In the next
chapter, the methodology is applied to examining the motion of η Car’s central star.
Differential astrometry using imaging instruments can be broken down into two
separate problems, each of which can be a significant source of error. As shown in
fig. 3.1, determining the separation between two stars in a single exposure involves
3“Sub” because we want a multi-sigma result.
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Figure 3.1: Differential astrometry using HRC images. The two dominant sources
of error are shown: first, the “local” error based on the ability to centroid stars, and
second, the “global” error due to effects such as distortion corrections that limit
the ability to relate positions between pixels. The image is a 0.1 second HRC UV
exposure (F330W) of η Car; it also shows the two field reference stars (“RSN” and
“RSS”, Trumpler 16-64 and -65, respectively).
a three step process: first, the “local” positions of each star are determined in
the detector frame of reference by precise centroiding4. Next, these positions are
corrected for “global” effects such as distortion and asymmetric pixel dimensions.
These corrected positions are then differenced to yield a relative separation.
Different HST instruments have different astrometric strengths and weak-
nesses. The WFPC2/PC instrument has relatively straightforward distortion cor-
4Note: a detailed discussion of centroiding is presented in Appendix C
44
rection because the instrument is positioned along the HST’s optical axis, as shown
in fig. 3.2, and subject predominantly to radial (i.e., Seidel) distortion. On the other
hand, the older PC detector undersamples stellar PSFs by a factor of nearly two
with respect to the newer ACS/HRC instrument5. The ACS/HRC, on the other
hand, is critically sampled in the mid-optical, but is subject to large, non-radial,
field-dependent distortion that is much more difficult to correct. The two instru-
ments are, in a certain sense, complementary. For purposes of astrometry, however,
we will restrict our focus to the HRC, based on the assessment that overcoming the
distortion correction to the required level of accuracy is feasible, while overcoming
fundamental resolution and undersampling problems is more problematic. The HRC
is also a newer, more capable instrument with lower noise and much larger dynamic
range.
In the following sections, the methodology is described for high-precision dif-
ferential measurements across multiple observing epochs. The two reference stars
shown in fig. 3.1 (RSN and RSS for “Reference Stars North” and “South”)6 are used
as a test case, and positions measured and separations calculated for eight epochs of
HRC data spanning a 2.75 year period from 2003 to 2005. The results are then used
to calculate a relative proper motion of RSN with respect to RSS. The methodol-
ogy and results are then validated by using 1995 WFPC2 data to calculate proper
motion using a ten-year temporal baseline. In following sections, the methodology
will be applied to the central star and other objects in the inner region.
5For example, for WFPC2/F656N, RAiry ≈ 1.5 pixels; for HRC/F660N, RAiry ≈ 2.7 pixels.
6These stars are also referred to as Trumpler 16-64 and 16-65 based on their membership in
the Trumpler 16 association; see e.g. [Iping et al.(2005)].
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Figure 3.2: HST focal plane layout. Shapes indicate the instrument apertures as
projected onto the sky. The scale is in arcsec. Contrast WFPC2 position along
optical axis with the off axis ACS/HRC position. The images is reproduced from
the ACS Instrument Handbook (Gonzaga [Gonzaga(2005)]).
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3.3 HRC Data and Processing
The method adopted for geometric distortion correction only covers ten (out
of 32) HRC filters (see §3.5 for details). The intersection of this set of ten filters
with all filters used for HRC η Car observations is F220W and F330W. The F330W
PSFs are undersampled with FWHM ≈ 1.0 and 1.2 pixels in x, y, respectively; the
F220W observations are further undersampled, with FWHM ≈ 0.7 and 0.8 pixels
in x, y. In order to avoid additional pixel phase error problems associated with
the increased undersampling for the F220W filter, the analysis is limited to using
just F330W data. The available F330W data7 were taken during the eight epochs
spanning nearly three years; these are listed in Table 3.2.
Table 3.2: Datasets used in developing HRC astrometry and for central star motion
analysis (§4).
Epoch date Filter Exposures HRC file type Notes
2003.118 (Feb.) F330W 0.1 sec ×4 * flt.fits
2003.449 (June) F330W 0.1 sec ×4 * flt.fits
2003.550 (July) F330W 0.1 sec ×4 * flt.fits
2003.701 (Sept.) F330W 0.1 sec ×4 * flt.fits
2003.871 (Nov.) F330W 0.1 sec ×4 * flt.fits
2004.931 (Dec.) F330W 0.1 sec ×4 * flt.fits Central star saturation
2005.534 (July) F330W 0.1 sec ×4 * flt.fits Central star saturation
2005.849 (Nov.) F330W 0.1 sec ×4 * flt.fits Central star saturation
As noted in the table, only “* flt.fits” files are used for astrometric measure-
ments. The HRC data processing consists of two steps: CALACS and MultiDRIZ-
ZLE. As described in detail in [Pavlovsky et al. (2005)], CALACS, which is a stan-
dard component of the HST MAST data archive, takes raw HRC images (* raw.fits)
7These observations were made as part of a “Hubble Treasury” program (GO 9973, PI: K.
Davidson).
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as input, and performs the following calibration steps: flags bad and saturated pix-
els; subtracts overscan bias; subtracts bias image; scale and subtracts dark image;
divides by flat field and multiplies by gain; calculates photometry headers for flux
conversion and calculates image statistics. The output from CALACS is the “flat”
file (“* flt.fits”), a calibrated exposure (in units of photons) corrected for detector
response and artifacts.
The file is not corrected for optical distortion. The files used are also not
cosmic-ray cleaned. These two functions are performed by the MultiDRIZZLE task,
which is distributed as part of STSDAS/PyRAF (see [Fruchter & Hook(2002)] and
[Koekemoer et al.(2002)] for more information on both DRIZZLE and MultiDRIZ-
ZLE and the STSDAS implementations). In general, MultiDRIZZLE takes as input
multiple files, performs cosmic ray rejection on them by comparing the input images,
then combines them together into a single, distortion corrected, output “drizzled”
image (“* drz.fits”).
A typical next processing step with HST data is to deconvolve the data us-
ing a standard technique such as Lucy–Richardson deconvolution ([Lucy(1974)],
[Richardson(1972)]). The resultant output file is then a deconvolved, geometrical
distortion-corrected, detector response-corrected image.
In performing high accuracy astrometry, however, one must be cautious about
the introduction of new sources of systematic error. Both the drizzling and decon-
volution processes are sources of this error. Based on the analysis described in the
appendix, applying both processes to point sources can introduce astrometric posi-
tion systematic errors σsys ≥ 0.1 pixel. For the HRC, this is equivalent to 2.5 mas,
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much larger than the astrometric signals we are trying to detect. For this reason,
we restrict the high precision astrometric analysis of point-source positions to the
* flt.fits (i.e., pre-distortion corrected) files. A similar conclusion was reached by
Anderson and King ([Anderson & King (2004)]), who indicate that high precision
astrometry (σ ≈ 0.01 pix) with the HRC is only possible if one uses the * flt.fits files
in order to avoid the systematic errors introduced by drizzling and deconvolution.
3.4 HRC Local Astrometric Accuracy
I define “local” astrometric accuracy as the accuracy with which the local
(intra-pixel) location of a PSF photocenter can be determined. Centroiding accu-
racy is a function of both the signal-to-noise of the observed PSF and the PSF
sampling as well as other factors (e.g., intra-pixel QE uniformity). In the case of
the HRC/F330W data, the PSF is undersampled. Simulations using TinyTim8-
generated PSFs indicated uncorrected peak-to-valley pixel phase errors of ±70 and
±30 mpix (1.7 and 0.8 mas) in x and y directions, respectively9. This suggests
strongly that simply Gaussian centroiding is not sufficiently precise to support po-
sition measurement at the sub-mas level.
The local position measurement is therefore a two-step process: centroiding
followed by pixel phase error correction. Centroiding is accomplished by what I
term the Grid Search Method (GSM). The GSM uses a constrained10 2D Gaussian
8TinyTim is a point spread function simulator developed specifically for HST instruments. See
Krist [Krist(1995)], [Krist(2003)].
9“Pixel phase error” is the systematic error that results from fitting a Gaussian distribution to
an undersampled PSF. See discussion in Appendix C.
10By “constrained” I mean that some of the fitting parameters are not free, and are either
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fitting algorithm over a regular sub-pixel grid, with the centroid determined by the
χ2 minimum. Because of the undersampling, the GSM centroid is then corrected
using a pixel phase error correction algoraithm tied to empirical data. I discuss each
of these in turn.
3.4.1 Grid Search Method (GSM) Centroiding Algorithm
Centroiding is the determination of the photocenter of the detector response to
a given source. In this case, I am centroiding point sources. In order to accomplish
this, I use a Levenberg-Marquardt least-squares minimization alogorithm with a 2-D
Gaussian model as the “fitting kernel.” The specific set of algorithms is available in
the Markwardt IDL Library11. This algorithm is more stable and flexible than the
standard 2-D Gaussian fitting routine available in IDL.
Previous work ([Dorland et al.(2004b)]) found that unconstrained centroiding
using this type of fitting algorithm in the cluttered background of η Car was highly
sensitive to the starting guess for the centroid. This was determined to be caused
by the centroiding kernel’s sensitivity to clearly “inapproprate” features that are
frequently present in noisy and cluttered data, resulting in convergence on highly
localized χ2 local minima, the selection of which is strongly dependent on input
starting position. The solution was to force the kernel to systematically examine the
entire region in question using a constrained set of parameters (widths, amplitude)
in order to ensure that the resultant centroid was a global minimum for the region.
constant or allowed to vary over a limited range.
11See http://cow.physics.wisc.edu/ craigm/idl/idl.html
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To effect this systematic approach, the “grid search method” (GSM) algorithm
was created. The GSM calculates a χ2 surface over a regular grid for the region in
question using the Levenberg-Marquardt centroiding kernel. In order to use the
GSM, the user specifies a starting position to the nearest integer pixel; the GSM
generates a grid over a user-specified range of pixels and resolution setting and then
executes the centroiding kernel at each and every grid position with the given set of
constrained parameters, including a requirement that the fit amplitude be positive.
The “centroid” is taken to be the position that minimizes χ2, that is, the selection
of the smallest of the various local minima. For purposes of these analyses, the grid
was run at 5 mpix (≈ 0.1 mas) or finer resolution.
3.4.2 Pixel Phase Error (PPE) Correction Algorithm
Using a Gaussian fitting approach to calculate centroids for undersampled data
will result in systematic offsets between the actual and measured photocenters that
are dependent on where in the pixel the photocenter is actually located. This concept
is not necessarily obvious at first glance12. For didactic purposes, we construct the
following extreme example:
Pixel Phase Error Example: Consider a PSF of width 0.01 pixels. I can po-
sition the photocenter of the PSF over a range of intra-pixel x, y positions, fit an
unconstrained 2D Gaussian and derive centroids. Because of the extreme under-
sampling in this example, only PSFs that lie on the outer pixel boundaries will
result in a calculated centroid at any distance from the pixel center. As a result,
12See discussion in Appendix C for a more detailed discussion.
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a random distribution of input centroids will have an output (calculated) distribu-
tion that is sharply peaked near the center of the pixel, with secondary (and much
smaller) peaks near the edges. It is this offset between the inputs and outputs that
is the PPE; a position-dependent PPE correction term can be calculated given a
comprehensive set of known input (i.e., truth) and output (i.e., measured) positions.
Since the F330W data are undersampled, use of a Gaussian-fitting approach
to calculating photocenter centroid will result in a PPE. Initial attempts to derive
and apply PPE error correction using TinyTim-generated PSFs resulted in inferior
(i.e., increased χ2) results. This suggests that the idealized TinyTim PSFs are not
sufficiently realistic to be useful for PSF PPE correction.
A second approach for calculating PPE is to adopt an empirical method. With
only two stars, the HRC data I analyzed was severely underdetermined with respect
to generating an empirical PSF. Anderson & King [Anderson & King (2004)], how-
ever, using HRC observations of 47 Tucanae covering thousands of stars, developed
an empirical model of the HRC PSF for ten filters, including F330W, at a sub-1
mas resolution. I adopt the Anderson & King results as “truth” and calculated the
difference between the GSM and A&K for all centroiding measurements of the two
reference stars. The results are shown in fig. 3.3 as a function of A&K centroid
position within a pixel.
In the figure, the differences between the GSM and Anderson & King methods
are plotted as triangles. For a given pixel phase, there is some vertical spread in
the offset due to random errors associated with the noise of the centroiding process.
The characteristic sine-like PPE trend is clearly present in the data. The solid line
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Figure 3.3: O −C values for pixel phase measurements. Pixel phase offset between
the GSM and A&K methods is shown a function of A&K pixel phase. (Top) X-
direction; (bottom) Y-direction. Triangles are the measured differences between the
two methods; solid line is the best-fit sine function; dashed line is the best-fit sine
function, with an additional third-order polynomial correction.
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represents the best-fit sine function, with the constraint that the period close over
one pixel. This correction is termed “PPE1.”
Uncorrected sytematic structure is still present in the residual data after cor-
rection with PPE1. This is seen most clearly in the X-direction data; for example,
in the region between pixel phase = 0.7 and 1.0, PPE1 clearly overestimates the
offset. The X-direction data are steeper near the center of the pixel (phase = 0.5)
and shallower towards the edges. This is an artifact of fitting a Gaussian function
to the relatively narrow core of an Airy PSF13. There is also an obvious asymmetry,
with the deviations from PPE1 much larger in the right half (pixel phase = 0.5-1.0)
of pixels than in the left half (pixel phase = 0.0-0.5). To correct for these devia-
tions from PPE1, a third-order polynomial was fit to the PPE1 residual data. The
sine+polynomial fit function is shown as a dashed line. This second correction is
termed “PPE2.”
Table 3.3: Effectiveness of PPE Corrections. RMS errors shown for uncorrected,
sine corrected (PPE1) and sine+polynomial corrected (PPE2) data. “%” columns
indicate corrected error as a percent of raw error.
σx σy
(mpix) (mas) (%) (mpix) (mas) (%)
Raw 164 3.94 – 127 3.56 –
PPE1 21 0.50 13 23 0.64 18
PPE2 11 0.26 7 14 0.39 11
Employing the PPE1 correction, the PPE error is reduced to about approx-
imately one-sixth the uncorrected error. Use of PPE2 further reduces PPE by
another factor of two, and, perhaps more importantly, as shown clearly in fig.3.3,
13To leading approximation, the HRC PSFs are Airy- rather than Gaussian-like.
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the residuals are distributed randomly around the fitted function, in contrast to the
PP1 results, which show significant residual systematic trends. Based on the results
presented in Table 3.3 and assuming a sufficiently large signal, the final systematic
error due to uncorrected PPE alone is estimated to approach 10 mpix (≈ 0.26 mas)
per axis.
3.5 HRC Global Astrometric Accuracy
The second major component of differential astrometry is that of relating the
local positions derived through centroiding to one another over the entire detector.
As described above (§3.2), this is made difficult for the HRC by the very large and
complex field-position dependent distortion the detector is subject to. A complete
solution to distortion at the level of accuracy I require would necessitate observations
of many hundreds or thousands of stars with multiple orientations. This is beyond
the scope of this analysis.
Fortunately, the Anderson & King analysis addressed this problem14. As men-
tioned previously, Anderson & King analyzed HRC observations of 47 Tucanae span-
ning three HST General Observer (GO) campaigns. These data were originally
analyzed by Meurer et al. [Meurer et al. (2002)], and a fourth-order polynomial so-
lution with a global accuracy ≈ 0.1 pixels (≈ 2.5 mas) was obtained. Anderson
& King sought in their analysis to improve Meurer et al.’s accuracy by an order
of magnitude. They developed a method that includes filter and field-dependent
fine-scale distortion corrections to supplement the fourth-order approach developed
14In fact, the Anderson & King PSFs were originally derived to support the analysis of distortion.
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by Meurer et al. They estimate the final global accuracy of their approach ≈ 0.01
pixels for the ten HRC filters covered.
Their methodology was adopted by STScI for use in the Space Telescope
Data Analysis System (STSDAS) software package for reducing ACS/HRC data
[Pavlovsky et al. (2005)]. Specifically, Anderson & King was implemented in both
the STSDAS PyDRIZZLE and TRAN tasks, both of which are components of the
ANALYSIS.DITHER package. PyDRIZZLE is the PyRAF implementation of the
DRIZZLE task that resamples and regrids HST data, correcting for geometric dis-
tortion as part of the functionality. TRAN is a coordinate transformation program
that converts coordinates on the non-corrected detector into distortion-corrected
coordinates (and vice-versa). Both tasks utilize the IDCTAB files for the fourth-
order geometric distortion correction, and “tweak” files (the actual nomenclature is
“* dxy.fits”) that contain the field-dependent fine structure adjustments. In princi-
ple, TRAN should produce distortion correction results with global accuracies equal
to the accuracies achieved by Anderson & King, i.e. 0.01 pixels (≈ 0.25 mas).
Two algorithms thus exist for correcting HRC geometric distortion, ostensibly
to the 10 mpix (≈ 0.25 mas) level of global accuracy. Both of these algorithms are
based on the same underlying data and analysis, only their implementations differ.
In the next section, I analyze the differences that arose when the two methods were
used on this same input set of centroids.
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3.6 Composite Results
The total differential astrometric error is composed of error from both the local
and the global processes. In order to select the optimal combination of methodolo-
gies for performing differential astrometry using HRC, I considered three cases: 1)
PPE2local + TRANglobal; 2) A&Klocal + A&Kglobal; and 3) PPE2local + A&Kglobal,
where A&K refers to the software developed by Anderson based on the analysis
work done in Anderson & King.
The analyses covered all eight epochs of HRC η Car F330W data, with each
epoch consisting of four 0.1 sec exposures taken within a few hours of each other.
The local (centroiding) method was applied to each exposure for both stars using
the pre-geometric distortion corrected HRC images. The local centroid results were
then transformed using the global method into distortion-corrected coordinates.
Intra-epoch separation was calculated by taking the mean value for each epoch.
Intra-epoch uncertainty was calculated by taking the standard deviation (SD) of
the distribution of centroids about the mean for a given epoch.
The results for all three cases are shown in figs. 3.4, 3.5, and 3.6 and summa-
rized in Table 3.4.
Both cases 1 and 3 display smaller intra-epoch SDs, and the SDs are more
consistent across multiple epochs than the A&K SDs, which vary significantly from
epoch to epoch. The smaller, more consistent SDs suggest that the PPE2 is a more
robust centroiding algorithm than the A&K one, which shows much larger variations
in the spread of the separation data between epochs.
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Figure 3.4: Relative separation and proper motion calculated using PPE2+TRAN
combination (case 1). Intra-epoch proper mean separations are shown, along with
intra-epoch standard deviations (SD). Dotted line is best linear fit to mean inter-
epoch separations inversely weighted by its SD.
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Figure 3.5: Relative separation and proper motion calculated using A&K+A&K
combination (case 2).
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Figure 3.6: Relative separation and proper motion calculated using PPE2+A&K
combination (case 3). This combination had the smallest, most consistent errors.
On the other hand, the mean residuals for both A&K distortion correction
cases (2 and 3) are smaller and more closely match the average SDs than the TRAN
case (1). In fact, the average TRAN residuals are two and a half times larger than
the SDs, suggesting that the geometric transformations algorithm in TRAN has a
systematic limit of approximately 0.03 pixels (0.7 mas), nearly three times the goal
of the distortion correction work for HRC.
These results (see Table 3.4) suggest that the best combination of local and
global astrometric processes is case 3, PPE2 local + A&K global. The results are
consistent with global astrometric position measurement at the 0.01 pixels (0.25
mas), level. The derived proper motion has an error of 70 microarcseconds per year.
60
I thus provisionally adopt this as the optimal method pending further confirmation
(see next section, §3.7).
Table 3.4: Comparison of astrometric (local and global) accuracies for three tech-
niques.
Local Global < SD > Fit residual χ2red Proper motion
(mas) (mas) (mas year−1)
PPE2 TRAN 0.25 0.67 3.6 0.24± 0.07
A&K A&K 0.39 0.34 1.2 0.17± 0.04
PPE2 A&K 0.25 0.26 1.3 0.09± 0.07
Adopting case 3, I note that there are still residuals. What is the nature of
these residuals? Given eight epochs, we would expect two or three measurements to
be between one and two standard deviations from the mean. In fig. 3.6, two epochs
(November, 2003 and December, 2004) appear to fall under this category, consistent
with the statistics. Based on these results, I conclude that remaining residuals are
consistent with Gaussian statistics and thus most likely due to natural measurement
limitations. I note, however, that the A&K methodology does not include temporal
effects such as changes in the instrument focal length due to breathing, etc., that
could have an effect on the size of the distortion correction. One caveat : while
these effects do not seem to appear in these data, I note that the separation we
are measuring is approximately 20% of the total size of the detector. If the errors
scale as the measurement distance, (i.e., by a factor of three in the case of central
star motion—see §4), then they could be sufficiently large to preclude the targeted
measurement accuracy. This will be discussed in more detail in §4.4.2.
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3.7 Confirmation with Earlier Epoch Data
The results from the previous section indicate that the PPE2+A&K methodol-
ogy results in the smallest “internal” errors for the proper motion calculation. This
does not mean, however, that the derived proper motion is actually valid. In order
to confirm the proper motion and validate (or not) the methodology, earlier epoch
data are needed with a long enough temporal baseline to allow for independent
calculation of proper motion with the required accuracy.
I consulted USNO’s Naval Observatory Merged Astrometric Database (NO-
MAD) [Zacharias et al.(2004)] in an attempt to locate either proper motion val-
ues or earlier epoch position information for the two reference stars. NOMAD is a
merged catalog system of over a billion visible and NIR stars. It contains the follow-
ing component catalogs: UCAC2 [Zacharias(2003)], USNO-B [Monet et al.(2003)],
Hipparcos [Perryman et al.(1997)], Tycho-2 [Høg et al.(2000)], and 2MASS
[Cutri et al.(2003)].
NOMAD reports only a single source at the approximate location of the two
reference stars. Discussions with N. Zacharias [Zacharias (2006)] indicate that that
two stars are most likely merged into a single source in all ground-based catalogs due
to their relatively small separation (< 5 arcseconds) and proximity to η Car. The
best current catalogs are therefore of no use in determining either proper motion or
earlier epoch positions.
A second source of earlier epoch data are the mid-1990s observations made of
η Car using the WPFC2/PC instrument. While the PC in general is more poorly
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sampled than the HRC for the corresponding filter, archival data from observations
made by Westphal et al. in 1995 were found that extend out to 1 µm using the
F1042M PC filter. These data are approximately 1.8x better sampled than the
HRC F330W data, thus do not need PPE correction in order to achieve a 0.01 pixel
systematic local centroiding floor.
The two reference stars are early-type B stars, thus are relatively dim at 1
micron. However, the Westphal data include two 200-sec exposures, which is enough
to get large signal-to-noise on both of the reference stars. The brighter of the two
(RSN) is slightly saturated in a single pixel, but as shown in the Appendix, the
centroiding accuracy is driven by the pixels in an annulus of width FWHM. As a
result, centroiding is relatively insensitive to slight central pixel saturation.
Using the two 200-sec exposures, I centroided using the GSM method, and did
not correct for pixel phase error. The local coordinates were converted to global
coordinates using TRAN (in the WFPC2 case, there is no other option; also, due
to the fundamentally different nature of the distortion for the WFPC instrument,
there is strong reason to believe TRAN is capable of achieving the quoted 0.01 pixel
accuracy for its WFPC2 transformations). Separations were then determined from
the transformed coordinates, and a mean separation calculated.
Figure 3.7 plots the results from the analysis of the WFPC2/PC F1042M data
along with the later HRC F330W data. I have adopted 0.01 pixels (=0.5 mas) as
the error bars for the WFPC2 data based on discussions with STScI and the close
agreement of the local (centroiding) results. Proper motion has been calculated
using all of the data, properly weighted, and is shown in the figure with a dotted
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Figure 3.7: Relative separation and proper motion calculated using PPE2+A&K
combination (HRC) and GSM+TRAN (WFPC2). The WFPC2 data were observed
in 1995, while the HRC data were observed over a 2.75 year period from early 2003
to late 2005. The revised, long-baseline proper motion result is consistent with the
internal PPE2+A&K proper motion.
line.
The long-baseline proper motion value of pmrel = 0.13 ± 0.05 mas/year is
consistent with both the PPE2+A&K and the A&K+A&K results (see figs. 3.6 and
3.5). The former method, however, results in smaller residuals (0.26 mas vs. 0.34
mas) and smaller and more consistent intra-epoch SDs (0.26 mas vs. 0.39 mas). It
is thus preferred to the latter.
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3.8 Summary: Accuracy of HRC Astrometry
I have developed a method for calculating with high accuracy the positions and
relative separations of sources from HRC/F330W data. Using a test case of the two
η Car reference stars (RSN and RSS), I have derived position measurements with
an accuracy of approximately 0.25 mas (= 0.01 pixels ), and calculated internal
proper motions over a 2.75-year period to an accuracy of 0.07 mas/year. I have
also demonstrated a method for performing differential astrometry at the 0.01 pixel
(0.5 mas) level for WFPC2/PC in the F1042M band. Relating the derived positions
across the two epochs (1995 for WFPC2 and 2003–2005 for HRC), I find the resultant
proper motion is consistent with the internal proper motion values calculated using
HRC data only and the much smaller HRC temporal baseline. I thus conclude that




Astrometric Analysis of Central Star Reflex Motion
The goal of the previous section was to develop and validate a methodology for
differential astrometry using HST/HRC data that was sufficiently accurate to detect
relative motion over multiple observing epochs at the σ ≈ 0.5 mas (or better) level.
This level of accuracy would make the technique sufficiently precise for detecting
astrometric reflex motion given the binary model described in Table 2.3. In this
section, the methodology for measuring η Car’s central star position and, using
successive observations, relative motion is described. First, the data are reviewed;
next, the methodology is described and errors estimated; finally, results are described
and possible interpretations discussed.
4.1 Data
For reflex motion analysis, the same ACS/HRC F330W data described in §3.2,
and shown in Table 3.2 were used. The data set consisted of eight observing epochs
(Feb., June, July, Sept., and Nov. 2003; Dec. 2004; and July and Nov. 2005), each
one of which was composed of four 0.1 sec HRC exposures observed using the ACS
F330W filter. In each of these exposures, the two reference stars (RSN and RSS)
were present and unsaturated.
Photometry of the central star over this three-year period reveals that it is
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brightening in the UV. As a result, since the same exposure times were used over
this period, the 2004 and 2005 central star data were saturated, as denoted in the
table. This limited the utility of the post-2003 epochs as discussed in more detail
in §4.3.1.
4.2 Methodology
In order to assess possible astrometric reflex motion, the PPE2 local (cen-
troiding) methology (2D Gaussian centroiding, with observed pixel phases corrected
using the functions shown in fig. 3.3), was employed along with the A&K method for
global coordinate transformations that include full geometric distortion correction
as described in §3.
Because multiple epochs of data observed over several months are being used,
the HRC fields are rotated at various angles1. This is not normally a problem, as
the DRIZZLING/MultiDRIZZLING tasks are typically used to rotate the image so
that North is up. In this case, however, the very high metric accuracy requirements
preclude the use of DRIZZLE.
The motion (or lack thereof) of the central star must be measured with respect
to something. In this case, the two reference stars present in the image (see fig. 4.1)
allow me to define a reference frame.
I define the origin vector ~O as the midpoint between RSN and RSS vectors
( ~N and ~S, respectively), i.e.:
1The angle of the HST OTA axes is a strong function of date of observation due to solar panel
illumination constraints on the spacecraft bus.
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Figure 4.1: Reference frame for F330W ACS/HRC observations. x′ and y′ axes are
defined with respect to the two reference stars (“RSN” and “RSS”, Trumpler 16-64
and -65, respectively), as shown in the figure, and are independent of a given epoch’s
rotation. Vectors are discussed in text. PAx̂′ = 142







The offset vector from the origin to the central star is given by:
~C ′ = ~C − ~O (4.2)
where ~C is the central star position vector and ~C ′ is the central star offset from the
reference frame origin, both in image coordinates.
The basis unit vectors for the stellar reference frame are given by:
x̂′ =
~S − ~N
||~S − ~N ||
(4.3)




where R(90◦) represents the rotation matrix for a 90◦ rotation. The coordinates
(x′, y′) for the Central Star in the stellar reference frame are then given by:
x′ = ~C ′ · x̂′ (4.5)
y′ = ~C ′ · ŷ′ (4.6)
and are independent of the specific epoch’s instrument orientation. Based on mea-
surements from distortion-corrected images, the position angles (PAs) of x̂′ and ŷ′
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are PAx̂′ = 142
◦ and PAŷ′ = 232
◦.
4.2.1 Error Estimation for New Coordinates
From the previous section, we have an estimate of 0.25 mas for the per-epoch
position accuracy using the PPE2+A&K methodology. How does this position error
translate into (x′, y′) measurement errors for η Car in the stellar reference frame?











assuming the individual errors σxi are small ([Bevington & Robinson(2003)]), which,
in the case of the HRC astrometric results, is a valid assumption. Applying eqn. 4.7
to eqns. 4.5 and 4.6, and evaluating using representative values for the positions of
RSS, RSN and the central star, I get:
σ′x ≈ 4.4σ = 1.1 mas (4.8)
σ′y ≈ 1.2σ = 0.3 mas (4.9)
where σ is my measurement error from the previous section (≈ 0.25 mas). Because
the central star is much farther away from the origin than the width of the measure-
ment baseline and the fact that the y′-axis is generated by rotating this baseline,
the measurement from the central star to the y′-axis—that is, the x′ coordinate—is
≈ 3.7× the error of the measurement along the y′ coordinate.print,
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4.2.2 Implications for Binary Detection
The primary constraint this implies is that only binary orbits with major axes
aligned along the y′ axis will have sufficiently large signal for detection. The x′
measurements will constrain the size of the signal (and, by implication, the orbital
parameters), but are too coarse to either prove or disprove the binary model de-
scribed in Table 2.3. Serendipitously, as noted in the discussion of Smith et al.’s
results of UV shadowing, the current thought is that the major axes do run roughly
along a PAa ≈ 225◦, close to parallel with my y′ axis, with a PAŷ′ = 232◦. Thus,
my measurements are well suited for testing the current model.
4.3 Observations
As described in Table 3.2 (§3.3), each epoch consisted of four 0.1 sec exposures.
The central star position was measured in x′, y′ coordinates for each exposure,
and per-axis mean positions and standard deviations of the mean (SDOM) were
calculated for each epoch. These are given in Table 4.1. Overall mean positions for
both x′ and y′ coordinates were calculated, and the per epoch position differences
with respect to these overall mean positions are shown in the x′ − x̄′ and y′ − ȳ′
columns.
4.3.1 Saturation
A secular increase in integrated F330W flux over the 2.75 year observing period
resulted in saturation during the last three observing epochs (2004–2005). Two of
71
Table 4.1: Measured central star position in x′, y′ reference frame; HRC F330W
data, PPE2+A&K methodology.
Epoch x′ x′ − x̄′ SDOMx′ y′ y′ − ȳ′ SDOMy′ Notes
(mas) (mas) (mas) (mas) (mas) (mas)
2/2003 395.7 1.8 0.4 13,699.9 -0.3 0.3
6/2003 396.8 0.7 1.1 13,700.3 0.1 0.3
7/2003 396.8 0.7 0.8 13,700.9 0.7 0.1
9/2003 395.7 1.8 1.4 13,701.5 1.3 0.5
11/2003 396.2 1.4 1.2 13,699.1 -1.1 0.2
12/2004 400.5 -3.0 1.7 ... ... ... Sat. in y′ direction
7/2005 ... ... ... 13,699.5 -0.7 0.9 Sat. in x′ direction
11/2005 396.3 1.2 3.2 ... ... ... Sat. in y′ direction
the flt images are shown in Fig. 4.2.
In the absence of specific anti-blooming circuitry, CCDs respond to saturation
by the “blooming” of electrons out from the saturated pixel or pixels and into
neighboring pixels. Because the potential barrier between columns (i.e., “channel
stops”) is higher than the potential barrier between pixels in the same column
[Janesick(2001)], electrons from a given saturated pixel spill into the neighboring
pixels in the same column only rather than across multiple columns. This effect is
present but subtle in fig. 4.2, which show the relevant short exposure images; fig. 4.3
is a heavily overexposed image that shows the relationship between blooming and
detector columns much more clearly. In the images, the image x,y axes corresponds
to the detector column, row axes. The “saturation” arrows mark the direction of
the CCD columns (and hence, the direction of electron blooming).
From the discussion in the appendix, the centroiding result is dominated by the
pixels around the FWHM. In the HRC F330W data, FWHM is slightly more than a
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Figure 4.2: F330W 0.1 sec images for July and November 2005 epochs. Stellar
reference axes are shown, along with saturation (i.e., CCD column) direction. The
arrows indicate the direction of blooming. These images are pre-DRIZZLE, so have
not been corrected for distortion (i.e., orthorectified).
pixel. Thus, the saturation described in these images is problematic along columns,
but not across columns (i.e., the detector rows). For this analysis, I therefore reject
position measurement in the column direction, but accept measurements made in
the row direction.
As shown in fig. 4.2, the detector columns for the July 2005 observations are
aligned very nearly in the x̂′ direction with the result that the saturation is nearly
orthogonal to the y′ measurements. The situation for the November 2005 (shown)
and the December 2004 (not shown) observations are approximately reversed, with
detector columns (and hence, saturation) primarily in the ŷ′ direction, orthogonal
to the x′ measurements. In both cases, the saturation only extends a few pixels
along a single column. The rejection of saturated data in the column direction for
the 2004–2005 observations is reflected in Table 4.1 and adopted for the remainder
of this chapter.
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Figure 4.3: Blooming clearly shown in overexposed F330W image from Nov. 2005.
Both the central star and both Tr16 field stars are saturated. The central star
photoelectrons are blooming over many pixels, while the reference star saturation
(which is at a much lower level) extends over a few pixels. The pixels bloom in the
direction of the detector columns.
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4.3.2 Possible Parallax Considerations
Since I am performing differential astrometry over a range of epochs that span
the entire year, the effects of differing parallaxes between the two reference stars and
the central star must be taken into consideration. All three stars are considered part
of the Trumpler 16 association [Feinstein et al.(1973)]. Tr 16 extends across approx-
imately 10 arcminutes in the plane of the sky [DeGioia-Eastwood et al.(2001)]. At
2250 pc, 10 arcmin subtends ≈ 6.5 pc. Using a spherical approximation for Tr16,
and assuming the extreme case where the reference frame origin is offset from the
central star along our line-of-sight by 6.5 pc (the diameter of the Tr 16 sphere), the
difference in parallax would be of order a few µarcseconds. It can thus safely be
ignored for purposes of this analysis.
4.3.3 Basic Astrometric Results
The results for both y′ − ȳ′ and x′ − x̄′ measurements are shown in figs. 4.4
and 4.5, respectively. The average per epoch SDOMs are SDOMx′ = 1.40 mas and
SDOMy′ = 0.38 mas, slightly larger than predicted in eqns. 4.9 and 4.9, but in the
predicted ratio (≈ 3.7×). The first two statistical moments of the distribution of
offsets gives mean positions and standard deviations of x̂′ = 397.5 ± 1.7 mas and
ŷ′ = 13, 700.2± 0.9 mas. Adopting the errors from eqns. 4.9 and 4.9, I get reduced
χ2x′ = 16.4 and reduced χ
2
y′ = 44.2, suggesting that a more complex fitting approach
is needed. The SDOM error bars for the 2004 and 2005 observations are larger than
those for the 2003 observations; this is most likely due to the effects of saturation
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Figure 4.4: Position measurements of the central star along y′ axis. Best fit solutions
for linear and orbital motions (excluding Nov. 2003 measurements; see §4.4.2) also
shown. Mean position ȳ′ = 13, 700.2 mas.
discussed in §4.3.1.
4.4 Orbital vs. Linear Motion: Best Fit
Regardless of whether or not η Car is a binary system, some motion with
respect to the stellar reference frame defined by the Tr16 reference stars (RSN and
RSS) is expected. If η Car is a single star, I would expect linear proper motion similar
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Figure 4.5: Position measurements of the central star along x′ axis. Orbital solution
from fig. 4.4 shown as dotted line. Mean position x̄′ = 397.5 mas.
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to that observed for the two reference stars, i.e., pm ≈ 0.1 mas yr−1 (see §3.7). If, on
the other hand, η Car is a binary, I would expect to see some combination of linear
and proper motion. If the companion is sufficiently large and the orbits are oriented
favorably (see Table 2.3), I would expect the astrometric reflex motion signal in the
range 1 < αa < 2 mas (see Table 3.1), or approximately ten times the magnitude of
the expected proper motion signal over a two-year period.
In order to compare the hypotheses, both linear and orbital motion models
were fit to the y′ data, with results shown in fig. 4.4. Because the accuracy in x′ is
so much worse than the accuracy in the y′ direction, both linear and orbital models
fits work equally poorly. As a result, no systematic attempt was made to fit those
data. Unless otherwise noted, for the remainder of this section, the discussion is
restricted to y′ measurements.
4.4.1 Orbit Modeling
The equation of motion for a body traveling along an elliptical orbit cannot be
expressed in simple analytical form as a function of the orbital elements. To obtain
the position of the body as a function of time, the transcendental Kepler’s equation
must be solved, i.e.:
M(t) = E(t)− e sinE(t) (4.10)
where M(t) is the “mean anomaly,” or mean motion around the center of mass for a
idealized circular orbit with the same period; e is the orbital eccentricity; and E(t)
is the “eccentric anomaly,” a parametrization of polar angle, related to the so-called
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“auxiliary circle.” M(t) is given by the product of the mean orbital angular rate of




(t− T ) (4.11)
where t and T are given in years.
For a given M(t), eqn. 4.10 can be solved iteratively using the Newton-
Raphson method, i.e.:
Ei+1(t) =
M(t)− e(Ei(t) cosEi(t)− sinEi(t)))
1− e cosEi(t)
(4.12)
The “true anomaly” ν(t) of the orbit, i.e., the angle from periastron from the











where E(t) is the final iteration of eqn. 4.12 after the convergence criterion is met2.
The radius r(t) of the orbit is then given by:
r(t) = a
1− e2
1 + e cos ν(t)
(4.14)
and the position projections along the orbital semi-major (y′′) and semi-minor (x′′)
2I used a convergence criterion of |Ei+1 − Ei| < 1× 10−6
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axes are:
y′′(t) = r(t) cos ν + ae (4.15)
x′′(t) = r(t) sin ν (4.16)
If I assume that the semi-major axis is approximately parallel to my y′ axis,
that the orbit is highly ellipitical, and given the much larger errors associated with
my x′ measurements, I can ignore the effects of x′′ on measurements for the time
being.
The projection of the y′′ orbital motion onto my y′ measurement axis is thus:
y′(t) = y′′(t) cos γ cos δ (4.17)
where γ is the previously defined angle between the semi-major axis and the plane
of the sky and δ is the angle between the projected semi-major axis (y′′(t) cos γ) and
the measurement y′ axis, that is, the projection of the semi-major axis onto the y′
measurement axis.
In order to determine the best fit, a spanning set of e, a and T initial conditions
were combined with a 5.52 year period and resultant orbits generated. For each










where Oi is the measured y
′ position, Ci is the orbital model position (given by eqn.
4.17 for t(i)), and σi is the SDOM for the epoch i. The “best fit” solution was taken
to be that choice of parameters that minimized χ2.
4.4.2 Problematic November 2003 Data Point
Initial fit results were poor for either model, with χ2reduced = 31.9 and 23.6 for
the orbital and linear fits, respectively. The problem centers around the Nov. 2003
data point. Due to the combined effects of the epoch’s relatively small SDOM and
the large distance from either the linear or orbital fits, the anomalous data point
has an inordinately large impact on the χ2 values for both models.
Measurement results have been re-checked and the raw data visually inspected
for any obvious explanation of why this particular measurement appears to lie so far
(≈ 5− 6σ) from where we would expect it, regardless of whether or not η Car is a
binary. There does not appear to be a ready explanation for the data point. Using
Chauvenet’s criterion for identifying illegitimate data [Taylor(1997)], this data point
is rejected for both the orbital and linear motion solutions. Thus, for the remainder
of this section, I will ignore the Nov. 2003 data point. I will discuss it again in
the context of systematic limits to the accuracy of the reflex motion measurements
(§4.5.3).
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4.4.3 Quantitative Model/Data Results
The best fit linear and orbital solutions (not including the Nov. 2003 data
point) are shown in fig. 4.4 as dashed (linear) and dotted (orbital) lines. The fit
solutions resulted in the following parameters:
Linear (proper motion) results: The linear solution has a χ2reduced = 5.3. The
proper motion solution of the central star in the reference frame is pmy′ = 0.75 mas
yr−1.
Orbital results: The orbital solution has a χ2reduced = 1.0. The resultant solu-
tion parameters are: e = 0.95, a = 1.15 mas, and T = 2003.69.
In fig. 4.5, the projection of the orbital solution (derived from the observed x′
motion) has been plotted as a dotted line over the actual measurements. No fitting
was involved; the solution is shown simply to assess the feasibility of the y′-based
orbital solution given the x′ measurements.
4.5 Discussion of Results
The best fit to the y′ data is a high-eccentricity orbit rather than a simple
proper motion model. The data show a shift of approximately +1 mas (≈ 2 AU)
during the six months preceding periastron, followed by a shift of approx. −1.5
mas (≈ 3 AU) in the 1.5 years after periastron. These shifts are consistent with
astrometric reflex motion caused by a high-eccentricity binary orbit lying nearly
orthogonal to our line-of-sight; the resultant binary orbit model is quite similar
to the second generation models, e.g. [Corcoran et al.(2001)], [Ishibashi(2001)], and
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[Smith et al.(2004)], and described in Table 2.3. The x′ data is, in general, consistent
with this conclusion (fig. 4.5), but the measurement errors along the x′ axis are too
large to assign much confidence to this statement.
4.5.1 Astrometric Constraints
One goal of this analysis is to determine which binary models, if any, are
favored by the current results. In §5.4, I will present results that use derived physical
parameters of the two stars (viz., their masses) to argue that the current data is
more consistent with second generation models rather than first.
In this section, I use a simpler approach and ask if the basic observational
data prefers one class of binary models over the other. I can eschew orbit fitting
and simply use the mean position and standard deviation from §4.3.3 to develop
very basic astrometric constraints on possible orbits and orientations. By way of
example, from the discussion in §4.3.3, the SDOMy′ = 0.9 mas. An orbit with a
projected semi-major axis αy′ = 1.8 mas would therefore be excluded at the 2σ
(≈ 96%) level.
If I adopt a 95% confidence criterion (= ±1.96σ), I can use the values of
SDOMx′ and SDOMy′ to describe an ellipse about the mean position of the central
star (see fig. 4.6). The region inside this ellipse defines the range of possible orien-
tations and lengths of the the projected semi-major axis of the primary. The region
outside the ellipse represents orientations and lengths for the projected semi-major
axis that are excluded above the 95% confidence level based on the basic astrometric
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results. Using the results from §4.3.3, the astrometric constraint ellipse is defined
as having a semi-major axis a = 2.9 mas, oriented at PAa = 232
◦ and semi-minor
axis b = 1.8 mas, oriented at PAb = 142
◦.
I can use this approach to “test” the binary orbital models described in §2.3.
Using the values listed in Tables 2.1 and 2.2, I can calculate the expected astrometric
signal αA due to reflex motion in the primary.
For cases where αA is not stated explicitly, I have calculated it from the masses







where aA is given in AU. To convert to astrometric signal αA in mas, the following
equation is used:
αA = 2.25(aA cos γ) (4.20)
where γ is the angle between the semi-major axis and the plane-of-the-sky and 2.25
is the conversion from AU to mas at a distance of 2.25 kpc. The results are shown
in Table 4.2
The first four models in the table have astrometric signals greater than 1.8
mas. They all thus have “exclusion regions” where the predicted astrometric signal
is greater than the distance from the central star to the error ellipse. The exclusion
half-angles (eha) are calculated for each of the four cases, and the corresponding
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Figure 4.6: Astrometric constraints on reflex motion of primary. Astrometric motion
outside the ellipse over the course of the HRC observations is excluded at the 95%
confidence level. The colored regions indicate exclusion zones for semi-major axis
orientation for different models (see text); half angles for the colored regions are:
A = 25◦, B = 30◦, C = 49◦, D = 53◦. The approximate symmetry axis of the
Homunculus PA ≈ 132◦ is also shown [Davidson et al.(2001)].
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Table 4.2: Effects of astrometric constraints on binary models. eha refers to the
exclusion half angle defining the region where the required astrometric signal αA is
less than the size of the astrometric 95% confidence ellipse (i.e., an orientation with
the semi-major axis inside the given region is not allowed). Exclusion regions are
shown in fig. 4.6. The first four models are constrained by the astrometric results;
the last four are not.
Model αA eha Exclusion angle range 1 angle range 2
(mas) (◦) Region (◦) (◦)
Dam. et al. 97 2.0 30 B 22− 82 202− 262
Dav. 97 (Model 1) 2.3 53 D −1− 105 179− 285
Dav. 97 (Model 2) 2.2 49 C 3− 101 183− 281
Dam. et al. 00 1.9 25 A 27− 77 207− 257
Corcoran et al. 01 1.2 ... ... ... ...
Ishibashi 01 1.4 ... ... ... ...
Pitt. & Cor.. 02 1.2 ... ... ... ...
Smith et al. 04 1.7 ... ... ... ...
exclusion regions are shown as colored-in triangles in fig. 4.6 and are cross-referenced
to the table with the letters A–D.
The exclusion region and angular ranges refer to the angular region around
the central star where the PA of the projected semi-major axis is not allowed. PAA
is given by (see figs. 2.1 and 2.2):
PAA = Ω + tan
−1(cos i tanω) (4.21)
Unfortunately, none of the modelers offer values for Ω, though Smith et al.
suggest a PAA ≈ 225◦.
Table 4.2 thus establishes constraints on possible orbital orientations for the
first four models. For the two Davidson et al. 1997 models, these constraints are
large, with almost 60% of the angular range (Region D) excluded due to astrometric
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constraints on their model 1. As shown in the figure, the “allowed” orientations for
the semi-major axes for this “first generation” of binary models all lie approximately
along the Homunculus axis of symmetry PA ≈ 132◦ [Davidson et al.(2001)].
This orientation is problematic from a theoretical point of view. Both the
Homunculus and equatorial debris appear (to first order) to be symmetric about
the Homunculus axis of symmetry (hence the name). Occam’s razor would lead one
to conclude that the symmetry of the debris should correlate with some underlying
symmetry of the binary system. One obvious orientation that satisfies this is when
the normal to the orbital plane is parallel to the Homunculus axis of symmetry,
with the semi-major axis of the orbit orthogonal to the axis of symmetry3 (see
[Soker(2005)] for an example of a theoretical discussion of the generation of the
Homunculus moderated by a binary configuration) . The constraint solutions imply
the reverse is true in this case, with a major axis along the axis of symmetry and
the normal to the orbital plane, therefore orthogonal to the axis of symmetry. There
is no obvious correlation between the resultant rotational symmetries of this binary
model and the rotational symmetries of the homunculus and equatorial debris. This
orientation and the models that require it are thus unlikely based on arguments of
symmetry.
On the other hand, the second-generation models that include both a different
orientation (i.e., more parallel to the PoS) to the semi-major axis and a much smaller
secondary all imply astrometric reflex signals that fall within the constraint ellipse
3I note, however, that the single star system can also satisfy this criterion, with either the axis
of rotation or of precession aligned along the Homunculus axis of symmetry.
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(i.e., are permitted by the current limits defined by the astrometric measurements).
The second-generation models are thus all allowed by the astrometric data.
4.5.2 Possible η Car A Orbit
A candidate orbit solution can be generated that is consistent with the astro-
metric results. Using the y′ data and the resultant values for e = 0.95, a = 1.15 and
T = 2003.69 as well as the adopted value of P = 5.52 years, fig. 4.7 represents the
“overhead” view (i.e., the view looking down a line of sight normal to the orbital
plane) of the resultant orbit.
With only five y′ data points and lacking useful x′ data, it not possible to solve
for the orientation of the orbit (i, Ω or ω parameters). I do adopt the assumption—
consistent with both the HRC data as well as [Smith et al.(2004)]—that the semi-
major axis is aligned approximately along the y′ measurement axis (i.e., PAA ≈
232◦) and that the angular separation between the semi-major axis and the plane of
the sky is small (i.e., angle γ ≈ 0). Thus, the view of the orbit projected onto the
sky should resemble that shown in fig. 4.7, with the exception that the semi-minor
axis’ rotation about the semi-major axis is unknown.
There are two major differences between my results and the “combined” binary
model described in Table 2.3. First, the eccentricity is higher (0.95 vs. 0.8–0.9), and
second, the time of periastron passage is somewhat later (2003.69 vs. 2003.5) in my
model. The former is driven by the relative sizes of the pre- and post-periastron shifts
in y′. The post-periastron shift is heavily dependent on the July 2005 measurement
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Figure 4.7: View of possible binary orbit. The solution has been scaled to a distance
of 2.25 kpc and represents an “overhead” view, i.e., looking down along a line of sight
normal to the orbital plane. “CM” indicates system’s center of mass. Approximate
positions marked based on P = 5.52 years and T = 2003.69. Each tick mark denotes
0.05 years (18.25 days). Diagonal line indicates measurement y′ axis.
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that was affected by saturation. I have already discussed (§4.3) the first-order
effects of saturation: blooming; a higher-order effect is charge deferral due to trap-
induced electron capture and subsequent release [Dorland(2004a)]. Charge deferral
can introduce offsets in the opposite direction of the charge transfer (i.e., the CCD
colums away from the direction of the serial register) which, since the y′ is not
completely orthogonal to the detector columns, would appear as a slight shift in
y′. The charge deferral occurs in the anti-shift direction, which in the HRC images
should result in a slight offset in the +y′ direction. It is possible, therefore, that
the measured y′ position is slightly overestimated, and that a better value would
be somewhat below the measured value on the plot. The resultant fit would have a
larger semi-major axis a and a smaller eccentricity e, more in line with the combined
model.
The time of periastron passage T is strongly dependent on the Sept. 2003
measurement. This measurement has the largest error associated (SDOMy′ = 0.5
mas) when compared to the other non-saturated images, thus it is not unlikely that
an overestimate of the y′ measurement is skewing the value of T to be later than it
actually is.
4.5.3 Discussion of Measurement Limitations
The two biggest limitations to the measurements are the loss of precision in
the x′ direction and possible epoch-to-epoch variations in the instrument that result
in uncompensated systematic errors. Both of these issues are discussed in turn.
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The precision problem in the x′ direction is, as described above, due to the
limited number and sub-optimal configuration of reference stars present in the HRC
fields. This, in turn, is due to the combined effects of the relatively small HRC
field, the short exposures necessitated by the brightness of the central star, and
the extinction due to the Carina nebula. As a result, only two reference stars are
present in the field, with a relatively short measurement baseline between them.
Fortunately, the current models seem to favor orientations along the more sensitive
(y′) of the two axes. The x′ limitation appears primarily to affect the ability to
determine orientation parameters of the resultant orbit.
The epoch-to-epoch variations are more serious. As discussed in §4.4.2, I
argued that the problematic Nov. 2003 measurements should be rejected based
on the fact that they seemed highly anomalous for either the binary or no binary
models. This does not, however, explain the cause of the measurement error.
Other high-precision astrometry users of HRC data have discussed the presence
of uncorrected systematics at the≈ 0.005 pixel (0.125 mas) level [Anderson & King (2004)],
with some reports of anomalies at the≈ 0.01 pixels (0.250 mas) level [Anderson (2006)].
The methods for high-precision astrometry described in this work along with the
work of [Anderson & King (2004)] represent the highest precision astrometric work
done with the HRC instrument. As such, we are probing the systematic floor of the
instrument. One can speculate that epoch-to-epoch variations due to changes in
the telescope, ACS instrument and focal plane states due, for example, to changing
illumination conditions on the spacecraft are responsible for slight changes in plate
scale, distortion , etc., that appear as changes in measured separations between
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epochs. In principle, these effects are “calibratable” using multiple, astrometrically
stable field reference stars from epoch to epoch. In the case of the η Car observations,
however, the requirement that we use F330W data combined with the available field
stars that are observable in the NUV constrains us to just two field reference stars,
even using the longest exposures.
For purposes of these observations, stability is implied by the results of the
differential astrometric measurements between the two reference stars, but the Nov.
2003 anomaly suggests we may be at the limit of the instrument, and that any infer-
ences beyond the basic constraints are not warranted. It does not appear possible
to resolve this calibration issues given the data currently available. New observa-
tions will be required that are specifically designed to address the weak points in
the current data set. In the next section, I provide some suggestions for improving
the astrometry for any future next set of observations.
4.5.4 Resolving the astrometric limitations: suggested future obser-
vations
Of what would a future HRC observing campaign aimed at minimizing astrom-
etry errors and determining astrometrically an orbit with higher confidence consist?
Based on my analysis of the HRC data, I suggest the following:
1. Temporal coverage. Temporal coverage should extend from apastron through
periastron to the next apastron. The parameter a is a function of the sepa-
ration between apastron and periastron. Unfortunately, apastron is scheduled
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for approximately 2006.5, so it is too late to include this suggestion in an HST
proposal. The next apastron will occur around 2011.8. A sequence of 2–4 un-
saturated observing epochs (box dither pattern, 0.1 sec exposure times) around
apastron would reduce the current position measurement error by nearly an
order of magnitude (SDOMy′ = 0.9 mas→ 0.1−0.2 mas), resulting in a much
higher confidence estimate of the parameter a. The apastron (or, given the
dates, the earliest feasible portion of the orbit after apastron) and periastron
periods (to better determine e) should receive the densest coverage, perhaps
one observation a month near apastron, ±3 months and one observation per
week around periastron, ±3 months. Intermediate observations between apas-
tron and periastron would allow the degeneracy between simple, linear relative
proper motion and orbital motion to be broken.
2. Spectral coverage. [Anderson & King (2004)] list a total of ten filters avail-
able for HRC that include the high-precision position corrections. The more
redward the filter, the better the PSF sampling is, and the smaller the PPE is.
Too far redward (λ > 650 nm), however, and HRC detector artifacts begin to
appear (the red halo, spikes). In addition, the central star gets brighter as we
go red, while the set of early-type Tr16 field-reference stars get progressively
dimmer, thus creating a dynamic range problem. Of the available filters, a
good compromise appears to be the F606W/F625W filters. PSF sampling is
good, both the central star and the field reference stars are accessible on the
same image, and the appropriate calibration corrections have been developed.
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Figure 4.8: Re-centered HRC field that includes Tr16-64, 65, and 66. In this par-
ticular image (Feb 03), Tr16-66 fits into the corner of the detector. At other times,
multiple overlapping fields are required to include Tr16-66.
3. Spatial coverage. Adding a third Tr16 reference star (Tr16-66) is feasible. A
standard image of η Car would be taken, making sure to include Tr16-64 and
-65. This would be followed by a re-centered field on Tr16-64. This recentered
field would also include Tr16-66 (see fig. 4.8). Assuming the two overlapping
fields could be tied together with minimal error, the three reference stars
would enable reduction of both the y′ and x′ errors, reduce the likelihood that
anomalous position measurements for any single star would go undetected, and
support first-order calibration of the optical system due to breathing effects.
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4. Integration times. The most straightforward way to increase the number of
HRC stars beyond three is to integrate over much longer periods of time (hun-
dreds of seconds) in an effort to observe background stars. In this case, extinc-
tion favors the reddest filters (F775W, F814W, F850LP). It may be possible
simply to use very short and very long exposures, and use the long exposures
to calibrate for plate scale and geometric distortion variations and assume the
corrections are valid for the short exposures. This may be the only way to
push beyond 1/100th the astrometric limits of the HRC with respect to the
question of η Car’s binarity.
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Chapter 5
Astrophysical Implications of Binary Measurement Results
The second-generation models describe a high-eccentricy (e = 0.8 − 0.9), rel-
atively close-in (aA + aB ≈ 15 A.U.) binary system with at least a three-to-one
asymmetry in the distribution of mass (see Table 2.3). The astrometric results from
this analysis are in general agreement with these second-generation models, but with
a somewhat larger eccentricity e = 0.95 (see §4). If the second-generation orbital
model, as adjusted by astrometric analysis of the HRC data, is adopted, do the
results shed new insight on the nature of the component stars? In this section, the
physical implications of the system described by the orbital parameters derived in
§4 is discussed.
5.1 Primary Luminosity and Mass
Since it is the reflex motion of the primary that is being observed, neither the
mass of the primary nor mass ratio can be directly determined. One approach to
inferring the mass of the primary is to calculate the mass range based on luminosity
considerations. Cox et al. [Cox et al.(1995)] derived a bolometric luminosity of
Lη = 5 × 106 L using a combination of IR and radio data. The in situ value
was based, however, on an estimated distance of 2.5 kpc to η Car. If these results
are adjusted to the preferred 2.25 kpc (see Appendix B), the luminosity must be
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adjusted by the square of the distance, or downward by ≈ 30%. As a result, the
revised value for luminosity is Lη ≈ 4× 106 L.
While η Car has most likely been in a super-Eddington state during previous
periods of time, there is no evidence that it is currently undergoing significant mass
eruptions that would likely characterize such a state. Its relative quiescence suggests
it is below the Eddington limit. The Eddington limit is given by (e.g., [Rose(1998)]):




which is equivalent to:




This can be re-written as:
M ≥ 3.0× 10−5 L
L
M (5.3)
Using LA = 4 × 106 L, eqn. 5.3 gives a minimum mass of MA ≥ 120 M.
This assumes that approximately all of the luminosity is coming from the primary.
If we further assume that ηA is currently sub-Eddington and adopt a value of
0.9 LEddington < LA < 1.0 LEddington we get mass range of MA ≈ 120− 130 M.
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5.2 Secondary Mass and Luminosity
The secondary mass can be calculated by solving eqn. 4.12 in terms of aB and
substituting this result into eqn. 3.3:
(MA +MB)P
2 = (aA + aAMA/MB)
3 (5.4)
This equation can be solved numerically for MB given values for aA, MA and P .
We adopt the previously derived values of aA = 2.59 A.U., P = 5.52 years and
MA = 125± 4.2 M, and obtain a result of MB = 23.2± 0.6 M ≈ 23 M.
This actually represents the effective mass due to the projection of the semi-
major axis onto the measurement y′ axis. As such, it represents a lower limit.
The analysis previously assumed that this angle (γ) is small1. Assuming γ < π/8
(= 22.5◦), the upper limit to the mass is MB < 26. Thus, assuming the basic model
is correct, the mass of the secondary is constrained to a range of 23 < MB < 26.
In the discussion of luminosity in which the mass of the primary was derived
(§5.1), it was assumed that all of the luminosity is coming from the primary. Given
that the secondary is less massive than the primary and assuming that the two
are approximately coeval (this assumption will be discussed in detail in §5.7.1),
it is reasonable to assume that the secondary is less evolved than the primary.
Given the relative brevity of the LBV phase ([Humphreys & Davidson(1994)]), it is
not unreasonable to suppose that the secondary is either a ZAMS or very recently
evolved. The bolometric absolute magnitude of a ZAMS star of mass 25 is MBol ≈
1See Table 2.3 and §4.1; this assumption was shown to be self-consistent in Chapter 4.
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−7.5, with a post–ZAMS maximum of MBol ≈ −8.5 [Burkholder et al.(1997)]. For
comparison, the total luminosity of the system (Lη = 4 × 106 L) is equivalent to
MBol = −11.8. The relationship between bolometric magnitude and luminosity is
given by (e.g., [Rose(1998)]):
MBol = 4.72− 2.5 logL (5.5)





Using the Burkholder values for absolute magnitude, we get a luminosity range of
7.7 × 104L < LB < 1.9 × 105L. The luminosity range and age can be further
narrowed by considering the temperature constraints necessary for the observed
ionization of the inner ejecta ([Verner et al.(2005)], see §2.2.11). A temperature
range of 34,000–38,000 K was specified by Verner et al. for the secondary. The
results from [Burkholder et al.(1997)] indicate a ZAMS or slightly post-ZAMS 23−
26 star with a maximum luminosity of LB < 1.2 × 105 L is necessary to meet
the temperature constraints. Thus, LB/Ltotal < 3 %, and the assumption in §5.1




The remaining step is to calculate the semi-major axis of the orbit of the
secondary. This is done by solving eqn. 4.12 using the calculated values for aA, MA,
and MB. Using upper and lower bounds for the secondary mass of 23 < MB < 26,





Assuming upper and lower bounds on the mass of the primary of 120 < MA < 130,
eqn 5.7 indicates a range of 12 A.U. < aB < 15 A.U. for the semi-major axis of the
secondary. 13 A.U. is adopted as the most likely value.
5.4 Comparison of Results with Earlier Binary Models
We now have sufficient information to compare the derived model of the sys-
tem with the binary models described in §2. As discussed in Ch. 2, the primary
discriminators between the “first” and “second generation” binary models are eccen-
tricity and mass ratio. The earlier models tended to have smaller eccentricities and
approximately equal masses between primary and secondary. The later models are
characterized by higher eccentricities and asymmetric mass distributions between
primary and secondary. Figure 5.1 is a scatter plot of eight of the relevant models
from §2.
Also shown are these results, indicated by “This work.” Values of e = 0.95,
100
Figure 5.1: Comparison of binary models with current results. Two critical param-
eters, the orbital eccentricity (e) and the mass ratio between the primary and the
secondary (MA/MB) are used. “First-generation” and “second-generation” groups
of models are shown. The former is characterized by smaller eccentricities and mass
ratios, while the latter has larger eccentricities and mass ratios.
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MA = 125 and MB = 25 are used. The current results strongly favor the second-
generation models rather than the first. This conclusion is consistent with the dis-
cussion in §4.5.1, which found that pure orientation considerations strongly favored
the second-generation models over the first.
5.5 Primary–Secondary Distance
I have now derived values for aA, MA, aB, and MB as well as orbital parameters
for the orbit of ηA. The orbit of ηB will be identical to that of ηA with the exceptions
that the semi-major axis will be scaled by the ratio of the masses MA/MB and the
orientation of the semi-major axis aB will anti-parallel to aA. The relative separation
vs. time can be calculated by adding the radial distances from the system center of
mass (CM). The results are shown in fig. 5.2.
Maximum/minimum separation between the two components is 30 A.U. at
apastron and 0.78 A.U. at periastron. Also show in the figure is the outer slow
wind opacity radius at 4.1 A.U. described in [Hillier et al.(2006)]. This is defined
as the approximate limit of the opaque wind (τ = 0.67). The resultant orbital ge-
ometry is shown in fig. 5.3. Within this boundary, U.V. light from ηB is absorbed
by the wind particles coming from ηA and re-emitted at redder wavelengths. As
shown in the figure, the secondary is within the outer opacity boundary for ap-
proximately two months during the period around periastron. As the secondary
penetrates more deeply into this region, an increasingly larger portion of its U.V.
light is intercepted and reprocessed as redder light. It is the U.V. light from the
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Figure 5.2: The separation between ηA and ηB shown as a function of time. The
observations used in this analysis are marked with crosses; the two heavily saturated
observations are marked with crosses in parentheses. Also shown is R′′∗, the outer
opacity boundary (τ = 0.67) of the slow wind (from [Hillier et al.(2006)]).
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Figure 5.3: Binary orbits at periastron (top) and apastron (bottom) shown in center
of mass (CM) frame. Positions of primary (ηA) and secondary (ηB) are shown along
with Hillier et al.’s inner (R′A, τ = 10) and outer opacity radii (R
′′
A, τ = 0.67).
secondary that excites the high excitation lines in the Weigelt blobs; as a result,
these lines are seen to disappear near periastron ([Davidson et al.(1995)])2. This is
consistent with the standard binary explanation of the spectroscopic cycle (see §2),
specifically [Verner et al.(2005)]), viz., that the UV light that is responsible for the
ionization of the inner ejecta is “turned off” during periastron due to obscuration
of the UV light from the secondary.
2Other lines are present at the primary or are excited by radiation from the primary; these are
not extinguished at periastron.
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5.6 Periastron passage
Given a closest approach of 0.78 A.U., what is the nature of the interaction
between the two stars? How large are the tidal forces and is there any mass ex-
change?
5.6.1 Orbital Configuration at Periastron
Given the orbital parameters and masses, the total orbital energy can be com-





Total energy is conserved, so the energy at periastron is given by:














where PEG is the gravitational potential energy and KEA and KEB are the kinetic
energies of ηA and ηB, respectively.
In the CM reference frame (see fig. 5.4), the radial line connecting the two
stars and passing through the CM will rotate with an angular velocity ω. The
velocities can be re-written in terms of ω3:
3In order to simplify the analysis, we concentrate on conditions at periastron. Quantities such
as V and ω are typically time dependent; in this case, we consider only the instantaneous values
at periastron and drop the explicit time dependence for brevity.
105
VA = aAω (5.11)
VB = aBω (5.12)









Plugging in the values previously obtained for all the variables on the right-hand
side gives ω = 5.14× 10−6 sec−1 ≈ 5 µradians sec−1 as the instantaneous rotational
velocity of the CM frame at periastron. As shown in the figure, this translates into
velocities of 100 and 500 km sec−1 for the primary and secondary, respectively.
5.6.2 Mass exchange across L1
Mass is exchanged in a binary system if the radius of either star extends
beyond its Roche lobe, i.e., the surface that defines the region within which material
is gravitationally bound to the star. Stellar material outside a given star’s Roche
lobe can be transferred to the companion via the first Lagrange point (L1), which
also marks the intersection of the Roche lobes for both stars.
One way to define L1 is that it is the point along a line connecting two or-
biting bodies at which a test particle in the co-rotating frame experiences no net
acceleration. In the rotating frame, acceleration is thus a combination of the two
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Figure 5.4: Binary configuration at periastron in center of mass (CM) frame. Po-
sitions of primary (ηA) and secondary (ηB) are shown properly scaled to predicted
radii (RA, RB from [Hillier et al.(2006)]) Also shown are the position of the first
Lagrange point (L1) and Hillier et al.’s inner opacity radius (R′A, τ = 10). Hillier et
al.’s outer opacity radius (R′′A, τ = 0.67) extends well beyond the secondary at pe-
riastron. At periastron, the frame is rotating at an instantaneous rate of ω ≈ 5µrad
sec−1 due to orbital motion, which results in instantaneous velocities of 100 and 500
km sec−1 for the primary and secondary respectively. r1, r2, and r3 are described in
the text.
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r̂B − ~ω × (~ω × ~rCM) (5.14)
where ~rA, ~rB and ~rCM represent the distance of a test particle from ηA, ηB and
the center of mass, respectively.
Using the coordinate system shown in fig. 5.4, we can substitute ||~rA|| = r1+r2,









In addition, we know:
r2 + r3 = aB (5.16)
Combining eqns. 5.15 and 5.16 and solving for r3, we get:
r3 = 0.29 A.U. (5.17)
from which it follows:
r2 = 0.36 A.U. (5.18)
The position thus derived of L1 is marked in fig. 5.4 as well as fig. 5.6.
The radii (from [Hillier et al.(2006)]) for both stars are also shown. As can be
seen, neither star is close to overflowing at L1, thus the present results suggest
mass exchange is unlikely even at periastron based on Hillier et al.’s analysis of
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the current, quiescent state. LBVs undergoing S Dor eruptions (§1.3) experience
photospheric swelling during the eruption, with the ejected shell being expelled at
the conclusion of the event. A shell ejection event coincident with periastron passage
would conceivably result in a significant amount of mass (either during the swelling
or post-ejection) being swept up by ηB.
5.6.3 Wind penetration and opacity considerations
Also marked on the figure is R′A, the inner high opacity (τ = 10) boundary
from [Hillier et al.(2006)]. At periastron, the secondary comes relatively close the
boundary, suggesting that it is deeply encased in the primary’s wind, with minimal
UV light escaping during closest approach. Mass exchange from the wind, however,
is unlikely as the secondary is encased in its own high-velocity wind. The boundary
region between the two stars where these winds collide is thought to be responsible
for the x-ray emission [Corcoran et al.(2001)].
One other note: as described in this section, the opaque wind forms a sort
of cloud around ηA of radius R
′′
∗ = 4.1 A.U. This is large enough to contain the
entire calculated orbit for ηA. Presumably, this cloud does not present as a uni-
formly illuminated disk, but shows an luminosity gradient that peaks at the true
photocenter due to the variation in opacity and the presence of the strong source in
the center of the cloud. Nevertheless, during periods of relatively large motion (e.g.,
periastron), the true motion of the star may be obscured to a certain degree by this
opacity. The slow wind is thought to possess an escape velocity of Vwind ≈ 500 km
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sec−1 ([Corcoran et al.(2001)], [Hillier et al.(2006)]). It thus takes approximately
two weeks for the wind to make it from the surface of ηA to R
′′
∗. There is thus up to
a two-week lag between the actual stellar motion and apparent motion of the outer
boundary. This may partially explain the apparent delay observed between the cal-
culated astrometric periastron and the x-ray and spectroscopic-inferred periastron
dates (see §4.4).
5.6.4 Tidal considerations
Tidal forces will arise on both surfaces due to the proximity of the two stars
during periastron passage. The effects of these forces can be estimated by comparing
the effective gravity at the surface of the star in the CM frame at apastron with
periastron. In the absence of any knowledge regarding rotation, we consider only
the non-rotating case.






where both the gravitational contribution from ηB and effects of rotation of the
CM frame are negligible due to the separation of the two components (≈ 30 A.U.).
Plugging in the relevant values, we get:
φA ≈ −9.4 m sec−2 (5.20)
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as the gravitational potential, or, alternately, the acceleration of a test mass at the
surface.
If we now consider the periastron case (fig. 5.4), the gravitational potential at






(r2 + r3 −RA)2
+RAω
2 (5.21)
where φ′ denotes the periastron case. Plugging in the relevant values, we get:
φ′A ≈ −8.2 m sec−2 (5.22)
Thus, at periastron, the close passage has the effect of reducing the effective gravi-
tational potential at the surface of ηA by nearly 13%. At and above the surface, the
gravitational potential scales as one over the square of the radius. A reduction of the
effective gravitational potential at the surface by 13% is thus equivalent to the grav-
itational potential (for the apastron case) at a radius of approximately 1.07 × RA,
or an altitude of 4 solar radii above apastron surface. To first approximation, the
effect of the tidal interaction of ηB on ηA is to raise a bulge on ηA of height 4 solar
radii above the normal surface.
Energy is required to lift this material during periastron passage. After the
secondary has moved off, the primary resumes its nearly spherical shape and the
gravitational potential energy is converted into other forms of energy4. Periastron
4This simplification implies that the following conclusions represent limits, not most likely
values.
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passage thus results energy transfer from the secondary to the primary and subse-
quent dissipation. Each orbital cycle results in loss of orbital energy due to the tidal
interactions. The final configuration of the system should be a close pair in a nearly
circular orbit with tidal locking between the two stars.
The tidal effects of close periastron passage on orbit evolution is an extremely
complex field and detailed analysis is outside the scope of this paper. A very crude
model of the process can provide some idea of the shortest possible circularization
time. We can estimate the energy expended to lift the bulge material during peri-
astron by calculating the volume of raised material and its average height. Fig. 5.5
shows the effective height of the raised surface as a function of angle from the center
of mass lines connecting the primary and secondary. Total volume is obtained by
integrating under this surface. The resultant volume estimate is ∆V ≈ 0.001 M
at a mean height of h̄ ≈ 1.7 R. This represents a change in gravitational potential
energy of δE ≈ 2× 1037 Joules. On the other hand, the difference between current
and final orbital configurations (a ≈ 16 → a′ ≈ 0.8 A.U.) represents a change of
∆E ≈ 3×1042 Joules. Thus, approximately 105 (≈ 550, 000 ≈ 0.5 Myr) are required
to circularize. More detailed treatments (cf. [Fabian et al.(1975)], [Zahn(1977)])
give much shorter (∼ 10 years) circularization times, while others [Mardling(1995b)]
predict much longer (≈ 107 years) times. Much of the disagreement regarding cir-
cularization times and overall evolution has to do with our understanding (or lack
thereof) of the tidal effects on the interior structure of the stars and the resultant
dissipation mechanisms and timescales. This issue will be revisited in the next
section.
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Figure 5.5: The effective height during periastron of ηA’s surface due to the presence
of ηB. Effective height h is a function of angle from the lines connecting the centers
of mass. Units of height are solar radii (R); angle is given in degrees.
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Performing a similar calculation for ηB for the point on the surface closest to
the system’s CM gives us:
φB ≈ 7.5 m sec−2 (5.23)
φ′B ≈ 7.7 m sec−2 (5.24)
which is an interesting result in that during periastron passage, the effective potential
at the surface increases rather than decreases. This is due to the rapid rotation of
the CM frame as the companion swings by the primary. The centrifugal pseudo-force
(in this case, directed towards ηB’s center rather than away) more than compensates
for the gravitational effects of the primary.
The effects of periastron passage can be summarized thus: approximately one
month before closest approach, ηB enters the opaque wind and the UV radiation
(and associated high-energy excitation lines seen in the inner ejecta region) begin
to diminish. As ηB nears A, the opacity due to the slow wind around A increases,
with the UV flux approaching zero near periastron passage. As B approaches A,
a tidal bulge of height h ≈ 4 R is raised on the surface of A. Raising the bulge
results in a transfer of energy and angular momentum from B to A. As B passes by
A and heads towards apastron, A and B tidally decouple and the bulge begins to
dissipate as the gravitational equipotential surfaces “re-sphericalize.”
As the bulge collapses, gravitational potential energy will be converted to
heat. Also, as the bulge collapses, the transfer of angular momentum will tend to
spin up the star in the direction of motion of B. Both of these effects should tend to
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destabilize a LBV-type star near the Eddington limit, the former by adding energy
to the system and the latter by reducing the effective surface gravity along the
orbital plane of the secondary. This suggests the potential for increased luminosity
or eruptive behavior immediate after periastron. The effects on the secondary are
also important–energy loss and angular momentum transfer to the primary will tend
to circularize the orbit at the periastron distance, with estimate of tCirc ≈ 5 × 105
years. Implications for the evolution of the system are deferred to §5.7.
5.6.5 Roche Lobe “Holes” and Mass Ejection
The canonical definition of a star’s Roche Lobe is the volume enclosed by a
surface of zero potential in the rotating frame. The two Roche Lobes (primary and
secondary) intersect at L1. Material lying on the surface of or beyond the Lobe
is lost to the source star and can be exchanged across the L1 interface given the
appropriate kinematic conditions.
The potential at periastron for the η Car system in the rotating frame of
reference is shown in fig. 5.6. The zero-level equipotential surface is marked with
the dashed line.
Of greatest interest is the fact that the zero-level equipotential surfaces are
not closed around the two stars. There are “holes” in the Roche Lobes stretching
from point A1 to A2 (for the primary) and B1 to B2 (for the secondary). At the
high instantaneous rotation rate associated with this configuration, the centrifu-
gal pseudo-force is large enough to lower the potential in the anti-center of mass
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Figure 5.6: Binary configuration effective potential contours and Lagrange points
for ηA and ηB at periastron. The effective potential is calculated for the rotating
frame of reference using the values derived in this paper and the radii reported in
[Hillier et al.(2006)]. Also shown as overplotted arrows is the gradient of the effective
potential (i.e., the effective gravitational potential or acceleration vector field). The
dashed lines represent the “rump” Roche Lobes; i.e., the regions near L2 and L3
have holes in them due to the very fast rotation of the system at periastron.
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Figure 5.7: Effective potential energy cross section at periastron in the rotating
frame. The three bumps represent the potential barriers between (1) space and ηA,
(2) ηA and ηB, and (3) ηB and space, respectively. The very high eccentricity of the
system causes the potential barriers at L2 and L3 to be lower than the barrier at
L1, thus resulting in mass loss in the anti-CM direction rather than mass transfer
between the two components as one would expect in a normal system.
directions (around L2 and L3) to below that at L1, as shown in fig. 5.7.
As shown in fig. 5.7, the potential at L2 is significantly lower than that at
L3. This is due to both the great distance from the system center of mass and the
smaller mass at B.
Because of this, mass transfer occurs through the lobe holes in the L2 and L3
regions rather than across L1, as is typical of the canonical Roche Lobe configuration.
As a result, any mass with sufficiently high kinetic energy is ejected along the orbital
plane, out through the holes in the anti–CM direction rather than transferred across
L1.
These Roche lobe holes are a particular result of very high eccentricity and the
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fast speed associated with periastron passage. Although a detailed analysis of this
phenomenon will be the subject of future work, initial analysis indicates that the
hole remains open at L3 for all e > 0.93 and at L1 for all e > 0.91. In other words,
even for the slightly lower eccentricities (e = 0.9) associated with earlier models,
this phenomenon can be operative.
The theoretical basis for this phenomenon is described in [Regös et al.(2005)]
and [Sepinsky et al.(2007)]. The former employed smoothed particle hydrodynamic
simulations to examine a variety of binary scenarios and found non-conservative mass
transfer (i.e., mass loss) from both components possible in extreme cases similar to
the one described in this thesis for η Car. The latter paper, using analytic methods,
concludes that mass loss from the secondary is possible, though the paper did not
consider the exact case we have described for η Car. These papers support the
possibility that this type of non-conservative mass transfer would be relevant for η
Car given the derived orbital parameters.
This mechanism may provide an explanation for some of the unusual phenom-
ena associated with η Car. For example, the equatorial debris (see fig. 1.2) may
actually be material ejected in the orbital plane by either A or B (or both). Simi-
larly, the south ridge feature may also trace out the orbital plane, with the area of
highest density marking the CM–L2 or L3 axis during the ejection event.
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5.7 Implications for History and Evolution of η Car
5.7.1 Formation of Binary System
To summarize these binary results, η Car consists of a high-eccentricity (e =
0.95), relatively close (a ≈ 13 A.U.; periastron separation ≈ 0.78 A.U.), two
component system, with primary and secondary masses of MA ≈ 125 M and
MB ≈ 25 M respectively. The primary is an evolved LBV star, currently qui-
escent, with LA = 4 × 106 L and teff = 15, 000 K. The secondary is either
a ZAMS (or newly evolved) O8/9 star (based on temperature considerations, see
[Garcia & Bianchi(2004)]) or WR-type evolved star. How would such a binary come
to form, and do these results constrain and/or illuminate the question of binary for-
mation or evolution?
There are two possible mechanisms for binary formation: formation in place
and capture. The standard theory is that wide separation binaries are the result of
capture, while close-in binaries result from the fission of the collapsing source nebula
due to local variations in density and angular momentum constraints [Heintz(1978)].
Close binaries tend towards circular orbits due to the circularization effects arising
from the tidal forces and exchange of energy and momentum. In the case of η Car,
we have what appears to be a contradiction: a close in, highly elliptical orbit.
5.7.2 Stellar Evolution Implications
Is the secondary a ZAMS O or a WR-type star? The Trumpler 16 association
is a large collection of O-type stars, thought to have originated from the same
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source nebula5 [Walborn et al.(1978)]. Typical collapse times for nebular clouds
during star formation is tcollapse ≈ 104 years [Carroll & Ostlie(1996)]6. The ZAMS






where M , L are in solar units and t ≈ 1010 years [Carroll & Ostlie(1996)]. Using
the derived parameters for ηB as representative of a “typical” O star in Tr16, we
get a value of tZAMS ≈ 2.5× 106 years. With formation times of order ten thousand
years and ZAMS lifetimes of order millions of years, the Tr16 members are thus
effectively coeval.







where a = 3− 4 (5.26)
The ZAMS luminosity for a M = 125 M is L ≈ 2 − 4 × 106 L using a value of
a = 3 for a lower limit and LEddington for an upper limit. This results in a range of
tZAMS = 3− 6× 105 years for ηA.
There is no reason to suspect that ηA is not a member of the Tr16 association,
and strong astrometric (relative proper motion measurements, this paper) and ve-
locimetric reasons [Davidson et al.(1997)] to suspect that it is. It does appear to be
far and away the most massive member of the association. Nevertheless, the other
5Tr16 is now an “association” rather than a cluster because the component O stars have all
been ejected from the original cluster and are no longer gravitationally bound
6The Kelvin-Helmholtz (i.e., thermal readjustment) time scale [Carroll & Ostlie(1996)] is of
order hundreds of years for a star of η Car’s mass and luminosity
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association stars are quite large in their own right. It is therefore most likely coeval
with the rest of the association. Since the LBV phase is thought to occur over a
few tens of thousands of years [Humphreys & Davidson(1994)], this puts the most
likely upper age of the association at about 600,000 years.
An association age of 600,000 years excludes a scenario in which ηB is a WR-
type star under any normal set of evolutionary assumptions. If it is an association
member—and it most likely is for precisely the same reasons that ηA is—it is most
likely an O8/9 star the early stages of its ZAMS lifetime.
5.7.3 Orbital Implications: Binary Capture as Explanation for Great
Eruption?
As discussed in §5.6, the high-eccentricity orbit should decay due to energy
and angular momentum transfer into a circular orbit. Given an upper limit of ≈ 0.5
Myr for circularization time, it seems unlikely that the binary orbit would still be
in its current, highly eccentric orbit.
Pioneering work by [Fabian et al.(1975)] and [Press & Teukolsky(1977)] demon-
strated that two-body tidal capture, where angular momentum and energy are trans-
ferred tidally between stars—as distinguished from capture mechanisms requiring
a third star which is subsequently ejected carrying off a large amount of angular
momentum—is a viable mechanism for explaining close binaries. Two-body tidal
capture is most effective for stars with small relative velocities (10s of km/sec),
such as within a cluster or association. Based on the analysis presented in this sec-
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tion, typical velocities of the Tr16 stars in the vicinity of η Car are pm64−65 ≈ 0.1
mas/yr, or V64−65 ≈ 1 km/sec. This is well within the velocity constraints specified
by [Fabian et al.(1975)], [Press & Teukolsky(1977)], et seq., required to make tidal
capture feasible.
If capture was indeed the mechanism for the formation of η Car’s system,
what was the resultant release of energy? Simulation work ([Mardling(1995a)],
[Mardling(1995b)]) suggests that under certain circumstances (small periastron, high
eccentricity), capture binaries experience an initial period of chaotic orbital evolution
which then transitions to non-chaotic, quasi-periodic period of evolution consistent
with previous treatments. During this chaotic phase, huge tides are raised on the
stellar surfaces, and a large amount of energy is released in the form of luminosity
and mass ejection. Total energy release of order 1/3rd of the final binding energy of
the fully circularized system.
From [Dale & Davies(2006)], the quasi-periodic tidal evolution of a close bi-
nary system results in circularization at the periastron distance. For η Car, this
gives me:




≈ −3.6× 1049 erg (5.28)
for the total orbital energy at circularization. The total amount of energy released
during the initial chaotic phase due to tidal interactions resulting in mass loss and
increased luminosity (per [Mardling(1995a)], [Mardling(1995b)]) is 1/3rd of this, or
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Erelease ≈ 1049 erg. As discussed in §1.2.2, the current estimates for the energy re-
leased during the Great Eruption is EGE ≈ 1049−1050 erg ([Davidson & Humphreys(1997)]).
Is this a coincidence? Perhaps; however one can imagine a scenario in which
the capture of ηB by ηA triggers a major eruptive event (or sequence of events) in
ηA during a relatively brief chaotic phase of orbital evolution. The close passage
of ηB would have raised very large tides on A, depositing gravitational energy on
A in the form of raised material (subsequently released after post-periastron grav-
itational decoupling) and reduced effective gravity at the surface, both leading to
some combination of mass loss and swelling of the outer photosphere of A., possibly
inducing an S Dor-type event. A passage through the swollen A by a chaotically
changing B could have resulted in significant mass loss for A ([Smith et al.(2003)]
provide a current prediction of ṀGE ≈ 10 M), with perhaps a significant amount
of the ejected mass channeled through polar jets of the secondary as suggested by
[Soker(2005)]. Some of this material could also have been ejected via the Roche
Lobe hole mechanism described in §5.6.5 from either A or B (or both), creating
the equatorial debris features along the orbital plane. The capture and subsequent
chaotic evolution of the close-binary orbit may have thus been an important causal
factor in the Great Eruption. Once the eruption subsided and the orbits transi-
tioned into the quasi-periodic evolutionary state, the system would have entered
into the currently observed period of relative quiescence, with a quiescent LBV and




Binarity: Summary and Conclusions
There are strong reasons to suspect η Car is a binary. The primary driver is the
extreme regularity of the spectroscopic cycle, fundamentally different than the quasi-
periodic S Dor-type eruptions that characterize other, smaller LBVs. There also
exists, however, significant “circumstantial” evidence. This includes the disappear-
ance of the high-ionization lines during the spectroscopic event in the close-in ejecta
([Damineli(1996)], [Damineli et al. (1997)]), the observed x-ray intensity curves over
the entire cycle ([Corcoran et al.(2001)], [Ishibashi(2001)], [Pittard & Corcoran(2002)])
and the time-dependent variability of the background illumination conditions during
the spectroscopic minimum ([Smith et al.(2004)]).
The earliest (first generation) orbital models ([Damineli et al. (1997)],
[Davidson(1997)]) were based on ground-based velocimetry data which later proved
problematic ([Davidson et al.(2000)]). These models preferred very massive, sim-
ilarly sized primary and secondaries (MA,B ≈ 70 M), with the semi-major axis
oriented more along the line-of-sight rather than the plane of the sky.
The second-generation models that followed were based primarily on X-ray
data ([Corcoran et al.(2001)], [Ishibashi et al.(1999)], [Ishibashi(2001)],
[Pittard & Corcoran(2002)]). These models preferred a very large primary (MA >
80 M), a smaller (though still massive) secondary (MB ≈ 30 M), and a semi-
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major axis that is oriented more along the line-of-sight than in the plane of the sky.
Refinements to these models based on spectroscopic observations ([Verner et al.(2005)],
[Hillier et al.(2006)]) indicate effective temperatures of teff = 15, 000 K for ηA, and
teff ≈ 35, 000 K for ηB. These results suggest that ηA is an evolved LBV with a
stellar spectral class B-like spectrum and ηB is either an O giant or WR-type evolved
star.
I have employed a previously untried measurement technique for η Car—
differential optical astrometry—to try to better determine if η Car is a binary, and if
so, improve our knowledge of the range of its orbital elements and refine the orbital
model. Using a synthesis of the geometrical distortion correction techniques devel-
oped by [Anderson & King (2004)] and a new method of centroiding based on fit-
ting two-dimensional Gaussian profiles and correcting the resultant undersampling-
induced pixel phase error, relative astrometry at the 1/100th pixel (0.25 mas) has
been demonstrated to be possible using the the HST’s ACS/HRC instrument in the
F330W filterband. The methodology was successfully tested using two reference
O-type field stars (Tr16-64 and -65).
Using this methodology, the relative motion of the central star was analyzed
with respect to a coordinate system defined by the two reference stars. It was found
that η Car moves by about 2 mas over two years of observation along one of the
observational axes. This motion is consistent with reflex motion of the primary in
a highly elliptical orbit, with a derived eccentricity e = 0.95 and semi-major axis
a = 1.15 mas (= 2.6 A.U. at 2.2 kpc). The astrometric results are consistent with
second-generation models and inconsistent with first-generation ones.
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Using these orbital results and basic arguments concerning luminosity, masses
of MA ≈ 125 M and MB ≈ 25M were derived. Using these results and the orbital
elements from A, the orbit of B and the separation A–B vs. time is straightforward
to derive, with a most likely value of aB = 13 A.U. for the semi-major axis, with
resultant separations of 0.78 AU at periastron and 32 A.U. at apastron. This peri-
astron separation is within the opacity boundary described by [Hillier et al.(2006)],
thus validating the fundamental spectroscopic argument for the binary model: dur-
ing a short period around periastron, the ionizing UV light of the secondary is
“turned off” by the dense, opaque wind of the primary. Full results are presented
in Table 6.1
Table 6.1: Revised binary model. The results are based on astrometric analysis
presented in this thesis. Compare to Table 2.3.
Parameter Value Notes




aA 2.6± 0.05 AU
aB 13.3± 1.3 ≈ 13 AU
MA 125± 4.2M
tA ≈ 15, 000 K
LA ≈ 4× 106 L
Spect. Class (A) ≈ B apparent, actually LBV
MB 24.5± 1.3 ≈ 25M
tB 36, 000± 1700 K
LB ≤ 1.2× 105 L
Spec. Class (B) O8/9 WR unlikely given system age
Age (both A and B) ≤ 600, 000 years Coevality likely
At periastron, the secondary is well within the opacity region defined by Hillier.
Close passage will also raise tides on both primary and companion which will tend
126
to circularize the system over time. The quiescent configuration does not overflow
the Roche Lobes. A possibly new mechanism for ejection of material—holes in the
Roche Lobes due the the system’s high eccentricity and velocity during periastron
passage—has been uncovered, which would result in ejection of any overflow mate-
rial via L2 and L3 rather than the canonical exchange of material across L1 near
periastron. During periods of non-quiescence, this mechanism may explain some of
the unusual ejecta features associated with η Car.
As discussed previously, there is strong reason to suspect that all of the very
massive members of the Tr16 association are coeval. This would include both ηA
and ηB. If ηA is an LBV (and thus post-main sequence, but pre-WR) its age (and
hence, the age of the association) must be about 0.5 Myears. ηB is therefore most
likely still a ZAMS star, and thus of spectral type O8/9 rather than WR.
Given the current configuration—a highly elliptical orbit with a relatively small
(in absolute terms) periastron—it seems unlikely that the binary system was formed
in place. It must therefore be the result of capture. Extensive work exists in the
literature supporting the notion of capture being responsible for close-in, highly
elliptical orbits. Based on some of the more recent work in the literature, the
amount of energy released during the brief period following capture is approximately
equivalent to the energy thought to have been released during the Great Eruption.




ASTROMETRIC EXPANSION OF THE EJECTA FIELDS
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Chapter 7
The Ejecta Field Around η Car: The Fossilized Historical Record of
Its Eruptions
As discussed in detail in §1, η Car has passed through a sequence both of
small-scale (i.e., S-Dor type) luminosity fluctuations and large-scale eruptions (e.g.,
the Great Eruption, the 1890 “Lesser Eruption,” etc.). Previous authors (see §7.1)
have determined that much—if not all—of the material in the vicinity of η Car is
on ballistic trajectories, with velocity vectors tracing back to and radiating outward
from the general vicinity of the central star. Analysis of the astrometric and radial
motions and separations have allowed calculation of dates of origin of the various
ejecta. There is strong evidence correlating ejecta with discrete events in η Car’s
historical light curve.
Answering the question of continuous vs. discrete ejection of material is nec-
essary for advancing our understanding of LBVs and the evolution of very massive
stars. Furthermore, the sorting of the various ejecta features into event-correlated
bins is critical to understanding and modeling the specific eruptive events that η
Car (and other, similar stars) has gone through to get to its current state.
Figure 7.1 is a cartoon view of the ejecta field, taken from [Currie et al.(1996)]
and modified to show the field-of-view of the GO9721 HST/ACS/HRC observations
conducted in support of this thesis. The goal of this section is to use multiple as-
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trometric techniques to analyze the motion of the ejecta accessible in the GO9721
HRC data and to determine, with better accuracy than previously achieved, posi-
tions, motions and dates of origins of the various accessible ejecta features. I will
then use this information to correlate the ejecta features to specific events in the
historical record, draw conclusions about the nature of these events, and develop
constraints for modelers.
In this chapter, a summary of the current state of knowledge is provided with
a review of the more important papers published regarding proper motion of the
ejecta. In Chapter 8, a description is given of the methodology developed to analyze
proper motion of the ejecta. Chapter 9 is a discussion of the results obtained when
applying this methodology to the Homunculus data. Chapter 10 is a discussion of
the Homunculus results and the physical implications. Finally, Chapter 11 describes
the results of applying the methodology to the outer debris fields.
7.1 A Review of the Literature
7.1.1 Gaviola 1950
Gaviola (henceforth: G50) published photographs of η Car taken using the
Cordóba 61-inch reflector (Cordóba Observatory, Cordóba, Argentina) in 1944 and
1945. In this paper, Gaviola first named the brightest ejecta feature the “Homuncu-
lus” because of its resemblance (at that time) to a man with his “arms folded
over a fat body” [Gaviola(1950)]. In this paper, Gaviola measured radial separa-
tions between six specific nebular features, or “nubeculae.” He used earlier epoch
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Figure 7.1: Diagram of ejecta field around η Car with prominent features labeled.
HST/ACS/HRC field-of-view for GO9721 marked with dashed line. Compare with
the color image in fig. 1.2. Illustration adapted from [Currie et al.(1996)].
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(1915–1934) results from the Southern Double Star Catalog [Innes et al.(1927)] and
the Union Observatory Circulars1 to calculate proper motions. He found that the
weighted mean proper motion of the six features was approximately 5” per century,
and they were offset by 5” from the central star, thus indicating an age of one cen-
tury, and concluded that the material had most likely been ejected during the 1843
Great Eruption.
7.1.2 Ringuelet 1958
Ringuelet (henceforth: R58) re-measured the data cited by Gaviola and per-
formed a more quantitative analysis of the proper motion of five condensations
within the Homunculus [Ringuelet(1958)]. She concluded that various features
within the Homunculus actually traced back to three photometric events, viz., 1843
(the Great Eruption), 1857, and 1895 (the Lesser Eruption).
7.1.3 Walborn, Blanco, & Thackery 1978
Walborn, Blanco, & Thackery (henceforth: WBT78) used ground-based ob-
servations from 1950 and 1975 to deduce proper motions for a total of eleven nebular
objects around η Car [Walborn et al.(1978)]. These included the outer wall of the
NW lobe, the south ridge, the NN and NS condensations, the western condensation
(marked “W” in fig. 7.1) and the eastern condensations (marked “E1”–“E5” in fig.
7.1). They found a spread of ejection dates, ranging from 1163 to 1873. Since the
HRC FOV is restricted to the area marked out in the box (see fig. 7.1), I will not
1No specific references are given by Gaviola.
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discuss the eastern or western condensations any further.
WBT78 determined the date of origin of the leading edge of the NW lobe to be
1818± 44 years. The NN and NS condensations were found to have dates of origins
of 1869 ± 11 years and 1873 ± 14 years, respectively. The central portion of the
South Ridge was found to have a date of origin of 1810± 33 years, and the eastern
tip of the South ridge was dated at 1703± 51 years. WBT concluded that some of
Gaviola and Ringuelet Homuculus features correlated with the 1890 Lesser Eruption
and that some, along with the leading edge of the NW lobe and the central region in
the South Ridge correlated with the 1843 Great Eruption. WBT78 also suggested
that NN and NS were associated with the photometric plateau of c. 1870 (barely
visible in fig. 1.3; see [Frew(2004)] for a discussion of this photometric feature).
7.1.4 Currie & Dowling 1996
The next major advance was obtained when Currie & Dowling (henceforth:
CD96) applied feature cross-correlation to hundreds of features across multiple
epochs (spanning three years) of HST Wide Field/Planetary Camera (WF/PC)
and WFPC2 data [Currie et al.(1996)]. CD96 determined with high certainty that
the entire Homuculus was correlated with a single event, viz. the 1843 Great Erup-
tion. They determined a date of origin for the Homunclus to be 1841 ± 4 years
(standard deviation of the mean), with a distribution width of ±10 years. CD96
took the later as an upper limit to the duration of the Great Eruption, deriving an
eruption “interval” upper limit of 20 years. The CD96 results refuted the hypoth-
133
esis of Ringuelet (later recalled by WBT78) of multiple events associated with the
material in the Homunculus.
CD96 (along with [Dowling(1996)], which contains a much more detailed ex-
position of the methodology and results summarized in CD96) found indications of
an 1841 date of origin for the equatorial debris, though these results were less con-
clusive than the Homunculus results. They also report a date of origin for the NN
and NS condensations with the Great Eruption and discovered that the prominent
bright feature in the South Ridge—the South Bar—also had a Great Eruption-era
date of origin. The remainder of the South Ridge is dated to 1785± 3 years, again,
with lower confidence than the definitive dating of the Homunculus.
7.1.5 Smith & Gehrz 1998
In their 1997 review of η Car, Davidson & Humphreys conjectured that the
equatorial debris system originated in the 1890 Lesser Eruption [Davidson & Humphreys(1997)].
Smith & Gehrz (henceforth: SG98) followed this conjecture up with a new proper
motion analysis of the Homunculus and the equatorial debris [Smith & Gehrz(1998)].
SG98 used two ground-based epochs (1945, 1972) along with 1995 HST obser-
vations, giving them a 50-year temporal baseline. Their methodology consisted of
matching a total of 15 features (five in the NW lobe, one in the “paddle”, one in
the NE branch of the equatorial debris field, two in the SW branch of the equatorial
debris, and nine in the SE lobe). Because the HST data were higher resolution than
the two ground-based epochs, the HST data were blurred by being convolved with
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a 0.7” Gaussian kernel. The resultant data was at the same “resolution” as the
ground-based data, allowing the relevant features to be matched across epochs.
Using this methodology, SG98 dates the SE lobe to 1843.8±7.3 years, the NW
lobe to 1858.8 ± 6.0 years, the paddle to 1878 ± 8 years, the NE equatorial debris
to 1891± 5 years, and the SW equatorial debris to 1885± 6 years 2.
SG98 adopt the SE lobe date of 1843.8 ± 6.5 years as the date of origin of
the entire Homunculus. A brief assertion that “contamination by emission from
faster moving equatorial features shifts the centroids of features belonging to the
northwest lobe” is given by SG98 as the reason for ignoring the NW lobe result
of 1858.8 ± 6.0 years. This somewhat vague assertion is thus contingent on their
results for the equatorial debris, and is not operative if the equatorial debris does
not originate at a much later date. They thus associate the entire Homunculus with
the Great Eruption.
Similarly, they associate the entire equatorial debris field with the 1890 Lesser
Eruption. They are confident enough to state that “the errors associated with the
measurement of the ejections times for the individual condensations positively rule
out the possibility that the equatorial features could have been ejected as early as
1843.”
2SG98 lump both NE and SW equatorial debris features along with the paddle into a single
equatorial group, for which they derive a date of origin of 1885.8 ± 6.5 years. There is some
question about whether the paddle is a member of the equatorial debris field or the NW lobe;
these components will thus be referred to separately.
135
7.1.6 Morse et al. 2001
Morse et al. (henceforth: M01) used two epochs (1994 and 1999) of HST
WFPC2 data and a modified form of the cross-correlation algorithm described in
CD96 to analyze proper motions and derive dates of origin for the Homunculus,
equatorial, and outer debris for approximately 50 data points. They found a date
of origin for the lobe material to be 1847 ± 1 year. They associate the NN and
NS condensations and all equatorial features with the Great Eruption. They find
the South Ridge complex to be complicated, with the central region (the “South
Condensation”) associated with the Great Eruption, but the remaining material
dating to 1771 ± 31 years, and argue that the material significantly predates the
Great Eruption, indicating that significant mass loss events most likely preceded
the Great Eruption.
7.2 Discussion
Table 7.1 summarizes the evolution of the astrometric analysis of the debris,
from 1950 to 2001. Beginning with Gaviola in 1950, researchers realized that the
features near η Car were non-stellar in nature, and further, that they may have been
ejected during the 1843 Great Eruption. Work by Ringuelet and WBT78 attempted
to quantify the proper motion and resultant dates of origin. It was not until CD96,
however, that a definitive dating of the entire Homunculus was made, associating
it with the Great Eruption. As described above, CD96 also dated the equatorial
debris and NN and NS condensations to the same event. CD96 estimated the upper
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limit of the GE interval to be 15 years.
Using different data and methodology, Smith & Gehrz date the Homunculus to
the Great Eruption and the equatorial debris to the late 1880s, associating it with the
1890 Lesser Eruption. Morse et al.’s work contradicted this latter finding, agreeing
with CD96’s conclusions regarding the equatorial material. Nevertheless, this associ-
ation of the equatorial debris with the 1890 event has subsequently been adopted as
canon by some researchers (e.g., [Humphreys et al.(1999)], [Davidson et al.(2001)],
[Smith(2006)], etc.), with the equatorial ejecta being considered a critical component



















































































































































































































































































































































In this analysis, data from the 1995 WFPC2 observations are combined with
2003 HRC observations. The error of the derived proper motion (and hence, date of
origin) measurements will (to first approximation) vary as the error of the distance
divided by the temporal baseline. The combination of a much more accurate as-
trometric instrument (the HRC) with a relatively long temporal baseline (8 years)
allows significant improvement over all previous astrometric measurements. In table
7.2, I provide estimates for single measurement accuracies, list the temporal base-
lines, and give the estimated proper motion accuracy. The last row in the table gives
the estimates for this work and includes the improved second-epoch measurement
(by using the HRC instrument) and the 8.4-year baseline.
Table 7.2: Comparison of estimated single measurement and calculated proper mo-
tion accuracies of previous data sets with expected accuracy for this work.
Data set Epoch 1 Epoch 2 ∆t σPM Proper motion degradation
(mas) (mas) (years) (mas/yr) vs. this work
CD96 10 5 4.1 2.7 4.1x
SG98 100 100 50 2.8 4.2x
M01 5 5 5 1.4 2.1x
This work 5 2.5 8.4 0.66 —
As shown in the table, the data used in this work will allow significant im-
provement (factor of 2x or more) in the per feature position measurement, proper
motion and date of origin results. Additional “bulk” accuracy improvements are
achieved by using approximately four times as many data points as M01 and have
a factor of two improvement in position for the second epoch.
With these improvements in proper motion and date of origin accuracies, the
following questions can be addressed:
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1. What is the date of origin for the Homunculus ejecta?
The photometric peak of the Great Eruption is well established. η Car reached peak
brightness first in April 1843 and then again in December 1844. CD96 reports the
eruption to have peaked in 1841 ± 4, SG98 reports 1843.3 ± 7.3, and M01 reports
1847 ± 5. All fall within the 1843.3–1844.9 period that represents the peak of the
great eruption, given the reported error bounds. Is it possible, with the increased
accuracy, to better determine when the ejection peak occured? There are significant
theoretical implications either if the ejection peak occurred significantly before or
significantly after the photometric peak.
Furthermore, SG98 reports a fifteen-year difference between ejection dates for
the NW and SE lobes. This is alluded to in [Dowling(1996)] as well (which described
the CD96 analysis in detail), with the final 1841 value arrived at through averaging
between the two lobes. Is there a significant difference between measured ejection
dates for the two lobes? If so, is there an explanation for it?
2. What is the ejection interval for the Great Eruption?
CD96 derived an interval upper limit of approximately 15 years for the Great Erup-
tion. However, as they themselves note, this may be due simply to measurement
limitations. Their derived ejection-date histogram may be dominated by basic mea-
surement error. The actual ejection interval may have been much shorter. If so, this
is an important constraint for future modelers of the Great Eruption, since knowing
when mass was ejected and how much was ejected will set the constraints on the
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mass ejection rates during the eruption. Was the mass all blown off very quickly,
did it follow the photometric curve, or was there some other distribution?
A second issue related to the distribution of ejection dates is that of the spec-
troscopic cycle. As both Daminelli [Damineli(1996)] and Frew [Frew(2004)] have
noted (among others), one can “rewind” the spectroscopic cycle to 1843.3 ± 0.2,
i.e., the photometric peak. Is this a mere coincidence, or was the Great Eruption
related to the spectroscopic cycle, perhaps a manifestation of periastron passage for
a binary system, as discussed in Part I of this thesis? If so, it may be possible to de-
tect temporal structure (e.g., 5.52-year features) with a high-accuracy ejection date
histogram. For example, is there any evidence of ejecta from 1838 or 1849? If so,
this could suggest that binarity was an essential component of the Great Eruption.
3. What is (are) the ejection date(s) for the equatorial features?
Both CD96 and M01 converge on the equatorial debris having been ejected dur-
ing the Great Eruption. Nevertheless, the association of equatorial debris with
the 1890 event—first conjectured in [Davidson & Humphreys(1997)], then quanti-
fied in [Smith & Gehrz(1998)]—has subsequently been adopted as canon by some
researchers (e.g., [Humphreys et al.(1999)], [Davidson et al.(2001)], [Smith(2006)],
etc.), with the equatorial ejecta being considered a critical component of the Lesser
Eruption.
Whether the equatorial debris is associated with the Great Eruption or the
Lesser Eruption is critical to theoreticians attempting to model one or the other
event. Was the Great Eruption a purely bi-polar phenomenom, or did it also have an
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equatorial component? Were the two events significantly different in their natures,
or were they simiilar? It is therefore crucial to establish which event or events the
equatorial features properly belong to.
4. What are the ejection dates for the debris outside the Homunculus?
The improved accuracy of these measurements will allow calculation of the ejection
dates of certain feature outside the Homunculus with high accuracy. Are there any
fast-moving features that are associated with the Great Eruption? Are there the
remains of earlier events, such as the South Ridge, which appears to date from the
1700s? If so, can the current state of knowledge be improved upon, with the result
that more accurate dates and associations for earlier event(s) are obtained?




Currie & Dowling demonstrated that significant improvements in astrometric
accuracy for diffuse (i.e., non-stellar) objects could be achieved by cross-correlating
properly scaled regions between multiple observing epochs ([Dowling(1996)],
[Currie et al.(1996)]), as compared to more standard techniques (e.g., centroiding).
Morse et al. then re-implemented this basic idea using higher accuracy data and a
longer baseline and was able to improve upon CD96 results [Morse et al.(2001)] (see
discussion in §7.1).
As shown in table 7.2, our 2003 HRC observations provide us with the oppor-
tunity to significantly improve the astrometric accuracy of the ejecta vs. previous
analyses. In order to achieve this improvement, the basic concept of multi-epoch
cross-correlation analysis has been re-implemented. This chapter describes the im-
plementation and the expected accuracies.
8.1 Observational Data
Table 1.1 lists the available data from our GO9721 observations. For this anal-
ysis, F660N data from G09721 is used for two primary reasons: first, by including
both very short (0.1 sec) and very long (412 sec) exposures, it allowed access to the
full dynamic range of the central star and the material around it; second, it is a
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good spectral match for the GTO/WFC 5239 observations (PI: J. Westphal) used
for Morse’s second epoch (M01). Specifically, the two epochs consist of the following
data sets:
Epoch 1: 1995.4 WFPC2 F658N data
These observations consist of a total of six exposures using WFPC2 centered on
the central star. Effective post-processing instrument pixel resolution = 45.5 mas;
central wavelength = 6590 Å; spectral bandwidth = 28 Å ([Heyer et al.(2004)]).
Integration times = 2×0.1, 2×4, 2×200 secs. No dithering pattern was used during
the observations; the multiple exposures were performed for cosmic-ray rejection
purposes. Combined deep exposure time = 400 sec.
Epoch 2: 2003.9 HRC F660N data
This data set consists of sixteen exposures using ACS/HRC, centered on the central
star. Effective post-processing instrument pixel resolution = 25.0 mas; central wave-
length = 6599 Å; spectral bandwidth = 35 Å ([Gonzaga(2005)]). Integration times
= 4×0.1, 4×1.0, 4×10.0, 4×412.0 secs. The standard four-point HRC box-dither
pattern [Gonzaga(2005)] was used for both cosmic ray rejection purposes and to
support image reconstruction at higher resolution using the MultiDrizzle package
[Koekemoer et al.(2002)]. Combined deep exposure time = 1648 sec.
8.2 Creation of Reference Images
The first task was to take the input images and create single, integrated im-
ages that cover the full million-to-one dynamic range of the deconvolved data at
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maximum SNR. Because the detectors have much smaller dynamic ranges ( 53k e-
for the WFPC2 ADC and 85k e- for the HRC full well capacity), multiple images
over a range of integration times were needed. These images were co-registered and
a reference image was created by selecting the highest SNR pixel below saturation.
For example, the central cores of the reference images were extracted from the short-
est exposure input images, while the outer debris regions were extracted from the
longest exposures. In general, the longest exposure images contributed the most pix-
els, with only the central star and blooming regions replaced with shorter exposures.
The details for each of the epoch’s images follow in the next two subsections.
8.2.1 1995.5 F658N Reference Image
The process for creating the F658N reference images is shown in fig. 8.1. All
F658N WFPC2 images were pre-processed using the standard MAST/On-the-fly
retrieval option from the HST MAST archive. MAST delivered flat-fielded, dark
and bias-corrected WFPC2 images. These images were at the native instrument
45.5 mas per pixel resolution and were neither distortion corrected nor cosmic ray
cleansed.
The image processing on the delivered images began with running them through
the PyRAF MultiDrizzle procedure. Each pair of matched integration time images
was run through multidrizzle, which rotated the image to align the output y axis
with celestial north, removed cosmic ray hits, corrected the data for WFPC2 dis-
tortion, and combined the two into a single image with an effective integration time
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Figure 8.1: Process for generating F658N reference image. Input images are shown
on left side of figure, the final output product is shown on bottom right. A descrip-
tion of the process is given in §8.2.1
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equal to the sum of the input image integration times. The images were resampled
using the MultiDrizzle algorithm from 45.5 to 30 mas per pixel in order to make
them more compatible for later analysis.
Next, the Homunculus region of the 0.2-sec image was cross-correlated with
the 8-sec image using the PyRAF Cross-correlate routine. This routine generates
a cross-correlogram that is then used by the SHIFTFIND routine, which calculates
registration translations in x and y coordinates. The 0.2-sec image and the transla-
tion coordinates are then input into the PyRAF IMSHIFT routine, which generates
a new, shifted 0.2-sec image that is registered with the 8-sec image. The two im-
ages are then combined using a custom IDL routine IMCOMBINE that replaces all
saturated regions in the longer exposure image with unsaturated pixels from the
shorter exposure image. A combined 8+0.2 sec1 unsaturated image is output from
this process.
The procedure was then repeated, only now cross-correlating the Homunculus
from the 400-sec image with the same region from the 8+0.2 sec image. The output
image was a 400+8+0.2 combined unsaturated image.
The next step was to deconvolve the combined image to improve SNR and
feature contrast. After extensive experimentation with a variety of synthetic and
empirical PSF models, it was found that using the PSF from Tr16-64 produced the
most satisfactory results2. Again, using the custom IDL routine EXTRACT PSF,
1The nomenclature refers to the fact that the output image is created by combining an 8 and
0.2 second images.
2Candidate PSFs from both models and all F660N observations were used to deconvolve F660N
images. The Tr16-64 PSF was found to produce the best results across all available stars on the
GO9721 composite image. Presumably this is due to the fact that the Tr16-64 PSF incorporates
the instrument state information at the time the image was taken, while other PSFs do not.
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the PSF was extracted from the combined image and used as the deconvolution ker-
nel for the PyRAF implementation of the Lucy-Richardson deconvolution algorithm
(see [Lucy(1974)], [Richardson(1972)]). After experimentation, it was found that 25
iterations of L-R on the WFPC2 data was optimal; additional iterations resulted in
unacceptable artifacts in the output images.
The results of the reference image generation process are shown in fig. 8.2.
Some residual image artifacts are visible around the edges of the PC detector, as
well as faint diffraction spikes emanating from the central star. The PC detector
subtends more sky than the HRC detector; a magnified region of the PC image is
shown in fig. 8.3 that represents the corresponding 2003.9 HRC image. It is this
latter image that is used for the first epoch analysis of ejecta separation and proper
motion.
8.2.2 2003.9 F660N Reference Image
The process of generating the 2003.9 HRC F660N image was similar to that
for the WFPC2 F658N image (§8.2.2). The F660N images were retrieved from the
on-line MAST archive after being processed by the CALACS on-the-fly system.
CALACS flat fields, dark and bias corrects the raw images. As shown in fig. 8.4,
these calibrated images—four per exposure-time setting—were then processed using
the PyRAF MULTIDRIZZLE routine. As with the WFPC2 data, MULTIDRIZZLE
combined the input images into a single, cosmic-ray rejected, distortion corrected
combined image rotated so that the y-axis was parallel to celestial north. The box
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Figure 8.2: WFPC2 F658N reference image. Image includes full dynamic range
from background through unsaturated central star (note, however, that for display
purposes, the upper end of the dynamic range was cut off and appears saturated
in the image). The central, rotated square region is the Planetary Camera (PC)
detector and the dark regions outside the detector area are the padding added
during image rotation. Diffraction spikes are faintly visible extending out from the
central star along NE/SW and NW/SE axes.
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Figure 8.3: A magnified view of the Homunculus region of the WFPC2 F658N
reference image (see fig.8.2), corresponding to the approximate field-of-view of the
HRC (see fig. 8.5).
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Figure 8.4: Process for generating F660N reference image. Input images are shown
on left side of figure, the final output product is shown on bottom right. A descrip-
tion of the process is given in §8.2.2.
dithering conducted during the observations allowed generation of the final image
at 15 mas/pixel resolution. The combined images effectively had integration times
equal to the sum of the integration times of the input images. In the case of the
HRC data, this resulted in 0.4, 4, 40 and 1648 sec images.
As shown in the fig. 8.4, the combination process was essentially the same as
with the F658N WFPC2 data, with the exception that four images were combined
rather than three. After all images were cross-correlated, shifted, and combined
to form the 1648+40+4+0.4 15 mas non-deconvolved image, the IDL routine EX-
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TRACT PSF was used to extract the TR16-64 PSF, which was then used to de-
convolve the entire image3. Deconvoution was terminated at 100 iterations for the
F660N data. Figure 8.5 is the resultant F660N reference image.
8.3 The cross-correlation procedure
The cross-correlation procedure (shown in fig. 8.6) is the core of the astromet-
ric analysis task. The entire procedure consists of custom IDL subroutines written
specifically for this analysis and these instruments. The overall objective of the pro-
cedure is to determine expansion velocities and dates of origin for specific nebular
features. This is done by extracting “patches” from the HRC data, cross-correlating
the patches with both the 1995.4 WFPC2 and 2003.9 HRC data, and using the resul-
tant cross-correlograms to determine inter-epoch shift. The results for all patches
are then compiled, allowing the calculation of the overall expansion rate and the
date-of-origin distribution for the individual patches and regions. The following
subsections describe specific implementation details.
8.3.1 Patch extraction and preparation
The data in HRC images are of higher quality and resolution than the WFPC2
data. The first step in the procedure is to extract 0.48-arcsecond square (32 x 32
pixels at 15 mas per pixel) from the HRC reference image. The typical Homunculus
features are approximately 75 mas FWHM across; the 0.48-arcsecond patch was
3As with the WFPC2 data, a variety of other means were tested, including a visual inspection
of all other HRC F660N data sets publicly available, but the PSF from this data set appeared to
be the highest quality one available.
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Figure 8.5: HRC F660N 2003.9 reference image. Reference image is a composite
of 1648, 40, 4, and 0.4 sec images, with each pixel populated from the maximum
unsaturated signal to noise value from the input images. Four diffraction spikes are
visible emanating from the central star in a cross-like pattern. The HRC’s “Fastie
finger” occulting device is visible as a dark region covering part of the SE lobe. This
image represents the full HRC frame.
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Figure 8.6: Cross-correlation procedure.
found to be large enough to include multiple features without being so large that
higher-order scaling or motion effects became a problem. A total of approximately
300 patches were extracted during the data analysis process (see §9).
One set of extracted patches was retained for cross-correlation4 with the 2003.9
HRC reference image. A second set of patches, for use with the 1995.4 WFPC2
images, had to be separately generated. The reason for this is shown in fig. 8.7.
Each patch can be modeled as consisting of a collection of discrete blobs, each on
its own ballistic trajectory in the origin’s inertial frame. The motion of the blobs
from epoch 1 to 2 will be manifested as increased separation in both x and y in the
patch’s co-moving reference frame. As long as this motion is truly ballistic in the
4Actually, auto-correlation.
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Figure 8.7: Visualization of patch expansion
origin’s frame, the relative motion in the patch frame is exactly equivalent to scaling
the patch by the ratio of the time from epoch 1 to epoch 2 to the time at epoch 1.
For example, if the times for epoch 1 and 2 are given by t1 = a and t2 = 2a, then
the relative motions are exactly equivalent to scaling the epoch 1 coordinates by a
factor of two.
The aging process is time-reversible. In this case, we can take the 2003.9
patches and age them by a factor of 0.95 in order to simulate what the 2003.9
patches would have looked like in 1995.4, assuming an 1843 ejection date. The
patch is reduced to 0.456 arcseconds; the central 0.45 arcseconds are then extracted
and a new, 30 x 30 pixel “aged” patch is created at 15 mas per pixel resolution.
For some specialized cases (e.g., equatorial ejecta, the South Ridge), a variety
of different scalings were tested in order to include the possibilities that the material
was ejected at some time other than the Great Eruption. These cases are discussed
in §9.
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The process of aging the patches introduces a source of error. While it is true
that point objects obey the scaling model described above, extended objects are
problematic. Unless the extended object is expanding or contracting at the same
rate as the bulk expansion of the overall material, the scaling process has the effect of
incorrectly shrinking or expanding the extended objects. For example, if we consider
the model described above (and shown in fig. 8.6), an object that has a FWHM =
10 mas in epoch 1 would have a FWHM = 20 mas in epoch 2. This was recognized
by [Dowling(1996)], but the errors so introduced appear to have been sufficiently
small so as to no affect the overall conclusions. This process will be simulated in
order to estimate errors (§8.4; 8.5), at which point the magnitude of this error will
be addressed.
8.3.2 Cross-correlation
The next step is the cross-correlation of the patches with the appropriate im-
ages. The non-aged patches were cross-correlated with the 2003.9 image using both
a canonical “multiplicative” cross-correlation and the non-traditional “subtractive”
method used in CD96 (see [Dowling(1996)] for implementation details). For epoch 1,
the patches (15 mas per pixel) and the image (30 mas per pixel) were at two different
resolutions. In order not to lose any information, the images were resampled with-
out interpolation to 15 mas per pixel. The aged patches were then cross-correlated
against this resampled image.
Initial results from using either multiplicative or subtractive cross-correlation
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with the 1995.4 data were unsatisfactory. This appears to be due to instrumental
differences between the HRC and the WFPC2 that resulted in the correlation being
dominated by gain and offset differences rather than features. In order to overcome
this problem, both the patches and the specific cross-correlation window from the
image were converted from physical counts to units of standard deviation with a zero
point equal to the mean of the particular window, so-called “Z scores” in statistics;






where Ix,y is the signal at position (x,y), Īwindow is the mean signal and σwindow is the
standard deviation for the overall window or patch. This transformation converts
an input image with physical units representing counts per second to an image with
a mean intensity of zero and individual pixel intensities given in units of image stan-
dard deviation. Converting the input images into standard deviation images in this
way eliminated the instrumental differences (bias, gain, throughput, dark current,
etc.) associated with trying to cross-correlate the HRC data with WFPC2 images.
This transformation does not change the way an image “looks” (i.e., the relative
intensities), but does “normalize” images from different instruments, significantly
improving cross-correlation results.
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8.3.3 Expansion velocity/date-of-origin calculation
The outputs of the cross-correlation process were two cross-correlograms: one
each for the subtractive and the multiplicative techniques. These cross-correlograms
were then used as input to the final step in the processing: calculation of the ex-
pansion velocity and date-of-origin for individual patches.
Relative patch positions were determined by finding the centroid of the peak
positions in the cross-correlograms using a standard 2-D elliptical Gaussian cen-
troiding routine. No significant differences were found between the multiplicative
and subtractive results. The calculated patch positions were then compared to the
central star position, determined using the Grid Search Method (GSM), described
in detail in §3.4.1. This yielded a measurement of the separation of the patches from
the central star in that epoch.
Separations were then compared between epochs for each patch. The annual





where δt = 8.43 years, the temporal baseline between the two epochs. Since second-
epoch separation measurements are more accurate than first epoch, we use the
second epoch patches and run the clock backwards, effectively shrinking them in











and the date of origin by:
Dorigin = 2003.9−∆t (8.5)
8.3.4 Inter-epoch/inter-instrument plate-scale correction
As discussed previously in §3.7, the distortion correction for the WFPC2 data
would seem to be accurate to a residual level of 0.01 pixels, or 0.5 mas RMS over
the WFPC2 detectors. The HRC distortion correction is significantly more com-
plicated, and the fourth-order correction applied during the MultiiDrizzle process
is thought to be good to the 0.1 pixel level (2.5 mas) RMS for this particular fil-
ter ([Anderson & King (2004)], [Anderson (2006)]). Furthermore, we are not aware
of any definitive comparison of plate-scale transformations between the two instru-
ments.
In order to correct for residual plate-scale differences between the two systems,
the positions of a total of five stars (one bright and four very faint, distributed
around the image outside the Homunculus) were measured on both WFPC2 F658N
and HRC F660N reference images. A reference point was determined for each epoch
by taking the mean position of the five stars and separations were measured for each
star from the reference point in both epochs. Ratios between the first and second
epoch separations were calculated and a mean value calculated. This mean ratio
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was taken to be the residual plate-scale correction between the two epochs.
For the two images at hand, the ratio was determined to be 1.00063, that is,
the second epoch image appeared 0.063% larger than it should have. Across the
HRC image, this amounts to slightly more than half a pixel. This was applied as a
correction factor for all second-epoch measured separations.
8.4 Simulation results
In order to validate the approach described above and quantify some of the
sources of error, a simulation tool was written. The simulation tool generated
the equivalent of first and second epoch images populated with multiple Gaussian
“blobs.” Blob positions were defined for a WFPC2 epoch 1, and the blobs were
added into a scene with realistic background and detector noise levels. Photon noise
was also added. The epoch 1 positions were used to derive radial velocities, which
were then used, along with a temporal offset and adjusted instrument parameters,
to generate an HRC epoch 2 image. The blob positions were propagated ballistically
from the first to the second epoch, thus simulating the expansion illustrated in fig.
8.7. One set of simulated images is shown in fig. 8.8.
The simulated images were then run through the cross-correlation processing
described in §8.3.1—8.3.3, treating the simulated data exactly the same as if it were
measurement data. The process correctly determined the date-of-origin (specified
a priori in the simulation initial conditions) to within 1 year, thus validating the
processing and indicating the systematic accuracy floor of the processing and data.
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Figure 8.8: Simulated expansion images. Each blob is modeled as moving at con-
stant velocity along a trajectory extending from the point marked “origin.” The
simulated images are then used as input to the Cross-Correlation process to verify
the processing and quantify errors.
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Multiple cases were run, with variations such as variable background levels and
photometrically inverted blobs (simulating dark rather than bright features). The
results were statistically equivalent.
8.5 Error Estimates
What is the overall error associated with the data and techniques? The total
error can be estimated by taking the root-sum-square combination of the individual
sources of error. Individual error sources are described in the following subsections.
In §8.5.5, the errors are combined and an overall error budget is provided.
8.5.1 Random centroiding
As discussed in Part I of this thesis, a reasonable approximation for random












For the F658N WFPC2 data, the vast majority of the blobs are observed with an
integration time of tint = 400 sec in the reference image. The typical peak flux rate
for NW lobe features is 30–40 photons per second per pixel; the typical minimum
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fluxes in the “valley” features are of order 6–7 photons per second per pixel. If
we assume the latter represents the background flux from the Homunculus, the
individual blob signal flux rates are approximately 28 photons per second per pixel.













For 2.5 pixel (75 mas) features, this yields a per feature random centroiding error of
σrandom ≈ 0.8 mas. Assuming four blobs per patch as a lower limit, the contribution
of random error to patch centroiding will be σrandom, patch ≤ 0.4 mas for first epoch
data.
A similar analysis can be done for the F660N HRC data. Typical flux values
are 13 photons per second per pixel for blob features and valley flux rates of 3
photons per second per pixel, yielding SNRF660N ≈ 110 for a 1648 sec integration
time. For 5 pixel (75 mas) features, this results in σrandom ≈ 0.6; with four blobs




As discussed in §8.3.4, based on information in the literature, the values quoted
for the performance of the HST calibration routines, and discussions with STScI
personnel, the RMS residual distortion for the F658N WFPC2 data is estimated to
be 0.01 instrument pixels, or σdistortion ≈ 0.5 mas, and 0.1 instrument pixels for the
F660N HRC data, or σdistortion ≈ 2.5 mas. This effect is taken to be systematic at
patch scales5, thus, it is added in quadrature with the random error associated with
patch location, and is not reduced by using multiple blobs.
8.5.3 Deconvolution effects
Deconvolution simulations were run to determine the effect of deconvolution
on WFPC2 and HRC astrometry. It was found to introduce astrometric systematic
errors at about the 0.1 pixel level. This references the input pixel size rather than
the native instrument pixel size. For the F658N WFPC2 image, this results in
σdecon ≈ 3 mas, and for F660N HRC data σdecon ≈ 1.5 mas. The F658N WFPC2
results are consistent with the 4 mas estimate for WFPC2 from [Dowling(1996)].
8.5.4 Central star position
Proper motions are calculated using the separation between the patch and
the central star. The central star position has some uncertainty associated with it.
Given the very large SNRs (SNR > 1000 for the F660N data, for example), the
5That is, the residual astrometric errors due to uncorrected distortion do not reduce at a patch
scale by averaging.
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dominant source of error at the local level will be pixel phase effects. For the F658N
data, the data are sampled at about 1.5 pixels per FWHM, or slightly undersampled.
This suggests pixel phase error σPPE < 0.05, pixels, or 2.3 mas for the WFPC2 data.
The final HRC data is sampled at 4.5 pixels per FWHM, suggesting a pixel phase
error of σPPE < 0.01 pixels, or 0.15 mas for the second epoch data.
The other, perhaps more significant contribution to central star position error
is due to the image registration, shifting and combination process that is used to
generate the reference images. Misalignments due to misregistration will introduce
a systematic offset between the few pixels around the central star that were con-
tributed by the very short exposure image, and the Homunculus and outer ejecta
region that was contributed by the deep exposure image.
The images were aligned using a cross-correlation routine that used the entire
Homunculus. This is effectively a very large patch that is being correlated, so
eqn. 8.7 can be used to estimate the error. How many features are there? The
Homunculus consists of > 106 pixels for the F658N data. Assuming one feature per
100 pixels, one gets n = 1000. The Homuncular SNR for the short exposure is in




SNRlong, or SNRshort ≈ 2 for F658N. The accuracy of







for the first epoch data.
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Repeating the same calculations for the F660N data, we get SNRshort =√
0.4
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SNRlong, or SNRshort ≈ 1.8 for F660N. For n = 1000 features, we get
σshift ≈ 1.3 mas for the second epoch data.
The total “central star” error will be given by combining the error for cen-
troiding the central star in the short exposures with the registration errors described
above. This gives a combined error of σcs = 2.6 mas for epoch 1, and σcs = 1.3 mas
for epoch 2. These values are used in Table 8.5.5.
8.5.5 Single-Patch Separation Estimated Total Error
The total estimated patch separation error can be estimated by taking the
root-sum-square of the individual error components listed in §8.5.1—8.5.4. The
results are shown in Table 8.5.5
Table 8.1: Estimated single-patch separation error: contributing components and
total error.
Error source 1995.4 WFPC2 2003.9 HRC
F658N (mas) F660N (mas)
Random centroiding 0.4 0.3
Residual distortion 0.5 2.5
Deconvolution artifacts 3.0 1.5
Central Star position 2.6 1.3
TOTAL 4.0 3.2
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8.5.6 Estimated single-patch expansion rate error
Eqn. 8.3 is used to calculate the expansion rate. We can estimate the error for

























A patch dated from the Great Eruption would “typically” have d1 = 4.0 arcsec
and d2 = 4.2 arcsec, where “typical” is approximately half-way from the central star
to the edge of the Homunculus. If we insert these values along with δt = 8.43 years
and the error values from Table 8.5.5, the estimated expansion rate error is 0.01%
per year, or 2 parts in one hundred for an expansion rate of 0.6% per year.
8.5.7 Estimated single-patch age error
The age of a given patch is calculated using eqn. 8.4. Repeating the approach
from the previous section, the error in the age of the patch can be approximated by


























Inserting typical patch distances and the standard values for δt and σd1 and σd2
gives a result of σ∆t = 4.5 years.
8.5.8 Algorithm Error and Calculation of the Total Error
In §8.4, a series of simulations were run which resulted in age calculations
with distributions of σ∆t ≈ 1 year. The simulations were created so that none of the
sources of error listed in Table 8.5.5 were present at any significant level. The result
thus quantifies the level of inherent error introduced by the algorithm itself. As
such, in order to understand the total error, the algorithm error should be added in
quadrature as a systematic error to any total error calculation6 . For single patches,
this yields a total error in patch age of σ∆t = 4.6 years.
If we follow CD96 and M01, calculation of the date of origin of a particular
feature is determined by using multiple patches. For example, the most likely date
of origin for the NW lobe is given by taking the average date of origin for all the
patches that are part of the NW lobe. According to the Central Limit Theorem (e.g.,
[Taylor(1997)]), the error associated with the date of origin is given by the standard
deviation of the mean (SDOM), not by the standard deviation of the distribution










+ (1 year)2 (8.9)
6The assumption here is only that these systematic errors are uncorrelated with other errors
such as random centroiding and pixel phase errors. There is no assumption that this error reduces
over multiple observations; see eqn. 8.9.
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As will be discussed in §9, different numbers of patches are used for different features.
Table 8.2 lists the estimates for each of these features.
Table 8.2: Estimated total error in determining feature age. Errors include patch
error, algorithm error and number of patches per feature.
Feature No. patches σ∆t,total
(years)
NW Lobe 77 1.2
SE Lobe 83 1.2
Paddle 13 1.9
NE Disk 23 1.5
SW Disk 22 1.5
There is some overlap between many patches. In order to account for this, the
effective number of patches has been reduced by one-third.
8.5.9 Summary
The error analysis is summarized in the Table 8.3.
Table 8.3: Estimated errors: summary.
Type of error Magnitude of error
Single patch sep. (1995.4) 4.0 mas
Single patch sep. (2003.9) 3.2 mas
Single patch exp. rate 0.01%
Single patch age 4.6 years
Feature age 1-2 years
I note that a single patch age distribution of ±4.6 years may be enough to
allow detection of temporal events separated by 5.52 years, that is, the period of
the spectroscopic cycle. This will be discussed in more detail in §9.
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Chapter 9
Homunculus and Equatorial Debris: Astrometric Measurement
Results
The next step is to apply the methodology developed in Chapter 8 to mea-
surement of the ejecta around η Car. First, the method will be applied to the
NW/SE lobe material, then to the equatorial debris. A second, alternate method-
ology (PAM, or the “Patch Alignment Method”) is used to confirm and further
elucidate the Chapter 8 methodology. Discussion of the outer debris is presented in
a following chapter (§11).
9.1 NW Lobe: Initial Results
A total of 73 patches were selected for cross-correlation from the NW lobe.
The locations of the patches are shown in fig. 9.1. The patches were chosen such that
they were clearly part of the NW lobe system, with minimal chance of confusion
with other systems such as the Paddle or Equatorial debris fields. The patches
had also to be sufficiently far away from the central star such that the resultant
cross-correlation was not dominated by the residual Airy diffraction pattern that is
present near the central star, nor corrupted due to the steep gradients in this region.
This minimum distance was found to be about 2 arcsec.
The cross-correlation analysis was conducted using the 1995.4 WFPC2 and
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Figure 9.1: Locations of patches used for cross-correlation for the NW lobe of the
Homunculus. Letters refer to specific patches discussed in text.
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2003.5 HRC data as described in detail in §8. The shift in each patch’s pixel locations
between the two epochs was converted to a projected (onto the plane-of-the-sky)
separation velocity assuming a temporal baseline of 8.43 years and a distance of
2250 pc. The results are shown in fig. 9.2.
Expansion velocity and expansion rate: The top plot in fig. 9.2 shows the
calculated expansion velocity, in km/sec, plotted as a function of separation at the
2003.5 epoch for all 73 NW lobe patches (fig. 9.1). Also shown is the best fit line for
the expansion velocities. The residuals from the fit, shown in the middle plot, are
distributed with a standard deviation σ = 14 km/sec. The observed velocities are a
linear function of the observed separations, confirming the “Hubble flow1” nature of
the ejecta previously noted by CD96, SG98, M01, et al. The calculated expansion
rate is r = (0.61± 0.02)% per year.
Date of origin: The date of origin calculated using the best fit to the expansion
velocity data yields a date of 1840.2+3.0−2.9 years. On the other hand, the date of origin
can be calculated by fitting a Gaussian to the dates of origins of the individual
patches (bottom plot in fig. 9.2). This results in a date of origin estimate of 1838.8±
3.5 years. Taking the mean between these two values gives a date of origin for the
NW lobe of 1839.5 years.
1This term refers to a velocity system wherein velocity is a linear function of distance from
some reference point.
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Figure 9.2: Astrometric results from NW lobe (uncorrected). (Top) Projected ve-
locity vs. separation, (middle) projected velocity residuals vs. separation, (bottom)
date of origin distribution.
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Figure 9.3: Locations of patches used for cross-correlation for the SE lobe of the
Homunculus.
9.2 SE Lobe: Initial Results
A total of 84 patches were selected for cross-correlation from the SE lobe. The
locations of the patches are shown in fig. 9.3. The results of the cross-correlation
analysis are shown in fig. 9.2.
Expansion velocity and expansion rate: Figure 9.4 shows the calculated expan-
sion velocity vs. separation and the best fit expansion velocity function (top), the
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Figure 9.4: Astrometric results from SE lobe (uncorrected). (Top) Projected velocity
vs. separation, (middle) projected velocity residuals vs. separation, (bottom) date
of origin distribution.
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velocity residuals (middle), and the distribution of individual patch dates of origin
(bottom) for all 84 SE lobe patches. Fit residuals are distributed with a standard
deviation σ = 10 km/sec. As with the NW lobe, the SE ejecta shows a strongly
linear relation between velocity and separation, confirming the ballistic nature of
the ejecta field. The calculated expansion rate is r = (0.67± 0.02)% per year.
Date of origin: The date of origin calculated using the best fit to the expansion
velocity data yields a date of 1850.4+1.6−1.5 years. The date of origin calculated by fitting
a Gaussian to the distribution of the individual patch dates of origin results in a
date of origin estimate of 1853.6 ± 3.2 years. Taking the mean between these two
values gives us a date of origin for the SE lobe of 1852.0 years.
9.3 Disagreements in Expansion Rates and Dates of Origin Between
Lobes
Considered separately, the methodology has seemingly produced measure-
ments of the Homunculus expansion rate and date of origin of very high precision.
The residual velocities of ±14 km/sec and ±10 km/sec for the NW and SE lobes are
significantly smaller than the CD96 and [Dowling(1996)] velocity residuals of 22-53
km/sec and equivalent to, if not somewhat better than the M01 residuals of 10-20
km/sec.
Considered together as part of an integrated system, however, the results are
inconsistent at a statistically significant level. The SE lobe appears to be expanding
significantly faster than the NW lobe (0.67 vs. 0.61% per year, with 3σ difference
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between the two values). As a result, the dates of origin for the two lobes differ
by nearly 11 years, with the NW lobe apparently having been ejected a few years
before and the SE lobe a few years after the Great Eruption.
Figure 9.5 is a composite plot of the two expansion velocity solutions that
visually depicts the problem. As the plots show, there is a clear distinction between
the two velocity systems, with the differences between the expansion velocity func-
tion much larger than the differences between these functions and the relevant data
points. A similar effect was noted in SG98 and alluded to in [Dowling(1996)].
Either the effect is real and the two lobes were ejected a decade apart or there is
a problem with either the methodology or the assumptions. Based on considerations
of the physics, the latter seems much more likely than the former, so this possibility
will be explored.
Examination of the upper plot in fig. 9.5 reveals that the radiant points (i.e.,
the zero-velocity points) for the two ejecta fields do not coincide at zero separation,
as would be expected for a single ejecta system. The NW lobe’s radiant point is
at a small positive separation from the origin, while the SE lobe’s radiant point is
at a small negative separation from the origin. These results are consistent with
one another and suggest that the radiant point is actually located northwest of the
origin. We hypothesize that the radiant point for the single ejecta system is offset
from the measured positions of the central star.
177
Figure 9.5: Comparison of NW and SE lobe expansion velocities. (Top) Expansion
velocity plot showing two distinct velocity systems; rectangle denotes magnified
region. (Bottom) Magnified region, clearly showing differences between NW and SE
lobe results.
178
9.4 Revised Integrated Measurements and Results
To test this hypothesis, additional software was developed that varied the
position of the central star over a grid of test positions and calculated a relevant
metric for each position. In order to solve for the expansion rate and date of origin,
the standard deviation of the velocity residuals of the combined NW and SE lobe
data was minimized. The minimum was found at a 2003.9 offset of 0.4 mas relative
to the 1995.4 central star position.
The revised integrated results for the Homunculus are shown in fig. 9.6. These
results are clearly more sensible than the discrete results for the lobes considered
separately. A single velocity system is now apparent, rather than two distinct sys-
tems. The errors are reduced significantly for all major metrics. The radiant point
and the origin coincide within the limits of the expansion rate errors. Finally, the
distribution of patch-ejection dates appears much more “Gaussian” than the distri-
butions for the uncorrected lobes. These improvements are strong indicators that
offset hypothesis is valid.
Expansion rate: The expansion rate of the best-fit expansion velocity line is
r = (0.64 ± 0.01)%. As expected, this is between the results from the two lobes.
This is slightly smaller than the CD96 expansion rate of r ≈ 0.67, but consistent
to within the limits of error. The fit residuals have a standard deviation of σ = 7.6
km/sec, which is a significantly tighter distribution than either of the individual lobe
results2. This is approximately twice as accurate as the velocities residuals in M01
2I note that this is not necessarily unexpected as it was this metric that was minimized.
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Figure 9.6: “Corrected” results for NW + SE lobes, using revised positions of cen-
tral star to incorporate relative proper motion. (Top) Projected expansion velocity
vs. separation and best-fit linear function, (middle) projected expansion velocity
residuals, and (bottom) distribution of individual patch dates-of-origin. Note: let-
ters A–D refer to four “slow” patches (see fig. 9.1); these patches were not used to
calculate best-fit line. 180
and three times as accurate as the smallest residuals in CD96 and [Dowling(1996)].
Date of origin: The expansion rate-based date of origin is 1847.3+2.2−2.3. As noted
in the figure, the date of origin calculated by fitting a Gaussian to the distribution
of individual patch dates of origin is 1846.9 ± 2.2, where 2.2 is the width of the
date-of-origin distribution, not the SDOM. Since a total of 157 patches are being
used, the SDOM will be much smaller than the distribution width. However, as
noted in §8.5.8, there is a systematic error due to the algorithm that introduces
a floor at about the 1-year level. With this in mind, we can combine the properly
weighted expansion rate-based date of origin measurements with the result obtained
by fitting a Gaussian to the distribution of individual patch dates of origin. Doing
so results in a date-of-origin of 1847.0± 1.0.
This date is significantly different than that the one in CD96 and SG98 for
either the lobe. It is in good agreement with the date from M01.
If the peak of the Great Eruption is coincident with the photometric peak
period of 1843.3 to 1844.9 [Frew(2004)], the Homunculus date of origin comes three
years later than mid-point of the peak eruption period, and two years after the end
of the peak period. Given an error in the derived date of origin of ±1 year, this
is a statistically significant gap between the apparent photometric and kinematic
(eruptive) peaks. This will be discussed in §10.1.1.
Eruption Interval: CD96 estimated the width of the date-of-origin distribution
to be σ ≈ 10 years. The equivalent FWHM is given by
FWHM = (2
√
2 ln 2)σ (9.1)
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Taking the FWHM to represent the upper limit of the “interval” over which the
eruption unfolded, the CD96 result gives an interval upper limit of 24 years. The
interval upper limit from SG98 is 20 years. M01 quotes distribution width of 5 years,
for an interval upper-limit of 12 years. My result, with a distribution significantly
narrower than any of the previous results with a σ = 2.2 years, yields an eruption
interval upper limit of 4.7 years.
Decelerating NW lobe ejecta? Four patches at very large separations (see top
and middle panels, fig. 9.6), while appearing to be part of the Homunculus velocity
system, nevertheless have expansion velocities that are, statistically speaking, sig-
nificantly lower than should be expected at their separations3. These are marked
as patches A, B, C, and D in the plots. The patches have velocities that are 4–6
σ below the mean expansion velocity values for their positions. These four points
were not used for the velocity fit, and they do not appear in the date of origin plot.
From the binomial (Bernoulli) distribution, the probability that four out of a total
of 157 patches would exceed 4σ given a Gaussian distribution of residual velocities
is P ≈ 4× 10−8, that is, very unlikely.
If these patches are not random, do they have any relation to one another? In
fig. 9.1, the positions have been marked. They are not randomly distributed, but
rather all are on the leading edge of the NW lobe of the Homunculus. This suggests
either that they were ejected ≈ 10 years earlier than the rest of the Homunculus
or that the leading edge is undergoing deceleration as it moves through the extra-
Homuncular medium. This will be discussed in §10.2.1.
3With the result that the dates of origin of these four patches are in the mid-1830s.
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Evidence of a c. 1841 ejection event? Close inspection of the bottom panel
of fig. 9.6 reveals what appears to be an excess of patches correlated to dates of
origin in the 1838–1842 range relative to what should be expected from the derived
Gaussian distribution. Do these patches trace back to an earlier event?
One way to answer this question is to determine the probability of observing
these data given the calculated Gaussian distribution. There are a total of eight
events dated earlier than 1842.0. This date is 2.2σ from the mean date of 1846.9.
The probability of a single event occurring outside a 2.2σ threshold is P = 0.0259.
Using the binomial distribution, one can then calculate the probability of eight
events occurring at or above this threshold given a total of 157 observations. We
obtain P = 5%; in other words, there is a 95% probability that these eight events
are not associated with the peak distribution and actually represent a distinct set of
events4. It is thus probable that there was an earlier, much smaller eruptive event,
peaked around 1841.
This is approximately five to six years before the main 1847 peak. From
[Frew(2004)] (see fig. 1.3), the photometry indicated an 1837/1838 photometric
spike, followed by the Great Eruption 5-6 years later. Thus, both photometry and
ejecta analysis suggest a preliminary event approximately 5-6 years before the Great
Eruption.
4One could argue that this is purely an effect of the fit statistics. In order to examine this
possibility, one can considered the case where the peak is displaced to an earlier date by one fit
standard deviation and σ is increased by one fit standard deviation. This represents the “most
favorable” conditions for incorporating the 1841 material into main event. Given these conditions,
we get an 80% probability that the 1841 material is not part of the peak eruption as modeled by
the Gaussian distribution.
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9.5 The Paddle and the Equatorial Debris
A total of 73 patches were selected for analysis for the Paddle, Northeast and
Southwest equatorial debris regions. As shown in fig. 9.7, these consisted of 15 from
the Paddle, 27 from the NE, and 31 from the SW Disk regions.
Each region was analyzed individually using the methodology previously em-
ployed with the NW and SE lobes. “Good” results were obtained for all three re-
gions, where “good” means dates of origin with relatively small error bars. Date of
origin results were DOOPaddle = 1834±17, DOONEDisk = 1851.3±6.8, DOOSWDisk =
1844.8 ± 4.2, where 1σ width of the Gaussians is the error metric. The composite
ejection date (calculated using the three, properly weighted DOOs) is DOO =
1846.1± 4.2.
The onset of the 1890 Lesser Eruption occurred in 1887 [Frew(2004)]. This is
approximately 41 years after the composite ejection date of 1846.1. Given a standard
deviation of 4.2 years, the Lesser Eruption date is thus 9.6 standard deviations after
the 1846 ejection date. This result clearly shows that the Paddle, NW and SE
equatorial features did not come from the 1890 Lesser Eruption, as claimed in SG98,
but rather all three features originated in the Great Eruption of 1843–1844. The
error in SG98 is most likely due to a combination of the relatively slow expansion
velocity of the equatorial material, the limited number of data points used (one each
for the NW disk, Paddle and SE disk) and the poor quality of the individual epoch
data.
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Figure 9.7: Locations of patches used for cross-correlation for the equatorial and
“Paddle” features.
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9.6 Confirmation of Integrated Results with Patch Alignment Method
(PAM)
Despite the relatively good agreement between the Paddle, NE and SW Equa-
torial Disk results (§9.5) and the NW and SE Lobe results (§9.4), concerns remained
about the methodology of offsetting the central star position and its causal effects
on systematic differences between the five debris regions.
In order to address these concerns, a second methodology for measuring the
astrometric expansion results was devised that was independent of central star po-
sitions. This methodology was then applied to all five components simultaneously
in order to come up with a single, integrated solution and confirm previous results.
9.6.1 Overview of PAM
The “Patch Alignment Method” (PAM) uses the per-epoch measured patch
positions as input, but unlike the primary methodology, does not calculate intra-
epoch separation values from the central star. Rather, the inter-epoch positions
are differenced and an inter-epoch velocity is calculated. Using the positions and
the velocity, we can then “rewind the clock” to some arbitrary time in the past
and calculate both the “center of expansion” (CoE) of the system (with each patch
equally weighted) and the average distance of the patches from the CoE.
The efficacy of PAM is based on the assumption that the ejecta originated
at some point (x0, y0) at some time t0. Relative separations between two relatively
current epochs (t2, t2) are propagated back in time. At each time step backwards
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from t1, the mean position and average distance of all patches are calculated. The
calculations are run back in time until a minimum is passed; t0 is defined as the
time when the minimum average distance obtains. This approach is more accurate
than simply minimizing distances to trajectories, for example, in that the latter,
purely geometric method ignores the temporal component of motion and is thus
non-physical.
PAM also frees one from the constraints of calculating central star position and
the associated error. The method is purely differential between the two epochs t1 and
t2, unlike the cross-correlation method, which requires the calculation of absolute
positions within the image for a single epoch. The images can be shifted and rotated
with respect to each other without modifying the basic PAM methodology.
9.6.2 PAM Results
Initial results with the PAM indicated that the NW and SE lobes were collaps-
ing around two spatially separated radiant points. An analysis of the two reference
images revealed why: a residual rotation of order 0.15◦ (9 arcmin) was present be-
tween the two epochs (presumably, a residual of the MultiDrizzle rotations). A
counter-rotation was applied using PAM, fixing the problem. This revealed that the
debris radiant was located approximately 5 pixels (80 mas), and at a PA ≈ 297◦,
from an origin defined by the photocenters of the central star. A shift was applied
to compensate for this shift and the calculation was executed.
The resultant velocity field is shown in fig. 9.8 with the radiant nearly coinci-
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dent with the origin5 after the rotation and shift. The velocity field clearly shows
both the Hubble-flow nature of the relationship between the velocity and distance
of the ejecta from the radiant and also the two-dimensional nature of the projected
ejecta field, with the velocity vectors pointing away from the radiant.
The results of rewinding the clock using the positions and velocities from fig.
9.8 is shown in fig. 9.9. An average separation distance of d̄ = 0.19 arcsec occurs at
t = 1848.2. The patches are contained in an area approximately 0.1% of the area of
Homunculus at t = 2003.
Plots showing the patch distribution at four discrete epochs are shown in fig.
9.10. Going clockwise from upper left, the 1995.4 positions are shown, corresponding
to the epoch 1 positions of the patches in the shifted reference frame; next, the
positions at 1940.0 (a period of rapid brightening); next, the positions at 1890.0,
the period of the Lesser Eruption; and finally, the 1848.2 positions. As can be seen
in the final figure, virtually the entire debris field collapses into a region smaller
than one square arcsecond simultaneously, visually confirming the coevality of the
Homunculus and related debris. Figure 9.11 is a magnified view of the central one
square arcsec at the 1848.2 epoch.
While figs. 9.10 and 9.11 make it clear that all of these regions originated
during the period of the Great Eruption, there are still residual systematics in the
results. In the lower left panel of fig. 9.10, the four “laggard” patches from the outer
edge of the NW lobe have yet to enter the central box. A “rogue” patch from the
SE lobe is headed off at relatively high speed in an easterly direction. The detailed
5Defined here as the epoch 2 (2003) input central star position.
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Figure 9.8: Velocity field for the 233 patches between the 1995.4 and 2003.9 epochs.
The arrows extend from the 1995.4 position to the 2003.9 position, thus the mag-
nitude represents the measured shift in patch position over 8.43 years. The plot
includes NW and SE lobe as well as the Paddle and the NE and SW Equatorial
Disk features. Epoch 1 has been rotated by α = 0.152◦ and shifted with respect to
epoch 2.
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Figure 9.9: The average patch distance from the center of expansion as function of
time. The average patch distance metric is minimized at t = 1848.2, with a value
of d̄ = 0.19 arcsec.
display in fig. 9.11 shows that some of the components (the NW and SE lobes and
the Paddle) are well mixed in the central region, while both the NE and SW disk
regions show residual systematics suggesting they are traveling at slightly higher
than the velocities that would be expected.
These new results can be used to calculate expansion rates and dates of origin
as was done earlier for the individual components. Figure 9.12 provides plots of
both the projected expansion velocities (upper panel) and the fit residuals (lower
panel) for all 233 patches.
The expansion velocity analysis of the AM output results in a calculated ex-
pansion rate of r = 0.64 ± 0.01% and a date of origin of t = 1846.8 ± 1.1. These
match well with the results derived for the two lobes only using the primary method
(§9.4). Looking at the top panel of fig. 9.12, it is clear that the entire lobe and equa-
torial debris field represents a single velocity system tracing back to an eruption in
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Figure 9.10: Time history of expansion of η Car Homunculus based on relative
motions of 233 patches. Plots show position of each patch at approximately 50
year epochs. Plots are in reverse chronological order starting at upper left, showing
1995.4, 1940.0, 1890.0 and 1848.2. Circle indicates average separation radius at
epoch, with each patch equally weighted. Small square box indicates central square
arcsec (see fig. 9.11).
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Figure 9.11: Central one square arcsec (see fig. 9.10) from 1848.2 epoch.
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Figure 9.12: Expansion rates and velocities derived for entire, integrated field using
alternate method. Expansion rate plot (upper frame) includes both best-fit solution
(yielding a t = 1846.8 date of origin) and the expected expansion velocity function
for an 1890 eruption.
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the 1840s, and that there is no 1890-era ejection event evident in any of the data
analyzed6. Incorporating the equatorial features into the solution has increased the
velocity noise to a little below 11 km/sec, but has not significantly changed any of
the conclusions regarding expansion rate, age or date of origin.
Combining the date of origin results from the primary methodology with the
two dates of origin derived using PAM7, we get a “composite” date of origin of
t = 1847.3 ± 1.0, where the one-year error represents the adopted systematic floor
of the overall cross-correlation method.
9.7 Summary of Measurement Results
Using the cross-correlation methodology described in Chapter 8, the position
and motion of 233 individual regions in η Car’s Homunculus and equatorial disk have
been measured. These results confirm the “Hubble-flow” nature of the ejecta, that
is, a strong linear relationship between distance and velocity. An expansion rate of
r = 0.64±0.01% per year has been derived and a date-of-origin of t0 = 1847.3±1 year
determined, with a distribution width of the lobe date of origin features of σ = 2.2
years. This implies a upper limit of the ejection interval of 4.7 years. The NW and
SE lobes, the Paddle, and the NE and SW equatorial disk regions were all part of
the Great Eruption event and are not associated (in whole or in part) with the 1890
Lesser Eruption. Using the alternative Patch Alignment Method (PAM) (§9.6.1),
6The single patch that appears to lie on the 1890 event is the “rogue” patch that is visible
moving east in fig. 9.10. It does not point back to the central star, but rather appear to be an
anomolous measurement.
7That is, the mean distance minimization (t = 1848.2) and the expansion rate calculation
(t = 1846.8).
194
projecting the two-dimensional velocities back in time results in a close conjunction
of all Homunculus patches around t ≈ 1848, confirming the cross-correlation results.
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Chapter 10
Analysis and Discussion of Homunculus Results
10.1 Answering the Astrometric Questions
In §7.2, four questions regarding the debris fields around η Car were posed.
We can now answer the first three questions, which relate to the the Homunculus.
Discussion of the fourth question—related to outer debris—is deferred to Chapter
11.
10.1.1 What is the date-of-origin for the Homunculus ejecta?
The date of origin for the Homunculus ejecta has been found to be t0 =
1847.3± 1.0 years. This agrees well with M01’s date of 1847.0± 5.0. Based on their
intra-epoch position accuracies and their temporal baselines (see Table §7.2), these
are the two most accurate measurements of the date-of-origin available. One caveat
before proceeding, however: M01’s second epoch is this analysis’ first epoch data,
thus the two analyses are not independent and there may be correlation in some
of the systematics. Mitigating this, however, is the fact that the 1995.4 WFPC2
data are this analysis’ first and M01’s second epoch. Systematic errors in patch
positions in the 1995.4 data would manifest inversely in our respective analyses.
For example, if the 1995.4 patch positions were systematically in error towards the
central star, M01’s would derive a smaller expansion rate and this analysis would
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derive a larger one. This is not seen, suggesting that shared systematics are not
significant compared to other sources of error.
If the most accurate measurements of the ejecta date-of-origin is 1847.3, how
does one reconcile that with the photometric record (e.g., [Frew(2004)])? The peak
photometric period occurred from 1843.3–1844.9, fully three years (thus, 3σ) before
the derived ejecta date of origin, a statistically significant difference.
The current central star luminosity is Lη ≈ 4 × 106 L [Cox et al.(1995)].
[Davidson & Humphreys(1997)] estimates an apparent V-band magnitude of mv = 4
for the central star were the ejecta material not present. An increase in brightness
from a quiescent state of mv = 4 to mv = −1 during the photometric peak implies
an increase of one hundred times in the V-band brightness of η Car. Adopting
Teff = 15000 K (Table 6.1), a shift of the Wien radiation peak from 190 to 550 nm
(representing, for example, an expansion of the stellar photosphere) would result in
a maximum increase of 5× in V-band luminosity. Thus, as a lower limit, the star
itself must have undergone an increase in luminous output of at least 20×. The total
luminosity of the star during the photometric peak period would thus have been 80
million solar luminosities or more. For a star that is already sitting at the edge of
the Eddington limit, there does not seem to be any physically realistic explanation
as to how it could have increased its luminous output by a factor of twenty or more
and yet not ejected material for three years.
Davidson & Humphreys conjectured that the Central Star was approximately
the size of the orbit of Saturn during the photometric peak period
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[Davidson & Humphreys(1997)]. Given the relationship:
L = σT 4eff4πR
2 (10.1)
between luminosity L, effective temperature Teff , stellar radius R, and the Stefan-
Boltzmann constant σ, the effective temperature can be calculated given the lumi-
nosity and radius. Adopting Lη = 8×107M and R = 9.4 AU, the resultant effective
temperature of the central star during the photometric peak was Teff = 14, 000 K.
The energy flux density in watts per square meter is then given by the Stefan-
Boltzmann law:
j∗ = εσT 4 (10.2)
Adopting an emissivity ε = 1, we get an energy flux density of j∗ = 2.2 × 109 W
m−2 at the surface of the star. This is equivalent to over a million times the solar
constant measured at the Earth’s surface. This amount of radiation is equivalent to
an outward pressure of 7.3 N m−2 at the stellar surface.
Clearly, this amount of radiation pressure at the surface of the star should
accelerate any ejected material. While a detailed analysis of absorption of radiation
by material expelled by η Car is not within the scope of this thesis, we can demon-
strate the plausibility of an hypothesis that radiation pressure near the surface of
the star added a significant amount of ∆V to the ejecta.
I consider an idealized test particle of emissivity ε = 1.0, cross-section σ = 1
cm2 and mass m = 1 g. If this particle is placed at the surface of the star (rη = 9.4
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AU), the resultant radiation-induced acceleration1 is arad = 0.73 m s
−2. Assuming
an initial ejection velocity of v0 = 500 km sec
−1, we can numerically evaluate the
resultant equations of motion. After about 10 days, the particle will have accelerated
to v = 870 km sec−1 and traveled approximately 10 AU. Subsequent acceleration
trails off rapidly due to the 1/r2 relationship between the radiation pressure and
the distance traveled; as a result, the test particle’s velocity converges at about 900
km/sec, thus the radiation has contributed ∆V ≈ 400 km sec−1, and observations
of the resultant motion of the ejecta would derive a younger age (and later date of
origin) than for a comparable, unaccelerated particle.
This is simply a plausibility argument. The actual ∆V contributed by radia-
tion pressure should be more along the lines of a few percent (of order tens of km
sec−1). Detailed modeling and further analysis is required to address this question
in more detail.
10.1.2 What is the ejection interval for the Great Eruption?
I derived an upper limit to the ejection interval of 4.7 years, where “interval”
is defined as the FWHM of the temporal distribution of the date of origin metric. As
noted in §9.4, every time the higher precision measurements are used to determine
this quantity, the interval decreases. Furthermore, as shown in fig. 9.6, the distri-
bution of the dates-of-origin appear highly Gaussian. There is no reason to expect
the actual distribution of ejection dates to be Gaussian. Based on these two obser-
1The gravitational acceleration is agrav = −0.008 m s−2, or approximately 1% of the radiation-
induced acceleration (and similarly varies as 1/r2); it is thus negligible and will be ignored in this
analysis.
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vations, one can infer that the measured interval is still dominated by measurement
errors, and that the underlying distribution is smaller than 4.7 years. If 50% of the
observed distribution is due to measurement error, a more realistic upper limit to
the ejection interval is 3.3 years.
What are the physical implications of this? Recent work by Smith on the
structure of the Homunculus using mid-wave IR have revised the estimated total
mass ejected during the Great Eruption upward from ∆MGE = 2 − 3 M (e.g.,
[Davidson & Humphreys(1997)]) to ∆MGE = 10 − 20 M [Smith(2006)]. A mass
ejection rate lower limit of Ṁ ≥ 3 M yr−1 during the eruption period follows from
this. Using the higher value for the ejected mass, or a shorter interval drives this
already high rate even higher. This is a significant constraint for any future modeler
of the Great Eruption.
10.1.3 What is (are) the ejection dates for the equatorial features?
The equatorial features2 have been definitively dated to the Great Eruption.
There is no evidence of any ejecta dating from after the Great Eruption period, or
more specifically, the 1890 Lesser Eruption. The Great Eruption event thus featured
both polar (the Homunculus) and equatorial ejecta, and was not just a polar event
as implied by some authors ([Smith & Gehrz(1998)]). The need to explain both
polar and equatorial features from the same event is a significant constraint on any
Great Eruption modeler.
I note that close inspection of the equatorial features does not reveal the disk
2Here, “equatorial” refers to the axis-of-symmetry of the Homunculus.
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that other authors have reported. While the presence of the NE and SW equatorial
extensions, when combined with the Paddle, may be suggestive of a disk, recent
results suggest that the Paddle is actually part of the NW Lobe front. This leaves
the two extensions, which do not constitute a disk. It may be that they more closely
resemble jets or sprays of material along the equatorial plane than components of
an overall disk structure.
These results do not rule out the presence of equatorial material within 2
arcsec of the central star dating from later eruptions, as material that close-in was
not analyzed. Any such material would, however, not be part of either the NE or
SW equatorial extensions (see fig. 9.7).
10.2 Additional discussions
In addition to addressing the first three questions posed in §7.2, the Homuncu-
lus measurement results also bring up some new issues. These are discussed in the
following three subsections.
10.2.1 Deceleration of leading edge of NW lobe
In §9.4, we found four patches (A–D) in the leading edge of the NW lobe
that were moving significantly (> 3σ) slower than they should have, given their
membership in the Homunculus debris system. Further analysis using PAM (see
bottom panel, fig. 9.12) confirms the general trend that the leading edge of the NW
lobe appears to be moving more slowly than the rest of the Homunculus system.
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For the NW Lobe region that is > 7 arcsec from the central star, only 4 out of 23
patches (17%) lie above the velocity solution, while 14 out of 23 (61%) lie below.
These Homunculus results are consistent with the results for outer debris that
will be described in §11.2, where material from a earlier ejections are found to be
present in the northwest polar cap region. This earlier material appears to have
caused deceleration of some high-velocity, extra-Homuncular Great Eruption ejecta
that has penetrated the region. Taken together, these results strongly imply that
the density of material in this NW polar cap region is higher than elsewhere, and
that, as a result, deceleration at a detectable level is present in the NW lobe ejecta.
A note on gravitational deceleration: Is deceleration due to gravity relevant to
the discussion of Homunculus (and later, outer) debris? The escape velocity at the
star’s photospheric surface (neglecting rotation) can be calculated by solving the
orbital energy equation where the total energy equals 0:













The escape velocity for the “quiescent” (Hillier) radius of r = −0.28 AU
[Hillier et al.(2006)] is Vesc ≈ 900 km/sec. For the Great Eruption (Davidson) radius
of r ≈ 10 AU [Davidson & Humphreys(1997)], Vesc ≈ 150 km/sec. At 2 arcsec—
the innermost set of patches used for the cross-correlation analysis—Great Eruption
ejecta will have lost a ∆V ≈ 143 km/sec (out of 150 km/sec). At 9 arcsec—the
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outermost set of patches—the ejecta will have lost an additional ∆V ≈ 4 km/sec.
Thus, there should be slight deceleration over the range of Homunculus material of
magnitude 4 km/sec. Removing the ejecta from 9 arcsec to infinity would result
in an additional ∆V ≈ 3 km/sec. Thus gravitational deceleration is a real, though
relatively small effect across the Homunculus. Future analyses using more accurate
data will most likely need to model this effect. It is negligible, however, for the case
of the outer lobe patches which appear to have decelerated (i.e., departed from the
Hubble flow velocity) by ∆V ≈ 50 km/sec.
10.2.2 Possible Great Eruption-Induced Impulse
One result from the PAM analysis was that there appears to be approximately
0.4 mas (1/40 pixel) difference between the 1995.4 and 2003.9 photocenters. While
this is within the range of estimated central star image registration errors (see Table
8.5.9), it prompts the question: is there any significance to inter-epoch central star
motion?
The unstated assumption for all previous has always been that the Central
Star and the Homuculus ejecta are in the same inertial frame. A 1/40 pixel shift
over 8.43 years translates to a 2 pixel shift over 160 years. Is it possible that this
level of motion is real? If so, it could explain systematic differences in dates of origin
between physically separated yet coeval ejecta features.
Current mass ejection estimates for the Great Eruption place a lower limit
of ∆M > 10 M, with a likely value closer to 20 M, with virtually all of the
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momentum going into the lobes. An asymmetry in the NW/SE lobe momentum at
the 5% level would result in a net ejection of 0.5 M mass (adopting Smith’s lower
limit). If we assume a typical ejecta velocity of 500 km sec−1 and an inclination
angle of i ≈ 45◦, the resultant impulse would change the plane-of-the-sky velocity
of a M = 125 M central star by 1.4 km sec
−1. This is equivalent to 0.3 AU yr−1,
or 0.1 mas yr−1. Over 8.43 years, the apparent motion would be approximately
1 mas, or twice that observed. Thus, relatively small asymmetries in the lobe
momenta would result in observed motion of the central star with respect to the
Homunculus. Additional analysis of possible stellar motion measured with respect to
the Homunculus using increasingly longer baselines should be pursued to constrain
this possible motion and the level of asymmetry in the lobe momenta.
10.2.3 Evidence of c. 1841 Ejecta?
As noted in §9.4, a statistical argument can be made based on the distribution
of patch dates-of-origin that a small number of Homunculus patches were ejected
≈ 6 years before the Great Eruption (see fig. 9.6). If this is true, this may be
a signature of the 5.52-year spectroscopic cycle ([Damineli(1996)]) in the ejection
pattern of the Great Eruption. It is consistent with the possibility, discussed in
§5.7.3, that the Great Eruption may represent sequential periastron passages, with
the first one triggering, for example, a swelling of the primary, and the second one
representing the actual Great Eruption caused, in this instance, by the passage of
the secondary through the now-swollen photosphere of the primary.
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While this conjecture is consistent with the observed pattern of ejection, it is
not the only explanation. For example, there may be a component of the actual
underlying ejection distribution (as opposed to the observed distribution) that is
≈ 10 years wide. We conclude that while this result is intriguing, it is not definitive.
10.2.4 Equatorial Disk vs. Equatorial Streams
The standard interpretation of the equatorial debris is that it forms a disk,
perhaps “tattered,” around the waist of the Homunculus lobes (e.g.,
[Davidson & Humphreys(1997)]). This presumes the Paddle feature was part of
the equatorial debris. Current thought, however, is that the Paddle is part of the
NW Lobe (e.g., [Smith et al.(2000)]), suggesting an equatorial “disk” may be more
trompe l’oeil than real feature.
If anything, these results are consistent with equatorial “streams” (or, perhaps,
jets) rather than a continuous disk. The NE equatorial features appear to be phys-
ically connected to the NN feature via the North Jet. Similarly, the SW equatorial
features may be associated with the South Bar and the south wall features that have
been dated to the Great Eruption. There is no astrometric evidence of “disk”-like
features. In this case, spectroscopic/velocitmetric data would be extremely valuable
in making this determination.
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Chapter 11
Outer Debris: Astrometric Results
I now turn to the debris outside the Homunculus. Measuring the astrometric
motions of these objects is extremely challenging for a couple of reasons. First,
the SNR for the features is typically at least an order-of-magnitude smaller than
Homunculus SNRs. Second, the debris do not obey a single Hubble law and appear
to be a mix of ejecta from multiple past events, some of which may be decelerating.
Figure 11.1 is a normalized “difference image” showing relative motion between
the 1995.4 and 2003.9 epochs. The brighter areas indicate motion into that region,
while darker areas indicate motion out of that region. The image was created by
subtracting a scaled and rotated version of the 1995.4 WFPC2 reference image (fig.
8.2) from 2003.9 HRC reference image (fig. 8.5) and dividing the resultant image by
the latter.
The bright outline of the Homunculus is clearly visible, as well as many of the
features discussed in the last chapter (e.g., the leading edge of the NE equatorial
disk), all indicating motion away from the central region. The figure also shows that
a complex ejecta field exists outside the Homunculus, with a variety of motions all
pointing back towards the central region. Most notable of this outer debris are the
“North Jet” and “South Bar” (or South Condensation) (see fig. 7.1). Other, fainter
debris features surround the Homunculus.
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Figure 11.1: Normalized difference image showing motion between 1995.4 and
2003.9. Lighter areas indicate net motion into the region; darker areas indicate
net motion out of the region. Brightest regions include the leading edges of the
Homunculus, the South Bar, the North Jet and the leading edge of the NE equa-
torial disk. Heavily mottled areas indicate reduced SNR regions where the longest
exposure images were saturated due to blooming.
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Do these features originate from the Great Eruption, or do they imply other
eruptive events? In this chapter, I address this question by employing the cross-
correlation technique described in Chapter 8. A total of 121 patches were selected
for input to the cross-correlation process (see fig. 11.2). These patches were 0.96
arcseconds per side, or four times the area of the 0.48 arcseconds patches used for
analysis of the Homunculus. This was necessitated by SNR considerations and the
generally larger size of the features in the outer debris fields.
Approximately 25% of the patches failed to properly correlate. In order to
supplement gaps in the correlation and add additional insight into the results, 16
stellar-like knots were selected and analyzed using more classical Gaussian centroid-
ing measurements. These are discussed in the individual analysis sections.
The analysis is divided up into one section for each of the four quadrants
marked in fig. 11.2. Since the results for the outer debris include multiple apparent
velocity systems, rather than show expansion plots (as was done in Chapter 9), I will
show results in terms of dates of origin for particular features or regions. Following
description of the individual quadrants, I conclude this chapter with a discussion of
the integrated results and the implications.
11.1 Northeast Quadrant
The primary feature of the NE quadrant is the “North Jet,” it two component
condensations, called “North North” (NN) and“North South” (NS) (see fig. 7.1).
The HRC image (see fig. 11.3) reveals a more detailed structure to the North Jet.
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Figure 11.2: Outer debris cross-correlation patches. A total of 121 patches were
used as inputs to the process described in Chapter 8. Patches are 0.96 arcseconds
across vs. 0.48 arcseconds for the Homunculus. This was necessitated by the reduced
signal-to-noise and the generally larger size of features in the outer fields. Not all
patches converged on solutions.
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Figure 11.3: Outer debris, northeast quadrant. Cross-correlation dates of origin
shown for specific features. Also shown are two knots (K1, K2), with dates of origin
determined using standard centroiding techniques.
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The jet consists of a central column that appears to trace back to the equatorial
disk, along with a wall that trails off at about a 45◦ angle to the column. I note
that with the higher HRC resolution the NS feature is not nearly as prominent as
it is on lower resolution images.
The results, as shown in the figure, indicate that the column features (NN
and NS) have ejection dates (≈ 1847) clearly consistent with the Great Eruption.
The northern wall feature is measured to have an ejection date of 1832 ± 3, while
the southern wall feature shows an ejection date of 1812 ± 2. These features all
appear to be part of the same structure; I conclude that the most likely explanation
is that these are Great Eruption features that are decelerating as they encounter
older, slower moving material from earlier events. Evidently, the trailing component
of the wall has encountered more material, and hence has lost more velocity, than
the leading edge. This is consistent with an ambient density gradient across the
entire front, with the ambient material being densest in the south and gradually
diminishing as one moves north until reaching NN, at which point it is sparse enough
such that no appreciable deceleration can be detected.
I was unable to measure the nebular feature at the top of the HRC image
using cross-correlation due to truncation of the image during the cross-correlation
procedure. Instead, the positions of two knots (K1, K2) within the feature were
measured in both epochs and motions and dates of origins were derived. The two
knots are moving much more slowly than the nearby leading edge of the jet, and
show a consistent date of origin of the 1370s.
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11.2 Northwest Quadrant
I turn next to the NW quadrant. The ejecta in this region (see fig. 11.4)
is characterized by a “halo” northwest of the Homunculus, extension of the South
Ridge feature west of the Homunculus and the presence of the so-called “spike”
or “whisker” features ([Weis et al.(1999)], [Morse et al.(2001)]), very high velocity,
very narrow filaments extending from the central star out beyond the Homunculus.
As with the NE quadrant (§11.1), the analysis centered on cross-correlation of
patches, supplemented by centroiding nine star-like knots. In this case, one of the
knots (K9) appears to be a heavily-reddened background star1, selected as a check
on the knot methodology.
As shown in fig. 11.4, a variety of velocity systems are apparent in this region.
In general, the halo and some of the knots exhibit ejection dates in the 1780–1800
range. The halo, however, appears to be penetrated in a couple of regions by ejecta
that dates from around 1823. This, presumably, is ejecta from the Great Eruption
that has decelerated as it penetrated the halo, analogous to the decelerating North
Jet components discussed in the previous section.
The northern tip of the South Ridge which extends into the southern part of
this quadrant exhibits patch velocities consistent with an ejection date of 1723±48.
A single knot in this region (K8) exhibits a date of origin of 1790.
Thus, I find three statistically distinct velocity systems present in this quad-
rant: the South Ridge (1720s), the Halo (≈ 1790) and Great Eruption (1820s).
1This star was one of the stars used for plate scale correction (see §8.3.4).
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Figure 11.4: Outer debris, northwest quadrant. Cross-correlation dates of origin
shown for specific features. Also shown are nine knots (K1–9), with dates-of-origin
determined using standard centroiding techniques.
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Attempts at cross-correlating spike patches did not produce satisfactory results; ad-
ditional analysis is needed2. The “sanity check” star (knot K9) showed an expansion
rate of < 0.001%, which I interpret as reasonable validation of the methodology.
11.3 Southwest Quadrant Features
The SW quadrant is dominated by the South Ridge, which extends from the
NW corner of the quadrant down to the SE corner (see fig. 11.5). Prominent smaller
features include the South Bar, a relatively bright, straight line-like region 3-4 arcsec
wide protruding from the leading edge of the South Ridge and a fainter, wall-like
feature near the Homunculus, just inside the South Ridge.
Cross-correlation analysis reveals a complex mix of velocity systems and pos-
sible deceleration conditions. The “SW wall” feature is clearly associated with
the Great Eruption, with multiple patch correlations indicating a date of origin of
1840.0 ± 0.2. The southern most region of the ridge indicates a date of origin of
1732± 26, while the adjacent region (clockwise in the figure) shows a date of origin
of 1670± 34. The large South Ridge region between the South Bar and the Central
Star show overall date of origin of 1757± 31, though some of the patches could not
be properly dated for reasons discussed in the next paragraph.
The South Bar itself could not be dated using the standard cross-correlation
methods. Changes in the relative intensities of the features—indeed, changes in
the features themselves—for the bar and surrounding patches prevent much of this
entire region from being dated. In this case, four “tie points”—distinctive features
2Various investigators have dated the spikes to the Great Eruption (e.g., [Weis et al.(1999)]).
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Figure 11.5: Outer debris, southwest quadrant. Cross-correlation dates of origin
shown for specific features. Seven knots (K1–7) are shown with dates of origin
determined using standard centroiding techniques. The South Bar feature did not
cross-correlate properly due to brightness variations between epochs; here, the date
of origin was determined by comparing four points on the leading edge of the feature
between epochs.
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on the leading edge of the bar, present in both epochs—were used to determine the
velocity and date of origin for the overall bar. The results indicate a date of origin
of 1850± 5 for the bar, associating it clearly with the Great Eruption.
It thus appears either that the bar has penetrated through the South Ridge
material or their alignment is an optical illusion. Given the fact that much of the
ridge material behind the South Bar appears “disrupted” (e.g., quickly changing
features, large spread in ejection dates, etc.) the former seems more likely than
the latter. It is interesting to note that the South Bar does not appear to be
decelerating–unlike the wall feature which is coeval, but which shows a statistically
significant ten-year-older age than the Bar.
Based on these results, it is clear that the South Ridge is actually a mix of
Great Eruption and earlier debris. There are numerous features embedded in the
more quiescent ares of the Ridge which appear to date from around the 1730s. The
faint trail of material that extends southwest of the 1670 region shows progressively
earlier dates of origin, suggesting that the entire structure (and the 1670 region
in the Ridge) may be decelerating, presumably due to higher density of ambient
material. The results and this interpretation support a date of origin ≈ 1730 for the
overall South Ridge structure, which agrees well with the results obtained previously
for the South Ridge features in the Northwest Quadrant (§11.2).
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11.4 Southeast Quadrant Features
The southeast quadrant features are shown in fig. 11.6. Proper motions and
dates of origin were obtained for the ejecta near the SE Homunculus cap. Unfortu-
nately, the combination of diffraction spikes in the 2003.9 and blooming in the 1995.4
data preclude the measurement of proper motions in the South Ridge extension into
the SE Quadrant.
As shown in the figure, the ejecta breaks down into two general regions. Near
the cap of Homunculus, the patch cross-correlation results indicate a date of origin
of 1815 ± 9. Two of the four knots analyzed in this region indicate ejection dates
around 1790. The region seems to consist of a mix of material ejected around 1790
with decelerating material from the Great Eruption.
The second region, south of the first region, also shows mixing between late
seventeenth and early eighteenth centuries, with a derived date of origin of 1801±24.
The bright K1 knot, near the South Ridge extension, was dated to 1724.
These results suggest that the SE features consist of a mix of materials from
a late 18th century eruption with younger material, most likely from the Great
Eruption.
11.5 What are the ejection dates for the debris outside the Homuncu-
lus?
In §7.2, I proposed four questions regarding the kinematic nature of the Ho-
munculus and the nearby ejecta. I have addressed the first three (dealing with the
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Figure 11.6: Outer debris, southeast quadrant. Cross-correlation dates of origin
shown for specific features. Seven knots (K1–5) are shown with dates of origin
determined using standard centroiding techniques. The extension of the South Ridge
features (south of the Homunculus) did not support patch cross-correlation due to
the combination of diffraction spikes in the 2003.9 and CCD blooming in the 1995.4
data.
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Homunculus) in §10 . I now address the remaining question, viz.: what are the
ejection dates for the debris outside the Homunculus?
In a certain sense, addressing the age of the Homunculus is straightforward
because essentially all of the features are coeval and obey a Hubble-law linear relation
between separation distance and velocity. In contrast, the outer debris fields consist
of mixed velocity systems, some of which include deceleration features. Nevertheless,
the features discussed in this chapter do sort into bins at a certain level, suggesting
correlations with specific dates and implying possible ejection events and dates.
Histograms for the polar cap and the South Ridge debris are shown in fig. ??. A
“cartoon” view of the age-sorted debris is shown in fig. 11.7. In reverse chronological
order, these are:
11.5.1 1840s Great Eruption
The South Bar and the North Jet (specifically, the NN and NS features) are
clearly Great Eruption ejecta. Both features physically trace back to brighter equa-
torial region ejecta, and neither appears to have decelerated significantly during the
intervening period. This suggests that the ambient material density in the regions
these two features have passed through is relatively low.
The north-south wall in the NE quadrant appears to be physically connected
to the North Jet. The material in the wall, however, shows dates of ejection earlier
than the North Jet by 10–30 years. If they are part of the same ejecta system, this
implies that the material is decelerating, presumably because it is passing through a
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Figure 11.7: Histograms for the dates of origin for two outer debris fields. Both
the South Ridge (solid line) and polar cap (dashed line) regions are shown. The
dotted line indicates the “disrupted” region behind the South Bar. The polar cap
regions show what appear to be mixing between Great Eruption (1840s)-era ejecta
and earlier (pre-1800) ejecta. The South Ridge region appears to be a single feature,
but is similarly penetrated by later, faster debris. In addition, some regions of the
South Ridge appear to be decelerating, showing up as earlier ejection dates.
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Figure 11.8: Ejecta fields dates of origin. Great eruption ejecta is indicated in
green, 1790 polar ejection in purple, and 1730 ejecta in red. Also shown is the area
of “disruption” behind the South Ridge. Compare to fig. 7.1.
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relatively denser ambient medium. Furthermore, if the North Jet and wall material
is part of the same ejecta structure, this implies that Great Eruption material can
appear to be three decades older than it actually is.
Using the same logic, the 1824 ± 10 ejecta northwest of the NW lobe cap is
most likely Great Eruption ejecta that has slowed due to passage through the halo.
The small, wall-like feature in the SW quadrant is also a Great Eruption feature
that may be decelerating as it encounters the inner boundary of the South Ridge.
The material outside the southeast cap of the Homunculus is more difficult
to characterize; it seems to be a mix of decelerating Great Eruption material with
earlier ejecta.
The extra-Homunculur Great Eruption material, much like the Homunculus
itself, consists of both equatorial and polar ejecta. The equatorial ejecta—primarily
the North Jet NN and NS, and the South Bar—do not show significant deceleration,
unlike the polar material. I infer from this that earlier eruptions preferentially
deposited material deposited in the polar rather than equatorial regions.
11.5.2 c. 1790 Polar Ejection
In order to make sense out of the pre-Great Eruption debris, I will consider
features with dates of origin earlier than 1820. Furthermore, a few features have
anomalously long ages; in order not to skew the statistics, in this and the following
section, I will consider only features that have dates of origin later than 1650.
Most of the halo material above the NW cap that is not the region penetrated
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by the Great Eruption ejecta dates from the late 1700s and early 1800s. Similar
dates of origin are found for various knots and features in the SW and SE quadrants.
These features are found predominantly in the polar regions. There are a total
of 23 such features, with a a date of origin of 1793 ± 7 (SDOM). Based on this
result, I conclude that there was an ejection event in the 1790s time period that was
predominantly polar in nature.
11.5.3 c. 1730 South Ridge Ejection
The South Ridge material is kinematically distinct from the 1790 polar mate-
rial. I have identified a total of 43 features (patches and knots) in the South Ridge,
and derive a date of origin of 1733 ± 7 (SDOM) for these features. There is some
evidence of deceleration (see discussion in §11.3) in portions of the ridge; I thus
conclude that a 1733 date is most likely a lower limit and the actual event may have
occurred a decade or two later; based on the distribution of material, I conclude
that is was non-polar in nature, and fundamentally asymmetric in that most or all
of the material was ejected south and west of the central star.
11.5.4 c. 1400 ejection
One intriguing result is the close correlation of dates for the slow-moving neb-
ular feature north of the North Jet in the NE quadrant. Two separate reference
points on the feature returned results indicating an ejection date in the 1370s. This
particular feature is part of what appears to be a larger, extended structure of
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phenomenologically similar features in the WFPC2 data. Unfortunately, the other
features are outside the HRC field of view, so the statistics on a putative 1400 date
of origin are limited. Nevertheless, based on the good agreement between the two
reference points, it seems likely that an ejection around 1400 occurred and was re-
sponsible for some of the slower moving cloud-like features present to the northeast
of the central star.
11.5.5 Correlation with Photometry
Is it possible to correlate these kinematic events with observations in the his-
torical light curve data? Obviously, the Great Eruption ejecta correspond to the
1843–1844 photometric event. What about the 1790 event? According to Frew (see
Table 2, [Frew(2004)])3, observers reported a brightness of mV = 2.3 in 1752, and
brightness lower limits of mV < 2.7 in 1761.5 and 3.0 in 1773.4. An upper limit
of mV > 0.8 is reported in 1800. The next observation is reported in 1823, with
mv = 2.0. These observations are thus consistent with a photometric brightening
of ∆mV ≈ 1.5 during the period around 1800 and with a putative ejection event
around this time.
What about the 1730 event? From Frew, we have observer reports of mV = 3.4
in 1687, followed by mV > 2.0 (1710), mV > 1.0 (1738), mV = 2.3 (1752), and mV <
2.7 (1761.5). These observations are consistent with a photometric brightening of
one to two magnitudes in the period around 1740.
3Note that these observations are accorded lower credibility by Frew due, in part, to the fact
some are limits rather than values; for this reason, they are not included on his plot (reproduced
in fig. 1.3) but are included in his observational database.
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No observational data are available earlier than c. 1600, so it is impossible to
correlate the possible c. 1400 event with the photometric history of the star.
The photometry history is thus consistent with eruptions in the 1730 and
1790 timeframes, though it is clearly not definitive, given the limited accuracy and
sparseness of sampling during this period. The photometric history is silent on the
issue on any possible 1400 eruption.
The 1730 and 1790 dates fit a possible ≈ 50 year pattern for major eruptive
events, viz: significant brightening around 2000 ([Smith et al.(2000)]), significant
brightening around 1940 ([Davidson & Humphreys(1997)]; [Dorland et al.(2004b)]),
the Lesser Eruption of 1890 ([Humphreys et al.(1999)]), and the Great Eruption of
the 1840s (numerous authors, including this paper). If such a cycle does exist, the
Great Eruption should have been preceded by “events” in the 1790s and 1740s . This
may be pure coincidence; on the other hand, this may imply some fundamental 50
year quasi-cyclical property of the star or the system analogous to Damineli’s 5.52-
year spectral cycle ([Damineli(1996)]).
225
Chapter 12
Conclusions: Astrometric Results for both Binarity and Ejecta Fields
In this dissertation, the most accurate visible-imaging data available has been
used to address two significant questions: 1) is η Car a binary, and 2) what does the
material surrounding the star tell us about its history? In the following two subsec-
tions (§12.1, 12.2), the findings with respect to these questions are summarized.
Obviously, the overall model explaining what it is we observe when we look at η
Car must synthesize the binary and ejecta results. Although this is not a theoretical
paper, in the final subsection (§12.3) thoughts on integrating the results into an
overall model of the system are presented, and some possible areas of contradictions
are noted.
12.1 Binarity: Summary
In addressing the question of η Car’s binarity, a total of eight epochs of
short integration HST/ACS/HRC near ultra-violet (NUV) data were analyzed,
each consisting of four 0.1 sec exposure images at an instrument resolution of 25
mas. These 32 images were calibrated and processed. Positions of the central
star with respect to two field-reference stars were measured over the eight epochs
using a methodology that combines the distortion-correction work of J. Anderson
([Anderson & King (2004)]; [Anderson (2006)]) with a sub-pixel centroiding tech-
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nique developed in this dissertation. The overall method is shown to have residuals
at the 0.25-mas level.
η Car displays reflex motion at about the 2-mas level that is generally con-
sistent with binary motion. The physical parameters of the system—derived by
combining astrometric observational results with the work of previous authors—
indicates the system consists of a 125 M primary and 25 M secondary with a
total system semi-major axis of a = 15.6 AU and an eccentricity of e = 0.95. As a
result, separations of 0.78 AU at periastron and 32 AU at apastron are predicted1.
This orbit agrees with that of many of the more recent models (derived, for example,
from X-ray data) and excludes earlier models based primarily on spectroscopic obser-
vations which favored smaller eccentricities and similar primary/secondary masses.
Based on ionization requirements, coevality of the Tr16 stars and stellar evolution
arguments, the spectral class of the secondary is found to be O8/9 rather than WR,
and the system is dated at 600,000 years old. Other system parameters are listed
in Table 6.1.
In the current, quiescent state, neither system overflows its Roche lobe at any
time during the orbit. Due to the highly eccentric nature of the orbits, however, a
“swollen” primary or secondary would eject material away from the system’s center-
of-mass, along the orbital equatorial plane, prior to overflowing into the other star’s
Roche lobe as is typical of less eccentric orbits. Based on orbital energy considera-
tions, the Great Eruption may be linked to a possible binary capture event.
1Note that the “quiescent” radii for ηA and ηB are 0.46 and 0.14 AU, respectively
([Hillier et al.(2006)]; during the Great Eruption, the radius of the primary is estimated at 10
AU ([Davidson & Humphreys(1997)])
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12.2 Ejecta Fields: Summary
In order to address the nature and origin of the ejecta fields surrounding η
Car, two epochs of HST data were used. The first epoch consisted of six F658n
WF/PC2 images taken in 1995.4 that span integration times from 0.1 to 200 sec,
with a native pixel resolution of 45.6 mas. The second epoch consisted of sixteen
F660n ACS images taken during 2003.9, with integration times from 0.1 to 412 sec
and an instrumental pixel resolution of ≈ 25 mas. With an 8.43-year baseline and
the ACS data, this dataset represents the most accurate one available (by a factor of
two or more) for proper motion measurements of the Homunculus and surrounding
material.
These data were calibrated and reference images were created that integrated
data from a range of exposure times that optimized signal-to-noise while eliminating
saturation. Over three hundred patches were extracted from the 2003.9 reference
image from both the Homunculus and outer debris regions. These patches were
cross-correlated with both the 2003.9 and 1995.4 images, the latter after scaling
the patches in order to reverse 8.43-years of expansion. Locations were determined
for each one of these patches for both epochs, and separations from the central
star were calculated. Inter-epoch differences in separation were calculated for each
patch, yielding motion over the 8.43 year baseline. Expansion velocities and rates
were calculated from these motions. From the expansion velocities, feature ages and
dates of origin were derived.
A second method (PAM) was developed to check these results. This alternative
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method compared patch locations directly between epochs rather than separations.
This second method produced results consistent with the original, cross-correlation
methodology.
As a result, the Homunculus was dated to 1847.3 ± 1.0, with an ejection
interval upper limit of 3.3 years. As a result, the lower limit for the mass ejection
rate over the ejection interval is Ṁ > 3 M yr−1. The equatorial features were
all definitively determined to be coeval with the Homunculus, as were the entire
North Jet structure and both the South Bar and wall features. Estimates of the
date of origin for the outer debris were less precise due to significantly reduced SNR
and apparently decelerations. A polar debris structure dating from the 1790s is
indicated, and the South Ridge appears to date from the 1730s, or perhaps a decade
or two later due to correction for deceleration. Much older debris was also found,
with indications of one nebular feature dating to the fourteenth century. Inspection
of the photometric record is consistent with smaller (relative to the 1843 event)
eruptions in the 1740 and 1800 timeframes.
12.3 Towards an integrated picture
Are the binary results compatible with or contradictory to the analysis of
the ejecta? The primary findings of the binarity analysis—that η Car is a highly
eccentric binary system whose orbital period is the source of the observed 5.52-
year spectroscopic cycle—I would argue is more compatible with a single, massive
eruption than one spread out over time. These new results have revised the ejection
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interval upper limit down to 3 years, and appear to be “instrument-limited” still,
implying the actual ejection interval may be much smaller. In this sense—viz., a
very short eruption interval—the Homunculus results are consistent with the binary
model.
Another aspect where there is agreement is in terms of the equatorial streams
or jet features, i.e. the North Jet and NW equatorial “disk”2 features on the one
hand, and the South Bar, south wall and SE equatorial “disk” features on the other.
In this paper, these are definitively dated to the Great Eruption. If one adopts the ≈
10 AU diameter of η Car during the Great Eruption ([Davidson & Humphreys(1997)])
and then considers a binary system at periastron, the secondary would be inside
the primary’s swollen photosphere. Without attempting to model the stellar atmo-
spheres, one can say at a minimum that the special Roche Lobe overflow conditions
described in §5.6.5 would be met in the region around both stars; as a result, the
periastron passage would result in the ejection of material away from the system
center-of-mass along the equatorial plane and aligned along the line of apsides, which
is to say in two approximately anti-parallel jets. This is exactly what we see with
the Great Eruption equatorial features. This material may be material ejected from
the primary during periastron passage.
Finally, the ejecta pattern outside the Homunculus implies earlier events around
1790 and 1730. Is this consistent with the binary picture? As noted previously, it
is certainly consistent with the subsequent behavior of the system, which has man-
2Here, nomenclature for the equatorial features (i.e., “disk”) were used for consistency; the
results suggest there is not a coherent disk, however.
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ifested significant photometric changes every 50 years or so. It is not clear how this
would be directly related to a 5.52 year-period binary, but it may indicate some
fundamental time scale associated with variations in the primary star itself, or may
suggest the presence of a third star in a much longer period orbit. In any event, the
coincidence of this 50-year cycle with close passage of the secondary may provide





ACS Advanced Camera for Surveys. A third-generation optical
imaging instrument on the HST. As of early 2007, two
of the three ACS instrument channels (WFC and HRC) had
stopped functioning due to electronics problems.
AU Astronomical Unit, defined as the mean orbital distance
from the Earth to the Sun. 1 AU ≈ 1.5× 1011 m.
DRIZZLE Linear reconstruction algorithm used for HST data processing.
See [Fruchter & Hook(2002)].
Equatorial There are at least three possible interpretations of equatorial:
1) with respect to the Homunculus axis of symmetry, 2) w/r/t
central star rotation axis, and 3) w/r/t a binary orbital plane.
Unless otherwise noted, in this thesis, meaning 1 is implied.
Note that there is strong reason to suspect that the Homunculus
equatorial plane is closely aligned with the orbital plane.
FWHM Full width at half maximum. The full width of a distribution
measured at half the maximum value.
GO General Observing. HST term for a discrete sequence of HST
observations. Each GO is identified by a unique number.
H-D Limit Humphreys-Davidson limit. An empirical limit on how luminous
a star can be as a function of color (see fig. 1.5).
Homunculus Name given by Gaviola (1950) to the bright nebula
surrounding the primary star. Gaviola observed that the nebula
looked like a small, fat man with his arms crossed.
HRC High Resolution Channel. Part of the ACS instrument on-board
HST. Offers the highest resolution imaging available on HST.
HST Hubble Space Telescope
Hubble Flow A velocity system wherein velocity is a linear function of
distance from some reference point.
L Solar luminosities. Stellar luminosity expressed in units where
the luminosity of the Sun equals one. 1L ≈ 3.8× 1033 ergs/s.
LEddington Eddington limit. Theoretical maximum stellar
luminosity for a given mass.
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LBV Luminous Blue Variable. A class of very bright, variable stars
of which η Carinae is thought to be an extreme member.
M Solar masses. Stellar mass expressed in units where
the mass of the Sun equals one. 1M ≈ 2.0× 1030 kg.
magnitude Measure of apparent (“m”) or absolute brightness (“M”)
of an astronomical object. Magnitude is given on a log scale,
and is referenced to a specific, well-defined UV/optical/IR
passband. The zero point is typically defined by the star
Vega (α Lyrae), and each increase in magnitude
thus, a fifth magnitude star is 100 times fainter than a 0
magnitude star. Visible, or “V-band” magnitudes can be
annotated by either the exponent “v” or “m”. Absolute
magnitude, indicated by the letter “M” indicates the
apparent magnitude, referenced to a distance of 10 parsecs.
mas Milli-arcsecond. 1/1000th of one second of arc.
1 mas ≈ 4.84× 10−9 radians
MultiDRIZZLE Implementation of the DRIZZLE algorithm (see above)
which combines multiple images; see [Jedrzejewski et al.(2005)].
NIR Near infra-red.
Parsec Distance at which 1 AU appears to subtend 1 second of arc.
1 parsec ≈ 3.3 light-years, 206,265 AU, or 3.2× 1016 m.
PPE Pixel phase error. The error associated with centroiding an
undersampled point-spread fuction (see Appendix C).
PoS Plane of the sky.
SD Standard deviation of the distribution.
SDOM Standard Deviation of the Mean (as opposed to standard
deviation of the distribution).
S-Dor Sigma Doradus; “S-Dor events” are temporary reddenings in
LBVs thought to be evidence of shell ejections (see §1.3).
During a shell ejection event (or simply, a “shell event”),
bolometric luminosity is constant; as a result, the effective
surface temperature of the expanding shell (or
“psuedo-photosphere”) decreases and the star appears to
redden. When the temperature reaches the “opacity limit”
the shell effectively becomes transparent and detaches from
the star. At this point, the event terminates with the star
observed to be at
its “quiescent” color, surrounded by ejected material.
SNR Signal-to-noise ratio
STIS Space Telescope Imaging Spectrograph. Second generation
imaging spectrometer aboard HST.
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WFPC2 Wide field/planetary camera 2. A second generation HST
instrument.
WR A Wolf-Rayet star, thought to be the exposed He core of a
massive star that has evolved off the Main Sequence.
ZAMS Zero-Age Main Sequence. A star that is undergoing normal
hydrogen burning. New stars evolve “onto” the main sequence of the
Hertzsprung-Russell diagram where they spend most of their lifetime.
At the end of the hydrogen burning phase, the stars evolve “off” the
main sequence, eventually winding up as white dwarfs, neutron stars
or black holes, depending on their initial masses.
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Appendix B
Distance to η Car
Much of the discussion in this thesis centers around the luminosity of η Car.
The standard reference for the star’s bolometric luminosity is [Cox et al.(1995)],
which found Lη ≈ 5 × 106 L. This was referenced, however, to a distance of 2.5
kpc, citing “Tapia et al. (1988)” Interestingly, [Tapia et al.(1988)] determines the
distance to be 2.4± 0.2 kpc. This discrepancy is difficult to resolve, since Cox et al.
cite Tapia et al. in the text, but do not provide an entry in their reference section.
It thus appears as if the reference distance is wrong in the canonical luminosity
reference paper.
Since luminosity will vary as the square of the distance, a reduction in the
distance from 2.5 to 2.4 kpc will reduced the derived luminosity from 5 × 106 to
4.6× 106 L. More recent work suggests that η is closer than 2.4 kpc. Because the
derived luminosity depends on the square of this value, it is important to determine
the distance as accurately as possible. What is the best estimate of the distance to
η Car?
As noted in the discussion of [Cox et al.(1995)], the distance to Tr16 was
calculated to be 2.4 ± 0.2 kpc by [Tapia et al.(1988)] using analysis of interstel-
lar reddening. Using spectroscopic analysis of expansion rate of the Homuncu-
lus, [Allen & Hillier(1993)] determined the distance to be 2.2 ± 0.2 kpc. An al-
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ternate argument based on reddening was used by [Davidson & Humphreys(1997)],
which referenced work done by [Walborn(1995)] to determine the distance to be
2.3 kpc. In [Davidson et al.(2001)], expansion velocities are used to derive a value
of 2.25 ± 0.18 kpc. Using arguments of symmetry between the two lobes in the
spectroscopic/velocimetric data, [Smith(2002)] derives a value of 2.25 kpc as the
distance.
The unweighted mean value of these distances is 2.28 kpc, while the mode is
2.25 kpc. For consistency, I adopt 2.25 kpc as the reference distance to η Car, though
note that the value is far from well established. This has the effect of reducing the
derived luminosity to Lη = 4× 106 L, which is the value used in the discussion of
binarity. Should the distance turn out to be larger than 2.25 kpc, the first-order
effect would be a linear increase in the size of the primary, which would also drive
a smaller increase in the size of the secondary. Adopting 2.4 kpc as an upper limit
distance, the increase in primary mass would be approximately 7%.
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Appendix C
Gaussian Centroiding and Pixel Phase Effects
High precision stellar astrometry is dependent to a large degree on the esoteric
science of centroiding observed stellar point spread functions. Some concepts such
as “pixel phase error” (PPE)1 are not obvious. In this section, I describe some of
the basic concepts and relationships.
C.1 Centroiding for Well-Sampled PSFs: FWHM and SNR Depen-
dency
I begin by considering a simple theoretical model for centroiding. The cen-
troiding process in its simplest form consists of two steps: first, a point source is
observed, and second, a model PSF is fit to the observed data such that some metric
(typically, χ2) is minimized. The resultant centroid is the estimated position for the
observed point source.
We approximate an actual instrumental PSF using a Gaussian distribution for
purposes of this analysis. This approximation greatly simplifies the mathematical
complexity while still producing realistic results. Adopting units where the peak
amplitude is one, we can write our input PSF as:
1PPE is also known as “intra-pixel phase error,” “pixel phase bias,” and (by star tracker








where x is the pixel, x0 is the photocenter, expressed in units of pixels, y is
the measured signal for a given pixel, and σ is width in pixels of the Gaussian at
one standard deviation, . We want to understand what the centroid error (σx0) is
as a function of pixel and measured signal, so we invert the equation thus:
x0 = x− σ
√
−2 ln y (C.2)
This equation indicates that for a peak-normalized Gaussian PSF, and given a signal,
a pixel, and knowledge of the underlying width of the Gaussian PSF, we can compute
the centroid with a two-fold degeneracy (i.e., we can calculate how far it is from our
reference pixel, but cannot determine direction without another measurement).














where σy is the error in y, σx is the error in x, and σx0 is the error in x0 . In this
example, we assume the error in identifying the pixel is negligible (i.e., σx ≈ 0), so
the first term on the right hand side goes to zero. Applying the remainder of eqn.








When performing astronomical measurements, the Gaussian full width at half max-
imum (FWHM) is typically a more useful metric than the Gaussian standard devi-
ation as it is relatively straightforward to measure from the data. The relationship
between σ and the FWHM can be calculated using eqn. C.1. Substituting y = 0.5,










This result can be substituted into eqn. C.4 and that equation re-written in terms





− ln 2 ln y
σy (C.7)
This equation relates the error in measuring the intensity y to the derived error in
the position of the Gaussian centroid. We consider only the case where photon noise






−y ln 2 ln y
(C.8)
The best place along the (now inverted) Gaussian to take the measurement is
where the error is minimized. This is determined by taking the derivative of eqn.
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The centroiding error is thus minimized at y = 1
e
, or, equivalently, (x−x0) =
√
2σ ≈
1.4σ. The magnitude of the centroiding error is calculated by evaluating eqn. C.8
using this result for y, and noting the equality SNR(y) =
√
y, where SNR(y) is the












The signal to noise ratio at y is related to the peak SNR according to the following














Equation C.11 shows the functional dependence of centroiding error on FWHM and
SNR for the photon noise case, fitting a single point to one half of the PSF. It states
that the error is linearly dependent on FWHM (as in the system noise limited case)
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and inversely dependent on the peak SNR. Fitting multiple points tends to bring
the prefactor up to of order unity. The basic relationship between centroiding error,





From this equation, we see that the precision of the centroiding process is related
directly to the width of the input PSF rather than the sampling grid. Thus, for
example, for a given f/# and detector resolution2 (e.g., the HRC instrument), as one
observes at longer and longer wavelengths, the centroiding error increases linearly
with the increase in wavelength.
C.2 Centroiding under-sampled PSFs: Pixel Phase Error
Equation C.12 implies that one should minimize the FWHM and maximize
the SNR in order to achieve the smallest centroiding errors. If this were the only
consideration, astrometric instrumentation would be designed such that the entire
Airy disk were contained within a single pixel.
Of course, the assumption for the analysis is the previous section was that
the PSF was well-sampled; this assumption breaks down as the PSF approaches a
FWHM= 1 pixel. In the extreme limit, where the entire Airy disk is contained within
a single pixel, there is indeed maximum SNR, but there is no spatial information on
where within the pixel the photocenter is located. One can think of the centroiding
2Assuming a well-sampled PSF.
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process as a sort of balance in which the relative intensities in the pixels adjacent
to the central one provide the information about where within the central pixel the
photocenter lies.
Figure C.1 is a grid of sampling and pixel phase offsets that graphically il-
lustrate the errors that develop as sampling decreases below a critical threshold.
Along the top row, the input Gaussian PSF (dashed line), the pixelated detector
response (solid line), and the calculated Gaussian fit (dotted line) are shown for a
sampling of FWHM = 2.5 pixels for three photocenter offsets: 1) 0.0 pixels, i.e.,
the photocenter is coincident with the pixel center; 2) 0.25 pixels; and 3) 0.5 pixels,
where the photocenter lies along a pixel boundary. The second and third rows show





























































































































































































At 2.5 pixels FWHM, the Gaussian fit to the detector response is a close match
to the input PSF. There are slight mismatches on amplitude and width, but the
centroid error is negligible. At 1.25 pixels FWHM, however, significant errors begin
to develop. The photons in pixel +1, for example, are all equally weighted in terms
of distance from the photocenter, despite the fact that virtually all of the photons
entered the pixel near the boundary with pixel 0. This results in a significant
overestimate of width, underestimate of peak amplitude, and a centroiding offset
error. Because the fitting routine does not have sufficient spatial information, as
the input detector response becomes asymmetric, the fitting algorithm develops a
bias. This bias, or offset, is a function of the asymmetry of the detector response
function. It is minimized at pixel phases 0 (photocenter = center of pixel) and 0.5
(photocenter = boundary of pixels) where the detector response is symmetric, and
maximized at phase 0.25 (photocenter is halfway between center and boundary)
where it is asymmetric. This pixel phase error (PPE) can be seen in the figure as an
offset between the vertical lines indicating actual (dashed) and calculated (dotted)
photocenters at photocenter offset 0.25 pixels. The bias can be seen for both FWHM
=1.25 (slight) and FWHM=0.675 (more pronounced) pixel sampling cases.
C.3 Optimal Sampling: A Simulation
For many applications, PPE is not an issue. For high precision astrometry,
however, it is. The optimal sampling for astrometry can be calculated by varying
the FWHM for a given input signal strength, and calculating both the random
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Figure C.2: Total centroiding error: simulation results. Total centroiding error is
shown as a function of FWHM sampling. Also shown are the component error
sources, i.e., random centroiding error and pixel phase error.
centroiding error (§C.1) and the PPE (§C.2). Fig. C.2 shows the results from a
simulation of the centroiding process run over a variety of pixel phases for a total
signal strength of 10,000 photons.
As shown in the figure, for a given SNR (=100), centroiding accuracy decreases
linearly with FWHM in the well sampled (FWHM> 2 pixels) regime. At around a
sampling of FWHM ≈ 2.3 pixels, however, PPE begins to arise. At around FWHM
≈ 1.7 pixels, the two error sources cross and PPE becomes the dominant source of
error. The total error, which is estimated as the root sum square of the random
and PPE errors is minimized at around FWHM ≈ 2.0 pixels. For this particular
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scenario, this is the optimal sampling for astrometric precision. At higher sampling,
noise degrades the centroiding result, while at lower sampling, PPE does.
It should be noted that this analysis is a general discussion of errors associ-
ated with centroiding of astrometric images. The particular performance curve for
any given instrument will be strongly dependent on the specifics of the instrument
along with other considerations such as noise, dark current, PSFs, distortion, etc.
The performance parameters of the HRC instrument for certain, specific filters are
discussed in some detail in Chapter 3.
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