The performance of the Gibbs sampling procedure for the three-parameter normal ogive (3PNO) IRT model was investigated using Monte Carlo simulations. Model parameters were estimated for tests with 10, 20, and 40 items and samples of 100, 300, 500, and 1000 examinees, where different actual values and prior specifications were considered for the item parameters. Summary statistics showed that this procedure was more affected by the choice of the prior distributions for the three-parameter model than the two-parameter model. For the 3PNO model, appropriate informative priors with relatively small spread should be adopted for the slope and intercept parameters to obtain more efficient and accurate MCMC estimates when sample sizes are not large and/or tests are not long enough. When it is not clear whether the prior information is appropriate, informative priors with small prior variances are not recommended.
Introduction
With current enhanced computational technology and the emergence of Markov chain Monte Carlo (MCMC) simulation techniques (e.g., Chib & Greenberg, 1995) , the methodology for parameter estimation with item response theory (IRT) models has rapidly moved to a fully Bayesian approach. MCMC has been developed for various unidimensional item response models (e.g., Albert, 1992; Johnson & Albert, 1999; Patz & Junker, 1999a) . However, it is not clear if the choice of the prior distributions for item parameters affects the performance of the procedure. This study is hence focusing on the impact of the prior specification on MCMC estimates of the model parameters.
For years, the standard methodology for parameter estimation in the IRT literature has been focusing on first calibrating item parameters by treating person parameters as missing data, and then using the estimated item parameters when making inference on persons. This marginal maximum likelihood (MML) estimation or the later emerged marginal Bayesian (MB; Mislevy, 1986) estimation, in spite of being less computational demanding compared with the MCMC estimation, suffers from a crucial drawback: it does not allow one to model the dependencies among parameters and sources of uncertainty (Patz & Junker, 1999a; Tsutakawa & Johnson, 1990; Tsutakawa & Soltys, 1988) . Hence, MCMC methods present an alternative to MML or MB and offer promise for IRT parameter estimation.
MCMC is powerful for complicated models where the probabilities or expectations are intractable by analytical methods or other numerical approaches. Its methods have been influential in modern Bayesian analyses where they are used to summarize the posterior distributions that arise in the context of the Bayesian prior-posterior framework (e.g., Carlin & Louis, 2000; Chib & Greenberg, 1995; Gelfand & Smith, 1990; Gelman, Carlin, Stern, & Rubin, 2003; Tanner & Wong, 1987) . MCMC methods have proved useful in practically all aspects of Bayesian inference, such as parameter estimation and model comparisons. A key reason for the widespread interest in the MCMC method is that they are extremely general and flexible and hence can be used to sample univariate and multivariate distributions when other methods (e.g., MML) either fail or are difficult to implement. The rationale behind using MCMC has been given by Hastings (1970) and Metropolis and Ulam (1949) , and the empirical advantage of using MCMC with IRT models has been provided by Wollack, Bolt, Cohen, and Lee (2002) , among others. One of the simplest MCMC algorithms is Gibbs sampling (Casella & George, 1992; Gelfand & Smith, 1990; Geman & Geman, 1984) , which has very attractive theoretical properties of being geometrically ergodic and converging very quickly relative to other algorithms (e.g., Altman, Gill, & McDonald, 2004) . The method is straightforward to implement when each full conditional distribution associated with a particular multivariate posterior distribution is a known distribution that is easy to sample. Gibbs sampling was first applied to IRT models by Albert (1992;  see also Baker, 1998) , who worked out the full conditional distributions for a two-parameter normal ogive (2PNO; e.g., Lord & Novick, 1968 ) model using the data augmentation idea of Tanner and Wong (1987) , which helps accelerate convergence and hence improves the efficiency of the Gibbs sampler (e.g., Gelman et al., 2003) . With no prior information concerning the item parameters, non-informative priors were adopted in their implementation so that inference was based solely on the data. Sahu (2002;  see also Johnson & Albert, 1999) further generalized the approach to the three-parameter normal ogive (3PNO; Lord, 1980) model. Recent studies have utilized this Bayesian procedure for 3PNO models (e.g., Béguin & Glas, 2001; Glas & Meijer, 2003) . In these applications, the investigators switched to using informative priors for the item parameters. It is understood that with an additional parameter, the 3PNO model is more complex than the 2PNO model, and hence suspected that the specification of prior distributions has a relatively larger effect on the Gibbs sampling procedure for the 3PNO model.
In the IRT literature, it is well accepted that large sample sizes are needed to estimate model parameters (e.g., Swaminathan & Gifford, 1983) , which makes IRT less applicable in small sample situations. However, a major characteristic of Bayesian analysis is its ability to construct prior distributions for model parameters, which has been particularly useful for small datasets. Imposing an informative prior distribution on any parameter has the effect of constraining its estimate from assuming unreasonable values. Indeed, studies on the performance of the MB or similar Bayesian estimation have shown that by incorporating prior information about item parameters, model parameters can be estimated more accurately with smaller sample sizes (Lim & Drasgow, 1990; Mislevy, 1986; Swaminathan & Gifford, 1983 , 1985 , 1986 ).
In particular, for the three-parameter model, the use of informative priors for item parameters, especially those in the form of judge's ratings, has been found to substantially improve parameter estimation in small sample situations (Swaminathan & Gifford, 1986; Swaminathan et al., 2003) .
With respect to informative priors, the variance of a prior distribution plays a critical role in estimating parameters, as small prior variances result in Bayesian estimates that are closer to the mean of the prior distribution than do larger variances. Hence, if the prior distribution is appropriately specified, the estimates will be less likely to take unreasonable values. Research investigating parameter recovery for two-parameter IRT models using the MB estimation suggests that prior variances have little effect on accurate estimates of model parameters in large datasets (Baker, 1990) . However, they do make a difference in small datasets, where larger prior variances lead to a less accurate parameter estimation (Harwell & Janosky, 1991) . It has to be emphasized that this property relies on the specification of appropriate prior distributions, as inappropriate choices of priors can lead to biased estimates and consequently incorrect inferences (Mislevy, 1986) . However, little empirical evidence is available on whether prior variances play a critical role in reducing bias introduced by misspecificed priors on the quality of item parameter estimation.
In view of the above, this study is hence to investigate the impact of the choice of informative and non-informative prior distributions on the 3PNO model parameter estimates using Gibbs sampling, the relationship between sample sizes and the specification of prior distributions on the accuracy with which model parameters are estimated, as well as the role of prior variances in the quality of MCMC estimates. The results should help define limits on the appropriate use of the Gibbs sampler in accurate estimation of the IRT model parameters.
It has to be noted that when the full conditional distributions cannot be obtained in closed form, more complicated MCMC procedures have to be adopted. For example, Junker (1999a, 1999b ) adopted Metropolis-Hastings within Gibbs (Chib & Greenberg, 1995) for the two-parameter logistic (2PL) and the three-parameter logistic (3PL) models. As Gibbs sampling is relatively easier to implement compared with other MCMC algorithms (Gelman et al., 2003) , and the logistic and normal ogive models are identical in model fit or parameter estimates (Birnbaum, 1968; Embretson & Reise, 2000) , the MCMC procedures for logistic models are not considered in this study.
The remainder of the paper is organized as follows. The 3PNO IRT model, as well as the 2PNO model, is briefly outlined in Section 2, with a description of the Gibbs sampler and prior specifications for the model parameters. Section 3 presents a simulation study on the sensitivity analysis with the 3PNO model where sample sizes, test lengths, choices of the prior distributions for item parameters, and distances between item parameters and their prior means are taken into consideration. For the purpose of comparisons, a similar simulation study is presented in Section 4 pertaining to the sensitivity analysis with the simpler 2PNO model. Finally, a few summary remarks are provided in Section 5.
Model and the Gibbs sampling procedure
The unidimensional IRT model provides a fundamental framework in modeling the person-item interaction by assuming one ability dimension. The conventional 2PNO model and the 3PNO model are defined as
and
respectively, where α j is the slope parameter describing the item discrimination, β j is the intercept parameter that is associated with item difficulty β * j such that β j = α j β * j , γ j , is the pseudo-chance-level parameter, and θ i is a scalar ability parameter. The three-parameter model is theoretically more appealing and is applicable to a variety of testing situations where the one-or two-parameter models may be inadequate. However, it leads to estimation problems especially when using the maximum likelihood method (cf. Embretson & Reise, 2000) .
Gibbs sampling is one member of a class of MCMC methods that may be used to obtain item and person parameter estimates simultaneously. It is applicable when the joint distribution is not known explicitly, but the conditional distribution of each variable is known. Its general underlying strategy is to iteratively sample each item parameter, e.g., ξ j , where ξ j = (α j , β j ) , and person parameter, θ i , from its own posterior distribution, conditional on the sampled values of all other person and item parameters, with starting values ξ (0) j and θ (0) i . This iterative process continues for a sufficient number of samples after the posterior distributions converge to stationary distributions (a phase referred to as burn-in). As with standard Monte Carlo, the posterior means of all the samples collected after burn-in are considered as estimates of the true parameters ξ j and θ i .
For a detailed illustration of the Gibbs sampling procedure for the 3PNO model, see Béguin and Glas (2001) or Glas and Meijer (2003) .This procedure was implemented using MATLAB (Mathworks, Inc., 2005) in this study.
A prior distribution has to be imposed on each model parameter to implement the Gibbs sampler. In the literature, before the fully Bayesian method was developed for IRT models in the 1990s, the MB or similar Bayesian estimation has been the standard estimation method, in which the logistic form is mathematically easier with respect to numerical integration involved in the procedure. Hence, specifications of the prior distributions for item parameters in the logistic IRT model as well as their effect have been well studied (e.g., Gifford & Swaminathan, 1990; Harwell & Janosky, 1991; Lim & Drasgow, 1990; Mislevy, 1986; Swaminathan & Gifford, 1982 , 1985 , 1986 Swaminathan et al., 2003) . The choice of prior distributions for a particular parameter is arbitrary. However, only a limited number have been used in practice and investigated in the simulation studies. With prior information, a lognormal prior is usually chosen for α j as the theory assumes an increasing probability function, and normal priors with specific location and scale parameters are considered for θ i and β j in the logistic model (Baker, 1990; Harwell & Janosky, 1991; Lim & Drasgow, 1990; Yen, 1987) . Moreover, since γ j ranges from 0 to 1, a beta prior is recommended (Swaminathan & Gifford, 1986) .
As logistic and normal ogive models are essentially indistinguishable given proper scaling, their prior specifications are not supposed to differ much. Indeed, for normal ogive models, a standard normal prior is commonly adopted for the person parameter θ i (Albert, 1992; Baker, 1998; Béguin & Glas, 2001; Glas & Meijer, 2003; Johnson & Albert, 1999) so that unique scaling is ensured and hence a particular identification problem in the 2PNO or 3PNO model can be resolved (see e.g. Albert 1992 for a description of the problem). With prior information, a beta prior distribution is usually assumed for γ j and a normal prior is assumed for β j (Béguin & Glas, 2001; Glas & Meijer, 2003; Johnson & Albert, 1999; Sahu, 2002) . For α j , Béguin and Glas (2001) and Glas and Meijer (2003) adopted a lognormal prior in their applications of MCMC for the 3PNO model. However, this prior specification would fail to lead to closed-form full conditional distributions, which makes it impossible to implement the Gibbs sampler. For this particular reason, Sahu (2002) considered a truncated normal prior for α j , which is "advantageous to work on because of conjugacy" (p.220). Conjugate priors, in spite of being occasionally criticized as being too restrictive, are computationally convenient, interpretable as additional data, and flexible enough in the highly parameterized model setting (e.g., Berger, 1985; Carlin, 1996; Carlin & Louis, 2000; Gelman et al., 2003) .
Therefore, due to the reasons that they result in closed-form full conditional distributions and that the focus of this study is on the Gibbs sampler, certain conjugate priors are considered in this study for item parameters in the 2PNO and 3PNO models when there is prior information so that
, and γ j ∼ Beta (a, b) . Values of the hyperparameters in the prior distributions are specified differently given the prior information. It is noted that smaller values of σ 2 α and σ 2 β , while larger values of a and b lead to more precise prior information. In practice, a and b can be chosen in a way that E(γ j ) = a a + b is some pre-specified value, such as 1/M , where M denotes the number of alternatives in a multiple-choice test (Swaminathan & Gifford, 1986 ). Alternatively, it is possible to estimate the hyperparameters if they are unknown, in which case, suitable prior distributions have to be specified for them (see e.g., Swaminathan & Gifford, 1982 , 1985 , 1986 . This approach, however, has not been pursued in this study.
Simulation 1

Method
To investigate the impact of the choice of the prior distributions on the 3PNO model parameter estimates using Gibbs sampling, a simulation study was carried out, where four factors were manipulated, namely, sample sizes, test lengths, specifications of prior distributions for the item parameters, and distances between true item parameters and their prior means. Item responses for n individuals (n = 100, 300, 500, 1000) and k items (k = 10, 20, 40) were generated according to the 3PNO model, as defined in (2), where ability parameters were generated as samples from a standard normal distribution, and item parameters were generated from uniform distributions as described on the following page.
When implementing Sahu's (2002) Gibbs sampling procedure, three prior distributions were considered for γ j (prior γ ). They were (1) Beta(1, 1), a flat prior; (2) Beta(2, 7), with a mean of approximately 0.22 (corresponding to an examinee's choosing one of the four options in a multiple choice item randomly) and a standard deviation of about 0.131; and (3) Beta(5, 17), following Zimowski, Muraki, Mislevy and Bock (2003) , which has a similar mean as Beta(2, 7) but a smaller variability. In addition, four ways of setting the prior distributions for α j (prior α ) or β j (prior β ) were considered such that each had 1. a non-informative uniform prior, i.e., p(α j ) > 0 or p(β j ) ∝ 1; 2. a non-informative proper prior with a large prior variance, i.e., It's noted that only uniform and conjugate normal priors were considered for α j and β j . In addition, the last three prior specifications differ only in the value of the scale hyperparameters, as a major focus of this study was on the effect of prior variances on the quality of posterior estimates.The effect of prior specification was investigated independently for each item parameter, holding prior densities for the other parameters constant so that α j ∼ N (0,∞) (0, 1), β j ∼ N (0, 1), and/or γ j ∼ Beta(1, 1).
For generating item responses, the true item parameters were set to be about −1, 0, 2, 4 and 6 standard deviations away from the center location of their last prior specification illustrated previously. In particular, the prior density α j ∼ N (0,∞) (0, 1) centers at about .80 with a standard deviation of about .603, β j ∼ N (0, 1) centers at 0 with a standard deviation of 1, and γ j ∼ Beta(5, 17) centers at about .23 with a standard deviation of about .087. The actual α j values considered in this study were thus generated from five uniform distributions U (.1, .3), U(.7, .9) , U(1.9, 2.1), U(3.1, 3.3) and U(4.3, 4.5), corresponding to the five distances relative to the prior mean. Similarly, the actual β j values were generated from U(−1.1, −.9), U(−.1, .1), U(1.9, 2.1), U(3.9, 4.1), U(5.9, 6.1), and the actual γ j values were generated from U (.13, .15), U(.22, .24), U(.39, .41), U(.57, .59), U(.74, .76) . It is noted that when the true parameters are −1, 0, or 2 standard deviations away from their prior mean, the corresponding informative prior specification is appropriate as the true parameters are within its range, whereas when the true parameters are 4 or 6 standard deviations away, the corresponding prior is misspecified. Again, the effect of distances between true parameters and their prior means was investigated independently for each item parameter so that the others were generated as samples from α j ∼ U (0, 2), β j ∼ U (−2, 2), and/or γ j ∼ U (.05, .25).
The Gibbs sampling procedure was implemented where 10,000 to 50,000 iterations were obtained with the first half set as burn-in. Convergence was evaluated using the Gelman-Rubin R (Gelman & Rubin, 1992) statistic. The usual practice is using multiple Markov chains from different starting points. Alternatively, a single chain can be divided into sub-chains so that convergence is assessed by comparing the between and within sub-chain variance (Fox, 2007) . Since a single chain is less wasteful in the number of iterations needed, the latter approach was adopted. For each Markov chain, the initial values were set to be α j = 1, β j = 0, and γ j = .2 for all items j and θ i = 0 for all persons i. After discarding the burn-in samples, the chain was then separated into five sub-chains of equal length and the R statistic was calculated following the procedure by Gelman and Rubin (1992) . Convergence can also be monitored visually using time series graphs of the simulated sequence, such as the trace plot and the running mean plot shown in Figure 1 for one item. However, inspection of such plots has been criticized for being unreliable and unwieldy in the presence of a large number of model parameters (Gelman et al., 2003; Nylander, Wilgenbusch, Warren, & Swofford, 2008) . The R statistic obtained from using a single chain was hence the major approach for assessing convergence in this study.
For each simulated scenario, 100 replications were conducted to avoid erroneous results in estimation due to sampling error. The accuracy of item parameter estimates was evaluated using the root mean square error (RMSE ) and bias. Let τ denote the true value of a parameter (α j , β j , or γ j ) and t r its estimate in the rth replication (r = 1, . . . , R). The RMSE is defined as
and the bias is defined as
These quantities were averaged over items to provide summary indices.
Results
It is noted that when imposing an informative prior on α j or β j , all the chains converged to their stationary distributions within 10,000 to 50,000 iterations. Specifically, when the prior variance for α j or β j was small, e.g., 1, all the Markov chains reached stationarity with a run length of 10,000 to 30,000 iterations. It is when α j or β j was imposed with a larger prior variance, i.e., 4, that substantially more iterations were needed for the chains to converge. On the other hand, with non-informative priors (either uniform priors or conjugate normal priors with a large variance), stationarity was not reached even with a run length of 50,000 iterations when k ≤ 40 and n ≤ 1000, and hence their results are not reported. A close examination of the Gelman-Rubin R statistic at each replication indicates that with larger n and/or k, the Markov chains were more likely to reach stationarity. Hence, convergence can be improved by increasing the numbers of participants (n) and items (k).
The average Gelman-Rubin R statistics as well as the average RMSE and bias values for estimating α j , β j and γ j are summarized in Tables 1, 2 and 3, respectively, where those associated with non-informative prior α and prior β are not displayed. A close examination of these values in Tables 1 and 2 leads to the following observations: 1). With a non-informative uniform prior specified for α j or β j , convergence was not observed in the Markov chains regardless of sample sizes, test lengths, or the actual values of these parameters. This is not surprising, as improper noninformative prior specifications lead to an improper joint posterior distribution for this model (Albert & Ghosh, 2000) . On the other hand, imposing a proper non-informative prior α or prior β with a large variance did not seem to improve convergence. 2). Setting the prior variance for α j or β j to be relatively small helped with convergence, although it has to be noted that when β j took values of (3.9, 4.1) and (5.9, 6.1), the Markov chains displayed relatively worse convergence within the simulated iterations using the second specification of prior β where the prior variance was 4. was 1 tended to result in smaller average RMSE and bias in estimating α j or β j when the true parameters were about −1, 0, or 2 standard deviations away from the prior mean of this specification, but it tended to result in consistently larger average RMSE and bias when the true parameters were about 4 or 6 standard deviations away. It is noted that the true parameters that are about 4 or 6 standard deviations away from the mean of α j ∼ N (0,∞) (0, 1) or β j ∼ N (0, 1) are 2 or 3 standard deviations away from the mean of α j ∼ N (0,∞) (0, 4) or β j ∼ N (0, 4). 5). When α j or β j took values of (1.9, 2.1), which were about 1 standard deviation away from the prior mean of α j ∼ N (0,∞) (0, 4) or β j ∼ N (0, 4), but 2 standard deviations away from the prior mean of α j ∼ N (0,∞) (0, 1) or β j ∼ N (0, 1), the former prior specification resulted in positive average bias, whereas the latter resulted in negative average bias. Further, both specifications resulted in negative bias when the true parameters were greater than 3, indicating that they tended to underestimate α j or β j when these parameters were large (i.e., 2 or more standard deviations away from their prior means). 6). A comparison among the five ranges of true parameters indicates that β j ∼ N (0, 4) consistently resulted in smaller average RMSE and bias when β j took values of (1.9, 2.1), whereas β j ∼ N (0, 1) consistently resulted in smaller RMSE and bias when β j were (−.1, .1). On the other hand, α j ∼ N (0,∞) (0, 4) tended to result in smaller RMSE when α j were (.1, .3) and smaller bias when the true parameters were (1.9, 2.1), whereas α j ∼ N (0,∞) (0, 1) tended to result in smaller RMSE and bias when α j were (.7, .9). Hence, these two prior specifications tended to perform better when α j or β j were within ± 1 standard deviation away from their prior means.
In general, sample sizes, test lengths, prior specifications, and distances between true parameters and prior means are the four key factors in the recovery of α j or β j . When sample sizes and/or test lengths are not large enough, less informative priors either fail to converge or require an extremely long chain to converge, which is computational demanding. Alternatively, when actual item parameters are not far from their prior means, informative prior α and prior β , especially those with relatively smaller spread, help accelerate convergence of Markov chains and consequently result in a more efficient and accurate estimation of the slope and intercept parameters. On the other hand, the non-convergence problem resulted from non-informative priors is less serious with increased sample sizes and/or test lengths, as the likelihood gets more informative. Hence, the choice of non-informative versus informative prior α or prior β does make a difference in the quality of α j or β j estimates. Since informative priors are recommended to be adopted for α j or β j to improve convergence, care has to be taken in noting whether the true parameters are within the range of the prior distribution. If not, the prior densities are inappropriate and tend to result in increased bias and error in estimation. It is noted that bias is relatively small when true parameters are close to (i.e., within ± 2 standard deviations away from) their prior means, but it increases when these parameters are farther away from their prior means. For situations where stationarity has been reached for α j or β j , sample sizes play an important role in improving the accuracy of their posterior estimates. Indeed, Figure  2 displays the prior, likelihood and posterior density plots for an item parameter under various sample size conditions. It is clear from the figure that with small sample sizes, the posterior estimate is more affected by the prior specification, as less information can be drawn from the data (the likelihood). Additional data provide more information concerning the value of this parameter and hence the posterior estimate can be more accurate given an increased sample size.
Slightly different results were obtained regarding the recovery of the guessing or the chance level parameter (γ j ). Specifically, with either a non-informative or an informative prior γ , the Gibbs sampler gave rise to Gelman-Rubin R statistics close to 1 regardless of sample sizes or test lengths, indicating that convergence had been reached within 30,000 iterations. This is different from the previous finding with estimating α j or β j . With respect to the posterior estimates of γ j , increased n or k tended to, though not always, decrease the average RMSE and bias. A comparison among the five ranges of true parameters indicates that with the flat prior, Beta(1, 1), smaller average RMSE and bias were obtained when γ j were about .4 or larger, where the posterior estimates tended to underestimate γ j with a negative bias. On the other hand, with informative prior γ , smaller RMSE and bias were obtained when γ j were about .23, at which point, bias started to be negative. Among the two informative priors, Beta(2, 7) and Beta(5, 17), the latter has a smaller spread and performed better when γ j were close to zero, but when γ j were about .4 and larger, the former was preferred. This agrees with the finding with α j or β j in that Beta(5, 17) was less appropriate than Beta(2, 7) for the last three ranges of true parameters, as they were farther away from the mean of Beta(5, 17) than that of Beta(2, 7). Further, compared with the flat prior γ , the two informative priors performed better in recovering γ j when the true parameters were close to zero, but worse when the true parameters were away from zero. Comparing Table 3 with Table 1 or Table 2 , one may note that various levels of prior specifications, actual values, sample sizes, or test lengths did not seem to result in RMSE or bias values for γ j as large or different as those for α j or β j . However, this does not imply that these factors have considerably less effect on the accurate estimation of γ j than the other item parameters. The smaller RMSE or bias values and hence differences are largely due to the fact that the full conditional distribution of γ j is a beta distribution, which prevents their posterior samples from assuming values beyond the range of 0 and 1.
Hence, in general, relatively informative priors are suggested for item slope and intercept parameters in the 3PNO model particularly when sample sizes and/or test lengths are not very large. For the guessing parameter, both non-informative and informative priors can be adopted, with the latter being recommended for true parameters being close to zero, and the former being recommended for true parameters being relatively large. When specifying informative priors, one has to make sure that a small spread is only adopted when the true parameters are close to their prior means. If they are away from their prior means, small prior variances are more likely to result in biased MCMC estimates, as the posterior samples are restricted to take on values closer to the prior means. In this case, a relatively larger spread will need to be adopted to reduce bias and improve the accuracy of the posterior estimates. Furthermore, the bias introduced by prior means that are not close to actual item parameters may be lessened by increasing sample sizes so that the likelihood becomes more informative. One shall note that these findings on the use of informative priors agree with what is offered by the existing literature in Bayesian statistics (e.g., Gelman, Carlin, Stern, & Rubin, 2003) .
Simulation 2
Method
For the purpose of comparisons, a similar simulation was carried out with the Gibbs sampling procedure for the 2PNO model, where four sample sizes (n = 100, 300, 500, 1000), three test lengths (k = 10, 20, 40), four prior distributions for α j (prior α ) or β j (prior β ), as listed in the previous section, and five distances (−1, 0, 2, 4, and 6 standard deviations) between true item parameters and the center location of their last prior specifications were considered. Item responses were generated using the 2PNO model, as is shown in (1), where ability parameters were generated as samples from a standard normal distribution. For each item parameter under investigation, the other parameter was generated as samples from a uniform distribution so that α j ∼ U (0, 2) or β j ∼ U (−2, 2), and was specified to assume a prior density of α j ∼ N (0,∞) (0, 1) or β j ∼ N (0, 1). The initial values used in the Gibbs sampling procedure were α j = 1 and β j = 0 for all items and θ i = 0 for all persons. 10,000 to 50,000 iterations of the Gibbs sampling were obtained with the first half set as burn-in and the posterior expectations of the Gibbs samples were obtained as the posterior estimates. With 100 replications, the accuracy of parameter estimates was evaluated using the RMSE and bias, as defined in (3) and (4). Their values were averaged over items to provide summary indices.
Results
For each implementation of the Gibbs sampler involved in this simulation study, convergence was assessed using the Gelman-Rubin R statistic via the single chain approach.The average Gelman-Rubin R statistic, together with the average RMSE and bias values for α j and β j are displayed in Tables 4 and 5 . From the results, the following remarks can be made concerning the recovery of α j and β j in the 2PNO model using Gibbs sampling: 1). When β j took values of (3.9, 4.1) and (5.9, 6.1), improper or proper noninformative prior β did not give rise to converged Markov chains within 50,000 iterations and hence their results are not reported in Table 4 . Further, the average Gelman-Rubin R statistics for posterior samples of α j with n = 100 and k = 40 were somewhat large when α j took values of (3.1, 3.3) and (4.3, 4.5) (see Table 3 ), indicating that the Markov chains did not converge within 50,000 iterations. Stationarity had been reached under the other scenarios, although it has to be noted that with smaller sample sizes or test lengths, the Markov chains required more iterations to reach convergence. 2). Increased sample sizes (n), though not necessarily increased test lengths (k) tended to reduce bias and hence improve the accuracy of the estimation of α j or β j . Sample sizes seemed to play a bigger role. This is consistent with the findings from the 3PNO model. 3). Regardless of prior specifications, relatively smaller average RMSE and bias were obtained when α j were about (.1, .3) and β j were about (−.1, .1), i.e., when they were close to zero. This is slightly different from what was observed with the 3PNO model. 4). The two non-informative priors performed fairly similarly in estimating α j or β j .
It is noted that among them, the proper prior α j ∼ N (0,∞) (0, 10 10 ) was slightly better in estimating α j when the actual parameters were close to zero, and the improper prior p(α j ) > 0 was slightly better when α j were large. This general pattern was not observed for β j given that convergence was not reached when β j were large. 5). Among the two informative priors considered for α j or β j , the one with a smaller spread tended to perform better only when the true parameters were within the range of its distribution and sample sizes were not large. When sample sizes increased, non-informative priors tended to result in RMSE and bias closer to those resulted from appropriately specified informative priors. It is noted that the two informative priors tended to underestimate α j with a negative bias when they were large. This was, however, not observed with the non-informative priors, indicating that they allow occasionally large values for α j . 6). Comparing among the four prior specifications, we see that when sample sizes were small, informative priors were preferred provided that the true parameters were within the range of its distribution; when sample sizes increased, the difference between appropriate informative priors and non-informative priors became negligible. These results agree with the findings by Baker (1992) and Harwell and Janosky (1991) on the use of the MB estimation for the two-parameter model. Further, when true parameters were outside of the range of the prior density, the estimates tended to have a large bias and estimation error. 7). As was expected, α j and β j are estimated more accurately in the 2PNO model than in the more complex 3PNO model. Tables 1 and 2 vs. Tables 4 and 5 suggests that when true parameters of α j or β j were four or six standard deviations away from their prior means, the quality of parameter estimates in the 3PNO model was affected more than that in the 2PNO model. Furthermore, large values of β j , e.g., (3.9, 4.1) and (5.9, 6.1), had a considerably greater effect on their posterior estimates in the 3PNO model than in the 2PNO model, particularly when sample sizes were large. Consequently, similar yet slightly different conclusions can be drawn regarding the effects of sample sizes, test lengths, prior specifications, and distances between true parameters and prior means on parameter estimation in the 2PNO model. Specifically, non-informative priors can be specified for item slope and intercept parameters provided that the true intercept parameters are not very far from zero. With no prior information, specifying proper or improper prior densities does not result in much different estimates of the 2PNO model. When sample sizes are small and the true item parameters are close to the prior mean, a relatively small spread tends to help with convergence of the Markov chain and accuracy in estimating item parameters. However, when the true parameters are far away from the prior mean, small prior variances tend to result in biased and inaccurate MCMC estimates. In addition, with the same test length, the effect of misspecified priors can be offset by increasing sample sizes. Table 4 : Average Gelman−Rubin R, RMSE and bias for recovering the discrimination parameter (α) in the 2PNO model. R RMSE bias prior true n = 100 n = 300 n = 500 n = 1000 n = 100 n = 300 n = 500 n = 1000 n = 100 n = 300 n = 500 n = 1000 k =10
A comparison of
Unif ( 177 −0.208 −0.105 −0.057 −0.035 (3.1, 3. 3) 1.018 1.029 1.038
1.074 1.350 0.954 0.770 0.569 −1.324 −0.921 −0.737 −0.539 (4.3, 4.5) 317 −0.702 −0.438 −0.348 −0.223 (4.3, 4.5) true n = 100 n = 300 n = 500 n = 1000 n = 100 n = 300 n = 500 n = 1000 n = 100 n = 300 n = 500 n = 1000 k =10
Unif (−1.1, −0.9) 
Discussion
In summary, the simulation studies on the performance of Gibbs sampling procedures do suggest that with the introduction of the pseudo-chance level parameter, the 3PNO model is more affected by the choice of the prior distributions, especially those for the slope (or discrimination) and intercept parameters, than the 2PNO model using the Gibbs sampler. For the 2PNO model, parameter estimation is not sensitive to the choice of the prior distributions when sample sizes are relatively large (e.g., 1000 or more subjects). To make prior densities to be not informative, one can choose uniform priors or set prior variances to be extremely large. These priors, however, create problem in convergence when the intercept parameters are outside of (−4, 4) regardless of sample sizes, and are therefore not recommended in such situations for the 2PNO model. On the other hand, nonconvergence poses a critical issue for the 3PNO model if non-informative prior densities are adopted for the item slope and intercept parameters even for large datasets. Improper priors have to be avoided for these parameters, as the 3PNO model, defined in (2), can be viewed as a mixture model with two components, i.e., 1 and Φ(α j , θ i − β j ), so the probability of an observation coming from a component is γ j or 1 − γ j . It is said that the prior for the non-component parameter of the mixture (γ j in this context) can be chosen in a typical fashion (Richardson & Green, 1997) , and further that improper priors for component specific parameters (e.g., α j , β j ) are not recommended, as the joint posterior distribution is not defined and parameter estimates are likely to be unstable (see Diebolt & Robert, 1994; Mengersen & Robert, 1996; and Roeder & Wasserman, 1997 for discussion of choice of priors for mixture model problems). This is in accordance with the empirical results obtained from the first simulation study, where unstable estimates resulted from specifying non-informative uniform priors for the slope and intercept parameters but not from specifying flat priors for the chance level parameter. Moreover, the simulation study indicates that even proper non-informative priors with σ is hence recommended that informative priors be adopted for the slope and intercept parameters to ensure convergence of the Markov chains and consequently to obtain valid and accurate posterior estimates. With respect to the chance level parameters, although the choice between non-informative vs. informative priors has relatively little impact on their posterior estimates, informative priors, such as Beta(2, 7) or Beta(5, 17), are suggested if the true parameters are close to 0 and a flat Beta(1, 1) prior shall be adopted if the true parameters are away from 0. For both 2PNO and 3PNO models, sample sizes play a more important role than test lengths, though it has to be pointed out that increased sample sizes tend to have a relatively larger effect on the posterior estimates of slope parameters than those of intercept parameters in the 3PNO model. The informative priors considered in this study result in relatively smaller bias and error when the actual parameters in the 2PNO model are close to 0 and when the actual parameters in the 3PNO models are within ±1 standard deviations away from their means. Further, with these priors, the Gibbs sampler for the 3PNO model with n = 1000 performs even worse than the that for the 2PNO model with n = 100, indicating that the complexity of the 3PNO model may not be offset by increasing sample sizes and/or test lengths. In spite of that, similar conclusions are drawn with respect to the use of informative priors for both models. That is, when true item parameters are close to their prior means, prior distributions with small variances do improve estimation accuracy no matter how large the dataset is; and they have an added advantage of enhancing computational efficiency when sample sizes are small, as considerably fewer iterations are needed for the Markov chains to converge.However, when they are away from their prior means, small prior variances are more likely to give rise to biased posterior estimates and hence should be avoided. As noted earlier, the results pertaining to the effect of the distance between true item parameters and prior means shed lights on situations where informative priors are correctly or incorrectly specified. Hence, these conclusions echo with what has been documented in the literature.
Given the fact that appropriate specifications can be sometimes tricky in the presence of various prior distributions, care has to be taken in specifying prior information for the item parameters in an IRT model. The choice of prior distributions has been an important consideration in Bayesian statistics (e.g., Robert, 2001) . Often, the choice is between informative and non-informative priors. Using informative prior distributions allows the incorporation of information available to practitioners from the literature and in light of their experience with other test items. On the other hand, using non-informative priors implies that no information from the test theory is relevant to the parameter in question. For small datasets, the likelihood is not very informative relative to the prior information. Hence, the use of non-informative priors can lead to an extremely long computing time when using the Gibbs sampler to obtain posterior estimates. Alternatively, appropriately specified informative priors help improve computational efficiency and reduce uncertainty considerably. Consequently, carefully thought out informative priors, such as those in the form of judge's ratings adopted in Swaminathan et al. (2003) , are recommended provided that one can afford the time and cost for the procedure.
With regard to the choice among a large class of prior distributions, it is desirable if one considers proper prior distributions that reflect vague prior beliefs but regularize the posterior distribution and make the Markov chain more stable (Johnson & Albert, 1999) , such as the third specification for item slope or intercept parameters considered in the simulations. Appropriate specifications of the prior distributions require an intimate understanding of both the test instrument and the group examinees. In certain applications, prior information about specific values of the item parameters may be available from previous experiments, such as the actual testing situations where items are selected from an item bank or they are used more than once for longitudinal studies. If such prior information is available, it should be incorporated using a suitable prior distribution for the item parameters. For example, if there is an interval (−B, B) in which most of the intercept parameters are expected to fall, one can represent this prior constraint by imposing a N (0, σ 2 β ) on β j by matching 2σ β to the upper limit of the target interval, B. In some applications, however, the prior information is not readily available. One useful approach is to implement the MML or MB estimation, which has been found to be robust when sample sizes are large (n ≥ 1000), to obtain a baseline set of item parameter estimates so that the prior distribution can be specified accordingly (Baker, 1992) . If one is not certain about the appropriateness of the priors adopted for the item parameters, prior variances are not suggested to be set too small in small samples. With large datasets, however, it is preferable to test the sensitivity of MCMC estimates to non-informative and informative priors than to choose an arbitrary informative prior that perhaps markedly biases the results.
One needs to note that there are a large number of choices for prior distributions for the IRT model parameters. This paper only considers a small class of informative priors, namely, the conjugate prior where the hyperparameters are specified. It is possible to adopt non-conjugate priors with the use of more complicated MCMC algorithms. Prior information can also be specified in a hierarchical fashion so that the hyperparameters for the item parameters are unknown and have their own prior distributions (e.g., Swaminathan & Gifford, 1982 , 1985 , 1986 . This kind of hierarchical modeling actually estimates the hyperparameters instead of specifying them and shall offer advantages when prior information regarding item parameters is not available. Along similar lines, a hierarchical normal prior for the person parameter, such as that in Lindley and Smith (1972) , can be adopted. In addition, this paper assumes that the parameters of a given type, e.g., γ j , in the IRT model are exchangeable (Swaminathan & Gifford, 1985) and are independently and identically distributed. It is possible that they are interrelated and hence a multivariate prior can be specified to model the dependency among item parameters. Alternatively, one can consider adopting a different prior distribution for each parameter if exchangeability is questionable. There is, unfortunately, little research investigating the effect of these prior specifications on the quality of MCMC estimates for IRT models. Hence, additional simulation studies are needed to provide a set of guidelines for the choice of such a wide class of prior distributions for the item parameters.
It has to be pointed out that the RMSE or bias criterion provides one way to evaluate the accuracy of parameter estimates. Other criteria can be considered, such as the one based on the item response function, which takes into consideration the interaction among parameters. This study, however, only employed the RMSE criterion because its focus was mainly on item parameter recovery using the Gibbs sampler with the two IRT models, and hence the discrepancy between the true and estimated parameters was of primary concern. Furthermore, the RMSE is said to be the most stringent criterion because "it looks at the error in estimation in each parameter separately without compensating for the other parameters" (Swaminathan et al., 2003, p.50) .
Finally, it is noted that the analysis of variance approach for evaluating the impact of the different factors (see e.g. Harwell, Stone, Hsu, & Kirisci, 1996) was not adopted in this study due to the non-convergence problem resulted from using non-informative priors with 3PNO models. Future studies can use it as another summative method.
