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Abstract
Short text classiﬁcation is a challenging task in Natural Language Processing (NLP). Com-
pared with documents, short texts are more sparse and ambiguous due to lack of context.
In order to overcome this diﬃculty, recent work tends to take an approach of combining
neural language models with external linguistic resources such as knowledge bases. In this
kind of approaches, concepts obtained from a knowledge base are usually mapped to an
implicit space and represented as a vector. However, how to eﬀectively represent concepts
in a neural language model is not well studied yet. Hence, in this study, we construct
several formulae for concept embedding and compare them in a short text classiﬁcation
task. Our experimental results show that utilizing proper concept embeddings can slightly
improve the performance of short text classiﬁcation on speciﬁc datasets.
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Chapter 1
Introduction
With the remarkable development of the Internet, the amount of short texts is booming
in many web application areas, such as short messages, Instant Messages, online Chat Logs,
Bulletin Board System Titles, Web Logs Comments, Internet News Comments, SMS, Twit-
ter etc [1]. Processing short texts becomes a crucial task in Natural Language Processing
(NLP). For example, tweets related to inﬂuenza can be classiﬁed into positive or negative
for disease surveillance [2]. However, short text classiﬁcation is considered as a challenging
task. The diﬃculty of this task originates from the sparsity and the ambiguity of short
texts. Short texts contain less context information than documents or paragraphs. More-
over, short texts are more ambiguous as it is hard to identify the meaning of polysemes
with limited context.
To overcome the characteristics of short texts, recent work [3][4][5] tends to tackle short
text classiﬁcation by combining neural language models with external linguistic resources
such as knowledge bases. In this kind of approaches, a knowledge base obtains a set of
concepts related to a word, and the concepts are mapped to a neural language model space
and represented as a vector. The word embedding and the concept representation are then
concatenated to enrich the text representation.
Looking into the results of previous work, it is obvious that combining a neural language
model and a knowledge base can improve the performance of classiﬁcation because such
appoach can capture more semantic information to enrich the text representation. However,
as far as we are aware, how to eﬀectively represent concepts in a neural language model is
not well studied yet.
Thus in this paper, we construct several formulae for concept embedding and compare
them in a short text classiﬁcation task. The concept embeddings are used to form the
conceptual representations of short texts. By evaluating the performances of classiﬁcation,
our experimental results show that diﬀerent types of concept representation can aﬀect
the performance of short text classiﬁcation and utilizing proper concept embedddings can
slightly improve the performance on speciﬁc datasets.
Chapter 1 Introduction
The remainder of this paper is organized as follows. Chapter 2 introduces related work.
Chapter 3 explains the details of the proposed methods. The information of experimental
settings is provided in Chapter 4. Chapter 5 and 6 give the analysis of the experimental
results and the conclusion of this study respectively. Finally, the plans of future work are
given in Chapter 7.
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Chapter 2
Related Work
One of the eﬀective methods to overcome the diﬃculty of short text classiﬁcation is
to improve text representations via associate short texts with external explicit language
resources, such as a knowledge base. The knowledge retrieved from a knowledge base
contains rich semantic information and has been used in several previous work.
Wang et al. [3] adopted a well-known knowledge base Probase [6] to retrieve relevant
concepts and associate them with short texts. Probase is a large-scale knowledge base that
contains about 2.7 million concepts, where knowledge is extract from over 1.6 billion web
pages. Given a short text as an input, the conceptualization API of Probase can obtain
a concept vector related to the text. The concept vector includes relevant concepts and
weights that show the relevance of the concepts. In order to combine word embeddings with
concept knowledge, the retrieved concepts are directly mapped to word embeddings from
a pre-trained model and the conceptual representation of the input short text is formed as
a weighted average of the word embeddings.
Compared with the work of Wang et al. [3], other work tends to conceptualize words
but not sentences. In the work of Xu et al. [4], concepts obtained from Probase are ﬁrst
represented as the weighted average of all the instances which belong to each concept. The
conceptual representation of a word is a weighted average of concept vectors as well while
the weights are updated via attention mechanism [7]. Then the ﬁnal text representation of
a word is built by concatenating the word embedding and its conceptual representation.
Chen et al. [5] took full advantages of knowledge bases. Multiple knowledge bases such
as YAGO [8], Probase, and CN-Probase [9] are applied in this work. YAGO is another
well-known knowledge base. It contains over 10 million entities and over 120 facts about
them. YAGO also stores its knowledge in ten diﬀerent languages. CN-Probase is a large-
scale Chinese concept graph which includes about 270,000 concepts and 17 million entities.
It is the largest Chinese concept graph with high precision. Similarly, Chen et al. also
applied several variations of attention mechanism to update the weights of concepts. The
ﬁnal conceptual representation is calculated as a weighted sum of concept vectors.

Chapter 3
Proposed Methods
In this section, we describe the details of proposed methods. First, given an input word x,
the knowledge base returns a list C which contains the top-k concepts related to the word:
C = {c1 : w1, c2 : w2, ..., ck : wk}, where c1, c2, ..., ck are the concepts and w1, w2, ..., wk
are scores that represent the relavance of the concept with the given word. Second, every
concept c is then transformed to vectors vc using a formula of concept embedding. Next,
the conceptual representation of word x is calculated as the weighted average using the
concept embeddings and their weights. Finally, the word embedding of x is concatenated
with its conceptual representation as the ﬁnal text representation for classiﬁcation. The
following sections presents the formulae of concept embedding.
In this study, we use Microsoft Concept Graph [6]*1 to obtain concept knowledge and a
pre-trained Word2Vec model*2 to obtain word embeddings. For out-of-vocabulary words,
their embeddings are initialized with zero vectors.
3.1 Concept Embeddings
Microsoft Concept Graph releases its core version of IsA data for download*3. 5,376,526
unique concepts, 12,501,527 unique instances (words and phrases) are included in this
data. Moreover, the data provides a relation score for every concept-instance pair which
represents the relavance between the concept and the instance. Utilizing the knowledge
stored in this dataset, we construct three formulae to calculate concept embeddings. The
detail of the concept embeddings are explained in the follwing sections.
In practical experiments, for each corpus to train a short text classiﬁer, we follow these
steps to generate concept embeddings. First, tokenize the texts and build a vocabulary
of the corpus. Second, acquire the top-k concepts for every token of the vocabulary via
the API of Microsoft Concept Graph and obtain a set of unique concepts of the cor-
*1 https://concept.research.microsoft.com/
*2 https://code.google.com/archive/p/word2vec/
*3 https://concept.research.microsoft.com/Home/Download
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pus. For example, the top-10 concepts related to the instance ‘Microsoft’ are returned by
this request: https://concept.research.microsoft.com/api/Concept/ScoreByProb?
instance=microsoft&topK=10. Next, for each concept we need to compute its embedding,
retrieve the knowledge information from the downloaded data to calculate its embedding
using the proposed formulae.
3.1.1 Simple Average Embedding
Given a concept c, we can retrieve all the instances related to the concept from the
knowledge base. The obtained instances {x1, x2, ..., xn} can be considered that they are
belong to the same concept. Therefore, the concept embedding vc can be represented as
the average of the word embeddings:
vc =
∑n
i=1 exi
n
(3.1)
where exn is the word embedding of xn obtained from the pre-trained word embedding
model. We call this formula the Simple Average Embedding.
3.1.2 Weighted Average Embedding
In a knowledge base, knowledge is stored as (x, c, r), where r is a relation score shows
the relavance of the word-concept pair (x, c). Based on the Simple Average formula, we
can construct a formula to represent concept incorporating the weights. In other words,
a concept can be represented as the weighted average of the word embeddings. Previous
work [3][4] utilized this formula to represent concepts in experiments. In this study, this
formula is named as the Weighted Average Embedding.
vc =
∑n
i=1 riexi∑n
i=1 ri
(3.2)
3.1.3 Relation-aware Average Embedding
In this formula, we assume that when a concept c is mapped to a implicit space, its
representation vc should be similar to the word embedding of itself ec. Based on this
assumption, we can represent the relation between the concept and a word belongs to it as:
vri = ec − exi (3.3)
Then the concept embedding is calculated by the sum of average of word embeddings and
the weighted average of relation representations. We name this formula the Relation-aware
Average Embedding.
vc =
∑n
i=1 exi
n
+
∑n
i=1 rivri∑n
i=1 ri
(3.4)
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3.2 Conceptual Representations
After all the necessary concept embeddings are calculated for a corpus, the words are
represented as the concatenation of word embeddings and the conceptual representation of
the words. Given a word x and its top-k relavant concepts C = {c1 : w1, c2 : w2, ..., ck : wk},
the conceptual representation of a word is calculated as the weighted average of the concept
embeddings:
crx =
∑k
i=1 wivci∑k
i=1 wi
(3.5)
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Chapter 4
Experiments
In order to evaluate the formulae of concept embedding, we establish a short text classi-
ﬁcation task and compare them. This section describes the experiment setup of this work.
The environment of experiments is shown in Table 4.1. The text classﬁer models are im-
plemented in Keras*1 with TensorFlow*2 backend and trained on an Nvidia GeForce RTX
2080Ti GPU.
Table 4.1: Environment of Experiments
CPU Intel Core i7-6700K
Memory Size 32GB
GPU Nvidia GeForce RTX 2080Ti
GPU Memory Size 11GB
4.1 Datasets
In our experiments, we adopt three widely known datasets: The Question Classiﬁcation
Dataset of Li and Roth, AG’s corpus of news articles and Movie Review Data. The overview
of the datasets is shown in Table 4.2.
4.1.1 The Question Classiﬁcation Dataset of Li and Roth
The Question Classiﬁcation Dataset of Li and Roth [10]*3 (hereafter reﬀered to as QCD)
contains questions which are classiﬁed into six categories. The categories are ABBREVI-
ATION, ENTITY, DESCRIPTION, HUMAN, LOCATION and NUMERIC. The training
set has 5,452 questions and the test set has 500 questions.
*1 https://keras.io/
*2 https://www.tensorflow.org/
*3 https://cogcomp.seas.upenn.edu/Data/QA/QC/
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4.1.2 AG’s corpus of news articles
AG’s corpus of news articles*4 (hereafter reﬀered to as AG’s news) is a dataset that in-
cludes title, description, category, etc. of over 1 million news articles. In order to construct
a short text classiﬁcation task, we only use the titles and the categories. The dataset used
in this study is a subset of AG’s news and it is adopted from the work of Zhang et al. [11].
The number of classes is four and there are 120,000 training samples and 7,600 test samples.
4.1.3 Movie Review Data
Movie Review Data*5 is a set of datasets collected for sentiment analysis experiments.
We use the sentence polarity dataset v1.0 (hereafter reﬀered to as MR) for the experiments.
This dataset was ﬁrst introduced in the work of Pang and Lee [12]. It contains 5,331 positive
and 5,331 negative movie reviews. In our experiments, we randomly split the whole dataset
into a training set and a test set. The training set has 80% of the review samples and the
test set includes the other 20%.
Table 4.2: Overview of datasets
Datasets # of class Training/test size Avg. len Vocab size
QCD 6 5452/500 9 8971
AG’s News 4 120,000/7,600 7 57089
MR 2 8530/2132 19 21404
4.2 Text Classiﬁer
After obtaining the text representations, we build a text classiﬁer with Convolutional
Neural Networks (CNN) to test the performances of diﬀerent input embeddings. The clas-
siﬁer includes a convolution layer, a max-pooling layer and a hidden layer with dropout [13].
Inspired by previous work [14][3], we set multiple kernel sizes for the convolution layer to
capture diﬀerent scales of freature maps. The activation function of the convolution layer
is set to ReLU. The max-pooling layer operates a global max-pooling. The hidden layer
is a full-connected layer with 100 dimensions and has a tanh activation function. The loss
funciton is set to categorical cross entropy and we adopt Adagrad [15] to optimize the
training process. Following the work of Wang et al. [3], the hyper parameters are set as
shown in Table 4.3.
The training process is continued until the loss on the test set stops to decrease for ﬁve
*4 http://groups.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
*5 http://www.cs.cornell.edu/people/pabo/movie-review-data/
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epochs. For each model with each formula on each dataset, we trained the text classiﬁer
for ﬁve times and choose the model with the best classiﬁcation performance. The accuracy
on test set, which is calculated as the percentage of the samples are correctly predicted, is
used to evaluate the classiﬁcation performances of the models.
Table 4.3: Hyper Parameters
Parameters Values
kernel size 3, 4, 5, 6
embedding dimension 300
hidden layer dimension 100
dropout rate 0.5
learning rate 0.001
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Chapter 5
Results and Discussions
The results obtained in the experiments are given in this chapter. Following this, the
analysis of the results are presented.
The experimental results on all the three datasets are shown in Table 5.1. We can see
that the performance of the model using the Relation-aware Average Embedding outper-
forms those with the Simple Average Embedding and the Weighted Average Embedding
by 1.2% and 0.8% on QCD, 1.24% and 0.58% on AG’s news, which indicates that the
Relation-aware Average Embedding can slightly improve the performance of text classiﬁ-
cation on these datasets. The reason is that the Relation-aware Average Embeddings can
help acquire features from the concepts eﬀectively by adopting the representation of the
relations between concepts and words. As a result, the Relation-aware Average Embedding
is able to enrich the representation of short texts better than the other formulae. However,
the scenario on the MR test set is diﬀerent. The accuracy scores show that the perfor-
mances of all the three models are similar. The most probable reason is that adopting
conceptual representations does not help with sentiment analysis. In the experiments on
MR, the classiﬁcation object is to divide short texts into two classes: texts in a positive
sentiment and texts in a negative sentiment. Learning features from concepts may not be
helpful for the classiﬁer to understand the emotion or the attitude expressed in a text. As
a result, the accuracy on the MR test set does not change like the other two datasets but
stays generally unchanged.
Furthermore, we conducted Tukey’s honest signiﬁcant diﬀerence (HSD) tests [16] on the
experimental results on test sets. Table 5.2 reports the eﬀect sizes and the p-values of
Tukey’s HSD tests. Cohen’s d [17] is adopted to calculate the eﬀect sizes. Generally, the
values of eﬀect size are very small. From the p-values, we can see that the diﬀerence
between the Relation-aware Average Embeddings and the Simple Average Embeddings on
AG’s News is statistical signiﬁcant as the p-value of this model pair is much smaller than
0.05. Therefore, the Relation-aware Average Embedding works better than the Simple
Average Embedding on AG’s News from a statistical view.
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In order to clarify the diﬀerence between the three concept embedding formulae, we
calculated the cosine similarity between the concept embeddings and the word embeddings
of the concept words. Except the words that do not have an embedding in the pre-trained
Word2Vec model (Out-of-Vocabulary words), 6,797 pairs of concept embeddings and word
embeddings are collected and their distributions of cosine similarity are presented in Figure
5.1, 5.2 and 5.3. From the graphs, we can clearly ﬁnd that the Relation-aware Average
Embeddings have higher similarity with the word embeddings while the other two types do
not. It also indicates that the Relation-aware Average Embeddings meet the assumption
that the concept embeddings are similar to their word embeddings.
As the Relation-aware Average Embeddings are highly similar to their word embeddings,
it is natural to have such a question: why can’t we directly use the word embeddings
to represent the concepts? The answer is that the existence of Out-of-Vocabulary (OOV)
words is a serious problem. As it is mentioned before, only 6,797 concept words are included
in the pre-trained Word2Vec model. However, 72,603 unique concepts are retrieved in our
experiments. If the concepts are represented directly by the word embeddings, over 90%
of the concepts will be OOV and the embeddings will be initialized with zero vectors. On
the other hand, the Relation-aware Average Embedding can still capture semantic features
by using instances for calculation in case of the concept word being OOV. Nevertheless,
the eﬀect of OOV words can not be ignored when using word embeddings to form concept
representations in any approach we discussed. Figure 5.4 shows the length distribution of
the concepts retrieved in this study. It is clear that most concepts have two or more than
two words. Although in the pre-trained Word2Vec model, some phrases are included by
replacing spaces with underscores (ex. ‘concept_length’), it still can not cover most of the
concepts that have multiple words. As long as word embeddings are used to form concept
embeddings, it is diﬃcult to overcome the OOV words problem.
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Table 5.1: Accuracy on the test sets
Formula QCD AG’s news MR
Simple 92.60 82.96 79.50
Weighted 92.00 83.62 79.46
Relation-aware 93.80 84.20 79.36
Table 5.2: Tukey’s HSD test on the accuracy of the models
Dataset Model pair Eﬀect size P-value
Simple, Weighted 0.0225 0.7231
QCD Relation-aware, Simple 0.0476 0.2750
Relation-aware, Weighted 0.0701 0.0559
Simple, Weighted 0.0176 0.0307
AG’s News Relation-aware, Simple 0.0334 0
Relation-aware, Weighted 0.0158 0.0669
Simple, Weighted 0.0012 0.9961
MR Relation-aware, Simple 0.0035 0.9657
Relation-aware, Weighted 0.0023 0.9846
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Fig. 5.1: Cosine similarity distribution of the Simple Average Embeddings
Fig. 5.2: Cosine similarity distribution of the Weighted Average Embeddings
Fig. 5.3: Cosine similarity distribution of the Relation-aware Average Embeddings
20
Fig. 5.4: Length distribution of the concepts
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Chapter 6
Conclusion
In this paper, we construct three diﬀerent formulae of concept embedding for short text
classiﬁcation: the Simple Average Embedding, the Weighted Average Embedding, and the
Relation-aware Average Embedding. In order to ﬁnd the best formula for text classiﬁcation,
we compare the formulae in a short text classiﬁcation task on three diﬀerent datasets. A
text classiﬁer built with Convolutional Neural Networks is adopted and its input is the
concatenation of word embeddings and the weighted average of concept embeddings.
The experimental results shows that models with the Relation-aware Average Embedding
outperform the others on QCD and AG’s News. The reason is that the relation represen-
tations in the Relation-aware Average Embedding formula may help acquire features more
eﬀectively. However, the performances do not quite diﬀer on MR due to the characteristic
of dataset.
Furthermore, we ﬁnd that the problem of OOV words can not be ignored. Over 90%
of the concepts are not included in the pre-trained word embedding model. The reason is
that most of the concepts have multiple words. As all the OOV words are initialized with
zero vectors, the existence of OOV words has a huge eﬀect on the eﬀectiveness of concept
embeddings.
In conclusion, the proposed formula Relation-aware Average Embedding can slightly
improve the performance of short text classiﬁcation on speciﬁc datasets. The OOV problem
in constructing concept embeddings is need to be solved.

Chapter 7
Future Work
For future work, we would like to test the formulae on more datasets also with more text
classiﬁers in diﬀerent architectures. Moreover, we plan to ﬁnd a solution to the OOV words
problem.
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