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Abstract
In a previous paper, the author introduced a class of multivariate rational interpolants, which are called
optimal Padé-type approximants (OPTA). The main goal of this paper is to extend classical results on
convergence both in measure and in capacity of sequences of Padé approximants to the multivariate case
using OPTA. To this end, we obtain some estimations of the size of multivariate polynomial lemniscates in
terms of the Hausdorff content, which we also think are of some interest.
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1. Introduction
Our interest in measuring polynomial lemniscates in several variables mainly comes from our
research on multivariate rational approximation (see the previous papers [12,13]). In those contri-
butions we gave convergence results of Montessus de Ballore type for a new class of multivariate
rational approximants (which we call optimal Padé-type approximants, on the sequel OPTA),
which in the univariate case extend the classical Padé approximants. Other extensions of the Padé
approximants to themultivariate case can be found in recent surveys [8,16] and references therein.
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As in the univariate case, to obtain more general results on convergence of Padé approximants
we should not consider the usual uniform convergence but instead weaker notions of convergence,
such as convergence in Hausdorff contents or in (logarithmic) capacity, among others. To obtain
these convergence results on multivariate Padé approximants, we need to obtain nice estimations
of the size (in terms of Hausdorff contents, logarithmic capacity or other estimators) of the
lemniscate
E (P, r, ε) = {(z1, . . . , zd) : ∣∣zj ∣∣ r, 1jd and |P (z1, . . . , zd)| εn} , (1.1)
whereP (z1, . . . , zd) is a polynomial of degree n in each of their d complex variables z1, . . . , zd .
This is the approach followed in the univariate case; see the ﬁrst contributions in this sense
([29,21,23], among others).
Now, following [15] which is more suitable for our purposes, let us state some results of the
theory of univariate Padé approximants which we shall try to extend to our OPTA. First, let us
introduce some notations and deﬁnitions. On the sequel h will denote the Hausdorff content of
order . Recall that if  is a domain in C, and  a function deﬁned in  (with values in C), we
say that a sequence of functions
{
n
}
, meromorphic in , converges to  with respect to the
h-measure inside  if for any compact set K ⊂  and ε > 0 we have
h
({
z ∈ K : ∣∣− n∣∣ (z) ε}) → 0 as n → ∞.
Analogously, it is deﬁned the convergence in capacity inside . By an inequality of H. Cartan,
we know that h (E) 18 (2cap (E)) (see for example [20, p. 203]), and thus, it easily follows
that if a sequence
{
n
}
converges to  in capacity inside , then for any  > 0 this sequence
also converges to  in h-measure inside . Finally, we say that the sequence
{
n
}
converges to
 h-almost uniformly inside  if for any compact set K ⊂  and any ε > 0 there exists a set
Kε ⊂ K such that h (K\Kε) < ε and the sequence
{
n
}
converges uniformly to  on Kε.
Next, we recall the deﬁnition of (univariate) Padé approximants. Given a (possibly formal)
power series
f (z) =
∞∑
j=0
cj z
j
the Padé approximant [n/m] of f is the rational function p
q
, with p and q polynomials of degree
at most n and m respectively (q = 0), satisfying (qf − p) (z) = O (zn+m+1).
We now show the results that we shall extend to the multivariate case.
Theorem 1.1 (From Theorem 1 in [15]). Let f be holomorphic in a neighborhood of the origin
and meromorphic in a disc D with center the origin, and let  (f,D) be the number of poles of f
in D ( (f,D) ∞). Let {mn} be an arbitrary sequence of natural numbers satisfying
lim
n→∞
mn (f,D)
and
lim
n→∞
mn
n
= 0.
Then the sequence {[n/mn]}n∈N converges to f in capacity inside D.
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Theorem 1.2 (From Theorem 2 in [15]). If under the hypothesis of the above theorem,
lim
n→∞
mn log n
n
= 0,
then, for any  > 0 the sequence {[n/mn]}n∈N converges to f h-almost uniformly inside D.
Theorem 1.3 (From Theorem 3 in [26]). Let f be meromorphic inC and holomorphic in a neigh-
borhood of the origin. Then every sequence {[nv/mv]}v∈N such that lim
v→∞ min(nv,mv) = ∞
converges to f in capacity inside C.
The paper is organized as follows. Section 2 is devoted to obtain nice estimations of the size
of the polynomial lemniscate (1.1). In Section 3, we use these estimations to obtain extensions
of convergence results for “pseudo-rows” (Theorems 1.1 and 1.2) and Nuttall–Pommerenke type
theorem for a broad class of sequences (Theorem 1.3). In Section 4, some illustrative numerical
examples are displayed. Finally, proofs of the results are found in the last section.
2. On the size of polynomial lemniscates
Let z = (z1, . . . , zd) ∈ Cd , and r , ε > 0. Given a polynomial P of degree n at most in each
variable, the problem consists in ﬁnding a suitable estimation for the size of the lemniscate
E (P, r, ε) = {z : ∣∣zj ∣∣ r, 1jd and |P (z)| εn} , (2.1)
where the polynomial is normalized such that
max
{|P (z)| : ∣∣zj ∣∣ r, 1jd} = 1. (2.2)
We only consider the case 0 < ε < 1, because for ε1 the lemniscate trivially agrees with the
whole polydisc
{
z : ∣∣zj ∣∣ r, 1jd}.
Our purpose is getting different estimations of the size of these lemniscates. Hereafter, m2d
will denote the usual Lebesgue measure in Cd ≈ R2d , and for any  > 0, h will denote the
-dimensional Hausdorff content, that is, for a subset E ⊆ Cd ,
h (E) = inf
⎧⎨
⎩
∞∑
j=1
(
d
(
Bj
)) : {Bj} are balls with E ⊂ ∞∪
j=1Bj
⎫⎬
⎭ ,
where d () is the diameter of the set .
We now recall two extensions to several variables of the logarithmic capacity, the so-called
product capacity and the Favarov’s capacity used by Cuyt et al. in [10]. Though there exists a
variety of extensions of capacity to sets in Cd , we prefer to use those, following Cuyt et al. in
[10], because they are useful to obtain our estimations.
The logarithmic capacity of a compact E ⊂ C may be deﬁned as
cap1 (E) = lim
n→∞
[
min
{‖P ‖L∞(E) : P monic of degree n}]1/n .
If we now have a compact E ⊂ Cd , we deﬁne by induction,
capd (E) =
∫ ∞
0
cap1
{
z1 : cap(d−1) {(z2, . . . , zd) : (z1, z2, . . . zd) ∈ E} > s
}
ds.
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As shown in [10], this deﬁnition provides a product capacity in the sense that if E = E1 × E2 ×
· · · × Ed , with Ej ⊂ C, j = 1, . . . , d, then
capd (E) =
d∏
j=1
cap1
(
Ej
)
.
On the other hand, the Favarov’s capacity of a set E ⊂ Cd is given by
Fd (E) = sup
{
capd (A (E)) : A being a unitary transformation
}
,
where A is said to be a unitary transformation if it is a d × d matrix with complex entries such
that A¯T A = I .
In [10], Cuyt et al. provide the following estimation for the size of the polynomial lemniscate
(2.1).
Theorem 2.1. For polynomials P of degree n in each of their d variables z1, . . . , zd , normalized
by (2.2), and for r, ε > 0 we have
m2d (E (P, r, ε)) 
(
16r2
)d
ε2 max
{
1, log2
2d−1
ε
}d−1
,
capd (E (P, r, ε)) C1rdεmax
{
1, log2
1
ε
}d−1
,
Fd (E (P, r, ε)) C1rdε1/d max
{
1, log2
1
ε
}d−1
,
where C1 is a constant not depending on r , P , ε, n.
The above result can be used to provide results on the convergence of rational approximants in
several variables following the approach used by Cuyt et al. in [9]. They also provide estimations
for the Hausdorff content of the lemniscate (2.1) for the univariate case in [10], but do not consider
the multivariate one. An estimation for the multivariate case will be presented in this paper, and
this fact will enable us to extend classical results (Theorems 1.1, 1.2 and 1.3) of convergence of
rational interpolants in Hausdorff content to the multivariate case.
First, we consider an auxiliary Sobolev type capacity, following [17].
Let  denote an open subset of RN . For a function  ∈ C∞ (), we consider the norm
‖‖1,p =
(∫
RN
| (x)|p dmN (x)
)1/p
+
(∫
RN
|∇ (x)|p dmN (x)
)1/p
where ∇ = (1, . . . , N) is the gradient of , and 1 < p < ∞. The Sobolev space
H 1,p (; dx) is deﬁned to be the completion of{
 ∈ C∞ () : ‖‖1,p < ∞
}
with respect to the norm‖·‖1,p, and the spaceH 1,p0 (; dx) is the closure ofC∞0 () inH 1,p(; dx).
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Deﬁnition 2.2. For a compact subset K of  let
W (K,) = {u ∈ C∞0 () : u1 on K}
and deﬁne
capp (K,) = inf
W(K,)
∫

|∇ (x)|p dmN (x) . (2.3)
The number capp (K,) is called the p-capacity of the condenser (K,).
Remark 2.3. The set W (K,) in the deﬁnition can be replaced by a larger set
W0 (K,) =
{
u ∈ H 1,p0 (; dx) ∩ C () : u1 on K
}
.
Now, as an immediate consequence of Lemma 2.31 in [17, p. 45], we have
Proposition 2.4. If K is a compact subset of a ball B in RN and 0N −  < pN , then there
exists a constant c = c (N, p, ) > 0 such that
h (K) c (d (B))p+−N capp (K,B) . (2.4)
We use Proposition 2.4 to obtain an estimation of the Hausdorff content of the lemniscate (2.1).
Theorem 2.5. Let P be a complex polynomial of degree n in each of their d complex variables
z1, . . . , zd , normalized by (2.2). If we denote by B
(
0, 2r
√
d
)
the ball in the variables Re
(
zj
)
,
Im
(
zj
)
, for 1jd, centered at the origin with radius 2r√d, then
capp
(
E (P, r, ε) , B
(
0, 2r
√
d
))
Cr2d−pε2−p,
where 1 < p2 and C = C (d, p).
Now, from Proposition 2.4 and Theorem 2.5, we immediately obtain
Corollary 2.6. For each  ∈ (2d − 2, 2d] we have h (E (P, r, ε)) C′rε2−p, with max
{1, 2d − } < p < 2 and C′ = C′ (d, p, ).
The above estimations are not sharp, but they are suitable for our purpose. Nevertheless, the
approach to obtain sharp estimates will be treated in a forthcoming paper.
Now, the following result allows us to restrict our attention only to h, Fd and capd in the next
section.
Proposition 2.7. For a compact subset K of a ball B in RN , capp (K,B) chN−p (K), where
1 < p < N and c is a constant only depending on N , p, d (B) and the distance from K to B.
Remark 2.8. Thus, since m2d = c (2d) h2d , where c (2d) is a constant only depending on 2d, all
the results we obtain in the next section for h,  ∈ (2d − 2, 2d], will also hold for capp (K,B)
with 1 < p < 2 and m2d .
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For the sake of completeness, to end this sectionweget an estimation of the size of the lemniscate
(2.1) in terms of the following capacity:
For each ﬁxed non-pluripolar compact subset B ⊂ Cd , we introduce (following [1,25]) the
Chebyshev constant associated to a compact subset K ⊂ Cd ,
TB (K) = inf
n1
inf{‖P ‖1/nK : P ∈ C[z], degP = n and ‖P ‖B = 1},
where degP is the total degree of the polynomial P.
This constant can be extended to Borel subsets of Cd using methods from Pluripotential theory.
Then, it is a generalized Choquet capacity on any bounded domain in Cd , which is outer regular
(see [25]). WhenK ⊂ B, this capacity is called the relative logarithmic capacity of K with respect
to B in Cd . Moreover, this capacity is comparable to another invariant capacity called the relative
Monge–Ampère capacity (see [3] for the deﬁnition and [1] for the comparison).
Thus, for r > 0 and 0 < ε < 1, let B = {z : ∣∣zj ∣∣ r, 1jd } and let P a polynomial of
total degree n normalized by (2.2). Then we have that
TB
({
z ∈ B : |P (z)| εn}) ε. (2.5)
Therefore, given a polynomial P of degree n at most in each variable normalized by (2.2), since
degP dn, we have the following estimation of the polynomial lemniscate (2.1)
TB (E (P, r, ε)) ε1/d .
Using this capacity, estimates for the Hausdorff content of the polynomial lemniscate [28] and for
the Lebesgue measure of the polynomial lemniscate [27,4] have been recently obtained. Those
results are similar to Corollary 2.6 and Theorem 2.1 but taking the total degree of a polynomial, in
place of the degree in each variable separately. Thus, for the polynomial P (z) = (z1 · · · zd)n the
estimates given by Corollary 2.6 and Theorem 2.1 are better, while for the polynomial P (z) = zn1
the estimates given in [28,4] are more appropriate. Nevertheless, the estimates obtained in this
section are good enough for our purposes.
3. Convergence of rational approximants
3.1. Deﬁnitions and auxiliary results
Hereafter we make use of standard multi-index notation, that is, for  = (1, . . . , d) ∈ Nd ,
z = (z1, . . . , zd) ∈ Cd , v = (v1, . . . , vd) ∈ (R\ {0})d , and 0, we denote:
! = 1! · · · d !, z = z11 · · · zdd , and v =
(
v1 , . . . , vd
)
. Furthermore, for any z, z′ ∈ Cd ,
we will write 〈z′, z〉 =
d∑
i=1
z′izi and zz′ =
(
z1z
′
1, . . . , zdz
′
d
)
.
In the same way, for two given sets A,B ⊂ Nd , the “sum” of these sets (related to the set of
exponents corresponding to the product of two polynomials) is deﬁned by
A + B = {(a + b) : a ∈ A, b ∈ B} .
Analogously, the “difference” set is given by
A − B = {(a − b) : a ∈ A, b ∈ B} ∩ Nd .
We now recall the deﬁnition and main properties of a class of multivariate Padé-type approxi-
mants, which we call OPTA introduced in [12].
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Let d ∈ N\ {0}, and consider a (possibly formal) power series f (x) = ∑
∈Nd
fx
 (if  /∈ Nd ,
we deﬁne f = 0 for consistency).
Deﬁnition 3.1. If N,M are two ﬁnite subsets in Nd with 0 ∈ M , R is a polyradius R > 0
(hereafter it means that R = (R1, . . . , Rd) with Ri > 0, for i = 1, . . . , d) and 1, we say that
the rational function r is a strong (weak, respectively) OPTA of f for [N,M,R, ] if the following
holds,
(a) r = p
q
, with p ∈ N , q ∈ M (if L is a ﬁnite subset of Nd and t is a polynomial, hereafter the
notation t ∈ L means that L is the exponent set of t).
(b) Taking the set E = E (N,M) = ((N + M) − M) \N and setting q (x) = ∑
∈M
qx

, with
1 = q (0)
(
1 = max
∈M
∣∣q∣∣ , respectively
)
, then for every polynomialQ(x) = ∑
∈M
Qx
 such
that 1 = Q(0)
(
1 = max
∈M
∣∣Q∣∣ , respectively
)
it holds that
∑
∈E
∣∣∣∣∣∣
∑
∈M
qf−
∣∣∣∣∣∣R

∑
∈E
∣∣∣∣∣∣
∑
∈M
Qf−
∣∣∣∣∣∣R

(c) p is the Taylor polynomial of the function fq with N as its exponent set, that is, (f q − p) (x) =∑
∈Nd\N
ex

.
Remark 3.2. As we proved in [12, Proposition 2.3] this class of strong (weak) OPTA extends
the classical univariate strong (weak, respectively) Padé approximants, where if there is no inter-
polation defect in the rational interpolation problem, the solution is said to exist in a strong sense
(Baker’s deﬁnition of PA in [2, p. 21]), while if there is an interpolation defect and only the linear
version of the rational interpolation problem has a solution, then this solution is said to be a weak
solution (Padé-Frobenius’ deﬁnition of PA in [2, p. 20]).
The following deﬁnition is useful to provide results of geometrical convergence of OPTA
sequences.
Deﬁnition 3.3. Let f and R be as above, (Nk)k∈N and (Mk)k∈N be two sequences of ﬁnite subsets
in Nd with 0 ∈ Mk for each k, and  = ( (k))k∈N and  = (k)k∈N two sequences of real
numbers in (0,∞] and [1,∞), respectively, such that lim
k→∞  (k) = ∞ and limk→∞ (k)
1/(k) = 1.
A sequence of rational functions (rk)k∈N is said to be a -geometrically strong (weak) OPTA
of f for [(Nk)k∈N , (Mk)k∈N , R, , ] if for each k ∈ N, rk is a strong (weak) OPTA of f for[
Nk,Mk,R, k
]
.
On the other hand, since from the deﬁnition of OPTA the computational viability of these
approximants does not seem clear, we must point out that the deﬁnition above does not es-
sentially depend on the norm, which enables us to replace the 1-norm by any p-norm (for
instance, p = 2). Thus, these OPTA can be computed in practice by a straightforward procedure
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(see the numerical examples displayed in [12,13]), since their denominators arise as least-squares
solutions of overdetermined systems of linear equations.
Now, let us introduce some notation. For a non empty ﬁnite set N in Nd and v ∈ Rd with v > 0,
we denote
vN = min
{
〈v, 〉 :  ∈ Nd\N
}
and vN = max {〈v, 〉 :  ∈ N} ,
where for simplicity we write 1N = (1,...,1)N and 1N = (1,...,1)N .
Let (Nk)k∈N , (Mk)k∈N and (Ek)k∈N ⊂ Nd be as above, where Ek = E (Nk,Mk). For any
vector v ∈ Rd with v > 0, denote
v (k) = min {〈v, 〉 :  ∈ Ek} (if Ek = ∅ we take v (k) = vNk),
where for simplicity we write 1 (k) = (1,...,1) (k).
Hereafter, for a complete Reinhardt domainD inCd (see e.g. [19, pp. 32–33], for the deﬁnition),
a vector v ∈ Rd with v > 0, and a polyradius R > 0, we shall denote
	v (R,D) = inf
{
 > 0 : P (0, R−v) ⊂ D} ,
where P(z, r) denotes the polydisc centered in z ∈ Cd and polyradius r > 0 (observe that if
P(0, R) ⊂ D, then 	v (R,D) < 1).
3.2. Convergence results
In what follows, we suppose that f is an holomorphic function in a neighborhood of the origin
and “strongly” meromorphic (respectively, “weakly”) in a complete Reinhardt domain D in Cd .
These notions of strongly and weakly meromorphic functions are given in the following sense.
We say that f is strongly meromorphic inD if for each polyradius R > 0 such that P(0, R) ⊂ D,
there exists a polynomialQ, withQ(0) = 0, such that fQ is holomorphic in the polydiscP (0, R).
For the weakly meromorphic, replace the condition Q(0) = 0 by the weaker Q = 0.
We also suppose throughout this paper that the sequence (Mk)∞k=1 (related to the denominators
of the rational approximants) satisﬁes the following condition: for each polyradius R > 0 such
that P(0, R) ⊂ D, there exists a polynomial Q ∈ M , with Q(0) = 0 (Q = 0, for the weak
version) such that fQ is holomorphic in the polydiscP (0, R) and there exists k0 such thatM ⊂ Mk
for kk0.
We are now in a position to state our main convergence results.
3.2.1. Extensions of Theorem 1.1.
Theorem 3.4. Let R > 0 a polyradius, (Nk)∞k=1 and (Mk)∞k=1 be two sequences of ﬁnite sets
in Nd such that lim
k→∞ 1Nk = ∞ and (rk)
∞
k=1 be a 1-geometrically strong (respectively, weak)
OPTA of f for [(Nk)∞k=1 , (Mk)∞k=1 , , R, 1]. If P(0, R) ⊂ D and lim
k→∞ 1Mk/1Nk = 0 then,
for each v ∈ Rd with v > 0, and  ∈ [0, 1], if we denote r = Rv , we have that for any

 > 	v (r,D) and  ∈ (2d − 2, 2d]
h
{
z ∈ P(0, r) : |f − rk| (z) 
vNk
}
→ 0, k → ∞. (3.1)
The same result holds if h is replaced by Fd , capd or TB , with B = P
(
0, max
1 id
Ri
)
.
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Remark 3.5. Under the conditions of the theorem above, we have the freedom to select the
sequences (Nk)∞k=1 and (Mk)∞k=1, but we need to choose a suitable polyradius R satisfying that
P(0, R) ⊂ D in order to ensure convergence in h/ Fd / capd / TB in P(0, R). We improve this re-
sult in the next theoremby imposing that the sequences satisfy a certain natural condition. Thus,we
obtain convergence in h/Fd / capd / TB in compact subsets of the larger setP
(
0, R	u (R,D)−u
)
,
with relative independence on the choice of R.
Theorem 3.6. Under the same conditions as in Theorem 3.4, for u ∈ Rd with u > 0 denote
Su (k) = uEk (if Ek = ∅ we take Su (k) = u(k)) and suppose that lim
k→∞
Su(k)
u(k)
= 1. If
lim
k→∞ 1Mk/1Nk = 0 then, for each  > 0 so that P
(
0, Ru
) ⊂ D and for each  ∈ [0, 1]
and v ∈ Rd with v > 0, if we denote r = Ruv , we have that for any 
 > 	v (r,D) and
 ∈ (2d − 2, 2d]
h
{
z ∈ P(0, r) : |f − rk| (z) 
vNk
}
→ 0, k → ∞. (3.2)
The same result holds if we replace h by Fd , capd or TB , with B = P
(
0, max
1 id
Ri
ui
)
.
Remark 3.7. Since uNku(k)Su (k) uNk + max
1 id
ui1Mk , if we choose the sequence
(Nk)
∞
k=1 such that lim
k→∞
uNk
uNk
= 1, then lim
k→∞ 1Mk/1Nk = 0 implies that limk→∞
Su(k)
u(k)
= 1. The
condition lim
k→∞
uNk
uNk
= 1 might be interpreted as follows in the bivariate case. For each N ⊂ N2
andu ∈ R2 withu > 0, denote by Tu (N) (u (N), respectively) the smallest (largest, respectively)
triangle such thatN ⊂ Tu (N) (N ⊃ u (N)∩N2, respectively) and Tu (N) (u (N), respectively)
has two of its sides lying in the positive semiaxis and the opposite one is orthogonal to the vector
u. Then the condition lim
k→∞
uNk
uNk
= 1 basically states that the sizes of the sets Tu (Nk) and u (Nk)
are asymptotically close, in the sense that lim
k→∞
area (Tu (Nk))
area (u (Nk))
= 1.
Remark 3.8. Theorem 3.6 is an extension of Theorem 1.1 since, for the univariate case, if we
take Nk = {0, 1, . . . , k} and Mk = {0, 1, . . . , mk}, the conditions in Theorem 3.6 mean that
lim
k→∞
mk
k
= 0 (condition lim
k→∞
mk (f,D) in Theorem 1.1 is implicit in the preliminaries of
Section 3.2).
3.2.2. Extensions of Theorem 1.2.
Now, for the sake of completeness, we state some results about almost-uniform convergence.
Theorem 3.9. Let R > 0 a polyradius, (Nk)∞k=1 and (Mk)∞k=1 be two sequences of ﬁnite sets
in Nd such that lim
k→∞ 1Nk = ∞ and (rk)
∞
k=1 be a 1-geometrically strong (respectively, weak)
OPTA of f for [(Nk)∞k=1 , (Mk)∞k=1 , , R, 1]. If P(0, R) ⊂ D and lim
k→∞ 1Mk ln k/1Nk = 0,
then for each ε > 0 and  ∈ (2d − 2, 2d] there exists an open set Lε with h (Lε) < ε, only
depending on ε, , f and the sequence qk , such that for each  ∈ [0, 1] and v ∈ Rd with v > 0,
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we have
lim
k→∞
(
‖f − rk‖∞,P (0,r)\Lε
)1/vNk
	v (r,D) < 1, (3.3)
where r = Rv .
Remark 3.10. As above, in Theorem 3.9 we have the freedom to select the sequences (Nk)∞k=1
and (Mk)∞k=1, but we need to choose a suitable polyradius R such that P(0, R) ⊂ D, in order
to ensure almost-uniform convergence in P(0, R). As above, we improve this result in the next
theorem, with relative independence on the choice ofR, by imposing that the sequences of lattices
satisfy a certain natural condition.
Theorem 3.11. Under the same conditions as inTheorem 3.9, letu ∈ Rd withu > 0, and suppose
that lim
k→∞
Su(k)
u(k)
= 1. If lim
k→∞ 1Mk ln k/1Nk = 0, then for each ε > 0 and  ∈ (2d − 2, 2d]
there exists an open set Lε with h (Lε) < ε, only depending on ε, , f and the sequence qk , such
that for each  > 0 with P (0, Ru) ⊂ D, and for each  ∈ [0, 1] and v ∈ Rd with v > 0, we
have
lim
k→∞
(
‖f − rk‖∞,P (0,r)\Lε
)1/vNk
	v (r,D) < 1, (3.4)
where r = Ruv .
Remark 3.12. This result extends the second classical result (Theorem1.2) since in the univariate
case, if we take Nk = {0, 1, . . . , k} and Mk = {0, 1, . . . , mk}, the conditions in Theorem 3.11
mean that lim
k→∞
mk log k
k
= 0.
Remark 3.13. Observe that in Theorem 3.9 (Theorem 3.11), the set where rk (x)f (x) in
P(0, R) (in P (0, R	u (R,D)−u), respectively) has Hausdorff dimension 2d − 2.
3.2.3. Extension of Theorem 1.3.
All the results above are related to “pseudo-rows” type sequences of rational approximants. We
now establish convergence results for a wide class of sequences. For this purpose, we show some
partial extensions of the so-called Nuttall–Pommerenke type theorem (Theorem 1.3).
Theorem 3.14. Suppose that D = Cd , that is, f is strongly (weakly) meromorphic in Cd , and
take a polyradius R > 0. Let (Nk)∞k=1 and (Mk)∞k=1 be two sequences of ﬁnite sets in Nd such
that lim
k→∞ 1Nk = ∞, and let (rk)
∞
k=1 be a 1-geometrically strong (respectively, weak) OPTA
of f for [(Nk)∞k=1 , (Mk)∞k=1 , , R, 1]. If lim
k→∞ 1Mk/1Nk < ∞ and there exists v ∈ R
d with
v > 0 such that lim
k→∞ vMk/v (Nk + Mk) < 1, then
(i) For each 
 > 0 and for any  with 2d − 2 < 2d, we have
h
{
z ∈ P(0, R) : |f − rk| (z) 
1Nk
}
→ 0, k → ∞. (3.5)
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(ii) If in addition, lim
k→∞
S1(k)
1(k)
< ∞, then for each polyradius r > 0 and 
 > 0, we have that for
any  with 2d − 2 < 2d ,
h
{
z ∈ P(0, r) : |f − rk| (z) 
1Nk
}
→ 0, k → ∞. (3.6)
The same results hold if we replace h by Fd , capd or TB , with B = P
(
0, max
1 id
i
)
, where
 = R in (i) and  = R in (ii), with  > 1 such that R > r .
Remark 3.15. As above, in Theorem 3.14 part (ii) we can improve the result obtained in Theorem
3.14 part (i) by imposing a natural condition to be satisﬁed for the sequences of lattices. Therefore,
in Theorem3.14 part (ii) the convergence inh/Fd /capd/TB in any compact subset is guaranteed.
Remark 3.16. Theorem 3.14 part (ii) can be seen as an extension of Theorem 1.3. Thus, in the
univariate case, if we take Nk = {0, 1, . . . , nk} and Mk = {0, 1, . . . , mk}, the conditions in
Theorem 3.14 part (ii) mean that lim
k→∞ nk = ∞ and limk→∞
mk
nk
< ∞. Basically it means that only
“pseudo-columns” type sequences are not included in our extension of Theorem 1.3. In general,
if we choose the sequences (Nk)∞k=1 and (Mk)∞k=1 such that lim
k→∞ 1Nk = ∞, limk→∞ 1Mk = ∞,
lim
k→∞
1Nk
1Nk
< ∞ and lim
k→∞
uMk
uMk
= 1 for some u ∈ Rd with u > 0, the conditions in Theorem
3.14 part (ii) hold provided that lim
k→∞ 1Mk/1Nk < ∞.
4. Numerical example
In order to illustrate the convergence results analyzed in the previous section we show some
numerical examples. The results displayed in the tables beloware related to the functionf (x, y) =
exp(x+y)
1−2(x+y)+x2+y2 , with fQ being holomorphic in C2 when we take Q(x, y) = 1 − 2 (x + y) +
x2 + y2. Numerical results of rational interpolation for this function have been previously shown
in [6] and in our previous contributions [12,13]. In fact, in those contributions several examples
showing our extension of the Montessus de Ballore theorem to several variables were displayed.
Moreover, the results were compared with those obtained by Cuyt in [6], using the multivariate
Padé approximants introduced in [11].
For each n ∈ N consider the sets Nn =
{
 ∈ N2 : 1 + 2n
}
, and for n,m ∈ N and
s ∈ (0,∞) denote by rn,m;s the unique (in this case) rational function for which the conditions
of Deﬁnition 3.1 hold, with N = Nn, M = Nm and R = (s, s), so that in this case the de-
nominator vector is taken as a minimal of the right-hand side in Deﬁnition 3.1(b) with respect
to the least squares norm ‖ ‖2 in C#E and  = 1. From Remark 2.9 in [12],
(
rn,[n2/3];s
)
n∈N and(
rn,n−1;s
)
n∈N are 1-geometrically strong OPTA of f for
[
(Nn)n∈N ,
(
N[n2/3]
)
n∈N , R, 
′, 1
]
and[
(Nn)n∈N , (Nn−1)n∈N , R, ′, 1
]
respectively, with ′ as in Proposition 2.1 in [12]. It is easy to
check that for u = (1, 1) and the sequence (rn,[n2/3];s)n∈N (respectively, (rn,n−1;s)n∈N) the hy-
potheses in Theorems 3.6 and 3.11 (respectively, Theorem 3.14 part (ii)) are fulﬁlled. These
symmetrical choices for the sets N , M and R are natural if we take into account the symmetry
properties of f. Under these conditions, in the tables below the error (f − rn,m;s) attained in a
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Table 1
n En,[n2/3];1 (z1) En,[n2/3];4 (z1) R[n/[n2/3]]
(
fz1
)
4 −0.3076E+00 −0.3945E+00 0.6321E+00
6 0.1792E−02 −0.8380E−03 −0.3276E−02
8 −0.2535E−05 −0.3053E−05 0.5150E−05
10 −0.4126E−07 −0.4020E−07 0.5870E−07
12 0.1534E−08 0.9522E−08 −0.2966E−07
Table 2
n En,n−1;1 (z1) En,n−1;4 (z1) R[n/n−1]
(
fz1
)
4 −0.3103E−01 −0.1855E−01 −0.9895E−01
6 −0.9314E−05 −0.6756E−05 −0.2866E−04
8 0.7489E−07 0.6252E−07 0.6653E−07
10 0.3209E−07 −0.8244E−05 −0.1885E−06
12 0.4562E−07 0.2122E−05 −0.1560E−07
Table 3
n En,[n2/3];1 (z2) En,[n2/3];4 (z2) R[n/[n2/3]]
(
fz2
)
4 0.1114E+03 −0.3094E+02 −0.1691E+03
6 0.8428E+00 0.2324E+00 −0.2366E+02
8 −0.6809E−02 −0.4143E−02 0.2026E+00
10 −0.2610E−03 −0.1568E−03 0.5959E−02
12 −0.2120E−04 −0.1541E−02 −0.2793E−02
certain point z ∈ C2 is denoted by En,m;s (z). Those errors are compared with R[n/m] (fz) =
fz (1)−[n/m] (fz) (1), where fz (t) = f (tz, tz) and [n/m] (fz) is the [n/m] Padé approximant
to the function fz (t). All the calculations were performed with Microsoft Fortran Power Station.
Results displayed in Tables 1 and 2 correspond to the point z1 = (1, 1) which not belongs to
the domain of convergence of the Taylor series of f. In Table 1, we show the sequence of errors
En,[n2/3];s (z1) for s = 4 and 1 to show that the results are rather independent of the choice of
the polyradius. It is easy to see that the speed of convergence is similar for the OPTA sequences
corresponding to s = 1 and 4, although we might expect, in principle, better results for the ﬁrst
one. In addition, the speed of convergence of these two sequences is similar than the corresponding
for the sequence
(
R[n/[n2/3]]
(
fz1
))
n∈N, which is displayed in the fourth column.
In Table 2, we show the sequence of errors En,n−1;s (z1) for s = 1 and 4. It is easy to see
that the speed of convergence is similar for those sequences, although the ﬁrst one seems to be,
in principle, the most suitable. In addition, the speed of convergence of these two sequences is
similar than the corresponding for the sequence
(
R[n/n−1]
(
fz1
))
n∈N, which is displayed in the
fourth column.
In Table 3, the results displayed are similar to those shown in Table 1, but now the errors are
evaluated at the point z2 = (1.64, 1.64) which is close to the singularities of f .
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5. Proofs
5.1. Proofs of Section 2
A number of auxiliary results are needed before proving the main results in Section 2.
Proposition 5.1 (Proposition 2 in [5, p. 6]). Let f be holomorphic in a domain D = D′ ×Dd ⊂
Cd−1 × C and suppose that for each ﬁxed z′ ∈ D′ it has in Dd ⊂ C exactly m geometrically
distinct zeros. Then, if the domain D′ is simply connected, these zeros depend holomorphically on
z′; more precisely, there exist functions 1
(
z′
)
, . . . , m
(
z′
)
holomorphic in D, natural numbers
k1, . . . , km and a function  holomorphic in D which does not vanish anywhere on D, such that
f (z) = (zd − 1 (z′))k1 · · · (zd − m (z′))km  (z) , z = (z′, zd) ∈ D.
Lemma 5.2. Let P be a complex polynomial of degree n in each of their d complex variables
z1, . . . , zd , normalized by (2.2), with n1 and d2. Let us write z′ = (z1, . . . , zd−1) ,
z = (z′, zd). For ﬁxed zd , let
M (zd) = max
{∣∣P (z′, zd)∣∣ : ∣∣zj ∣∣ r, 1jd − 1}
and for ε > 0 let
 = {zd : |zd | 2r and εn < M (zd)  (2ε)n} .
Then, if we denote by a = max {M (zd) : |zd | 2r}1/n, we have that
 is empty if εa,
m2 ()  (8rε/a)2 if 0 < ε < a.
Proof. It is clear that  is empty for εa. If 0 < ε < a, choose ud and uj , 1jd − 1, such
that |ud | 2r ,
∣∣uj ∣∣ r and ∣∣P (u′, ud)∣∣ = an. With this choice, Q(zd) = P (u′, zd) /an is a
polynomial of degree n in zd , such that
|Q(zd)| =
∣∣P (u′, zd)∣∣ /anM (zd) /an (2ε/a)n with zd ∈ ,
and
max {|Q(zd)| : |zd | 2r} = 1.
Then  ⊂ E (Q, 2r, 2ε/a), and so m2 () m2 (E (Q, 2r, 2ε/a))  (8rε/a)2, by Theorem 1.1
in [10]. 
Lemma 5.3. Let P be a complex polynomial of degree n in each of their d complex variables
z1, . . . , zd , normalized by (2.2), with n1. Then for 0 < p2, if we denote by
E=E (P, 2r, 2ε) \E (P, 2r, ε) and c (p, d) =d (ln 2)p/2 26d−5p/2 (2p/(2p−1))d−1, we have∫
E
(
|nP (z)|−1
∣∣∣∣ zj P (z)
∣∣∣∣
)p
dm2d (z) c (p, d) r2d−pε2−p.
Proof. If P does not depend on the variable zj , the proof is trivial. Hence, suppose, without loss
of generality, that j = 1 and P depends on the variable z1, and apply induction on d.
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For d = 1, we have, by Hölder’s inequality:
∫
E
(
|nP (z)|−1
∣∣∣∣ zP (z)
∣∣∣∣
)p
dm2 (z) A(2−p)/21 A
p/2
2 , (5.1)
where
A1 =
∫
E
dm2 (z) and A2 =
∫
E
(
|nP (z)|−1
∣∣∣∣ zP (z)
∣∣∣∣
)2
dm2 (z) .
An upper bound of A1 can be obtained by applying Theorem 1.1 in [10]. Thus, we have that
A1m2 (E (P, 2r, 2ε))  (8rε)2 . (5.2)
In order to get an upper bound of A2, let us consider for w, z ∈ C, the polynomial Q(w, z) =
P (z) − w. Since P (z) is not a constant, we have that for every ﬁxed w ∈ C, all the roots of
Q(w, ·) are simple, with the possible exception of a ﬁnite number of values {w1, . . . , wk} for
which the discriminant of Q(w, ·) vanishes (see Corollary 33, A.4 in [19, p. 133], for more
details). Now, let  = {twi : t0 and 1 ik} ∪ {t : t0, if wi = 0 for some 1 ik}. Then,
D′ = C\ is a simply connected domain and, by Proposition 5.1, there exist functions i (w),
holomorphic in D′, for 1 idegP , such that z = i (w) are the zeros of Q(w, ·), for every
w ∈ D′. Thus, since the set P−1 () has zero area, we have that
A2 =
∫
E\P−1()
(
|nP (z)|−1
∣∣∣∣ zP (z)
∣∣∣∣
)2
dm2 (z)
=
∑
i
∫
i (D′)∩E
(
|nP (z)|−1
∣∣∣∣ zP (z)
∣∣∣∣
)2
dm2 (z) .
If we now perform the change of variable z = i (w) , P (z) = w, which implies that∣∣∣ zP (z)
∣∣∣2 dm2 (z) = dm2 (w), it yields
A2 =
∑
i
∫
D′ε,r,i
|nw|−2 dm2 (w) ,
where D′ε,r,i =
{
w ∈ D′ : εn < |w|  (2ε)n and |i (w)| 2r
}
. Thus, by a change to polar
coordinates,
A2n−1
∫ 2
0
∫ (2ε)n
εn
r−1 dr d
 = 2 ln 2. (5.3)
Therefore, from (5.1)–(5.3) we have
∫
E
(
|nP (z)|−1
∣∣∣∣ zP (z)
∣∣∣∣
)p
dm2 (z)  (ln 2)p/2 26−5p/2r2−pε2−p,
and the result is proved for d = 1.
Let us apply the induction hypothesis and suppose that the result holds for d − 1. Let us show
that it also holds for d, with d2.
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Let us write z′ = (z1, . . . , zd−1) , z =
(
z′, zd
)
, and denote
M (zd) = max
{∣∣P (z′, zd)∣∣ : ∣∣zj ∣∣ r, 1jd − 1} ,
D = {zd : |zd | 2r and M (zd) > εn}
and
E′ = E′ (zd) =
{
z′ : ∣∣zj ∣∣ 2r, 1jd − 1 and εn < ∣∣P (z′, zd)∣∣  (2ε)n} .
Thus, by applying the induction hypothesis to the polynomial P
(
z′, zd
)
/M (zd) in the variable
z′, we have that∫
E
(
|nP (z)|−1
∣∣∣∣ z1P (z)
∣∣∣∣
)p
dm2d (z)
=
∫
D
∫
E′
(
|nP (z)|−1
∣∣∣∣ z1P (z)
∣∣∣∣
)p
dm2(d−1)
(
z′
)
dm2 (zd)
c (p, d − 1) r2(d−1)−p
∫
D
(
εM (zd)
−1/n)2−p dm2 (zd) .
Thus, if for each integer j0 we take
j =
{
zd ∈ D :
(
2j ε
)n
< M (zd) 
(
2j+1ε
)n}
,
a = max {M (zd) : |zd | 2r}1/n and l =
[
log2 (a/ε)
] (where, as usual, [x] denotes the integer
part of a number x), by applying Lemma 5.2 and taking into account that a1, we have∫
E
(
|nP (z)|−1
∣∣∣∣ z1P (z)
∣∣∣∣
)p
dm2d (z)
c (p, d − 1) r2(d−1)−pε2−p
∞∑
j=0
∫
j
M (zd)
(p−2)/n dm2 (zd)
c (p, d − 1) r2(d−1)−pε2−p
l∑
j=0

(
8r2j ε/a
)2 (
2j ε
)p−2
c (p, d) r2d−pε2−p,
which completes the proof. 
The following auxiliary results given in [17] are also needed.
Lemma 5.4 (Lemmas 1.11 and 1.15 in [17, pp. 15–17]). Let u :  → R be a locally Lipschitz
function. If u, ∇u ∈ Lp (; dx), where ∇u = (1u, . . . , mu) is the usual gradient of u, then
u ∈ H 1,p (; dx).
Lemma 5.5 (Lemma 1.26 in [17, p. 23]). If  is bounded and u ∈ H 1,p (; dx) is such that
lim
x→y u (x) = 0 for all y ∈ , then u ∈ H
1,p
0 (; dx).
Proof of Theorem 2.5. Again, if the polynomial P is a constant, the proof is trivial because
E (P, r, ε) = ∅. Suppose that P is not a constant polynomial with n1. Given the real
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numbers s, 	, R, such that 0 < 	 < R, consider the function
 (y, 	, R, s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 if yR,∫ R
y
ts−1 dt∫ R
	 t
s−1 dt
if 	 < y < R,
1 if 0y	
and the function u in the variable x = (Re (z1) , Im (z1) , . . . ,Re (zd) , Im (zd)), given by
u =  (|P (z)|2 , ε2n, (2ε)2n , 0) d∏
j=1

(∣∣zj ∣∣ , r, 2r, 0). It is clear that 0u1, and so u ∈
Lp
(
B
(
0, 2r
√
d
))
. Since  is a Lipschitz function on [0,∞) in the variable y, it is clear that u
is a Lipschitz function on B
(
0, 2r
√
d
)
. Thus, if we prove that ∇u ∈ Lp
(
B
(
0, 2r
√
d
))
, then,
by applying Lemma 5.4, we conclude that u ∈ H 1,p
(
B
(
0, 2r
√
d
)
; dx
)
. Finally, by applying
Lemma 5.5, we would have that u ∈ H 1,p0
(
B
(
0, 2r
√
d
)
; dx
)
, and since u1 on E (P, r, ε) we
would conclude that u ∈ W0
(
E (P, r, ε) , B
(
0, 2r
√
d
))
.
Therefore, it is sufﬁcient to prove that
∫
B
(
0,2r
√
d
) |∇u (x)|p dxCr2d−pε2−p, to complete the
proof.
Indeed, let u1 = 
(|P (z)|2 , ε2n, (2ε)2n , 0) and u2 = d∏
j=1

(∣∣zj ∣∣ , r, 2r, 0). Since ∇u (x) =
u1 (x)∇u2 (x) + ∇u1 (x) u2 (x), we have that∫
R2d
|∇u (x)|p dm2d (x) 2p/2
{∫
R2d
|u1 (x)∇u2 (x)|p dm2d (x)
+
∫
R2d
|∇u1 (x) u2 (x)|p dm2d (x)
}
= 2p/2 {A1 + A2} . (5.4)
With respect to the ﬁrst term, we have
A1 =
∫
E(P,2r,2ε)
|u1 (x)∇u2 (x)|p dm2d (x) 
∫
E(P,2r,2ε)
dp/2 (r ln 2)−p dm2d (x)
and, by Theorem 2.1, we obtain
A1dp/2 (r ln 2)−p
(
16r2
)d
ε2 max
{
1, log2
2d−1
ε
}d−1
. (5.5)
As for the second term, if we denote by E = E (P, 2r, 2ε) \E (P, 2r, ε), we can write
A2 =
∫
E
|∇u1 (x) u2 (x)|p dx
∫
E
|∇u1 (x)|p dx.
Now, since Re zj =

zj
+ zj and

 Im zj
= i
(

zj
− zj
)
, and also for z ∈ E and 1jd,
u1
zj
(z) = u1
zj
(z) = P
zj
(z) /P (z) 2n ln 2,
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it yields
|∇u1 (x)|p 2p
d∑
j=1
∣∣∣∣ zj u1 (z)
∣∣∣∣
p
.
Thus,
A2 (ln 2)−p
d∑
j=1
∫
E
(
|nP (z)|−1
∣∣∣∣ zj P (z)
∣∣∣∣
)p
dm2d (z) .
Therefore, applying Lemma 5.3, we have
A2d (ln 2)−p c (p, d) r2d−pε2−p. (5.6)
Finally, from (5.4)–(5.6) we obtain ∫
B
(
0,2r
√
d
) |∇u (x)|p dxCr2d−pε2−p, and this completes
the proof. 
Proof of Proposition 2.7. For the purposes of this proof, we need to introduce the following
extension of the Hausdorff content. For a subset E ⊆ Cd and any  > 0 and 	 ∈ (0,∞], let us
denote
h
	
 (E) = inf
⎧⎨
⎩
∞∑
j=1
(
d
(
Bj
)) : {Bj} are balls with E ⊂ ∞∪
j=1Bj and d
(
Bj
)
	
⎫⎬
⎭ .
In particular, it is clear that h∞ (E) = h (E).
Now, coming back to the proof, since K ⊂ B it is clear that hd(B)N−p (K) = hN−p (K).
On the other hand, it is well known that there exists a constant AN > 0 (only depending on
N) such that a ball of diameter r may be covered by AN
(
r/r ′
)N balls of diameter r ′ (r ′r).
Therefore,
hr
′
 (E) AN
(
r/r ′
)N
hr (E) .
Thus, taking  = dist (K, B), r ′ = /4, r = d (B) and  = N − p, we have that
h
/4
N−p (E) AN (4d (B) /)
N h
d(B)
N−p (E) .
Therefore, in order to complete the proof is sufﬁcient to show that
capp (K,B) c (N, p) h
/4
N−p (K) .
Indeed, consider a covering of K with balls B (xi, ri) whose diameters satisfy ri/4. Since it
may be assumed that every ball intersects K, it is clear that B (xi, /2) ⊂ B. Now, using the
subadditivity and monotonicity properties of the capacity (see Theorem 2.2 in [17, p. 28]) and the
formula for p-capacities of spherical condensers (see formula 2.13 in [17, p. 35]) we obtain
capp (K,B) 
∑
i
capp (B (xi, ri) , B)

∑
i
capp (B (xi, ri) , B (xi, /2)) c (N, p)
∑
i
r
N−p
i ,
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and, thus, we conclude that
capp (K,B) c (N, p) h
/4
N−p (K) . 
5.2. Proofs of Section 3
We ﬁrst need the following lemma.
Lemma 5.6. Let p1 and p2 be two polynomials in the variables z1, . . . , zd of total degree n1 and
n2 at most, and let R > 0 a polyradius. Then we have
‖p1p2‖∞,P (0,R)  ‖p1‖∞,P (0,R) ‖p2‖∞,P (0,R) 2−n1−n2 .
Proof. Let us ﬁrst suppose that d = 1 and R = 1. Thus P (0, R) = D. Consider the function
h (t) =
(
ln 1
t
)−1
, t ∈ (0, 1) and, for each A ∈ (0, 1) take the sets
Li =
{
z ∈ D : |pi (z)|  (A/2)ni ‖pi‖∞,D
}
for i = 1, 2.
Then, we know that (see [18, p. 289])
h (cap (L1 ∪ L2)) h (cap (L1)) + h (cap (L2)) .
By Theorem 1.1 in [10], we have
cap (Li) A for i = 1, 2 and A ∈ (0, 1) .
Thus,
h (cap (L1 ∪ L2)) h (A) + h (A) = h
(
A1/2
)
and therefore
cap (L1 ∪ L2) A1/2 < cap
(
D
) = 1 for each A ∈ (0, 1) .
Thus, for each A ∈ (0, 1), there exists zA ∈ D\ (L1 ∪ L2) such that
|p1p2 (zA)| > ‖p1‖∞,D ‖p2‖∞,D (A/2)n1+n2 ,
and therefore, we conclude that
‖p1p2‖∞,D  ‖p1‖∞,D ‖p2‖∞,D 2−n1−n2 . (5.7)
Finally, in the general case, let ai ∈ P (0, R) such that |pi (ai)| = ‖pi‖∞,P (0,R) for i = 1, 2.
Now, consider the polynomials
qi (z) = pi
(
1 + z
2
a1 + 1 − z2 a2
)
with z ∈ D for i = 1, 2.
Thus, taking into account (5.7) and since ‖qi‖∞,D = ‖pi‖∞,P (0,R), with qi a polynomial of
degree ni at most, for i = 1, 2, the proof is completed. 
Proof of Theorem 3.4. Let  ∈ [0, 1] and v ∈ Rd with v > 0. Since 	v (R,D) = 	v (r,D) <

, we can take  ∈ (	v (R,D) , 1) such that  < 
. Denote R˜ = R−v and take a polynomial
194 Z. García / Journal of Approximation Theory 143 (2006) 176–200
Q, with Q(0) = 0 (Q = 0, respectively) such that fQ is holomorphic in a polydisc P (0, R′),
with P
(
0, R˜
)
⊂ P (0, R′) ⊂ D. For each k, consider rk = p˜kq˜k , where q˜k and p˜k denotes the
normalization of the polynomials qk and pk in order to satisfy that 1 = max
∈Mk
∣∣q˜,k∣∣.
Now, for a ﬁxed x ∈ P(0, r), we have
(Qf q˜k − Qp˜k) (x)=
(
1
2i
)d ∑
∈(Nk+Mk)c
x
∫
b0P
(
0,R˜
) (Qf q˜k) (y)
y+1
dy
︸ ︷︷ ︸
A(x)
+
(
1
2i
)d ∑
∈(Nk+Mk)
x
∫
b0P
(
0,R˜
) (Q (f q˜k − p˜k)) (y)
y+1
dy
︸ ︷︷ ︸
B(x)
.
In order to get a bound for the ﬁrst term, we have
|A (x)|  ‖Qf ‖∞,P(0,R˜) ‖q˜k‖∞,P(0,R˜)
∑
∈(Nk+Mk)c
()〈,v〉 .
Then, since ‖q˜k‖∞,P(0,R˜) 
(
1 + 1Mk
)d
max
1 jd
{
1, R˜j
}1Mk
, we conclude that
lim
k→∞
(
sup
{|A (x)| : x ∈ P(0, r)})1/vNk  < 1. (5.8)
The second term may be written as follows:
B (x) =
∑
∈Ek
cx

⎛
⎝ ∑
∈{∈M:+∈(Nk+Mk)}
Qx

⎞
⎠ ,
with (f q˜k − p˜k) (x) = ∑
∈Nd\Nk
cx

. Hence,
|B (x)|  const
∑
∈Ek
|c|R〈v,〉
 const v(k)
∑
∈Ek
∣∣∣∣∣∣
∑
∈Mk
q˜,kf−
∣∣∣∣∣∣R

 const ukv(k)
∑
∈Ek
∣∣∣∣∣∣
∑
∈Mk
q,kf−
∣∣∣∣∣∣R

 const ukv(k) (k)
∑
∈Ek
∣∣∣∣∣∣
∑
∈M
Qf−
∣∣∣∣∣∣R
 const∗
 const ukv(k) (k) ‖Qf ‖∞,P(0,R˜)
∑
∈Ek
〈v,〉,
where uk= |q˜k (0)|
(
=1= max
∈Mk
∣∣q˜,k∣∣ , respectively
)
,
1
const∗ =Q(0)
(
= max
∈Mk
∣∣Q∣∣ , respectively
)
.
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Therefore,
lim
k→∞
(
sup
{|B (x)| : x ∈ P(0, r)})1/v(k)  < 1. (5.9)
Now, from (5.8), (5.9), and since vNkv (k), it follows:
lim
k→∞
(‖Qf q˜k − Qp˜k‖∞,P (0,r))1/vNk  < 
. (5.10)
Then, taking a ∈ (, 
), there is a k1 such that ‖Qf q˜k − Qp˜k‖∞,P (0,r) avNk whenever
kk1. Thus, we have that for kk1,{
z ∈ P(0, r) : |f − rk| (z) 
vNk
}
⊂
{
z ∈ P(0, r) : |Qq˜k| (z)  (a/
)vNk
}
⊂ Ek,
where
Ek =
{
z ∈ P(0, R) : |Qq˜k| (z)  (a/
)vNk
}
.
On the other hand, since 1 = max
∈Mk
∣∣q˜,k∣∣  ‖q˜k‖∞,P (0,R) max
∈Mk
R−, then by Lemma 5.6 we
have
‖Qq˜k‖∞,P (0,R)  max1 jd
{
1, R−1j
}−1Mk ‖Q‖∞,P (0,R) 2−1Mk−1M.
Thus, by Corollary 2.6, we have that lim
k→∞h (Ek) = 0, for  ∈ (2d − 2, 2d], and therefore
lim
k→∞h
{
z∈P(0, r) : |f−rk| (z) 
vNk
}
 lim
k→∞h (Ek) = 0 with 2d−2<2d.
Finally, in a similar way, by Theorem 2.1 or (2.5) we conclude that the same result holds when
we replace h by Fd , capd , or TB and this settles the proof. 
Now, we need the following result (Proposition 3.3 in [12]).
Proposition 5.7. Let (Nk)k∈N , (Mk)k∈N , (Ek)k∈N , (u (k))k∈N , (Su (k))k∈N, ,1 be as above
and u ∈ Rd with u > 0, such that lim
k→∞
Su(k)
u(k)
= 1. Let R > 0 be a polyradius and consider a
function f inCd holomorphic in a neighborhood of the origin. Then if (rk)∞k=1 is a 1-geometrically
strong (weak) OPTA of f for [(Nk)∞k=1 , (Mk)∞k=1 , R, , 1], we have that, for any  > 0, (rk)∞k=1
is a1-geometrically strong (respectively,weak)OPTAoff for
[
(Nk)
∞
k=1 , (Mk)∞k=1 , R
u, ˜, 1
]
,
where ˜ =
(
˜k
)
k∈N ⊂ [1,∞) and limk→∞
(
˜k
)1/1(k) = 1.
Proof of Theorem 3.6. From Proposition 5.7, we know that for any  > 0, (rk)∞k=1 is a 1-
geometrically strong (respectively, weak) OPTA of f for
[
(Nk)
∞
k=1 , (Mk)∞k=1 , R
u, ˜, 1
]
. So,
applying Theorem 3.4 with  > 0 such that P
(
0, Ru
) ⊂ D, we conclude the proof. 
We now proceed to prove the results on almost uniform convergence.
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Proof of Theorem 3.9. Let us consider the sequence
(
	j
)∞
j=1 of all polyradius with 	j ∈
(
Q+
)d
and P
(
0, 	j
) ⊂ D. Thus, for each j there exists a polynomial Qj ∈ M∗j , with Qj (0) = 0 (Qj =
0, respectively) such that fQj is holomorphic in the polydisc P
(
0, 	j
)
. Also, suppose that each
polynomial Qj is normalized in order to verify that 1 = max
∈M∗j
∣∣∣(Qj )
∣∣∣. On the other hand, for
each k consider rk = p˜kq˜k , where q˜k and p˜k denotes the normalization of the polynomials qk and
pk in order to satisfy that 1 = max
∈Mk
∣∣q˜,k∣∣. Thus, for each k,
1 max {|Qk| (z) : |zi | k, 1 id} ,max {|q˜k| (z) : |zi | k, 1 id} .
Now, take a real number p ∈ (max {1, 2d − } , 2) and set, for each k,
Lk,1 =
{
z ∈ Cd : |Qk| (z) < k−cM∗k , |zi | k, 1 id
}
and
Lk,2 =
{
z ∈ Cd : |q˜k| (z) < k−cMk , |zi | k, 1 id
}
,
where M∗k = max
{
i :  ∈ M∗k , 1jd
}
, Mk = max
{
i :  ∈ Mk, 1jd
}
and c =
(2 + ) / (2 − p). Thus, by Corollary 2.6 we have h
(
Lk,j
)
C′k−2, with C′ = C′ (d, p, ) and
1j2. If we consider the open set Lε =
∞∪
k=k1
Lk,1 ∪ Lk,2, with k1 such that 2C′
∞∑
k=k1
k−2 < ε,
we have that h (Lε) < ε, where Lε only depends on ε, , f , and the sequence qk .
On the other hand, let  ∈ [0, 1],  ∈ (	v (R,D) , 1) and v ∈ Rd with v > 0, and denote
R˜ = R−v . Since there are inﬁnitely many polyradius 	j such that P
(
0, R˜
)
⊂ P (0, 	j ), we can
take one with j max {k1, Ri : 1 id}. Thus, following the proof of Theorem 3.4, we obtain
lim
k→∞
(∥∥Qjf q˜k − Qjp˜k∥∥∞,P (0,r)
)1/vNk
.
Thus, for k max {k1, Ri : 1 id} we have that
‖f − rk‖∞,P (0,r)\Lε 
∥∥Qjf q˜k − Qjp˜k∥∥∞,P (0,r) · kcMk · jcM∗j .
Therefore, for each  ∈ (	v (R,D) , 1) we obtain
lim
k→∞
(
‖f − rk‖∞,P (0,r)\Lε
)1/vNk
,
and since 	v (R,D) = 	v (r,D), we conclude (3.3). 
Proof of Theorem 3.11. From Proposition 5.7, we know that for any  > 0, (rk)∞k=1 is a 1-
geometrically strong (respectively, weak) OPTA of f for
[
(Nk)
∞
k=1 , (Mk)∞k=1 , R
u, ˜, 1
]
. So,
applying Theorem 3.9 with  > 0 so that P
(
0, Ru
) ⊂ D, and recalling that the open set Lε,
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which was used in the proof of Theorem 3.9, only depends on ε, , f , and the sequence qk , we
conclude the proof. 
The proof of the Nuttall–Pommerenke type theorem requires the following lemma.
Lemma 5.8. Let 1 and v ∈ Rd with v > 0, a polyradius R > 0 and p (z) = ∑
∈N
pz
 a
complex polynomial, with z ∈ Cd and exponent set N ⊂ Nd . Then, if we denote by R˜ = Rv , we
have
‖p‖∞,P(0,R˜) vN ‖p‖∞,P (0,R) .
Proof. Let us ﬁrst suppose that v ∈ Nd , and for t ∈ C denote tv = (tv1 , . . . , tvd ). We know that
there exists z′ ∈ Cd , with ∣∣z′i∣∣ = Ri (1 id), such that
‖p‖∞,P(0,R˜) =
∣∣p (z′v)∣∣ = max {|q (t)| : t ∈ C and |t | } , (5.11)
where q (t) = p (z′tv). Since the polynomial q (t) is of degree at most vN , we have
max {|q (t)| : |t | } vN max {|q (t)| : |t | 1} , (5.12)
and thus, by (5.11) and (5.12) we have
‖p‖∞,P(0,R˜) vN ‖p‖∞,P (0,R) .
Now, suppose that v ∈ (Q+)d . Then there exists an integer m such that mv = w ∈ Nd . Thus, if
we denote  = 1/m, since R˜ = Rw, then
‖p‖∞,P(0,R˜) wN ‖p‖∞,P (0,R) = vN ‖p‖∞,P (0,R) .
Finally, the density of
(
Q+
)d in (R+)d completes the proof. 
Proof of Theorem 3.14 part (i). Let us take  = R,  ∈ (0, 1) and set R˜ = −v and 	 = 2R˜.
By assumption, there exists a polynomialQ	,with exponent setM	, such thatfQ	 is holomorphic
in the polydisc P (0, 	). For each k, consider rk = p˜kq˜k , where q˜k and p˜k denotes the normalization
of the polynomials qk and pk in order to satisfy that 1 = ‖q˜k‖∞,P (0,).
Now, as in the proof of Theorem 3.4, for a ﬁxed x ∈ P(0, ) we have (Q	f q˜k − Q	p˜k) (x) =
A (x) + B (x), where
|A (x)|  ∥∥Q	f ∥∥∞,P(0,R˜) ‖q˜k‖∞,P(0,R˜)
∑
∈(Nk+Mk)c
〈v,〉.
Then, if we denote c1 = lim
k→∞ vMk/v (Nk + Mk), by Lemma 5.8 and since vNkv
(Nk + Mk), we conclude that
lim
k→∞
(
sup
{|A (x)| : x ∈ P(0, )})1/vNk 1−c1 < 1,
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and since min
1 id
vi1NkvNk , there exists c2 > 0 such that
lim
k→∞
(
sup
{|A (x)| : x ∈ P(0, )})1/1Nk c2 < 1. (5.13)
On the other hand, proceeding as in the proof of Theorem 3.4, we have
|B (x)|  const
∑
∈Ek
∣∣∣∣∣∣
∑
∈Mk
q˜,kf−
∣∣∣∣∣∣R

 const uk
∑
∈Ek
∣∣∣∣∣∣
∑
∈Mk
q,kf−
∣∣∣∣∣∣R

 const uk (k)
∑
∈Ek
∣∣∣∣∣∣
∑
∈M	
Q
	
f−
∣∣∣∣∣∣R
 const∗
 const uk (k)
∥∥Q	f ∥∥∞,P(0,R˜)
∑
∈Ek
〈1,〉,
where uk= |q˜k(0)|
(
= max
∈Mk
∣∣q˜,k∣∣ , respectively
)
and 1
const∗ =Q	(0)
(
= max
∈M	
∣∣∣Q	
∣∣∣ , respectively
)
.
Therefore, since max
∈Mk
∣∣q˜,k∣∣  ‖q˜k‖∞,P (0,) max
∈Mk
−and 1Nk1 (k), if we denote
c3 = lim
k→∞ 1Mk/1Nk , we have
lim
k→∞
(
sup
{|B (x)| : x ∈ P(0, )})1/1Nk  max
1 jd
{1, 1/i}c3 . (5.14)
Now, from (5.13) and (5.14), there exist c4, c5 > 0 such that
lim
k→∞
(∥∥Q	f q˜k − Q	p˜k∥∥∞,P (0,)
)1/1Nk c4c5 . (5.15)
Therefore, there is an integer k1 such that
∥∥Q	f q˜k − Q	p˜k∥∥∞,P (0,)  (2c4c5)1Nk whenever
kk1. Thus, we have that for kk1{
z ∈ P(0, ) : |f − rk| (z) 
1Nk
}
⊂
{
z ∈ P(0, ) : ∣∣Q	q˜k∣∣ (z)  (2c4c5/
)1Nk}
= Ek,.
On the other hand, by Lemma 5.6 we have∥∥Q	q˜k∥∥∞,P (0,)  ∥∥Q	∥∥∞,P (0,) 2−1Mk−1M	 .
Thus, by Corollary 2.6, for  ∈ (2d − 2, 2d] , p ∈ (max {1, 2d − } , 2) and  < (
/2c4)1/c5 ,
we have that lim
k→∞h
(
Ek,
)
const ε2−p, with ε = 2 (2c4c5/
)1/c3 . By applyingTheorem2.1 or
(2.5), the same result holds ifh is replacedbyFd , capd orTB and ε2−p by ε1/d max
{
1, log2 1ε
}d−1
,
εmax
{
1, log2 1ε
}d−1
or ε, respectively. Thus, for  ∈ (2d − 2, 2d] we have
lim
k→∞h
{
z ∈ P(0, ) : |f − rk| (z) 
1Nk
}
 lim
→0
lim
k→∞h
(
Ek,
) = 0.
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Finally, in a similar way, since lim
→0
lim
k→∞ cap
d
(
Ek,
) = 0, lim
→0
lim
k→∞
F
d
(
Ek,
) = 0 and lim
→0
lim
k→∞ TB
(
Ek,
) = 0, the proof is settled. 
Proof of Theorem 3.14 part (ii). It is essentially the same proof as in Theorem 3.14 part (i), but
now we take a different value of  and try to get a bound for B (x) following a different approach.
Indeed, there exists  > 1 such that P (0, r) ⊂ P (0, R). Proceeding as in the previous
proof, but now taking  = R, we have that, for a ﬁxed x ∈ P(0, ), (Q	f q˜k − Q	p˜k) (x) =
A (x) + B (x), and there exists c1 > 0 such that
lim
k→∞
(
sup
{|A (x)| : x ∈ P(0, )})1/1Nk c1 < 1. (5.16)
On the other hand, as in the proof of Theorem 3.4, we have
|B (x)|  const
∑
∈Ek
∣∣∣∣∣∣
∑
∈Mk
q˜,kf−
∣∣∣∣∣∣ 

 const S1(k)uk
∑
∈Ek
∣∣∣∣∣∣
∑
∈Mk
q,kf−
∣∣∣∣∣∣R

 const S1(k)uk (k)
∑
∈Ek
∣∣∣∣∣∣
∑
∈M	
Q
	
f−
∣∣∣∣∣∣R
 const∗
 const S1(k)uk (k)
∑
∈Ek
∣∣∣∣∣∣
∑
∈M	
Q
	
f−
∣∣∣∣∣∣ 
R−
 const S1(k)−1(k)uk (k)
∑
∈Ek
∣∣∣∣∣∣
∑
∈M	
Q
	
f−
∣∣∣∣∣∣ 

 const S1(k)−1(k)uk (k)
∥∥Q	f ∥∥∞,P(0,R˜)
∑
∈Ek
〈1,〉,
where uk= |q˜k (0)|
(
= max
∈Mk
∣∣q˜,k∣∣ , respectively
)
,
1
const∗ =Q	 (0)
(
= max
∈M	
∣∣∣Q	
∣∣∣ , respectively
)
.
Therefore, since max
∈Mk
∣∣q˜,k∣∣  ‖q˜k‖∞,P (0,) max
∈Mk
− and 1Nk1 (k), if we denote
c2 = lim
k→∞ 1Mk/1Nk and c3 = limk→∞
S1(k)
1(k)
, we obtain
lim
k→∞
(
sup
{|B (x)| : x ∈ P(0, )})1/1Nk  max
1 jd
{1, 1/i}c2 c3−1. (5.17)
Now, from (5.16) and (5.17), there exist c4, c5 > 0 such that
lim
k→∞
(∥∥Q	f q˜k − Q	p˜k∥∥∞,P (0,)
)1/1Nk c4c5 ,
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and hereafter the proof follows the same steps as the proof of Theorem 3.14 part (i),
after (5.15). 
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