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Abstract
The inflationary paradigm is one which was designed to answer questions that
arose from classical Hot Big Bang cosmology. The period of rapid expansion in
the early Universe provides a mechanism to solve the flatness, horizon and relic
problems. More importantly, since the theory was first introduced it has been
realised that it also provides a mechanism to generate the initial perturbations
from which structure in the Universe can grow.
In the zoo of potential inflationary models there is a dominant class: slow-roll
inflation. The idea that the energy density of the inflationary field is dominated
by its potential highly simplifies the calculations required to predict observable
quantities. This simplification relies on all the information required to know the
subsequent dynamics of the field to be encoded in the space φ− φ̇; it must be an
effective phase space. I show that φ−φ̇ can be considered to be such a space for the
most general scalar-tensor theory which gives second-order equations of motion:
Horndeski theory. There are theoretical issues associated with this reduction that
are illuminated through specific examples in which they occur.
A theoretical issue with inflation is that there is an overabundance of models, with
some capable of predicting any value of the possible observables. The second
block of work in this thesis looks at a particular set of models that make the
same observational prediction. These “attractor” models utilise a non-minimal
coupling between the inflationary fields and gravity and are studied in depth,
both in the case of one and several fields.
Firstly, I examine the Universal Attractors, a single field subset of these models.
I show, in detail, the observational prediction such a model makes in the case
of a strong non-minimal coupling and then examine the constraints it would
be possible to put on such a coupling if a confirmed detection of primordial
gravitational waves was made. Despite the discussion existing in the literature
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there is a small deviation of the Universal Attractor models from the predictions of
the Starobinsky model. Furthermore, the coupling, ξ is found to be constrained
so that |ξ| < 1 in the case where there a level of detectable primordial tensor
modes.
While the attractor models have an effective one-field description in reality there
are several other fields that are assumed to be fixed during the inflationary phase.
This claim requires careful examination as the field-space of the models generally
is not flat. This curvature can cause a destabilising effect with certain parameters
and so I investigate how susceptible the α-attractors and related models are to the
destabilisation. A key result of this chapter is to highlight how important it is to
not rely on the slow-roll approximation when assessing the effect of the instability,
as the region where the effect begins to become large corresponds with the region
where slow-roll begins to break down. Assuming the slow-roll approximation
is valid leads to an over-estimation of the effect that the instability mechanism
has. Despite this, some of the models considered are seen to experience the
instability for certain ranges of model parameters. Making the assumption that
any occurrence of the instability will, at the very least, move the observational
prediction of the model outside the currently constrained range allows a constraint
on the model parameter in question which directly translates to a theoretical lower
bound on the tensor-scalar ratio, r > 0.0005.
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Lay Summary
Cosmology, the study of the Universe, is full of mysteries; there are many things
that are poorly understood. One of the most fundamental of these mysteries,
which dates back almost 14 billion years, to the very limit of well understood
physics: why does the Universe look the way it does?
This question can be broken down into two separate ones; the first of which is
why is the Universe nearly the same in every direction? The everyday world looks
different in every direction but looking at larger and larger distances the Universe
starts appearing more and similar in every direction. This is problematic since
different sides of the Universe are so far apart that it seems no information can
possibly have been exchanged between them.
The second mystery is where the structures in the Universe come from. Galaxies,
stars and planets are all created by gravity causing clumps of matter slightly
more dense than their surroundings to collapse. There has to be a mechanism
that creates these original clumps, the seeds of structure in the Universe.
The leading theory that solves these problems is a period of rapid expansion in
the early Universe lasting less than a billionth of a billionth of a second: inflation.
Before inflation, the parts of the Universe that become what we observe today
were very close together, and so in balance. During inflation these regions get
blown apart to distances so vast it appeared to early theorists that they could
never have interacted, when in fact they did. This explains why the Universe looks
the same in all directions. During inflation there are tiny, random fluctuations
that get blown up to huge scales by the rapid expansion. These originally
microscopic fluctuations then become large enough to begin forming galaxies
and other larger structures solving the mystery of the origin of structure in the
Universe.
The purpose of this thesis is to examine the theoretical assumptions that have
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gone in to various models of what may have been responsible for inflation. In
particular, the models considered here are all based on an extension of the
standard model of gravity, General Relativity. These models all have specific
qualities that make them attractive. The main positive feature is that they appear
to line-up very well with observations. The predictions of the models require
certain assumptions to hold true and these are tested in this thesis. In some
cases, the assumptions are valid but there appears to be a potential problem in
models which require there to be more than one source of energy driving inflation.
The interactions between the two energy sources are able to force the evolution
of the Universe away from what we see today. This restricts the possible range of
predictions made by these models and, in the long-term, may allow such models
to be ruled out.
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1.1 The Physics of Gravity
The currently favoured theory of gravity is the General Theory of Relativity.
This section will introduce the key physical ideas that go into the theory while
the subsequent sections will develop the mathematical toolkit.
1.1.1 Special Relativity
A fundamental assumption in pre-relativistic mechanics is that time is universal,
every observer can agree upon it [69]. This is closely tied to the idea of
simultaneity whereby if two events appear to occur at the same time to one
observer then they must for all others. It is this assumption that must be broken
first when moving into the realm of Special Relativity. Instead, it is axiomatic that
the speed of light is constant. The effect that this statement has on simultaneity
can be see in the canonical example of a train moving past a station. This example
follows the basic idea of Ref. [23]. Consider a train with a passenger exactly in the
middle of the carriage and a platform with an observer on it. As the train moves
past the platform the passenger sends out light rays forwards and backwards.
To the passenger, it is an equal distance to the front and back of the carriage
and so the light rays must reach both ends at the same time, i.e. they arrive
simultaneously. However, the observer on the platform would disagree with this
conclusion if the speed of light is constant. To them it appears that the ray that
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goes towards the back of the train has a shorter distance to cover as the back of
the train is moving towards the point where the light emitted from. This means
that it arrives at an earlier time than the other light ray leaches the front of the
carriage.
The logical consequence of the constancy of the speed of light is that time and
distance are measured differently by different observers. The invariant quantity
is instead the interval between two events defined as:
ds2 = −c2dτ 2, (1.1)
where τ is a quantity known as the proper time between two events. The
coordinate systems of two different inertial observers are linked by a Lorentz
transformation which, when represented by a matrix, is a solution to the equation:
ΛTηΛ = η, (1.2)
where η is known as the Minkowski metric and is given by:
η =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (1.3)
The solutions, Λ, form a group known as the Lorentz group, O(1, 3). However, in
physical applications it is usually required that the direction of time is preserved
so the restricted Lorentz group, SO+(1, 3), is used. The Minkowski metric allows
the interval to be written as:
ds2 = dxTηdx, (1.4)
where dx is a four-vector, dx = (dt, d~x).
1.1.2 Newtonian Gravity
Special Relativity deals with dynamics but does not say anything about gravity.






This simple equation is incredibly accurate. In the Solar System it accounts for
the motion of nearly all the planets and their moons. The sole exception [106]
indicates that the theory must be developed even before trying to combine it
with Special Relativity. The particular problem is the advance of the perihelion
of Mercury. While the, much smaller, precession of the other planets can
be explained with Newtonian gravity it had been observed that Mercury was
precessing roughly 40 arcseconds per century faster than that theory would
predict.
1.1.3 Equivalence Principles
The weak equivalence principle states that gravitational and inertial mass are
always equivalent. This statement has important consequences for Newtonian
gravity in the framework of classical mechanics as it allows the equations for
Newtonian gravity to be invariant under uniform acceleration. It is precisely this
invariance that leads to the idea that objects in free-fall appear to be weightless
in the frame where the acceleration due to gravity is zero. The weak equivalence
principle has been extensively tested (to one part in 1013) and will be further
constrained in the future by the MicroSCOPE [12, 101] and STEP satellite
missions [82].
While the weak equivalence principle works well with classical mechanics,
problems develop rapidly in trying to reconcile it with Special Relativity,
electromagnetism and Newtonian gravity [106]. According to Special Relativity,
the speed of light in a vacuum is constant. However this leads to inconsistencies
when photons in a Newtonian gravitational field are considered. The first
statement that must be accepted is that since photons carry energy they must be
affected by gravity. This is shown by, for example, Bondi’s thought experiment
where he argues that if photons were not affected by gravity then it would
be possible to build a perpetual motion machine. This effect of gravity on
photons, the gravitational redshift, was measured by Pound and Rebka [87].
The measurement was made by placing an emitter (consisting of atoms in an
excited state) at the top of tower. As the electrons in the emitter fell to the
ground state they would emitted photons of a fixed wavelength. Then, as these
photons travel down to the bottom of the tower General Relativity predicts that
they will blueshifted by the presence of gravity. The exact amount that they are
blueshifted can be measured by moving an absorbing sample of the same atoms
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used for emission (where these atoms are in the ground state). The relative
velocity required will give the magnitude of the blueshift by the usual doppler
formula. Any measured blueshift confirms the idea that photons are affected by
gravity.
The problem that this gravitational redshift causes is that there is no explanation
for it in the combination of Newtonian gravity and Special Relativity. As the light
travels through the gravitational field there is nothing in the theory that causes
the frequency of the light to change. The only further way in which the redshift
could be explained is if there is a change in the time difference between the arrival
of wavefronts at the point high in the gravitational field compared to the time
difference of the emitted wavefronts lower in the field. This is not allowed by
Special Relativity since there is no relative motion between the emission and
detection points. Thus, there is no explanation of for gravitational redshift in the
combination of Newtonian gravity with Special Relativity and electromagnetism.
The above calls for a new equivalence principle. The strong equivalence principle
states: there is no observable distinction between the local effects of gravity and
acceleration. This idea is often alternatively described by saying that there is
no experiment one could perform in a sealed room to determine if the room
was accelerating or if it was at rest on the surface of, for example, a planet.
In essence, Special Relativity is believed to be a good theory in the absence of
gravity. Thus, the starting point for a theory incorporating gravity is to say that
Special Relativity holds locally, in a sense that will be made more concrete later,
in free-falling frames. The key question which general relatively solves is how
these frames tie together.
1.1.4 General Covariance
In the above discussion, the principle of covariance has been implicitly interwoven
throughout. In classical mechanics, the theories are invariant under Galilean
transformations (physically corresponding to rotations and translations). In
Special Relativity this invariance is extended to the Poincaré group which includes
translations and the Lorentz group. However, in General Relativity the principle
of general covariance is adopted. This principle says that the laws of physics
should hold true for all coordinate transformations, which leads to the idea that
it is best to express physical laws in equations which are generally covariant, i.e.
do not change under coordinate transformations.
4
1.2 Differential Geometry
This section outlines some textbook Mathematics that is required to fully grasp
the notions of a “curved” spacetime. The following is a combination of several
references blended together to be as concise but fully descriptive as possible.
Refs. [18, 19, 24, 96, 97] form the main basis for this section with other references
highlighted when appropriate.
1.2.1 Manifolds
Intuitively, a manifold can be thought of as the extension to n-dimensions of the
idea of a smooth but otherwise arbitrarily curved surface. To define it formally
requires the use of open sets, charts and atlases.
On Rn define the distance between two points, x and y by a map d̃ : Rn → R
where d̃ is quadratic in xi−yi.1 An open ball around y is then {x ∈ Rn : d̃(x, y) <
r, y ∈ Rn}. An open set on Rn is a set constructed from any number of open
balls. More formally, V ⊂ Rn is an open set if ∀y ∈ V there is an open ball
centred on y and wholly contained in V .
A chart is a coordinate system that maps part of a set, M to an ordered tuple of
real numbers. Consider U ⊂M and a map φ : U → Rn. If the image φ(U) is an
open set in Rn then U is an open subset of M and (U, φ) is a chart. In general,
for two charts (U, φ1) and (V, φ2) where U, V ⊂ M and U ∩ V 6= ∅ it is not true
that φ1(U ∩V ) = φ2(U ∩V ). However, if the composition φ2 ◦φ−11 : φ1(U ∩V )→
φ2(U ∩ V ) exists and is differentiable then it provides a way to relate the two
charts known as a coordinate transform.
A set of charts {(Uα, φα)} is called an atlas if
⋃
Uα = M and where the Uα∩Uβ 6= ∅
the coordinate transform exists. A manifold is then a set M along with its
maximal atlas, the one that contains all possible charts. For example, the surface
of a sphere with every possible projection to R2.
1The precise form of d̃ is unimportant. The name open ball suggests picturing, for example,
a circle in two-dimensions where the edge is not included. However, an equally valid definition
would be, for example, an ellipse. In fact, d̃ need only follow the following rules: [61] i) The
distance is between two points, x and y, is zero only when x = y, ii) The distance from x to y
is the same as y to x, iii) The triangle inequality is satisfied.
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1.2.2 Curves and Vector Spaces
The goal of this section is to introduce the notion of vector spaces which are
associated with a single point on the manifold. The first step in doing this is to
introduce the simpler concepts of curves and functions on a manifold.
In simple language a curve may be thought of as a parameterised line on the
manifold, M . More precisely it is a mapping, γ : R → M . A key point is that
different parameterisations of the line give different curves. A point, p, is said to
lie on a curve if it is in the image of γ.
Again starting with an English language description, a function, f , on a manifold,
M , assigns a real number to every point on M . That is, it is a map f : M → R.
The function f is said to be differentiable if the composition f ◦ φ−1α : Vα → R is
differentiable in Rn where (Vα, φα) is a chart of M . The space of all functions on
M is denoted as F and the space of functions at a particular point p is denoted
as Fp.
The above definitions allow a vector space to be defined by considering a derivative
along a curve γ which passes through the point p. Since this curve consists of
points on M then the function f is defined along it and the derivative with respect





f ◦ γ = d
dλ
[
(f ◦ φ−1) ◦ (φ ◦ γ)
]
. (1.6)
Expanding the right-most expression using the chain rule (noting the domain and
codomain of the functions2) gives:
df
dλ


























That is, the partial derivatives ∂
∂xµ
form a basis (necessarily of dimension n) of
2The compositions map: φ ◦ γ : R→ Rn and f ◦ φ−1 : Rn → R
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the space TpM .
1.2.3 Covariant Derivatives
The important point to note from the previous section is that tensors are defined
at specific points on a manifold. This means that to compare tensors at different
points (for example in calculating derivatives of a vector field) some way of
comparing vectors at different points must be constructed. This is usually not
an issue in when gravity is not an important effect in the problem at hand, since
when considering Euclidean and Minkowski spaces in Cartesian coordinates the
direction of, for example, a vector is well-defined across the space.
A problem can be seen to arrive if the standard Cartesian coordinates of Euclidean
space are replaced with the spherical polar coordinate system. Now, each unit
vector depends on the location of the point at which the vector is defined and so
the coordinate description of the vector changes as it is moved around the plane.
The situation becomes more troublesome when considering an arbitrary manifold,
which doesn’t necessarily permit a global Cartesian coordinate system. The
point of this section is to establish a definition of a derivative which ignores such
coordinate changes and measures the change in the underlying geometric object
itself, in other words the derivative operation outlined below will be tensorial in
nature.
The fact that vectors at different points cannot be naively compared is tied to the
lack of a global idea of parallelism. A short thought experiment can demonstrate
the concept, see Figure 1.1. Starting at the North Pole, imagine holding an arrow
directly in front of you and walking in the direction that the arrow points until
you reach the South Pole at which point you lay the arrow on the ground and
return to the North Pole. Now, start out with an arrow pointing in the same
direction as the first but instead of it being held in front of you, it is held to the
side, pointing away from you at right angles. This time, when you walk to the
North Pole (travelling straight ahead) the arrow in your hand will be anti-parallel
to the one which is lying on the ground. So, even on a relatively simple manifold
the question as to whether two vectors at different points are parallel is dependent
on the path taken between the two points.
In the above example it is intuitive as to what is meant by the idea of parallel




Figure 1.1 A cartoon to illustrate the path dependence of the difference of two
vectors on a curved surface. Here the initial vector is the same at
the North Pole but depending on how the South Pole is reached the
final directions of the vector can be anti-parallel.
is a manifold, M , and a curve γ which has a tangent vector, Ū . The definition of
a vector, V̄ , which is parallel transported along γ is:
∇Ū V̄ = 0, (1.10)
where ∇ is the covariant derivative operator.
Now a definition of the covariant derivative operator must be made. To begin,
take a vector field, W̄ , which is defined along γ. This field takes different values
along the curve at different points. In particular, at point P it takes the value
W̄P and at point Q it takes the value W̄Q. Notice that since γ : R → M there
is a parameter λ that encapsulates the difference between the two points. The
parameter will be given the value λP at point P and λQ at point Q. It is possible
to define a second vector field, W̄ ∗Q, by parallel transporting the vector W̄Q along
γ. Since P is a point on γ there is a vector in the field W̄ ∗Q that is defined in
the same tangent space as W̄P and hence normal arithmetical operations can be
performed on the two vectors. Denoting the vector in W̄ ∗Q at P as W̄ ∗Q|P , the
8







W̄ ∗Q|P − W̄P
ε
, (1.11)
where ε = λQ − λP . Since this quantity is the difference of two vectors it is
itself a vector. Hence, it is a geometric object which is independent of coordinate
transformations. The interpretation of the covariant derivative is that it says how
much a vector changes when it is moved in the direction of a second vector.
Despite the coordinate independent description being physically motivated by
the principle of general covariance, in the real world tensorial quantities must
be measured and this implies a particular choice of coordinates so studying the
coordinate description of the covariant derivative is necessary. In particular, it is
possible to ask how a basis vector ēi changes when it is moved in the direction
ēj. This allows the definition of the connection coefficients, Γkij, as:
∇ēj ēi = Γkij ēk. 3 (1.12)
Since tensors are by definition linear and ∇ follows the usual product rule for
derivatives it is possible to construct:
∇Ū V̄ = U i∇ēi(V j ēj) (1.13)
= U i
[








+ U iV kΓjik
]
ēj. (1.15)
This is the general expression for the vector ∇Ū V̄ , with the components given
inside the square brackets. it is common to be concerned with the covariant
derivative in a particular coordinate direction, ∇ēβ V̄ ≡ ∇βV̄ . This is found by








where, once again, the components are inside the square brackets.
3The discussion above which leads to the definition of the covariant derivative introduces
one of a more general collection of ways to connect vectors at different points in the manifold
known as connections. In the literature, the phrases covariant derivative and connection are




To keep the preceding discussion general, much of the previous sections has
remained abstracted in mathematical notion and terminology. The purpose of
this section is to introduce (pseudo-) Riemannian geometry which will connect
the mathematics of differential geometry to the physics of General Relativity.
The new feature that is introduced in Riemannian geometry is the metric, g(̄·, ·̄).
This is a two-form (a tensor that maps two vectors to R) and can be thought of
intuitively as a way to define distance on a manifold. The infinitesimal squared
displacement, ds2, is given as:
ds2 = g(dx̄, dx̄) = gµνdxµdxν , (1.17)
where the second equality is simply writing the infinitesimal line element in a
coordinate form. The quantities gµν are known as the set of metric coefficients
and are required to follow certain rules for use describing spacetime. Firstly, they
must be smooth functions of the coordinates. They must also be symmetric so
gµν = gνµ. Thirdly, the signature of the metric must be the same at every point on
the manifold [106]. The signature of the metric is a tuple of the number of positive
and negative eigenvalues the matrix representing the metric has. Throughout
this thesis the metric signature will be (3, 1). Physically, this corresponds to
the number of space-like and time-like directions respectively. This particular
signature means that it is really pseudo− (or sometimes semi−) Riemannian
geometry which gives the mathematics behind General Relativity.
It is common to represent the metric as an n×n matrix as was done for the specific
case of the Minkowski metric in equation (1.3). It can be shown that any metric
which follows the rules laid out above can, at a point be written as the Minkowski
metric. More precisely, it is possible to make a coordinate transformation such
that:
gµν = ηµν +O(x̄2), (1.18)
where the expression O(x̄2) encapsulates the fact that the approximation is
accurate up to second-order in the components of x̄ which is a vector describing
the displacement from the point at which the coordinate transformation is defined.
Until now the precise form of the connection coefficients has been left uncon-
strained, in other words the reasoning above has left some freedom in precisely
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how the connection connects vectors at different point. Specifying that the
connection must be both metric compatible and torsion-free removes the freedom
and provides an expression for the individual components of the connection. To
be metric compatible and torsion-free, a connection must satisfy:
∇βgµν = 0 and Γρσλ = Γ
ρ
λσ. (1.19)
These constraints allow for a unique connection to be defined, the Levi-Civita




ρδ (∂σgλδ + ∂λgδσ − ∂δgσλ) . (1.20)
It can be seen from this expression that in the case of the Minkowski metric,
and other constant metrics, the covariant derivative is precisely the usual partial
derivative since Γρσλ = 0.
Unlike derivatives in R3 it is not generally true that covariant derivatives on a
pseudo-Riemannian manifold commute. This is linked once again to the idea of
path dependance. It matters which direction the vector is moved first, and allows
the definition of a new tensor: the Riemann tensor. Expressed in terms of basis
vectors ēα, ēβ and a vector Z̄, the Riemann tensor is given by:
R(ēα, ēβ)Z̄ = ∇α∇βZ −∇β∇αZ. (1.21)
The corresponding coordinate expression for the Riemann tensor is:





Further useful quantities can be found by taking the trace of the Riemann tensor
to obtain the Ricci tensor:
Ric(X,Z) = trace [Y 7→ R(X, Y )Z] (1.23)
and in coordinate form:
Rαβ = Rλαλβ. (1.24)
The geometric interpretation of the Ricci tensor is that it provides a measure
of how much the volume of an object is distorted as it moves around the
manifold. This can be seen by, for example, the appearance of the Ricci tensor in
Raychaudhuri’s equation which describes the evolution of the change in volume
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of a congruence of geodesics [18]. The final quantity that will be of interest in
this thesis is the Ricci scalar which is simply the contraction of the Ricci tensor,
so:
R = gαβRαβ. (1.25)
The last two quantities play an important role in General Relativity. The Ricci
scalar is the unique scalar quantity that it is possible to construct that consists of
no more than the second derivative of the metric [24, 106]. This proves important
when connecting it to a physical description of spacetime.
1.3 General Relativity
With the necessary mathematics now in place it is possible to outline the theory
of General Relativity. The first question that should be answered is: what
happens to the laws of physics in curved spacetime? Given the principle of general
covariance and the strong equivalence principle outlined above the answer to this
question is relatively simple. The minimal-coupling principle [18] is a recipe that
says to generalise a law of physics that is known to be true in flat spacetime to a
curved spacetime one must first write it in a tensorial form and then assert that
the law in tensorial form is true in curved spacetime.
The second question which should now be asked is: how does the energy
content of the Universe cause spacetime to curve? There are several alternative
routes to answer this question but the most useful for this thesis is by use of
the least action principle. In order to construct an action which is invariant
under coordinate transformations (this is desirable since the physics should not
depend on the chosen coordinate system) the action must be constructed in a
specific way. Firstly, the integral measure should be invariant under coordinate
transformations. This requires a departure from the usual d4x measure adopted
in flat spacetime as this will clearly change if the coordinate system does. Instead,
the invariant √−g d4x is used. The second step in constructing the action is to
pick a Lagrangian density which is invariant under coordinate transformations,
in the language of manifolds this is a scalar. Another subtlety to note is
that it is always possible to choose a set of coordinates on a manifold where
derivatives of the metric vanish (this is related to the existence of local inertial
coordinates). This statement means that the Lagrangian density should include
second derivatives of the metric. As noted in the previous section the Ricci Scalar
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is the unique scalar quantity consisting of no more than the second derivative of
the metric and so this becomes a natural choice to use as a Lagrangian density in
the action. This gives the gravitational action, known as the Hilbert action, as:
SG = κ−1
∫ √
−g R d4x, (1.26)
where κ is a non-zero, but otherwise arbitrary, constant which will measure the
relative strength of gravity. This action can then be combined with a matter
action, SM (e.g. that for a scalar field or the standard model action), to have
a system that contains both matter and gravity. Varying such an action with
respect to the metric will lead to the equations of motion for the metric while
varying with respect to the matter content will provide the equations of motion
for the matter. The metric’s equations of motion are known as the Einstein
equations and have the form:
Rµν −
1
2gµνR = κTµν , (1.27)
where Tµν is the energy-momentum tensor of the matter. Ths equation allows
κ to be fixed by forcing the theory to match with Newtonian gravity in the
corresponding limit. In units where c = 1, κ = 8πG but for the remainder of this
thesis M2p = 18πG is used where Mp is known as the reduced Planck mass. There
are some important points to note in the derivation of equation (1.27). Firstly,
since the Lagrangian density used contains second derivatives of the metric, the
standard Euler-Lagrange equations cannot be used4 and the equation is derived








While this expression for the energy-momentum tensor may not be obviously
connected with how the same quantity is defined in other contexts, it can be
shown to correspond exactly in the case of, for example, a scalar field.
Finally, it is possible to add a constant scalar, Λ, to the Lagrangian density in
the Hilbert action. This leads to the modified Einstein equation:
Rµν −
1
2gµνR + Λgµν = κTµν . (1.29)
4This situation can be changed by the use of appropriate boundary terms. While this is not
usually considered in the standard treatment of cosmology it can have important consequences,
see chapter 3
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This could be viewed as the simplest deviation from General Relativity and more
complex deviations will be discuss in the next section.
1.4 Modifications to General Relativity
The work in this thesis will only deal with a particular subset of modified gravity
theories known as scalar-tensor theories of gravity. These theories introduce a new
scalar degree-of-freedom through the inclusion of a scalar field which is coupled
to the metric in a “non-minimal” fashion. A minimal coupling to gravity is one
where the only coupling between gravity and the energy content is from the √−g
in the invariant measure, so the action is written as:
S = SG +
∫ √
−gLM d4x, (1.30)
as is the case in General Relativity. A non-minimal coupling is then one where
there are extra interaction terms between the matter content and the metric. In
the case of a scalar-tensor theory the simplest interaction of this type is of the
form f(φ)R, though other more complicated interactions are possible as will be
outlined in the succeeding sections.
There are many motivations for introducing a scalar field and a non-minimal
coupling. The inclusion of the field can simply be motivated by the existence of
an apparently fundamental scalar field: the Higgs field. Moreover, a scalar field
is the simplest field that can be added to a theory and so is a logical place to
start trying to answer questions such as, for example, is the gravitational constant
time varying? The coupling terms can have a variety of effects such as making the
theory conformally invariant, see below, or by introducing screening mechanisms
which can be useful in late-time scenarios. When constructing a theory from
an effective field theory perspective all terms that follow certain symmetries are
included and this can include complicated coupling terms. Finally, when dealing
with high energy beyond the Standard Model theories, extra fields and diverse
couplings often appear in the limits which correspond to the physical Universe.
It is worth briefly noting that there are other approaches to modifying General
Relativity which could be adopted. A conceptually simple approach is to say that
instead of the Hilbert action, equation (1.26), a Lagrangian density which is a




−g f(R) d4x. (1.31)
Theories of this type are known as f(R) theories of gravity. It has been shown
that it is possible, at least at the classical level, to re-write theories of this type
as scalar-tensor theories [105]. However, it has been argued that once terms such
as R2 are included in the action there is no reason to not include other monomial
contractions of the Riemann tensor such as RµνRνµ [15]. These theories are of a
different type and seem to have some useful features such as being renormalisable
to all orders.
A second potential modification to General Relativity is the introduction of a
second metric to create a bi-metric theory. From a field theory point-of-view
gravity is the theory of a massless spin-2 field [37] and so a natural extension to
the standard model is the inclusion of further, potentially massive, spin-2 fields.
These fields can be set-up so that they only directly couple to gravity with their
effect on the matter sector only being due to the indirect link through such a
coupling. This has the benefit of leaving the matter sector physics essentially
unaffected by the new fields [95].
An early attempt to construct a theory which unifies gravity and electromag-
netism is the Kaluza-Klein theory. The basic premise of this theory is to try and
encode in geometry not only gravity but electromagnetism as well. This is done
by introducing a fifth dimension and dealing with a new metric γµν which now has
15 degrees of freedom corresponding to the 10 of gravity, 4 of electromagnetism
and 1 residual scalar degree of freedom. To make the theory seem to be four-
dimensional (like the world around us) the fifth dimension is compactified. It can
be thought of, essentially, as being folded into a circle. This is reflected in the
U(1) symmetry of electromagnetism. The technique of compactification has been
extended to, amongst others, Yang-Mills theory.
1.4.1 Scalar-Tensor Theories: Conformal Couplings
The Universal Attractor and N -dimensional attractor work is based on the idea of
conformally coupled scalar field. Here I will motivate and introduce the conformal
coupling as well as the idea of Einstein and Jordan frames.
The work covered in this thesis is all based on the idea of scalar-tensor theory
of gravity but more specifically the work in chapters 4 and 5 is based largely
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on a particular subset of scalar-tensor theories: those that have a scalar term
multiplying the Ricci scalar in the gravitational action. This coupling can be
considered a route to conformal invariance and as such is referred to a conformal
coupling.
The General Theory of Relativity is not conformally invariant. That is, the
equations of motion change under a conformal transformation5 of the form:
gµν → Ω−1g̃µν . (1.32)
Intuitively, a conformal transformation is one which locally changes the lengths
of lines but leaves angles intact. A sketch for two-dimensions is shown in Figure
1.2. The change in the equations of motion can be seen by considering the way
in which the Ricci scalar subsequently transforms under such a transformation:
R→ ΩR̃ + 6g̃αβΩ1/2∇̃α∇̃βΩ1/2 − 12g̃αβ∇̃αΩ1/2∇̃βΩ1/2. (1.33)
The only time that such a transform will be used in the work presented in this
thesis will be inside an action. This means that the terms will be multiplied by
√
−g and so there are some total derivative terms generated by the transformation
(of the form √−g∇αV β) which can be ignored in the action.
Since this transformed Ricci scalar is different (and not simply by a total
derivative term) after the transformation, the resulting equations of motion will
also be different. Physically, the theory of General Relativity is defined in relation
to some fixed scale, κ in equation (1.26), and so local length changes do affect
predictions. Another way of explaining the lack of invariance is saying that, if
you try to construct a theory based solely on the use of light rays to measure
lengths and times, this is possible only locally [40]. Therefore, some overall scale
has to be imposed to compare measurements at different places.
The introduction of a scalar field and “conformal coupling” term can render the
theory conformally invariant however. This is done in such a way that the extra
terms generated under the transformation from the coupling precisely cancel with













5Alternatively known as a Weyl transformation.
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Figure 1.2 A cartoon to illustrate the idea of a conformal transform. Here a
regular cartesian grid has been warped so that the previously straight
gridlines are now curved but they still meet at right-angles to one-
another.
Now when the transformation in equation (1.32) is made (with Ω = 1− 16φ
2) along
with a field redefinition φ→ Ωφ, the same equations of motion are recovered and
so the theory is said to be conformally invariant.
The idea of this conformal coupling can be extended by altering the form of
the coupling term from 16φ
2 to the more general ξf(φ). This can be useful
when considering how such parameters are linked to a high-energy theory where
they may often be unconstrained by purely theoretical considerations. Once a
particular f(φ) has been chosen it is possible to put constraints on the coupling
parameter ξ in different scenarios, see chapter 4.
1.4.2 Scalar-Tensor Theories: Horndeski Theory
The conformal coupling and its generalisation is only one subset of the ways in
which a scalar field can be non-minimally coupled to gravity. The purpose of this
section is to introduce the most general possible scalar-tensor theory of gravity
in four-dimensional spacetime with second order equations of motion: Horndeski
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theory. The requirement of second order field equations ensures that there are no
Ostrogradsky instabilities [81] in the theory. This theory was originally derived
in specifically four-dimensions by Horndeski [48] but was more recently re-derived
from the standpoint of generalising Galileon models in Ref. [25].
Wherever used in this thesis, the DGSZ [25] formulation of Horndeski theory will






[(φ)2 − φ;αβφ;αβ]G4X(φ,X) +G5(φ,X)Gαβφ;αβ
−16
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The functions P (φ,X) and Gi(φ,X) are arbitrary, analytic functions of the scalar
field, φ, and X = gµν∂µφ∂νφ. These arguments will not be written in the
following to increase readability. Also, a subscript φ or X denotes a partial
derivate with respect to that quantity, semi-colons denote covariant derivatives,
 is the covariant D’Alembertian operator and greek indices run over all four
spacetime dimensions.
A recent development is the discovery of so-called “Beyond-Horndeski” models.
These are models where the equations of motion contain third derivatives when
the theory is considered in curved spacetime but these higher derivatives do
not induce an Ostrogradsky instability. The phenomenology of these models is
extended beyond that of the Horndeski models by phenomena such as the ability
of the scalar sector to affect the sound speed of a minimally-coupled matter sector
[43]. The extra terms appearing in beyond-Horndeski theories are precisely those
which counter-terms were introduced to remove in Ref. [25]. Therefore, in some





This chapter introduces the current concordance model of cosmology, highlights
some problems with such a model and then discusses a solution to these problems:
inflation. It also introduces the most powerful feature of the inflationary
paradigm, the spectrum of perturbations created it the early Universe which
provide the initial seeds of structure.
2.1 Background Cosmology
2.1.1 Our Expanding Universe
It has long been known that when the velocity of galaxies are calculated it shows
that they are moving away from us. In 1929 Hubble [49] showed that this relation
is directly proportional to distance, and is independent of the direction to the
galaxy. This relationship is known as Hubble’s Law and can be written as:
v = Hd. (2.1)
Despite the simple form of this equation it has profound consequences. The most
commonly encountered explanation is that space is expanding isotropically. This
is a powerful idea and is particularly useful to provide a global picture of the
Universe. However, such a view can cause problems when considering the local
expansion of the Universe such as those described in Ref. [85]. The resolution
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presented in Ref. [85] is to consider the expanding space idea only to provide initial
conditions in the local Universe and then apply standard Newtonian thinking.
Fortunately, in the context of inflation such confusion does not arise so the
expanding space interpretation is assumed throughout this thesis.
2.1.2 Homogeneity and Isotropy
The Cosmological Principle [62, 84] states that the Universe is both homogeneous
and isotropic in space; it looks the same in every direction at every point in space
on large scales. It is worth highlighting at this point that “perfect” homogeneity
and isotropy, in both time and space, are not part of the Cosmological Principle.
Another way to consider the Cosmological Principle is to say that every point in
space exhibits both translational symmetry and rotational symmetry about it.
From this starting point it is possible to construct a metric that encapsulates this
information and, as such, represents the large-scale evolution of the Universe.
As mentioned in section 1.1.1 it must be possible to pick a local inertial frame
about some point such that the metric reduces to the Minkowski metric, (equation
1.3). This does not provide much information per se other than the metric of the
Universe must have the Lorentzian signature, though this is already clear since
the tenants of Special Relativity (at least) are taken to hold.
The abandonment of time homogeneity and isotropy means that a universe that
is described by such a theory will, in general, have some time evolution but the
spatial part, following the Cosmological Principle, will be separate from it. This
means that the four-dimensional spacetime manifold can be decomposed into
temporal and spatial parts. In more formal language, the universe with which we
are dealing is described by a manifold, M , that can be decomposed as M = R×Σ
where Σ is a spatial sub-manifold. This leads to a line element of the form:
ds2 = −dt2 + gijdxidxj = −dt2 + a2(t)γijdxidxj. (2.2)
In the second equality the time-dependent factor a(t) has been separated as the
only way in principle the spatial components of the spacetime metric can depend
on time is through an overall multiplicative factor, with any other dependence
breaking the cosmological principle by giving some preferred direction. From this
point, a(t) will be called the scale factor and represents the growth or contraction
of the spatial sub-manifold. The spatial sub-manifold has its own metric whose
20
components, γij, are dependent only on spatial coordinates.
It is convenient to consider the spatial coordinates to be polar coordinates so
that xi = {r, θ, φ}. The only constraint on the spatial sub-manifold is that is
must be spherically symmetric and so can have no dependence on the angular
coordinates. In the case of a Universe which exhibits Euclidean geometry then
the spatial metric reads:
γijdx
idxj = dr2 + r2(dθ2 + sin2 θdφ2). (2.3)
The situation for a non-Euclidean geometry becomes more complex. Imagining
the three-dimensional space to be embedded in a four-dimensional space makes it
easy to arrive at a form for the spatial metric. In the case, for example, that the
Universe is closed (so that the angles in a triangle add up to more than π radians)
it is possible to consider the Universe existing on the surface of a 4-sphere so that,
with coordinates {w, x, y, z}, there is a condition:
w2 + x2 + y2 + z2 = R2. (2.4)
It is possible to eliminate the extra coordinate, w, from the infinitesimal line
element which is:
γijdx
idxj = dx2 + dy2 + dz2 + (xdx+ ydy + zdz)
2
R2 − x2 − y2 − z2
. (2.5)





2(dθ2 + sin2 θdφ2). (2.6)
A similar process could be repeated for an open Universe with the replacement
of R2 → −R2 in equation (2.4) [91]. For a general three-dimensional space a
curvature parameter can be defined as:
k = KR2, (2.7)
and so the final expression for the infinitesimal line element is:
ds2 = −dt2 + a2(t)
[
dr2
1− kr2 + r
2(dθ2 + sin2 θdφ2)
]
. (2.8)
It can sometimes be useful to use the conformal time η through the change of
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1− kr2 + r
2(dθ2 + sin2 θdφ2)
])
. (2.9)
2.1.3 The Friedmann Equations
The metric, equation (2.8), allows the Einstein equations, equations (1.27) to be
solved once an appropriate energy-momentum tensor has been defined. Here, the
energy-momentum tensor of a perfect fluid is assumed. That is, when represented
as matrix in the unit system of equation (2.8) it has the form:
Tµν =







where ρ is the energy density of the fluid and p is the pressure of the fluid. Taking
the trace of this energy-momentum tensor gives:
T = gµνTµν = −ρ+ 3p. (2.11)










aä+ 2ȧ2 + 2k
)
(2.14)
Rφφ = r2 sin2 θ
(
aä+ 2ȧ2 + 2k
)
. (2.15)
Note that the space-space components can be written asRij = gij (aä+ 2ȧ2 + 2k).
Since the Ricci tensor, metric tensor and energy-momentum tensor are all
diagonal the Einstein equation can be split into separate time-time and space-
space equations. The space-space equations read:
Rij = gij
(










There is a common multiplicative factor of gij in each term so it can be cancelled
out and thus the space-space equations yield only one equation. This is what
should be expected from the imposition of the Cosmological Principle as there is
complete freedom to rotate and shift the spatial coordinates. The time-time and
single space-space equations read:
ä
a
= −4πG3 (ρ+ 3p) , (2.17)
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The first of these is referred to as the acceleration equation, as it provides
information on the rate at which the expansion of the Universe is changing.










This last equation is known as the Friedmann equation, though collectively the
Friedmann equation and acceleration equation together can be referred to as the
Friedmann equations. These equations hold, with minor differences, if there is



















There is one further equation that can be of interest when studying the
background cosmology of our Universe and that is the continuity, or fluid,
equation. This is simply a relativistic statement of energy conservation. The
divergence of the energy-momentum tensor must vanish, so:
0 = ∇µT µν = T µν,µ + ΓµµλT λν − ΓλµνT µλ. (2.22)
The first of these four equations gives the generalisation of conservation of energy,
and so the fluid equation, as:
ρ̇+ 3 ȧ
a
(ρ+ p) = 0. (2.23)
If, as is assumed here, there is no conversion between different types of matter
or energy in the Universe then the fluid equation must hold for each species
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separately. To allow the equations to be solved it is usual to suppose an equation
of state for each different fluid species. These equations of state take the form:
pi = wiρi. (2.24)
If wi is taken to be a constant and the equation of state is inserted into the fluid
equation a solution can be arrived at for ρ(a). The solution takes the form:
ρi = ka−3(1+wi), (2.25)
where k is an unknown constant to be set by initial conditions.
In trying to relate observations to the underlying cosmology it is usual to deal
with density parameters. These are defined for each component of the energy





where ρc is the critical density. This is the density required for the Universe to




The definition of the density parameters allows the Friedmann equation to be
written as:
Ω− 1 = k
a2H2
, (2.28)







Ω + Ωk = 1. (2.30)
From this it can be seen that the density parameters can be considered a measure
of how much influence each component has on the evolution of the Universe.
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2.2 Perturbing Away from the Background
It is clear that the Universe that we live in is not precisely homogeneous and
isotropic, if it were this thesis would not exist. However, the central tenet of
cosmological perturbation theory is that any difference from the background
value of a quantity is small compared to that background value on cosmologically
relevant scales. This idea and its applications have proven successful in answering
a variety of cosmological questions and are an important part of the standard
model of cosmology.
2.2.1 Perturbation Theory in General Relativity
The starting point in any perturbative approach is to take a background quantity
and ask what happens when a small shift is applied. In cosmological contexts
there are two quantities which may be perturbed: the metric tensor and the
energy-momentum tensor.
The background metric of interest is the spatially flat Robertson-Walker metric,
equation (2.8), and, based on transformation properties, perturbations to this
background can be decomposed as:
ds2 = −(1 + 2ψ)dt2 − 2a(t)Bidxidt+ a2(t) [(1− 2φ)δij + 2Eij] dxidxj, (2.31)
where a choice of Cartesian spatial coordinates has been made. Under changes
in the spatial coordinates ψ and φ transform as scalars, Bi as components of a
vector and Eij as components of a traceless and symmetric tensor. The scalar
perturbation ψ is also known as the lapse function and relates coordinate time
to proper time. There is a further decomposition possible. Firstly, bi can be
decomposed into a divergence free part and a curl free part, so:
Bi = ∂iB −BVi. (2.32)
In an extension of this idea, the tensor perturbation can be broken down into:
Eij = ∂〈i∂j〉E + ∂(iEVj) + ETij (2.33)
where the vector EVj is divergence-free. Together with Bvi, EVj is known as the
vector perturbation and the tensor ETij is known as the tensor perturbation [8].
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2.2.2 Gauges in Cosmological Perturbation Theory
Depending on the slicing and threading that is used, the perturbations will take
different values. For example it is possible to choose a slicing where the matter
has the same density across a slice, so that the scalar perturbations are now
entirely contained in the metric. This is the essence of gauges in cosmological
perturbation theory: a particular choice of slicing and threading that can simplify
the problem at hand. Of course, the physical quantities which are measured
should be independent of the choice of slicing and threading (which is after all
only a choice of coordinate system) so it follows that physical quantities are gauge
invariant.
The most important gauge invariant quantity in terms of the inflationary
paradigm is the primordial curvature perturbation, ζ. This is defined, in the
uniform energy density gauge, as:
gij = a(t)eζ(x,t)γij, (2.34)
where:
γij = (Ie2h)ij (2.35)
with I being the identity matrix and h is a traceless matrix. A similar expression
for the spatial metric can be written on a generic slice, replacing ζ with the
quantity ψ. Then, the number of Hubble times between two generic slices is
given by:
δN12 = ψ(x, t2)− ψ(x, t1). (2.36)
Now, it is possible to arrive at an expression for ζ that is valid on all slices by
starting on the uniform density slicing and moving to a a generic slicing with the
time coordinate t̃ = t + δt. The number of Hubble times between the two slices
is:
−Hδt = ψ − ζ. (2.37)
Then, δt can be replaced by an expression for the density perturbation (or as will
be used later, the perturbation in a scalar field) to give:
ζ = ψ −Hδρ
ρ̇
. (2.38)






2.3 Our Observable Universe
Recent observations by the Planck satellite [5] have given the best indication so
far of the constituent parts of the Universe. It is dominated by Dark Energy,
a poorly understood constituent of the Universe that drives acceleration of the
expansion of the Universe. Such acceleration was first measured by observations
of the distances to supernova type 1A and has since been confirmed by a variety of
sources. Since it drives the expansion of the Universe it can be seen from equations
(2.20) and (2.24) that for dark energy, w < −13 . Measurements from the Planck
satellite have constrained this to be very close to -1 in the present day and the
time evolution of w to be very small. Dark energy makes up approximately 70%
of the energy content of the Universe.
The next most dominant constituent of the Universe is dark matter. Dark matter
is a cover-all term for an as yet unknown energy content of the Universe which
interacts with other matter through gravity and, potentially, very weakly through
other forces. It was originally devised to solve the problem of rotational velocity
curves of galaxies which flatten at large radii as opposed to dropping off. While
other ideas have been suggested to account for this phenomenon they have not
been as successful in a variety of situations [22, 92]. The standard paradigm
concerned cold dark matter which has not only negligible interactions with both
itself and the Standard Model particles (expect through gravity), but also a
negligible random velocity. Dark matter constitutes approximately 25% of the
energy content of the Universe.
Dark matter is in contrast to the baryonic matter, both visible and non-visible,
that makes up all of the “everyday” matter that interacts in the Standard Model.
This means it is the only matter that it is possible to directly image though a huge
amount of it still does not give off light. Despite constituting a small portion of
the content of the Universe baryons can have an effect on the large scale structure
of the Universe, see e.g. Refs. [21, 28].
The components are outlined above constitute the ΛCDM model of cosmology.
This model needs just 6 parameters to describe it and it fits a large number
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of observations, some constrained to within 1% accuracy. More recently, early
measurements from the the Dark Energy Survey (DES) [1] show broad agreement
with the Planck results [2].
2.4 Problems with the Classical Picture
Despite the successes of the ΛCDM model, there are some problems that can be
considered a cause for concern. These problems are essentially problems of initial
conditions. As highlighted in Ref. [9] it is possible to argue that predicting initial
conditions is separate from defining the laws which govern a theory’s evolution.
Indeed, it is notable that some of the problems outlined below were not considered
problems at all until a solution was proposed [16, 20]. However, it is a cause
for concern if highly fine-tuned initial conditions are required for the model to
predict a universe even remotely similar to the one that is observed. The problems
are now considered to be real shortcomings of the standard Big Bang scenario
and discussions of them can be found in major cosmology textbooks such as
Refs. [73, 77, 104].
2.4.1 The Flatness Problem
In the standard big bang scenario ȧ is always decreasing, the expansion is
decelerating. Combining this fact with measurements that place the Universe
very close to flat leads to a fine-tuning problem [27] as can be seen from equation
(2.28). If ȧ is getting smaller and smaller then the density parameter will get
further away from 1 and curvature will become more and more important. This
means that to have the low curvature measured today it would have had to
have been very close to, but not exactly, 0 in the past. For example, taking
Ω to be of order 1 today requires that, without inflation, at the Planck epoch
|Ω− 1| < O(10−64) [102].
2.4.2 The Horizon Problem
This problem concerns the exquisite isotropy measured in the Cosmic Microwave
Background (CMB) [78]. The relative magnitude of the anisotropies are ∼ 10−5
and so, given the CMB is a blackbody, this means that the temperature of
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different sides of the Universe at the time of last scattering was the same to
one part in ∼ 10−5. This becomes a problem when comparing the relative size of
the co-moving particle horizon (distance that light can have travelled since the
start of the Universe) at last scattering to its size now. The co-moving distance






Now, based on the assumption that the matter-dominated era of cosmological
expansion is the dominant contributor to the integral at both the time of last























This implies that there must have been 105 causally disconnected regions at
last scattering inside the observable Universe. The horizon problem is then the
question: how did apparently unconnected regions of the Universe equilibrate?
2.4.3 The Relic Problem
This problem is not one concerned with Big Bang cosmology as such but rather
its interaction with physics beyond the Standard Model of particle physics. As
many such theories predict the existence of particles or topological defects and
these are referred to as relics. Some of these can be considered unwanted as their
presence would conflict with observations. For such relics with mass their energy
density will scale like matter, so proportional to a−3, which means that under
the radiation dominated epoch of the ΛCDM model they will gain in relative
importance. Since they are not observed today then this would imply some
tension between models which predict such relics and the observational situation.
As noted in Ref. [20] this problem is more model specific than the previous two
but did serve as a major motivation for Guth in Ref. [45].
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2.5 Inflation
2.5.1 Defining the Paradigm and its Successes
The definition of inflation is simply a period of accelerated expansion in the early









Since the definition of the comoving Hubble length is (aH)−1, an accelerating
Universe corresponds to one where the comoving Hubble length is decreasing.
This is the important feature of inflation that solves the problems with the ΛCDM
scenario.
It is clear from equation (2.28) how a period of inflation can solve the flatness
problem. If the comoving Hubble length is decreasing then |Ω−1| is getting closer
to 0 rather than further away as it does during matter or radiation dominated
epochs. Therefore, if inflation is sustained for long enough then |Ωk| will get
driven to 0.
The solution to the horizon problem is less immediately clear. However, consider
a patch of the Universe which has had time to reach equilibrium before the onset
of inflation. This patch has a fixed comoving scale and so as the comoving Hubble
length shrinks the edges of the patch move outside the horizon and then re-enter
at a later time. This has the apparent effect of giving more time to scales which
are currently entering the horizon to interact than the standard ΛCDM scenario
would suggest.
Finally, the relic problem is solved as a period of rapid expansion dilutes the
relic particle density (which again scales as a−3). There are some potential
complications however. Firstly, there is the case where relic particle might be
produced after inflation. This can still cause problems when comparing with
observations. Secondly, some inflation scenarios [10, 11] can cause unwanted
relics to be produced during inflation.
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2.5.2 Background Evolution
The most easily understood starting point for the inflationary paradigm is to
introduce a homogeneous scalar field with an arbitrary potential into an otherwise
empty universe. This toy example demonstrates all the necessary phenomenology
at the background level to solve the problems outlined above1. This toy model is













In this action, and for the remainder of the thesis, a choice of unit system has been
made so that Mp = 1. From the action, and the knowledge that the toy universe

















It can be seen to have the form of a perfect fluid and so by identifying:
ρ = 12 φ̇
2 + V (φ), (2.46)
p = 12 φ̇
2 − V (φ), (2.47)
the Friedmann equations become :
3H2 = 12 φ̇







φ̇2 − V (φ)
)
, (2.49)
and the equation of motion for the scalar field is:
φ̈+ 3Hφ̇+ dV (φ)
dφ
= 0. (2.50)
During inflation the scalar field is considered to be the dominant contributor to
the energy-density of the Universe so the curvature term in the above equations
can be ignored. Then, it can be seen from the second of these equations that for
1Actually, it does not seem to be necessarily true that the horizon problem is solved but
instead it is deferred to an alternate location. This will be discussed further in chapter 6
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accelerated expansion of the Universe, that is ä > 0, the potential energy of the
field must dominate its kinetic energy, V (φ) > φ̇2. An alternative condition for
inflation can be defined via the acceleration equation. Re-writing the acceleration

















where εH is known as the Hubble slow-roll parameter and equation (2.52) is the
slow-roll condition. Alternatively, differentiating equation (2.48) gives :
2Ḣ = −φ̇2, (2.53)





In fact, during inflation it is almost always true the Universe is in a pseudo-de-




which means εH  1. Inserting this condition into the first definition of εH in
equation (2.52) shows that this phase of expansion means that:
3H2 ' V (φ), (2.56)
and so near-exponential expansion implies the strong inequality: V (φ) φ̇2. In
order to solve the classic problems of the Big Bang model and simultaneously
generate the observed power spectrum of the primordial density fluctuations,
inflation must be sustained for some period of time as will be shown later.
This means that the time derivative of equation (2.56) should also be a valid
approximation. This gives the approximate equality:




Comparing this with the equation of motion for the scalar field, equation (2.50),
implies that this approximation requires φ̈ to be negligible compared to the other
quantities so
|φ̈|  3H|φ̇| ,
∣∣∣∣∣dV (φ)dφ
∣∣∣∣∣ . (2.58)





The two slow-roll parameters introduced so far are known as the Hubble
Slow-Roll (HSR) parameters [64] however the slow-roll approximation can also
be summarised by the Potential Slow-Roll (PSR) parameters. These place
constraints on the form of the potential but in principle leave φ̇ as a free
parameter. The first of these PSR parameters, εV , comes from combining








where V ′(φ) = dV (φ)
dφ
. When the kinetic term in the Friedmann equation is
subdominant then this parameter is small. The second PSR parameter, ηV , is:
ηV =
V ′′(φ)
V (φ) . (2.61)
However, while the PSR parameters being small is a necessary condition for
inflation it is not sufficient as φ̇ is a free parameter; a way to constrain it must be
provided. It must be assumed that equation (2.57) holds during inflation. This
is a condition which can be shown to hold for a wide range of initial conditions.
The Hamilton-Jacobi Formulation and Inflationary Attractor Behaviour
If φ varies monotonically with time then it can be thought of as the time variable
and the slow-roll condition can be written in terms of the Hubble parameter and
its derivatives as a function of φ. This can be done by dividing both sides of











2(φ) = −12V (φ). (2.63)
This is known as the Hamilton-Jacobi equation. Perturbing an inflationary
solution, H0(φ), and linearising the resulting perturbed Hamilton-Jacobi equation
gives an equation governing the evolution of the perturbation:
H ′0δH
′ ' 32H0δH. (2.64)
The solution to this differential equation is:
δH = δHie−3N , (2.65)
where Hi is the value of the Hubble parameter at some initial condition. Provided
that there is sufficient inflation then the inflationary attractor is approached
exponentially quickly. Sufficient inflation means a high number of e-foldings and
to solve the classic problems with the Big Bang model at least 50 e-foldings of
inflation is required [63]. This is far enough before the end of inflation that it is
consistent to use the slow-roll approximation for calculations.
The idea of φ becoming the time variable allows the HSR parameters to be re-
written in a slightly different way. Returning to equation (2.62) immediately












Re-expressing the HSR parameters in this way illuminates the parallels with the
PSR parameters.
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2.6 The Generation of Perturbations During
Single-Field Inflation
During the inflationary epoch, fluctuations that are quantum in origin become im-
portant on cosmological scales. This section gives an outline of the mathematical
derivation of the spectrum of such perturbations.
Starting from the definition of the curvature perturbation as given in equation
(2.38) and fixing the gauge to the spatially-flat gauge where the curvature per-
turbation of the spatial hyper-surfaces is 0 implies that the scalar perturbations




This relationship means that to calculate the spectrum of curvature perturbation,
all that is required is the spectrum of the scalar field perturbations. The equation




The d’Almbertian operator in this equation is the covariant one, the covariant
derivative of a covariant derivative2. Introducing perturbations and restricting
the equations to first-order in the perturbed quantities gives:

























For inflation light scalar fields are of interested rather than heavy ones and in a
cosmological context this translates to the realisation that the term containing
the second-derivative of the potential (the ‘mass’ term) must be subdominant to
the term containing the Hubble parameter. Furthermore, on Fourier transforming
2Despite the fact that calculations take place in the so-called “flat” gauge”, this gauge choice
corresponds to spatial flatness (so R(3) = 0) but does not imply the metric has no perturbations
at all. In particular δgtt 6= 0 in general
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the above equation, ∇2 → k2 and k2/a2 will not be substantially less than the
Hubble parameter until after horizon exit, thus the mass term is also subdominant
to this term. The above means that the Fourier transformed equation reads:









δφk = 0, (2.72)
where it is worth noting that the term in brackets is evaluated in terms of
background quantities. This equation is usually used in an alternate form by
making a change of variables ϕk ≡ aδφk and z ≡ aφ/H. Upon this variable
change, and taking derivatives with respect to conformal time, the Mukhanov-










ϕk = 0. (2.73)



































ϕk = 0, (2.75)
where the smallness of the HSR parameters also means that the Universe is almost
de-Sitter and so it is possible to define conformal time as η = −1/aH. This is
precisely the expression that would be arrived at if scalar perturbations to the
metric are ignored, that is if the quantity in equation (2.71) is 0. In other words,
during single field slow-roll inflation the effect of back-reaction of the density
perturbations on the metric is negligible.
The next stage is to quantise this theory of the Early Universe. To proceed on
this front “ladder” operators are introduced alongside the mode function, ϕk,
with:
(2π)3ϕk = ϕkâ(k) + ϕ∗kâ†(−k). (2.76)
This process mirrors the approach taken when dealing with quantum harmonic
oscillators which is unsurprising given that equation (2.73) is the equation for
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a harmonic oscillator with a time dependent frequency. In keeping with this
equivalence â†(−k) is an operator that creates perturbations with momentum k.
Thinking in this way leads to the commutation relations3:
(2π)−3[â(k), â†(k′)] = δ3(k− k′) (2.77)
[â(k), â(k′)] = 0 (2.78)
At this point the vacuum state of the theory needs to be defined. In Minkowski
space-time the quantum oscillator has a well defined vacuum state as the
frequencies are not time dependent. The vacuum in such theories is then the
state that minimises the expectation value of the Hamiltonian of the theory.
However, when dealing with a time-dependent situation as in equation (2.73)
more physical input is required to define a suitable background. The idea is as
follows. There will be a time when all the modes of interest are contained within a
small space-time volume where the expansion of the Universe is negligible; when
the frequency of the oscillations, proportional to k, is much greater than the rate
of expansion, (aH)−1. This means that the Universe appears Minkowskian and
the vacuum solution must follow the plane-wave solution that would be found in







This initial condition fixes the normalisation of the general solutions to equation







Several Hubble times after a mode has crossed outside of the horizon, k  aH






as kη → 0. (2.81)




Pϕδ3(k + k′). (2.82)
3It is possible to start with the action for the theory and follow the canonical procedure for
quantisation, defining the canonical commutators between position and momentum operators,
and arrive at the same end point. The approach taken here leaves out a large amount of
technical detail that is not of interest when discussing the work presented in this thesis.
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Using equation (2.81) to evaluate the spectrum a long time after a mode has







Now, it is possible to reach an expression for the power spectrum of the gauge























At this point it is assumed that the power spectrum follows a power law, i.e.
Pζ(k) ∝ kns−1. This allows the calculation of the value of ns as:
ns − 1 =
d lnPζ
d ln k . (2.88)
Since this is evaluated when k = aH, it is possible to rewrite the derivative as
d
















. Thus, the final expression for the spectral index of the scalar spectrum
is:
ns − 1 = 2ηH − 4εH . (2.90)
A similar calculation using the slow-roll approximation gives
ns − 1 = 2ηV − 6εV . (2.91)
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Finally, a power spectrum for the tensor perturbations can be derived in a similar







which gives the tensor spectral index as:
nT = −2εH . (2.93)




= 16εH . (2.94)
The derivation presented here is for a kinetically canonical theory in Einstein
gravity. More elaborate theories, including all the way up to Horndeski Theory
permit similar results and the corresponding equations can be found in Ref. [103].
2.6.1 The Lyth Bound
Combing the expression for r with the definition of the first HSR parameter allows
a relationship between r and the distance that the field moves for the last N e-
foldings of inflation, this is known as the Lyth Bound [71]. From equation (2.94):














That leads to the expression for ∆φ, the field distance traversed for the N e-








Assuming that the scalar-field is slow-rolling during inflation, so that r is







Thus if r is significantly non-zero then the field must have travelled at least a
Planck Mass during inflation4. This causes some concern with regards to the
stability of corrections to the potential [72].
2.7 Motivating Inflation from High-Energy Physics
The general idea with many inflationary models is that they are some low-
energy effective theory of a high-energy theory. The high-energy theory is an
extension of the Standard Model of particle physics and it is usually taken to be
supersymmetric [70]. While a detailed examination of such theories is outside
the scope of this thesis some of the basic ideas give a physical content to the
particular inflationary models being considered here.
In some cases the models can be directly related to string theory models. Here
the fields undergoing inflation are often ‘moduli’ fields of a theory with extra
dimensions. There is a specific sub-set of string theory inspired models that focus
on the axion monodromy structure [76, 98]. An axion-like field is one which has
a discrete shift symmetry, φ→ φ+ 2π. This discrete symmetry is not necessarily
fundamental but could instead be a continuous symmetry that has been broken
by some non-perturbative effect. In the scenario where there is just one field,
which is axion-like, a complete rotation of 2π leads to the same configuration
as was started with. However, when there is a multi-field system it is said to
undergo monodromy if on a full rotation of the axion field the system is in a
different configuration. A canonical illustrative analogy is the idea of going down
a spiral staircase. A particularly exciting aspect of monodromy models is that can
generate a large tensor-scalar ratio without having to traverse a trans-Planckian
field distance.
Another strand of inflationary model building is based on supergravity. The basic
idea behind supergravity is that the local Poincare symmetry of General Relativ-
ity is supplemented by local supersymmetry. At arms-length supersymmetry can
4A slightly modified bound was found in Ref. [34] but the overall picture is the same.
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be considered simply as a symmetry that mixes together fermions and bosons.
Such a group of related particles is known as a supermultiplet and every particle
in a supermultiplet is predicted to have the same mass if supersymmetry is not
broken. Since there are no observations of super-partners to any of the Standard
Model particles then the symmetry must be broken (if it exists at all).
Finally, it is worth noting that supergravity models are themselves often invoked
as low energy limits of string theory models5. Specifically, this means that they
don’t claim to be fundamental but are instead based on some symmetry principles
that are thought to be desirable. This is the case in the thinking that leads to
the Universal Attractor models [58] that appear in chapter 4 and the α-attractor,
and related, models [54, 56] discussed in chapter 5. Not only are these models
based on supergravity but they also include a further conformal symmetry which
is broken at some point before inflation takes place.
2.8 Observing the Early Universe: The Cosmic
Microwave Background
Today, one of the key ways in which the spectrum of perturbations in the
Early Universe is constrained is through the Cosmic Microwave Background
(CMB). This is made up of photons which have been travelling unhindered since
the decoupling epoch after originating on the surface of last scattering. The
perturbations in the Early Universe correspond to photons of slightly different
temperatures being emitted (or equivalently, photons of the same temperature
being emitted at slightly different times). Thus, it is important to know how the
primordial spectrum from inflation evolves until the point of decoupling. Since
the CMB photons travel through the perturbed Universe it is also vital to know
how they will be affected by the developing matter inhomogeneities up until the
present day. Both of these pieces of information are contained in the transfer
function T`(k).
The observational quantity of interest is the anisotropy of the CMB, the
brightness function :
Θ(η,x,n) = δT (η,x,n)
T (η) , (2.100)
where n is the direction of travel of the photon. Analogous to a Fourier
5Thus the above mentioned string theory models are also generally supersymmetric.
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where Y`m(n) are spherical harmonics. The observed multipoles with ` ≥ 2 are
the intrinsic anisotropies of the CMB, denoted a`m ≡ Θ`m(η0,x0). Considering a
small patch of the overall sky allows the use of the Flat-sky approximation. This









The quantity that CMB experiments compared against predictions is the
spectrum of a(~̀):
〈a∗(~̀)a(~̀′)〉 = C(`)δ2(~̀− ~̀). (2.103)









To make predictions on the observed measurements in the sky the transfer
function must be calculated. The precise calculation is outside the scope of this
thesis but a flavour of how it progresses is useful. Firstly, a system of closed
equations has to be assembled. This consists of the continuity and Euler equations
for the components of the Universe (baryons, Cold Dark Matter, photons, and
neutrinos). Further to this, the Boltzmann hierarchy for the neutrinos and photon
temperature and polarisation perturbations is required. A Boltzmann hierarchy is
an expansion of the derivatives of multipoles in terms of the multipoles. Finally,
equations linking physical quantities, for example the density contrast, to the
metric perturbations are required. This system of equations can then be solved,
given suitable initial conditions, to give the full time evolution of the contents of
the Universe and thus the required transfer functions.
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Chapter 3
The Effective Phase-Space of
Cosmological Scalar Fields
3.1 Introduction and Motivation
When introducing textbook inflationary scenario of a single, kinetically canonical
scalar field that is minimally coupled to gravity it is common (as was done
in chapter 2) to discuss the attractor nature of the slow-roll regime. This is
demonstrated with plots in the φ− φ̇ plane that show the inflationary trajectories
converging towards a single one: the slow-roll solution. This convergence is useful
as it allows one to say that the slow-roll behaviour is generic allowing calculations
relating to inflation to become much simpler.
It is clear that φ−φ̇ is not the canonical phase space of an FLRW universe for two
reason. Firstly, such a universe is defined by two general coordinates: the value
of the scalar field, φ, and the scale factor, a. This means that the phase space
should be four dimensional. An alternative framing of the same idea is that since
there are two second-order equations of motion, it might be naively expected that
there are four initial conditions that need defined. Secondly, the velocity of the
field, φ̇, is not the canonical momentum of φ in the same way that ẋ is not the
canonical momentum in classical mechanics. The question then arises: if φ − φ̇
is not a phase space are the predictions of attractor as generic as they seem?
This issue and it’s resolution in the case of a single, kinetically canonical scalar
field that is minimally coupled to gravity was discussed and solved in Ref. [88].
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The authors of Ref. [88] showed that it is possible to considered φ− φ̇ as a phase
space in the sense that trajectories in the space never cross. This means that
defining a point in φ− φ̇ is enough to completely describe the dynamics of such
a universe. It also means that trajectories can never cross which ensures that
Louiville’s theorem will hold in the space. This theorem states that volume in
phase-space must be conserved along the evolution dictated by the equations of
motion. Since the attractor behaviour means that trajectories become closer as
they evolve there must be a non-standard measure on φ− φ̇.
The work in this chapter begins the process of extending the work in Ref. [88]
to any FLRW universe that has second-order equations of motion. It is shown
that φ − φ̇ can be thought of as an effective phase space. This is a stepping
stone on the way to be able deal with classical evolution of the measure of the
initial conditions of inflation. Full understanding of this process would mean that
it is possible to say how likely certain outcomes will be given a distribution of
initial conditions. This seems to be an important step in answering the types of
questions asked in, for example, Ref. [50]. A more thorough discussion of this is
left to chapter 6.
3.2 Hamiltonian Cosmology
This chapter relies on concepts that are part of the canonical formalism. These
ideas are most commonly encountered for the first time in the realm of classical
mechanics and remain the same in essence when considering the Universe, with
some changes. The process of finding generalised coordinates and their conjugate
momenta is unchanged and the Hamiltonian is still given by the Legendre
transform of the Lagrangian. So, starting with a theory defined with the










q̇ipi − L. (3.2)
The first conceptual issue that needs to be tackled can be seen when considering
44
the action for the simplest possible Universe with some type of matter content,






2 + L (φ(x))
]
. (3.3)
The problem is that since the field-value is dependent on its spacetime coordinate
and the coordinates are continuous then there are an infinite number of degrees
of freedom in the theory. The space that describes all possible configurations
of all possible Universes is known as superspace. Symmetries can reduce the
dimensionality of superspace and a subspace with finite degrees of freedom is
known as minisuperspace. To this end, systems with exact homogeneity and
isotropy are considered, the Friedmann-Lemaitre-Robertson-Walker universes
with no perturbations. In this case the generalised coordinates are the scale factor
of the Universe and the scalar field value. While a simple example this is adequate
to describe the background dynamics during slow-roll single-field inflation.
In Friedmann-Lemaitre-Robertson-Walker universes there is a preferred direction
of time (the one which makes the Universe appear homogeneous and isotropic)
but there is no preference for the scale of time, the model is time diffeomorphism
invariant. This invariance is encapsulated in the lapse function, Nlapse(t), which
appears in the metric and, as such, the infinitesimal line element, equation (3.4).
ds2 = −N2lapse(t)dt2 + a(t)2
[
dx2 + dy2 + dz2
]
. (3.4)
The Hamiltonian constraint is a direct consequence of the time invariance of
the model. Since the model is invariant under time diffeomorphisms, the lapse
function should not appear in the equations of motion other than as an overall
multiplicative factor which can be removed. Mathematically this translates to
the requirement that:
{Nlapse(t), H(t)} = 0. (3.5)
There is an unfortunate conceptual consequence of this restriction. Using the
action above and the Lagrangian:
L = −∂µνφ ∂µνφ− V (φ), (3.6)
for the scalar field leads to the conclusion that the Hamiltonian is identically 0.
Given that the Hamiltonian encapsulates time evolution through the Hamilton’s
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equations, equations (3.7) and (3.8), this is known as the problem of time,
q̇ = {q,H}, (3.7)
ṗ = {p,H}. (3.8)
For this work the problem of time is relegated to a conceptual issue to allow
calculations to be made. This is done by fixing the gauge of the theory, i.e. by
setting N(t) to be an arbitrary constant which allows calculations to be made.
To increase readability the lapse function, scale factor and Hubble constant will
be written without their argument for the remainder of the chapter.
3.3 Boundary terms for the Horndeski Action
For the purposes of the work contained in this chapter it is important that the
action is well-posed since the ultimate aim is to define a phase-space upon which
Louiville’s theorem holds [29]. This is achieved by the use of the appropriate
boundary terms that remove unwanted variations of derivatives of the generalised
coordinates. This process is usually unnecessary as it is assumed that the
boundary will be far from the area of interest. In this case the local equations
of motion will be unaffected. When the Universe is being considered as a whole
the boundary becomes relevant. In the case of General Relativity the boundary






where, in this case, h is the determinant of the induced metric on the boundary
surface and K is the extrinsic curvature of the boundary surface.
The boundary terms for the general Horndeski theory have been previously
calculated by Padilla and Sivanesan [83], equations (3.10) to (3.12) and the new





















(̄φ)2 − φ;j ;iφ;i;j
)
. (3.12)
3.4 Vector Field Invariant Maps and Effective
Phase Spaces
The idea of a vector field invariant map is conceptually simple. It is a map from
one space to another (potentially of lower dimension) that maps the vector field
unambiguously, so that there is a unique vector defined at each point. To state
this in more formal terms some notation must be introduced. The space of all
smooth valued functions on a manifold, M , is F(M). A pullback of a function,
f ∈ F(N), by a mapping ψ : M → N is ψ∗ : F(N)→ F(M). Finally, a definition
of a vector field invariant map can be made. A map, ψ : M → N , is a vector field
invariant map with respect to a vector field, X, if, for any function, f ∈ F(N),
and for all q ∈ N , Xp(ψ∗f) = Xp′(ψ∗f) for all p, p′ ∈ ψ−1(q).
With the concept of a vector field invariant map, the question of whether a
space constitutes an effective phase space is now answerable. A space, N , can be
thought of as an effective phase space if it possible to construct a map, ψ, from
some region of the full phase space, M , so that the Hamiltonian vector field is
invariant under ψ. The key point is that the Hamiltonian vector field is tangent
to the curves of motion and so if it is mapped unambiguously from M to N then
it is uniquely defined at all points in N . This means that the curves of motion
do not cross and so specifying a point in N is enough to specify the dynamics of
the system.
3.5 A Vector Field Invariant Map of the Horndeski
Action
3.5.1 The Hamiltonian Constraint Surface
In this section the Hamiltonian constraint is explicitly constructed and the surface
generated by it is shown to be independent of the scale factor of the model
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universe when considered in the special coordinate system of φ − φ̇. As with
the work carried out in Ref. [88] this chapter is interested in the background
dynamics of a spatially flat universe. This is the minisuperspace approximation
laid out above with a further restriction to only flat universes. The next step
involves putting the minisuperspace metric into the Horndeski action, equation
(1.35), and ensuring that this action is well-posed. The general boundary terms
given in Section 3.3 simplify in the case of the minisuperspace approximation.
The boundary manifold of interest for the minisuperspace approximation is one
whose normal vector is a unit vector in the time direction, nν = (−1/Nlapse(t), 0, 0, 0),
and this fact combines with the high symmetry of the system to simplify the Bαs
considerably. The boundary is parameterised by the spatial coordinates of the
four dimensional bulk and has an induced metric, h,1 given by:
hij = gij, (3.13)
where latin indices denote summing over the boundary coordinates (equivalently
in this case, the spacial coordinates of the bulk). Firstly, the normal derivative
to the scalar field on the boundary, φn is given by:




Examining the covariant derivative on the boundary (rather than the bulk),
homogeneity gives φ;i = 0. From this it follows that second covariant derivatives
of φ are also 0 and Y = 0, where Y is the boundary analogue of X. The Ricci
curvature of the boundary, R̄, is 0 since only flat universes are of interest. Finally,
s depends on whether the boundary is spacelike or timelike. Here the boundary












The final term to consider is the function F3. This is defined in Ref. [83] and in
1Symbols in bold should be understood to represent the full tensorial quantity.
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The main point of note is that given this definition ∂F3
∂φn
= G3. Using all of this
























The full, well-posed, action is then:









PN6lapse − F3φφ̇N5lapse − (3Hφ̇+ 6G4φφ̇)N4lapse
−3H2
(
2G4N2lapse +G5φφ̇2 − 2G4X φ̇2
)
N2lapse + 3H3G5X φ̇3
]
. (3.21)

















































Note that the momentum associated with Nlapse(t) is zero. This means that it
is not dynamical and can be set to an arbitrary constant, here Nlapse(t) = 1 is
chosen. Since the key feature in what follows is the a dependency of flow vector
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components it is useful to write the momenta as:
pa = a2πa, (3.24)
pφ = a3πφ, (3.25)
where the πis contain all the functional dependency of the momenta on φ, φ̇ and
H. The Hamiltonian is then constructed in the usual way, equation 3.2. Since
the expressions for the momenta are kept general there is no way to invert the
expressions to obtain the velocities. Therefore, the Hamiltonian is written as a
function of φ, φ̇, a and H instead of as function of φ, pφ, a and pa and this also
suits the purpose of this chapter.
The Hamiltonian constraint comes from varying the action with respect to the




















+ φ̇2PX − P = 0. (3.26)
The two-dimensional Hamiltonian constraint surface in the space of (φ, φ̇,H),
Ca? , is the same for all possible values of a? so that, as in the case of Remmen
and Carroll [88], it is found that the full constraint surface, C, factorises as a
product: C = Ca? × R+.
3.5.2 The Hamiltonian Vector Field Components











This definition lends itself to consider components in the φ, pφ, a, pa directions,
but the space can be described in any choice of components such as (φ, φ̇, a,H).

























In the case of the Horndeski action, the momenta are given in equations (3.22)
and (3.23) and contain the unknown functions Gi(φ,X). It is impossible to invert
these expressions without specifying Gi(φ,X) and so, to keep the approach in this
chapter as general as possible, an alternative route must be found. Directly from
Hamilton’s equations the components X(pφ)H and X
(pa)
H are given as:
X
(pφ)
H = −∂H∂φ = ṗφ = a
3 (3Hπφ + π̇φ) , (3.30)
X
(pa)
H = −∂H∂a = ṗa = a
2 (2Hπa + π̇a) . (3.31)
Note that the terms π̇i will, in general, contain second derivatives of the
generalised coordinates. These can be eliminated by the equations of motion
which can be shown to be independent of a. The easiest way to see this is by
writing the Lagrangian as L = a3λ. Then the equation of motion for a, which
gives Ḣ, is given by the Euler-Lagrange equations and taking derivatives with













That is, the a dependency has factored out of the equation of motion. A similar















Now, all that remains is to manipulate the partial derivatives terms in equations








































where D is a 4×4 matrix of partial derivatives, allows the flow vector components

























where A is now a 2×2 matrix. Since D takes a block form the system of equations


















H = ṗφA−11,1 + ṗaA−12,1, (3.39)
X
(H)
H = ṗφA−11,2 + ṗaA−12,2. (3.40)




















Despite the generality of the Horndeski action, this notation allows a clear form
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That is, there is no dependence on the scale factor in the φ̇ and H components
of the flow vector. This, along with the ability to write the constraint surface in
terms of only φ and φ̇ as shown in the previous section are exactly the criteria
laid out in section 3.4 to consider the φ − φ̇ space as an effective phase space
following the definition by Remmen and Carroll in Ref. [88]. While the result is
presented here for the Horndeski theory, it follows from the argument used here
that the result holds for any theory where the Friedmann equation is independent
of a and the momentum can be factorised as in equations (3.24) and (3.25).
3.6 Examples
In this section specific theories that are often discussed in cosmological contexts
are used to highlight interesting points that arise when considering theories more
general than a minimally coupled, canonical scalar field.
3.6.1 Conformally-Coupled Scalar Fields







2Ω(φ)R +X + V (φ)
]
, (3.45)
have been considered to be viable or important in the context of inflation for
several reasons. These stem from the original Starobinksy model of inflation [99]
through to the more recent superconformal ideas of Kallosh and Linde [55, 56, 58]
and Higgs inflation [13]. Due to this interest it makes sense to pay particular
attention to important issues that arise when dealing with this set of actions in
this context. These theories are a subset of the Horndeski action given in equation
(1.35) with P (φ,X) = X + V (φ), G4(φ,X) = 12 [1 + Ω(φ)] and G3(φ,X) =
G5(φ,X) = 0.
53
Following the prescription outlined in section 3 the first key stage to arrive at is
the Hamiltonian of a theory whose action is given by equation 3.45. In calculating





























The Hamiltonian constraint gives the Friedmann equation, (3.49), defining a
three-dimensional hypersurface in the full phase space or two-dimensional surface
in the φ− φ̇ space,
2V (φ) + φ̇2 = 6H2Ω(φ) + 6Hφ̇∂φΩ(φ). (3.49)
The shape of a slice of the constraint surface for a particular coupling is shown
in Figure 3.1. It should be noted that, due to the form of equation (3.49) there
are two solutions for H. This was not important in the work of Remmen and
Carroll as the solutions had an exact H → −H symmetry but, as can be seen in
Figure 3.1, the symmetry does not necessarily exist in this model. Indeed, this
is generally true for any model with G4 6= 1/2 which is another reason that this
example is particularly instructive. This highlights the importance of the caveat
introduced in section 3.4, namely that we are mapping from some region of the
full phase space, in this case the H+ or H− regions.

















Figure 3.1 A two dimensional slice, Ca?, of the Hamiltonian constraint surface
for a model with a Lagrange density given by equation (3.45) with
Ω(φ) = 16φ











2 + 2∂φV (φ)∂φΩ(φ)
6[∂φΩ(φ)]2 + 4Ω(φ)
. (3.51)
The importance of the asymmetric form of the constraint surface can now be
seen. Depending on whether the positive or negative solution for H is chosen, two
different vector fields are arrived at, Figure 3.2. In many cosmological contexts,
for example inflation or quintessence scenarios, this is not a problem because
we choose the expanding solution. However, if the scenario of interest was a
cosmology where a bounce occurs then this asymmetry in the constraint surface
would suggest that the space of φ − φ̇ would not constitute an effective phase
space as there is not a vector field invariant map from the full region that would
have to be considered. There have been explorations of the use of φ̇ − H as an
effective phase space in simple Horndeski bounce models as it is possible to move
between the positive and negative solutions [30, 31].
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Figure 3.2 The two different vector fields obtained on φ−φ̇ when choosing either
a positive (red arrows) or negative (blue arrows) H for a model with
a Lagrange density given by equation (3.45) with Ω(φ) = 16φ
2 and
V (φ) = 12φ
2.
3.6.2 k-flation
While the previous example shows one of the features that needs to be considered
when dealing with more general actions, it is possible to make the calculation
using the exact method of Remmen and Carroll. The simplest theory that shows
the need for the method presented in this paper is that of k-flation [6]. The action,
equation (3.52), in this case contains only P (φ,X) and the usual Einstein-Hilbert







2R + P (φ,X)
]
. (3.52)
Once again, using the procedure of Section 3.5, the canonical momenta can be










In these equations the complications that prevent the method of Remmen and
Carroll being extended to more general cases than considered in Ref. [88] are
evident. Without knowing precisely what form P (φ,X) takes there is no way
of inverting equations (3.53) and (3.54) to form expressions for φ̇ and H. The
Friedmann equation for k-flation is:
3H2 + P = PX φ̇2. (3.55)
In this case the H → −H symmetry in the constraint surface is not broken so
the potential ambiguity seen in section 3.6.1 is not present in the k-flation case.
Using the method described above, expressions for the flow vector components









H = 2H2 + Ḣ. (3.57)
Equation (3.57) highlights another subtlety with this method: the appearance of
second-order derivatives, in the form of Ḣ, in the flow vector components. While
in this case it is the second derivative of a that appears, in other examples it may
be φ̈ that will feature. By using the equation of motion for a, the acceleration
















Once again the flow vector components, equations (3.56) and (3.59), are
independent of a. This, coupled with the ability to parameterise the constraint
surface in terms of just φ and φ̇ (captured in equation 3.55) is the requirement
for φ− φ̇ to be considered an effective space.
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3.7 Conclusion
The purpose of this chapter is to show that the most general scalar-tensor theory
with a single scalar field and second-order equations of motion, Horndeski Theory,
permits a reduction to a two-dimensional effective phase space. This is an
extension of a previous result of Remmen and Carroll [88], who showed the same
for a canonical, minimally coupled scalar field. There are several features that
make the general theory harder to deal with but these are elucidated through the
use of specific example theories: conformally-coupled theories and k-flation.
There is still work to be done. In Ref. [88] conditions are laid out for defining
an effective Liouville measure on φ− φ̇. Since these conditions are not proven to
hold for a general potential in the simple case considered in Ref. [88], no attempt
has been made in this paper to show they always hold in the general case. This
will need to be considered on a model by model basis. It should be noted that
the measure on the effective phase space is distinct from the Liouville measure on
the full phase space. If it proves possible to define a Liouville measure then more
sophisticated weighting could be used in numerical calculations of inflationary
observables. Instead of uniform weighting in φ − φ̇, uniform weighting in the
Liouville measure could be used as in Ref. [89]. If it can be shown to exist then
this measure is the correct classical measure on the effective phase space as it
defined by the flow trajectories and is conserved along this flow. A flat measure






The strong upper limit set on the tensor-to-scalar ratio r by the Planck satellite
mission [86] prompted considerable interest in inflationary models predicting low
values of r. Amongst those are models where r is of order (1−ns)2, where ns is the
scalar spectral index. This class includes the original R2, or Starobinsky, model
of inflation [99], the non-minimally coupled Higgs inflation model [13], and a set
of models motivated by superconformal symmetry often referred to as ‘Universal
Attractor’ models [58]. These models turn out to be closely related to each other
[59]. The quadratic dependence of r on 1 − ns allows for a tilted spectrum with
a small value of the tensor-to-scalar ratio. In Section 4.2.1 the phenomenological
idea of these models is briefly reviewed before the remainder of the first half of
the chapter outlines a new, detailed investigation of the attractor structure of
these models through both analytic and numerical calculation.
The observational situation sharpened considerably in the immediate aftermath
of the detection of B-mode polarisation by the BICEP2 experiment [4], which had
competing interpretations as a consequence of polarised emission from dust [4, 39,
79] or as due to primordial tensor perturbations. While the former interpretation
eventually won out [14] and, as such, the situation is unchanged from Planck
[79], the latter brought the models considered in this chapter to the fore as such
a detection would, for the first time, impose a meaningful constraint on the
magnitude of the non-minimal coupling. The second part of this chapter explores
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the constraints that could be imposed by results inspired by the BICEP2 data,
considering also models where the non-minimal coupling is of quadratic form.
This work was undertaken in the spring and summer of 2014 and is heavily tilted
towards the observational picture at that time. The initial release of the BICEP2
result [4] was in March 2014. The combined Planck and BICEP2 analysis [14]
was released in February 2015.
4.2 The Universal Attractor models
4.2.1 The models
The Universal Attractors are a sub-class of scalar-tensor theories of gravity that
feature a particular non-minimal coupling between the inflaton field, φ, and the
scalar curvature, R. The starting point for the Universal Attractor models is a












Ω(φ) = 1 + ξf(φ) ; VJ(φ) = λ2f 2(φ) . (4.2)
The non-minimal coupling allows the models to be viable candidates for inflation
regardless of the form of VJ(φ) [58]. This is both in the sense that there are
regions of the potential that allow enough inflation and that the predictions from
the inflationary epoch are consistent with observation. In this section ξ is always
taken to be positive (in this sign convention), which is necessary to get Universal
Attractor behaviour. The motivation for such models is rooted in superconformal
theories and, while there are ‘naturalness’ problems in the connection between the
coupling term and Jordan frame potential [59], under a certain set of conditions
they all imply the same scalar spectral index and tensor-to-scalar ratio, regardless
of the function f(φ). Moreover, the combined values of those are well placed
within the Planck contours in the ns–r plane [86].
The Jordan frame Lagrangian, equation (4.1), can be transformed to the Einstein
frame by use of the conformal transformation:
gµν → Ω−1(φ)gµν , (4.3)
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]2 (∂φ)2 − VJ(φ)Ω2(φ)
 . (4.4)
It is then desirable to make a field transformation to obtain a Lagrangian with a
canonical kinetic term in the Einstein frame, so that all the inflationary dynamics













































By utilizing these expressions in the usual expression for the number of e-foldings,
it is possible to show [58] attractor behaviour at strong coupling, where ξf(φ)






(2 + 2ξf(φ) + 3[ξf ′(φ)]2) . (4.7)







2 + 2ξf(φ) + 3[ξf ′(φ)]2
1 + ξf(φ) dφ . (4.8)












which can then be simplified further. The explicit conditions for the simplification











The third term in the integrand is small compared to the first by the earlier
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condition ξf(φ)  1, and it is assumed that the part of the potential being
considered is not in the vicinity of any extrema, which also prevents the second
term being large [58]. This second condition is equivalent to
3 [ξf ′(φ)]2 > 2ξf(φ) . (4.11)
This expression is useful in determining the ξ at which the attractor solution is
approached and this idea is discussed in section 2.3. Following these steps N is
given by
N ' 34ξ [f(φN)− f(φend)] , (4.12)
and ε by
ε ' 43ξ2f 2(φ) . (4.13)
This expression for ε fixes ξf(φend) ∼ 1  N (incidentally showing that the
strong-coupling assumption ξf(φ)  1 will marginally fail towards the end of
inflation) and so the field value at the end of inflation will contribute negligibly
to the number of e-foldings giving the final expression for N as
N ' 34ξf(φN) . (4.14)
This means that f(φN) is fixed in a potential independent manner and can be
used in the expression for ε at large ξ. A similar approach yields a potential-
independent expression for η. This is most easily arrived at using










' − 43ξf(φ) . (4.16)
Taking the leading order of 1/N gives the Universal Attractor solution as [58]:
r = 12
N2




This is exactly the same point in the ns–r plane as is given by the Starobinsky
model (hereafter referred to as the ‘Starobinsky Point’) and indicates a deep-
seated connection between the two models which is fully explored in Ref. [59].
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4.2.2 The nature of the attractor solution
In previous work on the Universal Attractor models the attractor point itself has
been discussed in such a way as to either imply it coincides exactly with the
Starobinsky point [58] or state that it does [59]. However this is not true (e.g.
in Figure 1 in Ref. [58] it can be seen that the numerically-generated trajectories
converge to a point displaced from the Starobinsky point), and the Starobinsky
point is actually only a first-order approximation to the true attractor point.
The discrepancy stems from the simplification of the expression for the number
of e-foldings.
The third term in the integrand of equation (4.10) is actually non-negligible. This
can be seen by considering equation (4.14), which fixes this term to be of order
1/N regardless of how large ξ becomes. This means that, in the strong coupling








This extra term can be thought of as altering the precise number of e-foldings
that are considered in the analysis, so that instead of N the equations for the







So it is seen that the correction to ns is of order 1/N2 and so ε must be included
in the expression for ns when considering the exact location of the Starobinsky
point (to first order in slow-roll parameters). From equation (4.19) it may be
expected that the solutions would fall along this line with some dependence on
the particular potential used. However δN is in fact independent of f(φ). This












This now does not depend on the particular form chosen for f(φ) since f(φend)
is independent of the functional form of the potential.
This shift of the attractor point can be seen in Figure 4.1. The trajectories are full
numerical solutions to equation (4.8) and the green circle shows the point given
by the potential-independent iterative method outlined above. The location of
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this circle becomes fixed very close to the attractor point even after a only a few
iterations. This point is shifted away from the Starobinsky point, but given the
accuracy of current data the shift is not significant. It could prove to be important
if the uncertainty on both ns and N is reduced by a factor of approximately 10.
The if the forecasted combined constraints of the upcoming LiteBIRD [75] and
CORE [38] experiments are realised then ns would be restrict to be 0.9625 ±
0.0014. This would be approximately a five-fold increase in precision. If this
regime became reality then the next order of slow-roll parameters may have to
be considered in the calculation of ns using [100]
ns − 1
2 = −3ε+ η −
5 + 36C
3 ε
2 + (8C − 1)εη + 13η
2 − 3C − 13 ξ
2
SR, (4.21)
where C ' −0.73 and ξSR is the third slow-roll parameter defined as
ξ2SR ≡
V ′(φ)V ′′′(φ)
V 2(φ) . (4.22)
From this the only 1/N2 contributions would come from the η2/3 and the ξ2SR
terms and these contributions are included in Figure 4.1. The effect of including
these two terms is to shift the predicted ns−r point for both the Starobinsky and
Universal Attractor models, but they do not contribute to the relative difference.
There would also be next-order corrections to expression (4.8), due to the relation
between the Hubble and potential slow-roll parameters. However we did not
include these here as there is already a large uncertainty in the value which
N should take and these extra corrections are well within this range. If the
accuracy to which N is known was increased to the level suggested above, then
the corrections become important and can be implemented using the expressions
provided in Ref. [64].
4.2.3 Approaching the attractor solution
Planck’s non-detection of primordial tensor modes reignited interest in the
Starobinsky model and those closely related to it, since these models suppress
tensor modes and, as such, are placed at the ‘sweet spot’ of the Planck data
[86]. The Universal Attractors become equivalent to the Starobinsky model in
the large-coupling regime [59], and so were generally considered where they were
approaching the attractor behaviour.
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Figure 4.1 An illustration of the attractor behaviour for monomial potentials
V (φ) = φn for n = 6, 4, 3, 2, 1, 2/3 with n decreasing towards the
blue end of the spectrum. The upper ends of the lines correspond to
ξ = 10−3. The black dot gives the point predicted by the Starobinsky
model, the dashed line is given by equation (4.19), and the green
circle is the particular value on this line given by the potential-
independent iterative approach.
The parameter values where this happens are encapsulated in equation (4.11),
which is required for the simplification of the expression for ε to equation (4.13)
and is also the condition to neglect the second term in equation (4.10). Thus,
once a potential is specified the minimum ξ required to be close to the attractor
point is analytically calculable. In the case of the monomial potentials where
f(φ) = φn/2, the minimum ξ is given in terms of n. Denoting this minimum as








This function is plotted in Figure 4.2 and can be seen to vary dramatically with
n.
A similar analysis can be carried out with Natural Inflation [3], the other specific
case considered in Ref. [58]. If the coupling function is taken to be f(φ) =√






This function is also plotted in Figure 4.2 and a comparison with the monomial
case shows that the ξ value required to approach the attractor is very different
for different forms of the potential.
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Figure 4.2 The minimum coupling required to enter the attractor regime,
encapsulated in the function Ξ(n) (for the monomial potential, left
panel) and Ξ(µ) (for the natural inflation potential, right panel).
The general behaviour of Ξ(n) and Ξ(µ) is similar in that both show that for a
steeper potential (higher n and lower µ respectively) the attractor is approached
more rapidly, agreeing with the general statement of Ref. [58].
In equation (4.23) the expression for the number of e-foldings is taken to be the
simple expression, equation (4.14). Though this is only a first-order result, it
suffices here to place an approximate lower bound on ξ.
4.3 Observational constraints from Non-Zero
Measurements of the Tensor-Scalar Ratio
Now the implications that a constraint on the scalar-tensor ratio, r, from below,
inspired by the claimed BICEP2 result [4], would have for these models is
considered. Since the measured BICEP2 B-mode power spectrum has been shown
to be dominated by polarised dust [4, 14, 39, 68, 79] , it is prudent to consider
a scenario where the signal is noticeably lower than the BICEP2 result. This
section considers the possibility that a smaller but still significantly non-zero
fraction of the observed B-mode signal has primordial tensor origin. In that case,
the Universal Attractor would become highly disfavoured.
From the analysis at the end of the previous section it is clear that the Universal
Attractor is attained typically only in the limit of high ξ, and in the past there
has been no meaningful upper limit on this parameter. If r is shown to be
suitably non-zero, say r > 0.01, then an upper limit on ξ in different scenarios
can be found. The evaluation of this upper limit on ξ is the main objective of
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this section. The Universal Attractor models follow continuous trajectories in the
ns–r plane from the non-coupled case to the attractor point, meaning that they
can cover a significant fraction of the new area of interest.
In this section the set of models under investigation is broadened. For the
Universal Attractor model of equation (4.1), for completeness we now consider
negative ξ as well as positive ξ, in anticipation that ξ = 0 will not be excluded and
hence ξ can be bounded on either side. When ξ is negative, the trajectories in the
ns–r plane move upwards from the minimally-coupled case, and hence are strongly
constrained by Planck. Additionally, the case where the non-minimal coupling
is always of quadratic form, Ω(φ) = 1 + ξφ2/2, rather than being related to the
potential, is considered; such models have been widely discussed since the early
days of inflation (for example Refs. [36, 52, 93]). In the case where the potential is
quartic, the quadratic coupling and Universal Attractor models coincide. For the
quadratic-coupling model, a particular case of interest is the conformally-coupled
case which is ξ = −1/6 in our conventions. In each case we focus on monomial
chaotic inflation models, V (φ) = φn.
As a starting point the BICEP2 data [4] is used to importance sample the Markov
Chain Monte Carlo (MCMC) chains provided by the Planck Collaboration [86]
so that an area in the ns–r plane corresponding to a 95% confidence region
is obtained, shown in blue in Figure 4.3. Since the results of BICEP2 have
been shown to be dust dominated, alterations to likelihood are also looked
at. Specifically, Ref. [4] shows various foreground models which, to a good
approximation, have the effect of rescaling the likelihood in r. Using this idea,
importance sampling of the Planck Collaboration’s MCMC chains for a modified
likelihood, the left panel of Figure 4.3, corresponding to the strongest foreground
model in Ref. [4], gives another area in the ns–r plane to consider, shown in red
in the right panel of Figure 4.3. This area is actually not so different from the
one obtained using the original BICEP2 likelihood, because the rescaled BICEP2
likelihood has less tension with the Planck one and so is less prone to be dragged
down in the r direction by it.
The constraints placed on the Universal Attractors by the unaltered BICEP2
result are shown in Figure 4.4. This gives an upper bound of ξ < 0.07 regardless
of n and a lower bound, for well-motivated n, of ξ > −0.5. For specific n values
the bounds are even tighter, typically in a range of 0.1 or less. These are the first
bounded constraints that have been possible for the Universal Attractor models.
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Figure 4.3 Left panel: the BICEP2 likelihood for r (blue) and the modified
likelihood where r → 0.6r (red). Right panel: the 68% and
95% confidence contours of the importance-sampled Planck MCMC
chains using the unmodified BICEP2 likelihood (blue) and the
modified likelihood (red).
Models with a quadratic coupling also follow trajectories in the ns–r plane, Figure
4.51, and so allow a similar analysis whose outcome is shown in Figure 4.6. The
bounds for ξ < 0 at n < 4 are significantly tighter than in the Universal Attractor
case, notably excluding the the conformal coupling case, ξ = −1/6, and are then
broadly similar for n > 4 so that the overall constraint on ξ < 0 is greatly
improved. Just as in the case of the Universal Attractor it is not yet possible
to completely constrain ξ for arbitrary n. Whereas for the Universal Attractor
the tail that caused the problems was at very small n and so not problematic for
well-motivated models, when considering the quadratic coupling the tail exists
at n → 4+ and so cannot be ignored. This tail to infinity occurs because the
trajectories begin to curl upwards at a certain value of ξ, seen in Figure 4.5,
and this value increases asymptotically as n → 4+. For larger values of n this
flick-back occurs before the observational contours are ever reached, explaining
why no models with n & 5.5 are allowed. Then decreasing n the flick-back now
occurs inside the contours giving the wide range of allowed ξ values at n ' 4.5.
As n is decreased still further the flick-back occurs after the trajectory has passed
through the observational contours meaning that the peak in Figure 4.6 will fold
back at higher ξ values, going to infinity as n → 4+. In the case where n = 4,
the Universal Attractor model and the quadratic coupling model are exactly the
same and these ‘flick-back’ trajectories cease to exist and the constraints from
both models are seen to be identical. Tighter observational constraints on ns
and r may be able to resolve the issue of the tail to infinity if they rule out the
1While these trajectories may look odd, the analysis was done in Matlab originally and then
repeated, from the start, in python with both analyses giving the same result.
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Figure 4.4 Constraints on the possible values of n and ξ for a Universal
Attractor model with a monomial potential using the raw BICEP2
likelihood with the dark blue indicating parameter combinations that
give ns and r values inside the blue 68% confidence region of Figure
4.3, and light blue those inside the 95% confidence region.
flick-back part of the trajectories.
Even in the case of a significantly-reduced tensor contribution, as depicted in
Figure 4.3, the constraint on ξ for the case of the Universal Attractors with a
monomial potential is robust; Figure 4.7 shows an upper bound of ξ < 0.22 and
a lower bound of ξ > −0.5. For the models with quadratic coupling the overall
picture does not change substantially, with a slightly broader range of allowed ξ
for a given n, as in Figure 4.8. The parameters are now constrained from above
even in the limit n → 4+ since as n = 4 is approached the ‘flick-back’ part of
the tail begins to miss the shifted contours. This can be seen in Figure 4.8 as
there is now a truncated spike instead of the asymptotic behaviour seen from the
unmodified BICEP2 analysis.
4.4 Conclusions
The attractor point of the Universal attractor model is discussed at length in
the literature. In this chapter an effort has been made to develop the knowledge
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Figure 4.5 The trajectories followed in the ns–r plane by the quadratically-
coupled models, showing ξ increasing from 0 to 0.15 for n =
4, 4.5, 5, 5.5, 6 (represented by blue, cyan, green, purple and red
respectively). There is a tail which loops round as ξ is increased
and can re-enter the allowed contours. The ξ = 0 points are those
given by the minimally coupled models and so are those at the end of
the trajectories above and to the left of the observational contours.
surrounding the models to give a more detailed summary of their current status.
An in-depth analysis of the high-coupling limit of models shows a shift away from
the Starobinsky point which had not been previously acknowledged. The exact
positioning of the attractor point is currently a theoretical curiosity, but could be
of interest if future CMB measurements improve sufficiently to constrain both ns
and r by a further factor of ten.
The BICEP2 results highlighted an unexplored area of investigation for the Uni-
versal Attractors. A non-zero measurement of r would allow strong constraints to
be placed on the Universal Attractors for the first time. For monomial potentials
the magnitude of the coupling is restricted to |ξ| < 1 for well-motivated potentials
by the BICEP2 result. This situation is not markedly changed when allowing for
a less severe constraint on r.
Finally, the same analysis can be performed on models with a quadratic non-
minimal coupling of the inflaton field. Again considering the Jordan frame
potential to be a monomial, the coupling is once again restricted to |ξ| < 1 for
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Figure 4.6 Constraints on the possible values of n and ξ for an inflation model
with quadratic non-minimal coupling and a monomial potential using
the raw BICEP2 likelihood. The dark blue indicates parameter
combinations that give ns and r values inside the blue 68% confidence
region of Figure 4.3, and light blue those inside the 95% confidence
region.
the majority of the possible powers. There is a tail to infinity as n→ 4+, which
prevents a comprehensive bound being placed. However slight improvements in
the observational constraints to ns and r could remove this entirely. Once again,
allowing for an altered constraint on r does not change the result, other than
removing the tail to infinity due to a shift in the contours.
Given the developments on the interpretation of the BICEP2 measurement [14]
the work in this chapter would require some small alterations to bring it up-
to-date. The joint analysis of the BICEP2 and Planck gives the best current
constraints on the tensor-to-scalar ratio limiting it to r < 0.07. Notably, the
joint analysis does not rule out r = 0. In this regime the best that the analysis
presented in this chapter can achieve is to put a lower bound on ξ.
Future CMB experiments are expected to put stringent bounds on the tensor-to-
scalar ratio and as such the analysis in this chapter could put even tighter bounds
on ξ than shown here. The CORE [38] and PIXIE [17] experiments are expected
to be sensitive to r ∼ 10−3. If the tensor-to-scalar were pushed this low then the
attractor point would be ruled out. This means that the observational viability
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Figure 4.7 Constraints on the possible values of n and ξ for a Universal
Attractor with a monomial potential. Dark red indicates parameter
combinations that give ns and r values inside the red 68% confidence
region of Figure 4.3 and light red indicates those that are inside the
95% confidence region.
of the Universal Attractors would become potential dependent as trajectories in
the ns − r plane would have to be found the loop far below the attractor point,
such as some of those shown in Figure 4.1. Any constraints in the ns − r plane
that did not exclude the attractor point would only allow lower bounds to placed
on ξ and other means would have to be devised to measure the upper bound.
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Figure 4.8 Constraints on the possible values of n and ξ for an inflation model
with quadratic non-minimal coupling and a monomial potential.
Dark red indicates parameter combinations that give ns and r values
inside the red 68% confidence region of Figure 4.3 and light red
indicates those that are inside the 95% confidence region.
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Chapter 5
Stability of the α-Attractors
5.1 Introduction
It has been proposed that inflationary models with a non-trivial field space metric
can suffer from a geometric destabilisation that hugely modifies their dynamics
[90]. This chapter outlines a numerical exploration of the evolution of a multi-
field inflation model that corresponds to some of the most popular models on
the market, namely the α-attractors and T-model attractors [54, 56]. These
models are of particular interest because they claim to predict generic results for
observable quantities, regardless of initial conditions and the particular form of
potential considered. This generic result lies well within the combined constraints
of Planck and BICEP2 so any deviation from this could prove useful in ruling
out such models.
To begin with the mechanism for this destabilisation is introduced in general
terms. This is followed by an introduction to the models which leads to the
introduction of an effective Lagrangian. The next section presents the results of
our numerical investigations which are summarised in the final section.
5.2 Multi-field inflation
In general, there is no requirement for inflation to be restricted to the single-field
case that has been considered in this thesis so far. It is entirely possible to have
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an arbitrary number, N , fields all of which could contribute to inflation. This
chapter is only concerned with two-field models and so the discussion is restricted,
where appropriate, to that number to avoid unnecessary confusion.
There is a complication that arises when considering a multi-field model. In the
case of a single scalar field it is always possible to take a kinetic term of the form
f(φ)(∂φ)2 and construct a field redefinition to obtain a canonical kinetic term.
This is not true in the case of a two-field (or N-field) model. In general the kinetic
terms for a N-field model appear in the Lagrangian as:
LKE = Gij∂µϕi∂µϕj, (5.1)
where the term Gij defines the mixing between the partial derivatives of the
various fields and the sum of i, j should be understood to be over the fields. Gij
is known as the field-space metric and so the methods of Riemannian geometry
as outlined in chapter 1 can be applied. The condition for being able to write
the kinetic terms canonically normalised is exactly the same condition that says
whether or not the metric of a space can be written as the Euclidian metric.
This means that for canonical kinetic terms the field-space must be flat in the
sense that R(field)ijkl = 0. Since this chapter is concerned with models where the
field-space is not flat, it is sufficient to present a condition that, if satisfied, shows
that the field-space is not flat. In particular, if R(field)ijkl = 0, then
R(field) = GjlR(field)kjkl = 0, (5.2)
and since R(field) is a scalar quantity it is conserved under coordinate transforma-
tions (i.e. field redefinitions) and so if R(field) 6= 0 for one set of field choices then
it is not possible to make field redefinitions to make the kinetic term canonically
normalised.
In the case of two or more scalar fields the background equation of motion for
each field is given by [94]:
Dtϕ̇n + 3Hφ̇n +GabV,b = 0, (5.3)






. The linearised equations for the evolution of the
perturbations are:
DtDtδϕI + 3HDtδϕI +∇2δϕI +M IJδϕJ = 0, (5.4)
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where M IJ is the mass matrix. The individual entries are given by:
M IJ = V I; J −RfsIKLJ φ̇









In the two-field scenario it is useful to define an ‘adiabatic’ and ‘entropic’ direction
for the field evolution. Firstly, in the case with fields φ and χ the adiabatic field
is given as:
σ̇ = (cos θ)φ̇+ (sin θ)χ̇, (5.6)
where
cos θ = φ̇√
φ̇2 + χ̇2
, sin θ = χ̇√
φ̇2 + χ̇2
. (5.7)
With this definition of σ̇ each small increment δσ follows the background field
evolution. The background field density is a unique function of the total density,
ρ, in the same way as a single inflationary field would be. This means that it
follows the adiabatic condition [70]. In a similar way, the entropic direction is
defined as:
δs = (cos θ)δχ− (sin θ)δφ. (5.8)
Given this definition δs = 0 along the background trajectory. However, there is
no guarantee that the change in the density of the field s caused by a perturbation
δs would give a density which is unique as a function of ρ. This means that the
s direction does not follow the adiabatic condition and hence sources entropic
(or isocurvature perturbations.) The two directions are shown schematically in
Figure 5.1.
5.3 The Geometric Destabilisation
As described in section 5.2 when considering two-field inflationary models it is
useful to consider a decomposition of the evolution into adiabatic and entropic
directions [44]. In potentials with “valleys”, i.e. one heavy and one light field, the
evolution is usually assumed to develop along the bottom of the valley once it has
reached it, Figure 5.2, so that the direction of the valley describes the entropic
direction. However, in Ref. [90] a mechanism is highlighted that suggests when the
field-space of a theory is negatively curved it is possible for the entropic direction
to have negative effective mass squared rendering it unstable to perturbations.
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With this definition of  ̇ each small increment    follows the background field
evolution.[POSSIBLY A DIAGRAM?] In a similar way, the entropic direction is
defined as:
 s = (cos ✓)    (sin ✓)   (1.8)
which is 0 along the classical trajectory. [NEED TO EXPLAIN HERE WHY
THE NAMES ARE APPROPRIATE]
1.3 The Geometric Destabilisation
As described in section 1.2 when considering two-field inflationary models it is
useful to consider a decomposition of the evolution in to adiabatic and entropic
directions[2]. In potentials with “valleys”, i.e. one heavy and one light field, the
evolution is usually assumed to develop along the bottom of the valley once it has
reached it, Figure 1.1, so that the direction of the valley describes the entropic
direction. However, in Ref. [6] a mechanism is highlighted that suggests when the
field-space of a theory is negatively curved it is possible for the entropic direction
to have negative e↵ective mass squared rendering it unstable to perturbations.
Beginning from the general expression for the evolution of field perturbations in
a curved field-space, equation (1.4), and projecting it on to the entropic direction









gives an expression for the evolution of entropic perturbations. From this the






+ 3⌘2? + ✏HR
field . (1.10)







. The second term measures the deviation from geodesics,
this commonly occurs in the contexts of turns in the trajectory of the evolution.
Finally, the last term is the geometric term that can cause the tachyonic
instability. When the field space curvature is negative and with a large enough
magnitude then m2s can go negative. This, in general, will occur towards the end of
inflation when the slow-roll parameter, ✏H , becomes of order one. The particular
question this chapter seeks to answer is whether or not this destabilisation occurs
in the ↵ attractor and related models, an example specifically highlighted in
Ref. [6]as being susceptible to geometric destabilisation.
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Figure 5.1 The breakdown of the background two-field inflation trajectory into
an adiabatic direction, σ, and an entropic direction ,s. Note that
the entropic direction is perpendicular to the overall direction of
background evolution.
Beg nning from the general expression for the evolution of field perturbations in
a curved field-space, equation (5.4), and projecting it on to th entropic direc ion
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Finally, the last term is the geometric term that can cause the tachyonic
instability. When the field space curvature is negative and with a large enough
magnitude thenm2s can go negative. This, in general, will occur towards the end of
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Figure 5.2 A schematic of the standard multi-field inflation scenario. The blue
line represents the evolution of the inflaton from the slopes of the
“heavy” potential down into the valley so that it becomes effectively
a one dimensional evolution.
inflation when the slow-roll parameter, εH , becomes of order one. The particular
question this chapter seeks to answer is whether or not this destabilisation occurs
in the α−attractor and related models, an example specifically highlighted in
Ref. [90], as being susceptible to geometric destabilisation.
To get a rough picture of the effect that the mechanism can have, one can consider
the neighbourhood of field-space close to the bottom of the valley which the
inflationary trajectory “sees” as it evolves. More concretely, suppose that the
effective mass squared as given by equation (5.10) were actually due to only the
second derivative of the potential - what would such a potential look like? Figure
5.3 gives a rough indication of the answer.
5.4 Methodology
This chapter will ask whether the instability occurs during the inflationary
evolution of a model for a given set of model parameters. While the models
considered are motivated in different ways and have slight differences in their
presentation, they all share some common features. Firstly, they all exhibit
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Figure 5.3 A schematic of the destabilisation scenario. As the inflationary
trajectory evolves from back of the plot towards the front it can be
seen that V;ss goes from being positive to negative. Thus, instead
of the trajectory being well stabilised it actually lives on the top of
a ridge and will immediately diverge from the apparent valley that
would be expected from looking at the bare potential in the action.
pseudo-one-field evolution with no complications such as non-canonical kinetic
terms or non-minimal coupling to gravity. If sustained this greatly simplifies the
Lagrangian and, hence, the equations of motion. This pseudo-one-field inflation
is sustained, in the previous analysis of these models, by a valley of precisely the
type that may be rendered unstable by the second common feature that these
models share: a non-zero field-space curvature that can become large and negative
at certain field values.
There is a major benefit of the realisation that the evolution follows a kinetically-
canonical, minimally coupled single field. The equations of motion are incredibly
straight-forward to numerically solve and there is no need to to employ the
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slow-roll approximation to generate results. This is particularly important here
since the destabilisation effect will only occur for either large values of Rfield
or large values of εH . These large values of εH occur precisely as the slow-roll
approximation is beginning to breakdown at the end of inflation. In single-field,
minimally coupled inflation εH ≤ εV , if ηH < εH as is usually the case [70].
This can be seen by expressing the first PSR parameter in terms of the HSR






If ηH < εH then the fraction on the RHS is greater than 1 so that εH ≤ εV .
Therefore, it seems possible that effects may be incorrectly inferred to exist by
assuming the slow-roll approximation.
The best possible case for these models is that they are safely at the bottom
of their valley early in the inflationary epoch. The work in this chapter can
be considered a stress-test of these models and so this best case scenario is the
adopted starting point. Given that they are at the bottom of the valley then
it is appropriate to use only the simple pseudo-single-field evolution and simply
test the effective squared-mass, equation (5.10), as the trajectory evolves to see
if it becomes negative. Despite using only the pseudo-single-field evolution the
full multi-field Lagrangian is required to calculate the field-space curvature. The
methodology can be summarised as:
1. Begin with full multi-field Lagrangian.
2. Make a field redefinition to ensure that the field of the classical trajectory
has a canonical kinetic term. This generally may change the form of the
kinetic terms of all the fields.
3. Use this rescaled Lagrangian to calculate an expression for the field-space
curvature, Rfield.
4. Fix the multi-field evolution to the classical trajectory starting at the base
of the valley. In the models considered here, this corresponds to considering
just one of the fields to undergo evolution.
5. Calculate the field evolution (the full single-field evolution, not simply a




This section will introduce the models that will be examined for geometric
instability. All of these models will follow an effective two-field Lagrangian. This








IJ∂µφI∂µφJ − V (φi)
]
, (5.12)
where GIJ ≡ GIJ(φi) and V (φi) are determined by the specific model. Note that
all of these models can be written in a frame where they are minimally coupled
to gravity and there are no higher-order kinetic terms such as φi.
5.5.1 No-Scale Starobinsky Model
For the No-Scale Starobinsky model [35], the starting point is (5.12)1, with two























and the shape of this potential can be seen in Figure 5.4. The potential would
appear to be stable in the ψ-direction at first glance as ∂2V/∂ψ2 > 0. However,
the field-space metric is non-trivial and leads to a field-space curvature scalar of
Rfs = −4/3 and so this model falls into the broad category of models under threat
from the destabilising mechanism and is even highlighted as a specific example
in Ref. [90] as becoming unstable.
At this point it is worth highlighting a slight difference between the effective
Lagrangian set out in equation (5.13) and the example used in Ref. [90]. The
effective Lagrangian used here is the full expression whereas the Lagrangian in
1This starting point already assumes that a complex scalar field, given the interpretation of
a modulus field or supersymmetric partner depending on the model has already been stabilised.
The remaining complex “matter” field is then separated into its real and imaginary parts with
the real part being considered the inflaton.
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Figure 5.4 Representations of the two-field potential, equation (5.14), for the
No-Scale Starobinsky Model. In the figures the z-direction is log10 V ;
this has been chosen to highlight the structure in the potential which
is very suppressed.
Ref. [90] corresponds to an expansion to second order in ψ. The basic argument
for destabilisation is as follows. If there has been sufficient time for the field
configuration to reach the valley then the field φ will be slowly rolling with the
ψ field restricted to being at the bottom of its potential valley.
The investigation in this chapter asks whether the simplification to the slow-roll
regime is valid when testing for the instability. Given that the scalar curvature is
not large compared to 1 and that m2ψ > H2 (to ensure that it is a heavy field not
taking part in inflation to begin with), then the value of ε required to create the
instability is of at least O(1). This means that the end of inflation is the period
under consideration and, as this is the region where the slow-roll approximation
breaks down, this alone is enough to warrant further investigations into the claim.
As outlined above this model has an effective one-field description when ψ is at the
bottom of its potential valley. The Lagrangian simplifies considerably allowing a
full numerical solution to calculate calculate H2 and εH . The one-field effective



















As a further simplification the particular model under investigation allows














but this is 0 when ψ = 0 so the Hessian term in equation (5.10) is simply V,ψψ.





− 43εH . (5.17)
5.5.2 α-Attractors
In this section two separate versions of the α-attractors [53, 54, 56, 57] will be
tested for the geometric instability are introduced. The idea is to test two separate
regimes to see which, if any, suffers from the instability first. The difference
between the two versions is the number of complex scalar-fields that are present
in the model. First, the case with just one complex scalar-field is examined to
see if the truncation to just the real part of the field is stable. Secondly, a model
with two complex scalar-fields that are assumed to truncate stably to real fields
is considered to test whether the second field will destabilise irrespective of the
imaginary parts. This will allow two separate constraints to be placed on the
parameter α.
The α-attractors are a family of models constructed using superconformal
symmetry as the starting point. Generically, such theories are based on a
Lagrangian described using two functions. The first of these is the Kähler
manifold, N , and the second is the superpotential, W . The scalar-gravity part
of the Lagrangian is given as:
L = −16N (X, X̄)R−GIJ̄D
µXIDµX̄ J̄ −GIJ̄WIW̄J̄ , (5.18)
where
GIJ̄ = ∂I∂J̄N , (5.19)
and the covariant derivatives Dµ are covariant with respect to the local U(1)R
symmetry. The fields that appear in the Lagrangian are chiral multiplets which
will get fixed as complex fields once the symmetries of the theory are broken. In
the models that are being considered here, the set of chiral multiplets contains
a conformal compensator which will always be denoted X0. This field is used to




3. The form of the super potential is not fixed and in this work it
is chosen to give a simple form of the potential in the limit where there is only a
single real field that is responsible for inflation.
For both models the set-up of the potential is the same. The assumption taken
as the starting point is that the inflaton is rolling along a valley that is directed
along one direction and is at the minimum of the valley in the second direction.
The potential has the general form:
VE(ρ, θ) = Vr(ρ) + Va(θ), (5.20)
where ρ denotes the field which is responsible for inflation and θ is the field which
should remain stabilised.
Firstly, consider the part of the potential which is responsible for inflation, Vr(ρ).
Since in these models the canonically normalised radial field is related to the
Jordan frame radial field by ρJ =
√
6 tanh ρ√6α , the large ρ regime concerns a
highly flat potential, regardless of the exact functional form. We then consider a
variety of different monomial potentials to explore the effect of varying steepness
towards the end of inflation on the instability. In particular, the potentials of the
form Vr(ρ) = Vr0 tanhn ρ√6α with n = 2/3, 2, 4 are used. It is assumed that taking
the minimum of the potentials to be at ρ = 0 is acceptable for the investigation.
Secondly, consider the stabilising part of the potential, Va(θ). Given that this
chapter is investigating the behaviour of the inflaton as it rolls along a valley,
only the neighbourhood of this potential near the minimum is of importance.
Thus, the form of potential used is simply taken as Va(θ) = Va0θ2.
Finally, consider the relative heights of the two parts of the potential. This
requires fixing the ratio Vr0/Va0. Once again looking at the primary motivation
for this work, considering potentials which are “random”, the value of this ratio
which is selected here is V0r/V0a = 10−1. This is chosen as there should a priori be
no difference between the heights of the two field potentials in cartesian directions
so the relative heights should be fairly equal. However, in the field redefinitions
the radial direction gets stretched relative to the angular one. This suggests that,
when focusing on one valley, the radial direction is less high than the angular.
The α-attractors are of particular interest as they have a particularly simple
observational expressions (in the case that they are stabilised). For both varieties,
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The single-field α-attractors, despite their name, can be considered to be a two-
field model. This is because the single inflaton field in the model is a complex
scalar field which, in the usual presentation of the theory gets stabilised so that
only the real part is non-zero.








where S is a sgoldstino and throughout the analysis in this chapter it is assumed
to be fixed at S = 0. From here the conformon is fixed at X0 =
√
3 and the
inflaton is a complex scalar field, X1 = Φ. Then this field is split into real and
imaginary parts as Φ = φ + iψ. The final stage is to ensure that the real part
of the field is canonically normalised when the imaginary part is stabilised. This






This redefinition stretches the potential in the real direction justifying the use
of the very flat potentials outlined above in the analysis. The final two-field
Lagrangian is:




ψ2 + 3 tanh2 ρ√6α − 3
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From this Lagrangian the field-space curvature can be calculated as:
Rfs = 2
























This form for Rfs means that this case is not only physically distinct from the
previous examples but also qualitatively as Rfs changes sign during the evolution
of the field. This reduces the possible range of ρ at which the instability may
occur.
Taking the case where the imaginary field is stabilised so ψ = 0 as being the
classical trajectory then allows the Lagrangian to be reduced to the effective
one-field form:
L = 12R +
1
2 ρ̇
2 + V (ρ). (5.26)
Multi-field α-Attractors
The focus is shifted to the multi-field generalisation of the α-attractor model
and a slightly different tack is taken compared to the preceding analysis. Here
the stability of the imaginary field is assumed and then the question is: does the
curved field-space of the fields that are taking part in inflation break the apparent
stability of the model in terms of those fields?








This section is interested in testing the potential instability solely due to the
inclusion of the second field X2 even if both X1 and X2 can be reduced to real
scalar-fields2 . With this in mind, equation (5.27) can be re-written as:
N = −χ2(1−α)
[
χ2 − (φ21 + φ22)
]α
, (5.28)
where χ, φ1, φ2 are real scalar-fields. Following through the required calculations
2As before, in writing equation (5.27) it has been assumed that S is at the minimum of its
potential
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leads to the generalisation of the multi-field T-model [54]. In fact, this model
essentially extends the multi-field T-model in the same way as is done for the
single-field T-model, see e.g. Ref. [57]. The final effective Lagrangian that is










(∂θ)2 − VE(ρ, θ), (5.29)
where θ is an angular coordinate and ρ is a canonically normalised radial
coordinate. This scheme of field redefinitions follows that laid out in Ref. [54].













Once again, as is the case for the single-field α-attractors the field-space curvature






All the pieces for an evaluation of whether the destabilisation occurs for these
models are now in place. Now, by taking θ = 0 during the classical evolution an






2 − Vr(ρ). (5.31)
5.6 Results
In this section, the instability results are presented with a particular attention
paid to the difference between the approximate slow-roll results and the results
using the full numerical solutions. Throughout the results which use the slow-roll
approximation are presented in red and those where it is not used are presented
in blue.
There is a result common to all the models considered in this chapter. The
range of field values where the instability looks to be trigger under the slow-roll
approximation coincides with the break down of the slow-roll approximation.
Therefore, the PSR and HSR parameters are diverging and the slow-roll
approximation is not good enough to say whether or not there is geometric
destabilisation.
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Figure 5.5 Left panel: The first PSR parameter, εV , in red and the first HSR
parameter, εH in blue. It can be seen that in the region where
εV is becoming O(1) there is a noticeable difference between the
two parameters. Right panel: The square of the Hubble parameter
tracked over the same range of φ as the slow-roll parameters in the
left panel with the vertical dotted line marking the end of inflation
(εH = 1).
5.6.1 No-Scale Starobinsky
The No-Scale Starobinsky model gives the first indication that the slow-roll
approximation is not sufficient for probing geometric instability. It can be seen,
Figure 5.5, that the range of φ values where εV is large enough to suggest the
instability will be triggered is in the range where the slow-roll approximation is
beginning to break down and the PSR and HSR parameters are diverging.
The effect that this difference in the slow-roll parameters has on the final
outcome is large, Figure 5.6. Using the correct HSR parameter rather than the
approximate PSR parameter shows that the entropic direction actually remains
stable throughout the inflationary epoch. This can be understood by considering
the product εH2. Towards the end of inflation the value of H2 drops rapidly,
Figure 5.5 right panel, much quicker than the value of εH rises. This means that
the destabilising term never gets large enough, relative to the Hessian contribution
to the mass, to destabilise ψ. However, the PSR parameter, εV , grows much more
rapidly, Figure 5.5 left panel, and this would appear to eclipse the decrease in H2
if the fact that φ is no longer slow-rolling is ignored.
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Figure 5.6 The effective mass squared of the entropic direction calculated from
equation (5.17) when the expression for the accurate HSR parameter,
εH , is used, the blue line, and when the approximate PSR, εV , is






Table 5.1: Table presenting the value of α where the geometric instability occurs
for the single-field α-attractors.
5.6.2 Single-field α-attractors
For the single-field α-attractors the instability does not occur for all values of α,
Figure 5.7, but does appear when α becomes suitably small. This means that
there is some minimum stable α, αmin, below which the instability occurs. The
value of αmin has some slight dependence on n, which is presented in Table 5.1.
As highlighted in Ref. [90] it is theoretically uncertain as to how the calculations of
observables should proceed once the instability occurs. The different possibilities
are not within the scope of this chapter so instead it is assumed that the instability
occurring at all is enough to push the model’s predictions out of the observational
constraints. This is assumed even when this occurs after the end of inflation along
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Figure 5.7 The three destabilisation plots for the single-field α-attractors with
n = 2/3, 2, 4. The shaded region in each case shows the range
of ρ values where the effective mass squared of the θ direction is
negative. The red regions are if slow-roll is assumed and the blue if
it is not. The value of αmin is shown by the dashed vertical line and
is calculated as the largest α at which the destabilisation occurs when
slow-roll is not assumed. The dotted line shows the end of inflation.
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the classical trajectory. Note that this latter assumption does not actually affect
the conclusions substantially. In the case n = 2/3 (where the effect would be
largest) the value of αmin changes from ∼ 10−0.8 to ∼ 10−1 if the extra requirement
of the instability occurring before the end of inflation is imposed. Since there is a
direct relation between α and the tensor-scalar ratio, equation (5.21), means that
it is possible to place a lower bound on the multi-field α-attractors prediction for
r. Using equation (5.21) along with α > 0.1 and N = 50 gives r > 0.0005.
5.6.3 Multi-field α-attractors
For the multi-field α-attractors, the results for αmin are laid out in Table 5.2. This
value of αmin does exhibit a small shift upwards as the value of n is increased, see





Table 5.2: Table presenting the value of α which the geometric instability occurs
for the multi-field α-attractors.
Once again, it is possible to put a constraint on r. Since αmin > 10−3 for all of
values of n then this corresponds to r > 4.8× 10−6, for N = 50.
Even if the angular field was stabilised in the multi-field α-attractors there
would still be an imaginary field associated with the radial direction (which was
assumed to be stabilised when testing if the angular field became unstable). This
means that the multi-field attractors would be more strongly constrained by the
instability of that imaginary field, as the αmin values calculated in the single-field
case are substantially larger than for the multi-field case.
5.7 Conclusion
The purpose of this chapter was to investigate the geometric instability from a
different angle than in previous analysis of the effect [90]. In particular, three
distinct models are analysed and time is taken to assess the impact of the slow-roll
approximation on deciding whether the instability is present.
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Figure 5.8 The three destabilisation plots for the multi-field α-attractors with
n = 2/3, 2, 4. The shaded region in each case shows the range
of ρ values where the effective mass squared of the θ direction is
negative. The red regions are if slow-roll is assumed and the blue if
it is not. The value of αmin is shown by the dashed vertical line and
is calculated as the largest α at which the destabilisation occurs when
slow-roll is not assumed. The dotted line shows the end of inflation.
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In all cases it is found that there is a marked difference in prediction between
the slow-roll approximation and a non-approximated evolution. In the case of
the the No-scale Starobinsky model the instability is found not to exist when the
full, numerical calculation is made even though it is seen to when the slow-roll
approximation is assumed. For the α-attractors, varying the α parameter leads to
the onset of the instability but once again, the use of the slow-roll approximation
would greatly change the value of α at which the instability occurs. This is true
for both the single-field and multi-field models. Given the assumption that any
emergence of the instability is fatal to the model it becomes possible to place a
constraint on the tensor-scalar ratio, r. For the single-field model the constraint
is r > 0.0005 and for the multi-field model r > 4.8× 10−6.
In terms of the direction of future work, there are several ideas that seem to
warrant further investigation. First of all, it would seem sensible to explore the
stability of the extra fields that have been assumed to stabilised in all the models.
Given the results that have been found here suggesting that the instability is
generically found in the α-attractors the stability of the sgoldstino field is also
in question. A second area that requires further exploration is the question of
what happens if the instability does exist. Both of these directions would require
substantial work, requiring calculating the Lagrangian including S. Further to
that, the exploration of the evolution of the stability would require solving the
full, coupled equations of motion for the scalar fields on a curved field-space which
is highly non-trivial, though the code presented in Ref. [26] could be repurposed




Inflation was first proposed to solve two classical problems of the Big Bang
scenario [45]. A phase of pseudo-de-Sitter expansion in the very early Universe
was immediately understood to provide a mechanism to explain the homogeneity
of the Universe and drive it to flatness. Shortly after the inception of inflation,
the calculation of the curvature perturbation [7, 47, 80] was understood to be
an important mechanism to rule out potential models. The main focus of early
model building was on specific models derived from Grand Unified Theories and
required an initial condition of thermal equilibrium [70, 73, 74]. However, the
suggestion of a new paradigm, chaotic inflation [65], seemed to solve a wide range
of the problems that inflation was suffering from.
The main thrust of the chaotic paradigm is that inflation is a potentially generic
state of the early Universe and that slow-roll inflation can happen for a wide-
variety of potentials. This idea is has recently come under threat from a variety
of sources, e.g. [42, 50, 51], and the current status of inflation is that it is a far
from universally accepted theory and its standing as a scientific theory at all is
under attack in Ref. [51]. There are two competing viewpoints in this discussion.
The first is given in Ref. [50] and alleges that the “classical” theory of inflation
is both observationally unlikely and conceptually unsound whereas a more recent
“post-modern” theory is flawed in a more serious sense.
An early attack on “classical” inflation can be found in Ref. [42] where the
authors argue that the initial conditions for inflation are exponentially unlikely.
Their argument stems from a reversal of the well known inflationary attractor
behaviour, see Section 2.5.2, run in reverse. If trajectories through the space
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φ − φ̇ approach each other exponentially quickly then they must also diverge
from each other exponentially quickly if they are evolved backwards through
time. According to Ref. [42] this would mean that there are almost 0 trajectories
which will approach the inflationary attractor solution as they are all kinetically
dominated.
This argument seems flawed since, at its root, it requires the selection of a
particular surface of constant H over which your initial conditions are specified.
There seems to be no reason to take this surface to be at the end of inflation
rather than at any other point in the history of the Universe, indeed the authors of
Ref. [42] admit as much. Changing where this point is decided to be can radically
change how likely inflationary trajectories are, see Figure 6.1. In fact, the result
that inflation is exponentially unlikely is in direct contrast to the result of Ref. [89]
that says precisely the opposite despite having used broadly the same type of
approach of considering the classical measure which is conserved throughout the
inflationary evolution. It seems that understanding the differences between the
two arguments and why the end results are so contradictory is an important next
step.
A slightly different argument as to the problem of drawing conclusions from the
approach taken in Ref. [42] is highlighted in Ref. [66]. The measure used in
Ref. [42] is the classical measure on the full phase-space of a universe containing
only a (classical) scalar field. The beginning of inflation is expected to be very
shortly after the emergence of 4-dimensional spacetime [66]. This means that
the initial conditions of inflation are likely to be defined by a quantum theory
of gravity and as such the most information that the evolution of the classical
trajectories can provide is how initial conditions from some quantum theory will
evolve. Put another way, since there is only one Universe to observe we have
no information about the distribution of the initial conditions over the classical
measure and so cannot draw a direct conclusion from it.1
Interestingly, the problem of kinetically dominated initial conditions is also raised
in a separate context in Ref. [50] (whose authors will henceforth be referred to as
ISL). The starting-point for the argument is that plateau-like potentials seem to
be those favoured by Planck. This causes problems as potentials of this form are
1This would seem to be essentially the view espoused by the authors of Ref. [42] : “What
the canonical measure does is allow one to discuss in a quantitative way how different proposals
for the big bang, or the beginning of the universe, cut down the space of classical trajectories
and hence make predictions about the state of the universe today”. Their viewpoint is best
summarised as it seems unlikely that inflation is likely.
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Figure 6.1 A schematic example of the effect of choosing two separate surfaces
of constant H to define initial conditions on. In the upper panel
a small value of H is chosen (the inner dashed circle, roughly
corresponding with the end of inflation) and the equations are evolved
backwards in time. It can be seen that the curves diverge rapidly from
the attractor (in black). These trajectories would allow for a very
small amount of inflation. In contrast, in the lower panel the initial
conditions are set on the outer Hubble surface and evolved forward
in time. Here, the usual rapid approach to the attractor behaviour
is seen and the standard inflationary picture is reached.
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necessarily bound from above (i.e. have a maximum value) then the constraints
on the amplitude of primordial spectrum place an upper limit on the maximum
value the potential can take, which is of order 10−12M4P . This conclusion is in
direct contrast with the chaotic paradigm which is predicated on a roughly even
spread of initial energies in the early Universe, V (φ) ∼ φ̇2.
A second problem highlighted in Ref. [50] is that inflation on a plateau is unlikely
in a second sense. The argument is essentially that inflation on areas of a
potential which are plateau-like is less likely than on those which are power-law-
like for two reasons. Firstly, there is a much reduced range of field values that
would accommodate enough inflation (i.e. around 50+ e-foldings) on the plateau.
Secondly, the areas where power-law inflation is allowed would generally give a
much larger number of e-foldings of inflation, and so take up a larger volume of
the Universe thus corresponding with being a “more likely” observation.
A final problem discussed in Ref. [50] is that the classic inflationary paradigm
does not provide predictability. This is because there are no ‘generic’ predictions
of the paradigm. Instead, models can be constructed and initial conditions found
that predict a huge variety of different outcomes. The problem with this is that
it becomes impossible to discount inflation with observational data as a new
model can be created or an existing one tweaked to give the desired results. This
problem seems substantially different in nature to the others presented by ISL, as
it is an issue with the way in which models should be used and whether the goal
of observations is to discount models entirely or restrict the available parameter
space. If the purpose is the latter then it seems as though without any notion of
which values of the model parameters are likely then little progress can be made
in saying whether a model of the Early Universe fits well with observations.
The solution to these problems that is presented in Ref. [46] is one which leads to
the introduction of what was later described [51] as the “post-modern” paradigm.
The idea here is that the original models of inflation, a single-field model with a
φn potential should be considered nothing more than toy models which provide
guidance but not truth. Instead, potentials of multiple, interacting scalar-fields
are more “realistic” (in that they are generically predicted from high-energy
theories) and so it is perfectly plausible for multiple periods of evolution of a
scalar-field into a local minima, eventual decay through quantum tunnelling and
then subsequent evolution in a separate field direction. Only the last of these
need be the standard slow-roll inflation that matches with observations.
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This approach would seem to solve many of the issues that are raised against
inflation [46]. It cannot be understated however that this marks a substantial
shift in thinking in what may be learned from inflation. The original purpose of
inflation was to allow a number of circumstances in the early Universe as generic,
they would appear given almost any combination of initial conditions. The “post-
modern” approach however suggests that there is no need to for this type of
thinking; instead the measure of initial conditions is to be constructed so that
scenarios that give universes similar to the one we observe are more common. For
ISL this is a catastrophic downfall which should spell the end of the inflationary
paradigm completely. They argue that this should remove the status of scientific
theory from “post-modern” inflation since there is no predictability.
The place of this thesis lies somewhere between the two contrasting views of
Refs. [50, 51] and those of Refs. [46, 67]. The ability to predict a near scale-
invariant power spectrum of perturbations from a relatively simple matter content
is not one which should be lightly abandoned. The potential problems that exist
with the “classical” approach to inflation are often inextricably linked to physics
which is not well understood or based upon assumptions about what may happen
in that regime. This seems to render such speculation effectively useless couched
in caveats of the form “if X then Y ”. Likewise, it is also impossible to completely
defend inflation from the criticisms raised against it apart from by highlighting
the caveats and plausible scenarios for escaping any problems. Both sides of the
argument have their place and are required but firm conclusions should not yet
be drawn.
The position of this author is that a period of inflation should itself be treated
as a method through which some high-energy physics theories achieve a universe
which matches observation rather than a theoretical necessity that should be
constructed at all costs. That is, it is sufficient to describe the observations
but not necessary. In some ways this accepts the post-modern view of a
complicated potential that leads to the conclusion that the predictions of the
theory may rest almost exclusively on its initial conditions. However, the idea
that predictions from initial conditions flexible enough to allow any observational
prediction should be considered a proof of the theory seems to be something that
should be rejected. Instead, theories that make predictions concerning the early
Universe (and cannot be constrained solely by observations thereof) should not
be considered in a vacuum but combined with other probes. If, after comparisons
with a range of observations have been made, the theories which predict inflation
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are still standing then it can be considered a success. In this context it is of
utmost importance that the predictions made by inflation be fully understood.
Work on inflation should then challenge assumptions and search out unexpected
consequences of the theories that have been constructed. This last sentence is
the driving sentiment behind the work presented in the preceding pages.
In justifying the claim that slow-roll behaviour is generic in inflation, the well
known attractor is appealed to. Until recently [88], there was an unresolved
discrepancy between this behaviour and Louville’s theorem which should not
allow attractors to exist. The resolution to this mystery is to show that φ − φ̇
is an effective phase-space in the sense that it contains all the information about
the dynamics of the system. From there, it is possible to define a measure on
φ− φ̇ which is conserved under Hamiltonian flow.
In chapter 3 it is shown that the space of φ − φ̇ can always be considered
to be an effective phase-space if the theory that is under consideration is a
subset of Horndeski’s theory. This result can be considered the first stage in
extending the full result of Ref. [88] to the full Horndeski theory. The intermediary
stage itself highlights some interesting features that are worth considering. Non-
minimally coupled theories appear to generically introduce some asymmetry in
the Hamiltonian constraint surface that can restrict the projection to φ − φ̇ if a
universe goes through a bounce. This result could have an impact if a measure
constructed on φ− φ̇ was ever used to try and weight the likelihood of of different
outcomes of a bouncing model.
The Universal attractor models were introduced in Ref. [58]. The main selling
point of the model is that a huge variety of potentials seem to provide an identical
observational prediction in the strong-coupling limit. Furthermore, at first sight
they seem to provide a possible solution to the initial condition problem as they
approach an asymptotically flat potential in a strongly coupled limit, approaching
the plateau potential regime discussed in Ref. [50]. While whether they do provide
such a solution or not is debated, as highlighted above, there are still interesting
questions to be asked even if you do accept the premise of the model.
Firstly, since the attractor behaviour is first shown through the use of approxi-
mations it is worth checking that these approximations are valid and that there
are not any effects that may have a small, but noticeable influence. This is the
investigation undertaken in the first part of chapter 4. There it was found that the
overall conclusion of Ref. [58] can be considered to hold even when non-leading
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order terms are included in the calculation. However, originally it was claimed
that the model’s attractor location in the ns−r plane coincided exactly with that
of Starobinsky inflation. In chapter 4 it is shown that this is not the case because
towards the end of inflation a term with fixed size becomes important relative
to the terms which dominate during the early part of inflation. Remarkably,
despite this extra term appearing to depend on the particular form of potential
and coupling chosen, it is shown to be independent of them and so the offset from
the Starobinksy observables is fixed regardless of potential. This fact is the basis
of saying that overall spirit of the original conclusion of the model is preserved
despite a slight difference in observational predictions.
The idea is to think of the Universal Attractor models as a low-energy effective
limit of some high-energy theory. With this in mind it seems to be possible (or
rather desirable) that in the future the strength of the non-minimal coupling
between the scalar and gravitational sector may be theoretically predicted or at
least constrained (either from theory or complimentary experiments). With the
slightly optimistic frame-of-mind that one day it is plausible that a confirmation
of a non-zero tensor spectrum may be made, the second section of chapter 4 sets
about trying to ascertain what kind of limits cosmology might be able to place
on the coupling constant. These limits could then, in the future, be compared
with those from other sources. It is found that surprisingly strong limits look to
be able to be placed on the coupling with a constraint on r somewhat less robust
than was originally reported by BICEP2. While the particular constraints from
chapter 4 may be, in the future, superseded the question that it asks is likely to
gain in relevance.
The final new investigation presented in this thesis is the analysis of the geometric
instability initially discussed in Ref. [90]. This instability has the potential to
markedly change the observational predictions of the various models including
the α-attractors.
In chapter 5 this instability is probed along the classical trajectory of inflation.
This allows for a detailed examination of the difference between the slow-roll
approximation and full numerical calculation with regards to the instability
manifesting itself. It is found that the slow-roll approximation is not good enough
for the probing the instability in the No-Scale Starobinsky model and the α-
attractors as it occurs at the point where the slow-roll approximation is breaking
down. This would seem to be the case for all models where the scalar curvature
of field-space is not much larger than 1, as this would require εH to be of at least
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order 1.
The onset of the instability allows a theoretical limit to be set on the α parameter.
This assumes that any occurrence of the instability is fatal for the observational
worthiness of the model. However, it is also in contrast to the existing literature
on the α-attractors which discusses the limit α → 0. This limit cannot be
achieved given the assumptions laid out in chapter 5. Moreover, given the direct
relationship between α and the tensor-scalar ratio, r, the existence of a minimum
α allows a lower bound to placed on r for these models. The value of r that this
corresponds to is significantly below the current observational limit.
Overall the work in this thesis seeks to challenge assumptions held in the wider
literature. In two cases these challenges did not find interesting new results but
provided a solid platform upon which future work can be built. The assumption
that the space φ − φ̇ could be used as an effective phase-space was found to
hold for all models that can be written as using the Horndeski action. The
Universal Attractor models were found to be both universal and attractors, albeit
with a slight deviation from the first-order result. However, the last avenue of
investigation did discover that some of the assumptions going into a popular
set of models were not valid. The α-attractors were not found to stand-up
to the problem of geometric instability, potentially dramatically altering the
observational predictions for some range of α.
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