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Why is thermalisation a universal phe-
nomenon? How does a quantum system reach
thermodynamical equilibrium? These questions
are not new, dating even from the very birth of
quantum theory [1], and have been the subject of
a renewed interest over the two last decades (see
the review in [2] and references therein). Regard-
ing first the stationary limit of thermalisation,
progress has been made demonstrating the typical
behavior of local equilibrium properties of large
closed quantum systems[3–8], and the connec-
tion of the hypothesis of eigenstate thermalisation
(ETH [1, 9–11]) with this typicality property [12].
Regarding the dynamics of thermalisation, which
can be considered more generally in the unifying
framework of measurement and decoherence [13],
models specific to certain physical systems have
been extensively studied using various calculation
techniques and various assumptions on the ini-
tial state of the largest subpart (the ”environ-
ment”), the most popular being an environment
already in a thermal state [14] (see [15] for a non
thermal initial state). In this Letter, we propose
a universal model demonstrating that thermal-
isation of a small quantum system is an emer-
gent property of the unitary evolution under a
Schro¨dinger equation of a larger composite sys-
tem, whose initial state can be arbitrary. We
show that the origin of universality lies in the
phenomenon of “measure concentration” [16, 17],
which provides self-averaging properties for the
reduced density matrix characterizing the state
of the small subsystem. Using our framework,
we focus on the asymptotic state at long times
and consider its stationary properties. In typical
macroscopic conditions, we recover the canonical
state and the Boltzmann distribution well known
from statistical thermodynamics. This findings
lead us to propose an alternative and more gen-
eral definition of the canonical partition function
which also allow us to describe non thermal sta-
tionary states.
Thermalisation is probably the most common phe-
nomenon one can encounter in nature. Its universality,
i.e. the fact that it does not depend on microscopic de-
tails but only on a small set of parameters (like tem-
perature or pressure) defining a macrostate, and its ir-
reversible character have been known experimentally for
a long time. In typical conditions, non equilibrium dy-
namics is expected to lead to some stationary state, in-
dependent of initial conditions where macroscopic quan-
tities can be calculated using statistical thermodynam-
ics. However, despite some very recent progress [4–7] the
foundations of this statistical framework are still rely-
ing on a set of assumptions where the role of random-
ness and the associated lack of knowledge, the role of
averaging over this randomness and the supposed link
with temporal averages through ergodicity, is not justi-
fied in a satisfactory manner (see for instance the intro-
ductory discussion in [18] and references therein). With
the recent progress in the quantum engineering of meso-
scopic systems like ultra cold atomic gases [19] or super-
conducting circuits [20] allowing the simulation of (al-
most) closed quantum systems, these questions have un-
dergone a renewed interest: understanding how a local
thermodynamical equilibrium can emerge from the uni-
tary quantum evolution of a large composite system pre-
pared initially in a pure state is becoming more urgent.
In this Letter, we propose and study a new model cap-
turing both the transient and the stationary regimes of
the time evolution of an arbitrary quantum system in
contact with an arbitrary quantum environment. This
composite system can be initially prepared in an arbi-
trary state: there is no thermal equilibrium hypothesis
for the environment in our model, since our present goal
is to set firm ground for quantum statistical thermody-
namics from first principles. Focusing on the state of the
small subsystem in the long time limit, we are able to
propose an alternative and more general definition of the
canonical partition function describing this state. We
calculate this generalized partition function for a cer-
tain class of interaction Hamiltonians, and find a simple
interpretation of thermodynamical equilibrium involving
the ratios between densities of states of the environment
and of the composite system. Then we consider the case
where a temperature can be defined and recover the well
known canonical distribution. Our method advances the
use of two key ingredients: the phenomenon of “measure
concentration”, which provides self-averaging properties
of reduced density matrices, and the calculation of the
statistics of the overlaps between eigenvectors of a “bare”
and a “dressed” Hamiltonian.
We consider a system S in contact with an environ-
ment E and denote by Hs, He their respective Hilbert
spaces. The composite system S + E is a closed system
whose Hilbert space is the tensor product H = Hs ⊗He
and whose total Hamiltonian Hˆ is Hˆ = Hˆs + Hˆe + Wˆ
where Wˆ is an interaction term. Eigenvectors of the
2“bare” Hamiltonian Hˆs + Hˆe are written as |φn〉 and are
tensor products of eigenvectors |ǫs〉 of Hˆs and eigenvec-
tors |ǫe〉 of Hˆe, with the eigenenergy ǫn = ǫs + ǫe. We
write |ψi〉 for the eigenvectors of the total or “dressed”
Hamiltonian Hˆs+Hˆe+Wˆ and {λi}i the set of associated
eigenvalues. The state of S+E is described by a density
matrix ̺(t) obeying the following relation derived from
the Schro¨dinger equation:
̺(t) = Uˆt̺(0)Uˆ
†
t with Uˆt = e
− i
~
Hˆt.
As S is not a closed system, its state is described by the
reduced density matrix: ̺s(t) = Tre ̺(t), where Tre de-
notes the partial trace over the degrees of freedom of the
environment. Indeed ̺s gives the correct statistics of lo-
cal measurement outcomes on S alone. The initial total
density matrix ̺(0) can be decomposed as a linear combi-
nation of |φm〉〈φp|, implying that ̺(t) is also a linear com-
bination of the density matrices Uˆt|φm〉〈φp|Uˆ †t . To cal-
culate the partial trace over the environment we can for
instance consider the matrix elements of Uˆt|φm〉〈φp|Uˆ †t
in the bare eigenbasis {|φ1〉, .., |φn〉}. By expanding
the evolution operator Uˆt over the dressed eigenbasis
{|ψ1〉, ..., |ψn〉}: Uˆt =
∑
i e
− i
~
λit|ψi〉〈ψi|, these matrix el-
ements 〈φn|Uˆt|φm〉〈φp|Uˆ †t |φq〉 can be re-written as:
∑
i,j
e−
i
~
(λi−λj)t〈φn|ψi〉〈ψi|φm〉〈φp|ψj〉〈ψj |φq〉 (1)
and are thus related to the 2−dimensional Fourier trans-
form of products of four “overlaps” 〈φn|ψi〉 between the
eigenvectors of the bare and dressed Hamiltonians. In
this article, we focus on the long time limit which is the
constant given by the case i = j in the summation in
Eq. (1):
〈φn|Uˆt|φm〉〈φp|Uˆ†t |φq〉 −−−→
t→∞
∑
i
〈φn|ψi〉〈ψi|φm〉〈φp|ψi〉〈ψi|φq〉.
(2)
We will focus on the transient regime (given by the sum-
mation over the indexes i 6= j in Eq. (1)) and show that
it is damped (under the same hypothesis assumed here-
after) in a further publication. To calculate the expres-
sion in Eq. (2), one needs an analytical formula for the
overlap 〈ψi|φn〉 which is typically a quantity accessible
in a perturbative framework (i.e. when the typical cou-
pling strength is much smaller than the minimum level
spacing). In this paper, we use an original method for
calculating these quantities which extends in a statisti-
cal sense the perturbative framework to any interaction
strength.
The core idea of the method relies on the hypothesis
assumed for the interaction Hamiltonian: we introduce
deliberately some randomness in Wˆ which allows to per-
form calculations with full generality, knowing that this
randomness actually will not matter in the large dimen-
sionality limit (dimH → ∞) and we will explain why in
the sequel. We proceed as follows. First, we consider
the set of Hamiltonians Wˆ whose density of states ρ˜W
is a given function of energy: Hρ˜w which establishes a
macroscopic constraint on the interaction. We will as-
sume ρ˜W is the only a priori knowledge on the interac-
tion we have, we know nothing about the microscopic
structure of its eigenspaces and this fact provides the
origin of randomness (see Methods section). Then we
note that each matrix element of Tre ̺(t) is a function
of each matrix element Wn,m = 〈φn|Wˆ |φm〉. We have a
function defined on a high dimensional input space, the
set HρW , and with complex values. In addition, the par-
tial trace is balancing the dependence of Tre ̺(t) on all
the Wn,m. As a consequence, the reduced density matrix
will exhibit a phenomenon known as the “concentration
of measure”[16, 17], which can be described informally as
follows: a numerical function that depends in a regular
way on many random independent variables, but not too
much on any of them, is essentially constant and equal
to its mean value almost everywhere (see the Methods
section for a full justification). The mesoscopic fluctua-
tions of this function are squeezed down as the dimension
of its input space goes to infinity. We argue that this
phenomenon is at the core of the universality of the ther-
malisation process: it is responsible for a self-averaging
property of the reduced density matrix of S, considered
as a function of the interaction Hamiltonian, meaning
that the reduced density matrix of S has a “typical” be-
havior for almost all interaction Hamiltonians (with given
spectrum). It is interesting to compare this phenomenon,
which is a sort of extension of Central Limit Theorems to
“reasonable” functions, to the Monte Carlo method for
estimating the integral of a function over some subspace.
A good estimate of this integral is a discrete average of
the function sampled randomly over the subspace. The
measure concentration provides a path along the oppo-
site direction: one is interested in the value of a function
at a single point of the subspace and in most cases, a very
good estimate of this value is the average of the function
over the subspace. As a consequence, we can compute an
analytical value of each terms involving Wˆ simply by av-
eraging: ̺s(t) = Tre(̺(t)) ≈ E[Tre(̺(t))] = Tre (E[̺(t)]),
where E is the average over the set of interaction Hamilto-
niansHρW (see the Methods section for a full justification
of this averaging procedure). We are led to consider the
average of Eq. (2) which involves the fourth order mo-
ments of the overlaps: E[〈φn|ψi〉〈ψi|φm〉〈φp|ψi〉〈ψi|φq〉].
To calculate these moments, we notice the connection
between the overlaps and the matrix elements of the re-
solvent operator GH(z) = (H−z1)−1 in the eigenbasis of
H0: Gn,m(z) = 〈φn|G(z)|φm〉, in other words the Green
functions. Since Gn,m(z) =
∑
i〈φn|ψi〉〈ψi|φm〉/(λi − z),
the product 〈φn|ψi〉〈ψi|φm〉 is the residue of Gn,m(z) at
the pole λi (up to a factor 2iπ). Using an integral rep-
resentation of the sum in Eq.(1) involving these Green
functions, we can demonstrate that the only non zero
3cases are when (n = q and m = p), which governs the
dynamics of the diagonal terms of ̺(t), or when (n = m
and p = q), which governs the dynamics of the extra diag-
onal terms of ̺(t) (see Supp. Info.). We will focus in the
following on the first case and explain in the Supp. Info.
why the stationary regime of the extra diagonal terms can
be disregarded (meaning that the quantum coherence is
lost in the long time limit as can be expected). We have
now to consider the average of the diagonal sum of prod-
uct of residues
∑
i E[|〈φn|ψi〉|2|〈φm|ψi〉|2] whose leading
order is provided by the sum over the product of second
order moments E[|〈φn|ψi〉|2]E[|〈φm|ψi〉|2]. Using “free”
probability tools [21, 22], and the subordination property
of the average resolvent E[GH(z)] established by Kargin
in [23], these second order moments can be calculated
easily for an interaction with a given density of states
and isotropically distributed eigenvectors (see Methods
section). In the limit of large dimension (dimH → ∞)
and provided the coupling strength σw =
√
tr(W 2) (with
”tr” the normalized trace) is much larger than the typi-
cal level spacing 1/ρ˜(ǫn) around the energy ǫn (where ρ˜
is the density of states of Hˆ), one has
E[|〈φn|ψi〉|2] ≈ σ
2
w
dimH
1
(ǫn − λ¯i)2 + π2σ4wρ(ǫn)2
. (3)
Note that this last result is identical to the one obtained
in [24] for the Gaussian orthogonal matrix ensemble.
These second order moment E[|〈φm|ψi〉|2] defines
a local density of states of |φm〉 in the eigenbasis
{|ψ1〉, ..., |ψN 〉}: it quantifies how much a bare eigenvec-
tor is delocalized or hybridized in the dressed eigenbasis.
A delocalization “length” can then be defined using the
Full Width at Half Maximum (FWHM) of this local den-
sity of states and is given by πσ2w ρ˜(ǫn)/ dimH. Then as-
suming that the scale of variation of the density of states
of Hˆ is much larger than this width, and using a contin-
uous approximation (
∑
i ≈
∫
ρ˜(λ)dλ) we get for Eq. (2)
the following expression:
∑
i
E[|〈φn|ψi〉|2|〈φm|ψi〉|2] = p¯m→n
≈ 1
dimH
2σ2w
(ǫn − ǫm)2 + 4π2σ4wρ(ǫn)2
(4)
where p¯m→n defines an average transition probability
from an initial state |φm〉〈φm| at t = 0 to a final state
|φn〉〈φn| (at t → ∞) which has universal properties: it
only depends on the density of states of the total Hamil-
tonian Hˆ and the strength of the interaction. This curve
has a remarkable Lorentzian shape which is in sharp con-
trast with the micro canonical hypothesis of equiproba-
bility distribution of the accessible states. On Fig.1 we
consider numerical simulations and find a very satisfac-
tory agreement with this formula.
Finally, to perform the partial trace operation and get
the reduced density matrix of S, we recall the final state
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FIG. 1: Average transition probability p¯m→n from
state |φm〉〈φm| at t = 0 to state |φn〉〈φn| at t → ∞.
Comparison between numerical simulations and theoretical
predictions. The total Hilbert space size has dimension
dimH = 500, and the density of states of the “bare” Hamilto-
nian Hˆ0 is assumed to be gaussian distributed with a standard
deviation σ0 = 1 and zero mean. The interaction Hamilto-
nian Wˆ is an hermitian matrix such that {Re(Wi,j)}i>j and
{Im(Wi,j)}i>j are independent identically distributed gaus-
sians with standard deviation σw/
√
2 dimH (which provides
Tr(W 2)/dimH = σ2w) and zero means. We plot p¯m→n =∑
i E[|〈φn|ψi〉|2|〈φm|ψi〉|2] for a fixed m = 250 (middle of the
spectrum, ǫm ≈ 0), as a function of ǫn and for different S−E
interaction strengths. This transition matrix p¯m,n is related
to how much the eigenvector |φm〉 of Hˆ0 is delocalized in the
eigenbasis of the dressed Hamiltonian because of the inter-
action term Wˆ . The theoretical prediction is provided by
Eq. (4) and plotted in dashed line. When tracing out the
degrees of freedom of the environment, this transition proba-
bility will “sample” the density of states of the environment
at the energy ǫe such that ǫe + ǫs = ǫm = ǫe′ + ǫs′ .
|φn〉 = |ǫs′〉|ǫe′〉 and the initial state |φm〉 = |ǫs〉|ǫe〉 and
sum Eq. (4) over ǫe′ using a continuous approximation:
Tre =
∑
ǫe′
≈ ∫ dǫe′ ρ˜e(ǫe′). Assuming that the scale
of variation of the density of states of the environment
ρ˜e(ǫ) is much larger than the width of p¯m→n then the
Lorentzian from Eq. (4) is ”sampling” ρe(ǫ) at ǫe′ = ǫs+
ǫe− ǫs′ , which provides the main result of this paper: for
an initial state ̺(0) = |ǫs〉〈ǫs| ⊗ |ǫe〉〈ǫe|, the long time
stationary state has the following distribution
pǫs′ = limt→∞
〈ǫs′ |̺s(t)|ǫs′〉 ≈ ρ˜e(ǫs + ǫe − ǫs
′)
ρ˜(ǫs + ǫe)
. (5)
This ratio provides a very simple interpretation of the
thermodynamical equilibrium described on Fig. (2). On
the numerator the density of states of the environment
is assumed to be known, and on the denominator the
4S
E
FIG. 2: Summary of the model and its main result on
thermalisation. We consider a system S interacting with an
environment E, both characterized by the density of states of
their respective Hamiltonians (ρ˜s for Hˆs and ρ˜e for Hˆe). In
the limit of large dimensionality, our model justifies the fol-
lowing interpretation of thermodynamical equilibrium. Con-
sidering for instance an initial state |Ψ0〉 = |ǫs〉⊗|ǫe〉, which is
an eigenstate of the ”bare” Hamiltonian Hˆ0 = Hˆs+Hˆe, let us
ask a first question: on average, how many other eigenstates
of Hˆ0 are coupled to |Ψ0〉 because of the interaction Wˆ? The
answer is ρ˜(ǫe + ǫs)δǫ where ρ˜ is the density of states of the
dressed Hamiltonian Hˆ = Hˆ0+Wˆ and δǫ is related to the typi-
cal width of the local density of states of |Ψ0〉 in the eigenbasis
|ψi〉 of Hˆ: E[|〈ψi|Ψ0〉|2] (where E stands for an expectation
over the ensemble of interaction Hamiltonians considered).
This local density of states describes quantitatively how an
eigenvector of Hˆ0 is delocalized in the eigenbasis of Hˆ. Then
let us ask a second question: over this ensemble of states cou-
pled to |Ψ0〉, some of them are such that S is in the state |ǫs′〉,
how many such states are there? We show that the answer is
ρ˜e(ǫb + ǫs − ǫs′)δǫ. Finally, in the t→∞ limit, we show that
the probability for S to be in a state |ǫs′〉 is the ratio of the
later number by the first one: pǫ
s′
= ρ˜e(ǫe+ǫs−ǫs′)/ρ˜(ǫe+ǫs),
which is precisely the result expected from an a priori equal
probability of states hypothesis. Under typical conditions ver-
ified by a macroscopic environment, this ratio simplifies to the
Boltzmann distribution e−ǫs′/kbT /Z.
density of states ρ˜(ǫ) of the total Hamiltonian Hˆ depends
in a non trivial way on the density of states of the bare
Hamiltonian ρ˜0(ǫ) = [ρ˜s ∗ ρ˜e](ǫ) =
∑
ǫs
ρ˜e(ǫ−ǫs), and the
density of states of W: ρ˜w, it is their free convolution[21,
22] ρ˜(ǫ) = ρ˜w(ǫ) ⊞ ρ˜0(ǫ) (see Methods section) which
simplifies to ρ0 in the case of weak coupling (σw ≪ σ0:
the interaction energy is disregarded), meaning that the
dependence of Eq. (5) on the interaction disapear as can
be expected. Finally, defining the canonical temperature
by β = 1
kBT
= d ln(ρe(ǫ))
dǫ
, and assuming that ρe scales
exponentially with energy (see [25] for the case of many
body interacting quantum systems where this fact relies
on the combinatorics of single particle excitations) the
ratio of densities of states simplifies to the well known
canonical distribution:
ρ˜e(ǫe + ǫs − ǫs′)
ρ˜(ǫe + ǫs)
≈ ρ˜e(ǫe + ǫs − ǫs′)∑
ǫs′′
ρ˜e(ǫe + ǫs − ǫs′′) ≈
e−βǫs′
Zβ
with the partition function Zβ =
∑
ǫs
e−βǫs . All the
above results are valid for any initial state of the form
|ǫs〉〈ǫs|⊗ |ǫe〉〈ǫe| and can be extended by linearity to any
initial state, pure or not : the initial extra diagonal terms
(like for instance |φm〉〈φp|) will not contribute to the fi-
nal state of S, only the initial terms |φm〉〈φm| contribute.
The state of S at long times will be the weighted aver-
age of Eq. (5) by the initial energy distribution of the
composite system. This leads us to propose to redefine
the canonical partition function using the statistics of the
overlap coefficients: in the long time stationary regime,
the probability for the system S to be in a state of energy
ǫs is
pǫs =
∑
ǫe,i
E[ 〈ψi|̺(0)|ψi〉 |〈ǫe|〈ǫs|ψi〉|2].
This formula only requires the phenomenon of measure
concentration to take place and does not require the ex-
istence of a temperature.
To summarize, a large composite system initially pre-
pared in an arbitrary state and evolving unitarily can
locally converge to a stationary state for a large class of
interaction Hamiltonians. The equilibrium properties of
a small subsystem are fundamentally encoded in the ge-
ometrical structure of the eigenspaces of the bare and
dressed Hamiltonians: an alternative and more general
partition function can be defined from the statistics of
the overlaps between their eigenvectors. This generalized
partition function coincides with the standard canonical
partition function in macroscopic conditions. The uni-
versality of the thermalisation process can be explained
by the phenomenon of measure concentration. Reduced
density matrices of small subsystems have the property
of being self-averaging, which provides a rigorous justifi-
cation for a new kind of ergodicity: time averages or en-
semble averages over microscopic states are not required,
and can be replaced by ensemble averages over interac-
tion Hamiltonians.
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6METHODS
Random Matrix Theory
The theory of random matrices was initiated in the
1930’s by the statistician Wishart and further devel-
oped by several physicists and mathematicians, includ-
ing Wigner, Dyson [26] and Mehta [27] who where,
among other subjects, studying the high energy spec-
tra of medium and large weight nuclei (see for instance
the review in [28]). Wigner noticed that one cannot infer
the Hamiltonian of such a complex N -body system from
the experimental data. However, since the cross sections
could be measured with sufficient energy accuracy and
over a sufficient wide energy range, some statistical study
was possible. This led him to make the following drastic
change of point of view. He assumes some statistical hy-
potheses on the Hamiltonian, which are compatible with
the general symmetry properties of the system associated
to the integrals of motion (energy, spin, charge). The
candidate Hamiltonian for a nucleus can then be written
as a block-diagonal matrix where each block corresponds
to given values of the conserved quantities (also usually
called “good” quantum numbers). Then he assumes that
the entries of each block of the Hamiltonian are indepen-
dent identically distributed random variables with vari-
ance and mean depending on the conserved quantities
associated with the block considered. This allows him
to compute averages , get typical properties for the set
of Hamiltonians considered and in particular the average
behaviour of energy levels which is of prime importance
for nuclear reactions and can be compared to experimen-
tal data. It is interesting to compare Wigner’s method
with the assumptions made in statistical physics: in this
framework, the observer renounces the full knowledge of
the microscopic state, assuming the only knowledge that
a global constraint is realized (e.g. the energy, particle
number, etc... are set to some value), and then, taking
a bayesian point of view, assumes that all micro-states
compatible with the constraint are equiprobable. Some
thermodynamical quantities can then be calculated and
the properties of the canonical state can be established,
by considering an ensemble of identically prepared sys-
tems all governed by the same Hamiltonian but differing
in initial conditions (Gibbs ensemble) and averaging over
the ensemble. Then by assuming an ergodic hypothesis,
these theoretical predictions can be compared with ex-
perimental values which are time averaged quantities of a
single system. As noticed by Metha in [27], the approach
of Wigner is even more radical: there is a subjective lack
of knowledge not only on the state of the system, but also
on the nature of the system itself. Wigner considers en-
sembles of systems driven by different microscopic (at the
level of nucleon-nucleon interaction) Hamiltonians which
have the same macroscopic (at the level of the whole nu-
cleus) properties. He thus focuses on typical properties
coming from the underlying symmetries associated with
the conserved quantities of the evolution. Dyson justifies
this point of view as follows [29]: “We picture a complex
nucleus as a black box in which a large number of par-
ticles are interacting according to unknown laws. As in
orthodox statistical mechanics we shall consider an en-
semble of Hamiltonians, each of which could describe a
different nucleus. There is a strong logical expectation,
though no rigorous proof, that an ensemble average will
correctly describe the behaviour of one particular sys-
tem which is under observation”. The point of view we
adopt in this paper is analogous to Wigner and Dyson’s,
but in our case we can justify the “ensemble averaging”
over the interaction Hamiltonian set by the phenomenon
of measure concentration. This phenomenon provides a
rigorous explanation for this new kind of ergodicity.
Universality and the phenomenon of measure
concentration
The aim of this section is to describe a simple but
rather non trivial behavior exhibited by “reasonable” real
valued functions defined on large dimension spaces: the
phenomenon of measure concentration, envisioned in the
early work of P. Le´vy but formally established by V. Mil-
man and M. Gromov in the 1970’s and the 1980’s (see
the celebrated paper by Talagrand [16]). The reduced
density matrix of the subsystem S at any time τ , ̺s(τ),
considered as a function of the interaction W , exhibits
such a behavior. Indeed we will see that ̺s(t) depends
only on some macroscopic quantities summarizing the
properties of W and does not depend on the microscopic
structure of the eigenspaces ofW . This phenomenon has
two main consequences: it explains the universality of
the thermalisation process and it allows to perform ana-
lytical calculations with full generality by averaging over
randomness.
Central Limit Theorem and the Poincare´ inequality
Every physicist is familiar with the phenomenon of
measure concentration in the simplest particular cases
described by Central Limit Theorems. Considering for
instance an experiment whose measurement output is the
subject of a random error, then averaging the outcomes
of N measurements taken in stationary conditions will
increase the signal over noise ratio typically by a factor√
N . This translates mathematically by: having a family
of independent identically distributed random variables
{X1, ..., XN} with mean 〈X〉 and finite variance σ2X , then
the empirical average f(X1, ..., XN ) = 1/N
∑
kXk is a
random variable of mean 〈X〉 and standard deviation
σX/
√
N . Interestingly, one can notice that if the Xk
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(if X1 = X2 = ... = XN for instance) then the standard
deviation of f would be σf = σX . We see that “switching
off” the correlations between the Xk’s has the important
effect of decreasing σf by a factor 1/
√
N .
Let us now consider a slightly more complicated func-
tion: the weighted average h(X) = 〈α|X〉 = ∑k αkXk
where α = {α1, ..., αN} is a deterministic family with
αi ≥ 0 . We have 〈h(X)〉 = ||α||l1〈X〉 with the l1 norm
||α||l1 =
∑
k |αk| and σ2h = ||α||2l2σ2X , where ||α||2l2 =∑
k α
2
k = ||∇h||2l2 . The squeezing of the relative fluc-
tuations, if any, goes like ||α||2l2/||α||l1 . Clearly here,
a condition on the delocalization of α is necessary for
the concentration to take place. Indeed if α is localized
(i.e. for instance if α1 = 1 and αk = 0 ∀k > 1) then
||α||l1 ≈ ||α||l2 and there is obviously no concentration.
On the other side, if α is fully delocalized (i.e. αk = 1/N
∀k) then h = f is concentrated and its relative fluctu-
ations are squeezed like 1/
√
N . This delocalization on
α sets a natural condition for concentration: h should
not depend too much on any specific Xk in particular in
the family X , in order to get a sum of incoherent fluc-
tuations and the associated diffusive behavior. We will
see in the following that the mean of the gradient square
of f provides a natural way to check this delocalisation
condition.
The next step is obviously to consider more compli-
cated functions than a linear map like h. The natural
questions are then: what can we say about the statistics
of the output of the function f(X) knowing the statistics
of its input X? Is there any king of generalized version of
Central Limit Theorems holding for non ”pathological”
functions and probability measures? Surprisingly, there
are simple answers to these questions relying on very gen-
eral assumptions on the function f and the probability
distribution P of the input. The first of them being the
Poincare´ inequality: a probability measure P defined on
a domain Ω ⊂ RN is said to verify a Poincare´ inequality
if there exists a constant C > 0 such that for all function
f : Ω ⊂ RN → R continuously differentiable, one has
σ2f = E[|f(X)− E[f ]|2] 6
1
C
E[||~∇f ||2l2 ] (6)
where
||~∇f ||2l2 =
∑
k
(
∂f
∂Xk
)2
and where the average E is relative to P . In other words,
the variance of f is controlled by the typical gradient
strength over a constant C (the Poincare´ constant) usu-
ally related to the variance of the input. The typical in-
teresting cases are when C does not depend on the dimen-
sion and ||∇f ||2 ≈ 1/N , for instance with the empirical
average case considered above: with f(X) = 1
N
∑
iXi,
the CLT provides σ2f = σ
2/N , since ||∇f ||2l2 = 1/N
and 1/C = σ2. The other interesting case is when
1/C = σ2 ≈ 1/N and ||∇f || is upper bounded by a
constant independent of the dimension. An example for
this later case is when Ω is the hypersphere SN−1 of RN
(i.e. {X ∈ RN/||X ||l2 = 1}). In both cases, the relative
fluctuations of f around its mean value are ”squeezed”
like 1/
√
N which can be very small when considering in-
put spaces for f made of Hamiltonians operating on large
dimension Hilbert spaces, like the typical ones of environ-
ments. The function is said to be concentrated around
its mean which is thus a very good estimate of f at any
point in a subspace of high dimensionnality.
In this article, we consider the Poincare´ inequality to
be sufficient for our purpose, however it is possible to
go beyond with Le´vy’s Lemma (see [17] p. 141) which
provides exponential and Gaussian upper bounds on the
statistics of the fluctuations of a function away from its
mean value. To use the Poincare´ inequality and show
that the reduced density matrix is concentrated we need
the Poincare´ constant for the various probability mea-
sures on spaces of interaction Hamiltonian we might con-
sider and we need the adequate upper bound on the vari-
ance of the gradient of ρs(τ) considered as a function of
W .
Poincare´ constants for various probability measures on
spaces of interaction Hamiltonians
The Poincare´ constants are well known for the follow-
ing probability measures:
• Matrices with independent real centered Gaussian
distributed entries (see for instance Section 4.4
in [30]). The Poincare´ constant of the Gaussian
probability measure P of variance σ2 on R is 1/σ2.
It has the property of tensorizing: the Poincare´ con-
stant for the probability measure P⊗N defined on
RN is the same: 1/σ2. The complex case is simi-
lar. As the entries of the matrices we consider have
a typical variance σ2/N (to ensure tr(Wˆ 2) = σ2w),
the Poincare´ constant will scale like N/σ2w.
• Ensemble of matrices {U.D.U †} where D is a fixed
diagonal matrix and U is unitary Haar distributed
random matrix. The Poincare´ constant is actually
related to the Ricci curvature of the ensemble con-
sidered as a manifold and the variance of the spec-
trum of D (see appendix F. in [30] and the results
due to Gromov)
C ≈ N
2σ2D
where σ2D = Tr(D
2)/N is the variance of the spec-
trum of D (which is assumed to be fixed).
8To summarize: in all cases, because the variance of
the spectrum Wˆ is set to a fixed value independent of
the dimension, the Poincare´ constant of the probability
measure typically scales like N .
Concentration of the reduced density matrix ̺s(t)
The next step is to provide an upper bound on the
norm of the gradient of ̺s which is independent of the
dimension of the total Hilbert space. Recalling the defi-
nitions
̺s(t) = Tre(|ψ〉〈ψ|) = Tre(Ut̺(0)U †t ) and Uτ = e−i
t
~
(H0+W )
we show in the Supplementary Information that the gra-
dient of the reduced density matrix at a fixed time con-
sidered as a function of the interaction Hamiltonian is
upper bounded:
||∇W ̺s||2 6 2 t
2
~2
dimHs.
Using the Poincare´ inequality in Eq. (6), we have the
upper bound on the variance of the fluctuations of ̺s
away from its typical behavior :
σ2̺ = E[||̺s − E[̺s]||2] 6
4
~2
σ2W t
2 dimHs
dimH
where the norm ||.|| refers to the trace norm: ||A||2 =
Tr(A.A†). For fixed dimHs, σw and t, one has σ̺ → 0 as
the total Hilbert space dimension goes to infinity. The
reduced density matrix is concentrated around a typical
behavior.
Free probability and the addition of quantum
operators
Free probability theory provides the tools for solving a
problem of crucial interest in the context of interacting
quantum systems: what is happening to the eigenvalues
and the eigenvectors of an Hermitian matrix Hˆ0, when
adding an extra matrix Wˆ which is not a perturbation.
For some specific Hˆ0 and Wˆ , it is a very difficult problem
to get information about the spectrum of Hˆ + Wˆ , how-
ever when the dimension of the matrices becomes large,
this problem gets a remarkable probabilistic and simple
solution: the spectrum of the dressed matrix Hˆ0 + Wˆ is
essentially the same for almost all Hˆ0 and Wˆ each with
a given spectrum. The “almost” means that a probabil-
ity measure on the set of Hermitian matrices with given
spectrum has to be defined. The simplest and most natu-
ral assumption to be made is that the normalized eigen-
vectors of, let’s say Wˆ , are distributed isotropically in
the eigenbasis of Hˆ0, meaning that the eigenspaces of Hˆ0
and Wˆ are in generic position with respect to each other:
there is no preferred direction, Wˆ has the highest symme-
try possible. Mathematically, this can be said by rewrit-
ing the matrix Wˆ in the eigenbasis of Hˆ0 as Wˆ = Pˆ .Dˆ.Pˆ
†
where Dˆ is diagonal matrix containing the spectrum of
Wˆ and Pˆ is unitary Haar distributed (its columns are
isotropically distributed on the unit sphere of CN ). In
this case, the matrices Hˆ0 and Wˆ have the property of
being asymptotically free (at first order) with respect to
each other (see Voiculescu [21] for a strict mathematical
definition of first order freeness), which is the equivalent
for non commutative random variables of the property of
independence for classical (commutative) random vari-
ables. Under these assumptions, free probability at first
order provides the remarkable following tools and results:
• Regarding the spectrum of the dressed matrix Hˆ0+
Wˆ : the probability density of the spectrum of Hˆ0+
Wˆ depends only on the probability density of the
spectrum of each Hˆ0 and Wˆ , and is their free con-
volution: ρ
Hˆ+Wˆ (ǫ) = ρHˆ0(ǫ) ⊞ ρWˆ (ǫ). By analogy
with classical cumulants of commutative random
variables, an nth “free” cumulant κˆn(Hˆ) can be de-
fined for the non commutative random operator Hˆ .
The free cumulants κˆn(Hˆ) and their associated gen-
erating function RH(z) =
∑
n>0 κˆn(Hˆ)z
n−1 (also
called the R-transform) have the property of “lin-
earizing” the free convolution, just like the Fourier
transform and the classical cumulants linearize the
classical convolution between the probability dis-
tributions of two commuting independent random
variables (Voiculescu 1986, Speicher 1994). In
other words, no microscopic knowledge of the de-
tailed relation between the eigenspaces of Hˆ0 and
Wˆ is required to compute the spectrum of Hˆ0+Wˆ ,
which is remarkable. Let us also mention that the
first three free cumulants of Wˆ coincide with the
classical cumulants of the probability density of the
spectrum of Wˆ . In the case of a centered Gaussian
distributed interaction, all free cumulants vanish
except the second one which is the variance of the
spectrum of Wˆ : κˆ2(Wˆ ) = σ
2
w = tr(Wˆ
2).
• Regarding the eigenvectors of Hˆ = Hˆ0 + Wˆ . First,
we notice that the product of the overlap coeffi-
cients 〈φn|ψi〉〈ψi|φm〉 is (up to a factor 2iπ) the
residue of the Green function or matrix element
Gn,m(z) = 〈φn|GHˆ(z)|φm〉 at the pole λi, since
Gn,m(z) =
∑
i〈φn|ψi〉〈ψi|φm〉/(λi − z). From this
relation, one can get the second order moments of
the overlaps as a function of the average resolvent
of Hˆ and the density of states of Hˆ , ρ˜:
E[|〈φn|ψi〉|2] = lim
z→λ¯i+i0+
− 1
π
Im(E[Gn,n(z)])
ρ˜(λ¯i)
, (7)
where λ¯i is the mean of the i
th eigenvalue. Then
assuming that Wˆ and Hˆ0 are asymptotically free
9at first order, Kargin established in [23] a subordi-
nation relation between the average of the dressed
resolvent E[G
Hˆ
(z)] and the bare resolvent G
Hˆ0
(z):
E[G
Hˆ0+Wˆ
(z)] = G
Hˆ0
(z + S
Wˆ
(z)) (8)
where SW (z), called the “subordinate” function, is
related to the R-transform of Wˆ and the Stieltjes
transform of Hˆ, mH(z) = tr(GH(z)):
SW (z) = RW (mH(z)).
Finally, combining Eq.(7) and (8), we get
E[|〈φn|ψi〉|2] ≈ 1
ρ˜(λi)
1
π
sλi
(ǫn − λi − s˜λi)2 + s2λi
(9)
where sλ (resp. s˜λ) is the imaginary part (resp.
the real part) of the subordinate function, which
defines an effective linewidth (resp. an effective en-
ergy shift) of the bare eigenstate |φn〉 due to the
introduction of the additive term Wˆ . Please note
that this result is non perturbative. To avoid un-
necessary complications for understanding the pro-
cess of thermalisation, in the main part of the pa-
per we truncate the free cumulant expansion of S at
first order: S(z) ≈ σ2wmH(z) and recover the case
of a gaussian interaction already calculated in [24]:
sλ = σ
2
wρ(λ) and s˜λ = σ
2
wHρ(λ) where Hρ(λ) is the
Hilbert transform of ρ. This later energy shift due
to the Hilbert transform of ρ is typically of the order
of one linewidth, and thus negligable on the scale
of variation of the density of states. To summarize,
this subordination property of the resolvent pro-
vides a very deep link between the statistics of the
eigenvectors of Hˆ (here the second order moments
of the overlaps E[|〈φn|ψi〉|2]) and the statistics of
the spectra of both W (through its free cumulant
expansion) and Hˆ (through its Stieltjes transform).
This has strong implications on the delocalization
of the bare eigenvectors (the {|φn〉}n) in the dressed
eigenbasis (the {|ψi〉}i) which controls the thermal-
isation process.
SUPPLEMENTARY INFORMATION FOR:
“THERMALISATION OF A QUANTUM SYSTEM FROM FIRST PRINCIPLES”
INTEGRAL REPRESENTATION OF THE TOTAL DENSITY MATRIX
Considering the resolvent operator associated to the dressed Hamiltonian Hˆ : GH(z) = (Hˆ − z1)−1 defined for
z ∈ C \ R, the quantum evolution operator Ut = e−iHˆt, and subsequently the total density matrix, can be rewritten
as complex integrals:
Ut =
1
2iπ
∮
C
dzGH(z)e
−izt giving ̺(t) = Ut̺(0)U
†
t = −
1
4π2
∮
C
dz
∮
C′
dz′GH(z)̺(0)GH(z
′)e−i(z−z
′)t (10)
where C and C′ are counter-clockwise macroscopic contours circling once around all eigenvalues of Hˆ . Decomposing
the initial density matrix on the bare basis {|φn〉}n and averaging over the statistics of W , we are lead to consider the
correlations between matrix elements of the resolvent (i.e. Green functions): E[Gn,m(z1)Gp,q(z2)] where Gn,m(z) =
〈φn|GH(z)|φm〉 and E is the average over the statistics of Wˆ .
ZERO CASES FOR THE FIRST AND SECOND ORDER STATISTICS OF THE RESOLVENT ENTRIES
The aim of this section is to prove that the only non zero correlations between matrix elements of the resolvent
operator E[Gn,m(z1)Gp,q(z2)] are when (n = q and m = p) or (n = m and p = q). The first case will contribute to
both the transient and the stationary regimes of the diagonal terms of the total density matrix, whereas the last case
(n = m and p = q) provides both regimes of the extra diagonal terms (or coherences) of ̺(t). In the main part of the
paper, we focus on the first case. We provide at the end of this section an explanation why the second case can be
neglected.
To proceed, we first remind the results from Kargin [23] on the average of the resolvent operator G
Hˆ
(z) = 1
Hˆ−z1
,
defined for z ∈ C\R, where Hˆ = Hˆ0 + Pˆ .Dˆ.Pˆ † with Hˆ0 a N × N hermitian deterministic matrix, Pˆ unitary Haar
distributed and Dˆ real deterministic diagonal. The main result being that this average is actually diagonal in the
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eigenbasis of Hˆ0. Then we adapt Kargin’s method to get our result on the second order statistics (the correla-
tions between resolvent entries). In the following lemma and its proof, we shall write the matrices in an eigenbasis
{|φ1〉, . . . , |φN 〉} of Hˆ0, so that we can suppose that Hˆ0 is a diagonal matrix. Besides, by invariance of the Haar
measure (i.e. by the fact that for any fixed unitary matrix Oˆ, Pˆ Oˆ is also distributed according to the Haar measure),
one can suppose that Dˆ is diagonal.
Lemma .1 Let z, z1, z2 ∈ C\R. We have
(a) The matrix E[G
Hˆ
(z)] is diagonal.
(b) The matrix E[G
Hˆ
(z1)MˆGHˆ(z2)] is diagonal for any diagonal matrix Mˆ .
(c) For any i 6= j, for Mˆi,j the matrix whose sole non-zero entry is the (i, j)-th one, the only non-zero entry of the
matrix E[G
Hˆ
(z1)Mˆi,jGHˆ(z2)] is the (i, j)-th one.
Proof. Let pij denote the entries of the unitary matrix P and set qij := p
∗
ji (here,
∗ stands for the complex
conjugate). Note that in each proposition, by analytic continuation, it suffices to focus on large enough z, z1, z2. In
this case, using the formula
1
Hˆ0 + Pˆ .Dˆ.Pˆ † − z1
= −
∑
k≥0
(Hˆ0 + Pˆ .Dˆ.Pˆ
†)k
zk+1
(which is true as soon as |z| > ‖Hˆ0‖ + ‖Dˆ‖), the expansion of Hˆ0 + Pˆ .Dˆ.Pˆ † and the fact that both Hˆ0 and Dˆ are
diagonal, the propositions of the lemma reduce to the following ones:
(a’) For any p ≥ 0, any A1, . . . , A2p diagonal matrices, the matrix
E[A1PˆA2Pˆ
† · · ·A2p−1PˆA2pPˆ †]
is diagonal.
(b’) Same as (a’).
(c’) For any p, q ≥ 0, any A1, . . . , A2p, B1, . . . , B2q diagonal matrices and any matrix Mi,j whose sole non-zero entry
if the (i, j)-th one (with i 6= j), the only non-zero entry of the matrix
E[A1PˆA2Pˆ
† · · ·A2p−1PˆA2pPˆ †MijB1PˆB2Pˆ † · · ·B2q−1PˆB2qPˆ †]
is the (i, j)-th one.
Expanding the matrix products, (a’) and (c’) then reduce to
(a”) For any k ≥ 1, any i1, . . . , ik+1, j1, . . . , jk, we have
i1 6= ik+1 =⇒ E[pi1j1qj1i2pi2j2qj2i3 · · · · · · pikjkqjkik+1 ] = 0.
(c”) For any k, l ≥ 1, any i1, . . . , ik+1, j1, . . . , jk, any a1, . . . , al+1, b1, . . . , bl, such that ik+1 6= a1, we have
E[pi1j1qj1i2 · · · pikjkqjkik+1 × pa1b1qb1a2 · · · palblqblal+1 ] 6= 0
=⇒ i1 = ik+1 and a1 = al+1.
It is easy to see that (c”) reduces to (a”). So let us prove (a”). By invariance of the Haar measure by left and
right multiplication by diagonal matrices with diagonal entries on the unit circle of C, we know that for the above
expectation to be non zero, the number of times an index i appears as first coordinate of a pkl term to be equal to the
number of times it appears as the second coordinate of a qkl term. This constraint cannot be satisfied if i1 6= ip+1.
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Stationary regime of the extra diagonal terms of ̺(t): case (n = m and p = q).
In the long time limit, the matrix element E[〈φn|Ut|φn〉〈φp|U †t |φp〉] is equal to the same diagonal sum of residues as
considered in the main body of the text:
∑
i E[|〈φn|ψi〉|2|〈φp|ψi〉|2], however here the partial trace operation imposes a
strong constraint on |ǫn−ǫp| to get a non zero contribution to the extra diagonal matrix element of the reduced density
matrix of S: |ǫn − ǫp| is always larger that Ds the minimum level spacing of the system S alone. As a consequence,
the extra diagonal terms of the reduced density matrix of S in the long time limit (i.e. limt→∞〈ǫs|̺s(t)|ǫs′ 〉 for s 6= s′)
will always be smaller than their diagonal counterparts (i.e. limt→∞〈ǫs|̺s(t)|ǫs〉) by a factor equal to π2σ4wρ2 (the
FWHM of the p¯m→n curve ) over the Ds. Under our assumptions, this factor is very small.
CONCENTRATION OF THE REDUCED DENSITY MATRIX OF THE SUBSYSTEM S
In this section, our aim is to provide an upper bound on the norm of the gradient of ρs with respect to W , which is
uniform in the dimension. This upper bond is used in the Methods section to show that the reduced density matrix
of S is concentrated around a typical behavior.
Recalling the definitions
|ψ〉〈ψ| = Uτρ(0)U †τ and Uτ = e−iτ(Hˆ0+Wˆ ),
we use the formula for the differential of the exponential map, in order to get the differential of |ψ〉〈ψ| with respect
to the interaction Wˆ :
d|ψ〉〈ψ|(δW ) =
∫ 1
0
h ◦ gα(δW )dα
with
h(A) = −iτ [A, |ψ〉〈ψ|] and gα(B) = Uατ B U †ατ
where [, ] denotes the commutator and ◦ the composition of functions. We start by the upper bond
||∇W ρs||2 =
∥∥∥∥
∫ 1
0
Tre h ◦ gα(·)dα
∥∥∥∥
2
6
∫ 1
0
||Tre h ◦ gα(·)||2dα
where the notation || · || is for the norm defined on the ensemble of linear applications from the space of interaction
Hamiltonians to the space of density matrices on Hs:
||f ||2 =
∑
i,j
||f(Mi,j)||2F where ||A||2F = Tr(A.A†),
and
f :W ∈ HdimH×dimH(C)→ ρs ∈ HdimHs×dimHs(C),
Hn,n(C) is the ensemble of hermitian matrices of size n × n and Mi,j is the matrix with zero everywhere except at
the intersection of the ith line and jth column. Then we have the equality:
∫ 1
0
||Tre h ◦ gα(·)||2dα = ||Tre h(·)||2
since gα is a unitary change of orthonormal basis. To move on and make the partial trace easy, we write |ψ〉 in
the tensor basis |ψ〉 =∑s,e γs,e |ǫs〉 ⊗ |ǫe〉 where {γs,e}s,e is a dimHs × dimHe matrix. Then we have for the matrix
elements of Tre h(Ma,b,c,d) where Ma,b,c,d = |sa〉〈sb| ⊗ |ec〉〈ed|:
〈ǫs|Tre[Ma,b,c,d, |ψ〉〈ψ|]|ǫs′〉 = γb,d γ∗s′,c δs,a − γs,d γ∗a,c δb,s′
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Taking the square modulus and summing over a, b, c, d:
∑
a,b,c,d
|〈ǫs|Tre([Ma,b,c,d, |ψ〉〈ψ|])|ǫs′ 〉|2 =
∑
b6=s′,c,d
|γb,d|2|γs′,c|2
+
∑
a 6=s,c,d
|γs,d|2|γa,c|2 +
∑
c,d
|γs′,dγs′,c − γs,dγs,c|2
=

∑
b,c,d
|γb,d|2|γs′,c|2 +
∑
a,c,d
|γs,d|2|γa,c|2


−2
∑
c,d
Re
(
γs′,d γs′,c γ
∗
s,d γ
∗
s,c
)
then summing over s and s′, we get the square of the norm we are looking for:
||Tre h(·)||2 = τ2
∑
s,s′
∑
a,b,c,d
|〈ǫs|Tre([Ma,b,c,d, |ψ〉〈ψ|])|ǫs′ 〉|2
= 2τ2 dimHs − 2τ2
∑
c,d,s,s′
Re
(
γs′,dγs′,cγ
∗
s,dγ
∗
s,c
)
since the normalization condition: Tr(γ.γ†) = 1. The second term on the right hand side is:
∑
c,d,s,s′
(
γs′,dγs′,cγ
∗
s,dγ
∗
s,c
)
= Tr((γ.γ†)2) > 0
We finally get that
||∇Wρs||2 6 ||Tre h(·)||2 6 2τ2 dimHs.
