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For a ﬁnite collection of functions within some differential ﬁeld of
several variables, there exists an adaptive algorithm for calculating
a basis of their linear relations. We study the complexity of this al-
gorithm, noting how it compares to some other existing techniques.
Alsowe demonstrate somemodiﬁcations for improving implemen-
tation. In the course of our analysis, we deﬁne the marginal set of a
Young-like set and showhow the size of the former can be bounded
in terms of the size of the latter.
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0. Introduction
Linear dependency for N multivariate functions, within some differential ﬁeld of m variables, can
be characterized using various generalizations of the classical Wronskian. For instance, if φ is a 1 × N
row matrix containing a list of functions and we deﬁne S to be the matrix with rows given by all the
partial derivatives of φ with order less than N, then linear dependency of the entries of φ is equivalent
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to S having rank less than N. (This was originally noted for analytic functions [6,9].) More strongly,
one can characterize linear dependence according to the vanishing of certain generalizedWronskians,
which are minors of S [2,3,8,11,10]. Furthermore, in [10] it is shown that the generalized Wronskians
that correspond to Young-like sets form the least collection of generalized Wronskians sufﬁcient for
this purpose, at least in the case of characteristic zero. In the same article, an adaptive algorithm is
introduced as another possible approach to testing linear dependence.
Part of our purpose in this article is to examine the complexity of this particular algorithm and
to compare it with the complexity of generalized Wronskian techniques. We learn that the number
of derivative rows that must be calculated by the adaptive algorithm can be bounded by N plus a
term that is sublinear with respect to N, thus on the order of N as a whole. In contrast, for the Roth
generalized Wronskian and Young-like generalized Wronskian approaches the number of calculated
derivative rows is on the order of Nm and N(log N)m−1, respectively. Furthermore, we will note that
both theYoung-like generalizedWronskian approach and the adaptive algorithmcalculatemuch fewer
derivative rows of higher order. One key step in this initial analysis is understanding how the size of
the marginal set BY = {α ∈ Nm\Y |Y ∪ {α} is Younglike} of a Young-like set Y can be bounded in
terms of the size of Y . We will demonstrate one sharp expression of such a bound, in what is primarily
a combinatorial argument.
We consider other details pertinent to implementation of the algorithm in question. For instance
some choice of running row reduction would be natural in its execution, and the number of sym-
bolic operations for such can be readily calculated. Furthermore we show that the process of row
reduction and differentiation can be intertwined in a special way that decreases both the number of
differentiations and row operations.
We will begin by presenting the algorithm and the bulk of our main results in Section 1. We defer
some of the more technical combinatorial arguments to Section 2, wherein we study marginal sets in
more detail.
1. The adaptive algorithm and its complexity
Let M denote a differential ﬁeld with m pairwise commuting derivations D1, D2, . . . , Dm, and let
C denote the subﬁeld of constants. Some examples for M include the ﬁeld of rational functions
C(z1, z2, . . . , zm) and the ﬁeld of germs of meromorphic functions about a point in C
m, both with
derivations given by Dj = ∂∂zj . More concretely, M could be deﬁned as some collection of symboli-
cally representable functions for which we have arithmetic and differential operations at hand, say
implemented within a computer algebra system of some sort.
Let α = (a1, a2, . . . , am) and β = (b1, b2, . . . , bm). In accordance with standard multi-index nota-
tion, we deﬁne the partial differential operator Dα = Da11 · · ·Damm , and we deﬁne the partial ordering
where α β means that aj  bj for all j. Let ej denote the multi-index with one in the jth entry and
zero elsewhere.
Employing the terminology of [10], we say that a subset Y ⊆ Nm is Young-like if α ∈ Y , β ∈ Nm,
and β α together imply that β ∈ Y . (Finite Young-like sets in Nm correspond to m-dimensional
partitions with entries bounded by one [1].) We deﬁne the marginal set BY of a Young-like set Y to be
BY = {α ∈ Nm\Y | Y ∪ {α} is Younglike}, which is equivalent to the deﬁnition
BY = {α ∈ Nm\Y | (β α,β /= α, and β ∈ Nm) ⇒ β ∈ Y}. (1.1)
Wewill use≺ todenote somespeciﬁed termorderonNm. Standardexamplesof termorders include
lexicographical(lex), degree lexicographical(deglex), and reverse degree lexicographical(revdeglex)
[4].
Let φ be a row vector of N functions in M and deﬁne φα = Dαφ. Given A ⊆ Nm, we deﬁne RA =
spanM{φα}α∈A and its orthogonal complement NA = R⊥A . The results of [10] give that any reduced
basis ofNNm overM yields a basis of the linear relations of the entries ofφ over C and thatNNm = NY
for a Young-like set Y constructed in a certain inductive manner. This provides the foundation for the
following ﬁnite algorithm.
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Algorithm for ﬁnding the linear relations over C on the entries of 
(1) Initialize α to (0, 0, . . . , 0), A to ∅, and setRA = {0}.
(2) If φα /∈ RA, then set A to A ∪ {α} and updateRA to be spanMRA ∪ {φα}.
(3) Set β to be the least element greater than α, according to the speciﬁed term ordering ≺, such
that A ∪ {β} is Young-like and has cardinality no greater than N. If such a β exists, then set α to
β and go back to step 2, else continue to step 4.
(4) Set Y to A andNY toR⊥A . Find some reduced basis (overM) forNY . This yields a basis (over C) for
the linear relations on the entries ofφ. (Alternatively, if one is only testing for linear dependence
of the entries of φ, it sufﬁces to test whetherRA is a proper subspace ofMN .)
This algorithm was stated for the case that ≺ is a lexicographic order in [10]. But the supporting
results follow for any term order. The choice of≺may affect the resulting Y , but it does not affectRY .
The adaptive nature of this algorithm stems from the observation that the set A of row indicesmust
remain Young-like. Thus the explicit rejection of a row φα in step 2 implies that any row φβ where
β α can be safely bypassed without even being calculated.
To begin our analysis, we examine the number of rowsφα that are visited, namely thosewhichmust
be calculated. LetY ′ denote the setAat the start of step2 the last time it is executed. So, if the conditional
in last executionof 2 returns false thenY ′ = Y , otherwiseY ′ isY minus the last element thatwas added.
In either case, |Y ′|N − 1. At any time thatwe start step 2, it holds that A = {β ∈ Y ′|β ≺ α} and that
A and A ∪ {α} are both Young-like. Since A ⊆ Y ′, we can deduce thatα ∈ A ∪ BA ⊆ Y ′ ∪ BY ′ . Thus the
collection of visited rows corresponds to a subset of Y ′ ∪ BY ′ . So if we deﬁne
ψm(N) = max{|BY |||Y | = N}, (1.2)
then this discussion yields the following.
Theorem 1.1. Suppose that φ consists of N functions in a differential ﬁeld M of m variables, then the
adaptive algorithm visits at most N − 1 + ψm(N − 1) rows of partial derivatives.
We will generate a precise equation for ψm in Section 2. (See equation (2.5).) As we will see, the
functionψm is naturally expressible in terms of binomial coefﬁcient expansions. A simpler, but slightly
looser, bound can be constructed as follows. Let hm(x) = fm−1(f−1m (x)) for x 0, where we deﬁne the
function fm(x) = 1m!
∏m−1
j=0 (x − j) with domain restricted to xm − 1.
Proposition 1.2. Let m 2. It holds that ψm(x) hm(x) for x 0, with equality occurring only when
x =
(
L+m−1
m
)
for a non-negative integer L.
We also defer the proof of this proposition to Section 2, but for the present we illustrate these
functions below form = 3 andm = 4.
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Before continuing,wenote twomore related bounds. Since fm−1(x) = mfm(x)x−m+1 it holds that hm(x) =
mx
f
−1
m (x)−m+1 . So using the estimate fm(x)(x − m + 1)
m for xm, we obtain that
hm(x)mx
m−1
m (1.3)
for x 1. Thus it is clear that hm(N) andψm(N) are sublinear asymptoticallywith respect toN. Alterna-
tively, using the estimate fm(x) 1m!
(
x − m−1
2
)m
for xm − 1, we ﬁnd that hm(x) mx
(m!x) 1m −m−1
2
for
x suitably large, namely for x > 1
m!
(
m−1
2
)m
. Asymptotically, this agrees with the order of magnitude
of the previous estimate (1.3), but with a lesser coefﬁcient.
LetAV = AVφ denote the collectionofα that index rowsφα visitedby this algorithm(for a givenφ).
For comparison’s sakewe also deﬁneRV = {α||α|N − 1} andYV = {α ∈ Nm|∏mj=1(αj + 1)N},
which correspond to the rows contained within some Roth generalized Wronskian and the rows
contained within some Young-like generalized Wronskian, respectively.
For the adaptive algorithm, we can employ the bound (1.3) to obtain that |AV|N − 1 + m(N −
1)
m−1
m , which is O(N) asymptotically. In contrast, the total number of rows visited by some Roth
generalized Wronskian is
|RV| =
(
N + m − 1
m
)
. (1.4)
Also we can note that 1 + m(N − 1) |YV|, since kej ∈ YV for 0 kN − 1 and 1 jm. More-
over, if we deﬁne rm(N) = |{α ∈ Nm|∏mj=1(αj + 1)N}|, it is clear to see that ∫ N1 rm−1 (Nt
)
dt 
rm(N) rm−1(N) + ∫ N1 rm−1 (Nt
)
dt. Using this inequality inductively, we obtain that
1
(m − 1)!N(log N)
m−1  |YV|N +
m−1∑
j=1
[(
m − 1
j
)
1
j!N(log N)
j
]
. (1.5)
By comparison to (1.4), this reveals that |YV| is a signiﬁcant improvement (i.e. reduction) from
|RV|, we also see that |YV| is slightly superlinear asymptotically in terms of N.
A comparison of |RV|, |YV|, and the maximum value of |AV| for certain values of m and N is
provided below.
Comparison of the number of visited rows,m = 2
Method N=1 N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9
|RV| 1 3 6 10 15 21 28 36 45
|YV| 1 3 5 8 10 14 16 20 23
Max |AV| 1 3 4 6 7 8 10 11 12
Comparison of the number of visited rows,m = 3
Method N=1 N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9
|RV| 1 4 10 20 35 56 84 120 165
|YV| 1 4 7 13 16 25 28 38 44
Max |AV| 1 4 5 7 10 11 12 14 15
Calculating the entries of each visited row φα , with the exception of φ itself, generally requires
N partial derivatives. In fact, for any of the previously mentioned schemes, one can calculate φα by
taking a certain ﬁrst order partial derivative of each entry from a particular previously visited row. So
the number of symbolic partial differentiations is at most (# of visited rows − 1) · N.
The time needed for partial differential operationswithin a symbolic computation context depends
signiﬁcantly on the complexity of the expressions being differentiated. Thus the number of differenti-
ation operations is not a full proxy for the total running time of differentiation. (Of course, the fact that
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AV ⊆ YV ⊆ RV implies a monotone relation between these schemes in terms of the overall running
time needed for differentiation.) In certain symbolic contexts, expressions grow more complicated
under differentiation, thus higher order partial derivative become more computationally intensive to
calculate. So as a supplement to derivative counts, we take a look at the order distribution of the visited
rows.
Let us deﬁne the graded portions of each visited row index set. Let Ek = {α ∈ Nm||α| = k}, and
deﬁneAVk = AV ∩ Ek ,RVk = RV ∩ Ek , and YVk = YV ∩ Ek . It is clear thatRVk = Ek for kN − 1
and thus |RVk| =
(
k+m−1
m−1
)
. Now if N
2
< kN − 1, then the only elements of order k that can be in
some Young-like set of orderN are ke1, ke2, . . . , kem. Thus |YVk| = m for N2 < kN − 1. An extension
of this observation reveals that |AVk| 1 for N−12 < kN − 1. Thus we see a great reduction in
the number of higher-order visited rows by both the Young-like generalized Wronskian method and
the adaptive algorithm. Furthermore, choosing the term order deglex or revdeglex, rather than lex,
can increase the likelihood of visiting and including lower order rows. Thus it might improve this
distribution in the average case, though the worst case would remain unchanged.
Before conducting an analysis of the other algebraic operations in the adaptive algorithm, it is
necessary to be more speciﬁc about implementation, such as the data representation of the vector
space RA and the implementation of the inclusion test and vector space augmentation in 2 of the
algorithm, as well as orthogonal complementation in step 4. It would seem natural to represent RA
via a basis, but there are different degrees of “normalization” or “reduction” that one could choose to
maintain on this basis while we process through steps 2 and 3, though ultimately we would reduce it
fully in step 4.
For instance, one approach would be to keep the basis ofRA fully reduced with respect to some set
of columns as under Gauss-Jordan elimination. A second approachwould be to reduce only each newly
entered basis vectorwith respect to the prior basis vectors, choosing the pivot columns in someﬂexible
order, but preserving the “seniority”, i.e. the order of the row vectors. This is a column permuted form
of Gaussian elimination, but for reference’s sake, we call this ﬂag-preserving reduction, as the span of
the ﬁrst k rows of the partially reduced basis will always agree with the span of the ﬁrst k linearly
independent inserted rows.
With either of the previous two reduction approaches, one could also customize the approach for
normalizing rows that are inserted into RA. For instance we could (i) scale each basis vector to make
the pivot equal one, (ii) not normalize at all, or (iii) scale basis rows to be fraction-free, and thus to view
the row in a more “projective” or “homogeneous” coordinate fashion. The third technique depends on
having some suitable differential domainO such thatM is the fraction ﬁeld ofO. We note that a type
of fraction-free ﬂag-preserving reduction could be implemented using row operations in a manner
like the Extended Bareiss Algorithm [12, Section 10.2].
Despite the variety of choices, each of these methods can be recast as a type of row reduction on
the |AV| × N matrix S formed from the visited rows. In this format, testing whether or notφα belongs
to RA in step 2 corresponds to testing whether or not the newly visited row reduces to zero under
elimination via prior rows. Standard linear algebra complexity calculations show that the number of
operations, counted symbolically, would be on the order of |AV| · N · |Y | (thus N3 given our previous
bound on |AV|) and the number of comparisons to zero would be at most |AV| · N.
One beneﬁt of storing a running basis RA using ﬂag-preserving reduction is that it permits the
interchange of differentiation and reduction, as we will now demonstrate. Consider ηα′ to be the row
φα′ after someprocess of non-zero scaling and elimination by previous rows. Thusηα′ = ∑βα′ cβφβ ,
for some cβ ∈ Mwith cα′ /= 0. Due to ≺ being a term order it follows that
Dγ ηα′ = cα′φα′+γ +
∑
β≺α′+γ
c′βφβ. (1.6)
In step 2 (when α is α′ + γ ) it holds that testing φα′+γ /∈ RA is equivalent to testing Dγ ηα′ /∈ RA.
So, the algorithm’s validity would be unchanged if we replace φα with D
α−α′ηα′ .
In contrast, if we reduce older rows using newer rows, this principle may fail. For instance consider
the example φ =
[
1 xy xy2
]
. If we use Gauss Jordan elimination to obtain a reduced basis for the
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span of φ and φ(1,0) = Dxφ we obtain η = [1 0 0] and η(1,0) = [0 1 y]. Clearly Dyη is zero,
but Dyφ equals
[
0 x 2xy
]
which is not in the span of φ and Dxφ.
One modiﬁed form of the algorithm is fully stated below.
Modiﬁed Algorithm for ﬁnding the linear relations over C on the entries of 
(1) Initialize α to (0, 0, . . . , 0), A to be empty, and B, the running basis ofRA, to be empty.
(2) If α = 0 set ηα to be φ. Else choose j so that α − ej is inNm and greatest according to≺ and set
ηα to be Djηα−ej reduced by the rows ηβ for β ∈ A (and normalized according to any speciﬁed
normalization scheme).
(3) If ηα /= 0, then set A to A ∪ {α} and add ηα to the basis B.
(4) Set β to be the least element greater than α, according to≺, such that A ∪ {β} is Young-like and
has cardinality no greater than N. If such a β exists, then set α to β and go back to step 2, else
continue to step 5.
(5) Set Y to A, and calculate a reduced basis (overM) forNY = spanMB⊥. This yields a basis (over
C) for the linear relations on the entries of φ.
Since a reduced rowηα′ will have certain entries known to be zero (and possibly a entry normalized
to one, depending on what normalization technique is selected), we will know a priori that certain
entries inDα−α′ηα′ will be zero. So this decreases the number of entries requiring differentiation, plus
it removes someof the subsequent rowoperations thatwould be normally needed. Thus this decreases
both the number of differentiations as well as the number of operations arising from reduction.
For instance, if we are using lex order and α = (α1,α2, . . . ,αm) ∈ Y , then ηα will only be used
to reduce at most m subsequent rows, namely those corresponding to β1,β2, . . . ,βm where βj =
(α1, . . . ,αj−1,αj + 1, 0, . . . , 0). Thus the number of operations used in row reduction for step 2would
beboundedbya constant timesm(N − 1) + m(N − 2) + · · · + m(N − |Y |), thus atmost on theorder
of mN · |Y |, which is a factor of N better than the original case. (The number of symbolic operations
for step 5 would be on the order of (N − |Y |)|Y |2.)
However we should qualify some of these gains by noting that the running time (and other more
machine-based measures of complexity) for symbolic operations depends signiﬁcantly on the com-
plexity of the expressions involved. If little orno intermediate simpliﬁcationoccurs, then interchanging
differentiations and reduction might only reshufﬂe the work into fewer symbolic operations on more
complicated expressions. To illustrate this, we consider two examples. (For simplicity we consider the
case of a single derivation, using prime notation to denote differentiation.)
Example 1. Let φ = [f1 f2 . . . fN]where no common factors exist pairwise among fj . The normalized
form
[
1
f2
f1
. . . fN
f1
]
exhibits no cancellation and its derivative would be
[
0
f ′2f1−f2f ′1
f 21
. . .
f ′Nf1−fN f ′1
f 21
]
,
which still requires the separate differentiation of f1, f2, . . . , fN . In fact, performing this naively would
involve the repeated calculation of f ′1, though amore sophisticated approach could avoid recalculation
by storing and referencing f ′1 as an intermediate result. For comparison, a typeof fraction-free reduction
would produce f1φ1 − f ′1φ =
[
0 f ′2f1 − f2f ′1 . . . f ′Nf1 − fNf ′1
]
.
Example 2. Consider the case φ = [f1 f2 f3] where the functions bear no differential relations
of any sort (i.e. they comprise a family of differential indeterminates). Then executing the modiﬁed
algorithm using ﬂag-preserving, fraction-free reduction (in the style of the Bareiss Algorithm) gives
that η1 = [0 f1f ′2 − f ′1f2 f1f ′3 − f ′1f3 ], and η2 = [0 0 G]where
G = (f1f
′
2 − f ′1f2)(f1f ′′3 − f ′′1 f3) − (f1f ′′2 − f ′′1 f2)(f1f ′3 − f ′1f3)
f1
(1.7)
= f1
[
f ′2f ′′3 − f ′′2 f ′3
]
+ f ′1
[
f ′′2 f3 − f2f ′′3
]
+ f ′′1
[
f2f
′
3 − f ′2f3
]
, (1.8)
which is the expression for the Wronskian of φ.
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However a noteworthy feature of NY , and thus a feature of RY too, is that any reduced basis will
be constant. So this means that simpliﬁcation must occur eventually, though it is not yet clear to what
degree this would be realized within intermediate calculations.
2. Marginal set deﬁnition and bounds
In this section we demonstrate an explicit equation for the maximum size of the marginal set BY
in terms of the size of Y , and prove the related bound given by Proposition 1.2.
For a given positive integer m, any non-negative number N can be written uniquely as a sum of
decreasing binomial coefﬁcients of the form
N =
m∑
j=p
(
nj
j
)
=
(
nm
m
)
+
(
nm−1
m − 1
)
+ · · · +
(
np
p
)
, (2.1)
where nm > nm−1 > · · · > np  p 1. (One uses the empty sum to represent N = 0.) The existence
and uniqueness of such an expansion has been previously noted. (See [5, p. 144].) Using the no-
tation of Macaulay [7], we deﬁne [a]n =
(
a + n − 1
n
)
and we set [am, am−1, . . . , ap]m = [am]m +
[am−1]m−1 + · · · + [ap]p. (The expression [0]j is understood to be zero.) Thus the previous expansion
(2.1) can be rephrased in a more notationally compact form as
N =
m∑
j=p
[aj]j = [am, am−1, . . . , ap]m, (2.2)
where am  am−1  · · · ap  1 and p 1. We refer to (2.2) as the (proper) decreasing binomial coef-
ﬁcient expansion basem for N.
Remark 1. If weweaken these constraints by permitting p = 0 or ap = ap+1 + 1, thenwe call the ex-
pansionnearly proper. Pascal’s Rule naturally leads to the identities [a]j = [a − 1]j + [a]j−1 and [a]j =[a − 1]j + [a − 1]j−1 + · · · + [a − 1]1 + [1]0, which allow simple conversion between proper and
nearly proper forms in manner akin to “borrowing” in normal arithmetic. e.g. [4, 3]3 = [4, 2, 3]3 =[4, 2, 2, 1]3 which can be compared to saying 7 · 102 = 6 · 102 + 10 · 101 = 6 · 102 + 9 · 101 + 10 ·
100 in decimal expansion. Of course, nearly proper expansions are not unique.
Given N = [am, am−1, . . . , ap]m in proper form, we deﬁne
Qm(N) = [am + 1, am−1 + 1, . . . , ap + 1]m (2.3)
and Qm(0) = 0. (This function Qm was introduced and analyzed within Macaulay’s work [7].)
Let L be the least integer such that N [L]m, and note that [L]m − N [L]m − [L − 1]m − 1 = [L −
1]m−1 + [L − 1]m−2 + · · · + [L − 1]1. Thus any non-negative integer N can be uniquely expressed
via an expansion of the form
N = [L]m − [am−1, am−2, . . . , ap]m−1, (2.4)
where L > am−1  am−2  · · · ap  1 and p 1. For positive N in the form of (2.4) we deﬁne
ψm(N) = [L + 1]m−1 − [am−1 + 1, am−2 + 1, . . . , ap + 1]m−2, (2.5)
and we deﬁne ψm(0) = 1. (As an example for illustration’s sake, consider N = 62. This is contained
between [4]4 = 35 and [5]4 = 70, and N is speciﬁcally expressible (in the form of (2.4)) as [5]4 −[2, 2, 1]3 form = 4. Thusψ4(62) = [6]3 − [3]2 − [3]1 − [2]0 = 56 − 6 − 3 − 1 = 46. For compar-
ison, ψ4(61) = [6]3 − [3]2 − [3]1 − [3]0 = 46 and ψ4(63) = [6]3 − [3]2 − [3]1 = 47.)
That this deﬁnition of ψm agrees with our deﬁnition stated earlier in (1.2) is established by the
following.
Theorem 2.1. Let Y be a Young-like set in Nm of size N and let BY be its marginal set. Then ψm(N) (as
deﬁned in (2.5)) is greater than or equal to |BY |, with equality occurring for at least one Young-like set Y
of size N.
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Before providing a proof of this theorem, we point out an equivalent commutative algebra refor-
mulation. Consider a monomial ideal I in a polynomial ring F[x1, x2, . . . , xm] such that the quotient
F[x1, x2, . . . , xm]/I is a ﬁnite dimensional vector space. The collection of monomials xα contained in
the ideal’s complement F[x1, x2, . . . , xm]\I form a basis for F[x1, x2, . . . , xm]/I, and their exponents α
form a Young-like set Y . The collection of exponents for the minimal set of generators for I correspond
to the marginal set BY . Thus this theorem is equivalent to the following.
Corollary 2.2. Given a monomial ideal I in a polynomial ring F[x1, x2, . . . , xm] for some ﬁeld F such that
F[x1, x2, . . . , xm]/I is an N-dimensional vector space. Then the minimal number of monomial generators
for I is less than or equal to ψm(N) with equality occurring for some I.
Proof of Theorem 2.1. LetY be aYoung-like set such that |Y | = N anddeﬁneH	 = |{α ∈ Y ||α| = 	}|,
D	 = |{α ∈ Nm\Y ||α| = 	}|, andG	 = |{α ∈ BY ||α| = 	}|. Observe thatD	 + H	 = [	 + 1]m−1 and
so
N =
K∑
	=0
H	 = [K + 1]m −
K∑
	=0
D	 (2.6)
and |BY | = ∑K	=0 G	 for some suitably large K , say N + 1. Moreover it holds that D	 Qm−1(D	−1)
and that G	 D	 − Qm−1(D	−1) for 	 1 (in light of [7]). Consequentially,
|BY |[K + 1]m − N −
K−1∑
	=0
Qm−1(D	). (2.7)
Consider the following discrete optimization problem on variables D0, D1, . . . , DK .
Minimize
K−1∑
	=0
Qm−1(D	) (2.8)
subject to
K∑
	=0
D	 = [K + 1]m − N
and
0D0  1, Qm−1(D	−1)D	 [	 + 1]m−1 for 	 1
Let L denote the least non-negative integer such that N [L]m. We claim that the minimum occurs
whenD	 = 0 for 	 < L − 1,DL−1 = [L]m − N andD	 = [	 + 1]m−1 for 	 L. Suppose for the sake of
contradiction that one can ﬁnd a better choice of D	 such that there exist two distinct values of 	 such
that 0 < D	 < [	 + 1]m−1. Deﬁne the least such value of 	 to be 	1 and the greatest such to be 	2. Let
s = min(D	1 , [	2 + 1]m−1 − D	2). IncreasingD	2 by s and decreasingD	1 by s preserves the necessary
constraints. Lemma I of [7] shows that Qm−1(D	2 + s) − Qm−1(D	2)Qm−1(D	1) − Qm−1(D	1 − s),
thus
∑K−1
	=0 Qm−1(D	) is not increased by this action. Repeating this operation as necessary shows that
our claim is valid.
If we suppose that N is expressed with the decomposition given in (2.4), then this shows that∑K−1
	=0 Qm−1(D	)hasaminimumvalueofQm−1([am−1, am−2, . . . , a1]m−1) +
∑K
	=L Qm−1([	 + 1]m−1)
which equals [am−1 + 1, am−2 + 1, . . . , a1 + 1]m−1 + [K + 1]m − [L + 1]m. Thus |BY |[L + 1]m −
N − [am−1 + 1, am−2 + 1, . . . , a1 + 1]m−1 = ψm(N).
To show that the bound is sharp, consider the Young-like set Y comprised of the least N ele-
ments of Nm under a degree-lexicographical order, say with x1 > x2 > · · · > xm. Let B be the next
ψm(N) elements of N
m, which consists of [am−1, am−2, . . . , a1]m−1 elements of degree L − 1 and[L + 1]m−1 − Qm−1([am−1, am−2, . . . , a1]m−1) elements of degree L. For the collection of monomials{xα}α∈B, Macaulay’s work [7] shows that none of those of degree L are multiples of those of degree
L − 1. Thus B ⊆ BY . 
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Now we proceed to prove that hm serves as an upper bound of ψm.
Proof of Proposition 1.2. Observe that Qp−1([r]p−1) a+pa+1 [r]p−1for 0 r  a + 1. This observation,
plus a suitable induction argument based onm, can be used to show that
Qm([am, . . . , ap]m + t) − Qm([am, . . . , ap]m) = Qp−1(t) ap + p
ap + 1 t (2.9)
for any t such that 0 t [ap + 1]p−1(with equality only when t = 0 or t = [ap + 1]p−1). As a conse-
quence, the graphofψm lies onor below the chordal lines connecting thepoints ([L]m, [L + 1]m−1) and
([L + 1]m, [L + 2]m−1) for L 0. Since the graph of hm passes through these points, the proposition
will follow once we establish that hm is concave down.
The graph of y = hm(x) for x 0 is equivalent to the parametric curve (x, y) = (fm(t), fm−1(t))
for t m − 1. Calculating derivatives parametrically and using that fm(t) = t−m+1m fm−1(t), we obtain
that
d2y
dx2
= f
′′
m−1(t)f ′m(t) − f ′m−1(t)f ′′m(t)
(f ′m(t))3
= f
′′
m−1(t)fm−1(t) − 2f ′m−1(t)f ′m−1(t)
m(f ′m(t))3
, (2.10)
the denominator of which is positive for t m − 1. For the case m = 2, we ﬁnd that 2f ′1(t)2 −
f1(t)f
′′
1 (t) = 2 > 0. Form 3, a careful calculation shows that
((m − 1)!)2
[
2f ′m−1(t)2 − fm−1(t)f ′′m−1(t)
]
= 2 ∑
0 i<jm−2
⎡
⎣
⎛
⎝ ∏
0 km−2,k /=i,j
(t − k)2
⎞
⎠ (t − i)(t − j)
⎤
⎦
+ 2 ∑
0 im−2
⎡
⎣ ∏
0 km−2,k /=i
(t − k)2
⎤
⎦ , (2.11)
which is positive for t m − 2. Thus the graph of hm(x) is concave down for x 0.
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