In this paper, robust and stable scheduling for a flexible job-shop problem with random machine breakdowns has been discussed. A two-stage genetic algorithm is used to generate the predictive schedule. The first stage optimises the primary objective, which minimises the makespan, where all data is considered to be deterministic with no expected disruptions. The second stage optimises two objectives, makespan and stability, function in the presence of random machine breakdowns. For the second stage two different versions of multi-objective genetic algorithm, non-dominated sorting genetic algorithm II and non-dominated ranking genetic algorithm, is used. A simulator is proposed to simulate random machine breakdowns. An experimental study and analysis of variance is conducted to study the results of each multi-objective algorithm and breakdown simulator. The results of their comparison indicate that, non-dominated ranking genetic algorithm (NRGA) performs better and also shows a significant difference between various repair times in the proposed breakdown simulator.
Introduction
General of job shop scheduling problems has been studied for more than 50 years (Faccio et al., 2015) . Job-shop scheduling problem (JSP), help to allocate the given jobs to the machines over time (Pongchairerks, 2016) . Recently job shop scheduling focus of a significant amount of research approaches are formulated and designed to address the static job shop scheduling problem (Kundakc and Kulak, 2016) . The classical JSP is a combinatorial optimisation problem, which is among the most complicated problems in the scheduling area. The JSP has been proven to be NP-hard (Zhang et al., 2008) .Flexible job-shop scheduling problem (FJSP) is a generalised model of the classical JSP. It takes shape when alternative production routing is allowed in the classical job-shop (Al-Hinai and ElMekkawy, 2011) . The FJSP is a general form of the classical job-shop scheduling in which industrial operations are executed on a set of flexible machines (Mokhtari and Hasani, 2017) FJSP is NP-hard due to: a assignment decisions of operations to a subset of machines b sequencing decisions of operations on each machine (Tay and Wibowo, 2004) .
Job-shop scheduling, generally can be categorised into two main categories, static or deterministic (offline) scheduling and dynamic (online) scheduling. Previous approaches to scheduling in the presence of disruptions can be broadly classified into two groups (Liu et al., 2007a) .One group offers, a completely reactive job dispatching scheduling, and the second group proposes control strategies to achieve system recovery from disruptions with the consideration of an initial schedule. The main difference between the two is the absence of any advance schedule in the first group, but the second group uses a primary schedule called pre-schedule or predictive schedule which optimises a certain measure when facing some unforeseen disruption in the system. During the past decades many studies were conducted with the assumption that all parameters are known beforehand. However, in real-world manufacturing systems, schedules are faced with unforeseen or random interruptions like resource shortages and machine breakdowns; this type of hypothesis does not replicate the real-world's problems' stochastic and unanticipated nature and could lead to a tainted system performance after releasing it to the shop floor. As a result, producing schedules that can handle uncertainties caused by unpredicted and arbitrary disruptions become the main anxiety in this field.
The current research work addresses solving the deterministic FJSP using evolutionary algorithm and then by modifying the method, a robust and stable schedule for the FJSP with the presence of disruptions in the form of machine breakdown is obtained. A two stage genetic algorithm (GA) is proposed to find a predictive schedule that minimises the effect of machine breakdowns in the overall performance to preserve the makespan and sequencing schedule to impose lesser costs to the system which eventually increases schedule's stability and robustness. This is achieved by considering the robustness and stability as a bi-objective function in the second stage of proposed algorithm. The algorithm's first stage is designed to solve single-objective FJSP in a situation where all parameters are deterministic with the objective of minimising the makespan. In the second stage, multi-objective GA optimises a two objective function including minimising makespan and the mentioned bi-objective function in order to find robust and stable schedules to face the random machine breakdowns, produced by a simulator. Furthermore, both non-dominated sorting genetic algorithm II (NSGA-II) and non-dominated ranking genetic algorithm (NRGA) were used in the second stage to consider and compare the results. Finally, to determine the performance of the obtained schedules by both algorithms, T-test, confidence interval and analysis of variance (ANOVA) were conducted on a number of benchmark problems.
Section 2 of this paper presents the literature review and Section 3 describes the flexible job-shop scheduling problem's formulation. In Section 4, the proposed algorithms and machine breakdown simulator are illustrated. Section 5, contains experimental design and comparison between the used multi-objective algorithms and finally, a concluding summery and directions for future work is covered in Section 6.
Literature review
There are many different studies in the scheduling field, mostly considering uncertain condition in single machine environment. The following is a brief survey of stochastic scheduling and also finding robust or stable schedule.
A measure of robustness based on slack-time for analysing the effect of machine breakdowns and processing-time variability on the quality of the classical job-shop schedules was proposed by Leon et al. (1994) . Some studies such as Mehta and Uzsoy (1998) have shown that inserting appropriate idle time is effective in handling disruptions. However, using this method has two difficulties (Al-Hinai and ElMekkawy, 2011):
1 finding appropriate locations of inserting those idle times 2 deciding about the amount of inserted idle times. Brunn (1999, 2000) used the rolling time approach to investigate the robustness of schedules. Jensen (2001 Jensen ( , 2003 improved robustness and flexibility of the job-shop schedules with minimising maximum tardiness, summed tardiness, total flow-time and makespan measures and also could define a neighbourhood robustness measure by using GA developed in Mattfeld (1996) . Sevaux and Sörensen (2004) found a robust solution for single machine scheduling problem with stochastic release dates of jobs by using a modified GA. Cowling et al. (2004) produced a robust predictive/reactive schedule using a previously proposed multi-agent architecture with two measures of stability and utility. Policella et al. (2004 Policella et al. ( , 2005 worked on a two-stage approach to generate a robust flexible partial order schedule. Liu et al. (2007b) considered and produced a robust and stable schedule for single machine shops subjected to machine breakdowns. Chtourou and Haouari (2008) proposed a two-stage algorithm to produce robust resource-constrained project scheduling, subjected to unpredictable increase in processing times. Zandieh and Gholami (2009) studied hybrid flow shop scheduling problems in which there were sequence-dependent setup times with stochastic machine breakdowns. Al-Hinai and ElMekkawy (2011) proposed a two stage hybrid GA to find a robust and stable schedule for flexible job-shop environment with random machine breakdowns. They assumed four levels for machine breakdowns and the second stage of their algorithm optimises a bi-objective measure of performance where the weighted sum is used to form a scalar objective function. Finally Xiong et al. (2012) presented a multi-objective evolutionary algorithm to find robust schedules for flexible job-shop problems with random machine breakdowns. They assumed that some information about the uncertainty of machine breakdowns is available in advance. Similar to machine breakdown generation method presented in Al-Hinai and ElMekkawy (2011) all possible breakdowns are aggregated as one breakdown in their work. As far as we know and in spite of FJSP's multi-objective nature when makespan, robustness and stability are simultaneously considered, the multi-objective approaches for stochastic FJSP (S-FJSP) are seldom reported in the literature. Usually, the objectives are combined, and the problem is solved as a single-objective problem such as the one described by Al-Hinai and ElMekkawy (2011) . Also in most existing studies, all possible breakdowns are aggregated as one breakdown such as Al-Hinai and ElMekkawy (2011) and Xiong et al. (2012) . Karimi Nasab et al. (2012) proposed a paper about working time evaluation in assembly lines. In this paper introduces the effects of deterioration in assembly lines is introduced that to minimise the working time of a product in a cycle of assembly, mathematical model is developed and the GA is proposed. Finally, several examples are solved and the results showed that the deterioration simultaneously will affect working time and cycle time. Kumar Acharya et al. (2013) presented a model for estimating Maximum likelihood in an M/M/c queue. The proposed model can be applied in a variety of systems such as banking, production systems, or taxi station. Pongchairerks (2014) presents variable neighbourhood search (VNS) algorithms for JSPs. In this paper, neighbourhood structures of the VNS algorithm are found. The performances of proposed VNS algorithms are compared to several algorithms, i.e., ACO, PSO and VNS algorithms that are explained in previous literature. Tavan and Sajadi (2015) proposed a paper about determination of production rate in NFPMS.
1 Because of complexity and uncertainly of these systems, ARENA software is used for simulation optimisation. Then design of experiment with Taguchi test for choosing the best answer of production rate is done. Kurdi (2016) presents a new GA model for solveing the job shop scheduling problem with the minimising the makespan. 52 benchmark instances is tested with proposed model with the proposed evolution model and compared with other algorithms in literature review. Results show the sufficiency of the new algorithm over the others in terms of effectiveness. Zandieh et al. (2017) presented a paper a bout integrated production scheduling and maintenance planning in a hybrid flow shop system: a multi-objective approach. This paper related to a flowshop system with sequencedependent setup times. The goals of this paper are Minimising time of production and minimising repair time of machines. Two meta-heuristics have been developed for the research problem. Malekpour et al. (2016) presented a model for optimising the production rate of NFPMS with perishable items using simulation and the Tagouchi method. The goal of this paper finding the optimum production rate based on hedging point policy (HPP) that it leads to average costs of systems saving. Because of uncertainty, discrete-event simulation with ARENA is used. Taguchi method is utilised for determining the optimal values of decision variables. The results show the efficiency of the proposed approach. Although, using this kind of approaches for solving the mentioned problem may result in unreal solutions. It is undeniable that in real world's problems, unpredictable interruptions such as machine breakdowns is a common threaten in shop floors so in order to achieve a realistic result for our scheduling problem, it's stochastic nature should be preserved by using a stochastic mechanism for machine breakdowns which there is almost no evidence of this stochastic breakdowns in the former researches unlike the present paper focused on.
In this study, we consider flexible job shop scheduling problem with random machine breakdowns using a simulator for simulating random machine breakdowns in order to maintain the problem's stochastic feature. The way of calculating simulator variables on one hand and duplicating the computation of the simulator a number of times (NB = 5) for each sequence when all the features of the problem stay put on the other hand, is also help to preserve the stochastic nature of the problems. Then again, to have a more robust and stable schedule which is the one that imposes less cost and time to the system facing with interruptions, -which innately have conflicting nature-applying a multi-objective function instead of a single objective one -which is common in the literature-handed a better and more real result. Also the used multi-objective algorithm containing minimising makespan and minimising the delay function as robustness measure -which is calculate by using deterministic and actual makespan -in Xiong et al. (2012) , is different from our objectives, robustness and stability measure. Therefore, the goal is to achieve robust and stable predictive schedule for the FJSP in the presence of random machine breakdowns.
There are different definitions about robustness of a schedule in the existing literatures but mainly they are classified into two categories, solution quality approach such as, preservation of makespan in Leon et al. (1994) and Jensen (2003) and execution-oriented quality approach as in Wu (1998a, 1998b) and Policella et al. (2004) . For schedule's stability also there are several approaches such as "a schedule expected to perform well when facing disruptions and when using rescheduling method rather than right-shifting" in Jensen (2001) or "having a very small deviation neither in time nor in sequence between the predicted schedule and the realised schedule" in Gören (2002) and Wu et al. (1993) . This paper uses robustness and stability measure introduced by Al-Hinai and ElMekkawy (2011). Also for producing random machine breakdowns, a machine breakdown simulator, which we believe to have been used for the first time in stochastic FJSP studies. The proposed methodology is based on a multi-objective GA. The used measures are covered in Section 4.
Problem description
FJSP is the generalised model of classical JSP and it forms when alternative production routing of operation is allowed in the classical job-shop. Consequently, FJSP is strongly NP-hard due to: a assignment decisions of operations to a subset of machines.
b sequencing decisions of operations on each machine (Tay and Wibowo, 2004 ).
Since FJSP is NP-hard, allowing stochastic data and uncertainties such as random machine breakdown, makes it more complicated. There are some variables and hypotheses for formulating deterministic FJSP as follows:
Every one of the jobs is ready to start at time zero. The setup time of any operation sequence independent and included in its processing time.
An ongoing operation cannot be interrupted (non-preemption condition).
Every machine can process at most one operation at any time (resource constraints).
The priority limitations of the operations in a job can be defined for any pair of operations. That is, there are precedence constraints among the operations of the same job.
The goal of this paper is to find a job shop schedule for minimising the value of makespan. For achieve to this aim, in this paper is used of GA that is as limitation of performing the current research.
In the real manufacturing environment, disruptions and unforeseen incidents are inevitable. Thus, a schedule based on deterministic information of having perfect data of all problems' parameters is not viable and may lead to poor performance (Al-Hinai and ElMekkawy, 2011) . In this paper, we assume that machines are not available at all times, and are subject to stochastic breakdowns.
Processing is assumed to be resumable after a breakdown occurs (the job continues processing after the repair, without loss in time or penalty for resumption). The interval between every two breakdown occurrences is considered to follow an exponential distribution; with mean time between failures (MTBF) (the number of breakdowns follows a Poisson counting process). Furthermore, the repair times follow an exponential distribution, with mean time to repair (MTTR). Because of uncertaintly and complexity of flexible job-shop systems, mathematical methods cannot solve the models; so we have to use huristic or meta-huristics algorithms as search engine that directs us to the target. The detail of simulator algorithm is covered in Section 4.
Conceptual model is described as follow: 
Framework of the two-stage GA
This paper solves FJSP in the presence of random machine breakdowns using two stages GA with common GA parameters in both stages. In the first stage a GA by optimising the primary objective function, which is minimising makespan assuming deterministic problem parameters where no disruption are to occur, produces predictive schedule. The initial population for the first stage is produced by generating random permutation of the operation's progressive number and then randomly assigning them to appropriate machines and also simultaneously checking the chromosome's feasibility. The operations' start time, finish time and processing time will be determined afterward in decoding space. Subsequent to a certain number of generations, the algorithm switches to the second phase. For both used multi-objective algorithms in this paper (NSGA-II and NRGA), the first stage is the same. Indeed the primary population of these two algorithms is created in the first stage by the above described GA. The second phase commences by taking the final populace generated in the first phase as its initial population. The second phase's steps are as follow:
Run the breakdown simulator for all population members (pop_size).
Sort the population according to multi-objective algorithms criterion.
Apply GA operators.
Merge populations and form new population.
The most significant and widespread objectives in papers are being addressed as deterministic FJSP, is minimising makespan of the schedules. However, schedules that are developed based on minimum makespan are not only very short, but also very dense and compact (Al-Hinai and ElMekkawy, 2011). Hence, minimum makespan schedules tend to be responsive to uncertainties. Dooley and Mahmoodi (1992) relates robustness of a schedule to its good performance under different operational environments including dynamic and uncertain conditions, but since minimising makespan is the main objective for FJSP, the makespan degradation in the presence of disruptions, could be a suitable measure for considering the schedule's robustness. The current work relates the robustness of a schedule to its degree of makespan degradation under disruptions-solution quality approach-and considers it to be stable when its sum of absolute deviations of operation completion times from the realised schedule is small, presented in Al-Hinai and ElMekkawy (2011).
As for the commonalities between stability and robustness, 1 Most if not all communities would agree both concepts are defined for specified features of a given system, with specified perturbations being applied to the system. It makes no sense to speak of a system being either stable or robust without first specifying both the feature and the perturbations of interest.
2 Both stability and robustness are concerned with the persistence, or lack thereof, of the specified features under the specified perturbations. Persistence therefore can be seen as evidence of either stability or robustness (Jen, 2002) . Jen (2002) stated that in its weakest form, the argument for robustness as different from stability can be stated as follows: Robustness is an approach to feature persistence in systems for which we do not have the mathematical tools to use the approaches of stability theory. The problem could in some cases be reformulated as one of stability theory, but only in a formal sense that would bring little in the way of new insight or control methodologies.
According to above and all robustness and stability descriptions in the literature, a schedule is called robust and stable depending on how it was designed to adapt to changes and unforeseen future events in both aspect of cost and time which are two conflicting objective. So, in order to optimising these two conflicting objectives in this paper which are robustness and stability through Z 1 and Z 2 and to achieve a more real result, using a multi-objective algorithm seems to be a necessity.
The used objective functions to guide the multi-objective GA search procedure represented as follows:
where MS R is the realised schedule makespan, P and R respectively are for predicted and realised schedule makespan, and CO ij is the predicted completion time of operation j of job i.
Chromosome encoding and decoding
An appropriate chromosome representation has a great influence on the used GA's accomplishment. Dissimilar chromosome representations are used in JSP and FJSP literature but it can be concluded from Cheng et al. (1996) and Mattfeld (1996) and others that, the search space of an operation-based representation covers the whole solution space and any variation of operators can match up to a viable schedule. Hence, the current work uses a permutation-based chromosome representation used in Kacem et al. (2002a Kacem et al. ( , 2002b , Kacem (2003) and Chan et al. (2006) . The used chromosome is a string consisting of triples (k, i, j) for each operation, where:
k is machine assigned to the operation i is current job number j is the progressive number of that operation within job i.
Representation of chromosome concurrently contains operations' sequencing and machine task information, reduces the memory usage. Furthermore, by using some appropriate genetic operators, as well as having less architectural intricacy in GA and forming no infeasible chromosome, creates a likelihood of having optional routing for the problem, only by changing the index k. Moreover, this chromosome representation is usable for both total FJSP (T-FJSP) and partial FJSP (P-FJSP). The length of the chromosome is equal to the total number of operations to be scheduled. Figure 2 (a) shows a sample encoding of a chromosome for FJSP with three machines according to the processing times given in Table 1 and Figure 2 (b) shows an alternative routing by changing the first gene (221) with assigning operation 1 of job 2 to the machine 1. Chromosome decoding is also an important issue to minimise the solution space. This work uses a decoding process which produced active schedules. Since for regular performance measures, an optimal solution exists within the set of active schedules -for detail information, readers are referred to French (1982) and Pinedo (2002) -this decoding process raises the optimal solution's accessibility. Individual's selection for genetic operators is an important part of GA. In this research for crossover, roulette wheel selection and for mutation random selection is used. To prevent loss of the genetic information of the current best chromosome during the evolution, a certain percent of the best individuals in each generation transmitted to the next generation.
The genetic operators are specially designed for the proposed chromosome representation to avoid creation of invisible chromosomes. A modified Precedence preserving order-based crossover (POC) (Kacem et al., 2002a) uses to prevent child's symmetric behaviour to parents. Modified position based mutation (PBM) (Mattfeld, 1996) to avoid producing infeasible chromosomes and machine based mutation (MBM) are used here. Where after subscribing the chromosome to POC, PBM is applied by randomly selecting an operation within the chromosome and reinserting it at another position without violating the technological constraints. Figure 3 and Figure 4 exemplifies crossover and mutation procedure for two randomly created chromosomes representing the 3 × 3 problem.
Multi-objective algorithms
Since two proposed multi-objective algorithm search and work based on Pareto solution sets (Pareto fronts), to compare their results, examining some evaluation measure is unavoidable. Some of the multi-objective algorithm's evaluation metrics used in this work are as follow: (2), this measure calculates Pareto solutions' distance to origin of coordinates and the lower MID represents the higher algorithm efficiency. 
Mean ideal distance (MID): as defined in equation
Diversity (D): this metric which proposed by Zitzler (1999) measures the maximum extent in each dimension to estimate the range to which the non-dominated set respectively front spreads out. In the case of two objectives, this represents the distance of the two outer solutions. Equation (3) presents the metric. Obviously, algorithm with the higher D value is better.
Spacing (S): as defined in equation (4), this metric which proposed by Schott (1995) measures the diversity by the standard deviation of minimal distance from each point in the Pareto-optimal set to other points. 
The lower value of S represents the higher diversity of algorithm.
Machine breakdown algorithm
Since machine breakdown occurs, a simulator is required to stop operations' processing because of machine breakdown. Before explaining the breakdown algorithm, it is necessary to note the following points:
After each breakdown occurrence, it is required to calculate the repair time.
The important point is to save the life time of each machine, i.e., the time that has been devoted to the machine from the last breakdown event.
Given that a breakdown takes place while a job is being processed, the life time of a machine at a certain time is defined as the total processing times of the jobs that the machine has completed from the last breakdown incident up to that time. In addition, neither in operative times nor setup times is taken into account as the life times of machines.
The repair time is added to the completion time of the considered job j.
Because of the actuality that the problem has a probabilistic nature, it is vital to duplicate the computation of the simulator a number of times for each sequence when all the features of the problem stay put.
The mean of the makespan and stability measure obtained in each repeat of breakdown algorithm for each chromosome considered as the fitness value of each entrance schedule.
Future events list (FEL) indicates a set of variables, each of which represents the breakdown time of a machine after it begins processing. The FEL quantifies indiscriminately with an exponential allocation. For each machine, after a breakdown event takes place, the FEL is allocated again. In other words, FEL denotes the gap between every two breakdown events that is a unique value for each machine. That means there is not any fixed or pre-set number of processed jobs on a machine, for occurring a breakdown on that machine or there is no concern that in order to have a machine breakdown, the processing time should be so long.
Life stands for a set of variables, each of which corresponds to the life time of a machine.
When a machine breaks down, its life variable will be set to zero; this is because of the memory less property of the exponential distribution. Holthaus (1999) showed that A g which denotes the breakdown level of the shop or the percentage of time that the machines have failures, evaluates as A g = MTTR / (MTBF + MTTR). Also in Holthaus (1999) the values chosen for MTTR correspond to 0.1 , and 5 , P P P where P shows the mean total processing time of a job. For instance, for A g = 0.05 and MTTR = 4 time units, follows MTBF = MTTR / -MTTR = 125 / 0.05 -125 = 2,375. Thus, on an average of 2,375 time units a machine is available and then breaks down with a MTTR of 125 time units. In this paper, three level of breakdown are assumed for the shop which are 0.05, 0.1 and 0.15.So by calculating P and having A g values MTBF is determined. The fact that in this paper all machines have the same mean values for MTTR and A g according to what Holthaus (1999) showed, does not lead to unrealistic condition. Since, just the level of MTTR which calculated according to P which is a unique value for each job and A g are common among them. That is, the calculated value of MTTR and consequently MTBF (according to MTTR and A g ) for each machine depends on the mean total processing time of a processing job on that machine which necessarily is not similar to others.
The simulator algorithm used in the multi-objective GA has the following steps for each chromosome:
Step1 Unsystematically initialise FEL with some numbers from an exponential distribution and MTBF correspond to the mean value.
FEL (machine) = exp rand (MTBF), for all machines.
Step2 Add the processing time of operation j of job i assigned to machine k, to its life variable.
( ) ( ) process time ( , ).

Life k Life k i j
Step3 If (Life(k) > FEL(k)).
Go to step 4.
Else
Go to step 7.
End If.
Step4 Therefore a breakdown takes place and the following steps should be executed: a Produce an exponential arbitrary number as the repair time, where MTTR match up to the mean value, i.e., Repair time = exp -rand (MTTR). b Add the repairing time to the job's completion time, i.e. Step5 If the steps 1 to 4 were done for all gene of all chromosomes calculate the mean value of makespan and stability measure for that chromosome Else Go to step 1.
Step6 Set each chromosome's objective function's value by the mean value of stability measure and makespan determined from NB times running the simulator algorithm.
Step7 Return to the main algorithm.
Experimental results
Benchmark problems
Since there are no standard benchmarks for stochastic flexible job scheduling, a deterministic FJSP Brandimart library benchmark (BR data) which is a set of experimental data proposed by Brandimarte (1993) with different sizes, varying between 10 × 6 and 20 × 15 named MK01-MK10 is used in this work. This library is selected because it covers different flexibility.
Parameter setting
The proposed algorithm is coded and executed by MATLAB (R2010) on a Core™ 2 Duo CPU 2.87 RAM. For the search model (NSGA-II and NRGA), the parameters which experimentally are tuned according to the performance of the deterministic GA (minimising MS min ) which also are common for both stages of both algorithms are listed as follows: population size 200, total number of generations for both stages (n generation) 1,500, crossover probability (Pc) 0.85, mutation probability (Pm) 0.01. Also 0.14 of each generation's best individuals is transmitted to the next generation (Elitism) and the algorithm switches to stage two after 100 generations. Finally for results' statistical analysis the commercial statistical software Minitab 14 is used.
A numerical example
In this section a clarifying example is defined to show the interaction between the two stages of algorithm. Let us set the parameters as below: population size 200, total number of generations for both stages (n generation) 1,500, crossover probability (Pc) 0.85, mutation probability (Pm) 0.01, A g 0.05, MTTR 0.1 * P. Also 0.14 of each generation's best individuals is transmitted to the next generation (Elitism) and the algorithm switches to stage two after 100 generations and MK01 of Brandimarte (1993) library is chose to solve.
In the first stage a GA tries to find schedules with the least makespan (optimised the schedules makespan) after 100 generations the population and is saved as the initial population (predictive schedule) for the second stage. This process is done two different times, once for NSGA-II and once for NRGA. The obtained results are shown in Table 2 .
Where Cmax defines the minimum makespan of the first stage (predictive schedule) and BCMAX shows the minimum makespan of realistic schedule (after breakdown) and M2 declares the obtained value for stability's measure.
Analysis of results
Three MTTR and A g level -see Section 4.4 -are used hence, there are nine different combinations and in order to draw more accurate responses for all test cases, the reported results are the mean of ten replications of each algorithm. Finally, the mean value of MID, D and S for all ten used test cases for each algorithm is calculated. Two used algorithm are statistically compared according to MTTR and A g 's different levels and mentioned multi-objective metrics by ANOVA and T-test. Table 3 presents the metrics value (average of obtained values for MK01-MK10) for each used algorithm and Table 4 shows the P-value of the T-test results from the experiments on NSGA-II and NRGA concerning multi-objective metrics. In this study, the testing population means differences are considered significant if the P-value is less than 0.05. The given T-test's P-values in Table 4 declare that two used multi-objective algorithm has significant difference. Details are provided in Section 4.3 and metric values are shown in Table 3 demonstrate that in all metrics NRGA presents better results than NSGA-II therefore NRGA could find more robust and stable schedule. The one-way ANOVA is performed for determining whether there are any significant differences between the means of three or more independent groups or not. In this paper, to test the effect of shop's different breakdown levels (A g ) and MTTR levels on algorithms performance, ANOVA is applied to each algorithm separately and on different multi-objective metrics. Table 5 shows P-value of the ANOVA results from the experiments. As can be seen in Table 5 , MTTR different level shave significant impact on both algorithms' performances, whereas the results report no significant impact of shop's different breakdown levels on algorithm's performance. Obviously, the lower MTTR gives a better chance of having more robust and stable schedule facing machine breakdowns. Although no significant impact of A g levels are reported on algorithm performance and schedules, yet increasing shop's breakdown level leads to reduction in schedules robustness and stability.
Conclusions and future works
In this paper two stage GA was used. In the first stage, a simple GA minimises the function of makespan for finding predictive schedule in flexible job-shop environment and deterministic situation with no interruptions. For the second stage two different multi-objective algorithms (NSGA-II and NRGA)was applied for determining robust and stable schedule with random disruptions which in this work is random machine breakdowns with minimising makespan and a bi-objective measure for schedules' robustness and stability as the algorithms' function. To achieve more real conditions, a breakdown simulator with three different levels for A g and MTTR is used. BR data is used for testing algorithms. The two multi-objective algorithm performances are compared, using some of the comparing metric in the existing literature. According to the experimental results, in all three used metric, NRGA presence were more robust and stable schedules than NSGA-II and MTTR, different levels have significant impact on algorithm's performance. Finally, for testing the effect of shop's different breakdown levels on algorithms efficiency, ANOVA is used to each algorithm and on different multi-objective metrics. The results shows MTTR different level has significant impact on both algorithms' performances. So, facing machine breakdowns, the lower MTTR is more robust and stable schedule.
Since flexible job-shop scheduling especially with regard to robustness and stability measures and also in the presence of disruptions is a potentially unlimited field for research, several aspects are of interest for future work. In future research, the uncertainty type can be used such as variations of processing times, arrival of new jobs and job cancellations. Although, other robustness and/or stability measures can be designed to develop schedules. Another way to extention of the model is changing the objective function and adding other objective functions such as minimising total tardiness, total flow time, etc. or adding constraints such as resource constraint, etc. Furthermore developing more efficient meta-heuristics for different size problems with different flexibility level and comparing their result with other meta-heuristics, can be used in other studies. GA is one of limitation on the implementation of the article. Also, due to the lack of a real example, a numerical example is used to evaluate the performance of the model and the designed algorithm. In this model, the cost of repairing machinery, transportation costs, human resources costs and other costs are not considered. 
