We study a customer choice model that captures purchasing behavior when there is a limit on the number of times that a customer will substitute among the offered products. Under this model, we assume each customer is characterized by a ranked preference list of products and, upon arrival, will purchase the highest ranking offered product. Since we restrict ourselves to settings in which customers consider a limited number of products, we assume that these rankings contain at most k products. We call this model the k-product nonparametric choice model. We focus on the assortment optimization problem under this choice model. In this problem, the retailer wants to find the revenue maximizing set of products to offer when the buying process of each customer is governed by the k-product nonparametric choice model. First, we show that the assortment problem is strongly NP-hard even for k = 2. Motivated by this result, we develop a linear programming-based randomized rounding algorithm that gives the best known approximation guarantee. We tighten the approximation guarantee further when each preference list contains at most two products and consider the case where there is a limit on the number of products that can be offered to the customers.
Introduction
The ability to accurately model customer demand is critical for any retailer since this model will guide everything from inventory decisions to pricing to promotion strategies. Traditionally, the demand for a product is assumed to be independent of the availability of other products. This assumption fails to capture a typical behavior of customers commonly referred to as substitution: the phenomenon when a customer chooses an alternative product when her most preferred product is not available for purchase due to stock-outs or deliberate inventory controls. When customers substitute, the demand for a particular product should be modeled as a function of the availability of all other substitutable alternatives. In the revenue management literature, models capturing substitution patterns are known as customer choice models. A customer choice model maps any assortment of products to the probability that each product in the assortment is purchased. There are a variety of customer choice models, each of which captures different aspects of typical customer substitution behavior. Choosing an appropriate choice model is often a difficult task for the retailer as there is a trade-off between model accuracy and tractability; the choice models that capture the most general forms of customer behavior are often those whose underlying parameters are difficult to estimate and whose corresponding assortment problems are difficult to solve. One customer choice model to gain attention recently is the nonparametric ranking-based choice model dating back to Mahajan and van Ryzin (2001a) and Mahajan and van Ryzin (2001b) . In the full nonparametric ranking-based choice model, each customer class is distinguished by an arrival probability and a unique ranking on a subset of products referred to as a preference list.
When presented with an assortment of products, a customer will purchase the highest ranking offered product in her preference list, and if there is no offered product in her preference list, then she leaves without making a purchase. As stated, this model places no restrictions on the set of potential preference lists, and hence, the number of customer classes grows exponentially in the number of products.
In contrast, we limit all preference lists to be of length at most k. We refer to this choice model as the k-product nonparametric choice model. By restricting the length of preference lists, we capture settings in which customers have small consideration sets, where the consideration set of a customer is simply the set of products they would ever consider purchasing. In other words, customers are only willing to substitute a limited number of times.
There are numerous papers in the marketing and revenue management literature that provide evidence for the existence of limited substitution in settings in which there is either a high-purchasing bias or a low cost of leaving the system. Lapersonne et al. (1995) study customers considering an automobile purchase and find that a large percentage of customers will only consider the brand of their previous car. This sort of customer behavior is also described in Hauser et al. (2009) , in which the authors emphasize that for frequently purchased products, customers often only consider a handful of brands. Further, Jeuland (1979) studies a purchasing bias which is referred to as short term brand loyalty or inertia in choice, which captures customers continuing to buy the products or brands they have previously purchased. Crompton and Ankomah (1993) study how travelers pick vacation destinations. They claim that in this setting "consideration sets have size at most four".
Finally, Meissner et al. (2013) and Talluri (2014) argue that customers have small consideration sets when purchasing airline tickets due to the fact that there are generally a limited number of itineraries that satisfy a given travelers ideal schedule.
Through the k-product nonparametric choice model, we directly capture the trade-off between higher modeling accuracy and tractability; as k increases we recapture the full nonparametric model but the associated estimation and optimization problems become harder. When k is reasonably small, we show that we can develop algorithms for the assortment problem that give good theoretical guarantees and perform well in practice. Further, we show that estimating the arrival probabilities for relatively small values of k is efficient.
Contributions. We first prove that the assortment optimization problem under the k-product nonparametric choice model is strongly NP-hard even when k = 2 and the set of preference lists is derived from a single ordering of the products, meaning that products can be indexed such that a product with a lower index is never ranked below a product with a higher index in any preference list. We show this result via a reduction from the vertex cover problem on cubic graphs.
Motivated by this hardness result, we focus on developing approximation algorithms for the assortment optimization problem under the k-product nonparametric choice model. This optimization problem can be formulated as an integer program with binary decision variables representing whether or not each product is offered. The algorithm that we present considers rounding the values of the optimal decision variables in the linear programming (LP) relaxation of this integer program. Specifically, we offer each product i independently with a probability that is increasing in its corresponding optimal decision variable value and decreasing in k. A worst-case analysis of our approximation algorithm gives a performance guarantee of 2(1 − 1 k ) k−1 ( 1 k ), which improves upon the previously best known guarantee given by Aouad, Farias, Levi and Segev (2015) by a factor of two. When k = 2, this yields a 1/2-approximation for the assortment optimization problem.
Further, for k = 3 or k = 4, the LP-based rounding algorithm has performance guarantees of 0.296 and 0.210, respectively. Using standard techniques, our LP-based rounding algorithm can easily be derandomized to produce a deterministic assortment.
For the case when k = 2, we are able to improve upon the performance of our LP-based rounding algorithm. In particular, we are able to reduce the assortment optimization problem under the 2-product nonparametric choice model to a maximum directed cut problem. This reduction yields a 0.874-approximation algorithm that rounds the optimal solution to a semidefinite programming relaxation of the problem. Further, when k = 2, we show how to modify our LP-based rounding algorithm to the capacitated version of the problem, in which the retailer can only offer a limited number of products.
In order to test the efficacy and practicality of our LP-based rounding algorithm, we run a series of computational experiments on a large collection of instances of the assortment problem under the k-product nonparametric choice model. We compute the optimality gap of the expected revenue of the assortment produced by the LP-based rounding performs by comparing this revenue to a tractable upper bound on the optimal expected revenue. We find that the average percent optimality gap never exceeds 1%, far exceeding the worst-case theoretical performance guarantees.
Further, we compare the performance of our LP-based rounding algorithm against the randomized approach of Aouad, Farias, Levi and Segev (2015) . We show that our LP-based rounding algorithm provides noticeable improvements over this other approach both in terms of average and worst-case performance over all test cases.
We conclude with another set of computational experiments that study the marginal benefit of fitting increasingly complex nonparametric choice models. We generate synthetic sales data from a nonparametric choice model that captures customers making purchasing decision from a set of vertically differentiated products, meaning the products can be ordered based on some quality metric. In generating this sales data, we vary the number of customer types, the degree to which customers obey the quality ranking, and the average length of the preference lists in the underlying customer population. We fit k-product nonparametric choice models for k ∈ {1, 2, 3, 4} to study the trade-off between the improved accuracy that results from increasing k and the computational effort required to fit these richer nonparametric choice models. We find that the k-product nonparametric choice model for small values of k captures the customer choice process even when, in reality, customers potentially substitute among a larger number of products.
Related Literature. To the best of our knowledge, the first paper to consider assortment optimization under a nonparametric model was Honhon et al. (2012) , which also considers a restricted set of potential preferences lists. They provide an optimal algorithm for the assortment problem when the products are nodes in a tree, and each potential preference list can be represented by a path in the tree starting or ending at the root node. This result is extended in Paul et al. (2016) , in which the authors work in a more general tree setting in which preference lists are still paths in a tree, but these paths can begin or end anywhere in the tree. Both of these papers solve the assortment optimization problem via dynamic programming methods that take advantage of the special structure of the potential set of preference lists.
Two other papers that study the assortment problem under the nonparametric choice model are Aouad, Farias, Levi and Segev (2015) and . The former proves various hardness results related to the assortment problem. Specifically, the authors prove that it is NP-hard to find a O(1/k 1−ε )-approximation algorithm for the assortment optimization problem under the k-product nonparametric choice model. The latter considers the assortment optimization problem under the nonparametric choice model when customer preference lists are associated with structured set systems defined over a single overarching ordering of the products. One such structured set system is a laminar family. In an extended setting, Jagabathula and Rusmevichientong (2016) presents an approximation scheme for the joint assortment and pricing problem in which the retailer chooses both the set of products to offer and the prices for these products with the intention of maximizing expected revenue. In this problem setting, each customer class is distinguished by a price threshold and a preference list. Once prices have been set, customers purchase the highest ranking offered product that is priced below their price threshold.
There have also been a few papers that specifically study the assortment optimization problem under the k-product nonparametric model. In particular, Bertsimas and Mišić (2017) presents an integer program (IP) for this problem, but the authors do not provide an approach to find an approximate solution with a performance guarantee in polynomial time. In addition to the various hardness results, Aouad, Farias, Levi and Segev (2015) shows that randomly offering each product with probability 1/k produces a 1/(e · k)-approximation algorithm. To our knowledge, this is the best previously known guarantee for this problem. The 2-product nonparametric model also closely resembles the substitution model outlined in Kök and Fisher (2007) . In this paper, the single substitution event that occurs when a customer's first choice product is unavailable unfolds in two steps. First, the customer decides whether to consider a second product or to leave the store.
If she chooses to consider a second product, then she substitutes into one of the other products with a probability that is dependent on the customer's first choice product. The authors give heuristics for the associated assortment optimization problems.
Assortment optimization has also been thoroughly studied under other choice models. Talluri and van Ryzin (2004) solve the assortment optimization problem when customers choose according to the multinomial logit (MNL) choice model. Extending this result, Rusmevichientong et al. (2010) , Wang (2012) , Davis et al. (2013) , and Wang (2013) study various versions of the constrained assortment problems under the MNL model. Méndez-Díaz et al. (2014) , Désir and Goyal (2014) , and Rusmevichientong et al. (2014) focus on assortment problems when customer choices are governed by a mixture of multinomial logit models. Li and Rusmevichientong (2014) , Davis et al. (2014) , and Li et al. (2015) develop efficient solution methods for the unconstrained assortment problem when customers choose under the nested logit model. Topaloglu (2015a) consider the constrained versions of the assortment problem when customers choose according to the nested logit model. More recently, Blanchet et al. (2016) introduces the Markov chain choice model with additional work on this model by Feldman and Topaloglu (2015b) and Désir et al. (2015) .
Organization. The rest of the paper is organized as follows. In Section 2, we introduce the k-product nonparametric choice model and we show that the assortment problem is strongly NP-hard. In Section 3, we present the LP-based rounding algorithm for the general k-product nonparametric model. In Section 4, we extend these results for the setting in which k = 2. We numerically test the performance of our LP-based rounding algorithm in Section 5 to show that the practical performance is in fact much better than the theoretical guarantees. We then provide our estimation results in Section 6. Lastly, in Section 7, we conclude and discuss how future work can extend our results.
Problem Formulation and Complexity
To formulate the assortment optimization problem, we let the set of potential products be N = {1, 2, . . . , n} and let r j ≥ 0 be the revenue of product j for j ∈ N . We refer to a product as offered if it is available for purchase and not offered if not. We encode the offered assortment through the vector x = (x 1 , . . . , x n ) ∈ {0, 1} n , where x j = 1 indicates that product j is offered and x j = 0 indicates that it is not offered.
Under the k-product nonparametric choice model, we let G denote the set of potential customer classes, where an arriving customer is of class g ∈ G with probability λ g . Further, each customer of class g is associated with a ranking σ g on a subset S g ⊆ N of products representing their consideration set. The k-product nonparametric choice model represents the setting in which all customers are willing to consider at most k products. Therefore, we assume that |S g | = k ≤ n for all g ∈ G. The equality assumption can be accomplished by adding in dummy products with zero revenue for customers who consider less than k products, i.e. |S g | < k. For i ∈ S g , we let σ g (i) give the index of product i in customer class g's preference list, and for 1 ≤ j ≤ k, we let g j be customer class g's jth most preferred product. We use the convention that lower indexed products have a higher ranking, i.e. a product that is first in a customer's preference list has the highest ranking.
An arriving customer will purchase her highest ranked offered item in her consideration set, if any. In particular, if the retailer offers an assortment given by x ∈ {0, 1} n , then a customer of type g will purchase product
where π g (x) = 0 indicates that the customer leaves the system without making a purchase. For assortment x ∈ {0, 1} n , the probability product j is purchased is given by
Given this notation, we denote the expected revenue of a given assortment x ∈ {0, 1} n as Rev(x) = j∈N r j Pr j (x). Our goal is to find the assortment of products that maximizes the expected revenue from an arriving customer, yielding the problem
We first provide a hardness result for the assortment optimization problem under the k-product nonparametric choice model. As mentioned previously, Aouad, Farias, Levi and Segev (2015) shows that it is NP-hard to approximate the k-product nonparametric choice model within a factor that is strictly better than O(1/k). We augment this result by showing that even in the simplest case in which k = 2 the assortment problem is strongly NP-hard. Further, we prove the result in a setting in which the preference lists all follow some universal ordering, meaning that the products can be indexed such that for any g ∈ G such that i, j ∈ S g we have that σ g (i) < σ g (j) if i < j. Our proof, shown in Appendix A.1, involves a reduction from the minimum vertex cover problem on cubic graphs, which is a well known APX-hard problem (see Alimonti and Kahn (2000) ).
Theorem 2.1. Unless P=NP, there does not exist a fully polynomial-time approximation scheme (FPTAS) for the assortment problem under the 2-product nonparametric choice model even when all of the preference lists are derived from a single ordering.
Motivated by this hardness result, we turn our focus to finding an efficient approximation algorithm for this problem. In the next section, we develop a LP-based rounding algorithm for the k-product nonparametric choice model.
LP-Based Rounding Algorithm
In this section, we present the LP-based rounding algorithm for problem (2). We can formulate this optimization problem as an IP. For each product i ∈ N , let x i ∈ {0, 1} be a variable representing whether or not we offer product i. Further, for each customer class g ∈ G and j ∈ {1, 2, . . . , k}, let y g,g j ∈ {0, 1} be a variable representing whether or not a customer of class g purchases product g j , the jth preferred product for customers in class g. Then, the assortment optimization problem can be formulated as the IP
The objective function calculates the total expected revenue. The first constraint states that a customer can only purchase an offered product, and the second constraint states that if a customer's ith preferred product is available then she cannot purchase a less preferred product. Together, these constraints imply that each customer class can buy at most one product and hence there is no need to explicitly enforce
We obtain the LP relaxation of this IP by replacing the constraints x i ∈ {0, 1} with x i ∈ [0, 1]. Let (x * , y * ) be an optimal solution to the LP relaxation of the above IP and let z * be the optimal objective value. Note that any optimal basic feasible solution satisfies y * g,g j = min(x * g j , 1 − x * g 1 , . . . , 1 − x * g j−1 ). In the following lemma, we show that the optimal basic feasible solutions for this LP turn out to be half-integral. The proof appears in Appendix A.2. We will use this structure later in developing the approximation guarantee for the LP-based rounding algorithm that we present next.
Lemma 3.1. Let (x * , y * ) be any optimal basic solution to the LP relaxation of (IP1). Then this solution is half-integral in x * , i.e. x * i ∈ {0, 1 2 , 1} for all i = 1, . . . , n, which implies that y * is also half-integral.
We use the LP solution to inform our decisions about which products to offer by constructing a random assortmentx from the optimal decision variables. For any product i such that x * i ∈ {0, 1}, we setx i = x * i . On the other hand, if 0 < x * i < 1, we offer product i independently with probability α + βx * i , where 0 ≤ α + β/2 ≤ 1/2. That is, we setx i = 1 with probability α + βx * i , and setx i = 0 with probability 1 − (α + βx * i ). Since (x * , y * ) is half-integral, this is equivalent to offering product i with probability α + β/2. Through the analysis of the algorithm's performance guarantee, we will be able to show how to set α and β optimally. Our goal is to compare the expected revenue of the assortment derived from our randomized algorithm with z * , the optimal objective value of the LP relaxation for the assortment problem. We make this comparison term by term by comparing the expected revenue ofx for a single customer class g and product g j to the LP value y * g,g j as illustrated by the following lemma.
Lemma 3.2. For a customer class g ∈ G and j ∈ {1, 2, . . . , k},
Proof. From Lemma 3.1, we know that y * g,g j ∈ {0, 1 2 , 1}. When y * g,g j = 0, the theorem is trivially true. In the case in which y * g,g j = 1, we must have that x * g i = 0 for i = 1, . . . , j − 1 and x * g j = 1 due to the first two constraints of the LP. In this scenario, we get that
, where the inequality follows because γ j (α, β) ≤ 1 since α + β/2 ≤ 1/2. In the remaining case in which y * g,g j = 1 2 , the LP constraints imply that
2 . Therefore, the LP-based rounding algorithm offers products g 1 , . . . , g j−1 with probability either equal to 0 or α + βx * g i and product g j with probability equal to 1 or α + βx * g j . As a result, we get that
where the second inequality comes from the first and second constraints of the LP and the second equality uses the fact that y * g,g j = 1 2 .
We can use Lemma 3.2 to derive the optimal performance guarantee of our LP-based rounding
and γ k = γ k (α * , β * ). Letz be the expected revenue from the random assortmentx with α = α * and β = β * . The following proposition relates OPT andz through γ k .
The first inequality follows since Lemma 3.2 holds for any values of α and β. The second inequality
Thus, by returning the LP rounded solution we get a γ k -approximation algorithm in expectation. Further, we can derandomize this LP-based rounding algorithm in O(k|G|) time using the standard method of conditional expectations while only improving the approximation ratio (Erdõs and Selfridge (1973) , Spencer (1987) ).
All that is left is to find γ k to compute the guarantee of our LP-based rounding algorithm. Note that we can rewrite γ k as
which is trivially optimized at q * = 1/k. Hence any value of α * , β * satisfying α * + β * /2 = 1/k will suffice. One such combination that works is α * = 1/(2k) and β * = 1/k. The randomized rounding can thus be summarized as follows. When x * i = 0 we do not offer product i, when x * i = 1 we do offer offer product i, and when x * i = 1/2 we offer product i with probability 1/k. Theorem 3.4 gives the approximation ratios we achieve for arbitrary k under this strategy.
Theorem 3.4. We can efficiently find an assortment with revenue at least
Thus, there exists a 1/2-approximation algorithm for the assortment optimization under the 2-product nonparametric choice model, a 0.296-approximation algorithm under the 3-product nonparametric choice model, and a 0.210-approximation algorithm under the 4-product nonparametric choice model. Aouad, Farias, Levi and Segev (2015) give an algorithm that provides a 1/(e · k) approximation ratio, which is the best known previous guarantee for problem (2) . Noting that 2 1 −
, we have that the performance guarantee presented in Theorem 3.4 improves upon the previous best guarantee by a factor of two. In Section 5, we show that this theoretical improvement also leads to noticeable improvements in practical performance. Through a series of computational experiments, we demonstrate that the LP-based rounding algorithm outperforms the rounding algorithm of Aouad, Farias, Levi and Segev (2015) on a series of randomly generated instances of the k-product nonparametric assortment problem. It turns out that we can give a tighter LP relaxation for our assortment problem, and building on this LP relaxation, we can give an LPbased rounding algorithm that has the same approximation guarantee. This tighter LP relaxation provides a tighter upper bound on the optimal expected revenue, which helps us to get a better estimate of the optimality gaps in our numerical experiments.
Tightening the LP Relaxation
A natural way to measure the optimality gap of the assortment recommended by our randomized approach is to use the upper bound provided by the LP relaxation. However, in Appendix A.3, we
give an instance of the k-product nonparametric choice model for which the LP relaxation of (IP1) has an optimality gap of O(k). Consequently, in this section, we study a tighter formulation of the problem. We show that we can use the LP relaxation of this modified formulation to construct an LP-based approximation algorithm with the same performance guarantee. Consider the following modified IP for the assortment optimization problem under the k-product nonparametric choice
The objective function calculates the total expected revenue. The first constraint states that a customer of class g can make at most one purchase, the second constraint states that a customer can only purchase an offered product, and the third constraint states that if a customer's jth preferred product is available then they cannot purchase a less preferred product. This formulation was previously introduced by Bertsimas and Mišić (2017) .
We round the LP relaxation of this IP exactly as before. In particular, let (x * , y * ) be an optimal LP solution with optimal objective value z * . From this fractional solution, we will construct an assortmentx. For any product i such that x * i ∈ {0, 1}, we setx i = x * i . On the other hand, if 0 < x * i < 1, then we offer product i independently with probability
To analyze this revised algorithm, we will compare the expected revenue ofx for a single customer class g and product g j to the LP value y * g,g j . This result is given in the next theorem. We defer the proof to Appendix A.4. Then, applying the same proof technique in Proposition 3.3 yields the desired result.
Theorem 3.5. For a customer class g ∈ G and j ∈ {1, 2, . . . , k},
When we test our LP-based rounding algorithm in Section 5, we use the tighter formulation given by (IP2). Further, in Appendix A.5, we show that this approximation guarantee is tight for k = 2. In the next section, we extend and improve our results for this case.
Extensions to Two Product Preference Lists
When k = 2, we are able to exploit the simpler substitution patterns to extend the results in the previous section. First, we show that we can improve the approximation guarantee from 1/2 to 0.874 by exploiting existing algorithms for maximum directed cut problem. Second, we show that we can use a more nuanced version of the LP-based rounding algorithm to provide an approximation algorithm for the cardinality constrained version of the assortment problem, in which there is a limit on the total number of products that can be offered.
Improved Approximation Guarantee
When each preference list includes at most two products, we can reduce the assortment optimization problem to a well-known discrete optimization problem known as the maximum directed cut problem. In the maximum directed cut problem, we are given a directed graph G = (V, E) along with edge weights w e ≥ 0 for all e ∈ E. The goal is to find a cut C ⊆ V that maximizes the weight of edges directed from C to V − C. We can reduce our assortment optimization problem to maximum directed cut problem for which Lewin et al. (2002) use a semidefinite programming relaxation to give a 0.874-approximation algorithm for this problem. It immediately follows that there exists a 0.874 approximation algorithm for the assortment optimization problem. We state this result in the next theorem and defer its proof, which shows the reduction to the maximum directed cut problem, to Appendix A.6.
Theorem 4.1. There exists a 0.874-approximation ratio for the assortment optimization problem under the 2-product nonparametric choice model.
The algorithm in Theorem 4.1 rounds the solution to a semidefinite program, and it can be derandomized using the techniques proposed in Mahajan and Ramesh (1999) . This approach, however, does not extend to larger values of k.
Cardinality Constrained Assortment Problem
A natural extension of the work in Section 3 is to consider the cardinality constrained version of the assortment problem. In this problem, the firm chooses an assortment S ⊆ N to maximize the expected revenue with the added constraint that |S| ≤ c for some fixed integer c. This constraint might occur in online settings in which the retailer wants to choose which products to display when there is limited website real estate or in a setting in which there is a fixed physical space to display products. In this section, we present a 1/4-approximation algorithm for the capacitated assortment problem under the 2-product nonparametric choice model. Our approach uses the LP relaxation of an IP formulation of the problem, but we need to be careful to ensure that the derandomized assortment satisfies the cardinality constraint.
An IP for this problem under the 2-product nonparametric choice model is given by
This is the same IP as in Section 3 with the added constraint that we can offer at most c products.
As before, we will use the LP relaxation of this IP to inform our decisions on which products to offer. However, we have to be careful when rounding the LP solution that we do not go over the capacity c. Let (x * , y * ) be an optimal LP solution with optimal objective value z * . We first construct a corresponding random assortmentx that offers each product i independently with
Proof. We analyze the expected revenue ofx by looking at the expected revenue for each customer class g. Consider a single customer class g ∈ G. We first consider the expected revenue generated from the first choice product g 1 . We offer product g 1 with probability
, where the inequality follows from the first constraint of the LP. Now consider the expected revenue from the second choice product g 2 for customer class g.
We offer product g 1 with probability 1 2 x * g 1 and offer product g 2 with probability
, where the second to last inequality comes from the first and second constraints of the LP. Thus, the expected revenue from the LP-based rounding algo-
4 · OPT. This shows that the expected revenue ofx is at least 1/4 of the optimal revenue.
The lemma above shows that the random assortmentx obtains at least 1/4 of the optimal revenue in expectation. Further, the expected size ofx is
Here, we assume that c > 1 since otherwise we can solve this problem trivially by enumeration. However, we cannot just hope to derandomize the algorithm as before using the method of conditional expectations without possibly violating the cardinality constraint. Instead, we will look at rounding pairs of products to transform the solution into a deterministic assortment while only improving the expected revenue. The proof of the following lemma, which describes this rounding technique, is given in Appendix A.7. 
Testing the Performance of our LP-Based Rounding Algorithm
In this section, we provide computational experiments that demonstrate the effectiveness of the randomized rounding procedure from Section 3 used to solve the assortment optimization problem under the k-product nonparametric choice model. We generate a series of random test cases for k = 3, 4 and compare the performance of the assortments produced by our LP-based rounding algorithm with those produced by the randomized algorithm of Aouad, Farias, Levi and Segev (2015) . Not only does our algorithm perform better than this benchmark, but its performance is near optimal in the majority of test cases.
We generate each test instance using the following procedure. First, we set the maximum length of any preference list to be k ∈ {3, 4}, the number of products to be n ∈ {50, 100}, and the number of customer classes to be m ∈ {1000, 5000, 10000}. Next, we sample the revenues of each product independently from a uniform distribution over [1, 100] . We choose the collection of m preference lists by uniformly sampling from the list of all possible preference lists for the given value of k.
In other words, for fixed k ∈ {3, 4} and n ∈ {50, 100}, we generate all possible preference lists of length at most k. From this set, we uniformly sample without replacement m preference lists.
Lastly, we generate the arrival probabilities for each customer class by first generating (β 1 , . . . , β m ) independently from a uniform distribution over [0, 1] and then setting λ g = β g / m k=1 β k . The variation of (k, n, m) ∈ {3, 4} × {50, 100} × {1000, 5000, 10000} gives 12 parameter combinations. For each set of parameters, we generate 100 independent problem instances using the approach outlined above. For each problem instance, we employ two different approaches. The first is the randomized LP rounding algorithm presented in Section 3.1. We refer to this algorithm as ALG. The second approach is the randomized algorithm of Aouad, Farias, Levi and Segev (2015) , which randomly offers each product with probability 1/k. We refer to this algorithm as RAND. For both algorithms, we use the method of conditional expectations to derandomize which only improves the algorithms' performance in expectation. To check the quality of the proposed assortments given by the two approaches, we find the gap between the expected revenue of these assortments and the upper bound provided by the linear programming formulation in Section 3.1. Tables 1a and 1b reports the average optimality gap over all 100 problem instances, Column 5 reports the gap at the 75th percentile, and Column 6 reports the largest gap seen. The running times for any single instance never exceeded a few minutes. We also tested our algorithm on instances of the assortment problem with n = 50, k=5 and m = 100, 000. Even on these very large instances of the assortment problem, the running time of our algorithm never exceeded ten minutes and continued to produce near optimal assortments. By contrast, the running time to solve the problem exactly on these large instances using Gurobi's integer programming solver could exceeded 5 hours. All experiments used Python 2.7 on an Intel Core i5 with 3.2 GHz CPU and 32GB of RAM and Gurobi 6.5.1 as the linear/integer programming solver.
Results
The results in Table 1 indicate that the randomized LP-based rounding algorithm is noticeably better than the randomized algorithm of Aouad, Farias, Levi and Segev (2015) . Over all parameter combinations, the average performance of ALG is never below 0.52% of optimal. Further, over all 1200 problem instances, the percent optimality gap of ALG never exceeds 3.7%. On the other hand, the average percent optimality gap of RAND is never below 2.90% and this algorithm suffers from optimality gaps of over 10% for certain problem instances.
As k grows, substitution behavior becomes more complicated, and as a result, we would expect the performance of both algorithms to deteriorate. This trend is precisely what we observe; for ALG the average percent optimality gap grows from 0.055% to 0.36% as k goes from 3 to 4 and the percent gap for RAND also grows from to 3.10% to 4.84%. Surprisingly, we observe that both algorithms perform at their worst for smaller problem instances. In fact, the worst optimality gaps for both algorithms occur when n = 50. It might be that in these smaller instances there is a smaller margin for error and hence there are fewer assortments that have expected revenue close to optimal.
Estimating the k-Product Nonparametric Model
In this section, we fit k-product nonparametric choice models for k ∈ {1, 2, 3, 4} to historical sales data. which customers make purchasing decisions from a set of vertically differentiated products, meaning that there is some overarching order on the quality of products. In particular, we assume that the ground choice model is a nonparametric choice model in which each customer's preference list takes the form of a slight perturbation of the consensus quality ranking.
Experimental Set-up
In the ground choice model, we let the set of products be given by the set N = {1, 2, . . . , n} and the set of customer classes be given by G = {1, . . . , m}. Throughout the experiments, we fix n = 20.
The preference lists and the arrival probability of each customer class g ∈ G are respectively given by σ g and λ g . Given the set of preference lists, we set the arrival probabilities for each customer class by first generating (β 1 , . . . , β m ) independently from a uniform distribution over [0, 1] and then setting λ g = β g / m k=1 β k . We note that this process does not ensure that the arrival probabilities will be generated uniformly from the probability simplex {λ ∈ R m : m g=1 λ g = 1}. Nonetheless, we believe that our approach for generating the arrival probabilities is equally valid for accessing the quality of the fits of the k-product nonparametric choice model. Next, we briefly motivate our process for generating the preference lists in the ground choice model. We assume that the products are indexed in decreasing order of quality (i.e. lower indexed products have higher qualities). Each customer's preference list σ g consists of products from an associated quality interval Q g = [i g , i g + 1, . . . , j g ] for i g , j g ∈ N such that i g ≤ j g . Under the assumption that higher quality products are generally associated with higher prices, we assume that each customer g ∈ G does not consider purchasing higher quality products {1, . . . , i g − 1} because these products are priced above her willingness to pay. On the other hand, she does not consider purchasing products {j g + 1, . . . , n} because these products are not of high enough quality.
So each customer has a willingness to pay, which determines i g , and a minimum quality threshold, which determines j g . We then randomly delete products from each customer's quality interval to capture the notion that customers might have particular brands or styles that they will never consider purchasing. Finally, we also randomly swap the order of products in each customer's quality interval to capture the notion that quality is rarely perceived in the same way by every customer.
We conduct two sets of experiments, which are differentiated by how we sample the quality intervals. In our first set of experiments, for each customer type g ∈ G, we generate i g uniformly from the set {1, . . . , n} and then generate j g uniformly from the set {i g , . . . , n}. The second, shorter set of experiments serves as a test of the more extreme case in which customers substitute far more than is described by the fitted k-product nonparametric model. To accomplish this, we sample quality intervals in the same way, but we only keep quality intervals that contain at least eight products -double the largest value of k that we fit. After the quality interval has been sampled, we set σ g = Q g and then drop each product from σ g with probability p d . Next, we consider F flip events, which each occur with probability 0.5. If a flip event is executed, we uniformly sample a product k ∈ σ g and flip its position in σ g with the product ranked immediately ahead of it.
We note that even though the ground choice models are nonparametric choice models, they are generated so that they differ substantially from the k-product nonparametric choice models that we fit. Tables 2a and 2b show the percentage of preference lists in each ground choice model that contain more than eight products in the first set of experiments. We note again that our threshold length of eight is double the largest value of k that is used in fitting our k-product nonparametric choice models. Given that all of the percentages exceed 23%, we can be fairly certain that the substitution patterns dictated by the ground choice models are distinct from those described by the choice models that we fit.
Once the ground choice model has been generated, we then generate the historical sales data under the assumption that the purchasing behavior of all arriving customers is governed by the ground choice model. We assume that we have access to the past purchasing history of τ customers given by PH τ = {(S t , z t ) : t = 1, . . . , τ }, where S t is the subset of products offered to customer in time period t and z t is the product purchased in time period t. We form the subset S t in each time period by randomly including each product with probability 0.5. In this way, we uniformly sample an assortment. The class g t that customer t belongs to is then sampled from the distribution (λ 1 , . . . , λ m ). Lastly, we set z t = 0 if S t ∩ σ gt = ∅ so that the customer leaves without making a purchase and set z t = argmin i∈St σ gt (i) otherwise.
In the first set of experiment, we vary (m, p d , F, τ ) ∈ (100, 500) × (0, 0.25) × (1, 2, 4) × (5000, 10000). For the second set of experiments, which tests settings in which customers have longer preference lists, we fix p d = 0.25, F = 4, and τ = 10000 but vary m ∈ (100, 500). For each combination of parameters, we generate 10 ground choice models. Then, for each of these choice models we generate PH 5000 and PH 10000 using the sales data generation process described above such that PH 5000 ⊆ PH 10000 . In this way, PH 10000 can be viewed as additional data that should, and in our experiments, always does, improve the accuracy of the fitted models. For each data set generated from the ground choice model GC, we fit nonparametric choice models NP i for i ∈ {1, 2, 3, 4}, where NP i is a nonparametric choice model that includes all preference lists with length less than or equal to i, and we also fit an MNL model ML, which we use as a benchmark.
For each of the five models, we use maximum likelihood estimation (MLE) to fit the corresponding model. It is well documented (see Train (2009) for the MNL model and van Ryzin and Vulcano (2015) for the nonparametric model) that the log-likelihood functions under both the nonparametric choice model and the MNL model are concave and thus MLE is tractable. For the MLE problem under the k-product nonparametric choice model, we use a piecewise linear approximation to the log-likelihood. In this case, the MLE problem can be written as an LP whose size and accuracy is determined by the precision of the piecewise linear approximation. We use equally spaced grid points of length 0.02 to generate our piecewise linear approximation, which results in a loss in precision of at most 0.26%. The MLE procedure was implemented in Java 1.8 on an Intel Core i5 with 3.2 GHz CPU and 32 GB of RAM and the LPs were all solved in Gurobi 6.5.1. We elect to use this piecewise linear approximation due to the efficiency with which Gurobi can solve large scale LPs. An alternative approach would be to directly maximize the log-likelihood via a nonlinear constrained solver such as MATLAB's f mincon or Python's CV XP Y . In Appendix A.8, we report the average runtimes for fitting the k-product nonparametric choice models for τ = 10000.
Last, we describe how we measure the accuracy of the fitted models. Suppose that for the data set generated from ground choice model GC, we have fitted choice models {NP 1 , . . . , NP 4 , ML}. For choice model CM ∈ {NP 1 , . . . , NP 4 , ML}, let Pr CM i (S) be the probability that product i is purchased under choice model CM when assortment S is offered. We measure the efficacy of these fitted models using the Mean Absolute Error (MAE) of the predicted purchase probabilities of each choice model.
In particular, for fitted choice model CM, MAE(CM) =
|/|S| is the average error in predicted purchase probability over every product and every assortment.
Results
The results for the first set of experiments are given in Tables 3a and 3b for m = 100 and m = 500, respectively. Column 1 and 2 in Tables 3a and 3b give the values of p d and F that were used to generate the ground choice models, Column 3 denotes the fitted model and Columns 4 and 5 report the MAE of these fitted models for each value of τ ∈ {5000, 10000}, averaged over the 10 different purchase histories.
There are a few key things to note about the results. First, both NP 3 and NP 4 have lower average MAE than ML for all combinations of p d , F, and m. In fact, for NP 3 and NP 4 , the improvement over ML can be as high as 70% and 100%, respectively. There is a slight decline in the performance of the nonparametric models' performance for m = 500, which reflects the more complex substitution behavior. Further, as expected, NP 4 provides the best fit over all parameter combinations, but the improvement in MAE decreases as k increases, implying that there is diminishing returns for fitting more complex models. It is also interesting to note that all the fitted models perform worst when p d = 0 and F = 1. For these test cases, each customer's preference list most closely resembles a quality interval. However, the decrease in performance is most pronounced for ML. These results suggest that retailers should be wary in attempting to use the MNL choice model to capture customer purchasing behavior in a setting in which the products are vertically differentiated. Last, we note that the additional data in PH 10000 improves the performance for NP 2 , NP 3 , and NP 4 but not for NP 1 or ML. This is likely due to the fact that the former models have significantly more parameters to estimate. The corresponding results for the second set of experiments are given in Tables 4a and 4b for m = 100 and m = 500, respectively. We only provide results for when p d = 0.25, F = 4 and τ = 10000, since this was the test case where the MNL fits performed best in the first set of experiments. In this set of experiments, the ground choice models exhibit more complex patterns of substitution behavior, and hence, it is no surprise that the MAE of each of our fitted models increases slightly in comparison to the first set of experiments. Nonetheless, the performance of NP 4 is again significantly better than ML, producing improvements of up to 50% with regard to the MAE.
Conclusions and Future Work
In this paper, we study the k-product nonparametric choice model, which captures settings in which there is limited substitution between products. We prove that the assortment optimization problem under this model is NP-hard even for k = 2. Motivated by this result, we develop a general approximation scheme whose approximation ratio decreases as k increases. Through a series of computational experiments, we show that the performance of this algorithm far exceeds the theoretical guarantee. We also show that this model has the potential to capture general customer choice behavior for small values of k. In order to establish the exact extent of this generality, future work is needed to test the accuracy of fitted k-product nonparametric choice models when the historical sales data is generated from a more diverse array of ground choice models. Further, the accuracy of the fitted models could be assessed on additional metrics beyond MAE, which measures the extent to which the estimated purchase probabilities align with the true purchase probabilities but does not directly give a sense of the profitability of subsequent assortment or inventory decisions that will eventually be made using the estimated choice models.
From an algorithmic perspective, there are also several interesting directions for future research.
One extension of our result for the assortment problem under the k-product nonparametric choice model would be to improve the approximation guarantees for smaller fixed values of k. A sep-
arate, yet equally important, direction of future work could consider the cardinality constrained assortment problem for k > 2.
A Appendix
A.1 Proof of Theorem 2.1
We define the minimum vertex cover problem on cubic graphs as follows.
Minimum vertex cover on cubic graphs. In this problem, we are given an undirected graph G = (V, E) in which each vertex has degree three. The goal of the minimum vertex cover problem is to choose the minimum cardinality set of vertices S ⊆ V such that each edge in G has at least one endpoint in S.
Proof. Consider an instance of vertex cover on a cubic graph G = (V, E) with V = {v 1 , v 2 , . . . , v n } and constant k. We construct an instance of the assortment optimization problem by creating products {1, 2, . . . , n + 1} where r i = 1 if i ≤ n and r i = 2 if i = n + 1. For every edge (
we create a customer class g that first considers product g 1 = min(i, j) and then considers product g 2 = max(i, j). We refer to these customers as "edge" customers. Similarly, for each vertex v i ∈ V , we create a customer class g that first considers product g 1 = i and then considers product g 2 = n + 1. We refer to these customers as "vertex" customers. Edge customers will arrive with unnormalized probability 1 and vertex customers will arrive with unnormalized probability 1 3 . It is without loss of generality that we consider unnormalized arrival probabilities.
We will first show the claim that there exists a vertex cover of size ≤ k in G if and only if the optimal assortment of products in the corresponding assortment optimization problem generates an expected revenue of at least |E| + 1 3 (k + 2(n − k)).
Suppose there exists a vertex cover
For every edge customer (v i , v j ) either v i or v j is in U so either i or j is in S, and thus we accumulate an expected revenue of 1 from each edge customer. Next, every vertex customer corresponding to v i ∈ U generates an expected revenue of 1 3 since these customers will purchase product i. On the other hand, every vertex customer corresponding to v i / ∈ U generates an expected revenue 2 3 since these customers purchase product n + 1. Thus, Rev(S) = |E| + 1 3 (|U | + 2(n − |U |)) ≥ |E| + 1 3 (k + 2(n − k)). Let S * be the optimal solution to the assortment problem and assume that Rev(S * ) ≥ |E| + 1 3 (k + 2(n − k)). Without loss of generality, S * contains product n + 1 since adding this product can only increase the revenue. Suppose that there exists an edge customer (v i , v j ) such that neither i nor j are in S * . Then, by adding i to S * we gain an expected revenue of at least 1 from this customer. However, now the vertex customer associated with vertex v i also purchases product i yielding expected revenue 1 3 instead of product n + 1 with expected revenue 2 3 . Overall the net gain in revenue is at least 1 3 which contradicts the optimality of S * . This shows that all edge customer classes must make a purchase when S * is offered and thus S * will be a vertex cover. Furthermore, we know that
where the inequality follows from our assumption on the value of Rev(S * ). Thus, we must have that |S * | ≤ k, and we have found a vertex cover of size ≤ k. This establishes the claim.
In particular, this shows that if k is the size of a minimum vertex cover then the optimal revenue in the assortment problem that we create above is OPT = |E| + 1 3 (k + 2(n − k)). Let S 2 be an assortment that includes product n + 1 and achieves the second largest revenue amongst such assortments. In other words, we have that n + 1 ∈ S 2 and Rev(S 2 ) = OPT 2 < OPT. Suppose S 2 is a vertex cover in the original vertex cover problem. Then,
). Now suppose that S 2 is not a vertex cover. If more than two edge customers do not make a purchase, then we can improve the revenue while maintaining that S 2 is not a valid vertex cover. Hence S 2 could not have been the assortment including product n+1 that achieves the second highest revenue.
Let (v i , v j ) ∈ E be the edge associated with the edge customer that does not make a purchase. By the argument made above, adding the product corresponding to v i or v j to S 2 improves the revenue and is not optimal since S 2 will still not be a vertex cover. Therefore, S 2 must have exactly one edge customer not making a purchase, which implies that |S 2 | ≥ k − 1 since the minimum vertex cover has size k. Thus, OPT 2 ≤ |E| − 1 +
Combining these two cases we get that OPT 2 ≤ |E| + 1 3 (k + 1 + 2(n − k − 1)). Thus,
where the equality comes from the fact that G is a cubic graph and |E| = 3n/2. Thus, if one can produce an assortment that is within a factor of 1 − 1 7.5n of OPT, then this assortment must actually be optimal.
Suppose there exists an FPTAS for the assortment problem under the 2-product nonparametric choice model. We can assume without loss of generality that the FPTAS always returns an assortment that includes product n+1 since adding this product to any assortment improves the revenue.
For any input to the vertex cover problem on a cubic graph, we can transform the problem into an assortment optimization problem as above and set ε < 1 7.5n . Note that 1/ε = O(n). Then, the FPTAS would be guaranteed to return the optimal solution, which in turn will reveal the optimal solution to the vertex cover problem in polynomial time. This is a contradiction since vertex cover on cubic graphs is NP-hard.
A.2 Proof of Lemma 3.1
Proof. Given the form of this integer program, which contains at most two variables in each inequality, Hochbaum et al. (1993) show that there exists an optimal half-integral solution to the linear programming relaxation. We additionally show that all basic feasible solutions are half-integral.
The proof will follow a similar argument to that by Nemhauser and Trotter (1975) , who show that basic feasible solutions for the vertex cover problem LP are half-integral.
Assume by way of contradiction that (x * , y * ) is not half-integral. We will show that (x * , y * ) is not a basic solution. First, for any ε > 0, let
otherwise.
Furthermore, for all g ∈ G and j ∈ {1, 2, . . . , k},
Clearly, x * = 1 2x + 1 2 x and y * = 1 2ȳ + 1 2 y . Therefore, we just need to show both (x,ȳ) and (x , y ) are feasible solutions to the LP for small enough ε to show that (x * , y * ) cannot be a basic feasible solution.
We start with (x,ȳ). Note that by setting ε small enough we maintain that 0 ≤x ≤ 1 and 0 ≤ȳ ≤ 1. It remains to show the feasibility of the two LP inequalities. Consider the first inequality for g ∈ G and 1 ≤ j ≤ k. Note that if y * g,g j < x * g j , then for small enough ε this constraint will continue to hold for (x,ȳ). On the other hand, if y * g,g j = x * g j then either neither LP value is adjusted or y * g,g j is adjusted in the same direction as x * g j . Again, this implies that the constraint continues to hold for (x,ȳ). Similarly, consider the second LP inequality for g ∈ G and 1 ≤ i < j ≤ k. If y * g,g j < 1 − x * g i , then for small enough ε this constraint will continue to hold for (x,ȳ). On the other hand, if y * g,g j = 1 − x * g i , then either neither LP value is adjusted or y * g,g j is adjusted in the opposite direction as x * g i and the constraint will continue to hold. Thus, for small enough ε, (x,ȳ) is feasible. A similar argument can be made for (x , y ).
A.3 Optimality Gap of IP1
Consider an instance of the k-product nonparametric choice model with a single customer class that arrives with probability 1 and whose preference list is [1, 2, . . . , k] . We also assume that the revenue of each product is 1. In this case, we trivially get that OPT = 1. Further, the solution y 1,i = x i = 1/2, i = 1, . . . , k is feasible to the LP-relaxation of (IP1) and this solution has an objective value of k/2 giving us the desired result.
A.4 Proof of Theorem 3.5
Proof. For customer class g, and consider the revenue the random assortment garners from product g j . If x * g i = 1 for any i < j, then the algorithm always offers product g i and does not gain any revenue from g j . Similarly, by the third constraint in the LP, we have that y * g,g j = 0 and the LP does not gain any revenue from this product either. Similarly, if x * g j = 0, then the algorithm does not gain any revenue from this product and, by the second constraint in the LP, we have that y * g,g j = 0 and so neither does the LP.
In the remaining cases, we offer product g i with probability 0 if x * g i = 0 and probability
, for all i < j. Additionally, we offer product g j with probability 1 if x * g j = 1 and
where the second to last inequality is implied by the second and third constraints of the LP.
From customer class g and product g j , the LP gets λ g r g j y * g,g j . Thus, the worst-case approximation ratio with respect to the LP value is given by the following expression:
The derivative of the objective function of the minimization problem above with respect to y is given by
Setting this expression equal to zero and simplifying,
Multiplying by 2k 2 y 2 ,
This quadratic has roots 1 2 and − k−1/2 k−1 . Further, the second derivative of the objective in the minimization problem is
Thus, by tightening the LP constraints we maintain that the performance guarantee of our LP-rounding algorithm is 2(1 −
A.5 Tightness of the Approximation Guarantee Theorem 3.5 shows that rounding the LP-relaxation of IP2 yields a [2(1 − 1 k ) k−1 1 k ]-approximation algorithm. In contrast, in this section we show that for k = 2 and all > 0, it is possible to construct an instance such that the approximation ratio is 1/2 + . This implies that the approximation guarantee is tight. Moreover, adding a cardinality constraint with c = 2 in this example immediately shows that it is not possible to improve the performance guarantee of our LP-based rounding for the cardinality constrained assortment problem with k = 2 beyond 1/2, although our analysis establishes a performance guarantee of only 1/4 for the cardinality constrained case. . In this case, one optimal solution to the assortment problem is S * = {1, 4} (although there are other optimal solutions) with expected revenue 1 − p. On the other hand, the solution that places value 1/2 on all products is an optimal basic feasible solution to the LP-relaxation of IP2 with objective value also equal to
Further, the expected revenue of the rounded assortment is
Thus, the approximation ratio is 
A.6 Reduction to Maximum Directed Cut
In this section, we show that the 2-product nonparametric choice model can be reduced to an instance of the maximum directed cut problem. Consider an instance of the assortment optimization problem under the 2-product nonparametric choice model. We construct a corresponding directed graph G. First, for each product i we construct a vertex i. We also add a special vertex 0. Next, for each customer class g ∈ G with first choice product g 1 and second choice product g 2 , we construct a directed edge (g 1 , 0) of weight λ g r g 1 and a directed edge (g 2 , g 1 ) of weight λ g r g 2 . We show there is a bijection between cuts in our constructed instance of the maximum directed cut problem and assortments in the assortment optimization problem under the 2-product nonparametric choice model. Further, the objective function value of each cut is equal to the revenue of the corresponding assortment.
Let C ⊆ V be an arbitrary directed cut. Without loss of generality, we may assume that 0 / ∈ C since vertex 0 has no outward edges and it can only improve the solution to remove 0 from C. For any customer class g ∈ G, the edge (g 1 , 0) of weight λ g r g 1 is in the cut if and only if g 1 ∈ C, and the edge (g 2 , g 1 ) of weight λ g r g 2 is in the cut if and only g 1 / ∈ C and g 2 ∈ C. Thus, the weight of the cut C is equal to the revenue of the assortment that includes each of the products corresponding to the vertices in C.
Similarly, we can show that the revenue for any assortment S ⊆ N is equal to the weight of the cut C that includes all of the vertices of the products in S. Consider the revenue gained from arbitrary customer class g ∈ G under assortment S in relation to the weight gained by the cut C from the edges corresponding to g. If product g 1 ∈ S, then the revenue gain is λ g r g 1 and the cut similarly gains a weight of the same magnitude. If g 1 / ∈ S and g 2 ∈ S, then the contribution of customer class g to the objective function in each problem is λ g r g 2 . Finally, if g 1 , g 2 / ∈ S then this customer class does not contribute to either objective. Thus, finding the maximum directed cut is equivalent to finding an optimal assortment.
A.7 Proof of Lemma 4.3
Proof. Slightly abusing notation let x ∈ [0, 1] n be the probability that product i is offered. Then, the expected revenue of the corresponding random assortment is given by F (x) := g λ g r g 1 x g 1 + λ g r g 2 (1 − x g 1 )x g 2 and the expected size of the assortment is n i=1 x i . To start, set x i to be the probability i is offered inx. Then, the expected size of the assortment is at most c − 1. While x is not an integral assortment, choose two products i and j such that x i and x j are both fractional.
We account for the scenario in which there is only one fractional variable remaining at the end of the proof. Consider the following modified solution for a carefully chosen ε: x ε = x + ε(e i − e j ), where e l ∈ R n is a vector of all zeros except for a one in the lth position. If ε > 0, this new solution adds ε to x i and subtracts ε from x j and hence the expected size of the assortment is unchanged. If ε < 0, then this solution subtracts ε from x i and adds ε to x j . Again, the expected size of the assortment is unchanged.
We now analyze the change F (x ε ) − F (x) resulting from moving to this new solution. For any customer class g ∈ G and product g 1 ∈ {i, j}, the change in λ g r g 1 x g 1 is +λ g r g 1 ε if g 1 = i and −λ g r g 1 ε if g 1 = j. In either case, the change is linear in ε. Now consider the change in λ g r g 2 (1 − x g 1 )x g 2 , the expected revenue from the second choice product. If g 2 ∈ {i, j} but g 1 / ∈ {i, j}, the change is either +λ g r g 2 (1 − x g 1 )ε or −λ g r g 2 (1 − x g 1 )ε, and if g 1 ∈ {i, j} but g 2 / ∈ {i, j}, the change is either +λ g r g 2 x g 2 ε or −λ g r g 2 x g 2 ε. In either case, the change is linear in ε. Lastly, if g 1 = i and g 2 = j, the change is λ g r g j [−(1−x i )ε−x j ε+ε 2 ], and if g 1 = j and g 2 = i, the change is λ g r g j [(1−x i )ε+x j ε+ε 2 ].
Thus, F (x ε ) − F (x) is a quadratic function in ε in which the quadratic coefficient is positive and the constant term is zero. We can therefore chose ε to ensure that F (x ε ) − F (x) > 0 by simply considering the sign of the linear coefficient. If the linear coefficient of ε is positive, we set ε = min{1 − x i , x j }. By the equation above, this only increases the expected revenue and either x i or x j becomes integer valued. Otherwise, if the linear coefficient of ε is negative, we set ε = − min{1 − x j , x i }. Again, this can only increase the expected revenue and at least one of the two variable becomes integer. Further, we have not increased the overall size of the assortment.
Thus, after at most n iterations there is at most one fractional value x i . At this point, setting
x ε = x + εe i implies that F (x ε ) − F (x) is a linear function in ε with a constant term equal to zero. Hence, either setting x i = 0 or x i = 1 improves the expected revenue. In the end, we have transformed x into an integer solution of size not exceeding c while only increasing the expected revenue.
A.8 Average Runtime for MLE Procedure
The average runtimes (in seconds) of the MLE procedure used to fit the k-product nonparametric choice models in the first set of experiments are given in Tables 5a and 5b for m = 100 and m = 500
respectively. Columns 1-3 give the parameter combinations that define each test case, and Column 4 reports the average computation time needed to perform the MLE procedure for τ = 10000, averaged over the 10 distinct purchase histories. We report this data so that we can better assess the marginal gain from fitting increasingly rich choice models; more complex nonparametric choice models capture a broader set of purchasing behavior but require more time to estimate. We observe that the runtime increases exponentially as k increases. Nonetheless, the average runtime for NP 4 never exceeds one hour for any set of parameter combinations. It is interesting to note that as m increases from 100 to 500 there is very little change in the runtime of the MLE procedure.
This shows that a greater diversity in preferences in the ground choice model does not necessarily complicate the estimation procedure.
The corresponding results for the second set of experiments are given in Tables 6a and 6b for m = 100 and m = 500, respectively. Recall that in this set of experiments, the ground choice model consists of customers whose preference lists contain a larger number of products, and hence, substitution patterns are more complex. However, the runtimes of our MLE procedure remain quite reasonable, never exceeding 90 minutes.
