We propose a new scalarization method which consists in constructing, for a given multiobjective optimization problem, a single scalarization function, whose global minimum points are exactly vector critical points of the original problem. This equivalence holds globally and enables one to use global optimization algorithms (for example, classical genetic algorithms with "roulette wheel" selection) to produce multiple solutions of the multiobjective problem. In this article we prove the mentioned equivalence and show that, if the ordering cone is polyhedral and the function being optimized is piecewise differentiable, then computing the values of a scalarization function reduces to solving a quadratic programming problem. We also present some preliminary numerical results pertaining to this new method.
Introduction
Scalarization is one of the most commonly used methods of solving multiobjective optimization problems. It consists in replacing the original multiobjective problem by a scalar optimization problem, or a family of scalar optimization problems, which is, in a certain sense, equivalent to the original problem. The existing scalarization methods can be divided into two groups: 1) Methods that use some representation of a given multiobjective problem as a parametrized family of scalar optimization problems. Such scalarization methods should have the following two properties (see [1] , p. 77): (i) an optimal solution of each scalarized problem is efficient (in some sense) for the original multiobjective problem, (ii) every efficient solution of the multiobjective problem can be obtained as an optimal solution of an appropriate scalarized problem by adjusting the parameter value. Some examples of possible scalarizations of this kind are given, for instance, in [1] (pp. 77-78) and [2] .
2) Methods that use local equivalence of a multiobjective optimization problem and some scalar optimization problem whose formulation depends on a given point. Such equivalence enables one to solve the multiobjective problem locally by using necessary and/or sufficient optimality conditions formulated for the scalar problem (for examples of such an approach, see [3] , Thm. 1 and [4] ,
Prop. 2.1 and 2.2).
There are also scalarization approaches which combine properties of both groups such as the Pascoletti-Serafini scalarization [5] (for a survey of different scalarization methods, see [6] , Chapter 2; for adaptive algorithms using different scalarizations, see [6] , Chapter 4; for scalarizations in the context of variable ordering structures, see [7] , Chapters 4 and 5).
In this paper, we propose a new scalarization method different from the above-mentioned ones. It consists in constructing, for a given multiobjective optimization problem, a single scalarization function, whose global minimum points are exactly vector critical points in the sense of [8] for the original problem. This equivalence holds globally and enables one to use global optimization algorithms designed for scalar-valued problems (for example, classical genetic algorithms with "roulette wheel" selection) to solve the original multiobjective problem. We also show that, if we consider an order defined by a polyhedral cone and the function being optimized is piecewise differentiable, then computing the values of a scalarization function reduces to solving a quadratic programming problem.
So far, the term "scalarization function" has been used for a scalar-valued function defined on the image space of an optimization problem, which transforms a vector-valued objective function into a scalar-valued one (see [9] , Thm.
1.1). However, by using such a scalarization, we are able to find only some (usually a small part of) Pareto solutions, or efficient points, of the original multiobjective optimization problem, while the other Pareto solutions are lost. Contrary to this approach, our scalarization function is defined on the space of feasible solutions of the original problem and attains the minimum (zero) value on the set of vector critical points for this problem. The set of vector critical points is larger than the set of efficient solutions and can serve as an approximation of the latter one.
The purpose of this research is to describe the idea of our new scalarization method and to present some underlying theory for the case of an unconstrained multiobjective optimization problem. The extension to constrained optimization is also possible and will be the subject of further investigations.
A Global Scalarization Function for an Arbitrary Ordering Cone
Let 
for all , p y z ∈  . We consider the following multiobjective optimization problem:
Definition 1 [10] We define the (Clarke's) generalized Jacobian of f at x ∈ Ω as follows:
where ( ) Jf x denotes the usual Jacobian matrix of f at x whenever f is Fréchet differentiable at x, and "co" denotes the convex hull of a set.
We will denote by 
(ii) A function : 
In this case, we call
We define the set of essentially active indices for f at x as follows: 
.
Definition 4 [8] Let x ∈ Ω . We say that (i) x is a vector critical point for problem (3) if there exist
where 0 n is the zero vector in n  ;
(ii) x is an efficient solution for (3) if
(iii) x is a weakly efficient solution for (3) if
(iv) x is a local weakly efficient solution for (3) if there exists a neighborhood U of x such that
It is obvious that implications ( ) ( ) ( )
(for locally Lipschizian f) follows from [12] (Thm. 5.1 (i)(b)). Some opposite implications can be obtained under additional assumptions of generalized convexity type. In particular, Gutiérrez et al. [8] have identi- Lemma 7 (a finite-dimensional version of [13] , Lemma 2.2.17) Let C be a nontrivial closed convex cone in
is a compact base for C + .
In the sequel, we consider a fixed vector int y C ∈ and a base B for C + defined by (11) . In order to define a global scalarization function for problem (3), we first consider the following mapping :
Lemma 8 A point x ∈ Ω is a vector critical point for problem (3) if and only if
Proof. If x ∈ Ω is a vector critical point for problem (3), then equality (7) holds for some { } 
where ⋅ denotes the Euclidean norm. We now introduce the following scalarization function
Note that s depends on the choice of y . The name "scalarization function" is justified by the following.
Theorem 9 A point x ∈ Ω is a vector critical point for problem (3) 

Having defined the scalarization function s, we can now replace problem (3) by the following scalar optimization problem:
Obviously, problems (3) and (17) are not equivalent because there may exist vector critical points which are not (weakly) efficient solutions for (3). Nevertheless, by solving problem (17) we can obtain some approximation of the set of solutions to (3) .
Computing the distance function in (16) is not easy in the general case, but under additional assumptions on both C and f, it is possible to apply some existing algorithms to perform this task. The details are described below. 
A convex cone which is a polyhedral set is called a polyhedral cone. Theorem 11 Suppose that the ordering cone C in p  is polyhedral and the function :
, let B be a base for C + defined by (11) and let h be the function defined by (12) . Then, for each x ∈ Ω , the set 
is the convex hull of a finite collection of p n × matrices, so it is a polyhedral set in p n ×  . It is easy to prove that the Cartesian product of two polyhedral sets is a polyhedral set and that the image of a polyhedral set under a linear transformation is a polyhedral set (see [15] , Proposition A.3.4). Therefore, . This is a particular case of a quadratic programming problem (see [16] , p. 398). There are also specialized algorithms designed for computing such projections (see [17] [18]).
The Case of Two Objectives
For two objectives, under differentiability assumptions, it is possible to find some representation of the scalarization function s in terms of the gradients 1 f ∇ and 2 f ∇ . Let p = 2 and suppose that the mapping ( )
The following theorem will help to compute the scalarization function (16) for bi-objective problems.
Theorem 12 Let p = 2, int y C ∈ , and let B be the compact base for C + defined by (8) . Then there exist vectors ( )
Proof. It follows from (8) 
Pareto Optimization
We now consider the case of classical Pareto optimization, i.e., when
We have C C + = . Let 
hence, the scalarization function has the form
For any point n x ∈  , there are two possible cases: This example shows that one must be careful when using global optimization algorithms to minimize s because points like the ones appearing in (29) can be easily misclassified as vector critical points.
Conclusion
We have presented a new scalarization method for solving multiobjective optimization problems which is based on computing the Euclidean distance from the origin to some subset determined by the generalized Jacobian of the mapping being optimized. This article contains the main underlying theory and only some preliminary numerical computations pertaining to this method. More numerical results will be presented in another research.
