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Re´sume´ - Abstract
Re´sume´ : La motivation initiale de cette the`se est l’e´tude d’une discre´tisation volumique de
surface (introduite dans le Chapitre 2) naturellement lie´e a` la structure de varifold. La the´orie des
varifolds a e´te´ de´veloppe´e par F. Almgren aﬁn d’e´tudier les points critiques de la fonctionnelle d’aire.
L’ensemble des varifolds rectiﬁables entiers fournit une notion de surface faible posse´dant de bonnes
proprie´te´s de compacite´ et munie d’une notion de courbure ge´ne´ralise´e appele´e variation premie`re.
Le point cle´ est qu’il est possible de munir d’une structure de varifold la plupart des objets utilise´s
pour repre´senter ou discre´tiser des surfaces c’est-a`-dire aussi bien des objets tels que les sous-varie´te´s
ou les ensembles rectiﬁables que des objets tels que des nuages de points ou encore la discre´tisation
volumique propose´e, ce qui permet d’e´tudier dans un cadre uniﬁe´ une surface et sa discre´tisation.
Une diﬃculte´ essentielle est que, ge´ne´ralement, ces structures discre`tes ne sont pas rectiﬁables, ce
qui soule`ve la question suivante : comment assurer qu’un varifold, obtenu comme limite de discre´ti-
sations volumiques de la forme propose´e, soit une surface, au moins en un sens faible ? De fac¸on plus
pre´cise : quelles conditions sur une suite de varifolds quelconques assurent que le varifold limite est
rectiﬁable (Chapitre 3) ou encore qu’il est a` variation premie`re borne´e (Chapitre 5) ? Aﬁn de tester la
rectiﬁabilite´ d’un varifold, on peut e´tudier l’existence d’un plan tangent en presque tout point, mais
la fac¸on classique de le de´ﬁnir n’est pas adapte´e (c’est-a`-dire qu’elle ne se transfert pas aise´ment de
la suite de varifolds a` sa limite). Aﬁn d’y reme´dier, on conside`re le plan tangent comme minimiseur
d’une e´nergie lie´e aux nombres β de Jones, ce qui nous permet d’obtenir des conditions assurant la
rectiﬁabilite´ d’une limite de varifolds.
On s’inte´resse ensuite a` la re´gularite´ du varifold limite en termes de courbure (variation premie`re).
Dans un premier temps, on a essaye´ de controˆler la variation premie`re en observant qu’une certaine
moyenne de la variation premie`re sur des boules concentriques se re´e´crivait de fac¸on a` avoir un
sens meˆme pour un varifold a` variation premie`re non borne´e. On a alors essaye´ de reconstruire par
“packing” la variation premie`re uniquement graˆce a` ces moyennes (Chapitre 4), mais cela n’a pas
permis d’e´tablir les conditions de´sire´es. En revanche, cela nous a conduit a` conside´rer une forme
re´gularise´e de la variation premie`re d’un varifold, ce qui a permis d’e´tablir des conditions assurant
que la limite d’une suite de varifolds est a` variation premie`re borne´e. Cette re´gularisation permet de
de´ﬁnir des e´nergies de Willmore approche´es qui Γ–convergent dans l’espace des varifolds vers l’e´nergie
de Willmore classique ainsi qu’une approximation de la courbure qui est teste´e nume´riquement dans
le Chapitre 6.
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Abstract : The starting point of this work is the study of a volumetric surface discretization model
naturally connected to the varifolds structure. Varifolds have proved to be useful when dealing with
geometric variational problems in the continuous setting since they were introduced by F. Almgren as
he was interested in ﬁnding critical points of the area functional in a broader class than parametrized
surfaces. A sub-class of varifolds, called integral (rectiﬁable) varifolds provides a set of generalized
surfaces with compactness properties and a consistent notion of generalized curvature. The point is
that not only the discretization we propose can be endowed with a structure of varifold but also a
great part of objects used for surface representation and discretization (triangulation, cloud points,
level sets etc.) so that we can use varifolds tools to study in some uniﬁed setting diﬀerent ways of
discretizing surfaces.
An important point to overcome is that these structures are generally not rectiﬁable (i.e. not
regular enough) so that we address the following question : how to ensure that the limit of a sequence
of such discrete surfaces is regular ? Or in a more technical way, what conditions on a sequence
of varifolds (not supposed rectiﬁable nor with bounded variation) ensure that the limit varifold is
rectiﬁable (Chapter 3) or has bounded ﬁrst variation (Chapter 5) ? In order to test the rectiﬁability
of a varifold, we looked at the existence of approximate tangent plane but the problem is that the
classical ways of deﬁning them are not well-adapted in our case. Therefore, we ﬁrst propose to consider
the approximate tangent planes as the minimizer of some energy linked to Jones’ β–numbers, allowing
to give energetic conditions ensuring the rectiﬁability of a limit varifold.
We then address the question in terms of ﬁrst variation (generalized curvature) of a limit varifold.
We ﬁrst tried a packing measure construction of the ﬁrst variation of a varifold V (Chapter 4), based
on the fact that in any ball, it is possible to deﬁne some kind of average value of the ﬁrst variation
that had sense even if V does not have bounded ﬁrst variation. But it happens that this construction
does not answer the question. Nevertheless, it leads us to deﬁne a regularized form of the classical
ﬁrst variation, allowing us to exhibit an energetic condition ensuring that a limit of a sequence of
varifolds has bounded ﬁrst variation. We use this regularized form to build an approximate Willmore
energy Γ–converging in the class of varifolds to the Willmore energy. In the last chapter (Chapter 6),
we test numerically a notion of approximate curvature derived from the regularized ﬁrst variation.
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Notations
We start by ﬁxing some notations. From now on, we ﬁx d, n ∈ N with 1  d < n and an open set
Ω ⊂ Rn. Then we adopt the following notations.
− AB = (A ∪B) \ (A ∩B) is the symmetric diﬀerence.
− Br(x) = {y | |y − x| < r} is the open ball of center x and radius r except in Chapter 4 where
Br(x) = {y | |y − x|  r} denotes the closed ball.
− Let ω and Ω be two open sets then ω ⊂⊂ Ω means that ω is relatively compact in Ω.
− Let A ⊂ Ω then Ac = Ω \A denotes the complementary of A in Ω.
− Gd,n = {P ⊂ Rn |P is a vector subspace of dimension d}.
− For P ∈ Gd,n, ΠP is the orthogonal projection onto P .
− Given a Rm–valued function f deﬁned in Ω, supp f is the closure in Ω of {y ∈ Ω | f(y) 
= 0}.
− Ckc (Ω) is the space of real continuous compactly supported functions of class Ck (k ∈ N) in Ω.
− C0o(Ω) is the closure of C0c(Ω) for the sup norm.
− Lipk(Ω) is the space of Lipschitz functions in Ω with Lipschitz constant less or equal to k.
− Let μ be a measure in some measurable topological space, then suppμ denotes the topological
support of μ.
− Given a measure μ, we denote by |μ| its total variation.
− Mloc(Ω)m is the space of Rm–valued Radon measures and M(Ω)m is the space of Rm–valued ﬁnite
Radon measures.
− Ln is the n–dimensional Lebesgue measure.
− Hd is the d–dimensional Hausdorﬀ measure.
− ωd = Ld(B1(0)) is the d–volume of the unit ball in Rd.
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2
CHAPITRE 1
Ge´ne´ralite´s
Il existe de nombreuses fac¸ons de repre´senter et discre´tiser les surfaces, tant en fonction du mode
d’acquisition que des applications en vue. La question de la repre´sentation des surfaces est au cœur de
domaines divers et varie´es tels que l’animation 3D, la mode´lisation industrielle ou encore l’imagerie
me´dicale. Ainsi, un scanner 3D va ge´ne´rer un nuages de points tandis qu’une acquisition IRM fournit
des donne´es de types volumiques et les animations 3D se font sur des surfaces triangule´es.
Lorsqu’on a acce`s a` une surface via sa discre´tisation, un des enjeux est d’eˆtre en mesure de
reconstruire un certain nombre d’informations concernant la surface initiale : des informations globales
telles que la topologie ou l’orientation globale et des informations locales telles que le plan tangent ou
la courbure. Se pose alors la question de la ﬁabilite´ de l’information reconstruite. L’erreur commise
peut-elle eˆtre controˆle´e ? Cette question sous-tend une autre question fondamentale : comment juger
de la qualite´ de la discre´tisation ? La surface continue et sa discre´tisation ne vivant ge´ne´ralement pas
dans le meˆme espace, comment aﬃrmer qu’une discre´tisation est plus ou moins bonne ? E´tant donne´e
la multiplicite´ des repre´sentations et discre´tisations existantes, un autre enjeu est la comparaison :
comment estimer si deux discre´tisations de type diﬀe´rents sont issues de deux surfaces proches ? C’est
ainsi qu’ont e´te´ de´veloppe´es de nombreuses techniques permettant de passer d’un type de discre´tisation
a` un autre, permettant d’exploiter les avantages lie´s aux diﬀe´rents modes de discre´tisation.
Une approche consiste alors a` essayer de donner un cadre commun a` l’e´tude d’objets de nature
continue re´gulie`re et d’objets de nature discrets. Le cadre des varifolds s’y preˆte assez bien, munissant
objets de nature discre`te ou continue d’une structure de mesure de Radon. On dispose alors pour
mesurer l’erreur commise par discre´tisation de la notion de convergence faible–∗ et des diﬀe´rentes
distances dont est pourvu l’espace des mesures de Radon. On dispose de plus d’une notion de courbure
ge´ne´ralise´e. Ces notions, prises telles quelles, ne sont pas adapte´es a` des objets de nature discre`te,
mais leur formulation ge´ne´rale est, comme on va le voir, adaptable a` des objets discre´tise´s a` une
e´chelle donne´e.
Le Chapitre 1 pre´sente tout d’abord les notions de rectiﬁabilite´ et varifolds, en insistant sur la
notion de variation premie`re d’un varifold qui est une notion de courbure ge´ne´ralise´e. Suit un expose´
de´taille´ des questions qui ont guide´ cette the`se et des diﬀe´rentes re´ponses qui ont pu eˆtre apporte´es.
Le Chapitre 2 e´tudie des structures de varifolds sur des objets discrets, en se concentrant parti-
culie`rement sur une discre´tisation de nature volumique. On s’inte´resse particulie`rement aux proprie´te´s
d’approximations de ces espaces de varifolds de type discret, et au sens que prend la variation premie`re
de tels varifolds. On observe que la variation premie`re, meˆme si elle est de´ﬁnie pour n’importe quel
varifold, est essentiellement adapte´e aux varifolds rectiﬁables.
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On cherche alors dans le Chapitre 3, des conditions permettant d’assurer que la limite faible–∗
d’une suite de varifolds, a priori quelconques, soit rectiﬁable. On utilise pour cela une caracte´risation de
la rectiﬁabilite´ issue de l’e´tude de la rectiﬁabilite´ uniforme et de conditions quantitatives caracte´risant
l’uniforme rectiﬁabilite´.
On revient alors dans le Chapitre 4 a` la question de de´ﬁnir une notion de variation premie`re
adapte´e a` des varifolds discrets, e´tant donne´e une certaine e´chelle de discre´tisation. On essaie pour
cela de reconstruire la variation premie`re par des me´thodes de construction de mesures, d’abord la
construction me´trique de Carathe´odory, puis de type “packing”. Mais ces constructions essentiellement
me´triques n’exploitent pas pleinement le cadre vectoriel (Rn) dans lequel vivent nos objets.
Dans le Chapitre 5, on donne alors une notion de variation premie`re approche´e a` une e´chelle ε en
re´gularisant par convolution la variation premie`re classique. Cette re´gularisation nous permet alors
d’avoir acce`s a` une notion de courbure moyenne approche´e, qui nous permet dans un premier temps
de de´ﬁnir des e´nergies de Willmore approche´es Γ–convergeant dans l’espace des varifolds vers l’e´nergie
de Willmore.
Puis dans le Chapitre 6, on teste nume´riquement cette approximation de la courbure sur des
nuages de points, en e´tudiant l’inﬂuence des diﬀe´rents parame`tres en jeu (nombre de points dans le
nuage, e´chelle du noyau re´gularisant, forme du noyau re´gularisant).
1.1 Mesures de Radon et rectiﬁabilite´
Avant d’introduire l’espace des varifolds, on va eﬀectuer quelques rappels sur les mesures de Radon
et les ensembles rectiﬁables.
1.1.1 Espace des mesures de Radon
On se place dans le cadre d’un ouvert Ω ⊂ Rn muni de sa tribu bore´lienne B(Ω), ces de´ﬁnitions et
re´sultats demeurent dans le cas d’un espace me´trique X localement compact. Une mesure de Radon
est une mesure de Borel (re´gulie`re, ce qui est automatique pour une mesure de Borel sur Ω) et ﬁnie
sur les compacts. Ce qui prend un sens un peu particulier dans le cas vectoriel puisque par de´ﬁnition,
une mesure vectorielle est ﬁnie.
De´ﬁnition 1.1 (Mesures de Radon). 1. Une mesure positive μ sur (Ω,B(Ω)) est appele´e mesure
de Borel. Si μ est une mesure de Borel positive et ﬁnie sur les compacts, on dit que μ est une
mesure de Radon positive.
2. Mesures vectorielles. Soit A une tribu. On dit que μ : A → Rm est une mesure vectorielle si
μ(∅) = 0 et pour tout {Ei}i∈N avec Ei e´le´ments de A deux a` deux disjoints
μ
( ∞⋃
i=1
Ei
)
=
∞∑
i=1
μ(Ei)
On de´ﬁnit la variation totale de μ, pour tout bore´lien E,
|μ|(E) = sup
{ ∞∑
i=1
|μ(Ei)| avec Ei bore´liens deux a` deux disjoints tels que E =
∞⋃
i=1
Ei
}
(1.1)
3. Soit μ de´ﬁnie sur {bore´liens relativement compacts de Ω} ⊂ B(Ω) et a` valeurs dans Rm. Si
pour tout compact K ⊂ Ω, μ : (K,B(K)) → Rm est une mesure vectorielle, on dit que μ est une
mesure de Radon.
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Proposition 1.1 (Proprie´te´s de la variation totale, cf. 1.47 p.21 dans [AFP]). Soit μ une mesure de
Radon ﬁnie sur Ω a` valeurs dans Rm, alors |μ| est une mesure de Radon positive ﬁnie et pour tout
ouvert U ⊂ Ω,
|μ|(U) = sup
{∫
u · dμ : u ∈ C0c(U)m, |u|  1
}
.
De plus, il existe une unique fonction σ : Ω → Sm−1 dans L1(Ω, |μ|) telle que μ = σ |μ| .
Dans le point 2 de la De´ﬁnition 1.1, on ne pre´cise pas mesure vectorielle ﬁnie car il s’agit d’une
conse´quence de l’e´galite´ (1.1) (plus particulie`rement de l’absolue convergence de la se´rie de droite
puisque le membre de gauche ne de´pend pas de l’ordre des ensembles conside´re´s). Une mesure vecto-
rielle sur B(Ω) est une mesure de Radon ﬁnie, tandis qu’une mesure de Radon μ sur Ω n’est pas en
ge´ne´ral une mesure vectorielle sur Ω. En revanche, lorsque μ est une mesure de Radon sur Ω telle que
sup {|μ|(K) : K compact ⊂ Ω} < ∞, on peut e´tendre μ en une mesure vectorielle sur Ω. Les mesures
de Radon sont “localement” des mesures vectorielles, on va voir que l’espace des mesures de Radon
sur Ω a` valeurs dans Rm, qu’on note Mloc(Ω)m, apparaˆıt comme le dual de l’espace C0c(Ω,Rm) des
fonctions continues a` support compact de meˆme que l’espace des mesures de Radon ﬁnies sur Ω a` va-
leurs dans Rm, qu’on note M(Ω)m, apparaˆıt comme le dual de l’espace C0o(Ω,Rm). On va maintenant
e´noncer le the´ore`me de Riesz aﬁn de pre´ciser les re´sultats de dualite´ que l’on vient d’e´voquer.
The´ore`me 1.2 (The´ore`me de Riesz, cf. 1.54 p.25 dans [AFP]). Soit L : C0o(Ω,R
m) → R une forme
line´aire continue i.e.
sup
{
L(u) : u ∈ C0o(Ω,Rm), ‖u‖∞  1
}
< +∞ .
Alors il existe une unique mesure de Radon ﬁnie μ = (μ1, . . . , μm) sur Ω telle que
L(u) =
n∑
j=1
∫
uj dμj =
∫
u · dμ .
De plus ‖L‖ = |μ|(Ω).
The´ore`me 1.3 (The´ore`me de Riesz, cf. 1.55 p.25 dans [AFP]). Soit L : C0c(Ω,R
m) → R une forme
line´aire continue i.e. pour tout compact K ⊂ Ω,
sup
{
L(u) : u ∈ C0c(Ω,Rm), |u|  1, supp u ⊂ K
}
< +∞ .
Alors il existe une unique mesure de Radon vectorielle μ = (μ1, . . . , μn) sur Ω telle que
L(u) =
n∑
j=1
∫
uj dμj =
∫
u · dμ .
Attention, la topologie conside´re´e dans le cas de C0o est la topologie induite par ‖ · ‖∞ tandis que
concernant C0c il ne s’agit pas d’une topologie induite par une norme, mais par une famille de semi-
normes. On utilise ici la proprie´te´ que pour cette topologie, une forme line´aire L sur C0c est continue
si et seulement si la restriction de L aux sous-espaces CK =
{
ϕ ∈ C0c : suppϕ ⊂ K
}
est continue pour
chaque compact K.
Ces the´ore`mes de dualite´ nous invitent a` conside´rer la notion de convergence faible–∗ sur Mloc(Ω)m
et M(Ω)m en tant qu’espaces duaux.
De´ﬁnition 1.2 (Convergence faible–∗ dans Mloc(Ω)m, cf. [AFP] de´ﬁnition 1.58 p. 26). Soit μ et (μi)i
des mesures de Radon sur Ω a` valeurs dans Rm. On dit que μi converge faiblement–∗ vers μ, note´
μi
∗−−−−⇀
i→+∞
μ si ∫
ϕ · dμi −−−−→
i→+∞
∫
ϕ · dμ pour tout ϕ ∈ C0c(Ω,Rm) .
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Remarque 1.1. Si de plus les μi sont ﬁnies et telles que supi |μi|(Ω) < +∞ alors μ est ﬁnie et μi
converge faiblement–∗ vers μ au sens de la convergence faible–∗ cette fois-ci dans M(Ω)m i.e.∫
ϕ · dμi −−−−→
i→+∞
∫
ϕ · dμ pour tout ϕ ∈ C0o(Ω,Rm) .
On peut appliquer le the´ore`me de Banach-Alaoglu concernant la compacite´ faible des suites borne´es
pour obtenir le the´ore`me de compacite´ suivant :
The´ore`me 1.4 (Compacite´ faible–∗, cf. [AFP] 1.59 et 1.60 p. 26). 1. Soit (μi)i une suite de me-
sures de Radon ﬁnies sur (Ω,B(Ω)) telles que supi |μi|(Ω) < +∞, alors il existe une mesure de
Radon ﬁnie μ et une sous-suite qui converge faiblement–∗ vers μ.
2. Soit (μi)i une suite de mesures de Radon sur (Ω,B(Ω)) telles que supi |μi|(K) < +∞ pour
tout compact K ⊂ Ω, alors il existe une mesure de Radon μ et une sous-suite qui converge
faiblement–∗ vers μ.
On vient de voir que graˆce au the´ore`me de Riesz, on peut e´tudier l’espace des mesures de Radon
comme un espace dual, si on revient maintenant au point de vue des mesures, comment se comporte la
convergence faible–∗ vis a` vis des bore´liens ? Commenc¸ons par le cas des mesures de Radon positives.
Proposition 1.5 (Cf. [EG92], theorem 1 p. 54). Soit (μk)k une suite de mesures positives de Radon
sur Ω convergeant faiblement–∗ vers μ alors
1. pour tout compact K ⊂ Ω, lim supk μk(K)  μ(K) et pour tout ouvert U ⊂ Ω, μ(U) 
lim infk μk(U).
2. limk μk(B) = μ(B) pour tout bore´lien borne´ B ⊂ Ω tel que μ(∂B) = 0.
En re´alite´ on a mieux, chacune de ces propositions e´quivaut a` la convergence faible-∗ ([EG92]).
On a une proprie´te´ analogue dans le cas des mesures de Radon a` valeurs vectorielles en ajoutant
l’hypothe`se de la convergence faible–∗ de la suite des variations totales |μi|. En eﬀet comme le montre
l’exemple suivant, la convergence faible–∗ d’une suite de mesures n’entraˆıne pas la convergence des
variations totales associe´es.
Exemple 1.1 (Cf. [AFP] exemple 1.63 p. 29). On de´ﬁnit μi sur ]0, π[ par dμi = sin(ix) dx. On a
alors que μi converge faiblement–∗ vers 0 et |μi|converge faiblement–∗ vers 2π dx. En eﬀet, on de´coupe∫
(0,π) ϕ(x)| sin(ix)| dx en i intervalles de longueur πi puis sur chaque intervalle
(
kπ
i ,
(k+1)π
i
)
pour
k = 0 . . . i− 1 on eﬀectue le changement de variables t = kπ+ui . On obtient pour ϕ ∈ C0c(]0, π[,R),∫
(0,π)
ϕ(x)| sin(ix)| dx = 1
i
i−1∑
k=0
∫ π
0
ϕ
(
kπ + u
i
)
| sinu| du.
par uniforme continuite´ ϕ
(
kπ+u
i
)
= ϕ
(
kπ
i
)
a` ε pre`s si i est assez grand. On reconnait alors une somme
de Riemann et∫
(0,π)
ϕ(x)| sin(ix)| dx −→
∫
(0,π)
| sin(x)| dx · 1
π
∫ π
0
ϕ(x)dx =
2
π
∫ π
0
ϕ(x) dx
E´nonc¸ons a` pre´sent la proprie´te´ correspondante dans le cas vectoriel :
Proposition 1.6 (Cf. [AFP] proposition 1.62(b) p. 27). Soit (μk)k une suite de mesures de Radon
a` valeurs dans Rm sur Ω et convergeant faiblement–∗ vers μ. On suppose de plus que |μi| converge
faiblement–∗ vers λ. On a alors |μ|  λ et pour tout bore´lien borne´ B tel que λ(∂B) = 0 on a
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μi(B) → μ(B).
Un peu plus ge´ne´ralement, pour toute fonction mesurable borne´e u dont l’ensemble des discontinuite´s
est λ-ne´gligeable, ∫
u dμi −→
∫
u dμ .
On verra que ces proprie´te´s seront utiles lorsque l’on s’inte´ressera a` la convergence de varifolds
(qui est une convergence faible–∗ de mesures de Radon).
1.1.2 Ensembles rectiﬁables
On eﬀectue ici quelques rappels autour de la notion de rectiﬁabilite´. Les ensembles rectiﬁables
donnent un sens a` la notion de “presque” re´gulier, prolongeant ainsi la notion de surface. On peut
de´ﬁnir la notion de plan tangent approche´ a` un ensemble rectiﬁable, et inversement, l’existence d’un
plan tangent approche´ a` un ensemble en presque tout point caracte´rise la rectiﬁabilite´.
De´ﬁnition 1.3 (Ensemble de´nombrablement d–rectiﬁable). Un ensemble M ⊂ Rn est de´nombrable-
ment d-rectifable si
M ⊂ M0 ∪
⋃
j∈N
fj
(
R
d
)
ou`
{ Hd(M0) = 0
∀j ∈ N, fj : Rd → Rn est Lipschitz .
Si de plus Hd(M) < +∞, M est dit d–rectiﬁable.
Graˆce au the´ore`me d’extension de Whitney, on obtient la caracte´risation suivante de la rectiﬁabi-
lite´ :
Proposition 1.7 (cf. lemma 1.11, [Sim83]). M est de´nombrablement d-rectiﬁable si et seulement si
M = M0 ∪
⎛⎝⋃
j∈N
Nj
⎞⎠
ou` Hd(M0) = 0 et pour tout j, Nj est contenu dans une d–sous-varie´te´ C1 Sj de Rn.
Ainsi, lorsque M est un ensemble de´nombrablement d-rectiﬁable, on peut de´ﬁnir un plan tangent
TxM en Hd–presque tout x ∈ M . En eﬀet, avec les notations de la Proposition 1.7, on pose pour
x ∈ Sj ,
TxM = TxSj .
Mais on aimerait de´ﬁnir le plan tangent de fac¸on intrinse`que, et non lie´e a` un choix particulier de
de´composition en parties de sous-varie´te´s. Avant cela, on de´ﬁnit la notion de mesure d–rectiﬁable.
De´ﬁnition 1.4 (Mesure d–rectiﬁable). Soit μ une mesure de Radon sur Rn. On dit que μ est d–
rectiﬁable s’il existe un ensemble de´nombrablement d–rectiﬁable M et une fonction bore´lienne positive
θ tels que μ = θHd|M .
Avec cette de´ﬁnition, un ensemble M ⊂ Rn est d–rectiﬁable si et seulement si la mesure Hd|M est
rectiﬁable. On de´ﬁnit maintenant de fac¸on intrinse`que la notion de plan tangent approche´, pour cela
on introduit le changement d’e´chelle :
ϕx,r(y) =
y − x
r
.
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(a) Ensemble 1–rectiﬁable (b) Ensemble 2–rectiﬁable
Figure 1.1 – Exemples d’ensembles rectiﬁables
On peut alors de´ﬁnir pour une mesure μ de´ﬁnie sur Ω ⊂ Rn, la mesure image par le changement
d’e´chelle ϕx,r#μ, c’est-a`-dire pour tout bore´lien A ⊂ 1r (Ω− x),
ϕx,r#μ(A) = μ
(
ϕx,r
−1(A)
)
= μ (x+ rA) .
De´ﬁnition 1.5 (Plan tangent approche´). Soit un ouvert Ω ⊂ Rn et μ une mesure de Radon sur Ω.
On dit que le sous-espace vectoriel P de dimension d est le plan tangent approche´ a` μ avec multiplicite´
θ au point x si
1
rd
ϕx,r#μ
∗−−−−⇀
r→0+
θHd|P dans Rn (1.2)
i.e. pour tout ϕ ∈ C0c(Rn),
1
rd
∫
Ω
ϕ
(
y − x
r
)
dμ(y) −−−−→
r→0+
θ
∫
P
ϕ(y) dHd(y) .
Soit M ⊂ Rn un ensemble de Hd–mesure localement ﬁnie (de sorte que Hd|M est une mesure de
Radon), on dit que le sous-espace vectoriel P de dimension d est le plan tangent approche´ a` M avec
multiplicite´ θ au point x si P est le plan tangent approche´ a` μ = Hd|M avec multiplicite´ θ au point x.
Remarque 1.2. Si M ⊂ Rn un ensemble de Hd–mesure localement ﬁnie, (1.2) avec multiplicite´ θ = 1
se re´e´crit : pour tout ϕ ∈ C0c(Rn),
1
rd
∫
1
r
(M−x)
ϕ(y) dHd(y) −−−−→
r→0+
∫
P
ϕ(y) dHd(y) .
L’existence d’un plan tangent approche´ a` M au point x traduit l’ide´e que les zooms successifs de M
autour du point x se concentrent sur un d–plan commun avec une re´partition de masse ressemblant
a` la mesure de Lebesgue d–dimensionnelle sur le d–plan.
Ve´riﬁons que dans le cas classique d’une sous-varie´te´ de Rn, le plan tangent approche´ co¨ıncide avec
le plan tangent classique :
Exemple 1.2. Soit M sous-varie´te´ de dimension d, on suppose que M = f(U) est parame´tre´e par un
plongement f : U → Rn de classe C1. Montrons alors que le plan tangent approche´ en x ∈ M co¨ıncide
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Figure 1.2 – De´ﬁnition du plan tangent approche´ par “blow up”
avec le plan tangent classique TxM = Df(z0)(R
d) avec x = f(z0). Soit ϕ ∈ C0c(Rn) on a alors par la
formule de l’aire
1
rd
∫
M
ϕ
(
x− y
r
)
dHd(y) = 1
rd
∫
Rd
ϕ
(
f(z0)− f(z)
r
)
Jf(z) dz
=
∫
Rd
ϕ
(
f(z0)− f(z0 + rh)
r
)
Jf(z0 + rh) dh
qui tend vers ∫
Rd
ϕ (Df(z0) · h) Jf(z0)dh =
∫
TxM={Df(z0)·h:h∈Rd}
ϕ(z) dHd(z) ,
quand r → 0.
Voyons a` pre´sent ce qu’il en est pour les mesures rectiﬁables.
Proposition 1.8 (Cf. Theorem 2.83 et Proposition 2.85, [Sim83]). Soit Ω ⊂ Rn un ouvert et soit
μ = θHd|M une mesure d-rectiﬁable, alors
1. Pour Hd–presque tout x ∈ M , μ admet un plan tangent approche´ P (x) avec multiplicite´ θ(x).
2. Pour Hd–presque tout x ∈ M ,
θ(x) = Θ(μ, x) = lim
r→0
μ(Br(x))
ωdrd
.
3. Si μ′ = θ′Hd|M ′ est une autre mesure d-rectiﬁable sur Ω avec pour plan tangent approche´ P ′
de´ﬁni Hd–presque partout, alors pour Hd–presque tout x ∈ M ∩M ′,
P (x) = P ′(x) .
Remarque 1.3. Si M ⊂ Rn est un ensemble rectiﬁable, on peut facilement construire une multiplicite´
θ strictement positive Hd–presque partout sur M , localement Hd-inte´grable sur M , de sorte que
μ = θHd|M soit une mesure d–rectiﬁable et, par la Proposition 1.8, admette un plan tangent approche´
Hd–presque partout. Le point 3 de la Proposition 1.8 assure que le plan tangent ne de´pend pas de
la multiplicite´ θ et on peut alors de´ﬁnir le plan tangent approche´ a` M comme e´tant le plan tangent
approche´ a` θHd|M .
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On vient de voir qu’une mesure d-rectiﬁable posse`de un plan tangent approche´ en Hd–presque
tout point. La de´ﬁnition 1.5 ne s’applique pas uniquement aux mesures rectiﬁables, mais a` toute
mesure de Radon. On peut ainsi se demander quelle est la classe des mesures de Radon posse´dant un
plan tangent approche´ (de dimension donne´e d) en presque tout point. La re´ponse est donne´e par le
the´ore`me suivant : ce sont exactement les mesures d–rectiﬁables. Autrement dit, l’existence d’un plan
tangent approche´ Hd–presque partout est e´quivalent a` la rectiﬁabilite´.
The´ore`me 1.9 (Cf. [AFP] Theorem 2.83 p.94). Soit Ω ⊂ Rn un ouvert et soit μ une mesure de
Radon sur Ω. Alors μ est d-rectiﬁable si et seulement si, pour μ–presque tout x ∈ Ω, μ admet un plan
tangent approche´ avec multiplicite´ θ(x) > 0.
Il existe aussi des caracte´risations de la rectiﬁabilite´ uniquement en terme de densite´ (Θd(μ, x) =
lim
r→0
μ(Br(x))
ωdrd
), dont certaines sont tre`s diﬃciles (voir notamment [Mat95] et [Pre87]). Ainsi, les en-
sembles rectiﬁables apparaissent comme un bon cadre pour e´tendre les notions de surface (sous-varie´te´)
et plan tangent.
1.2 Varifolds
On s’inte´resse dans cette section a` la notion de varifold en se concentrant plus particulie`rement
sur la notion de courbure ge´ne´ralise´e d’un varifold. L’espace des varifolds peut eˆtre vu comme un
espace de surfaces ge´ne´ralise´es, en ce sens qu’il contient notamment les sous-varie´te´s et les ensembles
de´nombrablement rectiﬁables ; il est de plus muni d’une notion de courbure ge´ne´ralise´e. L’espace des
varifolds est un espace de mesure de Radon comportant une information spatiale et une information
tangentielle. Muni d’une notion de convergence faible (convergence faible–∗ des mesures de Radon),
il posse`de de bonnes proprie´te´s de compacite´ vis-a`-vis de cette convergence. Dans toute la suite, Ω
est un ouvert de Rn. On de´signe par Gd,n l’ensemble des sous espaces vectoriels de R
n de dimension
d et on munit Gd,n de la distance
d(T, S) =
⎛⎝ N∑
i,j=1
|P i,jT − P i,jS |2
⎞⎠ 12
ou` PT ∈ Mn(R) de´signe la matrice de la projection orthogonale sur le sous espace T dans la base
canonique de Rn. Muni de cette me´trique, Gd,n est un espace compact et Gd(Ω) = Ω×Gd,n muni de
la me´trique produit est localement compact.
De´ﬁnition 1.6 (Varifolds). On appelle d-varifold sur Ω une mesure de Radon V sur l’espace Gd(Ω).
Remarque 1.4. On a de´ﬁni les mesures de Radon sur un ouvert Ω ⊂ Rn, mais les de´ﬁnitions et
proprie´te´s e´nonce´es sont valables plus ge´ne´ralement dans le cadre d’un espace me´trique localement
compact X (en remplac¸ant la tribu B(Ω) par la tribu bore´lienne de X, B(X)), ce qui est le cas de
Gd(Ω).
A` tout varifold V on associe une mesure de Radon positive, appele´e masse, qui est l’image par la
projection sur la composante spatiale de la mesure V :
De´ﬁnition 1.7 (Masse). Soit V un d-varifold sur Gd(Ω), on de´ﬁnit sa mesure masse, note´e ‖V ‖,
par
‖V ‖(B) = π#V (B) = V (π−1(B)) pour tout bore´lien B ⊂ Ω ,
ou` π : Gd(Ω) → Ω, (x, S) → x est la projection sur Ω.
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On va voir que la structure de varifold est assez souple, en ce sens qu’elle peut munir aussi bien
des objets tre`s re´guliers (surfaces, sous-varie´te´s), faiblement re´guliers (ensembles de´nombrablement
rectiﬁables) et des objets de nature plus “discre`te” (nuages de points, approximation volumiques lie´es
a` un maillage ...). On va commencer par s’inte´resser a` la classe des varifolds rectiﬁables.
1.2.1 Varifolds rectiﬁables et autres exemples de varifolds
On donne ici un premier exemple de varifold, construit a` partir d’une sous-varie´te´.
Exemple 1.3 (Varifold associe´ a` une sous-varie´te´). SoitM une sous-varie´te´ de classe C1 et de dimension
d de Rn a` laquelle on associe la mesure μ = Hd|M et l’application
Id× P : Ω → Gd(Ω)
x → (x, P (x)) ,
avec P (x) = TxM pour x ∈ M (la valeur de P (x) pour x /∈ M n’a pas d’importance pour la suite).
On de´ﬁnit le d-varifold V = v(M) associe´ a` la sous-varie´te´ M par, pour tout bore´lien A ⊂ Ω×Gd,n,
V (A) = (Id× P )#μ(A) = μ(π(TM ∩A)) ,
ou` TM = (Id×P )(M) = {(x, TxM) : x ∈ M}. On a de fac¸on e´quivalente, pour tout ϕ ∈ C0c(Ω×Gd,n),∫
(x,S)∈Gd(Ω)
ϕ(x, S) dV (x, S) =
∫
x∈M
ϕ(x, TxM) dHd(x) .
On utilisera la notation abusive :
v(M) = Hd|M ⊗ δTxM .
Soit maintenant M un ensemble de´nombrablement d-rectiﬁable de Rn et θ : M →]0,+∞[ une
fonction Hd inte´grable sur M . En posant μ = θHd|M , on peut de´ﬁnir le d–varifold V = v(M, θ) associe´
a` (M, θ) de la meˆme fac¸on par pour tout bore´liens A ⊂ Ω×Gd,n,
V (A) = (Id× P )#μ(A)
ou` cette fois ci l’application x → P (x) est l’application μ mesurable qui a` x associe le plan tangent
approche´ en x a` μ. On notera souvent
v(M, θ) = θHd ⊗ δTxM .
On appelle un tel varifold V = v(M, θ) varifold rectifable.
De´ﬁnition 1.8 (Varifold rectiﬁable). Soit Ω ⊂ Rn un ouvert. Un d–varifold rectiﬁable V sur Ω est
une mesure de Radon sur Ω×Gd,n de la forme v(M, θ) = θHd⊗δTxM , i.e. pour tout ϕ ∈ C0c(Ω×Gd,n),∫
Ω×Gd,n
ϕ(x, S) dV (x, S) =
∫
M
ϕ(x, TxM)θ(x) dHd(x)
ou`
– M est un ensemble de´nombrablement d–rectiﬁable,
– TxM est le plan tangent approche´ a` M au point x ∈ M , qui existe Hd–presque partout,
– θ : M →]0; +∞[ est bore´lienne.
On a dans ce cas la` ‖V ‖ = μ = θHd|M . Lorsque la multiplicite´ θ est a` valeurs entie`res, on parlera de
varifold (rectiﬁable) entier.
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Remarque 1.5. Le fait que la multiplicite´ θ soit localement Hd–inte´grable est une conse´quence du fait
que V = v(M, θ) est une mesure de Radon.
On s’inte´resse donc a` une classe d’objets qui contient sous-varie´te´s et ensemble rectiﬁables. Don-
nons quelques autres exemples munis d’une structure de varifold.
Exemple 1.4 (Varifold associe´ a` un nuage de points).
Soit {xi}i=1...N ⊂ Rn un nuage de points, ponde´re´
par les masses {mi}i=1...N et muni des directions
{Pi}i=1...N ⊂ Gd,n. On peut alors de´ﬁnir sur Rn ×Gd,n
le varifold
V =
N∑
i=1
mi δxi ⊗ δPi ,
de sorte que pour ϕ ∈ C0c(Ω×Gd,n),∫
ϕdV =
N∑
i=1
ϕ(xi, Pi) .
Dans l’exemple pre´ce´dent d’un nuage de points, la dimension du support spatial est 0, diﬀe´rente
de la dimension d de la structure de d–varifold de´ﬁnie sur le nuage de points. On donne a` pre´sent
deux autres exemples de d–varifolds ou` la dimension d ne co¨ıncide pas avec la dimension du support
spatial du d–varifold conside´re´.
Exemple 1.5. (voir Figure 1.3) Conside´rons le plan aﬃne P = {z = 0} dans R3. Le varifold naturel-
lement associe´ a` P est le 2–varifold
v(P ) = H2|P ⊗ δ−→P .
Cependant, on peut aussi de´ﬁnir le 1–varifold
V1 = H2|P ⊗ δD ,
pour une droite vectorielle D ⊂ P ﬁxe´e. D’une certaine fac¸on, cela revient a` conside´rer le plan
aﬃne P comme l’union des droites aﬃnes de direction D contenue dans P . Ces deux varifolds ont la
meˆme mesure masse H2|P qui est une mesure de Radon 2–rectiﬁable, pourtant v(P ) est un 2–varifold
rectiﬁable au sens de la De´ﬁnition 1.8 tandis que V1 est 1–varifold mais pas un 1–varifold rectiﬁable.
Remarque 1.6. On remarque sur l’exemple pre´ce´dent (Exemple 1.5) que la rectiﬁabilite´ d’un varifold V
n’est pas e´quivalente a` la rectiﬁabilite´ de la mesure de Radon ‖V ‖ mais est plus forte : non seulement
‖V ‖ doit eˆtre rectiﬁable mais en plus, la partie tangentielle du varifold V doit eˆtre cohe´rente avec la
mesure ‖V ‖. Par exemple, si D ⊂ Rn est une droite aﬃne, et D′ ∈ G1,n est une direction ﬁxe´e, le
1–varifold
V = H1|D ⊗ δD′
est rectiﬁable si et seulement si D′ est la direction de la droite aﬃne D.
Ce type de d–varifold avec un support de dimension supe´rieure a` d apparaˆıt naturellement lorsqu’on
veut conside´rer une repre´sentation volumique d’une courbe ou d’une surface :
Exemple 1.6. (voir ﬁgure 1.3) On conside`re une courbe re´gulie`re Γ ⊂ R2 parame´tre´e par γ. On note
δ la distance signe´e a` Γ et γr la r–ligne de niveau de δ. Soit h tel que δ soit bien de´ﬁnie dans un
voisinage h–tubulaire de Γ, Th = {x | |δ(x)| = d(x,Γ)  h}. On peut alors de´ﬁnir le varifold diﬀus vΓ
tel que pour tout ϕ ∈ C0c(R2 ×G1,2),∫
ϕ(x, S) dvΓ(x, S) =
∫
Th
ϕ(x, TπΓ(x)Γ) dx
12
ou` πΓ : Th → Γ de´signe la projection sur Γ. Que l’on peut encore e´crire
vΓ = L2|Th ⊗ δTπΓ(x)Γ .
On reviendra sur ce type de varifolds dans le Chapitre 5, Section 5.4.
(a) (b)
Figure 1.3 – Exemples de varifolds
On va maintenant s’inte´resser a` la convergence au sens des varifolds.
1.2.2 Convergence au sens des varifolds
On munit l’espace des varifolds de la convergence faible–∗ au sens des mesures de Radon sur
Ω×Gd,n.
De´ﬁnition 1.9 (Convergence au sens des varifolds). Soit Ω ⊂ Rn un ouvert. On dit que la suite (Vi)i
de d–varifolds converge dans Ω vers le d–varifold V si
Vi
∗−−−⇀
i→∞
V ,
i.e., pour tout ϕ ∈ C0c(Ω×Gd,n),∫
Ω×Gd,n
ϕ(x, S) dVi(x, S) −−−→
i→∞
∫
Ω×Gd,n
ϕ(x, S) dV (x, S) .
On insiste sur la diﬀe´rence entre la convergence au sens des varifolds et la convergence au sens de
la masse
‖Vi‖ ∗−−−⇀
i→∞
‖V ‖ ,
qui est une conse´quence de la convergence au sens des varifolds, mais qui n’est absolument pas
e´quivalente. Reprenons a` ce sujet l’exemple de [Mor09] p.110 :
Exemple 1.7. Soit Ω = (0, 1) × (0, 1) ⊂ R2, e1 la direction {x1 = 0}, e2 la direction {x2 = 0} et u la
direction Δ = {x1 = x2}. On de´ﬁnit sur Ω la suite de 1–varifolds (Vi)i par
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Vi =
2i∑
k=1
H1∣∣∣[ k−1
2i
, k
2i
)
×
{
k−1
2i
} ⊗ δe1 +
2i∑
k=1
H1∣∣∣{ k
2i
}
×
[
k−1
2i
, k
2i
) ⊗ δe2 .
On peut facilement montrer que Vi converge faiblement–∗
vers le 1–varifold
V =
√
2H1|Δ ⊗
(
1
2
δe1 +
1
2
δe2
)
,
et non vers le 1–varifold rectiﬁable associe´ a` Δ,
v(Δ) = H1|Δ ⊗ δu .
On peut de`s maintenant e´noncer un re´sultat de compacite´ qui est une simple conse´quence du
the´ore`me de Banach-Alaoglu et du fait que pour un d–varifold V sur Ω, V (Ω×Gd,n) = ‖V ‖(Ω).
The´ore`me 1.10. Soit Ω ⊂ Rn un ouvert et soit (Vi)i une suite de d–varifolds sur Ω. Si
sup
i<+∞
‖Vi‖(Ω) < +∞ ,
alors il existe une sous-suite (Vik)k et un d–varifold V tels que
Vik
∗−−−−⇀
k→+∞
V ,
avec de plus ‖V ‖(Ω)  lim infk ‖Vik‖(Ω).
L’inconve´nient de ce the´ore`me est qu’on sait peu de choses sur le varifold limite. En particu-
lier, meˆme si les varifolds Vi sont rectiﬁables, V n’a aucune raison de l’eˆtre (comme on l’a vu dans
l’Exemple 1.7). Or, si par exemple le varifold limite V est la solution d’un proble`me de minimisation
dans l’ensemble des surfaces, on veut au moins assurer que V est rectiﬁable. On a ainsi besoin d’un
the´ore`me de compacite´ qui assure en plus la rectiﬁabilite´ et le caracte`re entier du varifold limite. Un
tel the´ore`me existe (cf. The´ore`me 1.13) et est duˆ a` W. K. Allard ([All72]). Mais pour cela, il nous
faut d’abord introduire la variation premie`re qui est une notion de courbure ge´ne´ralise´e dans l’espace
des varifolds.
1.2.3 Variation premie`re d’un varifold
Commenc¸ons par rappeler la de´ﬁnition du vecteur courbure moyenne dans le cas re´gulier et le
the´ore`me de la divergence :
De´ﬁnition 1.10. Soit M une sous varie´te´ de dimension d et de classe C2 de Rn. Le vecteur courbure
moyenne H est de´ﬁni localement par
H(x) = −
n−d∑
j=1
(divTxMνj(x))νj(x)
ou` νj sont des champs de vecteurs re´guliers de´ﬁnis sur M qui forment une base locale orthonormale
de NxM = (TxM)
⊥ et l’ope´rateur divP est de´ﬁni par,
divPX(x) =
n∑
j=1
〈∇PXj(x), ej〉 =
n∑
j=1
〈ΠP (∇Xj(x)), ej〉 ,
avec P ∈ Gd,n, (e1, . . . , en) base canonique de Rn et X = (X1, . . . , Xn) ∈ C1c(Ω,Rn).
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On peut re´e´crire le vecteur H comme H = tr Bx ou`
Bx : TxM × TxM −→ NxM
(v, w) → Bx(v, w) = (dxv(w))⊥ i.e. la projection orthogonale de (dxv(w)) sur NxM
est la seconde forme fondamentale de M en x. On peut maintenant e´noncer le the´ore`me de la diver-
gence
The´ore`me 1.11 (The´ore`me de la divergence). Soit M une sous varie´te´ de Rn de dimension d et de
classe C2, Ω un ouvert re´gulier et X ∈ C1c(Ω,Rn), on a alors∫
M∩Ω
divMX dHd = −
∫
M∩Ω
< X,H > dHd .
Le The´ore`me de la divergence (The´ore`me 1.11) fournit une caracte´risation variationnelle de la
courbure qui permet de de´ﬁnir en un sens faible la courbure moyenne dans l’espace des varifolds :
De´ﬁnition 1.11 (Variation premie`re ou courbure ge´ne´ralise´e). Soit V un d–varifold de´ﬁni sur un
ouvert Ω ⊂ Rn. La forme line´aire δV
δV : C1c(Ω,R
n) −→ R
X → ∫Ω×Gd,n divPX(x) dV (x, P )
est une forme line´aire continue sur C1c(Ω,R
n), c’est-a`-dire une distribution d’ordre 1.
La variation premie`re est de´ﬁnie pour un varifold quelconque. Lorsque la variation premie`re δV
d’un d–varifold V est plus re´gulie`re : par exemple lorsque δV s’e´tend en une forme line´aire continue sur
C0c(Ω,R
n), on dit que V est a` variation premie`re localement borne´e et on va voir dans le The´ore`me 1.12
que la re´gularite´ de la variation premie`re est lie´e a` la re´gularite´ du varifold.
De´ﬁnition 1.12 (Variation premie`re localement borne´e). On dit qu’un varifold V est a` variation
premie`re localement borne´e lorsque pour tout compact K ∈ Ω, il existe une constante cK telle que
pour tout X ∈ C1c(Ω,Rn), si suppX ⊂ K,
|δV (X)|  cK sup
K
|X| .
Autrement dit, δV s’e´tend en une forme line´aire continue sur C0c(Ω,R
n).
Par le the´ore`me de Riesz, si V est un d–varifold a` variation premie`re borne´e, il existe une mesure
de Radon (encore note´e δV ) telle que pour tout X ∈ C0c(Ω,Rn)
δV (X) =
∫
Ω
X · δV .
Par le the´ore`me de Radon Nikodym, il existe alors H ∈ L1loc(Ω, ‖V ‖) et une mesure δVs e´trange`re a`
‖V ‖ tels que
δV = −H‖V ‖+ δVs .
De´ﬁnition 1.13 (Courbure moyenne ge´ne´ralise´e et courbure singulie`re). Soit V un d–varifold a`
variation premie`re localement borne´e dans un ouvert Ω ⊂ Rn. Soit H ∈ L1loc(Ω, ‖V ‖) et δVs la mesure
e´trange`re a` ‖V ‖ donne´s par la de´composition de Radon Nikodym de δV par rapport a` ‖V ‖ :
δV = −H‖V ‖+ δVs .
On appellera H courbure moyenne ge´ne´ralise´e et δVs courbure singulie`re.
Lorsque V = v(M, 1) est le d–varifold associe´e a` une d–sous-varie´te´ M ,
δV = −HHd|M ,
et H est le vecteur courbure moyenne classique. On va voir quelques exemples ou` la variation premie`re
comporte une partie singulie`re.
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1.2.4 Exemples : courbure singulie`re et inﬂuence de la multiplicite´
Exemple 1.8 (Courbure singulie`re aux extre´mite´s d’un segment). On va commencer avec un exemple
tre`s simple : un segment M = [AB] dans R2 qu’on parame`tre par γ(t) = (1− t)a+ tb. On calcule la
courbure de V = v(M, 1). Pour X ∈ C1c(R2,R2), on note P la direction du segment (la direction de
γ′(t)) et η = γ
′(t)
|γ′(t)| .
δV (X) =
∫
M
divMX dσ =
∫ 1
0
divPX(γ(t))|γ′(t)| dt
=
∫ 1
0
< ∇X(γ(t)), η > η|γ′(t)| dt =
∫ 1
0
d
dt
(X(γ(t))) dtη
= (X(b)−X(a))η .
On en de´duit que δV = (δb − δa)η.
Exemple 1.9 (Courbure au niveau d’un nœud). On conside`re maintenant des demi-droites se rejoignant
en un point, et on calcule la courbure du nœud obtenu c’est-a`-dire la courbure du varifold V1 =
v(N1, 1). Pour cela, on va calculer la courbure d’une demi-droite partant de O et dirige´e par un
Figure 1.4 – Courbure au niveau d’un nœud
vecteur u unitaire, et de multiplicite´ constante θ0. Le calcul est similaire a` celui eﬀectue´ dans le cas
d’un segment. On parame`tre la demi-droite par γ(t) = tu (de sorte que u =
γ′(t)
|γ′(t)|) et on calcule pour
X ∈ C1c(R2,R2),
δV (X) =
∫ ∞
0
(< DX(γ(t))u, u >) θ0|γ′(t)| dt
= θ0
∫ ∞
0
(
< DX(γ(t)) γ′(t), u >
)
dt
= θ0
〈∫ ∞
0
d
dt
(X(γ(t))) dt, u
〉
= −θ0 < X(0), u >=< δ0(X), θ0u > .
On peut donc en de´duire la courbure de V1 = v(N1, 1), (Cf. Figure 1.4),
δV1 = −δ0 (η1 + η2 + η3)︸ ︷︷ ︸
0
= 0 .
De meˆme on en de´duit la courbure du varifold V2 = v(N2, θ) avec θ = θi constante sur la demi-droite
i (Cf. Figure 1.4)
δV2 = −(θ1η1 + θ2η2 + θ3η3)δ0 .
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On va maintenant de´tailler un dernier exemple qui illustre l’inﬂuence de la multiplicite´ sur la
courbure. En eﬀet, comme on vient de le voir avec le calcul de la courbure du nœud N2, la multiplicite´
impacte la courbure. En eﬀet, δV2 = −(θ1η1 + θ2η2 + θ3η3)δ0 est comple`tement de´pendante de la
multiplicite´ sur chaque demi-droite. On va maintenant voir que la multiplicite´ peut aussi avoir un
impact sur la partie absolument continue de la courbure.
Exemple 1.10 (Droite a` multiplicite´ variable). On conside`re la droite D = {y = 0} ⊂ R2, la fonction
multiplicite´ θ(x, y) = x2 + 1 et on calcule la courbure du varifold V = v(D, θ). Pour X = (X1, X2) ∈
C1c(R
2,R2) :
δV (X) =
∫
D
divDX θdH1 =
∫
x∈R
divDX(x, 0) (x
2 + 1) dx
=
∫
R
∂1X1(x, 0) (x
2 + 1) dx =
[
X1 (x
2 + 1)
]︸ ︷︷ ︸
0 car X∈C0c
−
∫
R
X1(x, 0) 2x dx
= −
∫
D
X(x, y) ·H(x, y)θ(x, y) dH1(x, y)
avec H(x, y) = ( 2x
x2+1
, 0).
La courbure n’est pas nulle ni constante, et pourtant ce varifold rectiﬁable est construit a` partir
d’une droite. Il faudra donc eˆtre attentif quand on e´tudiera des varifolds dont la courbure n’est pas
constante. On peut de plus remarquer qu’on n’a pas H ⊥ TzD mais au contraire, H ∈ TzD.
Attention, la mesure δVs peut eˆtre bien plus complique´e que dans les quelques exemples pre´sente´s.
Notamment δVs n’est pas ne´cessairement porte´e par un ensemble de dimension un de moins que
l’ensemble rectiﬁable, mais peut eˆtre porte´e par un ensemble de dimension interme´diaire par exemple.
On peut trouver un tel exemple de´taille´ dans [Man93] p.33-34.
1.2.5 Variation premie`re et rectiﬁabilite´
Commenc¸ons avec un exemple tre`s simple.
Exemple 1.11. Soit D une droite dans Rn et V le varifold porte´ par D avec pour direction D′ :
V = HdD ⊗ δD′ . Le varifold V est a` variation premie`re (localement) borne´e si et seulement si D = D′.
Re´gularite´ de la variation premie`re (de la courbure ge´ne´ralise´e) et re´gularite´ du varifold sont
fortement lie´es :
The´ore`me 1.12 (The´ore`me de rectiﬁabilite´, cf. [Sim83] p. 243). Soit V un d–varifold dans un ouvert
Ω ⊂ Rn. Supposons
– pour ‖V ‖–presque tout x ∈ Ω,
lim inf
r→0+
‖V ‖(Br(x))
rd
> 0 ,
– la variation premie`re δV de V est localement borne´e ;
alors V est un d–varifold rectiﬁable.
On va maintenant e´noncer un the´ore`me de compacite´ dans l’ensemble des varifolds, qui est une
conse´quence du the´ore`me de rectiﬁabilite´ (The´ore`me 1.12), du the´ore`me de compacite´ des mesures de
Radon et de la semi-continuite´ infe´rieure de la variation totale par rapport a` la convergence faible–∗,
sauf pour ce qui concerne les varifolds entiers : le fait que le caracte`re entier est conserve´ est un
the´ore`me en soi (duˆ a` W. K. Allard [All72]).
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The´ore`me 1.13 (The´ore`me de compacite´ d’Allard). Soit (Vj)j une suite de varifolds d-rectiﬁables
sur un ouvert Ω, a` variations premie`res localement borne´es dans Ω et tels que θj  1 ‖Vj‖ presque
partout. Supposons que pour tout ouvert W ⊂⊂ Ω,
sup
j
{‖Vj(W )‖+ |δVj |(W )}  c(W ) < +∞ . (1.3)
Alors il existe une sous suite (Vjn)n qui converge (faiblement–∗) vers un varifold d–rectiﬁable V a`
variation premie`re localement borne´e dans Ω et ve´riﬁant de plus θ  1 et
|δV |(W )  lim inf
n→∞ |δVjn |(W ) ∀W ⊂⊂ Ω .
Si de plus les varifolds Vj sont entiers alors V est entier lui aussi.
On va eˆtre amene´ dans cette the`se a` chercher des versions alternatives a` ces deux the´ore`mes
(The´ore`mes 1.12 et 1.13).
La suite de ce chapitre est de´die´e a` la description de l’articulation globale de la the`se et a` l’e´nonce´
des principaux re´sultats de´montre´s dans la the`se.
1.3 Varifolds discrets
Comme on l’a de´ja` mentionne´, on veut munir les objets re´guliers (surfaces, sous-varie´te´s, ensembles
rectiﬁables) ainsi que leurs discre´tisations (nuages de points, triangulations, discre´tisations de type
volumique) d’une structure de varifold, aﬁn de pouvoir les e´tudier dans un meˆme espace, muni des
proprie´te´s de compacite´ et de la notion de courbure ge´ne´ralise´e de´crites dans la section pre´ce´dente.
Munir des objets re´guliers, rectiﬁables, d’une structure de varifold se fait de fac¸on naturelle (comme
explique´ dans l’exemple 1.3) ; c’e´tait d’ailleurs une des motivations de l’introduction des varifolds :
de´ﬁnir une notion de surface ge´ne´ralise´e.
Le cadre classique de la the´orie ge´ome´trique de la mesure a de´ja` permis de de´ﬁnir une notion de
“mesure de courbure” (curvature measure) uniﬁe´e pour les surfaces et leurs approximations discre`tes,
base´e sur la notion de cycle normal [CSM06]. Valable tout d’abord pour des approximations de type
triangulation [Mor08], cette notion a e´te´ e´tendue re´cemment [CCLT09] a` des discre´tisations plus
ge´ne´rales (nuages de points par exemple). La proximite´ entre une surface et son approximation est
mesure´e en termes de distance de Hausdorﬀ tandis que la proximite´ entre les mesures de courbure
est estime´e en termes de la “Bounded Lipschitz distance” qui est une notion de distance proche de la
distance de Wasserstein.
Aﬁn de mesurer la proximite´ entre deux objets ge´ome´triques donne´s par des surfaces triangule´es,
A. Trouve´ et N. Charon [CT13] munissent les triangulations d’une structure de varifold et de´ﬁnissent
une distance dans l’espace des varifolds, a` la fois calculable d’un point de vue nume´rique et adapte´e
a` la comparaison de surfaces.
On de´ﬁnit dans le Chapitre 2 des structures de varifolds sur des objets discrets moins re´guliers que
les triangulations (qui sont des ensembles rectiﬁables et donc naturellement munis d’une structure de
varifold rectiﬁable). On s’inte´resse en particulier a` une discre´tisation volumique associe´e a` une suite
de maillages de l’espace ambiant, de´ﬁnie dans l’esprit de la the´orie des varifolds. On e´tudie alors la
capacite´ de cette structure discre`te a` approcher les objets re´guliers : pour cela, on a besoin d’une notion
de distance dans l’espace des varifolds. Cette distance apparaˆıt naturellement dans les Chapitres 3
et 5, lorsque l’on s’inte´resse a` la convergence d’e´nergies de´ﬁnies sur les varifolds : la convergence
d’une suite de varifolds en termes de la distance Bounded Lipschitz assure (sous certaines conditions
liant les parame`tres en jeu) la convergence de ces e´nergies. Une fois e´tudie´e la capacite´ a` approcher
les varifolds rectiﬁables, on s’inte´resse a` la courbure ge´ne´ralise´e de tels objets. Malheureusement,
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la notion classique de variation premie`re s’ave`re inadapte´e, la convergence des objets discrets vers
une surface re´gulie`re n’entraˆıne pas en ge´ne´ral la convergence des variations premie`res : la condition
du the´ore`me de compacite´ d’Allard (1.3) ne peut eˆtre satisfaite (a` moins d’adapter le maillage a`
chaque varifold... ce qui n’est pas souhaitable d’un point de vue pratique). C’est ce qui motive les
Chapitres 3 a` 5 ou` on e´tudie une caracte´risation de la rectiﬁabilite´ et une notion de courbure qui soient
adapte´es aux structures de varifolds non rectiﬁables (associe´es a` des objets discrets) et cohe´rentes
avec la convergence au sens des varifolds et/ou au sens de la distance bounded Lipschitz (ces deux
convergences sont fortement lie´es).
1.3.1 La distance bounded Lipschitz
La distance bounded Lipschitz, aussi connue sous le nom de ﬂat metric peut eˆtre vue comme une
distance 1–Wasserstein modiﬁe´e.
De´ﬁnition 1.14 (Distance 1–Wasserstein). Si μ et ν sont deux mesures de Radon sur un espace
me´trique localement compact X, on de´ﬁnit la distance 1–Wasserstein
W1(μ, ν) = sup
{∣∣∣∣∫
X
ϕdμ−
∫
X
ϕdν
∣∣∣∣ : ϕ ∈ Lip(X) et lip(ϕ)  1} .
Le proble`me est que si l’on conside`re deux mesures ﬁnies μ et ν telles que μ(X) 
= ν(X), la distance
1–Wasserstein entre les deux mesures est inﬁnie. C’est pourquoi on s’inte´resse plutoˆt a` la distance
bounded Lipschitz :
De´ﬁnition 1.15 (Bounded Lipschitz distance ou ﬂat distance). Si μ et ν sont deux mesures de Radon
sur un espace me´trique localement compact X, on de´ﬁnit la distance
Δ1,1(μ, ν) = sup
{∣∣∣∣∫
X
ϕdμ−
∫
X
ϕdν
∣∣∣∣ : ϕ ∈ Lip(X), ‖ϕ‖∞  1 et lip(ϕ)  1} .
Remarque 1.7. Tout comme les distances de Wasserstein (cf. [Vil09]), la ﬂat distance a une formulation
duale [PR14] (moins connue).
1.3.2 Varifolds volumiques discrets et approximations des varifolds rectiﬁables
E´tant donne´ un maillage K d’un ouvert Ω ⊂ Rn, ou` K de´signe l’ensemble des cellules du maillage,
on appelle (d–)varifold volumique discret un varifold (i.e. une mesure de Radon sur Ω × Gd,n) de la
forme
V =
∑
K∈K
mk
Ln(K) L
n
|K ⊗ δPK .
On a ainsi une bijection entre l’ensemble des varifolds volumiques discrets associe´s au maillage K et
l’ensemble
{(mK , PK) ∈ R+ ×Gd,n |K ∈ K} .
Question 1.1. Si on se donne une suite de maillages (Ki)i dont le pas δi = supK∈Ki diamK tend vers
0, et que l’on note Aδi(Ki) l’ensemble des varifolds volumiques discrets associe´s au maillage Ki, les
ensembles Aδi(Ki) permettent-ils d’approcher l’ensemble des d–varifolds rectiﬁables ?
A` chaque d–varifold V , on peut associer une projection VK de V sur l’ensemble des varifolds
volumiques discrets en de´ﬁnissant mk = ‖V ‖(K) et PK = argmin
P∈Gd,n
∫
(x,S)∈K×Gd,n
‖P − S‖ dV (x, S)
puis
VK =
∑
K∈K
mk
Ln(K) L
n
|K ⊗ δPK , (1.4)
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ce qui fournit un candidat naturel (VKi)i pour approcher un varifold rectiﬁable donne´ V . On a obtenu
les re´sultats suivants d’approximation.
The´ore`me. 2.1. [cf. p.41] Soit Ω un ouvert de Rn et (Ki)i une famille de maillages de Ω dont le pas
tend vers 0 :
δi = sup
K∈Ki
diam(K) −−−−→
i→+∞
0 .
Alors,
– pour tout d–varifold rectiﬁable V sur Ω, les projections successives VKi de V sur Aδi(Ki), de´ﬁnies
par (1.4), convergent faiblement–∗ vers V ;
– si V = v(M, θ) est un d–varifold rectiﬁable satisfaisant pour un choix de C et β > 0 et pour
‖V ‖–presque tout x, y ∈ Ω,
‖TxM − TyM‖  C|x− y|β , (1.5)
alors
Δ1,1(V, VKi) 
(
δi + 2Cδ
β
i
)
‖V ‖(Ω) ;
– si K est un maillage de pas δ et si AC,βm de´signe l’ensemble des d–varifolds rectiﬁables de masse
infe´rieure a` m et satisfaisant (1.5), on peut reformuler le point pre´ce´dent en termes de distance
de Hausdorﬀ (dans l’espace des varifolds et associe´e a` la me´trique Δ1,1) :
dasymH (AC,βm ,Aδ(K)) = sup
V ∈AC,βm
inf
W∈Aδ(K)
Δ1,1(V,W )

(
δ + 2Cδβ
)
m .
Il ne s’agit pas exactement de la distance de Hausdorﬀ mais seulement d’une partie puisqu’on
s’inte´resse a` l’approximation des varifolds rectiﬁables par les varifolds volumiques discrets et
non l’inverse.
Remarque 1.8. Avec la de´ﬁnition de varifold volumique choisie ici, on ne peut pas espe´rer avoir de
l’uniformite´ dans la qualite´ d’approximation des varifolds rectiﬁables sans une condition de re´gularite´
sur le plan tangent. En eﬀet, l’espace Ω est discre´tise´, mais la grassmannienne Gd,n ne l’est pas
avec cette discre´tisation volumique, et la qualite´ d’approximation de la partie tangente du varifold
rectiﬁable passe alors par la qualite´ de la discre´tisation spatiale et la re´gularite´ de la partie tangente
vis-a`-vis de l’espace. Cependant, on a seulement besoin que la condition (1.5) soit satisfaite localement
dans chaque cellule, et meˆme seulement dans “presque toutes les cellules” au sens ou`∑
K∈Ki
(1.5) n’est pas ve´riﬁe´e dans K
‖V ‖(K) −−−→
i→∞
0 .
Cette condition permet d’inclure des ensembles C1,β–rectiﬁables dont l’ensemble singulier n’est pas
trop complexe, par exemple un nombre ﬁni de de courbes C1,β se joignant en un point. Ainsi
l’hypothe`se (1.5) peut eˆtre aﬀaiblie.
1.3.3 Variation premie`re d’un varifold volumique discret
On calcule ensuite explicitement la variation premie`re d’un varifold volumique discret. Comme le
plan tangent et la densite´ de masse sont constants a` l’inte´rieur de chaque cellule, on s’attend a` obtenir
une courbure entie`rement concentre´e sur les faces du maillage. L’expression exacte est donne´e dans
la Proposition 2.2. On e´tudie alors cette quantite´ sur un exemple simple. On prend une droite dans
R
2 de direction (1, 1), et on projette le varifold associe´ V sur un maillage carte´sien K, obtenant ainsi
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le varifold volumique discret VK. Mais, lorsque le pas du maillage tend vers 0, la variation premie`re
δVK de VK explose (en variation totale), alors que VK converge faiblement–∗ vers V et δV = 0.
En re´alite´, le support d’un varifold volumique discret dans Rn est un objet n–dimensionnel et
n–rectiﬁable. Ainsi, dans Rn, un tel objet posse`de un bord n − 1–dimensionnel, contrairement a` la
courbe ou la surface compacte dont il est la projection. Or la variation premie`re “voit” ce bord, qui
se trouve eˆtre hautement irre´gulier (fractal) dans le cas d’un varifold volumique discret associe´ a` un
maillage carte´sien (dans R2, on peut penser a` la pixellisation d’une courbe). Ces conside´rations nous
ame`nent a` chercher de nouveaux outils, mieux adapte´s au cas des varifolds non rectiﬁables associe´s a`
des objets discrets. Dans le Chapitre 3, on e´tudie le proble`me de la rectiﬁabilite´ d’un varifold obtenu
comme limite de varifolds a priori non rectiﬁables (associe´s a` des discre´tisations par exemple) aﬁn de
re´pondre a` la question suivante :
Question 1.2. Comment assurer qu’un varifold, obtenu comme limite de varifolds a priori non rec-
tiﬁables, soit rectiﬁable ?
Dans les Chapitres 4 et 5, on e´tudie une question similaire mais du point de vue de la courbure :
Question 1.3. Comment assurer qu’un varifold, obtenu comme limite de varifolds quelconques, a
priori a` variations premie`res non borne´e (varifolds associe´s a` des nuages de points par exemple), soit
a` variation premie`re borne´e ?
1.4 Conditions quantitatives de rectiﬁabilite´ dans l’espace des vari-
folds
Comme on l’a dit, l’objet du Chapitre 3 est de re´pondre a` la question 1.2 souleve´e dans le para-
graphe pre´ce´dent :
Question. 1.2 Comment assurer qu’un varifold, obtenu comme limite de varifolds a priori non rec-
tiﬁables, soit rectiﬁable ?
On cherche des conditions, portant sur une suite de d–varifolds (Vi)i, convergeant faiblement–∗
vers un d–varifold, qui assurent que V est d–rectiﬁable. On cherche des conditions suﬃsamment faibles
pour eˆtre valides dans le cas ou` (Vi)i est la suite des varifolds volumiques discrets (VKi)i obtenue par
projection d’un d–varifold rectiﬁable V sur une suite de maillages (Ki)i dont le pas tend vers 0.
1.4.1 Conditions quantitatives de rectiﬁabilite´
Il existe diverses fac¸ons de caracte´riser la rectiﬁabilite´ d’un ensembleM ou d’une mesure de Radon
μ dans Rn. En termes d’existence de plan tangent approche´ μ–presque partout, comme e´nonce´ dans le
The´ore`me 1.9. Il existe aussi une caracte´risation en termes de d–densite´, due a` A. Besicovitch ([Bes28]
[Bes38] [Bes39]) dans le cas d = 1 et P. Mattila [Mat75] dans le cas ge´ne´ral :
The´ore`me 1.14. Soit E ⊂ Rn un bore´lien de mesure de Hausdorﬀ Hd(E) ﬁnie. Alors E est d–
rectiﬁable si et seulement si pour Hd–presque tout x ∈ E,
Θd(E, x) = lim
r→0
Hd(E ∩Br(x))
ωdrd
= 1 .
Ce re´sultat a e´te´ par la suite ame´liore´ par D. Preiss [Pre87] (le fait que s ci-dessous est force´ment
un entier est duˆ a` J. Marstrand) :
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The´ore`me 1.15. Soit μ une mesure de Radon positive dans Rn. S’il existe s > 0 tel que pour
μ–presque tout x ∈ Rn,
0 < lim
r→0
μ(Br(x))
rs
existe < +∞ ,
alors s est entier et μ est s–rectiﬁable.
On pourrait ajouter le the´ore`me de structure de Besicovitch-Federer, qui caracte´rise les parties
rectiﬁable et non rectiﬁable d’un ensemble en termes de projections sur les d–plans (cf. the´ore`me 2.65
[AFP]). Cependant, ces caracte´risations sont essentiellement qualitatives, tandis que pour le proble`me
qu’on se pose, la suite de varifolds convergeant faiblement–∗ est constitue´e de varifolds a priori non
rectiﬁables, mais dont on voudrait en quelque sorte controˆler la non-rectiﬁabilite´, aﬁn d’obtenir la
rectiﬁabilite´ du varifold limite. C’est pourquoi des conditions plus quantitatives de rectiﬁabilite´ sont
plus adapte´es a` notre question. Une the´orie quantitative de la rectiﬁabilite´ a e´te´ de´veloppe´e par G.
David et S. Semmes ([DS91a] [DS93a]) dans le cas particulier des mesures d–re´gulie`res, c’est-a`-dire
les mesure de Radon ve´riﬁant : il existe C > 0 tel que
1
C
rd  μ(Br(x))  Crd ∀r > 0, μ–presque tout x . (1.6)
Rappelons qu’en toute ge´ne´ralite´, une mesure d–rectiﬁable ve´riﬁe seulement pour μ–presque tout x,
0 < lim inf
r→0
μ(Br(x))
rd
 lim sup
r→0
μ(Br(x))
rd
< +∞ .
Parmi les diﬀe´rentes conditions quantitatives de rectiﬁabilite´, on s’est plus particulie`rement inte´resse´e
dans cette the`se a` celle qu’on pourrait rapprocher de la caracte´risation qualitative en termes d’exis-
tence d’un plan tangent (The´ore`me 1.9). Cette condition donne un sens quantitatif a` la proprie´te´ de se
concentrer localement autour d’un plan μ–presque partout et peut eˆtre mesure´e par une ge´ne´ralisation
des nombres β de Jones (cf. [Jon90]).
De´ﬁnition 1.16 (Nombres β de Jones ge´ne´ralise´s). Soit 1  q < +∞, r > 0 et E ⊂ Rn,
βq(x, r, E) = inf
P d–plan
(
1
rd
∫
y∈E∩Br(x)
(
d(y, P )
r
)q
dHd(y)
) 1
q
.
En nous appuyant sur les conditions quantitatives de rectiﬁabilite´ (Theorem 3.2) e´nonce´es par H.
Pajot ([Paj97]), nous avons pu de´ﬁnir une e´nergie de type height excess dont le controˆle garantit la
rectiﬁabilite´ d’un varifold d–re´gulier :
The´ore`me. 3.3. [Cf. p.53] Soit Ω ⊂ Rn un ouvert et V un d–varifold sur Ω de masse ﬁnie ‖V ‖(Ω) <
+∞. Supposons que
(i) il existe 0 < C1 < C2 tels que, pour ‖V ‖–presque tout x ∈ Ω et pour tout r > 0,
C1r
d  ‖V ‖(Br(x))  C2rd , (1.7)
(ii)
∫
Ω×Gd,n
E0(x, P, V ) dV (x, P ) < +∞, ou`
E0(x, P, V ) =
∫ 1
r=0
1
rd
∫
y∈Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dr
r
.
Alors V est un d–varifold rectiﬁable.
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1.4.2 E´chelle et discre´tisation
Il faut ensuite adapter l’e´nergie E0 a` des varifolds de type discret, c’est-a`-dire qui ne sont pas
rectiﬁables “et le sont d’autant moins qu’on les regarde de pre`s”. Tout objet discret vient avec une
notion d’e´chelle. Un nuage de points a une courbure inﬁnie partout, mais si on sait a priori qu’il s’agit
de la discre´tisation d’un objet re´gulier, on peut trianguler, re´gulariser a` une e´chelle ﬁxe´e ... et obtenir
une courbure correspondant a` cette e´chelle. On n’aura a priori pas de notion de courbure absolue,
seulement des courbures associe´es a` des e´chelles. Ne´anmoins, si on connaˆıt le pas de discre´tisation, on
sait en ge´ne´ral a` quelle e´chelle on doit calculer la courbure (en fonction du pas de discre´tisation). On
va suivre cette logique avec l’e´nergie E0. Dans l’inte´grale sur les rayons, on va conside´rer des boules
d’un rayon supe´rieur a` une certaine e´chelle α. On de´ﬁnit donc
Eα(x, P, V ) =
∫ 1
r=α
1
rd
∫
y∈Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dr
r
. (1.8)
On observe alors les proprie´te´s suivantes.
1. Si Vi
∗−−−−⇀
i→+∞
V est une suite de varifolds quelconques :
(a) Il existe des e´chelles αi adapte´es, c’est-a`-dire telles que pour x ∈ Rn, P ∈ Gd,n, on a
convergence ponctuelle des e´nergies
E0(x, P, V ) = lim
i→∞
Eαi(x, P, Vi) .
(b) On a une condition quantitative permettant de choisir l’e´chelle αi, uniforme dans tout
ω ⊂⊂ Rn, et de´pendant d’une distance de type ﬂat distance :
Δω(V, Vi) = sup
⎧⎨⎩
∫ 1
r=0
∣∣∣∣∣
∫
Br(x)∩ω
ϕd‖Vi‖ −
∫
Br(x)∩ω
ϕd‖V ‖
∣∣∣∣∣ dr
∣∣∣∣∣
ϕ ∈ Lip2(diamω)(ω),
‖ϕ‖∞  (diamω)2
x ∈ ω
⎫⎬⎭
On choisit αi tel que
Δω(V,Vi)
αd+3i
−−−→
i→∞
0, ce qui est possible car Δω(V, Vi) → 0 quand Vi ∗−−−−⇀
i→+∞
V .
(c) On a alors un re´sultat de convergence uniforme par rapport a` (x, P ) ∈ ω×Gd,n des e´nergies :
sup
x∈ω
P∈Gd,n
∣∣Eωαi(x, P, Vi)− Eωαi(x, P, V )∣∣ −−−→i→∞ 0 .
Ces trois points sont e´nonce´s et de´montre´s dans les Propositions 3.23, 3.24 et 3.25.
2. Le cas ou` la suite Vi est une suite de discre´tisations volumiques est traite´ dans le The´ore`me
3.29 : si V est un d–varifold rectiﬁable a` support compact, ve´riﬁant la condition de re´gularite´
(1.5) du the´ore`me d’approximation par des varifolds volumiques discrets (The´ore`me 2.1), pour
C, β > 0 et pour ‖V ‖–presque tout x, y,
‖TxM − TyM‖  C|x− y|β , (1.9)
et si les varifolds Vi sont les varifolds volumiques discrets obtenus par projection de V sur des
maillages Ki de pas δi tendant vers 0 ; alors pour toute suite d’e´chelles αi ve´riﬁant
δβi
αd+3i
−−−−→
i→+∞
0 , (1.10)
on a ∫
Rn×Gd,n
E0(x, P, V ) dV (x, P ) = lim
i→+∞
∫
Rn×Gd,n
Eαi(x, P, Vi) dVi(x, P ) . (1.11)
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1.4.3 Condition quantitative assurant la rectiﬁabilite´ d’un varifold limite
On peut maintenant donner une re´ponse a` la question initiale, c’est le the´ore`me 3.4. De meˆme qu’on
doit tester la re´gularite´ d’un varifold quelconque a` une e´chelle donne´e, la condition de d–re´gularite´
sur la masse ‖V ‖, qui exprime le fait que le varifold est d–dimensionnel, doit eˆtre conside´re´e a` une
e´chelle suﬃsamment grande. En eﬀet, un varifold volumique discret V est n–dimensionnel et n’a donc
aucune chance de ve´riﬁer
1
C
rd  ‖V ‖(Br(x))  Crd
pour des petits rayons (infe´rieurs a` la taille du maillage par exemple).
The´ore`me. 3.4. [Cf. p.53] Soit Ω ⊂ Rn un ouvert et (Vi)i une suite de d–varifolds dans Ω qui
convergeant faiblement–∗ vers un d–varifold V , et satisfaisant supi ‖Vi‖(Ω) < +∞. Soit (αi)i et (βi)i
deux suites strictement positives, de´croissantes et tendant vers 0, ﬁxe´es. Supposons que :
(i) il existe 0 < C1 < C2 tels que pour ‖Vi‖–presque tout x ∈ Ω et pour βi < r < d(x,Ωc),
C1ωdr
d  ‖Vi‖(Br(x))  C2ωdrd , (1.12)
(ii)
sup
i
∫
Ω×Gd,n
Eαi(x, P, Vi) dVi(x, P ) < +∞ . (1.13)
Alors V est un d–varifold rectiﬁable.
Ici, rien n’est suppose´ sur la suite d’e´chelles (αi)i. En revanche, sachant qu’un varifold est recti-
ﬁable, on a vu dans le paragraphe pre´ce´dent des conditions suﬃsantes ((1.9),(1.10),(1.11)) assurant
que l’hypothe`se (1.13) est satisfaite dans le cas de l’approximation par des verifolds volumiques dis-
crets.
On va maintenant continuer a` s’inte´resser a` la meˆme proble´matique, non plus sous l’angle de la
rectiﬁabilite´ mais celui de la variation premie`re (courbure).
1.5 Une construction de mesure de type “packing” a` partir de va-
leurs approche´es sur les boules
On s’inte´resse maintenant a` la deuxie`me partie de la question souleve´e a` la ﬁn de la Section 1.3,
concernant la courbure, qui e´tait :
Question. 1.3. Comment assurer qu’un varifold, obtenu comme limite de varifolds quelconques, a
priori a` variation premie`re non borne´e (varifolds associe´s a` des nuages de points par exemple), soit a`
variation premie`re borne´e ?
Cette question est l’objet des Chapitres 4 et 5.
En s’appuyant sur la Proposition 3.2 de [LM09], qui exprime la courbure d’un d–varifold rectiﬁable
a` l’inte´rieur d’une boule en fonction de l’inte´grale des vecteurs conormaux sur le bord de la boule, on
observe le fait suivant : soit V = v(M, θ) un d–varifold rectiﬁable et soit x ∈ M , alors, pour presque
tout r > 0,
δV (Br(x)) = −
∫
∂Br(x)∩M
η(y)θ(y) dHd−1(y) , (1.14)
ou` η(y) =
ΠTyM (y − x)
|ΠTyM (y − x)|
est le vecteur conormal exte´rieur. Si on moyenne cette formule sur les rayons,
on obtient par la formule de la co-aire :
1
R
∫ R
r=0
δV (Br(x)) dr = − 1
R
∫
BR(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) . (1.15)
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Remarque 1.9. En re´alite´, c’est plutoˆt la formule (1.14) qui est une conse´quence de la formule (1.15)
et de la formule de la co-aire, dans la preuve de la Proposition 3.2 dans [LM09].
Le fait remarquable de la formule (1.15), c’est que le membre de droite a un sens pour un d–varifold
absolument quelconque (en tout (x,R) tel que ‖V ‖({x}∪∂BR(x)) = 0, ce qui est ve´riﬁe´ pour presque
tout R > 0 et ‖V ‖–presque tout x par la Proposition 3.8). La strate´gie qu’on adopte est la suivante,
semblable a` celle adopte´e dans le chapitre pre´ce´dent 3 :
− E´tape 1 : A` partir des valeurs moyenne´es de la variation premie`re sur toutes les boules, construire
un objet/une e´nergie E , qui a un sens pour tout varifold et caracte´rise le fait d’eˆtre a` variation
premie`re borne´e (on a de´ﬁni dans cette esprit l’e´nergie E0 (De´ﬁnition 3.12) au Chapitre 3 pour ce
qui concerne la rectiﬁabilite´).
− E´tape 2 : De´ﬁnir a` partir de E , des quantite´s E de´pendant d’une e´chelle α et controˆlant E pour
Vi
∗−−⇀
i→0
V , et une suite d’e´chelles (αi)i adapte´es
E(V )  sup
i
Eαi(Vi) .
En ce qui concerne la rectiﬁabilite´, on avait de´ﬁni les e´nergies Eα (1.8) et on avait montre´ qu’il
existait des e´chelles αi adapte´es a` une suite de varifolds Vi
∗−−⇀
i→0
V , le choix de´pendant d’une
distance de type ﬂat distance Δω(Vi, V ) (cf. Propositions 3.23 et 3.24). Les e´nergies Eα ont e´te´
construites pour ne pas tenir compte de ce qu’il se passe sur des boules de rayon  α. Ce qui
sugge`re ici que Eα ne devrait eˆtre construite qu’a` partir des valeurs (1.15) sur des boules de rayon
R  α.
− E´tape 3 : E´tudier le cas particulier des varifolds volumiques discrets.
Dans le Chapitre 4, on essaie de construire la quantite´ E en reconstruisant la mesure |δV | par
packing a` partir de la fonction de´ﬁnie sur les boules :
q : C = {boules ferme´es Br(x) ⊂ X} −→ R+ ∪ {+∞}
Br(x) −→ 1
r
∫ r
s=0
δV (Bs(x)) ds
= −
∫
Br(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) .
(1.16)
Attention , dans tout le Chapitre 4, les constructions se font a` partir des boules ferme´es et Br(x)
de´signe la boule ferme´e.
1.5.1 Variation totale de la forme line´aire δV
On a dit vouloir construire un objet ou une e´nergie E(V ) qui ait un sens que le varifold V soit
a` variation premie`re borne´e ou non, or δV n’a de sens en tant que mesure que si V est a` variation
premie`re borne´e. L’ide´e pour y reme´dier est de remarquer que, meˆme lorsque δV est seulement une
forme line´aire sur C1c(R
n,Rn), on peut de´ﬁnir sa variation totale |δV | en tant que mesure positive. En
eﬀet, soit U ⊂ Rn un ouvert, on de´ﬁnit
μ∗δV (U) = sup
{|δV (X)| : X ∈ C1c(Rn,Rn), |X|  1, suppX ⊂ U}  +∞ (1.17)
et pour A ⊂ Rn,
μ∗δV (A) = inf {μ∗δV (U) | Uouvert ⊃ A} .
Lemme 1.16 (Cf. theorem 1 p. 49, [EG92]). L’application μ∗δV ainsi de´ﬁnie est une mesure exte´rieure
me´trique. En particulier, sa restriction μδV aux bore´liens est une mesure bore´lienne positive.
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Preuve. C’est en fait une e´tape de la de´monstration du the´ore`me de repre´sentation de Riesz. L’ap-
plication μ∗δV est monotone. Il reste a` ve´riﬁer la sous-additivite´ et le caracte`re me´trique. Soit (Ui)i
une famille d’ouverts et X ∈ C1c(Rn,Rn) tel que suppX ⊂ U = ∪iUi et |X|  1. Comme X est a`
support compact, il existe N tel que suppX ⊂ ∪Ni=1Ui. On conside`re alors une partition de l’unite´
(ϕi)iN : Rn → [0, 1] associe´e a` ces ouverts telle que
suppϕ ⊂ Ui et
N∑
i=1
ϕi = 1 sur suppX .
On a donc X =
∑N
i=1 ϕi g et
|δV (X)| 
∣∣∣∣∣
n∑
i=1
δV (ϕiX)
∣∣∣∣∣ 
n∑
i=1
|δV (ϕiX)| 
N∑
i=1
μ∗δV (Ui) 
∞∑
i=1
μ∗δV (Ui) .
Et on conclut a` la sous-additivite´ sur les ouverts en prenant le supremum sur X. La sous-additivite´
pour des ensemble (Ai)i de´coule alors de la de´ﬁnition de μ
∗
δV par re´gularite´ exte´rieure. Soit ε > 0,
pour chaque i, on choisit un ouvert Ui ⊃ Ai et tel que μ∗δV (Ui)  μ∗δV (Ai) +
ε
2i
et on a
μ∗δV (∪iAi) 
∑
i
μ∗δV (Ai) + ε .
Il reste a` montrer le caracte`re me´trique. Si U1, U2 sont ouverts et d(U1, U2) > 0, alors par construction
μ∗δV (U1 ∪ U2) = μ∗δV (U1) + μ∗δV (U2) .
Et le cas ge´ne´ral d(A1, A2) > 0 ⇒ μ∗δV (A1 ∪A2) = μ∗δV (A1) + μ∗δV (A2) en de´coule.
Ainsi, on obtient :
Corollaire 1.17. La mesure bore´lienne μδV associe´e au μ
∗
δV de (1.17) est tout le temps bien de´ﬁnie,
et si de plus μδV est ﬁnie sur les compacts, alors par de´ﬁnition, le varifold V est a` variation premie`re
borne´e et μδV = |δV |.
L’objectif est maintenant de controˆler μδV (R
n) par une quantite´ E construite a` partir de p de´ﬁnie
par (1.16). On commence par essayer de reconstruire une mesure positive puis une mesure signe´e a`
partir de ses valeurs exactes sur les boules.
1.5.2 Reconstruction d’une mesure signe´e par la me´thode de Carathe´odory
Rappelons en quoi consiste la me´thode de Carathe´odory. Soit C l’ensemble des boules ferme´es
d’un espace me´trique (X, d) et Cδ = {B ∈ C | diamB  δ} (on pourrait travailler avec des ensembles
de parties plus ge´ne´raux). Soit p : C → [0; +∞] telle que p(∅) = 0, on dit que p est une pre´-mesure,
attention, on insiste qu’ici, une pre´-mesure ne ve´riﬁe a priori aucune proprie´te´ d’additivite´ ou sous-
additivite´.
De´ﬁnition 1.17 (Me´thode de Carathe´odory me´trique, cf. 3.3 p. 114, [BBT01]). Soit (X, d) un espace
me´trique, pour tout E ⊂ X, on de´ﬁnit pour δ > 0,
νpδ (E) = inf
{ ∞∑
i=0
p(Bi)
∣∣∣∣E ⊂ ⋃
i∈N
Bi, ∀i, Bi ∈ Cδ
}
.
Or νpδ  ν
p
δ′ si δ  δ′, et donc
νp,∗(E) = lim
δ→0
νpδ (E)
est bien de´ﬁni (e´ventuellement ∞). Ainsi de´ﬁnie, νp,∗ est une mesure exte´rieure me´trique sur X et
sa restriction aux bore´liens de´ﬁnit une mesure bore´lienne positive νp.
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Le bon cadre pour reconstruire une mesure de Borel a` partir de ses valeurs exactes sur les boules
est un espace ou` on a un lemme de recouvrement de type Besicovitch, qui permet d’assurer l’existence
de recouvrements suﬃsamment e´conomiques, satisfaisant en particulier la proprie´te´ qu’il existe une
constante ζ (de´pendant de l’espace me´trique uniquement) telle que tout point est couvert par au plus
ζ boules du recouvrement. L’espace Rn euclidien ve´riﬁe cette proprie´te´, c’est le cadre classique du
lemme de recouvrement de Besicovitch :
The´ore`me 1.18 (Lemme de recouvrement de Besicovitch, The´ore`me 2 p.30 [EG92]). Il existe une
constante ζn de´pendant uniquement de n telle que : si F est une famille de boules ferme´es non
de´ge´ne´re´es de Rn telle que
sup{diamB |B ∈ F} < +∞ ,
et si A = {a ∈ Rn |∃r,Br(a) ∈ F} est l’ensemble des centres des boules de F , alors il existe ζn familles
au plus de´nombrables G1, . . . ,Gζn ⊂ F de boules disjointes telles que
A ⊂
ζn⋃
j=1
⊔
B∈Gj
B .
Une condition naturelle pour avoir une chance de ge´ne´raliser ce the´ore`me est que l’espace me´trique
soit se´parable. H. Federer donne dans [Fed69] une condition ge´ome´trique (faisant intervenir la notion
de distance directionnellement limite´e, cf. Deﬁnition 4.5) assurant qu’un espace me´trique se´parable
admette de tels recouvrements.
Dans ce cadre, on a tous les outils pour montrer que la me´thode de Carathe´odory permet de
reconstruire une mesure bore´lienne positive a` partir de ses valeurs exactes sur les boules, en termes de
pre´-mesure : p(B) = μ(B). Le cas d’une mesure signe´e est de´ja` plus de´licat. En eﬀet, aﬁn d’appliquer
la me´thode de Carathe´odory, on a besoin que la pre´-mesure soit positive, sinon on n’obtient pas une
mesure exte´rieure. On se rame`ne donc a` construire des mesures de Borel positives via la de´composition
de Hahn de la mesure signe´e μ = μ+ − μ−, mais cela ne suﬃt pas a` se ramener exactement au cas
pre´ce´dent : on veut reconstruire la mesure de Borel positive μ+ (resp. μ−), mais on n’a pas acce`s a` la
valeur exacte de μ+ (resp. μ−) sur une boule ferme´e B, on connaˆıt seulement p(B) = μ(B). On essaie
alors d’appliquer la me´thode de Carathe´odory a` la pre´-mesure de´ﬁnie par p+(B) = (p(B))+ = (μ(B))+
ou` a+ = max(0, a) de´signe la partie positive de a ∈ [−∞,+∞]. Toujours dans le cadre d’un espace
me´trique se´parable muni d’une me´trique directionnellement limite´e, on a montre´ que cette me´thode
permet eﬀectivement de reconstruire μ+ et μ− et donc μ, c’est l’objet du the´ore`me 4.10.
On e´tudie maintenant le cas ou` la pre´-mesure q est de la forme (1.16).
1.5.3 Reconstruction d’une mesure a` partir de valeurs approche´es sur les boules
et construction de type packing
On conside`re maintenant une mesure bore´lienne positive μ sur un espace me´trique (X, d), et on
suppose qu’on a acce`s a` la pre´-mesure q : C → [0,+∞] de´ﬁnie pour B = Br(x) ∈ C par
q(Br(x)) =
1
r
∫ r
s=0
μ(Bs(x)) ds . (1.18)
On pourrait essayer de reconstruire la mesure μ a` partir de q par la me´thode de Carathe´odory.
Cependant, en e´tudiant l’exemple ou` μ est une masse de Dirac μ = δx dans R
n, on se convainc
rapidement que la me´thode de Carathe´odory ne fonctionne pas telle quelle. En eﬀet, si on conside`re
une boule ferme´e Bδ(y) recouvrant {x} mais de telle fac¸on que x soit pre`s du bord, par exemple
d(x, ∂Br(y)) = δ
2, on calcule
q(Bδ(y)) =
1
δ
∫ δ
s=δ−δ2
δx(Bs(y)) ds = δ −−−→
δ→0
0 .
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On comprend alors que la masse de Dirac n’est pas un cas pathologique, mais plus ge´ne´ralement,
de`s qu’on peut recouvrir un ensemble par des boules de´centre´es, de sorte que la masse porte´e par la
mesure soit proche du bord des boules du recouvrement, on se heurte au meˆme proble`me. On pense
alors a` appliquer la construction de Carathe´odory en centrant les boules sur le support de la mesure,
mais l’exemple d’une droite D et de la mesure μ = H1|D + δx pour x ∈ D nous montre que la position
des centres des boules du recouvrement doit eˆtre optimise´e plus ﬁnement (en centrant les boules du
recouvrement sur le support de μ i.e. sur D, on perd la masse de Dirac exactement pour la meˆme
raison qu’on perd la masse de Dirac isole´e).
(a) Recouvrement par une boule
de´centre´e
(b) Recouvrement avec des boules centre´es sur le support de
la mesure
La pre´-mesure sous-estime la mesure de la boule : pour toute boule ferme´e, q(B)  μ(B), et les
quelques exemples pre´ce´dents montrent que la me´thode de Carathe´odory reconstruit une mesure avec
perte de masse. Au lieu de minimiser la mesure d’un recouvrement, on va plutoˆt essayer de maximiser
la mesure d’un “remplissage” disjoint ou packing :
De´ﬁnition 1.18. Soit (X, d) un espace me´trique se´parable et q une pre´-mesure sur C. Pour U ⊂ X
ouvert et δ > 0, un packing de U d’ordre δ est une union de´nombrable disjointe de boules ferme´es de
diame`tre infe´rieur ou e´gal a` δ incluses dans U et on de´ﬁnit
μˆqδ(U) := sup
{∑
B∈F
q(B) : F est un packing d’ordre δ de U
}
.
Et comme dans la me´thode de Carathe´odory,
μˆq(U) = lim
δ→0
μˆδq(U) = inf
δ>0
μˆδq(U) ,
puisque δ′  δ entraine μˆδ′q (U)  μˆδq(U). On de´ﬁnit ensuite μˆq sur tout ensemble A ⊂ X par
μˆq(A) = inf {μˆq(U) : U ouvert, A ⊂ U} .
Contrairement a` la me´thode de Carathe´odory, cette construction ne donne pas syste´matiquement
une mesure exte´rieure (μˆq n’est pas ne´cessairement sous-additive), mais on va montrer que dans le
cas ou` la pre´-mesure q est de la forme (1.18) (ou plus ge´ne´ralement quand il existe une mesure
bore´lienne ν qui domine la pre´-mesure : q(B)  ν(B) pour tout B ∈ C), la construction produit
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une mesure exte´rieure me´trique (dans un espace me´trique quelconque, on demande que μ soit ﬁnie,
dans Rn une mesure de Borel suﬃt). Aﬁn de rendre cette construction syste´matique, c’est-a`-dire une
construction par packing qui produise une mesure exte´rieure pour une pre´-mesure quelconque, on
pourrait appliquer la me´thode de Carathe´odory aussi connue sous le nom de me´thode de Munroe I
(pas la me´thode de Carathe´odory me´trique, voir [BBT01]) a` la pre´-mesure μˆq, et cela revient alors
(presque) a` la de´ﬁnition de “packing measure” donne´e par S. J. Taylor et C. Tricot dans [TT85]. Dans
R
n, on obtient par cette construction une mesure e´quivalente a` la mesure de de´part :
The´ore`me. 4.16. [Cf. p.106] Soit Ω ⊂ Rn un ouvert et μ une mesure de Borel positive dans Ω. Soit
q la pre´-mesure de´ﬁnie par (1.18) et μˆq de´ﬁnie a` partir de q comme dans la De´ﬁnition 1.18. Alors,
1. μˆq est une mesure me´trique exte´rieure co¨ıncidant avec la mesure obtenue par la construction
par packing de´ﬁnie dans [TT85] (cf. Remarque 4.5).
2. il existe une constante dimensionnelle Cn  1 telle que pour tout bore´lien A ⊂ Ω,
1
Cn
μ(A)  μˆq(A)  inf{μ(U) | U ouvert , A ⊂ U} .
3. si de plus μ est une mesure de Radon, alors μ et μˆq sont e´quivalentes sur les bore´liens :
1
Cn
μ 
μˆq  μ.
On en vient maintenant au cas ou` μ est une mesure signe´e.
1.5.4 Reconstruction par packing d’une mesure signe´e a` partir de valeurs ap-
proche´es sur les boules
Comme dans le cas ou` on essaie de reconstruire une mesure signe´e μ = μ+ − μ− a` partir de ses
valeurs exactes sur les boules, on n’a pas acce`s a`
1
r
∫ r
s=0
μ+(Bs(x)) ds mais seulement a` q(Br(x)) =
1
r
∫ r
s=0
μ(Bs(x)) ds. On de´ﬁnit alors la pre´-mesure q+ sur les boules ferme´es par
q+(Br(x)) =
(
1
r
∫ r
s=0
μ(Bs(x)) ds
)
+
,
et on de´ﬁnit μˆq+ par packing (De´ﬁnition 1.18) associe´ a` q+. On construit de meˆme μˆ
q− et on montre :
The´ore`me. 4.17. [Cf. p.106] Soit Ω ⊂ Rn un ouvert et μ = μ+ − μ− une mesure de Radon signe´e
dans Ω. Alors,
1. μˆq+, μˆq− sont des mesures exte´rieures me´triques et les mesures de Borel associe´es μˆp+ et μˆq−
sont des mesures de Radon positives.
2. Il existe une constante Cn  1 tel que pour tout bore´lien A ⊂ Ω,
1
Cn
μ+(A)  μˆq+(A)  μ+(A) et 1
Cn
μ−(A)  μˆq−(A)  μ−(A) .
3. La mesure μˆq = μˆq+ − μˆq− est une mesure de Radon signe´e et pour tout bore´lien A ⊂ Ω,
1
Cn
|μ|(A)  |μˆq|(A)  |μ|(A) .
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Si on revient a` notre strate´gie initiale, pour q±(Br(x)) =
(
1
r
∫ r
s=0
δV (Bs(x)) ds
)
±
, on aimerait
de´ﬁnir :
E(V ) = |μˆq|(Rn) = μˆq+(Rn) + μˆq−(Rn)
= inf
δ>0
⎛⎝sup
⎧⎨⎩∑
B∈Fδ
q+(B) : Fδ est un packing d’ordre δ de U
⎫⎬⎭
+ sup
⎧⎨⎩∑
B∈Fδ
q−(B) : Fδ est un packing d’ordre δ de U
⎫⎬⎭
⎞⎠ ,
et peut-eˆtre
Eα(V ) = inf
δ>α
⎛⎝sup
⎧⎨⎩∑
B∈Fδ
q+(B) : Fδ est un packing d’ordre δ de U, α < diamB < δ
⎫⎬⎭
+ sup
⎧⎨⎩∑
B∈Fδ
q−(B) : Fδ est un packing d’ordre δ de U, α < diamB < δ
⎫⎬⎭
⎞⎠ .
Mais pour un varifold V quelconque, quel sens donner a` q(B) ? Par exemple, projetons sur une
direction e ∈ Sn−1,
q(Br(x)) · e = −1
r
∫
Br(x)×Gd,n
ΠS(y − x)
|y − x| · e dV (y, S) = δV (Tr,xe) = (δV · e)(Tr,x) ,
avec
Tr,x(y) = 1−
∣∣∣∣y − xr
∣∣∣∣ dans Br(x) et 0 ailleurs.
Comment de´composer la forme line´aire δV · e en μδV ·e,+ − μδV ·e,− ? Comme on l’a fait pour de´ﬁnir
μδV par (1.17), on peut ve´riﬁer qu’en posant pour U ⊂ Rn ouvert
μδV ·e,+(U) = sup{δV (ϕe) | ϕ ∈ C1c(U), 0  ϕ  1}
et
μδV ·e,−(U) = − inf{δV (ϕe) | ϕ ∈ C1c(U), 0  ϕ  1}
et en e´tendant a` tout A ⊂ Rn par μδV ·e,+(A) = inf{μδV ·e,+(U) |A ⊂ U ouvert }, on obtient bien deux
mesures bore´liennes positives, mais la diﬀe´rence μδV ·e,+−μδV ·e,− n’est pas de´ﬁnie si les deux mesures
sont inﬁnies, ce qui ne permet pas d’obtenir (4.22) dans la preuve du The´ore`me 4.17.
On n’a pas pousse´ plus loin cette tentative parce qu’on a compris en manipulant ces objets, et en
faisant des allers-retours entre formes line´aires et mesures, qu’on peut interpre´ter
q(Br(x)) = −1
r
∫
Br(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) = δV (Tr,x) = δV ∗ Tr(x)
comme une convolution, et a` renormalisation pre`s, q(Br(x))Ln(x) est une re´gularisation de la variation
premie`re δV . C’est l’objet du Chapitre 5.
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1.6 Re´gularisation de la variation premie`re par convolution et Γ–
convergence d’e´nergies de Willmore approche´es
On reconside`re donc la question souleve´e a` la ﬁn de la Section 1.3 :
Question. 1.3 Comment assurer qu’un varifold, obtenu comme limite de varifolds quelconques, a
priori a` variation premie`re non borne´e (varifolds associe´s a` des nuages de points par exemple), soit a`
variation premie`re borne´e ?
Nous allons re´pondre a` cette question en ayant maintenant a` l’esprit que la convolution de la
variation premie`re (en tant que distribution d’ordre 1) avec un noyau de type tente est justement
donne´e par
δV ∗ Tε = δV ∗ Tε(x)Ln(x) avec δV ∗ Tε(x) = − 1
εn
1
ε
∫
Bε(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) (1.19)
ou` T : Rn → R+ est la fonction tente renormalise´e d’inte´grale
∫
Rn
T dLn = 1, a` support dans la boule
unite´ :
T (z) =
⎧⎨⎩
1
λn
(1− |z|) si |z|  1
0 sinon
et Tε(z) =
1
εn
T
(z
ε
)
.
1.6.1 Re´gularisation de la variation premie`re par convolution
L’expression (1.19) est donne´e par le calcul direct de δV (Tε) (Proposition 5.1), qui peut eˆtre fait
avec un noyau plus ge´ne´ral ρε(x) =
1
εn
ρ
(x
ε
)
, ou` ρ : Rn → R+ ∈ W1,∞(Rn) est positif syme´trique et∫
Rn
ρ dLn = 1 et supp ρ ⊂ B1(0) . (1.20)
On a juste besoin de ve´riﬁer que δV , qui est de´ﬁnie sur C1c(Ω,R
n), s’e´tend a` C1c(R
n,Rn) (Proposi-
tion 5.1), ce qui est le cas pour un varifold de masse ﬁnie, et permet de de´ﬁnir le produit de convolution
δV ∗ ρε. On montre alors facilement le The´ore`me 5.4 :
The´ore`me. 5.4. [Cf. p.117] Soit V un d–varifold dans un ouvert Ω ⊂ Rn de masse ﬁnie ‖V ‖(Ω) <
+∞ et (ρε)ε un noyau comme de´ﬁni plus haut (1.20). Si on suppose
sup
ε>0
‖δV ∗ ρε‖L1 = sup
ε>0
1
εn+1
∫
x∈Rn
∣∣∣∣∣
∫
Bε(x)×Gd,n
∇Sρ
(
y − x
ε
)
dV (y, S)
∣∣∣∣∣ dLn(x)  C < +∞ , (1.21)
alors V est a` variation premie`re borne´e et |δV |(Ω) est majore´e par (1.21).
Dans le cas ou` ρε = Tε, on peut re´e´crire (1.21) explicitement comme
sup
ε>0
1
εn
∫
x∈Rn
1
ε
∣∣∣∣∣
∫
y∈Bε(x)∩Ω
ΠS(y − x)
|y − x| dV (y, S)
∣∣∣∣∣ dLn(x) < +∞ . (1.22)
Remarque 1.10. On peut comparer le the´ore`me 5.4 avec le the´ore`me 3.3 donnant des conditions
quantitatives de rectiﬁabilite´ pour un varifold. Ici on peut voir (1.21) ou (1.22) comme des conditions
quantitatives assurant que la variation premie`re est borne´e.
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Remarque 1.11. Dans le Chapitre 4, on essayait de reconstruire δV a` partir de p (1.18) par des
me´thodes de construction de mesures utilisant essentiellement la structure me´trique, ici, on exploite,
par le biais de la convolution, la structure vectorielle et les proprie´te´s de la mesure de Lebesgue, et
on construit ainsi les mesures δV ∗ ρε = 1εn p(Bε(x))Ln(x) qui convergent faiblement-∗ vers δV sous
l’hypothe`se (1.21).
On est maintenant en mesure d’apporter une re´ponse a` la Question 1.3 :
The´ore`me. 5.5. [Cf. p. 118] Soit (Vi)i une suite de d–varifolds dans un ouvert Ω ⊂ Rn et (ρε)ε un
noyau comme de´ﬁni plus haut (1.20). Si on suppose qu’il existe une suite d’e´chelles (εi)i tendant vers
0 telles que
sup
i
{‖Vi‖(Ω) + ‖δVi ∗ ρεi‖L1} < +∞ , (1.23)
alors il existe une sous-suite (Vϕ(i))i qui converge faiblement–∗ dans Ω vers un d–varifold V qui est a`
variation premie`re borne´e et tel que |δV |(Ω) est majore´e par (1.23).
La condition (1.23) se re´e´crit explicitement en fonction du noyau (comme en (1.21) et (1.22)),
on peut comparer ce re´sultat donnant des conditions assurant que le varifold limite est a` variation
premie`re borne´e au The´ore`me 3.4 donnant des conditions assurant que le varifold limite est rectiﬁable.
Remarque 1.12. Si on ajoute a` (1.23) une hypothe`se de densite´ sur ‖Vi‖ du type (1.12) (The´ore`me 3.4),
on obtient des conditions impliquant en particulier la rectiﬁabilite´ du varifold limite graˆce au The´o-
re`me 1.12 liant variation premie`re et rectiﬁabilite´.
Avec les notations adopte´es lorsqu’on a de´crit notre strate´gie pour re´pondre a` la Question 1.3, on
pourrait poser
E(V ) = |δV |(Ω) et Eε(V ) = ‖δV ∗ ρε‖L1
et on aurait bien pour Vε
∗−−−⇀
ε→0
V ,
E(V )  lim inf
ε→0
Eε(Vε) .
En re´alite´, on a meˆme Γ–convergence de Eε vers E dans l’espace des d–varifolds. On va voir que graˆce
a` la re´gularisation de δV , on peut plus ge´ne´ralement construire des e´nergies de Willmore approche´es
qui vont Γ–converger vers l’e´nergie de Willmore dans l’espace des varifolds.
1.6.2 Γ–convergence d’e´nergies deWillmore approche´es dans l’espace des d–varifolds
On a de´ﬁni des re´gularisations de la variation premie`re associe´es a` un noyau δV ∗ ρε, peut-on
en de´duire des approximations de la courbure moyenne H de´ﬁnie, quand V est a` variation premie`re
borne´e, par H ∈ L1(‖V ‖) = − δV‖V ‖ au sens de la de´rive´e de Radon Nikodym, ou encore,
δV = −H ‖V ‖+ δVs .
Une ide´e naturelle consiste a` convoler la masse ‖V ‖ avec le meˆme noyau que la variation premie`re, et
de´ﬁnir
Hε(x) =
δV ∗ ρε(x)
‖V ‖ ∗ ρε(x) . (1.24)
On montre dans la Proposition 5.6 que Hε converge ‖V ‖–presque partout vers H, si V est un d–
varifold rectiﬁable a` variation premie`re borne´e et si ρ est un noyau (1.20) radial. La condition qui
apparaˆıt dans la preuve n’est pas ρ radial mais plutoˆt que ρ doit “voir” toutes les d–directions au
sens ou`, pour tout P ∈ Gd,n, ∫
P
ρ dHd > 0 .
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Ce qui est en particulier le cas d’un noyau radial positif d’inte´grale 1. Si de plus on conside`re les
mesures με = ‖V ‖ ∗ ρε, alors με converge faiblement–∗ vers ‖V ‖. On de´ﬁnit alors assez naturellement
les e´nergies de Willmore approche´es suivantes (De´ﬁnition 5.2) : si V est un d–varifold dans Ω, pour
p  1,
Wpε (V ) =
∫
Rn
|Hε(x)|p dμε(x) =
∫
x∈Rn
∣∣∣∣ δV ∗ ρε(x)‖V ‖ ∗ ρε(x)
∣∣∣∣p ‖V ‖ ∗ ρε(x) dLn(x) . (1.25)
Rappelons alors ce qu’on appelle e´nergie de Willmore d’ordre p  1 d’un varifold (De´ﬁnition 5.1) :
si V est un d–varifold dans Ω a` variation premie`re borne´e et courbure dans Lp c’est-a`-dire que
δV = −H ‖V ‖ avec H ∈ Lp(‖V ‖),
Wp(V ) =
∫
Ω
|H|p d‖V ‖ ,
et sinon Wp(V ) = +∞. On pose alors la question (Question 5.1) de la Γ–convergence des e´nergies
approche´es :
Question. 5.1 Est-ce que les e´nergies de Willmore approche´es Wpε ainsi de´ﬁnies Γ–convergent dans
l’espace des d–varifolds ? Et dans l’aﬃrmative, est-ce que la Γ–limite est l’e´nergie de Willmore Wp ?
La re´ponse a` cette question est l’objet des The´ore`mes 5.8 et 5.10, que l’on peut re´sumer comme
suit :
Wpε Γ−−−⇀
ε→0
Wp for 1 < p < +∞
W1ε Γ−−−⇀
ε→0
la variation totale de la variation premie`re 
= W1 .
On pre´cise que la proprie´te´ de Γ–lim sup est en re´alite´ une limite ponctuelle (Remarque 5.7).
A` pre´sent, de meˆme qu’on l’avait fait pour les e´nergies Eα dans le Chapitre 3, on va e´tudier
les e´nergies de Willmore approche´es Wpε (VKδ) de varifold volume´triques discrets VKδ obtenus par
projection d’un varifold rectiﬁable V sur un maillage Kδ de pas δ (1.4). Comme on l’a de´ja` explique´,
on a a` nouveau une question d’e´chelle a` laquelle on regarde l’objet discret, et ici a` chaque e´chelle ε,
correspond une courbureHε (1.24). Quand on a un a priori sur le fait que l’objet discret qu’on conside`re
a e´te´ discre´tise´ a` une e´chelle donne´e δ, se pose alors la question de l’e´chelle adapte´e ε a` laquelle calculer
la courbure Hε ou encore l’e´nergie de Willmore approche´eWpε en fonction de l’e´chelle de discre´tisation
δ. Dans le cas de discre´tisation par varifold volumiques discrets, l’e´chelle de discre´tisation est donne´e
par le pas du maillage. On obtient alors le re´sultat partiel suivant (concre`tement, la Γ–lim inf est
inchange´e, c’est la proprie´te´ de Γ–lim sup qui doit eˆtre obtenue avec des varifolds volumiques discrets
et non le varifold limite lui-meˆme) :
The´ore`me. 5.13. [Cf. p. 127] Soit Ω ⊂ Rn un ouvert et V = v(M, θ) un d–varifold rectiﬁable de´ﬁni
sur Ω et de masse ﬁnie ‖V ‖(Ω) < +∞. On ﬁxe un noyau ρ ∈ W2,∞ et satisfaisant (1.20). Soit δi ↓ 0
une suite de´croissante tendant vers 0 et (Ki)i une famille de maillages de Ω tels que
sup
K∈Ki
diam(K)  δi −−−−→
i→+∞
0 .
Si (Aδi(Ki))i sont les espaces de varifolds volumiques discrets associe´s aux maillages Ki, comme de´ﬁnis
au Chapitre 2 (2.1) et s’il existe 0 < β < 1 et C tels que pour ‖V ‖–presque tout x, y ∈ Ω,
‖TxM − TyM‖  C|x− y|β ,
alors, il existe une suite de varifolds volumiques discrets (Vi)i tels que
(i) pour tout i, Vi ∈ Aδi(Ki) ;
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(ii) Vi
∗−−−−⇀
i→+∞
V ,
(iii) et pour toute suite εi ↓ 0 ve´riﬁant
δβi
ε2i
−−−−→
i→+∞
0 (1.26)
on a la convergence
W1εi(Vi) −−−−→i→+∞ |δV |(Ω) = Γ− lim Wε .
On retrouve une condition (1.26) similaire a` celle du The´ore`me 3.29 qui e´tudiait justement le
comportement des e´nergies
∫
Eαi(x, P, Vi) dVi(x, P ) pour des suites (Vi)i de varifolds volumiques dis-
crets. C’est une similarite´ naturelle, qui vient du fait que plus ge´ne´ral qu’e´tant donne´e une suite de
varifolds quelconque Vi convergeant faiblement–∗ vers un varifolds V , une fac¸on de mesurer l’e´chelle
δi a` laquelle on peut conside´rer que Vi est une discre´tisation de V est de conside´rer
δi = Δ
1,1(V, Vi) ,
ou` Δ1,1 est la me´trique de la De´ﬁnition 1.15. C’est la quantite´ qui apparaˆıt lorsqu’on estime l’e´cart
entre les e´nergies discre`tes et les e´nergies continues (dans le Chapitre 3 comme dans le Chapitre 5),
et dans le cas des varifolds volumiques discrets, le the´ore`me d’approximation des varifolds rectiﬁables
(The´ore`me 2.1) donne une estimation uniforme, ne de´pendant que de la re´gularite´ du varifold limite
(a` travers β de la condition Ho¨lder sur le plan tangent) et du pas du maillage.
Remarque 1.13. On remarque que le the´ore`me e´nonce´ ci-dessus ne concerne que le cas p = 1, c’est que
pour p > 1, la question reste entie`re. La meˆme technique de de´monstration e´choue essentiellement
parce que pour p > 1, le quotient
‖V ‖ ∗ ρε
(‖V ‖ ∗ ρε)p n’est plus borne´. Cet aspect technique re´ve`le-t-il une
obstruction re´elle a` l’obtention de la Γ–lim sup ? Meˆme en donnant plus de souplesse a` nos objets
discrets, en conside´rant par exemple des varifolds nuages de points, le proble`me demeure.
1.6.3 Identiﬁcation de la re´gularisation δV ∗ ρε
Ceci nous a conduits a` tenter de mieux comprendre le lien entre la convolution de la variation
premie`re et le varifold V .
Question. 5.3
– Peut-on re´aliser la re´gularisation de la variation premie`re δV ∗ ρε comme la variation premie`re
δ
(
V̂ε
)
d’un varifold V̂ε ?
– Dans ce cas, est-ce qu’on peut exprimer V̂ε comme la re´gularisation (en un sens a` pre´ciser) de
V ?
La re´ponse est oui et la construction est explicite et de´taille´e dans le The´ore`me 5.14. On obtient
que : pour toute fonction ψ ∈ C0c(Ω×Gd,n),〈
V̂ε, ψ
〉
= 〈V, (y, S) → ψ(·, S) ∗ ρε(y)〉 ,
et avec cette de´ﬁnition, ‖V̂ε‖ = ‖V ‖ ∗ ρε et δ
(
V̂ε
)
= δV ∗ ρε. Aﬁn de mieux comprendre cette
construction, on e´tudie dans la Proposition 5.15 la partie tangentielle ν̂εx de
V̂ε = ‖V̂ε‖ ⊗ ν̂εx .
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On obtient une moyenne ponde´re´e par le noyau ρ des contributions tangentielles dans une voisinage
de taille ε : ‖V̂ε‖–presque x ∈ Rn,
ν̂εx(A) =
∫
y∈Ω νy(A) ρε(y − x) d‖V ‖(y)∫
y∈Ω ρε(y − x) d‖V ‖(y)
pour un bore´lien A ⊂ Gd,n .
On voit notamment a` partir de cette expression, que meˆme si on part d’un d–varifold rectiﬁable
V = v(M, θ) avec une mesure tangentielle νy = δTyM concentre´e en ‖V ‖–presque tout point y,
le varifold V̂ε aura une partie tangentielle ν̂εx ge´ne´ralement diﬀuse (a` part dans des portions ou` la
direction tangente serait constante). Si on conside`re par exemple le 1–varifold associe´ a` une croix
forme´e par deux droites {x1 = 0} ∪ {x2 = 0} dans R2, de directions respectivement note´es T1 et T2,
ν̂εx est une combinaison convexe de δT1 et δT2 dont les coeﬃcients de´pendent de la position de x par
rapport a` {x1 = 0} et {x2 = 0} (c’est l’exemple 5.6).
1.7 Aspects nume´riques
Le calcul de la courbure (dans le cas d’une surface : courbure moyenne, courbure de Gauss,
courbures principales) d’une surface discre´tise´e est un enjeu essentiel de l’e´tude des surfaces discre`tes.
La notion elle-meˆme de courbure discre`te n’est pas de´ﬁnie de fac¸on universelle (contrairement a` la
notion de courbure classique en ge´ome´trie diﬀe´rentielle). Une de´ﬁnition de courbure discre`te est bien
souvent lie´e a` la structure de la discre´tisation de la surface. Ainsi, lorsque l’objet discret est une surface
triangule´e, on dispose des relations d’adjacences (et donc d’une parame´trisation locale) et il existe des
notions de courbure discre`tes exploitant cette structure, comme la formule des cotangentes (voir par
exemple [PP93]) qui est obtenue en de´ﬁnissant la courbure comme un gradient discret de l’aire. Le lien
entre courbure moyenne et variation premie`re est d’ailleurs le point de de´part de nombreuses approches
pour de´ﬁnir une notion de courbure discre`te. Par exemple, comme il est fre´quent en ge´ome´trie discre`te,
le lien entre la courbure moyenne H au point x et le volume Vr(x) enclos par la surface dans une
petite boule Br(x),
H(x) =
8
3r
− 4Vr(x)
πr4
+ o(r) ,
est exploite´e pour de´ﬁnir une courbure discre`te (see [CLR12]). La the´orie des mesures de courbure
(“curvature measures”) a permis de donner des notions de courbure moyenne et de directions princi-
pales uniﬁe´es pour les cadres continus et discrets (tout d’abord pour les surfaces triangule´es [Mor08,
CSM06] puis pour des discre´tisations plus ge´ne´rales englobant les nuages de points [CCLT09]). La
notion de courbure discre`te a` laquelle on s’inte´resse dans ce chapitre tend aussi a` uniﬁer cadre continu
et cadre discret dans le cadre de la the´orie ge´ome´trique de la mesure, non pas cependant a` l’aide des
courants mais en utilisant leur pendant non oriente´, les varifolds.
On a vu que la re´gularisation de la variation premie`re nous donne la formule suivante pour appro-
cher le vecteur courbure moyenne H(x) d’un varifold a` variation premie`re borne´e V au point x (la
convergence ‖V ‖–presque partout dans le cas d’un varifold d–rectiﬁable a` variation premie`re borne´e
est e´tablie dans la Proposition 5.6) :
− δV ∗ ρε(x)‖V ‖ ∗ ρε(x) −−−→ε→0 H(x) . (1.27)
Mais cette formule se traduit aussi dans toute discre´tisation qu’on munit d’une structure de varifold, et
avec un noyau ρ(z) = ζ(|z|) par exemple radial. S’agissant d’un varifold discret VN =
N∑
j=1
mjδxj ⊗ δPj
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associe´ a` un nuage de points, on obtient la formule (6.17) d’approximation de la courbure moyenne
HNε (x) = −
δVN ∗ ρε(x)
‖VN‖ ∗ ρε(x) = −
N∑
j=1
mjζ
′
( |xj − x|
ε
)
ΠPj (xj − x)
|xj − x|
N∑
j=1
mjεζ
( |xj − x|
ε
) .
La convergence de cette approximation est e´tablie dans la proposition 6.1. Une particularite´ de
cette approximation est qu’elle respecte la nullite´ de la courbure au niveau des croisements et plus
ge´ne´ralement lorsque la courbure singulie`re (δV )s est nulle. On valide nume´riquement cette proprie´te´
sur une courbe en forme de huit, mais ce faisant, on observe un phe´nome`ne d’instabilite´ nume´rique,
qui ne disparaˆıt que lorsque le nombre de points dans la boule (dans laquelle s’eﬀectue le calcul de la
courbure) est suﬃsamment grand. On identiﬁe un phe´nome`ne de compensation (au niveau continu)
dans la formule (1.27). On explique dans l’exemple 6.1 comment se traduit ce phe´nome`ne au niveau
discret. Aﬁn d’y reme´dier, on de´cide de modiﬁer (6.17) en remplac¸ant la projection ΠPj sur l’espace
tangent par une projection ΠP⊥j
sur la direction normale. On ve´riﬁe la validite´ de cette approche dans
le cas des courbes re´gulie`res au niveau continu et l’on teste cette nouvelle formule nume´riquement.
On remarque que le choix du noyau ζ(r) = r si r  1 et 0 sinon, bien que peu re´gulier, semble le plus
adapte´ a` la lumie`re de nos tests nume´riques. Est-ce duˆ au fait que pour ce noyau, le de´nominateur
dans (6.17) se simpliﬁe pour devenir inde´pendant de ε ? La re´ponse n’est pas claire pour l’instant. On
teste ensuite cette approximation de la courbure moyenne (6.23) :
N∑
j=1
1{|xj−x|<ε}mj
ΠP⊥j
(xj − x)
|xj − x|
N∑
j=1
1{|xj−x|<ε}mj |xj − x|
,
sur des discre´tisations de courbes–test en 2D et on e´tudie au passage les liens entre les diﬀe´rents
parame`tres (nombre de points du nuage N , rayon de la boule ε, nombre de points dans la boule ou`
le calcul s’eﬀectue). On utilise alors cette approximation pour estimer la courbure moyenne sur des
nuages de points 3D plus ge´ne´raux.
1.8 Perspectives
Il existe de nombreuses perspectives a` la mode´lisation de la courbure discre`te que nous avons
propose´e et a` son e´tude nume´rique :
– Il serait ainsi inte´ressant d’e´tudier les informations (autres que la courbure moyenne), auxquelles
on peut avoir acce`s par le meˆme type de strate´gie (laplacien surfacique de la courbure, courbure
anisotrope). Hutchinson [Hut86] a introduit une version ge´ne´ralise´e de la variation premie`re,
qui permet de re´cupe´rer toute la seconde forme fondamentale et pas seulement la courbure
moyenne, est-il possible d’en de´duire une approximation de toute la seconde forme fondamentale
(et notamment des courbures principales) ?
– D’autre part, l’inﬂuence du noyau choisi pour re´gulariser la variation premie`re reste a` e´tudier.
Dans un premier temps il serait inte´ressant de tester des noyaux plus re´guliers, de type gaussien
par exemple. dans un second temps, il serait approprie´ de choisir des noyaux anisotropes, avec
une anisotropie lie´e a` l’orientation du plan tangent, peut-eˆtre que cela permettrait e´galement
d’ame´liorer l’approximation de la courbure moyenne actuelle.
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– Aﬁn de stabiliser le calcul nume´rique de la courbure moyenne, on pourra d’une part calculer la
courbure dans une boule dont la taille est de´termine´e non pas par un rayon absolu mais par le
nombre de point que doit contenir le voisinage dans le quel le calcul est eﬀectue´. On pourra aussi
tester la formule modiﬁe´e (6.24) (propose´e au chapitre 6), obtenue en calculant un e´quivalent de
la masse ‖V ‖ ∗ ρε(x) pour un varifold rectiﬁable et a` mettre en paralle`le avec la formule (6.25)
propose´e dans [CRT04].
– Comme notre approximation de la courbure moyenne est valable dans un cadre uniﬁe´ et se
traduit dans toute discre´tisation munie d’une structure de varifold, il est possible d’e´tudier et
comparer les calculs de courbures, et d’eﬀectuer des ﬂots sur diﬀe´rentes discre´tisations (volu-
miques, nuages de points, triangulations) de la meˆme surface.
Par ailleurs, les conditions de rectiﬁabilite´ e´nonce´es dans le chapitre 3 sont de nature quantitatives.
Il serait donc naturel de vouloir conclure a` des proprie´te´s d’uniforme rectiﬁabilite´. Est-il possible de
modiﬁer les e´nergies Eα introduites dans ce chapitre pour garantir l’uniforme rectiﬁabilite´ du varifold
dans les The´ore`mes 3.3 et 3.4 ?
On a e´galement laisse´ en suspens la question de la Γ–convergence, dans l’espace des varifolds
volume´triques discrets et pour p > 1, de l’e´nergie de p–Willmore approche´e. Peut-on commencer par
donner une re´ponse positive ou ne´gative en conside´rant des ensembles limites simples ?
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CHAPTER 2
Varifolds discrets
The space of varifolds has been introduced by F. Almgren in 1965 in Theory of Varifolds [Alm65]
to study the existence of critical points of the area functional. An essential aspect of this theory is
the deﬁnition of a notion of curvature in a very general context, allowing to consider curves, surfaces,
rectiﬁable sets, but also “discrete” objects like triangulations and point clouds. In this part, we
investigate a volumetric surface discretization model that aims at being both accurate and able to
handle the presence of singularities (singularities like in soap ﬁlms and bubbles for instance). We call
these objects discrete volumetric varifolds. The idea to build them is simple: given a surface and some
mesh of the space, each cell is associated with a non-negative number (the area in the cell) and a
plane (a mean tangent plane). This is a natural way to discretize surfaces in the spirit of varifolds and
it has the advantage to extend easily to any ﬁnite dimension or codimension. Moreover, not only the
discretization we propose can be endowed with a structure of varifold, but also a great part of objects
used for surface representation and discretization so that we can use varifolds tools (in particular the
generalized curvature) to study in some uniﬁed setting diﬀerent ways of discretizing surfaces.
– In the ﬁrst section, we deﬁne discrete volumetric varifolds, raising the natural question:
Question 2.1. Is it possible to approach any rectiﬁable d–varifold with sequences of discrete
volumetric varifolds? And if so, is it possible to have something more quantitative, measuring
the speed of convergence?
We prove that discrete volumetric varifolds allow to approach the class of rectiﬁable varifolds
in the sense of weak–∗ convergence. Moreover, we obtain a control on the convergence with
respect to the size of the mesh, assuming that some Ho¨lder condition on the tangent plane of
the rectiﬁable varifold holds.
– In the second section, we address the following question:
Question 2.2. Is it possible to apply Allard’s compactness theorem to sequences of discrete
volumetric varifolds? Meaning, is the condition supi ‖δVi‖ < +∞ reasonable for such varifolds?
We compute the generalized curvature (i.e. the ﬁrst variation) of discrete volumetric varifolds.
Then, given a sequence of discrete volumetric varifolds (Vi)i weakly–∗ converging to a varifold
V , we explain why the condition
sup
i
‖δVi‖ < +∞
generally does not hold, even though V is very regular (associated with a smooth set with
constant density for instance). This is the precise motivation of Chapters 3 to 5, motivating
the introduction of Jones β numbers energies in Chapter 3, and the introduction of a more
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suitable notion of curvature in Chapter 5.
– In the third section, we endow point clouds with a varifold structure and we address the same
questions (approximation of rectiﬁable varifolds and computation of the ﬁrst variation).
2.1 Discrete volumetric varifolds
2.1.1 A family of volumetric approximations endowed with a varifold structure
Let us explain what we mean by volumetric approximation. Let Ω ⊂ Rn be an open set and
let (K, E) be a mesh of Ω, where K is the set of cells and E is the set of faces, (K, E) will be often
shortened in K in the following. Given a d–rectiﬁable set M ⊂ Rn (a curve, a surface...), we can
deﬁne for any cell K ∈ K, a mass mK (the length of the piece of curve in the cell, the area of the
piece of surface in the cell...) and a mean tangent plane PK as
mK = Hd(M ∩K) and PK ∈ argmin
S∈Gd,n
∫
M∩K
|TxM − S| dHd(x) ,
and similarly, given a rectiﬁable d–varifold V , deﬁning
mK = ‖V ‖(K) and PK ∈ argmin
S∈Gd,n
∫
K×Gd,n
|P − S| dV (x, P ) ,
gives what we call a volumetric approximation of V .
(a) Volumetric approximation
of a curve
(b) Volumetric approximation of a 2–
rectiﬁable set
We now introduce the family of varifolds of this form:
Deﬁnition 2.1. Let Ω ⊂ Rn be an open set. Consider (K, E) a mesh of Ω and a family {mK , PK}K∈K ⊂
R+ ×Gd,n. We can associate the d–varifold:
VK =
∑
K∈K
mK
|K| L
n
|K ⊗ δPK with |K| = Ln(K) .
This d–varifold is not rectiﬁable since its support is n–rectiﬁable but not d–rectiﬁable. We will refer
to the set of d–varifolds of this special form as discrete volumetric varifolds.
Remark 2.1. We can consider diﬀerent spaces of discrete volumetric varifolds:
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– The space of discrete volumetric varifolds associated with a prescribed mesh K of prescribed
size sup
K∈K
diam(K)  δ:
Aδ(K) =
{
V d–varifold : V =
∑
K∈K
mK
|K| L
n
|K ⊗ δPK
}
. (2.1)
– The space of discrete volumetric varifolds V of prescribed size : for a ﬁxed size δ > 0, there
exists a mesh K of size supK∈K diam(K)  δ such that V ∈ Aδ(K) i.e.
Aδ =
⋃
K mesh of size
supK∈K diam(K)δ
Aδ(K) (2.2)
=
{
V d–varifold : ∃ a mesh K such that sup
K∈K
diam(K)  δ and V =
∑
K∈K
mK
|K| L
n
|K ⊗ δPK
}
.
– The space of all discrete volumetric varifolds.
A = ∪δ>0Aδ .
This deﬁnition of discrete volumetric varifolds raises a natural question:
Question. 1.1. Considering a sequence of meshes (Ki)i whose size is tending to 0, what class of
varifolds is it possible to approximate by discrete volumetric varifolds (Vi)i associated with these
prescribed successive meshes?
2.1.2 Approximation of rectiﬁable varifolds by discrete volumetric varifolds
We now state and prove the following result which asserts that the family of discrete volumetric
varifolds approximates well the space of rectiﬁable varifolds in the sense of weak–∗ convergence.
Moreover, we give a way of quantifying this convergence with respect to the size of the prescribed
successive meshes.
Theorem 2.1. Let Ω ⊂ Rn be an open set and let (Ki)i be a family of successive meshes of Ω such
that
δi = sup
K∈Ki
diam(K) −−−−→
i→+∞
0 .
Let V = v(M, θ) be a rectiﬁable d–varifold in Ω and for all i, deﬁne the discrete volumetric varifold
Vi by
Vi =
∑
K∈Ki
miK
|K| L
n ⊗ δP iK with m
i
K = ‖V ‖(K) and P iK ∈ argmin
P∈Gd,n
∫
K×Gd,n
‖P − S‖ dV (x, S) . (2.3)
Then,
Vi
∗−−−−⇀
i→+∞
V in Ω .
Moreover, let Π : Ω×Gd,n → Ω, (y, T ) → y,
– for every Lipschitz function ϕ ∈ Lip(Ω×Gd,n), with Lipschitz constant lip(ϕ), then
|〈Vi, ϕ〉 − 〈V, ϕ〉|  lip(ϕ)
(
δi‖V ‖ (Π(suppϕ) ∩ Ω) +
∫
(Π(suppϕ)∩Ω)×Gd,n
∥∥P i(y)− T∥∥ dV (y, T )) , (2.4)
where P i : Ω → Gd,n is cell-wise constant and for all K ∈ Ki and y ∈ K, P i(y) = P iK .
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– If in addition there exist 0 < β < 1 and C > 0 such that for ‖V ‖–almost x, y ∈ Ω,
‖TxM − TyM‖  C|x− y|β , (2.5)
then for all ϕ ∈ Lip(Ω×Gd,n),∫
(Π(suppϕ)∩Ω)×Gd,n
∥∥P i(y)− T∥∥ dV (y, T )  2Cδβi ‖V ‖ (Π(suppϕ) ∩ Ω) ,
and
|〈Vi, ϕ〉 − 〈V, ϕ〉|  lip(ϕ)‖V ‖ (Π(suppϕ) ∩ Ω)
(
δi + 2Cδ
β
i
)
. (2.6)
Proof. − Step 1: Let ϕ ∈ Lip(Ω×Gd,n) with Lipschitz constant lip(ϕ), then
|〈Vi, ϕ〉 − 〈V, ϕ〉|  δilip(ϕ)‖V ‖(Ω) + lip(ϕ)
∫
Ω×Gd,n
∥∥P i(y)− T∥∥ dV (y, T ) ,
Indeed,
|〈Vi, ϕ〉 − 〈V, ϕ〉| =
∣∣∣∣∣
∫
Ω×Gd,n
ϕ(x, S) dVi(x, S)−
∫
Ω×Gd,n
ϕ(y, T ) dV (y, T )
∣∣∣∣∣
=
∣∣∣∣∣∣
∑
K∈Ki
∫
K
ϕ(x, P iK)
‖V ‖(K)
|K| dL
n(x)−
∑
K∈Ki
∫
K×Gd,n
ϕ(y, T ) dV (y, T )
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
K∈Ki
∫
x∈K
∫
(y,T )∈K×Gd,n
ϕ(x, P iK) dV (y, T )
dLn(x)
|K| (2.7)
−
∑
K∈Ki
∫
x∈K
∫
(y,T )∈K×Gd,n
ϕ(y, T ) dV (y, T )
dLn(x)
|K|
∣∣∣∣∣∣

∑
K∈Ki
∫
x∈K
∫
(y,T )∈K×Gd,n
∣∣ϕ(x, P iK)− ϕ(y, T )∣∣︸ ︷︷ ︸
lip(ϕ)(|x−y|+‖P iK−T‖)
dV (y, T )
dLn(x)
|K|
 lip(ϕ)
∑
K∈Ki
|Π(suppϕ) ∩K|
|K|
(
δi‖V ‖(Π(suppϕ) ∩K) +
∫
(K∩Π(supp(ϕ)))×Gd,n
∥∥P i(y)− T∥∥ dV (y, T ))
 δilip(ϕ)‖V ‖(Ω ∩Π(suppϕ)) + lip(ϕ)
∫
(Ω∩Π(supp(ϕ)))×Gd,n
∥∥P i(y)− T∥∥ dV (y, T )
 δilip(ϕ)‖V ‖(Ω) + lip(ϕ)
∫
Ω×Gd,n
∥∥P i(y)− T∥∥ dV (y, T ) .
We now study the convergence of the term
∫
Ω×Gd,n
∥∥P i(y)− T∥∥ dV (y, T ).
− Step 2: There exists Ai : Ω → Mn(R) constant in each cell K ∈ Ki such that∫
Ω×Gd,n
∥∥Ai(y)− T∥∥ dV (y, T ) = ∫
y∈Ω
∥∥Ai(y)− TyM∥∥ d‖V ‖(y) −−−−→
i→+∞
0 .
Indeed, let ε > 0, as x → TxM ∈ L1(Ω,Mn(R), ‖V ‖) then, there exists A : Ω → Mn(R) ∈ Lip(Ω)
such that ∫
y∈Ω
‖A(y)− TyM‖ d‖V ‖(y) < ε .
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For all i and K ∈ Ki, deﬁne for x ∈ K,
Ai(x) =
1
‖V ‖(K)
∫
K
A(y) d‖V ‖(y) .
Then∫
y∈Ω
∥∥Ai(y)− TyM∥∥ d‖V ‖(y)  ∫
y∈Ω
∥∥Ai(y)−A(y)∥∥ d‖V ‖(y) + ∫
y∈Ω
‖A(y)− TyM‖ d‖V ‖(y)
 ε+
∑
K∈Ki
∫
y∈K
∥∥∥∥ 1‖V ‖(K)
∫
K
A(u) d‖V ‖(u)−A(y)
∥∥∥∥ d‖V ‖(y)
 ε+
∑
K∈Ki
1
‖V ‖(K)
∫
y∈K
∫
u∈K
‖A(u)−A(y)‖ d‖V ‖(u) d‖V ‖(y)
 ε+ δilip(A)‖V ‖(Ω)  2ε for i large enough.
− Step 3: There exists T i : Ω → Gd,n constant in each cell K ∈ Ki such that∫
Ω×Gd,n
∥∥T i(y)− T∥∥ dV (y, T ) = ∫
y∈Ω
∥∥T i(y)− TyM∥∥ d‖V ‖(y) −−−−→
i→+∞
0 .
Indeed, let ε > 0, thanks to Step 2, ﬁx i and Ai : Ω → Mn(R) such that∑
K∈Ki
∫
K
∥∥Ai(y)− TyM∥∥ d‖V ‖(y) < ε ,
so that
∫
K
∥∥Ai(y)− TyM∥∥ d‖V ‖(y) = εiK with ∑
K∈Ki
εiK < ε. In particular, for all K ∈ Ki, there
exists yK ∈ K such that ∥∥Ai(yK)− TyKM∥∥  εiK‖V ‖(K) .
Deﬁne T i : Ω → Gd,n, constant in each cell, by T i(y) = TyKM for K ∈ Ki and y ∈ K, and then,∫
Ω×Gd,n
∥∥T i(y)− T∥∥ dV (y, T ) = ∑
K∈Ki
∫
K
‖TyKM − TyM‖ d‖V ‖(y)

∑
K∈Ki
∫
K
‖TyKM − Ai(y)︸ ︷︷ ︸
=Ai(yK)
‖ d‖V ‖(y) +
∫
Ω×Gd,n
∥∥Ai(y)− T∥∥ dV (y, T )

∑
K∈Ki
∫
K
εiK
‖V ‖(K)d‖V ‖(y) + ε
 2ε .
− Step 4:
∫
Ω×Gd,n
∥∥P i(y)− T∥∥ dV (y, T ) −−−−→
i→+∞
0.
Indeed, thanks to Step 3, let T i : Ω → Gd,n constant in each cell K ∈ Ki: for all y ∈ K,
T i(y) = T iK , and such that
∫
Ω×Gd,n
∥∥T i(y)− T∥∥ dV (y, T ) −−−−→
i→+∞
0. And remind that for all
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K ∈ Ki, P iK ∈ argmin
P∈Gd,n
∫
K×Gd,n
‖P − T‖ dV (y, T ) so that,
∫
Ω×Gd,n
∥∥P i(y)− T∥∥ dV (y, T ) = ∑
K∈Ki
∫
K×Gd,n
∥∥P iK − T∥∥ dV (y, T )

∑
K∈Ki
∫
K×Gd,n
∥∥T iK − T∥∥ dV (y, T )
=
∫
Ω×Gd,n
∥∥T i(y)− T∥∥ dV (y, T )
−−−−→
i→+∞
0 .
− Step 5: Thanks to Steps 1 to 4, we have proved that for any ϕ ∈ Lip(Ω×Gd,n),
〈Vi, ϕ〉 −−−−→
i→+∞
〈V, ϕ〉 , (2.8)
it remains to check the case ϕ ∈ C0c(Ω × Gd,n). Let ϕ ∈ C0c(Ω × Gd,n) and ε > 0. We can
extend ϕ into ϕ ∈ C0c(Ω × Mn(R)) by Tietze-Urysohn theorem since Gd,n is closed. Then, by
density of Lip(Ω×Mn(R)) in C0c(Ω×Mn(R)) with respect to the uniform topology, there exists
ψ ∈ Lip(Ω×Mn(R)) such that
∥∥ϕ− ψ∥∥∞ < ε. Let now ψ ∈ Lip(Ω×Gd,n) be the restriction of ψ
to Ω×Gd,n, then,
|〈V, ϕ〉 − 〈Vi, ϕ〉|  |〈V, ϕ〉 − 〈V, ψ〉|+ |〈V, ψ〉 − 〈Vi, ψ〉|+ |〈Vi, ψ〉 − 〈Vi, ϕ〉|
 ‖V ‖(Ω)‖ϕ− ψ‖∞ + |〈V, ψ〉 − 〈Vi, ψ〉|+ ‖Vi‖(Ω)‖ϕ− ψ‖∞ .
As ‖Vi‖(Ω) = ‖V ‖(Ω) for all i by deﬁnition of Vi and |〈V, ψ〉 − 〈Vi, ψ〉| −−−−→
i→+∞
0 by (2.8), there
exists i large enough such that
|〈V, ϕ〉 − 〈Vi, ϕ〉|  (2‖V ‖(Ω) + 1) ε ,
which concludes the general case.
− Step 6: Assume now that the Ho¨lder regularity of the tangent plane (2.5) holds, then in Step 2,
directly deﬁne for all i and K ∈ Ki,
Ai(x) =
1
‖V ‖(K)
∫
K
TuM d‖V ‖(u) ∀x ∈ K .
Let B ⊂ Ω,∫
B×Gd,n
∥∥Ai(y)− T∥∥ dV (y, T ) = ∑
K∈Ki
∫
K∩B
∥∥∥∥ 1‖V ‖(K)
∫
K
TuM d‖V ‖(u)− TyM
∥∥∥∥ d‖V ‖(y)

∑
K∈Ki
∫
K∩B
1
‖V ‖(K)
∫
K
‖TuM − TyM‖︸ ︷︷ ︸
C|u−y|βCδβi
d‖V ‖(u) d‖V ‖(y)
 Cδβi ‖V ‖(B) .
Then in Step 3, with the same deﬁnition of T i with respect to Ai and TyM ,∫
B×Gd,n
∥∥P i(y)− T∥∥ dV (y, T )  2 ∫
B×Gd,n
∥∥Ai(y)− T∥∥ dV (y, T )  2Cδβi ‖V ‖(B) . (2.9)
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In particular, ∫
Ω
∥∥P i(y)− T∥∥ dV (y, T )  2Cδβi ‖V ‖(Ω) .
Eventually, by (2.4) and (2.9),
| 〈V, ϕ〉 − 〈Vi, ϕ〉 |  lip(ϕ)
(
δi + 2Cδ
β
i
)
‖V ‖ (Π(suppϕ) ∩ Ω) .
Remark 2.2 (“Accuracy of the approximation spaces Aδ(K)”). The conclusion (2.6) can be refor-
mulated in terms of an asymmetric quantity close to the Hausdorﬀ distance between Aδ(K) and
Aβm = {rectiﬁable d–varifolds of prescribed mass  m satisfying (2.5) for some β}:
dasymH (Aβm,Aδ(K)) = sup
V ∈Aβm
inf
W∈Aδ(K)
Δ1,1(V,W )

(
δ + 2Cδβ
)
m ,
where Δ1,1 is the ﬂat distance deﬁned in Chapter 1 in Deﬁnition 1.15 by
Δ1,1(V,W ) = sup
{∣∣∣∣∫ ϕdV − ∫ ϕdW ∣∣∣∣ : ϕ ∈ Lip1, ‖ϕ‖∞  1} .
Notice that dasymH is not exactly the Haussdorﬀ distance dH(Aβm,Aδ(K)) since we care only of the
approximation of Aβm by Aδ(K) and not the contrary:
dH(Aβm,Aδ(K)) = max
{
dasymH (Aβm,Aδ(K)), dasymH (Aδ(K),Aβm)
}
.
2.2 First variation of discrete volumetric varifolds
Before computing the ﬁrst variation of a discrete volumetric varifold in the following result (Propo-
sition 2.2), let us notice that by deﬁnition, the mass and the tangent plane are constant in each cell
so that we expect the ﬁrst variation to be concentrated on the faces of the mesh.
Proposition 2.2. Let (K, E) be a mesh of Rn. For K+, K− ∈ K, we denote by σ = K+|K− ∈ E
the common face to K+ and K−, and nK+,σ is then the outer-pointing normal to the face σ (pointing
outside K+). Decompose the set of faces into E = Eint ∪ Eb ∪ E where
– Eint is the set of faces σ = K+|K− such that mK+, mK− > 0, called internal faces,
– E0 is the set of faces σ = K+|K− such that mK+, mK− = 0,
– Eb is the set of remaining faces σ = K+|K− such that mK+ > 0 and mK− = 0 or conversely
mK+ = 0 and mK− > 0, called boundary faces. In this case, σ is denoted by K+|· with mK+ > 0.
For {mK , PK}K∈K ⊂ R+ ×Gd,n, deﬁne the d–varifold
VK =
∑
K∈K
mK
|K| L
n
|K ⊗ δPK .
Then,
|δVK| =
∑
σ∈Eint,
σ=K−|K+
∣∣∣∣[mK+|K+|ΠPK+ − mK−|K−|ΠPK−
]
(nK+,σ)
∣∣∣∣ Hn−1|σ + ∑
σ∈Eb,
σ=K|·
mK
|K| |ΠPKnK,σ| H
n−1
|σ ,
where ΠP is the orthogonal projection onto the d-plane P .
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Figure 2.1: Contribution of the diﬀerent faces to the ﬁrst variation
We stress that the terms internal faces and boundary faces do not refer to the structure of the
mesh K but to the structure of the support of VK.
Proof. Let VK =
∑
K∈K
mK
|K| L
n
|K ⊗ δPK be a discrete varifold associated with the mesh K and let X ∈
C1c(Ω,R
n). Then,
δVK(X) =
∫
Ω×Gd,n
divSX(x) dVK(x, S) =
∑
K∈K
mK
|K|
∫
K
divPKX(x) dLn(x) .
Let us compute this term. Fix (τ1, . . . , τd) a basis of the tangent plane PK so that∫
K
divPKX(x) dLn(x) =
d∑
j=1
∫
K
DX(x)τj · τj dLn(x) ,
and DX(x)τj · τj =
n∑
k=1
(∇Xk(x) · τj)τkj so that
∫
K
divPKX(x) dLn(x) =
d∑
j=1
n∑
k=1
τkj
∫
K
(∇Xk(x) · τj) dLn(x) = −
d∑
j=1
n∑
k=1
τkj
∫
∂K
Xkτj · nout dHd
= −
∫
∂K
d∑
j=1
(τj · nout)
n∑
k=1
Xkτ
k
j dHd = −
∫
∂K
d∑
j=1
(τj · nout)(X · τj) dHd
= −
∫
∂K
X(x) · (ΠPKnout) dHd(x) ,
where ΠPK is the orthogonal projection onto PK and nout is the outward-pointing normal. Conse-
quently
|δVK(X)| =
∣∣∣∣∣∑
K∈K
mK
|K|
∫
∂K
X(x) · (ΠPKnout) dHd(x)
∣∣∣∣∣  ‖X‖∞ ∑
K∈K
mK
|K| |ΠPKnout|H
d(∂K) .
For a ﬁxed mesh, the sum is locally ﬁnite and then, VK has locally bounded ﬁrst variation. But what
happens if the size of the mesh tends to 0? In order to compute the total variation of δVK as a Radon
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measure, we just have to rewrite the sum as a sum on the faces E of the mesh. This is more natural
since δVK is concentrated on faces. Thus
δVK = −
∑
σ∈Eint,
σ=K−|K+
[
mK+
|K+|ΠPK+nK+,σ +
mK−
|K−|ΠPK−nK−,σ
]
Hn−1|σ −
∑
σ∈Eb,
σ=K|·
mK
|K|ΠPKnK,σ H
n−1
|σ
= −
∑
σ∈Eint,
σ=K−|K+
[
mK+
|K+|ΠPK+ −
mK−
|K−|ΠPK−
]
· (nK+,σ)Hn−1|σ −
∑
σ∈Eb,
σ=K|·
mK
|K|ΠPKnK,σ H
n−1
|σ .
Therefore,
|δVK| =
∑
σ∈Eint,
σ=K−|K+
∣∣∣∣[mK+|K+|ΠPK+ − mK−|K−|ΠPK−
]
· (nK+,σ)
∣∣∣∣ Hn−1|σ + ∑
σ∈Eb,
σ=K|·
mK
|K| |ΠPKnK,σ| H
n−1
|σ .
Example 2.1. Let us estimate this ﬁrst variation in a simple case. Let us assume that the mesh is a
regular cartesian grid of Ω =]0, 1[2⊂ R2 of size hK so that for all K ∈ K and σ ∈ E ,
|K| = h2K and H1(σ) = hK .
Consider the vector line D of direction given by the unit vector 1√
2
(1, 1). Let V = H1|D ⊗ δD be the
canonical 1–varifold associated with D and VK the volumetric approximation of V in the mesh K,
then
|δVK|(Ω) =
∑
σ∈Eint,
σ=K−|K+
∣∣∣∣[mK+|K+|ΠPK+ − mK−|K−|ΠPK−
]
· (nK+,σ)
∣∣∣∣ H1(σ) + ∑
σ∈Eb,
σ=K|·
mK
|K| |ΠPKnK,σ| H
1(σ)
=
1
hK
∑
σ∈Eint,
σ=K−|K+
∣∣mK+ −mK−∣∣ ∣∣ΠDnK+,σ∣∣+ 1hK ∑
σ∈Eb,
σ=K|·
mK |ΠDnK,σ| .
And |ΠDnK,σ| =
√
2
2 (for any K, σ) so that
|δVK|(Ω) =
√
2
2hK
∑
σ∈Eint,
σ=K−|K+
∣∣mK+ −mK−∣∣+ √22hK ∑
σ∈Eb,
σ=K|·
mK
︸ ︷︷ ︸
=‖V ‖(Ω)
.
So that if we now consider successive volumetric approximations VKi of V associated with successive
meshes Ki whose size hKi tends to 0 when i tends to ∞,
|δVKi |(Ω) =
√
2
2hKi
⎛⎜⎜⎝ ∑
σ∈Eint,
σ=K−|K+
∣∣mK+ −mK−∣∣+ ‖V ‖(Ω)
⎞⎟⎟⎠ 
√
2
2hKi
‖V ‖(Ω) −−−→
i→∞
+∞ .
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More generally, the problem is that the tangential direction PK and the direction of the face σ
have no reason to be correlated so that the term |ΠPKnK,σ| can be large (close to 1) and thus, if the
mesh is not adapted to the tangential directions, |δVKi |(Ω) may explode when the size of the mesh
hKi tends to 0. Of course, we are not saying that |δVKi |(Ω) always explodes when reﬁning the mesh,
but that it may happen and it is not something easy to control except by adapting the mesh to the
tangential directions PK in the boundary cells. This is clearly a problem showing that the classical
notion of ﬁrst variation is not well adapted to this kind of volumetric discretization.
2.3 Point cloud varifolds
We already explained how it is possible to endow a point cloud with a d–varifold structure in
Example 1.4. We will now justify why any result we will prove on discrete volumetric varifolds easily
transfers to point cloud varifolds. Let ﬁrst recall the deﬁnition of a point cloud varifold:
Deﬁnition 2.2 (Point cloud varifolds). Let {xi}i=1...N ⊂ Rn be a point cloud, weighted by the masses
{mi}i=1...N and provided with directions {Pi}i=1...N ⊂ Gd,n. We can thus associate a d–varifolds on
R
n ×Gd,n with this point cloud:
V =
N∑
i=1
mi δxi ⊗ δPi ,
so that for ϕ ∈ C0c(Ω×Gd,n),∫
ϕdV =
N∑
i=1
ϕ(xi, Pi) .
Let us begin with the question of the approximation of rectiﬁable varifolds by point cloud varifolds.
Notice that to each discrete volumetric varifold VK =
∑
K∈K
mK
|K| L
n
|K ⊗ δPK associated with a mesh K
of size δ = supK∈K diamK, we can associate the following point cloud varifold:
V ′K =
∑
K∈K
mKδxK ⊗ δPK
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where, xK is a point in the cell K, the center of mass for instance, but not necessarily. And with such
a construction, for any ϕ ∈ Lip(Rn ×Gd,n),∣∣〈VK, ϕ〉 − 〈V ′K, ϕ〉∣∣ =
∣∣∣∣∣∑
K∈K
mK
|K|
∫
K
ϕ(x, PK)Ln(x)−
∑
K∈K
mKϕ(xK , PK)
∣∣∣∣∣

∑
K∈K
mK
|K|
∫
K
|ϕ(x, PK)− ϕ(xK , PK)| dLn(x)
 lip(ϕ)
∑
K∈K
mKdiamK
 δlip(ϕ)‖VK‖(Rn) .
Therefore (as in Step 5 of the proof of Theorem 2.1),(
VK − V ′K
) −−−→
δ→0
0 .
And moreover,
Δ1,1(VK, V ′K)  δ‖VK‖(Rn) −−−→
δ→0
0 .
That is why in the following chapters, we focus only on discrete volumetric varifolds. Any result
we will prove on discrete volumetric varifolds easily transfers to point cloud varifolds thanks to this
correspondence.
First variation of a point cloud varifold
Point cloud varifolds never have bounded bounded ﬁrst variation, independently of the directions
PK , since a Dirac mass does not. Indeed, let V = δ0 ⊗ δD be a Dirac mass, take any ϕ ∈ C1c(B1(0))
with non-zero gradient ∇Dϕ(0) in the direction D and deﬁne ϕε(y) = ϕ
(y
ε
)
. Then, for any u ∈ Rn,
δV (ϕεu) =
1
ε
∫
Rn×Gd,n
∇Sϕ
(y
ε
)
· u dV (y, S) = 1
ε
∇Dϕ (0) · u ;
and for instance, with u = ∇Dϕ (0),
δV (ϕεu) =
1
ε
∣∣∇Dϕ (0)∣∣2 −−−→
ε→0
+∞ .
Conclusion. If we want to use varifold structures on discrete type objects (discrete volumetric var-
ifolds, point cloud varifolds for instance) to handle in a general setting the minimization of functionals
deﬁned on surfaces as the area functional or the Willmore functional, there is however an important
point to overcome. We just showed that point cloud varifolds do not have bounded ﬁrst variation.
As for discrete volumetric varifolds, we saw in Example 2.1 (where the limit object was a simple
line) that there are weakly–∗ converging sequences of discrete volumetric varifolds VKi ∗−−−⇀
i→∞
V , with
individually (locally) bounded ﬁrst variation, but such that the total variation of the ﬁrst variation
explodes
|δVKi |(Ω) −−−→
i→∞
+∞ .
This means that the convergence of the sequence VKi
∗−−−⇀
i→∞
V does not imply the weak–∗ convergence
of the ﬁrst variations and the usual Allard’s compactness theorem does not apply. We thus have to
answer the following questions (Questions 1.2 and 1.3): what conditions on a weakly–∗ converg-
ing sequence of varifolds (not supposed rectiﬁable) ensure that the limit varifold is rectiﬁable? has
bounded ﬁrst variation?
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CHAPTER 3
Conditions quantitatives de rectiﬁabilite´ dans l’espace des varifolds
Ce chapitre constitue l’article [Bue14] Quantitative conditions of rectiﬁability for varifolds available
at http: // adsabs. harvard. edu/ abs/ 2014arXiv1409. 4749B .
In this chapter, we focus on Question 1.2:
Question. 1.2. What conditions on a weakly–∗ converging sequence of varifolds (not supposed
rectiﬁable) ensure that the limit varifold is rectiﬁable?
Introduction
The set of regular surfaces lacks compactness properties (for Hausdorﬀ convergence for instance),
which is a problem when minimizing geometric energies deﬁned on surfaces. In order to gain com-
pactness, the set of surfaces can be extended to the set of varifolds and endowed with a notion of
convergence (weak–∗ convergence of Radon measures). Nevertheless, the problem turns to be the
following: how to ensure that a weak–∗ limit of varifolds is regular (at least in the weak sense of recti-
ﬁability)? W. K. Allard (see [All72]) answered this question in the case where the weak–∗ converging
sequence is made of weakly regular surfaces (rectiﬁable varifolds to be precise). But what about the
case when the weak–∗ converging sequence is made of more general varifolds? Assume that we have a
sequence of volumetric approximations of some set M , how can we know if M is regular (d–rectiﬁable
for some d), knowing only its successive approximations ?
As a set and its volumetric approximations can be endowed with a structure of varifold (as we will
see), this problem can be formulated in terms of varifolds: we are interested in quantitative conditions
on a given sequence of d–varifolds ensuring that the limit (when it exists) is rectiﬁable. Before going
into technical details, let us consider the problem of rectiﬁability in simpliﬁed settings.
– First, let f : R → R. We are looking for conditions ensuring that f is diﬀerentiable (in some
sense). The most simple answer is to impose that the diﬀerence quotient has a ﬁnite limit
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everywhere. But assume that moreover, we ask for something more quantitative, that is to say
some condition that could be expressed through bounds on some well chosen quantities (for
instance, from a numerical point of view, it is easier to deal with bounded quantities than with
the existence of a limit). We will refer to this kind of condition as “quantitative conditions”
(see also [DS93b]). There exists an answer by Dorronsoro [Dor85] (we give here a simpliﬁed
version, see [DS93a]).
Theorem 3.1 (see [Dor85] and [DS93a]). Let f : Rd → R be locally integrable and let q  1
such that q <
2d
d− 2 if d > 1. Then, the distributional gradient of f is in L
2 if and only if∫
Rd
∫ 1
0
γq(x, r)
2 dr
r
dx < +∞ with γq(x, r)q = inf
a aﬃne
function
1
rd+1
∫
Br(x)
|f(y)− a(y)|q dy
The function γq penalizes the distance from f to its best aﬃne approximation locally every-
where. This theorem characterizes the weak diﬀerentiability (in the sense of a L2 gradient)
quantitatively in terms of L2–estimate on γq (with the singular weight
1
r ).
– Now, we take a set M in Rn and we ask the same question: how to ensure that this set is regular
(meaning d–rectiﬁable for some d)? Of course, we are still looking for quantitative conditions.
This problem has been studied by P.W. Jones (for 1–rectiﬁable sets) in connection with the
travelling salesman problem ([Jon90]) then by K. Okikiolu ([Oki92]), by S. Semmes and G.
David ([DS91b]) and by H. Pajot ([Paj97]). As one can see in the following result stated by H.
Pajot in [Paj97], the exhibited conditions are not dissimilar to Dorronsoro’s. We ﬁrst introduce
the Lq generalization of the so called Jones’ β numbers, (see [Jon90] for Jones’ β numbers and
[Paj97] for the Lq generalization):
Deﬁnition 3.1. Let M ⊂ Rn and d ∈ N, d  n.
β∞(x, r,M) = inf
P aﬃne d−plane
sup
y∈M∩Br(x)
d(y, P )
r
if Br(x) ∩M 
= ∅ ,
β∞(x, r,M) = 0 if Br(x) ∩M = ∅ ,
βq(x, r,M) = inf
P aﬃne d−plane
(
1
rd
∫
y∈Br(x)∩M
(
d(y, P )
r
)q
dHd(y)
) 1
q
if 1  q < +∞ .
The βq(x, r,M) measure the distance from the set M to its best aﬃne approximation at a given
point x and a given scale r.
Theorem 3.2 ([Paj97]). Let M ⊂ Rn compact with Hd(M) < +∞. Let q be such that⎧⎨⎩ 1  q ∞ if d = 11  q < 2d
d− 2 if d  2 .
We assume that for Hd–almost every x ∈ M , the following properties hold:
(i) θd∗(x,M) = lim inf
r↓0
Hd(M ∩Br(x))
ωdrd
> 0,
(ii)
∫ 1
r=0
βq(x, r,M)
2 dr
r
< ∞.
Then M is d–rectiﬁable.
– Let us get closer to our initial question: now we consider the same question in the context of
varifolds. Recall that from a mathematical point of view, a d–varifold V in Ω ⊂ Rn is a Radon
measure on the product Ω×Gd,n, where
Gd,n = {d–dimensional subspaces of Rn } .
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Varifolds can be loosely seen as a set of generalized surfaces: let M be a d–submanifold (or a
d–rectiﬁable set) in Ω and denote by TxM its tangent plane at x, then the Radon measure
V (x, P ) = Hd|M (x) ⊗ δTxM (P ) is a d–varifold associated to M , involving both spatial and
tangential information on M . The measure obtained by projecting V on the spatial part Ω
is called the mass ‖V ‖. In the previous speciﬁc case where V comes from a d–rectiﬁable set M
then the mass is ‖V ‖ = Hd|M . See the next section for more details about varifolds. We can now
state the ﬁrst result that we obtain in this paper about quantitative conditions of rectiﬁability
in the context of varifolds:
Theorem 3.3. Let Ω ⊂ Rn be an open set and let V be a d–varifold in Ω with ﬁnite mass
‖V ‖(Ω) < +∞. Assume that:
(i) there exist 0 < C1 < C2 such that for ‖V ‖–almost every x ∈ Ω and for every r > 0,
C1r
d  ‖V ‖(Br(x))  C2rd , (3.1)
(ii)
∫
Ω×Gd,n
E0(x, P, V ) dV (x, P ) < +∞, where
E0(x, P, V ) =
∫ 1
r=0
1
rd
∫
y∈Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dr
r
deﬁnes the averaged height excess.
Then V is a rectiﬁable d–varifold.
The ﬁrst assumption is called Ahlfors-regularity. It implies in particular that V is d–dimensional
but with some uniform control on the d–density. Adding the second assumption both ensures
that the support M of the mass measure ‖V ‖ is a d–rectiﬁable set and that the tangential
part of V is coherent with M , that is to say V = ‖V ‖ ⊗ δTxM . We will refer to these two
conditions as static quantitative conditions of rectiﬁability for a given d–varifold, by opposition
to the next conditions, involving the limit of a sequence of d–varifolds, which we will refer to
as the approximation case. These static conditions are not very diﬃcult to derive from Pajot’s
theorem, the diﬃcult part is the next one: the approximation case.
– Now we consider a sequence (Vi)i of d–varifolds (weakly–∗) converging to a d–varifold V . The
problem is to ﬁnd quantitative conditions on (Vi)i that ensure the rectiﬁability of V ? The idea
is to consider the static conditions with uniform bounds and using a notion of scale encoded by
the parameters αi and βi in the following result:
Theorem 3.4. Let Ω ⊂ Rn be an open set and let (Vi)i be a sequence of d–varifolds in Ω
weakly–∗ converging to some d–varifold V of ﬁnite mass ‖V ‖(Ω) < +∞. Fix two decreasing
and inﬁnitesimal (tending to 0) sequences of positive numbers (αi)i and (βi)i and assume that:
(i) there exist 0 < C1 < C2 such that for ‖Vi‖–almost every x ∈ Ω and for every βi < r <
d(x,Ωc),
C1r
d  ‖Vi‖(Br(x))  C2rd ,
(ii) sup
i
∫
Ω×Gd,n
Eαi(x, P, Vi) dVi(x, P ) < +∞, where
Eα(x, P,W ) =
∫ 1
r=αi
1
rd
∫
y∈Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖W‖(y) dr
r
denotes the α–approximate averaged height excess.
Then V is a rectiﬁable d–varifold.
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We stress that the sequence (Vi)i in Theorem 3.4 is not necessarily made of rectiﬁable d–varifolds.
The parameters αi and βi allow to study the varifolds at a large scale (from far away). The main
diﬃculty in the proof of Theorem 3.4 is to understand the link between
− the choice of αi ensuring a good convergence of the successive approximate averaged height excess
energies Eαi(x, P, Vi) to the averaged height excess energy E0(x, P, V )
− and a notion of convergence speed of the sequence (Vi)i obtained thanks to a strong characterization
of weak–∗ convergence.
In the following example, we can guess that the parameters αi and βi must be large with respect
to the size of the mesh. Loosely speaking, in ﬁgure (a), even in the smallest ball, the grey approx-
imation “looks” 1–dimensional. On the contrary, if we continue zooming like in ﬁgure (b), the grey
approximation “looks” 2–dimensional. The issue is to give a correct sense to this intuitive fact.
(a) (b)
The plan of the paper is the following: in section 3.1 we collect some basic facts about rectiﬁability
and varifolds that we need thereafter. Then in section 3.2, we state and prove quantitative conditions
of rectiﬁability for varifolds in the static case. In section 3.3, we ﬁrst establish a result of uniform
convergence for the pointwise averaged height excess energies Eα thanks to a strong characterization
of weak–∗ convergence. This allows us to state and prove quantitative conditions of rectiﬁability
for varifolds in the approximation case. In the appendix, we consider some sequence of d–varifolds
weakly–∗ converging to some rectiﬁable d–varifold V = θHd|M ⊗ δTxM (for some d–rectiﬁable set M)
and we make a connection between the minimizers of Eαi(x, ·, Vi), with respect to P ∈ Gd,n, and the
tangent plane TxM to M at x.
3.1 Some facts about rectiﬁability and varifolds
This section contains basic deﬁnitions and facts about rectiﬁability and varifolds, which are already
contained in Chapter 1 (but in French) and 2, except for Propositions 3.8 and 3.10.
From now on, we ﬁx d, n ∈ N with 1  d < n and an open set Ω ⊂ Rn. Then we recall that we
adopted the following notations.
− Ln is the n–dimensional Lebesgue measure.
− Hd is the d–dimensional Hausdorﬀ measure.
− Ckc (Ω) is the space of continuous compactly supported functions of class Ck in Ω.
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− Br(x) = {y | |y − x| < r} is the open ball of center x and radius r.
− Gd,n = {P ⊂ Rn |P is a vector subspace of dimension d}.
− AB = (A ∪B) \ (A ∩B) is the symmetric diﬀerence.
− Lipk(Ω) is the space of Lipschitz functions in Ω with Lipschitz constant less or equal to k.
− ωd = Ld(B1(0)) is the d–volume of the unit ball in Rd.
− For P ∈ Gd,n, ΠP is the orthogonal projection onto P .
− Let ω and Ω be two open sets then ω ⊂⊂ Ω means that ω is relatively compact in Ω.
− Let μ be a measure in some measurable topological space, then suppμ denotes the topological
support of μ.
− Let A ⊂ Ω then Ac = Ω \A denotes the complementary of A in Ω.
− Given a measure μ, we denote by |μ| its total variation.
3.1.1 Radon measures and weak–∗ convergence
We recall here some useful properties concerning vector-valued Radon measures and weak–∗ con-
vergence. See [EG92] and [AFP] for more details.
Deﬁnition 3.2 (weak–∗ convergence of Radon measures, see. [AFP] def. 1.58 p. 26). Let μ and (μi)i
be Rm–vector valued Radon measures in Ω ⊂ Rn. We say that μi weakly–∗ converges to μ, denoted
μi
∗−−−⇀
i→∞
μ if for every ϕ ∈ Cc(Ω,Rm),∫
Ω
ϕ · dμi −−−→
i→∞
∫
Ω
ϕ · dμ .
Thanks to the Banach-Alaoglu weak compactness Theorem, we have the following result in the space
of Radon measures.
Proposition 3.5 (Weak–∗ compactness, see [AFP] Theorem. 1.59 and 1.60 p. 26). Let (μi)i be a
sequence of Radon measures in some open set Ω ⊂ Rn such that supi |μi|(Ω) < ∞ then there exist a
ﬁnite Radon measure μ and a subsequence (μϕ(i))i weakly–∗ converging to μ.
Let us now study the consequences of weak–∗ convergence on Borel sets.
Proposition 3.6 (see 1.9 p.54 in [EG92]). Let (μi)i be a sequence of positive Radon measures weakly–∗
converging to μ in some open set Ω ⊂ Rn. Then,
1. for every compact set K ⊂ Ω, lim supi μi(K)  μ(K) and for every open set U ⊂ Ω, μ(U) 
lim infi μi(U).
2. limi μi(B) = μ(B) for every Borel set B ⊂ Ω such that μ(∂B) = 0.
Each one of the two properties in Proposition 3.6 is actually a characterization of weak–∗ convergence.
Let us state a similar result in the vector case.
Proposition 3.7 (see [AFP] Prop. 1.62(b) p. 27). Let Ω ⊂ Rn be an open set and let (μi)i be a
sequence of Rm–vector valued Radon measures weakly–∗ converging to μ. Assume in addition that the
total variations |μi| weakly–∗ converge to some positive Radon measure λ. Then |μ|  λ and for every
Borel set B ⊂ Ω such that λ(∂B) = 0, μi(B) → μ(B). More generally,∫
Ω
u · dμi −→
∫
Ω
u · dμ
for every measurable bounded function u whose discontinuity set has zero λ–measure.
55
We end this part with a result saying that, for a given Radon measure μ, among all balls centred
at a ﬁxed point, at most a countable number of them have a boundary with non zero μ–measure.
Proposition 3.8. Let μ be a Radon measure in some open set Ω ⊂ Rn. Then,
(i) For a given x ∈ Ω, the set of r ∈ R+ such that μ(∂Br(x)) > 0 is at most countable. In particular,
L1{r ∈ R+ | μ(∂Br(x) ∩ Ω) > 0} = 0 .
(ii) For almost every r ∈ R+,
μ {x ∈ Ω | μ(∂Br(x) ∩ Ω) > 0} = 0 .
Proof. The ﬁrst point is a classical property of Radon measures and comes from the fact that monotone
functions have at most a countable set of discontinuities, applied to r → μ(Br(x)). For the second
point, we use Fubini Theorem to get∫
r∈R+
μ {x ∈ Ω | μ(∂Br(x) ∩ Ω) > 0} dr =
∫
x∈Ω
∫
r∈R+
1{(x,r) | μ(∂Br(x)∩Ω)>0}(x, r) dμ(x) dr
=
∫
x∈Ω
L1{r ∈ R+ | μ(∂Br(x) ∩ Ω) > 0} dμ(x) = 0 ,
thanks to (i).
These basic results will be widely used throughout this paper.
3.1.2 Rectiﬁability and approximate tangent space
Deﬁnition 3.3 (d–rectiﬁable sets, see deﬁnition 2.57 p.80 in [AFP]). Let M ⊂ Rn. M is said to be
countably d–rectiﬁable if there exist countably many Lipschitz functions fi : R
d → Rn such that
M ⊂ M0 ∩
⋃
i∈N
fi(R
d) with Hd(M0) = 0 .
If in addition Hd(M) < +∞ then M is said d–rectiﬁable.
Actually, it is equivalent to require that M can be covered by countably many Lipschitz d–graphs up
to a Hd–negligible set and thanks to Whitney extension Theorem (and thus Lusin’s Theorem), one
can ask for C1 d–graphs. We can now deﬁne rectiﬁability for measures.
Deﬁnition 3.4 (d–rectiﬁable measures, see deﬁnition 2.59 p.81 in [AFP]). Let μ be a positive Radon
measure in Rn. We say that μ is d–rectiﬁable if there exist a countably d–rectiﬁable set M and a
Borel positive function θ such that μ = θHd|M .
Thus, a set M is countably d–rectiﬁable if and only if Hd|M is a d–rectiﬁable measure. When blowing
up at a point, rectiﬁable measures have the property of concentrating on aﬃne planes (at almost any
point). This property leads to a characterization of rectiﬁable measures. Let us deﬁne ψx,r as
ψx,r(y) =
y − x
r
.
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Deﬁnition 3.5 (Approximate tangent space to a measure, see deﬁnition 2.79 p.92 in [AFP]). Let μ be
a positive Radon measure in Rn. We say that μ has an approximate tangent space P with multiplicity
θ ∈ R+ at x if P ∈ Gd,n is a d–plane such that
1
rd
ψx,r#μ
∗−−⇀ θHd|P as r ↓ 0.
That is,
1
rd
∫
ϕ
(
y − x
r
)
dμ(y) −−→
r↓0
θ
∫
P
ϕ(y) dHd(y) ∀ϕ ∈ Cc(Rn) .
In the sequel the approximate tangent plane to M (resp. μ) at x is denoted by TxM (resp. Txμ). As
we said, this provides a way to characterize rectiﬁability:
Theorem 3.9 (see theorem 2.83 p.94 in [AFP]). Let μ be a positive Radon measure in Rn.
1. If μ = θHd|M with M countably d–rectiﬁable, then μ admits an approximate tangent plane with
multiplicity θ(x) for Hd–almost any x ∈ M .
2. If there exists a Borel set S such that μ(Rn \ S) = 0 and if μ admits an approximate tangent
plane with multiplicity θ(x) > 0 for μ–almost every x ∈ S then S is countably d–rectiﬁable and
μ = θHd|S.
There are other characterizations of rectiﬁability in terms of density (see for instance [Mat95]).
Let us point out an easy consequence of the existence of a tangent plane at a given point:
Proposition 3.10. Let μ be a positive Radon measure in Rn. Let x ∈ Rn, P ∈ Gd,n and assume that
μ has an approximate tangent space Txμ with multiplicity θ(x) > 0 at x. Then for all β > 0,
1
rd
μ {y ∈ Br(x) | d(y − x, P ) < βr} −−−→
r→0
θ(x)Hd {y ∈ Txμ ∩B1(0) | d(y, P ) < β} .
Proof. Indeed, let ψx,r : y → y−xr , then 1rdψx,r#μ weakly star converges to θ(x)Hd|xμ so that for any
Borel set A such that Hd|Txμ(∂A) = Hd(∂A ∩ Txμ) = 0, we have
1
rd
ψx,r#μ(A) =
1
rd
μ
(
ψ−1x,r(A)
) −−−−→
r→0+
θ(x)Hd (Txμ ∩A) . (3.2)
The conclusion follows applying (3.2) with A = {y ∈ B1(0) | d(y, P ) < β} so that for any 0 < β < 1,
ψ−1x,r(A) = {y ∈ Br(x) | d(y − x, P ) > βr} and Hd(A ∩ P ) = 0 .
3.1.3 Some facts about varifolds
We recall here a few facts about varifolds, (for more details, see for instance [Sim83]). As we have
already mentioned, the space of varifolds can be seen as a space of generalized surfaces. However, in
this part we give examples showing that, not only rectiﬁable sets, but also objects like point clouds
or volumetric approximations can be endowed with a varifold structure. Then we deﬁne the ﬁrst
variation of a varifold which is a generalized notion of mean curvature, and we recall the link between
the boundedness of the ﬁrst variation and the rectiﬁability of a varifold. We also introduce a family
of volumetric discretizations endowed with a varifold structure. They will appear all along this paper
in order to illustrate problems and strategies to solve them. We focus on this particular family of
varifolds because they correspond to the volumetric approximations of sets that motivated us initially.
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Deﬁnition of varifolds
We recall that Gd,n = {P ⊂ Rn |P is a vector subspace of dimension d}. Let us begin with the
notion of rectiﬁable d–varifold.
Deﬁnition 3.6 (Rectiﬁable d–varifold). Given an open set Ω ⊂ Rn, let M be a countably d–rectiﬁable
set and θ be a non negative function with θ > 0 Hd–almost everywhere in M . A rectiﬁable d–varifold
V = v(M, θ) in Ω is a positive Radon measure on Ω×Gd,n of the form V = θHd|M ⊗ δTxM i.e.∫
Ω×Gd,n
ϕ(x, T ) dV (x, T ) =
∫
M
ϕ(x, TxM) θ(x) dHd(x) ∀ϕ ∈ Cc(Ω×Gd,n,R)
where TxM is the approximative tangent space at x which exists Hd–almost everywhere in M . The
function θ is called the multiplicity of the rectiﬁable varifold.
Remark 3.1. We are dealing with measures on Ω × Gd,n, but we did not mention the σ–algebra we
consider. We can equip Gd,n with the metric
d(T, P ) = ‖ΠT −ΠP ‖
where ΠT ∈ Mn(R) is the matrix of the orthogonal projection onto T and ‖ · ‖ a norm on Mn(R). We
consider measures on Ω×Gd,n with respect to the Borel algebra on Ω×Gd,n.
Let us turn to the general notion of varifold:
Deﬁnition 3.7 (Varifold). Let Ω ⊂ Rn be an open set. A d–varifold in Ω is a positive Radon measure
on Ω×Gd,n.
Remark 3.2. As Ω×Gd,n is locally compact, the Riesz theorem allows to identify Radon measures on
Ω×Gd,n and continuous linear forms on C0c(Ω×Gd,n) (we used this fact in the deﬁnition of rectiﬁable
d–varifolds) and the convergence in the sense of varifolds is then the weak–∗ convergence.
Deﬁnition 3.8 (Convergence of varifolds). A sequence of d–varifolds (Vi)i weakly–∗ converges to a
d–varifolds V in Ω if, for all ϕ ∈ Cc(Ω×Gd,n),∫
Ω×Gd,n
ϕ(x, P ) dVi(x, P ) −−−→
i→∞
∫
Ω×Gd,n
ϕ(x, P ) dV (x, P ) .
We now give some examples of varifolds:
Example 3.1. Consider a straight line D ⊂ R3, then the measure v(D) = H1|D ⊗ δD is the canonical
1–varifold associated to D.
Example 3.2. Consider a polygonal curveM ⊂ R2 consisting of 8 line segments S1, . . . , S8 of directions
P1, . . . , P8 ∈ G1,2, then the measure v(M) =
∑8
i=1H1|Si ⊗ δPi is the canonical varifold associated to
M .
Example 3.3. Consider a d–submanifoldM ⊂ Rn. According to the deﬁnition of rectiﬁable d–varifolds,
the canonical d–varifold associated to M is v(M) = Hd⊗ δTxM or v(M, θ) = θHd⊗ δTxM adding some
multiplicity θ : M → R+.
Example 3.4 (Point cloud). Consider a ﬁnite set of points {xj}Nj=1 ⊂ Rn with additional information
of masses {mj}Nj=1 ⊂ R+ and tangent planes {Pj}j=1...N ⊂ Gd,n then the measure
N∑
j=1
mjδxj ⊗ δPj
deﬁnes a d–varifolds associated with the point cloud.
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(a) Polygonal curve (b) Point cloud
Deﬁnition 3.9 (Mass). If V = v(M, θ) is a d–rectiﬁable varifold, the measure θHd|M is called the
mass of V and denoted by ‖V ‖. For a general varifold V , the mass of V is the positive Radon measure
deﬁned by ‖V ‖(B) = V (π−1(B)) for every B ⊂ Ω Borel, with{
π : Ω×Gd,n → Ω
(x, S) → x .
For a curve, the mass is the length measure, for a surface, it is the area measure, for the previous
point cloud, the mass is
∑
j mjδxj . The mass loses the tangent information and keeps only the spatial
part.
First variation of a varifold
The set of d–varifolds is endowed with a notion of generalized curvature called ﬁrst variation. Let
us recall the divergence theorem on a submanifold:
Theorem 3.11 (Divergence theorem). Let Ω ⊂ Rn be an open set and let M ⊂ Rn be a d–dimensional
C2– submanifold. Then, for all X ∈ C1c(Ω,Rn),∫
Ω∩M
divTxMX(x) dHd(x) = −
∫
Ω∩M
H(x) ·X(x) dHd(x) ,
where H is the mean curvature vector.
For P ∈ G and X = (X1, . . . , Xn) ∈ C1c(Ω,Rn), the operator divP is deﬁned as
divP (x) =
n∑
j=1
〈∇PXj(x), ej〉 =
n∑
j=1
〈ΠP (∇Xj(x)), ej〉 whith (e1, . . . , en) canonical basis of Rn.
This variational approach is actually a way to deﬁne mean curvature that can be extended to a larger
class than C2–manifolds: the class of varifolds with bounded ﬁrst variation. We can now deﬁne the
ﬁrst variation of a varifold.
Deﬁnition 3.10 (First variation of a varifold). The ﬁrst variation of a d–varifold in Ω ⊂ Rn is the
linear functional
δV : C1c(Ω,R
n) → R
X → ∫Ω×Gd,n divPX(x) dV (x, P )
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This linear functional is generally not continuous with respect to the C0c topology. When it is true,
we say that the varifold has locally bounded ﬁrst variation:
Deﬁnition 3.11. We say that a d–varifold on Ω has locally bounded ﬁrst variation when the linear
form δV is continuous that is to say, for every compact set K ⊂ Ω there is a constant cK such that
for every X ∈ C1c(Ω,Rn) with suppX ⊂ K,
|δV (X)|  cK sup
K
|X| .
Now, if a d–varifold V has locally bounded ﬁrst variation, the linear form δV can be extended into
a continuous linear form on C0c(Ω,R
n) and then by the Riesz theorem, there exists a Radon measure
on Ω (still denoted by δV ) such that
δV (X) =
∫
Ω
X · δV for every X ∈ Cc(Ω,Rn)
Thanks to Radon-Nikodym Theorem, we can derive δV with respect to ‖V ‖ and there exist a function
H ∈ (L1loc(Ω, ‖V ‖))n and a measure δVs singular to ‖V ‖ such that
δV = −H‖V ‖+ δVs .
The function H is called the generalized mean curvature vector. Thanks to the divergence theorem,
it properly extends the classical notion of mean curvature for a C2 submanifold.
Another example: a family of volumetric approximations endowed with a varifold struc-
ture
Let us recall how we deﬁned discrete volumetric varifolds in Chapter 2 Deﬁnition 2.1
Consider a mesh K and a family {mK , PK}K∈K ⊂ R+×
Gd,n. We can associate the diﬀuse d–varifold:
V =
∑
Kcell
mK
|K| L
n
|K ⊗ δPK with |K| = Ln(K) .
This d–varifold is not rectiﬁable since its support is n–
rectiﬁable but not d–rectiﬁable.
Recall that we computed the ﬁrst variation of such a varifold (see Proposition 2.2) and that we ob-
served on a simple example (Example 2.1), considering the rectiﬁable 1–varifold V associated with
a line D in R2 and the successive projections (as discrete volumetric varifolds) VKi onto a family of
cartesian meshes (Ki)i whose size δi tends to 0, that their ﬁrst variation explodes:
|δVKi |(Ω) 
√
2
2δi
‖V ‖(Ω) −−−→
i→∞
+∞ .
In particular, the ﬁrst variation δVKi are not weakly–∗ converging to δV = 0. We ﬁnally recall (see
Section 2.2 for details) that it is not bad example but rather the general case. Of course, we are
not saying that |δVKi |(Ω) always explodes when reﬁning the mesh, but that it may happen and it
is not something easy to control except by adapting the mesh to the tangential directions PK in the
boundary cells. This is clearly a problem showing that the classical notion of ﬁrst variation is not
well adapted to this kind of volumetric discretization.
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Control of the ﬁrst variation and rectiﬁability
We will end these generalities about varifolds by linking the control of the ﬁrst variation (gen-
eralized mean curvature) to the regularity of the varifolds. Let us begin with some property of the
so called height excess proved by Brakke in [Bra78] (5.7 p. 153). There exist sharper estimates
established by U. Menne in [Men12].
Theorem 3.12 (Height excess decay). Let V = v(M, θ) = θHd|M ⊗ δTxM be a rectiﬁable d–varifold
in some open set Ω ⊂ Rn. Assume that V is integral (that is θ(x) ∈ N for ‖V ‖–almost every x) and
assume that V has locally bounded ﬁrst variation. Then for V –almost every (x, P ) ∈ Ω×Gd,n,
heightex(x, P, V, r) :=
1
rd
∫
Br(x)
(
d(y − x, P )
r
)2
d‖V ‖(y) = ox(r) .
Remark 3.3. Let us notice that
Eα(x, P, V ) =
∫ 1
r=α
heightex(x, P, V, r)
dr
r
.
That is why we called these quantities averaged height excess.
We now state a compactness result linking the rectiﬁability to the control of the ﬁrst variation.
It is exactly the kind of result we are interested in, with the exception that, in our setting, the
approximating varifolds are generally not rectiﬁable and, moreover, the following control on the ﬁrst
variation is not satisﬁed.
Theorem 3.13 (Allard Compactness Theorem, see 42.7 in [Sim83]). Let (Vi)i = (v(Mi, θi))i be a
sequence of d–rectiﬁable varifolds with locally bounded ﬁrst variation in an open set Ω ⊂ Rn and such
that θi  1 ‖Vi‖–almost everywhere. If
sup
i
{‖Vi(W )‖+ |δVi|(W )}  c(W ) < +∞
for every open set W ⊂⊂ Ω, then there exists a subsequence (Vin)n weakly–∗ converging to a rectiﬁable
d–varifold V , with locally bounded ﬁrst variation in Ω, such that θ  1, and moreover
|δV |(W )  lim inf
n→∞ |δVin |(W ) ∀W ⊂⊂ Ω .
If for all i, Vi is an integral varifold then V is integral too.
The problem is that even if the limit d–varifold is rectiﬁable and has bounded ﬁrst variation, it is
not necessarily the case of an approximating sequence of varifolds. For instance, a point cloud varifold
does not have bounded ﬁrst variation. As for discrete volumetric varifolds, we have computed the
ﬁrst variation and seen that it is bounded for a ﬁxed mesh, however, when the size of the mesh tends
to zero, the total variation of the ﬁrst variation is no longer bounded (in general) because of some
boundary terms. We need some other way to ensure rectiﬁability. That is why we are looking for
something more volumetric than the ﬁrst variation, as deﬁned in the introduction, in order to enforce
rectiﬁability:
Eα(x, P, V ) =
∫ 1
r=α
1
rd
∫
y∈Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dr
r
.
We now have two questions we want to answer:
1. Assume that (Vi)i is a sequence of d–varifolds weakly–∗ converging to some d–varifold V with
the following control
sup
i
∫
Ω×Gd,n
Eαi(x, P, Vi) dVi(x, P ) < +∞ , (3.3)
can we conclude that V is rectiﬁable ?
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2. Is this condition better adapted to the case of (non-rectiﬁable) volumetric approximating vari-
folds (i.e. sequences of discrete volumetric varifolds)? We will prove that as soon as Vi weakly–∗
converges to V , there exists a subsequence satisfying the control (3.3).
We begin with studying the static case.
3.2 Static quantitative conditions of rectiﬁability for varifolds
In this section, we begin with studying the averaged height excess E0(x, P, V ) with respect to
P ∈ Gd,n (for a ﬁxed d–varifold and a ﬁxed x ∈ Ω). We show that if V has bounded ﬁrst variation
then the approximate tangent plane at x is the only plane for which E0 can be ﬁnite. Then we state
and prove quantitative conditions of rectiﬁability for varifolds in the static case. Let us recall how we
deﬁned E0(x, P, V ) in Theorem 3.3.
Deﬁnition 3.12 (Averaged height excess). Let V be a d–varifold in Ω ⊂ Rn open subset. Then we
deﬁne
E0(x, P, V ) =
∫ 1
r=0
1
rd
∫
y∈Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dr
r
.
We ﬁrst study the averaged height excess E0(x, P, V ) with respect to P ∈ Gd,n for a ﬁxed rectifable
d–varifold.
3.2.1 The averaged height excess energy E0(x, P, V )
Notice that if ‖V ‖ = Hd|M then for every d–vector plane P ∈ Gd,n,∫ 1
r=0
β2(x, r,M)
2 dr
r
=
∫ 1
r=0
inf
S∈{aﬃne d−plane}
(
1
rd
∫
y∈Br(x)∩M
(
d(y, S)
r
)2
dHd(y)
)
dr
r

∫ 1
r=0
1
rd
∫
y∈Br(x)∩M
(
d(y − x, P )
r
)2
dHd(y) dr
r
= E0(x, P, V ) .
Thus, assume that for Hd–almost every x ∈ M , θd∗(x,M) > 0 holds and that there exists some
Px ∈ Gd,n such that E0(x, Px,Hd|M ) < +∞. Then thanks to Pajot’s Theorem 3.2, M is d–rectiﬁable.
As we will see, the point is that for any x ∈ M where the tangent plane TxM exists, then Px = TxM
is the best candidate, among all d–planes P , to satisfy E0(x, Px,Hd|M ) < +∞. Consequently, in
order to test the rectiﬁability of a d–varifold V , it is natural to study E0(x, P, V ) for (x, P ) in
suppV (which is more restrictive than for any (x, P ) ∈ supp ‖V ‖ × Gd,n). More concretely, we will
study
∫
Ω×Gd,n
E0(x, P, V ) dV (x, P ) rather than
∫
Ω
inf
P∈G
E0(x, P, V ) d‖V ‖(x).
In this whole part, we ﬁx a rectiﬁable d–varifold in some open set Ω ⊂ Rn and we study the
behaviour of E0(x, P, V ) with respect to P ∈ Gd,n. We are going to show that for a rectiﬁable d–
varifold, this energy is critical: under some assumptions, it is ﬁnite if and only if P is the approximate
tangent plane. More precisely:
Proposition 3.14. Let V = v(M, θ) be a rectiﬁable d–varifold in an open set Ω ⊂ Rn. Then,
1. Let x ∈ M such that the approximate tangent plane TxM to M at x exists and θ(x) > 0 (thus
for ‖V ‖–almost every x) then for all P ∈ Gd,n such that P 
= TxM ,
E0(x, P, V ) = +∞ .
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2. If in addition V is integral (θ ∈ N ‖V ‖–almost everywhere) and has bounded ﬁrst variation then
for ‖V ‖–almost every x,
E0(x, TxM,V ) < +∞ .
Proof. We begin with the ﬁrst assertion. Let x ∈ M such that the approximate tangent plane TxM
to M at x exists. Let P ∈ Gd,n such that P 
= TxM . Thanks to Prop. 3.10, for all β > 0 we have
1
rd
‖V ‖ {y ∈ Br(x) | d(y − x, P ) < βr} −−−−→
r→0+
θ(x)Hd (TxM ∩ {y ∈ B1(0) | d(y, P ) < β}) .
Now for all β > 0,
E0(x, P, V ) =
∫ 1
r=0
dr
rd+1
∫
Br(x)
{
d(y − x, P )
r
}2
d‖V ‖(y)

∫ 1
r=0
dr
r
1
rd
∫
{y∈Br(x) | d(y−x,P )βr}
β2 d‖V ‖(y)
= β2
∫ 1
r=0
dr
r
1
rd
‖V ‖ {y ∈ Br(x) | d(y − x, P )  βr} .
Let us estimate
1
rd
‖V ‖ {y ∈ Br(x) | d(y − x, P )  βr} = 1
rd
‖V ‖(Br(x))︸ ︷︷ ︸
−−−→
r→0 θ(x)ωd
− 1
rd
‖V ‖ {y ∈ Br(x) | d(y − x, P ) < βr}︸ ︷︷ ︸
−−−→
r→0 θ(x)H
d(TxM∩{y∈B1(0) | d(y,P )<β})
.
As P 
= TxM , there exists some constant cP depending on P and TxM such that
Hd(TxM ∩ {y ∈ B1(0) | d(y, P ) < β})  cPβ .
Consequently,
lim
r→0
1
rd
‖V ‖ {y ∈ Br(x) | d(y − x, P )  βr} = θ(x)
(
ωd −Hd(TxM ∩ {y ∈ B1(0) | d(y, P ) < β})
)
 θ(x)(ωd − cPβ)
 θ(x)ωd
2
for β small enough.
Eventually there exist β > 0 and r0 > 0 such that for all r  r0
1
rd
‖V ‖ {y ∈ Br(x) | d(y − x, P )  βr}  θ(x)ωd
4
,
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and thus
E0(x, P, V )  θ(x)
ωd
4
β2
∫ r0
r=0
dr
r
= +∞ .
The second assertion is a direct consequence of Brakke’s estimate (see Proposition 3.12) for the height
excess of an integral d–varifold with bounded ﬁrst variation:
E0(x, TxM,V ) =
∫ 1
r=0
1
r
heightex(x, P, V, r)︸ ︷︷ ︸
=ox(1)
dr < +∞ .
3.2.2 The static theorem
We begin with some lemmas before proving the static theorem (Theorem. 3.3). This ﬁrst propo-
sition recalls that the ﬁrst assumption of the static theorem (Ahlfors regularity) implies that ‖V ‖ is
equivalent to Hd| supp ‖V ‖.
Proposition 3.15. Let Ω ⊂ Rn be an open set and μ be a positive Radon measure in Ω.
(i) Let β1, β2 : Ω → R+ continuous and such that for all x ∈ Ω, β1(x) < β2(x), and let C > 0.
Then the sets A =
{
x ∈ Ω | ∀r ∈ (β1(x), β2(x)) , μ(Br(x))  Crd
}
and B =
{
x ∈ Ω | ∀r ∈ (β1(x), β2(x)) , μ(Br(x))  Crd
}
are closed.
(ii) If there exist C1, C2 > 0 such that C1ωdr
d  μ(Br(x))  C2ωdrd for μ–almost all x ∈ Ω and for
all 0 < r < d(x,Ωc), then
C1Hd|E  μ  2dC2Hd|E with E = suppμ .
Proof. (i) Let us prove that A =
{
x ∈ Ω | ∀r ∈ (β1(x), β2(x)) , μ(Br(x))  Crd
}
is closed. Let
(xk)k ⊂ A such that xk −−→
k∞
x ∈ Ω and let r > 0 such that β1(x) < r < β2(x). For k great
enough, β1(xk) < r < β2(xk) so that Cr
d  μ(Br(xk)). If μ(∂Br(x)) = 0 then μ(Br(xk)) −−−−→
k→+∞
μ(Br(x)) and then Cr
d  μ(Br(x)) for almost every r ∈ (β1(x), β2(x)). But this is enough to
obtain the property for all r ∈ (β1(x), β2(x)). Indeed, if μ(∂Br(x)) > 0 then take r−k < r such
that for all k,
μ(∂Br−k
(x)) = 0 and r−k −−−−→k→+∞ r ,
and thus
μ(Br(x))  μ(Br−k (x))  Cr
−
k
d −−−−→
k→+∞
Crd .
Eventually x ∈ A and A is closed. We can prove that B is closed similarly.
(ii) As the set
E1 =
{
x ∈ Ω | ∀0 < r < d(x,Ωc), μ(Br(x))  C1ωdrd
}
is closed (thanks to (i)) and of full μ–measure, then E = suppμ ⊂ E1. Therefore, for every
x ∈ E,
θd∗(μ, x) = lim inf
r→0+
μ(Br(x))
ωdrd
 C1 .
So that (see Theorem 2.56 p.78 in [AFP]) μ  C1Hd|E .
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(iii) For the same reason,
E = suppμ ⊂ E2 =
{
x ∈ Ω | ∀0 < r < d(x,Ωc), μ(Br(x))  C2ωdrd
}
.
Therefore, for every x ∈ E,
θ∗ d(μ, x) = lim sup
r→0+
μ(Br(x))
ωdrd
 C2 .
So that (again by Theorem 2.56 p.78 in [AFP]) μ  2dC2Hd|E .
The following lemma states that under some density assumption, the quantity minP∈Gd,n E0(x, P, V )
controls the quantity linked to Jones’ β numbers.
Lemma 3.16. Let Ω ⊂ Rn be an open set and let V be a d–varifold in Ω. Assume that there is some
constant C > 0 and a Borel set E ⊂ Ω such that Hd|E  C‖V ‖ then for all x ∈ Ω,∫ 1
0
β2(x, r, E)
2dr
r
 C min
P∈Gd,n
E0(x, P, V ) . (3.4)
Proof. First notice that Gd,n ⊂ {aﬃne d–plane}, therefore∫ 1
r=0
β2(x, r, E)
2 dr
rd+1
=
∫ 1
r=0
inf
P∈{aﬃne d–plane}
(∫
E∩Br(x)
(
d(y, P )
r
)2
dHd(y)
)
dr
rd+1
 inf
P∈{aﬃne d–plane}
∫ 1
r=0
(∫
E∩Br(x)
(
d(y, P )
r
)2
dHd(y)
)
dr
rd+1
 min
P∈Gd,n
∫ 1
r=0
(∫
E∩Br(x)
(
d(y − x, P )
r
)2
dHd(y)
)
dr
rd+1
.
Then, the assumption Hd|E  C‖V ‖ implies that for any positive function u,
∫
E
u dHd  C
∫
Ω
u d‖V ‖
so that
min
P∈Gd,n
∫ 1
r=0
(∫
Br(x)
(
d(y − x, P )
r
)2
dHd|E(y)
)
dr
rd+1
 C min
P∈Gd,n
E0(x, P, V ) ,
which proves 3.4.
We now state a lemma that will enable us to localise the property of rectiﬁability.
Lemma 3.17. Let Ω ⊂ Rn be an open set and μ be a positive Radon measure in Ω. Then there
exists a countable family of open sets (ωn)n such that for all n, ωn ⊂⊂ ωn+1 ⊂⊂ Ω, μ(∂ωn) = 0 and
Ω = ∪nωn.
Proof. For all t > 0, let us consider the family of open sets
ωt = Bt(0) ∩ {x ∈ Ω | d(y,Ωc) > 1/t} .
The family (ωt)t is increasing so that μ(ωt) is increasing and has at most a countable number of
jumps. Then for almost every t, μ(ωt) = 0 and it is easy to conclude.
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The last step before proving Theorem 3.3 is to link the rectiﬁability of the mass ‖V ‖ and the rectiﬁa-
bility of the whole varifold. The key point is the coherence between the tangential part of the varifold
and the approximate tangent plane to the spatial part ‖V ‖.
Lemma 3.18. If V is a d–varifold in Ω ⊂ Rn such that
− ‖V ‖ is d–rectiﬁable,
− V ({(x, P ) ∈ Ω×Gd,n | E0(x, P, V ) = +∞}) = 0,
then V is a rectiﬁable d–varifold.
Proof. The mass ‖V ‖ is d–rectiﬁable so that ‖V ‖ = θHd|M for some d-rectiﬁable set M . We have to
show that V = ‖V ‖ ⊗ δTxM . Applying a disintegration theorem ([AFP] 2.28 p. 57), there exist ﬁnite
Radon measures νx in Gd,n such that for ‖V ‖–almost every x ∈ Ω, νx(Gd,n) = 1 and V = ‖V ‖ ⊗ νx.
We want to prove that for ‖V ‖–almost every x, νx = δTxM or equivalently,
νx({P ∈ Gd,n | P 
= TxM}) = 0 .
For a d–rectiﬁable measure ‖V ‖ = θHd|M , we have shown in Proposition 3.14 that for ‖V ‖–almost
every x ∈ Ω,
P 
= TxM =⇒ E0(x, P, V ) = +∞ ,
thus
{(x, P ) ∈ Ω×Gd,n | P 
= TxM} ⊂ A0 ×Gd,n ∪ {(x, P ) ∈ Ω×Gd,n | E0(x, P, V ) = +∞}
with ‖V ‖(A0) = 0. Therefore V ({(x, P ) ∈ Ω×Gd,n | P 
= TxM}) = 0. Thus
V ({(x, P ) ∈ Ω×Gd,n | P 
= TxM}) =
∫
Ω×Gd,n
1{P =TxM}(x, P ) dV (x, P )
=
∫
Ω
(∫
Gd,n
1{P =TxM}(x, P ) dνx(P )
)
d‖V ‖(x)
=
∫
Ω
νx({P ∈ Gd,n | P 
= TxM}) d‖V ‖(x)
which means that for ‖V ‖–almost every x ∈ Ω, νx({P ∈ Gd,n | P 
= TxM}) = 0 thus for ‖V ‖–almost
every x ∈ Ω, νx = δTxM and V = ‖V ‖ ⊗ δTxM is a d–rectiﬁable varifold.
Let us now prove the static theorem:
Theorem. 3.3. Let Ω ⊂ Rn be an open set and let V be a d–varifold in Ω of ﬁnite mass ‖V ‖(Ω) <
+∞. Assume that:
(i) there exist 0 < C1 < C2 such that for ‖V ‖–almost every x ∈ Ω and for all 0 < r < d(x,Ωc) such
that Br(x) ⊂ Ω,
C1ωdr
d  ‖V ‖(Br(x))  C2ωdrd ,
(ii) V ({(x, P ) ∈ Ω×Gd,n |E0(x, P, V ) = +∞}) = 0.
Then V is a rectiﬁable d–varifold.
Remark 3.4. If in particular
∫
Ω×Gd,n
E0(x, P, V ) dV (x, P ) < +∞ then the assumption (ii) is satisﬁed.
Proof. Now we just have to gather the previous arguments and apply Pajot’s Theorem (Theorem. 3.2).
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− Step 1: the ﬁrst hypothesis implies (thanks to Proposition 3.15) that, setting C3 = 2dC2 > 0 and
E = supp ‖V ‖, we have
C1Hd|E  ‖V ‖  C3Hd|E .
Hence C1Hd(E)  ‖V ‖(Ω) < +∞. Moreover, as ‖V ‖ and Hd|E are Radon measures and ‖V ‖ is
absolutely continuous with respect to HdE , then by Radon-Nikodym Theorem there exists some
function θ ∈ L1(Hd|E) such that
‖V ‖ = θHd|E with θ(x) =
d‖V ‖
dHd|E
(x) = lim
r→0+
‖V ‖(Br(x))
Hd(E ∩Br(x))  C1 > 0 for H
d a.e. x ∈ E .
− Step 2: Thus we can now apply Lemma 3.16 so that for any x ∈ Ω,∫ 1
0
β2(x, r, E)
2dr
r
 C3 min
P∈Gd,n
E0(x, P, V ) ,
but thanks to the second assumption, V ({(x, P ) ∈ Ω×Gd,n |E0(x, P, V ) = +∞}) = 0. Let
B = {x ∈ Ω | min
P∈Gd,n
E0(x, P, V ) = +∞} = {x ∈ Ω | ∀P ∈ Gd,n, E0(x, P, V ) = +∞}
then
B ×Gd,n = {(x, P ) ∈ Ω×Gd,n | ∀Q ∈ Gd,n, E0(x,Q, V ) = +∞}
⊂{(x, P ) ∈ Ω×Gd,n | E0(x, P, V ) = +∞} .
Therefore ‖V ‖(B) = V (B × Gd,n)  V ({(x, P ) ∈ Ω×Gd,n | E0(x, P, V ) = +∞}) = 0. So that
minP∈Gd,n E0(x, P, V ) is ﬁnite for ‖V ‖–almost any x ∈ Ω. And by step 1, ‖V ‖ = θHd|E with θ  C1
for Hd–almost every x ∈ E, thus for Hd–almost every x ∈ E,∫ 1
0
β2(x, r, E)
2dr
r
< +∞ , (3.5)
and
θd∗(x,E) = lim inf
r→0+
Hd(E ∩Br(x))
ωdrd
 1
C3
‖V ‖(Br(x))
ωdrd
 C1
C3
> 0 . (3.6)
− Step 3: We need to consider some compact subset of E to apply Pajot’s Theorem. The set E being
closed in Ω, thus for every compact set K ⊂ Ω, E ∩ K is compact. Thanks to Lemma 3.17, let
(ωn)n be an increasing sequence of relatively compact open sets such that Ω = ∪nωn and for all n,
Hd(E ∩ ∂ωn) = 0. Let Kn = ωn, then
– for all x ∈ (E ∩Kn) \ ∂Kn = E ∩ ωn we have θd∗(x,E ∩Kn) = θd∗(x,E) and thus by (3.6) and
since Hd(E ∩ ∂Kn) = 0,
θd∗(x,E ∩Kn) > 0 for Hd–almost every x ∈ E ∩Kn , (3.7)
– thanks to (3.5), for Hd–almost every x ∈ E ∩Kn,∫ 1
0
β2(x, r, E ∩Kn)2dr
r

∫ 1
0
β2(x, r, E)
2dr
r
< +∞ . (3.8)
According to (3.7) and (3.8), we can apply Pajot’s theorem to get the d–rectiﬁability of E ∩Kn
for all n and hence the d–rectiﬁability of E and ‖V ‖ = θHd|E .
Eventually Lemma 3.18 leads the d–rectiﬁability of the whole varifold V .
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3.3 The approximation case
We will now study the approximation case. As we explained before, we introduce some scale
parameters (denoted αi and βi) allowing us to consider the approximating objects “from far enough”.
The point is to check that we recover the static conditions (the assumptions (i) and (ii) of Theorem 3.3)
in the limit. We begin with some technical lemmas concerning Radon measures. Then we prove a
strong property of weak–∗ convergence allowing us to gain some uniformity in the convergence. We
end with the proof of the quantitative conditions of rectiﬁability for varifolds in the approximation
case.
3.3.1 Some technical tools about Radon measures
Let us state two technical tools before starting to study the approximation case.
Lemma 3.19. Let Ω ⊂ Rn be an open set and (μi)i be a sequence of Radon measures weakly–∗
converging to some Radon measure μ in Ω. Let x ∈ Ω and xi −−−→
i→∞
x.Then, for every r > 0,
lim sup
i
μi(Br(x)Br(xi))  μ(∂Br(x)) .
In particular, if μ(∂Br(x)) = 0 then μi(Br(x)Br(xi)) −−−→
i→∞
0.
Proof. Let us deﬁne the ring of center x and radii rmin and rmax:
R(x, rmin, rmax) := {y ∈ Ω | rmin  |y − x|  rmax} .
It is easy to check that for all i, Br(xi)Br(x) is included into the
closed ring of center x and radii rimin = r − |x − xi| and rimax =
r + |x− xi|, that is
Br(xi)Br(x) ⊂ R(x, r − |x− xi|, r + |x− xi|) .
Without loss of generality we can assume that (|x−xi|)i is decreasing,
then the sequence of rings (R(x, r−|x−xi|, r+|x−xi|))i is decreasing
so that for all p  i,
μi(Br(xi)Br(x))  μi(R(x, r − |x− xi|, r + |x− xi|)
 μi(R(x, r − |x− xp|, r + |x− xp|)) .
Consequently, letting i tend to ∞ and using the fact that R(x, r − |x− xp|, r + |x− xp|) is compact,
we have for all p,
lim sup
i→+∞
μi(Br(xi)Br(x))  μ(R(x, r − |x− xp|, r + |x− xp|)) ,
and thus by letting p → +∞ we ﬁnally have,
lim sup
i→+∞
μi(Br(xi)Br(x))  μ(∂Br(x)) .
Proposition 3.20. Let Ω ⊂ Rn be an open set and let (μi)i be a sequence of Radon measures weakly–∗
converging to a Radon measure μ. Then, for every x ∈ suppμ, there exist xi ∈ suppμi such that
|x− xi| −−−→
i→∞
0.
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Proof. Let x ∈ suppμ, and choose xi ∈ suppμi such that d(x, suppμi) = |x− xi| (recall that suppμi
is closed). Let us check that |x− xi| −−−→
i→∞
0. By contradiction, there exist η > 0 and a subsequence
(xϕ(i))i such that for all i, |xϕ(i) − x|  η. Therefore, for all y ∈ suppμϕ(i), |y − x|  |xϕ(i) − x|  η
so that
∀i, Bη(x) ∩ suppμϕ(i) = ∅ and thus μϕ(i) (Bη(x)) = 0 .
Hence μ (Bη(x))  lim infi μϕ(i) (Bη(x)) = 0 and x /∈ suppμ.
3.3.2 Density estimates
We now look for density estimates for the limit varifold. Indeed, for sets of dimension greater than
d, for instance d+ 1, the energy E0(x, P, V ) does not convey information of rectiﬁability since
1
rd+1
∫
Br(x)
(
d(y − x, P )
r
)2
d‖V ‖(y)  ‖V ‖(Br(x))
rd+1
 θ∗d+1(‖V ‖, x)
is ﬁnite for almost any x, not depending on the regularity of ‖V ‖. So that the ﬁrst assumption in
the static theorem (Ahlfors regularity (3.1) in Theorem 3.3) is quite natural. In this part, we link
density estimates on Vi and density estimates on V and then recover the ﬁrst assumption of the static
theorem.
Proposition 3.21. Let Ω ⊂ Rn be an open set. Let (μi)i be a sequence of Radon measures in Ω,
weakly–∗ converging to some Radon measure μ. Assume that there exist 0 < C1 < C2 and a positive
decreasing sequence (βi)i tending to 0 such that for μi–almost every x ∈ Ω and for every r > 0 such
that βi < r < d(x,Ω
c),
C1r
d  μi(Br(x))  C2rd .
Then for μ–almost every x ∈ Ω and for every 0 < r < d(x,Ωc),
C1r
d  μ(Br(x))  C2rd .
Proof. Let Ai =
{
x ∈ Ω | ∀r ∈]βi, d(x,Ωc)[, C1rd  μi(Br(x))  C2rd
}
.
(i) First notice that Ai is closed (thanks to Proposition 3.15 (i)) and μi(Ω \ Ai) = 0 so that
suppμi ⊂ Ai.
(ii) Let x ∈ suppμ and let 0 < r < d(x,Ωc). By Proposition 3.20, let xi ∈ suppμi such that xi → x
then
|μi(Br(x))− μi(Br(xi))|  μi (Br(xi)Br(x))  μi(R(x, r − |x− xi|, r + |x− xi|) ,
so that by Proposition 3.19, lim sup
i
|μi(Br(x))− μi(Br(xi))|  μ(Br(x)). Therefore, for almost
every 0 < r < d(x,Ωc), μi(Br(xi)) −−−→
i→∞
μ(Br(x)). Eventually, as xi ∈ suppμi ⊂ Ai then for
almost every r < d(x,Ωc),
C1r
d  μ(Br(x)) = lim
i
μi(Br(xi))  C2rd .
We can obtain this inequality for all r as in Proposition3.15, taking r−k < r < r
+
k and r
−
k , r
+
k → r
and such that μ(∂Br+k
(x)) = 0, μ(∂Br−k
(x)) = 0.
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3.3.3 Uniformity of weak–∗ convergence in some class of functions
If we try to estimate Eα(x, P, Vα)− Eα(x, P, V ), we can have the following:
|Eα(x, P, Vα)− Eα(x, P, V )|
 1
αd+3
∫ 1
r=0
∣∣∣∣∣
∫
Br(x)
d(y − x, P )2d‖Vα‖(y)−
∫
Br(x)
d(y − x, P )2d‖V ‖(y)
∣∣∣∣∣ dr .
We now prove that the integral term tends to 0 when Vα
∗−⇀ V . For this purpose, we need a stronger
way to write weak–∗ convergence (with some uniformity) using the compactness of some subset of
C0c(Ω):
Proposition 3.22. Let Ω ⊂ Rn be an open set and (μi)i be a sequence of Radon measures in Ω
weakly–∗ converging to a Radon measure μ. Let ω ⊂⊂ Ω such that μ(∂ω) = 0, then for ﬁxed k, C  0,
sup
{∣∣∣∣∫
ω
ϕdμi −
∫
ω
ϕdμ
∣∣∣∣ : ϕ ∈ Lipk(ω), ‖ϕ‖∞  C} −−−→i→∞ 0
Proof. As we already said, the idea is to make use of the compactness of the family
{ϕ ∈ Lipk(ω), ‖ϕ‖∞  C} .
By contradiction, there exists a sequence (ϕi)i with ϕi ∈ Lipk(ω) and ‖ϕi‖∞  C for all i and such
that ∣∣∣∣∫
ω
ϕi dμi −
∫
ω
ϕi dμ
∣∣∣∣ does not converge to 0 .
So that, up to some extraction, there exists ε > 0 such that for all i,∣∣∣∣∫
ω
ϕi dμi −
∫
ω
ϕi dμ
∣∣∣∣ > ε .
Every ϕi can be extended to ϕi ∈ C(ω) ∩ Lipk(ω) and then{
(ϕi)i ⊂ C(ω) ∩ Lipk(ω) is equilipschitz,
supi ‖ϕi‖∞  C .
By Ascoli’s theorem, up to a subsequence, there exists a function ϕ ∈ C(ω)∩Lipk(ω) with ‖ϕ‖∞  C
such that
ϕi −→ ϕ uniformly in ω .
We now estimate:
ε <
∣∣∣∣∫
ω
ϕi dμi −
∫
ω
ϕi dμ
∣∣∣∣

∣∣∣∣∫
ω
ϕi dμi −
∫
ω
ϕdμi
∣∣∣∣+ ∣∣∣∣∫
ω
ϕdμi −
∫
ω
ϕdμ
∣∣∣∣+ ∣∣∣∣∫
ω
ϕdμ−
∫
ω
ϕi dμ
∣∣∣∣
 ‖ϕi − ϕ‖∞ μi(ω) +
∣∣∣∣∫
ω
ϕdμi −
∫
ω
ϕdμ
∣∣∣∣+ ‖ϕ− ϕi‖∞ μ(ω)
As μ(∂ω) = 0 then μi(ω) −−−→
i→∞
μ(ω) < +∞ (since μ(ω)  μ(ω) and ω is compact) so that the
ﬁrst and last terms tend to 0. Moreover, since μ(∂ω) = 0 then for every f ∈ C0(ω) (not necessarily
compactly supported), ∫
f dμi −−−→
i→∞
∫
f dμ ,
which allows to conclude that the second term also tends to 0 which leads to a contradiction.
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The following result is the key point of the proof of Theorem 3.4. Let us ﬁrst deﬁne for two Radon
measures μ and ν in Ω,
Δk,Cω (μ, ν) := sup
{∫ d(ω,Ωc)
2
r=0
∣∣∣∣∣
∫
Br(x)∩ω
ϕdμ−
∫
Br(x)∩ω
ϕdν
∣∣∣∣∣ dr : ϕ ∈ Lipk(ω), ‖ϕ‖∞  C, x ∈ ω
}
.
(3.9)
Proposition 3.23. Let Ω ⊂ Rn be an open set. Let (μi)i be a sequence of Radon measures weakly–∗
converging to a Radon measure μ in Ω and such that supi μi(Ω) < +∞. Let ω ⊂⊂ Ω be open such
that μ(∂ω) = 0 then, for ﬁxed k,C  0,
Δk,Cω (μi, μ) −−−−→
i→+∞
0 .
Proof. The upper bound on the radius r ensures that the closure of every considered ball, Br(x) for
x ∈ Ω, is included in Ω. We argue as in the proof of Proposition 3.22, assuming by contradiction that,
after some extraction, there exist a sequence (ϕi)i with ϕi ∈ Lipk(ω) and ‖ϕi‖∞  C for all i, and a
sequence (xi)i with xi ∈ ω for all i, and ε > 0 such that for all i,∫ d(ω,Ωc)
2
r=0
∣∣∣∣∣
∫
Br(xi)∩ω
ϕi dμi −
∫
Br(xi)∩ω
ϕi dμ
∣∣∣∣∣ dr > ε .
By Ascoli’s theorem and up to an extraction, there exist a function ϕ ∈ C0(ω) ∩ Lipk(ω) with
‖ϕ‖∞  C such that ϕi −→ ϕ uniformly in ω. Moreover ω is compact so that, up to another
extraction, there exists x ∈ ω such that xi −→ x. We now estimate for every r,∣∣∣∣∣
∫
Br(xi)∩ω
ϕi dμi −
∫
Br(xi)∩ω
ϕi dμ
∣∣∣∣∣ 
∣∣∣∣∣
∫
Br(xi)∩ω
ϕi dμi −
∫
Br(xi)∩ω
ϕdμi
∣∣∣∣∣
+
∣∣∣∣∣
∫
Br(xi)
ϕdμi −
∫
Br(x)
ϕdμi
∣∣∣∣∣+
∣∣∣∣∣
∫
Br(x)∩ω
ϕdμi −
∫
Br(x)∩ω
ϕdμ
∣∣∣∣∣
+
∣∣∣∣∣
∫
Br(x)∩ω
ϕdμ−
∫
Br(xi)∩ω
ϕdμ
∣∣∣∣∣+
∣∣∣∣∣
∫
Br(xi)∩ω
ϕdμ−
∫
Br(xi)∩ω
ϕi dμ
∣∣∣∣∣
‖ϕi − ϕ‖∞ μi (Br(xi)) + ‖ϕ‖∞ μi (Br(xi)Br(x)) +
∣∣∣∣∣
∫
Br(x)∩ω
ϕdμi −
∫
Br(x)∩ω
ϕdμ
∣∣∣∣∣
+ ‖ϕ‖∞ μ (Br(xi)Br(x)) + ‖ϕ− ϕi‖∞ μ(Br(xi))
‖ϕi − ϕ‖∞ (μi(Ω) + μ(Ω)) +
∣∣∣∣∣
∫
Br(x)∩ω
ϕdμi −
∫
Br(x)∩ω
ϕdμ
∣∣∣∣∣ (3.10)
+ ‖ϕ‖∞ (μi (Br(xi)Br(x)) + μ (Br(xi)Br(x))) .
The ﬁrst term in the right hand side of (3.10) tends to 0 since supi μi(Ω) < +∞ also implies
μ(Ω) < +∞. Concerning the second term, as μ(∂ω) = 0 then for all r ∈ (0, d(ω,Ωc)2 ), μ(∂(Br(x)∩ω)) 
μ(∂Br(x)) and therefore the second term tends to 0 for every r such that μ(∂Br(x)) = 0, i.e.
for almost every r ∈ (0, d(ω,Ωc)2 ). As for the last term, thanks to Proposition 3.19 we know that
lim sup
i
μi(Br(x)Br(xi)) + μ(Br(x)Br(xi))  2μ(∂Br(x)) = 0 for almost every r ∈ (0, d(ω,Ω
c)
2 ).
Moreover the whole quantity (3.10) is uniformly bounded by
5C
(
μ(Ω) + sup
i
μi(Ω)
)
.
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Consequently the the right hand side of (3.10) tends to 0 for almost every r ∈ (0, d(ω,Ωc)2 ) (such that
μ(∂Br(x)) = 0) and is uniformly bounded by the constant 5C
(
μ(Ω) + supj μj(Ω)
)
, then by Lebesgue
dominated theorem, we have
ε <
∫ d(ω,Ωc)
2
r=0
∣∣∣∣∣
∫
Br(xi)∩ω
ϕi dμi −
∫
Br(xi)∩ω
ϕi dμ
∣∣∣∣∣ dr −−−→i→∞ 0
which concludes the proof.
We can now study the convergence of Eαi(x, P, Vi)−Eαi(x, P, V ) uniformly with respect to P and
locally uniformly with respect to x. Indeed, the previous result (Proposition 3.23) is given in some
compact subset ω ⊂⊂ Ω. Consequently, we deﬁne a local version of our energy:
Deﬁnition 3.13. Let Ω ⊂ Rn be an open set and ω ⊂⊂ Ω be a relatively compact open subset. For
every d–varifold V in Ω and for every x ∈ ω and P ∈ Gd,n, we deﬁne
Eωα(x, P, V ) =
∫ min(1, d(ω,Ωc)
2
)
r=α
1
rd
∫
Br(x)∩ω
(
d(y − x, P )
r
)2
d‖V ‖ dr
r
.
Remark 3.5. Notice that
Eωα(x, P, V ) =
∫ min(1, d(ω,Ωc)
2
)
r=α
1
rd
∫
Br(x)∩ω
(
d(y − x, P )
r
)2
d‖V ‖ dr
r

∫ 1
r=α
1
rd
∫
Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖ dr
r
= Eα(x, P, V ) .
Proposition 3.24. Let (Vi)i be a sequence of d–varifolds weakly—∗ converging to a d–varifold V in
some open set Ω ⊂ Rn and such that supi ‖Vi‖(Ω) < +∞. For all open subsets ω ⊂⊂ Ω such that
‖V ‖(∂ω) = 0, let us deﬁne
ηωi := sup
{∫ min(1, d(ω,Ωc)
2
)
r=0
∣∣∣∣∣
∫
Br(x)∩ω
ϕd‖Vi‖ −
∫
Br(x)∩ω
ϕd‖V ‖
∣∣∣∣∣ dr
∣∣∣∣∣ ϕ ∈ Lip2(diamω)2(ω),‖ϕ‖∞  (diamω)2 , x ∈ ω
}
Then,
1. for every 0 < α  1, sup
x∈ω
P∈Gd,n
|Eωα(x, P, Vi)− Eωα(x, P, V )| 
ηωi
αd+3
,
2. ηωi −−−→
i→∞
0
Proof. 1. is a direct application of Proposition 3.23, since ‖Vi‖ weakly–∗ converges to ‖V ‖. Now let
us estimate
|Eωα (x, P, Vi)− Eωα(x, P, V )|
 1
αd+3
∫ min(1, d(ω,Ωc)
2
)
r=0
∣∣∣∣∣
∫
Br(x)∩ω
d(y − x, P )2d‖Vi‖(y)−
∫
Br(x)∩ω
d(y − x, P )2d‖V ‖(y)
∣∣∣∣∣ dr .
For all x ∈ ω, P ∈ Gd,n, let ϕx,P (y) := d(y − x, P )2. One can check that
(1) ϕx,P is bounded in ω by (diamω)
2 indeed ϕx,P (y)  |y − x|2  (diamω)2,
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(2) ϕx,P ∈ Lip2(diamω)(ω) indeed
|ϕx,P (y)− ϕx,P (z)| =
∣∣d(y − x, P )2 − d(z − x, P )2∣∣
 2(diamω) |d(y − x, P )− d(z − x, P )|
 2(diamω) d(y − z, P )  2(diamω) |y − z| .
Consequently,
sup
x∈ω
P∈Gd,n
∫ min(1, d(ω,Ωc)
2
)
r=0
∣∣∣∣∣
∫
Br(x)∩ω
d(y − x, P )2d‖Vi‖(y)−
∫
Br(x)∩ω
d(y − x, P )2d‖V ‖(y)
∣∣∣∣∣ dr  ηωi
and thus,
sup
x∈ω
P∈Gd,n
|Eωα(x, P, Vi)− Eωα(x, P, V )| 
ηωi
αd+3
.
It is now easy to deduce the following fact:
Proposition 3.25. Let (Vi)i be a sequence of d–varifolds weakly–∗ converging to a d–varifold V in
some open set Ω ⊂ Rn, and let ω ⊂⊂ Ω be such that ‖V ‖(∂ω) = 0. Assume that supi ‖Vi‖(Ω) < +∞,
then, there exists a decreasing sequence (αi)i of positive numbers tending to 0 and such that
sup
x∈ω
P∈Gd,n
∣∣Eωαi(x, P, Vi)− Eωαi(x, P, V )∣∣ −−−−→i→+∞ 0 , (3.11)
and for every x ∈ ω, P ∈ Gd,n, the following pointwise limit holds
Eω0 (x, P, V ) = lim
i→∞
Eωαi(x, P, Vi) . (3.12)
Conversely, given a decreasing sequence (αi)i of positive numbers tending to 0, there exists an extrac-
tion ϕ (depending on αi, Vi but independent of x ∈ ω and P ∈ Gd,n) such that
sup
x∈ω
P∈Gd,n
∣∣Eωαi(x, P, Vϕ(i))− Eωαi(x, P, V )∣∣ −−−−→i→+∞ 0 , (3.13)
and again for every x ∈ ω, P ∈ Gd,n, the following pointwise limit holds
Eω0 (x, P, V ) = lim
i→∞
Eωαi(x, P, Vϕ(i)) . (3.14)
Proof. Thanks to Proposition 3.24, for every α > 0,
sup
x∈ω
P∈Gd,n
|Eωα(x, P, Vi)− Eωα(x, P, V )| 
ηωi
αd+3
and ηωi −−−→
i→∞
0 ,
hence we can choose (αi)i such that
ηωi
αd+3i
−−−→
i→∞
0. Conversely, given the sequence (αi)i tending
to 0, we can extract a subsequence (ηωϕ(i))i such that
ηωϕ(i)
αd+3i
−−−→
i→∞
0. For ﬁxed x ∈ ω and P ∈
Gd,n, the pointwise convergences to the averaged height excess energy E
ω
0 , (3.12) and (3.14), are a
consequence of the previous convergence properties (3.11) and (3.13), and of the monotone convergence
Eωα(x, P, V ) −−−→
α→0
Eω0 (x, P, V ).
73
Now, we can use this uniform convergence result in ω × Gd,n to deduce the convergence of the
integrated energies.
Proposition 3.26. Let Ω ⊂ Rn be an open set and let (Vi)i be a sequence of d–varifolds in Ω weakly–∗
converging to some d–varifold V and such that supi ‖Vi‖(Ω) < +∞. Fix a decreasing sequence (αi)i
of positive numbers tending to 0. Let ω ⊂⊂ Ω with ‖V ‖(∂ω) = 0. Then there exists an extraction ψ
such that ∫
ω×Gd,n
Eω0 (x, P, V ) dV (x, P ) = lim
i→∞
∫
ω×Gd,n
Eωαi(x, P, Vψ(i)) dVψ(i)(x, P ) .
Proof. − Step 1: Let (αi)i ↓ 0 and Vi ∗−−−⇀
i→∞
V . Thanks to Proposition 3.25), there exists an extraction
ϕ such that
sup
x∈ω
P∈Gd,n
∣∣Eωαi(x, P, Vϕ(i))− Eωαi(x, P, V )∣∣ −−−→i→∞ 0 .
But supi Vϕ(i)(ω ×Gd,n)  supi ‖Vi‖(Ω) < +∞, hence∣∣∣∣∣
∫
ω×Gd,n
Eωαi(x, P, Vϕ(i)) dVϕ(i)(x, P )−
∫
ω×Gd,n
Eωαi(x, P, V ) dVϕ(i)(x, P )
∣∣∣∣∣ −−−→i→∞ 0 . (3.15)
− Step 2: Now, we estimate∣∣∣∣∣
∫
ω×Gd,n
Eωαi(x, P, V ) dVϕ(i)(x, P )−
∫
ω×Gd,n
Eωαi(x, P, V ) dV (x, P )
∣∣∣∣∣

∫ min(1, d(ω,Ωc)
2
)
r=αi
1
rd+1
∣∣∣∣∣
∫
ω×Gd,n
∫
Br(x)∩ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dVϕ(i)(x, P )
−
∫
ω×Gd,n
∫
Br(x)∩ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dV (x, P )
∣∣∣∣∣ dr
 1
αd+3i
∫ min(1, d(ω,Ωc)
2
)
r=αi
∣∣∣∣∣
∫
ω×Gd,n
gr(x, P )dVϕ(i)(x, P )−
∫
ω×Gd,n
gr(x, P ) dV (x, P )
∣∣∣∣∣ dr ,
with gr(x, P ) =
∫
Br(x)∩ω
d(y− x, P )2 d‖V ‖(y). For every r < min
(
1,
d(ω,Ωc)
2
)
, gr is bounded by
1. Moreover the set of discontinuities of gr, denoted by disc(gr), satisﬁes
disc(gr) ⊂ {(x, P ) ∈ ω ×Gd,n : ‖V ‖(∂(Br(x) ∩ ω)) > 0}
⊂ {(x, P ) ∈ ω ×Gd,n : ‖V ‖(∂Br(x)) > 0} .
Hence V (disc(gr))  ‖V ‖ ({x ∈ ω : ‖V ‖(∂Br(x)) > 0}) = 0 for almost every r by Proposition 3.8.
Consequently,∣∣∣∣∣
∫
ω×Gd,n
gr(x, P )dVϕ(i)(x, P )−
∫
ω×Gd,n
gr(x, P ) dV (x, P )
∣∣∣∣∣ −−−→i→∞ 0 for a.e. r ,
and then by dominated convergence,∫ min(1, d(ω,Ωc)
2
)
r=0
∣∣∣∣∣
∫
ω×Gd,n
gr(x, P )dVϕ(i)(x, P )−
∫
ω×Gd,n
gr(x, P ) dV (x, P )
∣∣∣∣∣ dr −−−→i→∞ 0 .
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It is then possible to extract, again, a subsequence (Vψ(i))i such that∣∣∣∣∣
∫
ω×Gd,n
Eωαi(x, P, V ) dVψ(i)(x, P )−
∫
ω×Gd,n
Eωαi(x, P, V ) dV (x, P )
∣∣∣∣∣ −−−→i→∞ 0 . (3.16)
− Step 3: Eventually by (3.15), (3.16) and monotone convergence, there exists an extraction ψ such
that ∫
ω×Gd,n
Eω0 (x, P, V ) dV (x, P ) = lim
i→∞
∫
ω×Gd,n
Eωαi(x, P, V ) dV (x, P )
= lim
i→∞
∫
ω×Gd,n
Eωαi(x, P, Vψ(i)) dVψ(i)(x, P ) .
3.3.4 Rectiﬁability theorem
We can now state the main result.
Theorem. 3.4. Let Ω ⊂ Rn be an open set and let (Vi)i be a sequence of d–varifolds in Ω weakly–∗
converging to some d–varifold V and such that supi ‖Vi‖(Ω) < +∞. Fix (αi)i and (βi)i decreasing
sequences of positive numbers tending to 0 and assume that:
(i) there exist 0 < C1 < C2 such that for ‖Vi‖–almost every x ∈ Ω and for every βi < r < d(x,Ωc),
C1ωdr
d  ‖Vi‖(Br(x))  C2ωdrd , (3.17)
(ii)
sup
i
∫
Ω×Gd,n
Eαi(x, P, Vi) dVi(x, P ) < +∞ . (3.18)
Then V is a rectiﬁable d–varifold.
Proof. The point is to see that these two assumptions (3.17) and (3.18) actually imply the assumptions
of the static theorem (Theorem 3.3) for the limit varifold V .
− Step 1: The ﬁrst assumption (3.17) and Proposition 3.21 lead to the ﬁrst assumption of the
static theorem: there exist 0 < C1 < C2 such that for ‖V ‖–almost every x ∈ Ω and for every
0 < r < d(x,Ωc),
C1ωdr
d  ‖V ‖(Br(x))  C2ωdrd .
− Step 2: Let ω ⊂⊂ Ω be a relatively compact open subset such that ‖V ‖(∂ω) = 0 then, thanks to
Proposition 3.26, we know that there exists some extraction ϕ such that∫
ω×Gd,n
Eω0 (x, P, V ) dV (x, P ) = lim
i→∞
∫
ω×Gd,n
Eωαi(x, P, Vϕ(i)) dVϕ(i)(x, P ) . (3.19)
But Eωα is decreasing in α and αϕ(i)  αi, therefore for every (x, P ) ∈ ω ×Gd,n,
Eωαi(x, P, Vϕ(i))  E
ω
αϕ(i)
(x, P, Vϕ(i)) ,
hence
sup
i
∫
ω×Gd,n
Eωαi(x, P, Vϕ(i)) dVϕ(i)(x, P )  sup
i
∫
ω×Gd,n
Eωαϕ(i)(x, P, Vϕ(i)) dVϕ(i)(x, P ) . (3.20)
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Moreover, recall that Eωαi(x, P, Vi)  Eαi(x, P, Vi) and thus
sup
i
∫
ω×Gd,n
Eωαi(x, P, Vi) dVi(x, P )  sup
i
∫
Ω×Gd,n
Eαi(x, P, Vi) dVi(x, P )  C . (3.21)
Eventually, by (3.19), (3.20) and (3.21),∫
ω×Gd,n
Eω0 (x, P, V ) dV (x, P )  C . (3.22)
− Step 3: By (3.22), for every ω ⊂⊂ Ω such that ‖V ‖(∂ω) = 0 we get that
V ({(x, P ) ∈ ω ×Gd,n | Eω0 (x, P, V ) = +∞}) = 0 .
At the same time, for x ∈ ω and P ∈ Gd,n,
|E0(x, P, V ) −Eω0 (x, P, V )| =
∫ 1
r=min
(
1,
d(ω,Ωc)
2
)
1
rd+1
∫
Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dr
+
∫ min(1, d(ω,Ωc)
2
)
r=0
1
rd+1
∫
Br(x)∩(Ω\ω)
(
d(y − x, P )
r
)2
d‖V ‖(y) dr

(
2
d(ω,Ωc)
)d+1
‖V ‖(Ω) +
∫ min(1, d(ω,Ωc)
2
)
r=d(x,ωc)
1
rd+1
∫
Br(x)∩Ω
(
d(y − x, P )
r
)2
d‖V ‖(y) dr

((
2
d(ω,Ωc)
)d+1
+
(
1
d(x, ωc)
)d+1)
‖V ‖(Ω) < +∞ .
Hence Eω0 (x, P, V ) = +∞ if and only if E0(x, P, V ) = +∞, and consequently,
V ({(x, P ) ∈ ω ×Gd,n | E0(x, P, V ) = +∞}) = V ({(x, P ) ∈ ω ×Gd,n | Eω0 (x, P, V ) = +∞}) .
Now, thanks to Lemma 3.17, we decompose Ω into Ω = ∪kωk with ∀k, ωk+1 ⊂⊂ ωk ⊂⊂ Ω and
‖V ‖(∂ωk) = 0. Then
V ({(x, P ) ∈ Ω×Gd,n | E0(x, P, V ) = +∞}) = lim
k
V ({(x, P ) ∈ ωk ×Gd,n | E0(x, P, V ) = +∞})
= lim
k
V ({(x, P ) ∈ ωk ×Gd,n | Eωk0 (x, P, V ) = +∞})
= 0 .
Applying the static theorem (Theorem 3.3) allows us to conclude the proof.
In Theorem 3.4, we have found conditions (3.17) and (3.18) ensuring the rectiﬁability of the weak–∗
limit V of a sequence of d–varifolds (Vi)i. Recall that the condition
sup
i
|δVi|(Ω) < +∞ (3.23)
together with the condition (3.17) also ensure the rectiﬁability of the weak–∗ limit V of (Vi)i. But,
in Proposition 2.2, we have computed the ﬁrst variation of a discrete volumetric varifold and we have
seen in Example 2.1 that even in the case where the limit varifold V is very simple (we considered
a straight line), the natural approximations of V by discrete volumetric varifolds Vi generally do not
satisfy (3.23) even though |δV |(Ω) = 0.
We now check that the condition (3.18) in Theorem 3.4 is better adapted to general sequences of
varifolds than the control of the ﬁrst variation (3.23). Indeed, in the next Proposition, we prove that
given a d–varifold V with some regularity property, and given any sequence of d–varifolds Vi
∗−−−⇀
i→∞
V ,
there exists a subsequence of (Vi)i satisfying a local version of condition (3.18) in Theorem 3.4.
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Proposition 3.27. Let Ω ⊂ Rn be an open set and let V be a d–varifold in Ω such that∫
Ω×Gd,n
E0(x, P, V ) dV (x, P ) < +∞ .
Let (Vi)i be a sequence of d–varifolds weakly–∗ converging to V with supi ‖Vi‖(Ω) < +∞. Then, given
αi ↓ 0, for every ω ⊂⊂ Ω such that ‖V ‖(∂ω) = 0, there exists a subsequence (Wi)i = (Vϕ(i))i such
that
sup
i
∫
ω×Gd,n
Eωαi(x, P,Wi) dWi(x, P ) < +∞ . (3.24)
Proof. It is a direct consequence of Proposition 3.26.
The condition (3.24) is expressed in terms of the local version Eωα of Eα. In the case where
the varifolds are contained in the same compact set, then global condition (3.18) of Theorem 3.4 is
satisﬁed by some subsequence.
Proposition 3.28. Let αi ↓ 0. Let V be a rectiﬁable d–varifold in Rn with compact support and such
that ∫
ω×Gd,n
E0(x, P, V ) dV (x, P ) < +∞ .
Assume moreover that there exists some sequence of d–varifolds (Vi)i weakly–∗ converging to V with
supi ‖Vi‖(Rn) < +∞. Then for any ω ⊂⊂ Rn such that supp ‖V ‖ + B1(0) ⊂ ω and for all i,
supp ‖Vi‖+B1(0) ⊂ ω, there exists a subsequence (Vϕ(i))i such that
sup
i
∫
ω×Gd,n
Eαi(x, P, Vϕ(i)) dVϕ(i)(x, P ) < +∞ .
Proof. It is again a direct consequence of Proposition 3.26 (since ω is compact and ‖V ‖(∂ω) = 0)
combined with the fact that supp ‖V ‖+B1(0) ⊂ ω implies
Eωα(x, P, V ) =
∫ min(1, d(ω,(Rn)c)
2
)
r=α
1
rd
∫
Br(x)∩ω
(
d(y − x, P )
r
)2
d‖V ‖ dr
r
= Eα(x, P, V ) .
Given Vi
∗−−−−⇀
i→+∞
V and αi ↓ 0, the previous propositions 3.27 and 3.28 give a subsequence (Vϕ(i))i
satisfying (3.18)
sup
i
∫
Eαi(x, P, Vϕ(i)) dVϕ(i)(x, P ) < +∞
In the following proposition, we focus on sequences of discrete volumetric varifolds. Under some
uniform regularity assumption on V , we give a sequence (Vi)i of discrete volumetric varifolds such
that
Vi
∗−−−−⇀
i→+∞
V ,
and a condition linking the scale parameter αi and the size δi of the mesh associated to the discrete
volumetric varifold Vi, ensuring that (3.18) holds for Vi and not for a subsequence.
Theorem 3.29. Let V = v(M, θ) be a rectiﬁable d–varifold in Rn with ﬁnite mass ‖V ‖(Rn) < +∞
and compact support. Let δi ↓ 0 be a sequence of inﬁnitesimals and (Ki)i a sequence of meshes
satisfying
sup
K∈Ki
diam(K)  δi −−−−→
i→+∞
0 .
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Assume that there exists 0 < β < 1 and C > 0 such that for ‖V ‖–almost every x, y ∈ Ω,
‖TxM − TyM‖  C|x− y|β .
Deﬁne the sequence of discrete volumetric varifolds:
Vi =
∑
K∈Ki
miK
|K| L
n ⊗ δP iK with m
i
K = ‖V ‖(K) and P iK ∈ argmin
P∈Gd,n
∫
K×Gd,n
‖P − S‖ dV (x, S) .
Then,
(i) Vi
∗−−−−⇀
i→+∞
V ,
(ii) For any sequence of inﬁnitesimals αi ↓ 0 and such that for all i,
δβi
αd+3i
−−−−→
i→+∞
0 , (3.25)
we have,∫
Rn×Gd,n
E0(x, P, V ) dV (x, P ) = lim
i→+∞
∫
Rn×Gd,n
Eαi(x, P, Vi) dVi(x, P ) < +∞ .
Remark 3.6. We insist on the fact that the condition on the scale parameters αi and the size of the
mesh δi is not dependent on Vi but only on the regularity of V i.e. on β (and on the dimension d).
Proof. Thanks to Theorem 2.1, we have that
Vi
∗−−−−⇀
i→+∞
V in Rn ,
and moreover, for all ϕ ∈ Lip(Rn ×Gd,n),∫
(Π(suppϕ)∩Rn)×Gd,n
∥∥P i(y)− T∥∥ dV (y, T )  2Cδβi ‖V ‖ (Π(suppϕ) ∩ Rn) , (3.26)
We now estimate,∣∣∣∣∣
∫
Rn×Gd,n
Eα(x, P, V ) dV (x, P )−
∫
Rn×Gd,n
Eα(x, P, Vi) dVi(x, P )
∣∣∣∣∣ (3.27)

∣∣∣∣∣
∫
Rn×Gd,n
Eα(x, P, V ) dV (x, P )−
∫
Rn×Gd,n
Eα(x, P, V ) dVi(x, P )
∣∣∣∣∣ (3.28)
+
∣∣∣∣∣
∫
Rn×Gd,n
Eα(x, P, V ) dVi(x, P )−
∫
Rn×Gd,n
Eα(x, P, Vi) dVi(x, P )
∣∣∣∣∣ (3.29)
− Step 1: We begin with (3.28) and we prove that∣∣∣∣∣
∫
Rn×Gd,n
Eα(x, P, V ) dVi(x, P )−
∫
Rn×Gd,n
Eα(x, P, V ) dV (x, P )
∣∣∣∣∣  1αd+3 ‖V ‖(Rn)2 [4δi + 2Cδβi ] .
(3.30)
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∣∣∣∣∣
∫
Rn×Gd,n
Eα(x, P, V ) dVi(x, P )−
∫
Rn×Gd,n
Eα(x, P, V ) dV (x, P )
∣∣∣∣∣
=
∣∣∣∣∣
∫
Rn×Gd,n
∫ 1
r=α
1
rd+1
∫
y∈Br(x)
(
d(y − x, P )
r
)2
d‖V ‖(y) dr dVi(x, P )
−
∫
Rn×Gd,n
∫ 1
r=α
1
rd+1
∫
y∈Br(x)
(
d(y − x, P )
r
)2
d‖V ‖(y) dr dV (x, P )
∣∣∣∣∣

∫ 1
r=α
1
rd+3
∫
y∈Rn
∣∣∣∣∣
∫
Rn×Gd,n
1{|y−x|<r}(x) (d(y − x, P ))2 dVi(x, P )
−
∫
Rn×Gd,n
1{|y−x|<r}(x) (d(y − x, P ))2 dV (x, P )
∣∣∣∣∣ d‖V ‖(y) dr (3.31)
And by deﬁnition of Vi, for ﬁxed y and α < r < 1, we have:
∣∣∣∣∣
∫
Rn×Gd,n
1{|y−x|<r}(x) (d(y − x, P ))2 dVi(x, P )−
∫
Rn×Gd,n
1{|y−x′|<r}(x′)
(
d(y − x′, P ′))2 dV (x′, P ′)∣∣∣∣∣
=
∣∣∣∣∣∣
∑
K∈Ki
∫
x∈K
1{|y−x|<r}(x)
(
d(y − x, P iK)
)2 ‖V ‖(K)
|K| dL
n(x) (3.32)
−
∫
x∈Rn
∫
(x′,P ′)∈Rn×Gd,n
1{|y−x′|<r}(x′)
(
d(y − x′, P ′))2 dV (x′, P ′) dLn(x)|K|
∣∣∣∣∣ (3.33)

∑
K∈Ki
∫
x∈K
∫
K×Gd,n
∣∣∣1Br(y)(x) (d(y − x, P iK))2 − 1Br(y)(x′) (d(y − x′, P ′))2∣∣∣ dV (x′, P ′) dLn(x)|K| ,
(3.34)
writing ‖V ‖(K) =
∫
(x′,P ′)∈K×Gd,n
d‖V ‖(x′, P ′). And in (3.34), either x, x′ ∈ Br(y) and in this case
∣∣∣1Br(y)(x) (d(y − x, P iK))2 − 1Br(y)(x′) (d(y − x′, P ′))2∣∣∣  2r ∣∣d(y − x, P iK)− d(y − x′, P ′)∣∣
 2r
(|x− x′|+ |y − x′|‖P iK − P ′‖)
 2
(|x− x′|+ ‖P iK − P ′‖) ,
either
{
x ∈ Br(y) and x′ /∈ Br(y) or,
x′ ∈ Br(y) and x /∈ Br(y), and in this case
∣∣∣1Br(y)(x) (d(y − x, P iK))2 − 1Br(y)(x′) (d(y − x′, P ′))2∣∣∣  r2  1 .
Notice that, as |x − x′|  δi this second case can only happen for x, x′ ∈ Br+δi(y) \ Br−δi(y).
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Consequently,∣∣∣∣∣
∫
Rn×Gd,n
1{|y−x|<r}(x) (d(y − x, P ))2 dVi(x, P )−
∫
Rn×Gd,n
1{|y−x′|<r}(x′)
(
d(y − x′, P ′))2 dV (x′, P ′)∣∣∣∣∣

∑
K∈Ki
∫
x∈K
∫
K×Gd,n
2
(|x− x′|+ ‖P iK − P ′‖) dV (x′, P ′) dLn(x)|K|
+
∑
K∈Ki
r2‖V ‖ (K ∩Br+δi(y) \Br−δi(y))
|K ∩Br+δi(y) \Br−δi(y)|
|K|︸ ︷︷ ︸
1
 2δi ‖V ‖(Rn) +
∫
Rn×Gd,n
‖P i(x′)− P ′‖ dV (x′, P ′) + ‖V ‖ (Br+δi(y) \Br−δi(y))
 2
(
δi + Cδ
β
i
)
‖V ‖(Rn) + ‖V ‖ (Br+δi(y) \Br−δi(y)) thanks to (3.26) .
Notice that∫ 1
r=0
‖V ‖ (Br+δi(y) \Br−δi(y)) dr =
∫ 1
r=0
‖V ‖ (Br+δi(y)) dr −
∫ 1
r=δi
‖V ‖ (Br−δi(y)) dr
=
∫ 1+δi
r=δi
‖V ‖ (Br(y)) dr −
∫ 1−δi
r=0
‖V ‖ (Br(y)) dr

∫ 1+δi
r=1−δi
‖V ‖(Br(y)) dr  2δi‖V ‖(Rn) .
Eventually, by (3.31),∣∣∣∣∣
∫
Rn×Gd,n
Eα(x, P, V ) dVi(x, P )−
∫
Rn×Gd,n
Eα(x, P, V ) dV (x, P )
∣∣∣∣∣
 1
αd+3
∫ 1
r=0
∫
Rn
2
(
δi + Cδ
β
i
)
‖V ‖(Rn) + ‖V ‖ (Br+δi(y) \Br−δi(y)) d‖V ‖(y) dr
 1
αd+3
[
2
(
δi + Cδ
β
i
)
‖V ‖(Rn)2 +
∫
Rn
∫ 1
r=0
‖V ‖ (Br+δi(y) \Br−δi(y)) dr d‖V ‖(y)
]
 1
αd+3
‖V ‖(Rn)2
[
4δi + 2Cδ
β
i
]
.
− Step 2: It remains to estimate (3.29), we prove that∣∣∣∣∣
∫
Rn×Gd,n
Eα(x, P, V ) dVi(x, P )−
∫
Rn×Gd,n
Eα(x, P, Vi) dVi(x, P )
∣∣∣∣∣  1αd+3 4‖V ‖(Rn)2δi. (3.35)
Indeed, exactly as previously (but ﬁxing x and integrating against ‖Vi‖, ‖V ‖ instead of Vi, V , so
that the term depending on P i does not take part into this estimate), we have
|Eα(x, P, Vi) −Eα(x, P, V )|
 1
αd+3
∫ 1
r=0
∣∣∣∣∣
∫
Br(x)
d(y − x, P )2 d‖Vi‖(y)−
∫
Br(x)
d(y′ − x, P )2 d‖V ‖(y′)
∣∣∣∣∣ dr
 1
αd+3
∫ 1
r=0
(2δi‖V ‖(Rn) + ‖V ‖ (Br+δi(y) \Br−δi(y))) dr
 1
αd+3
‖V ‖(Rn)4δi . (3.36)
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We conclude this step by integrating against Vi, reminding that Vi(R
n × Gd,n) = ‖Vi‖(Rn) =
‖V ‖(Rn).
− Step 3: By (3.30) and (3.35),∣∣∣∣∣
∫
Rn×Gd,n
Eαi(x, P, V ) dV (x, P )−
∫
Rn×Gd,n
Eαi(x, P, Vi) dVi(x, P )
∣∣∣∣∣  1αd+3i ‖V ‖(Rn)2
(
8δi + 2Cδ
β
i
)
(3.37)
−−−−→
i→+∞
0
thanks to (3.25). Then, by monotone convergence and (3.37),∫
Rn×Gd,n
E0(x, P, V ) dV (x, P ) = lim
i→+∞
∫
Rn×Gd,n
Eαi(x, P, V ) dV (x, P )
= lim
i→+∞
∫
Rn×Gd,n
Eαi(x, P, Vi) dVi(x, P ) .
3.4 Appendix: The approximate averaged height excess energy as
a tangent plane estimator
Throughout this section, (Vi)i is a sequence of d–varifolds weakly–∗ converging to some d–varifold
V and (αi)i is a decreasing sequence of positive numbers tending to 0 and such that
sup
x∈ω
P∈Gd,n
∣∣Eωαi(x, P, Vi)− Eωαi(x, P, V )∣∣ . (3.38)
The existence of such a sequence of (αi)i is given by Proposition 3.24 in general, and in the case of
discrete volumetric varifolds associated to a varifold V , (3.38) holds as soon as
δi
αd+3i
−−−−→
i→+∞
0 thanks to (3.36) .
We want to show that under this condition on the choice of (αi)i, for ﬁxed x ∈ Ω, the minimizers
of P → Exαi(P ) = Eωαi(x, P, Vi) converge, up to some subsequence, to minimizers of P → Ex0 (P ) =
Eω0 (x, P, V ). In the proofs, we shorten E
x
αi(P ) = E
ω
αi(x, P, Vi) and E
x
0 (P ) = E
ω
0 (x, P, V ). We begin
with studying the pointwise approximate averaged height excess energy with respect to P ∈ G, for
ﬁxed x ∈ Ω and for a ﬁxed d–varifold V .
3.4.1 The pointwise approximate averaged height excess energy
We now ﬁx a d–varifold (not supposed rectiﬁable nor with bounded ﬁrst variation) in some open
set Ω ⊂ Rn and we study the continuity of Eα(x, P, V ) with respect to P ∈ Gd,n and then x ∈ Ω.
Proposition 3.30. Let 0 < α < 1. Let V be a d–varifold in an open set Ω ⊂ Rn such that ‖V ‖(Ω) <
+∞. Then, for every P , Q ∈ Gd,n,
|Eα(x, P, V )− Eα(x,Q, V )|  2‖P −Q‖
∫ 1
r=α
1
rd+1
‖V ‖(Br(x)) dr
In particular, P → Eα(x, P, V ) is Lipschitz with constant Kα  2
αd+1
‖V ‖(Ω). If in addition ∀α <
r < 1, ‖V ‖(Br(x))  Crd then Kα  C‖V ‖(Ω) ln 1α .
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Proof. Let P , Q ∈ Gd,n then,
|Eα(x, P, V )− Eα(x,Q, V )| 
∫ 1
r=α
1
rd+1
∫
Br(x)
∣∣∣∣∣
(
d(y − x, P )
r
)2
−
(
d(y − x,Q)
r
)2∣∣∣∣∣ d‖V ‖(y) dr .
If πP (respectively πQ) denotes the orthogonal projection onto P (respectively Q), recall that |d(y −
x, P )− d(y − x,Q)|  ‖P −Q‖|y − x|. Indeed
d(y − x, P ) = |y − x− πP (y − x)|
 |y − x− πQ(y − x)|+ |πQ(y − x)− πP (y − x)|
 d(y − x,Q) + ‖πQ − πP ‖op︸ ︷︷ ︸
=‖P−Q‖ by deﬁnition
|y − x| .
Moreover y ∈ Br(x) so that d(y − x, P )
r
 1 and thus∣∣∣∣∣
(
d(y − x, P )
r
)2
−
(
d(y − x,Q)
r
)2∣∣∣∣∣  2
∣∣∣∣d(y − x, P )r − d(y − x,Q)r
∣∣∣∣
 2‖P −Q‖ |y − x|
r
 2‖P −Q‖ .
Consequently,
|Eα(x, P, V )− Eα(x,Q, V )|  2‖P −Q‖
∫ 1
r=α
1
rd+1
‖V ‖(Br(x)) dr .
We now study the continuity of x → Eα(x, P, V ).
Proposition 3.31. Let 0 < α < 1. Let V be a d–varifold in an open set Ω ⊂ Rn such that ‖V ‖(Ω) <
+∞. Then,
sup
P∈Gd,n
|Eα(x, P, V )− Eα(z, P, V )| −−−→
z→x 0 .
Proof. First notice that for all x, y, z ∈ Ω and P ∈ Gd,n,
|d(y−x, P )−d(y−z, P )| = ∣∣|y−x−πP (y−x)|−|y−z−πP (y−z)|∣∣  |z−x−πP (z−x)| = d(z−x, P ) .
We now split Br(x) ∪Br(z) into (Br(x) ∩Br(z)) and (Br(x)Br(z)) so that∣∣∣∣∣
∫
Br(x)
(
d(y − x, P )
r
)2
d‖V ‖(y)−
∫
Br(z)
(
d(y − z, P )
r
)2
d‖V ‖(y)
∣∣∣∣∣

∫
Br(x)∩Br(z)
∣∣∣∣∣
(
d(y − x, P )
r
)2
−
(
d(y − z, P )
r
)2∣∣∣∣∣ d‖V ‖(y) (3.39)
+
∫
Br(x)\Br(z)
(
d(y − x, P )
r
)2
d‖V ‖(y) +
∫
Br(z)\Br(x)
(
d(y − z, P )
r
)2
d‖V ‖(y) . (3.40)
We use the estimate linking d(y− x, P ) and d(y− z, P ) to control the ﬁrst integral and then we show
that the two other terms tend to 0.
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Concerning the ﬁrst integral (3.39):∫
Br(x)∩Br(z)
∣∣∣∣∣
(
d(y − x, P )
r
)2
−
(
d(y − z, P )
r
)2∣∣∣∣∣ d‖V ‖(y)

∫
Br(x)∩Br(z)
2
∣∣∣∣d(y − x, P )r − d(y − z, P )r
∣∣∣∣ d‖V ‖(y)
2 |z − x|
r
‖V ‖ (Br(x) ∩Br(z)) .
Concerning the two other integrals (3.40):∫
Br(x)\Br(z)
(
d(y − x, P )
r
)2
d‖V ‖(y) +
∫
Br(z)\Br(x)
(
d(y − z, P )
r
)2
d‖V ‖(y)
 ‖V ‖ (Br(x)Br(z))  R(x, r − |z − x|, r + |z − x|) ,
where R(x, rmin, rmax) := {y ∈ Ω | rmin  |y − x|  rmax}.
Therefore,
|Eα(x, P, V )− Eα(z, P, V )|
 2|z − x|
∫ 1
r=α
‖V ‖(Br(x) ∩Br(z)) dr
rd+2
+
∫ 1
r=α
‖V ‖ (Br(x)Br(z)) dr
rd+1
 2
d+ 1
|z − x| 1
αd+1
‖V ‖(Ω) + 1
αd+1
∫ 1
r=0
‖V ‖ (R(x, r − |z − x|, r + |z − x|)) dr .
The second term tends to 0 when |z − x| → 0, by dominated convergence, since
lim
z→x ‖V ‖ (R(x, r − |z − x|, r + |z − x|)) = ‖V ‖(∂Br(x)) .
3.4.2 Γ–convergence of P → Eωαi(x, P, Vi) to P → Eω0 (x, P, V ).
Proposition 3.32. Let Ω ⊂ Rn be an open set and let ω ⊂⊂ Ω be a relatively compact open subset
such that ‖V ‖(∂ω) = 0. Let (Vi)i be a sequence of d–varifolds weakly–∗ converging to V . Assume that
(αi)i are chosen as explained in (3.38), uniformly in ω. For (Si)i ⊂ Gd,n such that Si −−→
i∞
S then,
for all x ∈ ω,
lim
i→∞
Eωαi(x, S, Vi) = E
ω
0 (x, S, V )  lim inf
i→∞
Eωαi(x, Si, Vi) .
Proof. By monotone convergence, we already know that
Eω0 (x, S, V ) = lim
i→∞
Eωαi(x, S, V ) . (3.41)
So we now want to estimate
∣∣Eωαi(x, S, V )− Eωαi(x, Si, V )∣∣. Let us start with extracting some (Sϕ(i))i
such that
‖Sϕ(i) − S‖
1
αd+1i
−−−→
i→∞
0
so that we can now apply the regularity property (Proposition 3.30) of Eα(x, P, V ) with respect to P :∣∣Eωαi(x, S, V )− Eωαi(x, Sϕ(i), V )∣∣  2αd+1i ‖V ‖(ω)‖S − Sϕ(i)‖ −−−→i→∞ 0.
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thus
Eω0 (x, S, V ) = lim
i→∞
Eωαi(x, Sϕ(i), V ). (3.42)
Notice that ϕ only depends on (αi)i.
As the sequence (αi)i is decreasing, αϕ(i)  αi and then Eωαi(x,Q, V )  Eωαϕ(i)(x,Q, V ) for all Q ∈
Gd,n, which implies in particular that
lim
i→∞
Eωαi(x, Sϕ(i), V )  lim infi→∞ E
ω
αϕ(i)
(x, Sϕ(i), V ) . (3.43)
We now apply the uniform convergence of
∣∣Eωαi(·, ·, V )− Eωαi(·, ·, Vi)∣∣ (3.38),∣∣∣Eωαϕ(i)(x, Sϕ(i), V )− Eωαϕ(i)(x, Sϕ(i), Vϕ(i))∣∣∣ −−−→i→∞ 0 , (3.44)
so that by (3.42), (3.43) and (3.44)
Eω0 (x, S, V )  lim inf
i→∞
Eωαϕ(i)(x, Sϕ(i), V ) = lim infi→∞
Eωαϕ(i)(x, Sϕ(i), Vϕ(i)) . (3.45)
As lim infiE
ω
αi(x, Si, Vi) = limiE
ω
αθ(i)
(x, Sθ(i), Vθ(i)) for some extraction θ, we now apply (3.45) to
these extracted sequences (Sθ(i))i and (Vθ(i))i so that there exists an extraction ϕ such that
Eω0 (x, S, V )  lim inf
i→∞
Eωαθ(ϕ(i))(x, Sθ(ϕ(i)), Vθ(ϕ(i)))
= lim
i
Eωαθ(i)(x, Sθ(i), Vθ(i)) since the whole sequence E
ω
αθ(i)
(x, Sθ(i), Vθ(i)) converges
= lim inf
i
Eωαi(x, Si, Vi) .
We now turn to the consequences of this Γ–convergence property on the minimizers.
Proposition 3.33. Let Vi be a sequence of d–varifolds weakly–∗ converging to V in some open set
Ω ⊂ Rn and assume that (αi)i are chosen as explained in (3.38), uniformly in ω ⊂⊂ Ω open subset
such that ‖V ‖(∂ω) = 0. For x ∈ ω and i ∈ N, let Ti(x) ∈ argminP∈Gd,n Eωαi(x, P, Vi). Then,
1. Any converging subsequence of (Ti(x))i tends to a minimizer of E
ω
0 (x, ·, V ).
2. min
P∈Gd,n
Eωαi(x, P, Vi) −−−→i→∞ minP∈Gd,n E
ω
0 (x, P, V ).
3. If V is an integral rectiﬁable d–varifold with bounded ﬁrst variation then
argmin
P∈Gd,n
Eω0 (x, P, V ) = {TxM} ,
hence for ‖V ‖–almost every x, Ti(x) −−−→
i→∞
TxM .
Proof. First, for ﬁxed x and i, P → Eωαi(x, P, Vi) is continuous and Gd,n is compact so that
argmin
P∈Gd,n
Eωαi(x, P, Vi) 
= ∅ .
Let Ti(x) ∈ argminP∈Gd,n Eωαi(x, P, Vi) be a sequence of minimizers, as Gd,n is compact, one can
extract a subsequence converging to some T∞(x). Now applying the previous result (Proposition 3.32),
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we get for every P ∈ Gd,n,
Eω0 (x, T∞(x), V )  lim inf
i→∞
Eωαi(x, Ti(x), Vi)
 lim sup
i→∞
Eωαi(x, Ti(x), Vi)
 lim sup
i→∞
Eωαi(x, P, Vi)
= lim
i
Eωαi(x, P, Vi) = E
ω
0 (x, P, V )
 Eω0 (x, T∞(x), V ) for P = T∞(x) .
Therefore T∞(x) minimizes Eω0 (x, ·, V ) which allows to conclude that the limit of any subsequence of
minimizers of Eωαi(x, ·, Vi) is a minimizer of Eω0 (x, ·, V ). It also proves that
lim
i
min
P∈Gd,n
Eωαi(x, P, Vi) = limi
Eωαi(x, Ti(x), Vi) = E
ω
0 (x, T∞(x), V ) = min
P∈Gd,n
Eω0 (x, P, V ) .
Assume now that Eω0 (x, ·, V ) admits a unique minimizer T (x). We have just shown that every
subsequence of (Ti(x))i converges to T (x). As Gd,n is compact, it is enough to show that the whole
sequence is converging to T (x). Now if V is an integral d–rectiﬁable varifold with bounded ﬁrst
variation, for ‖V ‖–almost every x, TxM is the unique minimizer of Eω0 (x, ·, V ) (see Prop. 3.14) so
that for ‖V ‖–almost every x ∈ ω,
Ti(x) −−−→
i→∞
TxM .
Remark 3.7. Since Eω0 (x, ·, V ) has no continuity property, the existence of a minimizer of Eω0 (x, ·, V )
is not clear a priori. However, as Gd,n is compact, every sequence of minimizers (Ti(x))i admits a
converging subsequence so that argminP∈Gd,n E
ω
0 (x, P, V ) is not empty.
We end with studying the continuity of the minimum minP∈Gd,n Eαi(x, P, Vi) with respect to x
(for ﬁxed i and Vi).
Proposition 3.34. Assume that Vi weakly–∗ converges to V in some open set Ω ⊂ Rn and let
(αi)i > 0. Then for every ﬁxed i and ω ⊂⊂ Ω, the function x → min
P∈Gd,n
Eωαi(x, P, Vi) is continuous in
ω.
Moreover, every converging sequence of minimizers
(
Ti(zk) ∈ argminP Eωαi(zk, P, Vi)
)
k
tends to a min-
imizer of Eωαi(x, ·, Vi) when zk → x and for a ﬁxed i.
Remark 3.8. As i is ﬁxed, meaning actually that a scale α = αi > 0 and a d–varifold V = Vi are
ﬁxed, we keep the notations Vi and αi, with the explicit index i, only to be coherent with the whole
context of this section and with the notations of the previous results. But that is why we do not
assume anything on the choice of αi > 0 and ω ⊂⊂ Ω.
Proof. Let i be ﬁxed. First we show that if (zk)k ⊂ ω is such that{ |zk − x| −−−→
k→∞
0
Ti(zk) −−−→
k→∞
T∞i where Ti(zk) ∈ argminP Eωαi(zk, P, Vi) ,
then,{
T∞i ∈ argminP Eωαi(x, P, Vi) and
minP E
ω
αi(zk, P, Vi) = E
ω
αi(zk, Ti(zk), Vi) −−−→k→∞ E
ω
αi(x, T
∞
i , Vi) = minP E
ω
αi(x, P, Vi) .
(3.46)
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Indeed,∣∣Eωαi(x, T∞i , Vi) − Eωαi(zk, Ti(zk), Vi)∣∣

∣∣Eωαi(x, T∞i , Vi)− Eωαi(x, Ti(zk), Vi)∣∣+ ∣∣Eωαi(x, Ti(zk), Vi)− Eωαi(zk, Ti(zk), Vi)∣∣
K(αi)‖T∞i − Ti(zk)‖+ sup
P
∣∣Eωαi(x, P, Vi)− Eωαi(zk, P, Vi)∣∣
applying Proposition 3.30 to the ﬁrst term, K(αi) is a constant depending only on αi. Moreover, by
Proposition 3.31, the second term tends to zero when k goes to ∞. Consequently,
Eαi(x, T
∞
i , Vi) = lim
k→∞
Eαi(zk, Ti(zk), Vi) .
And for every P ∈ Gd,n,
Eωαi(x, T
∞
i , Vi) = lim
k→∞
Eωαi(zk, Ti(zk), Vi)
 lim
k→∞
Eωαi(zk, P, Vi)
= Eωαi(x, P, Vi) by Proposition 3.31,
which yields (3.46).
It remains to prove the continuity of x → min
P∈Gd,n
Eωαi(x, P, Vi). Let x and (zk)k ∈ ω be such that
zk −−−→
k→∞
x and consider a subsequence (zϕ(k))k such that
lim sup
k
Eωαi(zk, Ti(zk), Vi) = limk
Eωαi(zϕ(k), Ti(zϕ(k)), Vi) . (3.47)
As Gd,n is compact, there exists an extraction θ such that (Ti(zϕ(θ(k))))k is converging and then
applying the previous argument (3.46) to (zϕ(θ(k)))k and (Ti(zϕ(θ(k))))k,
lim
k→+∞
Eωαi
(
zϕ(θ(k)), Ti(zϕ(θ(k))), Vi
)
= min
P∈Gd,n
Eωαi(x, P, Vi) . (3.48)
Eventually, by (3.47) and (3.48),
lim sup
k→+∞
Eωαi(zk, Ti(zk), Vi) = minP∈Gd,n
Eωαi(x, P, Vi) .
Similarly lim inf
k
Eωαi(zk, Ti(zk), Vi) = minP
Eωαi(x, P, Vi) which concludes the proof of the continuity.
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CHAPTER 4
Construction de mesures a` partir de leurs valeurs approche´es sur les boules par
une me´thode de type “packing”
In this chapter, we make an attempt to give an answer to Question 1.3 thanks to a “packing”
measure construction.
Question. 1.3. What conditions on a weakly–∗ converging sequence of varifolds (not supposed
rectiﬁable) ensure that the limit varifold has bounded ﬁrst variation?
As it is explained in the introduction of this thesis in chapter 1, section 1.5, this method does not
allow us to answer in a satisfactory way to Question 1.3 and that is why we propose a better adapted
approach in chapter 5.
Abstract. We consider the problem of reconstructing a Borel measure μ from its values on metric
balls Br(x), or more generally from suitable approximations of μ(Br(x)) in the form of integral means
of μ(Bρ(x)) over ρ ∈ (0, r).
Introduction
Is a Borel measure μ on a metric space (X, d) fully determined by its values on balls? In the
context of general Measure Theory, such a question appears to be of extremely basic nature. The
answer (when it is known) strongly depends upon the interplay between the measure and the metric
space. A clear overview on the subject is given in [JL01]. Let us mention some known facts about
this issue. When X = Rn, the answer to the above question is in the aﬃrmative. The reason is
the following: if two locally ﬁnite Borel measures μ and ν coincide on every ball Br(x) ⊂ Rn, then
in particular they are mutually absolutely continuous, therefore by the Radon-Nikodym-Lebesgue
Diﬀerentiation Theorem one has μ(A) =
∫
A η dν = ν(A) for any Borel set A, where
η(x) = lim
r→0
μ(Br(x))
ν(Br(x))
= 1
is the Radon-Nikodym derivative of μ with respect to ν (deﬁned for ν-almost all x ∈ Rn). More
generally, the same fact can be shown for any pair of Borel measures on a ﬁnite-dimensional Banach
space X. Unfortunately, the Diﬀerentiation Theorem is valid on a Banach space X if and only if X
is ﬁnite-dimensional. Of course, this does not prevent in general the possibility that Borel measures
are uniquely determined by their values on balls. Indeed, Preiss and Tiˇser proved in [PT91] that in
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separable Banach spaces, two ﬁnite Borel measures coinciding on all balls also coincide on all Borel
sets. Nevertheless, if we only take into account balls of radius bounded by 1, the question still stands.
As for the case of separable metric spaces, Federer introduced in [Fed69] a geometrical condition on
the distance (see Deﬁnition 4.5) implying a Besicovitch-type covering lemma that can be used to show
the property above, i.e., that any ﬁnite Borel measure is uniquely identiﬁed by its values on closed
balls. When this condition on the distance is dropped, some examples of measure spaces and of pairs
of distinct Borel measures coinciding on balls of upper-bounded diameter are known (see [Dav71]).
Here we consider the case of a separable metric space (X, d) where Besicovitch covering lemma
(or at least some generalized version of it) holds, and we ask the following questions:
Question 4.1. How can we concretely reconstruct a Borel measure from its values on balls, and
especially, what about the case of signed measures?
A classical approach to construct a measure from a given pre-measure p deﬁned on a family C of
subsets of X (here the pre-measure p is deﬁned on closed balls) is to apply Carathe´odory constructions
(Method I and Method II, see [BBT01]) to obtain an outer measure. We recall that a pre-measure p
is a nonnegative function, deﬁned on a given family C of subsets of X, such that ∅ ∈ C and p(∅) = 0.
By Method I, an outer measure μ∗ is deﬁned starting from p as
μ∗(A) = inf
{ ∞∑
k=1
p(Bk) : Bk ∈ C and A ⊂
∞⋃
k=1
Bk
}
,
for any A ⊂ X. But, as it is explained in [BBT01] (Section 3.2), Method I does not take into account
that X is a metric space, thus the resulting outer measure can be incompatible with the metric on
X (in the sense that open sets are not necessarily μ∗-measurable). On the other hand, Method II is
used to deﬁne Hausdorﬀ measures (see Theorem 4.4) and it always produces a metric outer measure
μ∗, for which Borel sets are μ∗-measurable.
As for a signed measure μ = μ+ − μ−, the main problem is that, given a closed ball B, it
is impossible to directly reconstruct μ+(B) and μ−(B) from μ(B). The idea is, then, to apply
Carathe´odory’s construction to the pre-measure p+(B) = (μ(B))+ (here a+ denotes the positive part
of a ∈ R) and to check that the resulting outer measure is actually μ+. Then, by a similar argument
we recover μ−.
Question 4.2. Given a positive Borel measure μ and deﬁning the pre-measure
q(Br(x)) =
1
r
∫ r
0
μ(Bs(x)) ds , (4.1)
is it possible to reconstruct μ from q? And what about the case when μ is a signed measure?
Some minimal explanations about the special form of q(Br(x)) we are interested in are required.
Indeed, our choice of q(Br(x)) comes from the problem of approximating the ﬁrst variation δV of a
(rectiﬁable) d-varifold V in Rn, which is the weak–∗ limit of a sequence of more general d-varifolds
(Vk)k, by means of suitably deﬁned “ﬁrst variations” δrk(Vk) depending upon scale parameters rk that
tend to 0 as k → ∞. (See chapter 1 for more details and [Bue14, BLM] corresponding to chapters 3
and 5 in this thesis for alternative approaches).
We point out that, in order to address Question 4.2, Carathe´odory’s Method II is not the right
choice. Indeed, considering the simple example of μ given by a Dirac delta, the measure reconstructed
from the pre-measure q by means of Method II can be strictly smaller than μ. In other words, a loss
of mass could happen in the recovery process. Indeed, if μ = δy, the closer to ∂Br(x) is the mass
concentrated at y, the smaller is q(Br(x)) (and indeed p(Br(x)) vanishes when y ∈ ∂Br(x)). Then for
any ε > 0 one can consider x with r(1− ε) < |x− y| < r and observe that y ∈ Br(x) and, at the same
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time, that q(Br(x)) is small in terms of ε. This shows that the measure reconstructed by Method II
is identically zero (see section 4.2.1 for more details).
In order to recover μ, or at least some measure equivalent or comparable to μ, the choice of
centers of the balls in the collection used to cover the support of μ is crucial. Indeed they must
be placed in some nearly-optimal positions, such that even the concentric balls with small radius
have a signiﬁcant overlapping with the support of μ. This has led us to considering a packing-type
construction. Packing constructions are typically used to build the packing s-dimensional measure
and its associated notion of packing dimension: these are in some sense dual to Hausdorﬀ measure
and dimension, and were introduced by C. Tricot in [Tri82]. Then Tricot and Taylor extended this
notion to a general pre-measure in [TT85].
The chapter is organized as follows. In Section 4.1, we explain how to reconstruct a positive
measure and then a signed measure (Theorem 4.9) from their values on balls, thanks to Carathe´odory’s
construction, answering Question 4.1. Section 4.2 deals with Question 4.2, that is, the reconstruction
of a measure starting from approximate values of the form (4.1). After explaining the limitations of
Carathe´odory’s construction for this problem, we prove our main result, Theorem 4.16, saying that
by suitable packing constructions one can reconstruct a signed measure equivalent to the initial one
in Rn.
Some notations
Let (X, d) be a metric space.
− B(X) denotes the σ–algebra of Borel subsets of X.
− Important note: in this chapter, Br(x) = {y ∈ X | d(y, x)  r} denotes the closed ball of radius
r > 0 and center x ∈ X.
− B◦r (x) = {y ∈ X | d(y, x) < r} is the open ball of radius r > 0 and center x ∈ X.
− C denotes the collection of closed balls of X and for δ > 0, Cδ denotes the collection of closed balls
of diameter  δ.
− Ln is the Lebesgue measure in Rn.
− P(X) is the set of all subsets of X.
− cardA is the cardinality of the set A.
4.1 Carathe´odory metric construction of outer measures
We recall here some standard deﬁnitions and well-known facts about general measures, focussing
in particular on the construction of measures from pre-measures, in the sense of Carathe´odory Method
II [BBT01].
4.1.1 Outer measures and metric outer measures
Deﬁnition 4.1 (Outer measure). Let X be a set, and let μ∗ : P(X) → [0; +∞] satisfying
(i) μ∗(∅) = 0.
(ii) μ∗ is monotone: if A ⊂ B ⊂ X, then μ∗(A)  μ∗(B).
(iii) μ∗ is countably subadditive: if (Ak)k∈N is a sequence of subsets of X, then
μ∗
( ∞⋃
k=1
Ak
)

∞∑
k=1
μ∗(Ak) .
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Then μ∗ is called an outer measure on X.
In order to obtain a measure from an outer measure, we deﬁne the measurable sets with respect
to μ∗.
Deﬁnition 4.2 (μ∗–measurable set). Let μ∗ be an outer measure on X. A set A ⊂ X is μ∗–measurable
if for all sets E ⊂ X,
μ∗(E) = μ∗(E ∩A) + μ∗(E \A) .
We can now deﬁne a measure associated with an outer measure. Thanks to the deﬁnition of
μ∗–measurable sets, the additivity of μ∗ among the measurable sets is straightforward, actually it
happens that μ∗ is σ–additive on μ∗–measurable sets.
Theorem 4.1 (Measure associated with an outer measure, see Theorem 2.32 in [BBT01]). Let X be
a set, μ∗ an outer measure on X, and M the class of μ∗–measurable sets. Then M is a σ–algebra
and μ∗ is countably additive on M. Thus the set function μ deﬁned on M by μ(A) = μ∗(A) for all
A ∈ M is a measure.
We now introduce metric outer measures.
Deﬁnition 4.3. Let (X, d) be a metric space and μ∗ be an outer measure on X. μ∗ is called a metric
outer measure if
ν(E ∪ F ) = ν(E) + ν(F )
for any E,F ⊂ X such that d(E,F ) > 0.
When μ∗ is a metric outer measure, every Borel set is μ∗–measurable and thus the measure μ
associated with μ∗ is a Borel measure.
Theorem 4.2 (Carathe´odory’s Criterion, see Theorem 3.8 in [BBT01]). Let μ∗ be an outer measure
on a metric space (X, d). Then every Borel set in X is μ∗-measurable if and only if μ∗ is a metric
outer measure. In particular, a metric outer measure is a Borel measure.
We recall two approximation properties of Borel measures deﬁned on metric spaces.
Theorem 4.3 (see Theorems 3.13 and 3.14 in [BBT01]). Let (X, d) be a metric space and μ be a
Borel measure on X.
– Approximation from inside: Let B be a Borel set such that μ(B) < +∞, then for any ε > 0,
there exists a closed set Fε ⊂ B such that μ(B \ Fε) < ε.
– Approximation from outside: Assume that μ is ﬁnite on bounded sets and let B be a Borel set,
then
μ(B) = inf{μ(U) : B ⊂ U, U open set} .
We can now introduce Carathe´odory’s construction of metric outer measures (Method II).
Deﬁnition 4.4 (Pre-measure). Let X be a set and C be a family of subsets of X such that ∅ ∈ C. A
nonnegative function p deﬁned on C and such that p(∅) = 0 is called a pre-measure.
Theorem 4.4 (Carathe´odory’s construction, Method II). Suppose (X, d) is a metric space and C is
a family of subsets of X which contains the empty set. Let p be a non-negative function on C which
vanishes on the empty set. For each δ > 0, let
Cδ = {A ∈ C | diam(A)  δ}
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and for any E ⊂ X deﬁne
νpδ (E) = inf
{ ∞∑
i=0
p(Ai)
∣∣∣∣E ⊂ ⋃
i∈N
Ai, ∀i, Ai ∈ Cδ
}
.
As νpδ  ν
p
δ′ when δ  δ′,
νp,∗(E) = lim
δ→0
νpδ (E)
exists (possibly inﬁnite). Then νp,∗ is a metric outer measure on X.
4.1.2 Eﬀects of Carathe´odory’s construction on positive Borel measures
Let (X, d) be an open set and μ be a positive Borel σ–ﬁnite measure on X. Let C be the set of
closed balls and let p be the pre-measure deﬁned in C by,
p : C → [0,+∞]
B → μ(B) (4.2)
Let μp,∗ be the metric outer measure obtained by Carathe´odory’s metric construction applied to (C, p)
and then μp the Borel measure associated with μp,∗. Then, the following question arises.
Question 4.3. Do we have μp = μ? In other terms, can we recover the initial measure by Carathe´o-
dory’s Method II?
The following lemma shows one of the two inequalities needed to positively answer Question 4.3.
Lemma 4.5. Let (X, d) be an open set and μ be a positive Borel measure on X. Then, in the same
notations as above, we have μ  μp.
Proof. Let A ⊂ X be a Borel set, we have to show that μ(A)  μp(A) = μp,∗(A). This inequality
relies only on the deﬁnition of μpδ as an inﬁmum. Indeed, let δ > 0, then for any η > 0 there exists a
countable collection of closed balls (Bηj )j∈N ⊂ Cδ such that
A ⊂
⋃
j
Bηj and μ
p
δ(A) 
∞∑
j=1
p(Bηj )− η ,
so that
μpδ(A) + η 
∞∑
j=1
p(Bηj ) =
∞∑
j=1
μ(Bηj )  μ
(⋃
j
Bηj
)
 μ(A) .
Letting η → 0 and then δ → 0 leads to μ(A)  μp(A).
The other inequality is not true in general. We need extra assumptions on (X, d) ensuring that
open sets are “well approximated” by closed balls, that is, we need some speciﬁc covering property.
In Rn with the Euclidean norm, this approximation of open sets by disjoint unions of balls is provided
by Besicovitch Theorem, which we recall here:
Theorem 4.6 (Besicovitch Theorem, see Corollary 1 p. 35 in [EG92]). Let μ be a Borel measure on
R
n and consider any collection F of non degenerated closed balls. Let A denote the set of centers of
the balls in F . Assume μ(A) < +∞ and that
inf {r > 0 |Br(a) ∈ F} = 0 ∀ a ∈ A .
Then, for every open set U ∈ Rn, there exists a countable collection G of disjoint balls in F such that⊔
B∈G
B ⊂ U and μ
(
(A ∩ U)−
⊔
B∈G
B
)
= 0 .
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A generalization of Besicovitch Theorem for metric measure spaces is due to Federer, under a
geometric assumption involving the distance function.
Deﬁnition 4.5 (Directionally limited distance, see 2.8.9 in [Fed69]). Let (X, d) be a metric space,
A ⊂ X and ξ > 0, 0 < η  13 , ζ ∈ N∗. The distance d is said to be directionally (ξ, η, ζ)–limited at A
if the following holds. Take any a ∈ A and B ⊂ A ∩
(
B◦ξ (a) \ {a}
)
, such that
d(x, c)
d(a, c)
 η (4.3)
for all b, c ∈ B and all x ∈ X, such that b 
= c, d(a, x) = d(a, c), d(b, x) = d(a, b) − d(a, c) and
d(a, b)  d(a, c). Then cardB  ζ.
Let us say a few words about this deﬁnition. If (X, | · |) is a Banach space with strictly convex
norm, then the above relations involving x imply that
x = a+
|a− c|
|a− b|(b− a) ,
hence in this case (4.3) is equivalent to
d(x, c)
d(a, c)
=
∣∣∣∣ c− a|c− a| − b− a|b− a|
∣∣∣∣  η .
Consequently, if X is ﬁnite-dimensional, and thanks to the compactness of the unit sphere, for a given
η there exists ζ ∈ N such that (X, | · |) is directionally (ξ, η, ζ)-limited for all ξ > 0. Hereafter we
provide two examples of metric spaces that are not directionally limited.
Example 4.1. Consider in R2 the union X of a countable number of half-lines, joining at the same
point a. Then the geodesic metric d induced on X by the ambient metric is not directionally limited
at {a}.
Indeed let B = X ∩ {y : d(a, y) = ξ}, let b and c ∈ B lying in two
diﬀerent lines, at the same distance d(a, b) = d(a, c) = ξ of a. Then
x ∈ X such that d(a, x) = d(a, c) = ξ and d(b, x) = d(a, b)− d(a, c) = 0
implies x = b and thus
d(x, c)
d(a, c)
=
d(b, c)
ξ
=
2ξ
ξ
= 2 .
but cardB is not ﬁnite.
Example 4.2. If X is a separable Hilbert space and B = (ek)k∈N a Hilbert basis, a ∈ H and b =
a + ej , c = a + ek ∈ a + B, the Hilbert norm is strictly convex so that d(a, x) = d(a, c), d(b, x) =
d(a, b)− d(a, c) uniquely deﬁne x as
x = a+
|ek|
|ej | ej = b and
d(x, c)
d(a, c)
= |ek − ej | = 2  η
for all η  13 and card(a+B) is inﬁnite. Therefore H is not directionally limited (anywhere).
We can now state the generalized versions of Besicovitch Covering Lemma and Besicovitch The-
orem for directionally limited metric spaces.
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Theorem 4.7 (Generalized Besicovitch Covering Lemma, see 2.8.14 in [Fed69]). Let (X, d) be a
separable metric space directionally (ξ, η, ζ)–limited at A ⊂ X. Let 0 < δ < ξ2 and F be a family of
closed balls of radii less than δ such that each point of A is the center of some ball of F . Then, there
exists 2ζ + 1 countable subfamilies of F of disjoint closed balls, G1, . . . ,G2ζ+1 such that
A ⊂
2ζ+1⋃
j=1
⊔
B∈Gj
B .
Remark 4.1. In Rn endowed with the Euclidean norm it is possible to take ξ = +∞ and ζ only
dependent on η and n. If we ﬁx η = 13 , then ζ = ζn only depends on the dimension n.
Theorem 4.8 (Generalized Besicovitch Theorem, see 2.8.15 in [Fed69]). Let (X, d) be a separable
metric space directionally (ξ, η, ζ)–limited at A ⊂ X. Let F be a family of closed balls of X satisfying
inf {r > 0 |Br(a) ∈ F} = 0, ∀ a ∈ A , (4.4)
and let μ be a positive Borel measure on X, ﬁnite on bounded sets. Then, for any open set U ⊂ X
there exists a countable disjoint family G of F such that
⊔
B∈G
B ⊂ U and μ
(
(A ∩ U)−
⊔
B∈G
B
)
= 0 .
We can now prove the coincidence of the initial measure and the reconstructed measure under the
assumptions of Theorem 4.8.
Proposition 4.9. Let (X, d) be a separable metric space directionally (ξ, η, ζ)–limited at X. Let μ
be a positive Borel measure on X, ﬁnite on bounded sets. Let C be the family of closed balls in X
and let p be the pre-measure deﬁned in C by (4.2). Denote by μp,∗ the metric outer measure obtained
by Carathe´odory’s metric construction applied to (C, p) and by μp the Borel measure associated with
μp,∗. Then μp is ﬁnite on bounded sets and μp = μ.
Proof. Step one. We prove that μp,∗ is ﬁnite on bounded sets. First we recall that by Theorem 4.4
μp,∗ is a metric outer measure, then thanks to Theorem 4.1 μp is a Borel measure. Moreover, μ is
ﬁnite on bounded sets, let us prove that μp is ﬁnite on bounded sets. Let A ⊂ X be a bounded Borel
set and apply Besicovitch Covering Lemma (Theorem 4.7) with the family
Fδ = {B = Br(x) closed ball : x ∈ A and diamB  δ} ,
to get 2ζ + 1 countable subfamilies Gδ1 . . . ,Gδ2ζ+1 of disjoint balls in F such that
A ⊂
2ζ+1⋃
j=1
⊔
B∈Gδj
B .
Therefore,
μpδ(A) 
2ζ+1∑
j=1
∑
B∈Gδj
p(B) 
2ζ+1∑
j=1
μ
⎛⎜⎝ ⊔
B∈Gδj
B
⎞⎟⎠  (2ζ + 1)μ(A+Bδ(0))  (2ζ + 1)μ(A+B1(0)) ,
where A+B1(0) =
⋃
x∈AB1(x) is bounded, thus μ(A+B1(0)) < +∞ and hence for all 0 < δ < 1
μpδ(A)  (2ζ + 1)μ(A+B1(0)) < +∞ ,
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whence μp,∗(A) < +∞.
Step two. We now prove that for any open set U ⊂ X it holds μp(U)  μ(U). Let U ⊂ X be an
open set and let δ > 0 be ﬁxed. Consider the collection of closed balls
Cδ = {Br(x) | x ∈ U, 0 < 2r  δ} .
The family Cδ satisﬁes the assumption (4.4), thus we can apply Theorem 4.8 to μp and get a countable
collection Gδ of disjoint balls in Cδ such that
⊔
B∈Gδ
B ⊂ U and μp(U) = μp
⎛⎝ ⊔
B∈Gδ
B
⎞⎠ .
However we also have
μpδ
⎛⎝ ⊔
B∈Gδ
B
⎞⎠  ∑
B∈Gδ
p(B) =
∑
B∈Gδ
μ(B) = μ
⎛⎝ ⊔
B∈Gδ
B
⎞⎠  μ(U) . (4.5)
By taking A =
⋂
countable
δ↓0
⎛⎝ ⊔
B∈Gδ
B
⎞⎠ we obtain μp(U) = μp(A) and for any δ > 0, A ⊂ ⊔
B∈Gδ
B. Thus,
thanks to (4.5),
μpδ(A)  μ
p
δ
⎛⎝ ⊔
B∈Gδ
B
⎞⎠  μ(U) ⇒ μp(U) = μp(A)  μ(U) .
This shows that μp(U)  μ(U), as wanted.
Step three. Since μ and μp are Borel measures, ﬁnite on bounded sets, they are also outer regular
(see Theorem 4.3), then for any Borel set B ⊂ X, and owing to Step two, it holds
μp(B) = inf{μp(U) | U open, B ⊂ U}
 inf{μ(U) | U open, B ⊂ U} = μ(B) .
Coupling this last inequality with Lemma 4.5 we obtain μp = μ.
4.1.3 Carathe´odory’s construction for a signed measure
We recall that a Borel signed measure μ on (X, d) is an extended real-valued set function μ :
B(X) → [−∞,+∞] such that μ(∅) = 0 and, for any sequence of disjoint Borel sets (Ak)k, one has
∞∑
k=1
μ(Ak) = μ
( ∞⋃
k=1
Ak
)
. (4.6)
Remark 4.2. Notice that when μ
( ∞⋃
k=1
Ak
)
is ﬁnite, its value does not depend on the arrangement
of the Ak, therefore the series on the right hand side of (4.6) is commutatively convergent, thus
absolutely convergent. In particular, if we write the Hahn decomposition μ = μ+ − μ−, with μ+ and
μ− being two non-negative and mutually orthogonal measures, then μ+(X) and μ−(X) cannot be
both +∞.
The question is now the following:
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Question 4.4. Let (X, d) be a metric space, separable and directionally (ξ, η, ζ)–limited at X, and
let μ be a Borel signed measure, ﬁnite on bounded sets. Is it possible to recover μ from its values on
closed balls by some Carathe´odory-type construction?
The main diﬀerence with the case of a positive measure is that μ is not monotone and thus
the previous construction is not directly applicable. A simple idea could be to rely on the Hahn
decomposition of μ: indeed, μ+ and μ− are positive Borel measures, and since one of them is ﬁnite,
both are ﬁnite on bounded sets (recall that μ is ﬁnite on bounded sets by assumption). Once again, we
cannot directly apply Carathe´odory’s construction to μ+ or μ− since we cannot directly reconstruct
μ+(B) and μ−(B) simply knowing μ(B) for any closed balls B. We thus try to apply Carathe´odory’s
construction not with μ+(B), but with (μ(B))+, where a+ (resp. a−) denote the positive part
max(a, 0) (resp. the negative part max(−a, 0)) for any a ∈ R. To be more precise, we state the
following deﬁnition.
Deﬁnition 4.6. Let μ be a Borel signed Radon measure in X. We deﬁne
p+ : C −→ R+ and p− : C −→ R+
B −→ (μ(B))+ B −→ (μ(B))− .
Then according to Carathe´odory’s construction, we deﬁne the metric outer measure μp+,∗ such that
for any A ⊂ X,
μp+,∗(A) = lim
δ→0
μ
p+,∗
δ (A) = limδ→0
inf
{ ∞∑
i=0
p+(Ai)
∣∣∣∣A ⊂ ⋃
i∈N
Ai, ∀i, Ai ∈ Cδ
}
.
Similarly we deﬁne μp−,∗ and then call μp+ and μp− the Borel measures associated with μp+,∗ and
μp−,∗. Finally, we set μp = μp+ − μp− .
Theorem 4.10. Let (X, d) be a metric space, separable and directionally (ξ, η, ζ)–limited at X and
let μ = μ+ − μ− be a Borel signed measure on X, ﬁnite on bounded sets. Let μp = μp+ − μp− be as
in Deﬁnition 4.6. Then μp = μ.
Proof. We observe that μp+ and μp− are Borel measures: indeed, by construction they are metric
outer measures and Carathe´odory criterion implies then that these are Borel. Furthermore, for any
closed ball B ∈ C, if we set p(μ+)(B) = μ+(B), then
p+(B) = (μ(B))+  μ+(B) = p(μ+)(B) and p−(B) = (μ(B))−  μ−(B) ,
thus by construction, μp+,∗  μp(μ+),∗ and then
μp+  μp(μ+) = μ+ thanks to Proposition 4.9 .
In the same way we can show that μp−  μ−. In particular, μp+ and μp− are ﬁnite on bounded sets,
as it happens for μ+ and μ−.
Let now A ⊂ X be a Borel set. It remains to prove that μp+(A) = μp+,∗(A)  μ+(A) (and the same
for μp−). We argue exactly as in the proof of Lemma 4.5. Let δ > 0, then for any η > 0 there exists a
countable collection of closed balls (Bηj )j∈N ⊂ Cδ such that A ⊂
⋃
j B
η
j and μ
p+
δ (A) 
∞∑
j=1
p+(B
η
j )− η
so that
μ
p+,∗
δ (A) + η 
∞∑
j=1
p+(B
η
j ) =
∞∑
j=1
(
μ(Bηj )
)
+

∞∑
j=1
μ(Bηj )  μ
⎛⎝⋃
j
Bηj
⎞⎠  μ(A) .
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Letting η → 0 and then δ → 0 gives
μ(A)  μp+,∗(A) = μp+(A) . (4.7)
Recall that in Hahn decomposition, μ+ and μ− are mutually singular so that there exists a Borel set
P ⊂ X such that, for any Borel set A,
μ+(A) = μ(P ∩A) and μ−(A) = μ(A ∩ (X − P )) .
Thanks to (4.7) we already know that μ  μp+ , therefore we get μ+(A) = μ(P ∩A)  μp+(P ∩A) 
μp+(A) for any Borel set A. We ﬁnally infer that μp+ = μ+, μp− = μ−, i.e., that μp = μ.
Remark 4.3. If μ is a vector-valued measure on X, with values in a ﬁnite vector space E, we can
apply the same construction componentwise.
4.2 Recovering measures from approximate values on balls
We now want to reconstruct a measure μ, not from its exact values on balls, but from approximate
values of the form
q(Br(x)) =
1
r
∫ r
s=0
μ(Bs(x)) ds . (4.8)
More precisely:
Question 4.5. Let (X, d) be a separable metric space, directionally (ξ, η, ζ)–limited at X and let μ
be a positive Borel measure on X. Is it possible to reconstruct μ from q, possibly up to multiplicative
constants? and what can be done in case μ is not positive?
In section 4.2.1 below we explain with a simple example involving a Dirac mass why Carathe´odory’s
construction does not allow to recover μ from q deﬁned as in (4.8). Then we deﬁne a packing
construction of a measure, that is in some sense dual to the one by Carathe´odory, and we show that
in Rn it produces a measure equivalent to the initial one.
4.2.1 Why Carathe´odory’s construction is not well-suited
Let us consider a Dirac mass μ = δx in R
n and compute
q(Br(y)) =
1
r
∫ r
s=0
μ(Bs(y)) ds
for a ball Br(y) containing x. First of all, for any r > 0,
q(Br(x)) =
1
r
∫ r
s=0
δx(Bs(x)) ds =
1
r
∫ r
s=0
1 ds = 1 .
If now y is at distance η from x for some 0 < η < r, we have
q(Br(y)) =
1
r
∫ r
s=0
δx(Bs(y)) ds =
1
r
∫ r
s=η
1 ds =
r − η
r
.
Therefore, q(Br(y)) → 0 as d(x, y) → r. We can thus ﬁnd a covering made by a single ball of radius
less than r for which μqr({x}) is as small as we wish. This shows that Carathe´odory’s construction
produces the zero measure.
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(a) Bad covering of a
Dirac mass
(b) Bad covering of a curve
More generally, as soon as it is possible to cover with small balls such that the mass of the measure
inside each ball is close to the boundary, there is a loss of mass at the end of Carathe´odory’s construc-
tion. For instance, take μ = H1|Γ, where Γ ⊂ Rn is a curve of length LΓ and H1 is the 1-dimensional
Hausdorﬀ measure in Rn, then cover Γ with a family of closed balls Bδ of radii δ with centers at
distance η from Γ. Assuming that no portion of the curve is covered more than twice, then∑
B∈Bδ
q(B) =
∑
k
1
δ
∫ δ
s=0
μ(Bs(xk)) =
∑
k
1
δ
∫ δ
s=η
μ(Bs(xk)) ds
 δ − η
δ
∑
k
μ(Bδ(xk))
 2LΓ
δ − η
δ
−−−→
δ→0
0 ,
with η = δ − δ2 for instance.
The same phenomenon cannot be excluded by blindly centering balls on the support of the measure
μ. Indeed, take a line D with a Dirac mass on it at a point x in R2, so that μ = H1|D + δx. Then,
by centering the balls on the support of μ, we may recover the line, but not the Dirac mass, for the
same reason as before. We thus understand that the position of the balls should be optimized in order
to avoid the problem. For this reason we consider an alternative method, based on a packing-type
construction.
Figure 4.1: Bad covering with balls centered on the support of the measure
4.2.2 A packing-type construction
Because of the phenomenon appearing in the previous examples with Carathe´odory’s construction,
we need to optimize the position of the centers of the balls. The idea is to consider a kind of dual
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construction, that is, to take a supremum over ”ﬁllings” rather than an inﬁmum over coverings. To
this aim we deﬁne the notion of packing.
Deﬁnition 4.7 (Admissible packing). Let (X, d) be a separable metric space and U ⊂ X be an open
set. We say that F is an admissible packing of U of order δ if F is a countable family of disjoint
closed balls whose radius is less than δ and such that⊔
B∈F
B ⊂ U .
Deﬁnition 4.8 (Packing construction of measures). Let (X, d) be a separable metric space and let q
be a non-negative set function deﬁned on closed balls, such that q(∅) = 0. Let U ⊂ X be an open set
and ﬁx δ > 0. We set
μˆqδ(U) := sup
{∑
B∈F
q(B) : F is an admissible packing of order δ of U
}
and, in a similar way as in Carathe´odory construction, deﬁne
μˆq(U) = lim
δ→0
μˆqδ(U) = infδ>0
μˆqδ(U)
and note that δ′  δ implies μˆqδ′(U)  μˆ
q
δ(U). Then, μˆ
q can be extended to all A ⊂ X by setting
μˆq(A) = inf {μˆq(U) : A ⊂ U, U open set} .
The main diﬀerence between Deﬁnition 4.8 and Carathe´odory’s construction is that the set func-
tion μˆq is not automatically an outer measure: it is monotone but not sub-additive in general. In
order to ﬁx this problem we may apply the construction of outer measures, known as Munroe Method
I, to the set function μˆq restricted to the class of open sets. This amounts to setting, for any A ⊂ X,
μ˜q(A) = inf
{∑
n∈N
μˆq(Un) : A ⊂
⋃
n∈N
Un, Un open set
}
.
One can check that μ˜q is an outer measure.
Remark 4.4. The construction above is very similar to the one introduced in [TT85] for measures in
R
n. In that paper, starting from a given pre-measure q, a so-called packing pre-measure is deﬁned
for any E ⊂ Rn as
(q − P )(E) = lim sup
δ→0
{∑
B∈B
q(B) : B is a packing of order δ of E, B ⊂ {B◦r (x) : x ∈ E, r > 0}
}
.
(q−P )(E) coincides with μˆq on open sets (actually, open balls are considered in the deﬁnition, which
is not important in the Euclidean Rn if one deals with Radon measures). Then, from this packing pre-
measure, the authors deﬁne a packing measure μq−P , applying Carathe´odory’s construction, Method
I, to q − P on Borel sets. To be precise, for any A ⊂ Rn,
μq−P (A) = inf
{ ∞∑
k=1
(q − P )(Ak) : Ak ∈ B(Rn), A ⊂
⋃
k
Ak
}
.
The outer measure μ˜q is constructed in a very similar way to μq−P .
98
We will prove in Proposition 4.11 that, for the class of set functions q we are focusing on, μˆq is
already a Borel outer measure, that is, μˆq = μ˜q.
Remark 4.5. In order to show that μˆq = μ˜q, it is enough to prove the sub-additivity of μˆq in the
class of open sets. Indeed, the inequality μ˜q(A)  μˆq(A) comes directly from the fact that minimizing
μˆq(U) over U open such that A ⊂ U is a special case of minimizing ∑k μˆq(Uk) among countable
families of open sets Uk such that A ⊂
⋃
k Uk. Assuming in addition that μˆ
q is sub-additivite on open
sets implies that for any countable family of open sets (Uk)k such that A ⊂
⋃
k Uk,
μˆq(A)  μˆq(
⋃
k
Uk) 
∑
k
μˆq(Uk) .
By deﬁnition of μ˜q, taking the inﬁmum over such families leads to μˆq(A)  μ˜q(A).
Proposition 4.11. Let (X, d) be a separable metric space and let μ be a Borel positive measure on
X. Let q be the pre-measure associated with μ, deﬁned on the class C of closed balls contained in X
by
q(Br(x)) =
1
r
∫ r
s=0
μ(Bs(x)) ds ∀Br(x) ⊂ X .
Assume that μ is ﬁnite on bounded sets, then, for any countable family (Ak)k ⊂ X satisfying
μˆq (
⋃
k Ak) < +∞, one has
μˆq
(⋃
k∈N
Ak
)

∑
k∈N
μˆq(Ak) (4.9)
In particular, if μ is ﬁnite, then μˆq is an outer measure.
Proof. Step 1. We ﬁrst prove (4.9) for open sets. Given a countable family (Uk)k of open subsets of
X, such that
∑
k μ(Uk) < +∞, we show that
μˆq
(⋃
k∈N
Uk
)

∑
k∈N
μˆq(Uk) . (4.10)
Let ε > 0, then for all k ∈ N we deﬁne
U εk = {x ∈ Uk : d(x,X − Uk) > ε} .
Let 0 < δ < ε2 be ﬁxed. If B is a closed ball such that diamB  2δ and B ⊂
⋃
k U
ε
k , then there exists
k0 such that B ⊂ Uk0 . Indeed, B = Bδ(x) and there exists k0 such that x ∈ U εk0 and thus
Bδ(x) ⊂ U ε−δk0 ⊂ U
ε
2
k0
⊂ Uk0 .
Of course the inclusion B ⊂ Uk0 remains true for any closed ball B with diamB  2δ. Therefore any
admissible packing B of
⋃
k
U εk of order δ  ε2 can be decomposed as the union of a countable family
of admissible packings B = ⊔k Bk, where Bk is an admissible packing of Uk of order δ. Thus for any
δ < ε2 , ∑
B∈B
q(B) =
∑
k
∑
B∈Bk
q(B)
and therefore, taking the supremum over all such packings B of
⋃
k
U εk , we get
μˆqδ
(⋃
k
U εk
)

∑
k
μˆqδ(Uk) .
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Figure 4.2: Sub-additivity for packing construction
Then, taking the inﬁmum over δ > 0 and then the supremum over ε > 0 gives
sup
ε>0
μˆq
(⋃
k
U εk
)
 inf
δ>0
∑
k∈N
μˆqδ(Uk) . (4.11)
We now want to prove that
sup
ε>0
μˆq
(⋃
k∈N
U εk
)
= μˆq
(⋃
k∈N
Uk
)
. (4.12)
Let B be an admissible packing of
⋃
k
Uk of order δ <
ε
2 . We have
∑
B∈B
q(B) =
∑
B∈B
B⊂⋃k Uεk
q(B) +
∑
B∈B
B ⊂⋃k Uεk
q(B) . (4.13)
Notice that since 2δ < ε, for any B ∈ B, if B 
⊂
⋃
k
U εk then B ⊂
⋃
k
Uk \
⋃
k
U2εk . Since
q(B) = q(Br(x)) =
1
r
∫ r
s=0
μ(Bs(x)) ds  μ(Br(x)) = μ(B) ,
we get
∑
B∈B
B ⊂⋃k Uεk
q(B) 
∑
B∈B
B ⊂⋃k Uεk
μ(B) = μ
⎛⎜⎜⎝ ⊔
B∈B
B ⊂⋃k Uεk
B
⎞⎟⎟⎠  μ
(⋃
k
Uk \
⋃
k
U2εk
)
. (4.14)
Owing to the fact that
⋃
k
Uk =
⋃
countable
ε>0
⋃
k
U2εk is decreasing in ε, we have that
μ
(⋃
k
Uk \
⋃
k
U2εk
)
−−−→
ε→0
0 (4.15)
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as soon as μ(
⋃
k Uk) < +∞, which is true under the assumption
∑
k μ(Uk) < +∞. Therefore, by(4.13),
(4.14) and (4.15) we infer that
∑
B∈B
q(B) 
∑
B∈B
B⊂⋃k Uεk
q(B) + μ
(⋃
k
Uk \
⋃
k
U2εk
)
. (4.16)
Taking the supremum in (4.16) over all admissible packings B of order δ of ⋃k Uk, we get
μˆqδ
(⋃
k
Uk
)
 sup
⎧⎪⎪⎨⎪⎪⎩
∑
B∈B
B⊂⋃k Uεk
q(B) : B is a packing of
⋃
k
Uk order δ
⎫⎪⎪⎬⎪⎪⎭+ μ
(⋃
k
Uk \
⋃
k
U2εk
)
 μˆqδ
(⋃
k
U εk
)
+ μ
(⋃
k
Uk \
⋃
k
U2εk
)
,
Then taking the limit as δ → 0 we obtain
μˆq
(⋃
k
Uk
)
 μˆq
(⋃
k
U εk
)
+ μ
(⋃
k
Uk \
⋃
k
U2εk
)
and ﬁnally, letting ε → 0, we prove that
μˆq
(⋃
k
Uk
)
= lim
ε→0
μˆq
(⋃
k
U εk
)
, (4.17)
that is, (4.12).
We now turn to the right hand side of (4.11). For ﬁxed k, μˆqδ(Uk) is decreasing when δ ↓ 0,
therefore
lim
δ↓0
∑
k
μˆqδ(Uk) =
∑
k
lim
δ↓0
μˆqδ(Uk) =
∑
k
μˆq(Uk) (4.18)
provided that
∑
k μˆ
q
δ(Uk) is ﬁnite for some δ > 0. But, since q(B)  μ(B), μˆ
q
δ(Uk)  μ(Uk) for all k
so that
∑
k μˆ
q
δ(Uk) 
∑
k μ(Uk) < +∞. Finally, thanks to (4.11) , (4.17) and (4.18) we obtain the
countable sub-additivity for open sets (4.10).
Step 2. Let (Ak)k be a countable family of disjoint sets such that μ (
⊔
k Ak) < +∞. We shall
prove that
μˆq
(⊔
k
Ak
)

∑
k
μˆq(Ak) . (4.19)
Being μ a Borel measure, ﬁnite on bounded sets, let (Uk)k be a family of open set such that, by outer
regularity (Theorem 4.3) and for any k,
Ak ⊂ Uk and μ(Uk)  μ(Ak) + 1
2k
,
so that
∑
μ(Uk) 
∑
μ(Ak) + 2 < +∞. By (4.10) we thus ﬁnd
μˆq
(⊔
k
Ak
)
 μˆq
(⋃
k
Uk
)

∑
k
μˆq(Uk) .
Taking the inﬁmum over such families of open sets (Uk)k leads to the required inequality (4.19).
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Step 3. The case of a countable family (Ak)k such that μ (
⋃
k Ak) < +∞ is obtained from Step
2, by the classical process to make the family disjoint, deﬁning for all k, Bk ⊂ Ak by
Bk = Ak −
k−1⋃
i=1
Ai .
The family (Bk)k is disjoint and
⊔
k∈N
Bk =
⋃
k∈N
Ak so that thanks to Step 2 (4.19),
μˆq
(⋃
k
Ak
)
= μˆq
(⊔
k
Bk
)

∑
k
μˆq(Bk) 
∑
k
μˆq(Ak) .
Remark 4.6. Notice that the fact that μ is ﬁnite on bounded sets is not used in Step 1, to get the
sub-additivity on open sets, provided that
∑
k
μ(Uk) < +∞.
In order to have the countable sub-additivity of μˆq (in the case where μ is not assumed to be ﬁnite),
we want to show that
∑
k μ(Uk) = +∞ implies
∑
k μˆ
q(Uk) = +∞. If so, either
∑
k μ(Uk) < +∞ and
the sub-additivity is given by Proposition 4.11, or
∑
k μˆ
q(Uk) = +∞ and the sub-additivity is clear.
Thus we try to estimate μˆq from above, comparing it to μ. The main problem is that
1
r
∫ r
s=0
μ(Bs(x)) ds  Cμ(Br(x))
is generally false. Nevertheless, we still have this kind of lower control thanks to a smaller ball:
1
r
∫ r
s=0
μ(Bs(x)) ds 
1
2
μ
(
B r
2
(x)
)
.
But once again, unless we know the measure μ is doubling, the following control μ(B)  Cμ(2B) does
not hold for any ball B. Nevertheless, by comparing μ with a doubling measure, we will prove that
it holds for enough balls, so that we can choose admissible packings among these balls.
Proposition 4.12. Let μ be a positive Borel measure in an open set Ω ⊂ Rn. Let
A0 =
{
x ∈ Ω : lim inf
r→0
μ(Br(x))
Ln(Br(x)) = 0
}
and A+ =
{
x ∈ Ω : 0 < lim inf
r→0
μ(Br(x))
Ln(Br(x))  +∞
}
.
Then
(i) For all x ∈ A+, either μ(Br(x)) = +∞ for all r > 0, or
lim sup
r→0
μ(Br(x))
μ(B2r(x))
 1
2n
.
(ii) μ(A0) = 0.
Consequently, for μ–almost any x ∈ Ω, if R > 0 then there exists r  R such that
μ(Br(x)) 
1
2n+1
μ(B2r(x)) .
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In some sense, the ratio
μ(Br(x))
μ(B2r(x))
measures the “diﬀusion” of μ. In the proof, we formalize the
idea that in Rn, Lebesgue measure of a ball of radius is of order rn,
Ln(Br(x))
Ln(B2r(x)) =
1
2n
,
and it is not possible for a positive Radon measure (ﬁnite on compact sets) to be substantially more
diﬀused.
Proof. Step 1. Let x ∈ A+. By monotonicity, either μ(Br(x)) = +∞ for all r > 0 and then
μ(Br(x))  2−n−1μ(B2r(x)) is trivial, or there exists some R such that, for all r  R, μ(Br(x)) < +∞.
In this case the function deﬁned by
f(r) =
μ(Br(x))
Ln(Br(x))
is non-negative and ﬁnite for r small enough. Moreover, since x ∈ A+, lim infr→0 f(r) > 0. Let us
prove that
lim sup
r→0
f(r)
f(2r)
 1 . (4.20)
Assume by contradiction that lim sup
r→0
f(r)
f(2r)
< 1, then there exists r0 > 0 and 0 < α < 1 such that for
all r  r0, f(r)  αf(2r). Consider now the sequence (rk)k deﬁned by rk = 2−kr0. Then rk → 0 and
f(rk)  αf(2rk) = αf(rk−1)  αkf(r0) −−−→
k→∞
0
which contradicts lim infr→0 f(r) > 0. Let us then decompose
μ(Br(x))
μ(B2r(x))
=
f(r)
f(2r)
Ln(Br(x))
Ln(B2r(x))︸ ︷︷ ︸
=2−n
so that
lim sup
r→0
μ(Br(x))
μ(B2r(x))
 1
2n
lim sup
r→0
f(r)
f(2r)
 1
2n
,
that is, a contradiction. This proves (4.20).
Step 2. Let us show that μ(A0) = 0. Assume that Ln(Ω) < +∞ and let ε > 0. Consider
Fε = {B ⊂ Ω |B = Br(a), a ∈ A0 and μ(B)  εLn(B)} .
Let a ∈ A0 be ﬁxed. Since lim inf
r→0
μ(Br(x))
Ln(Br(x)) = 0, there exists r > 0 such that Br(a) ∈ Fε. Every
point in A0 is the center of some ball in Fε, so that we can apply Besicovitch Covering Lemma and
obtain ζn countable families G1, . . .Gζn of disjoint balls in Fε, such that
A0 ⊂
ζn⋃
j=1
⊔
B∈Gj
B .
Therefore
μ(A0) 
ζn∑
j=1
∑
B∈Gj
μ(B)︸ ︷︷ ︸
εLn(B)
 ε
ζn∑
j=1
Ln
⎛⎝ ⊔
B∈Gj
B
⎞⎠  εζnLn(Ω) .
Hence μ(A0) = 0 if Ln(Ω) < +∞. Otherwise, replace Ω by Ω ∩ B◦k(0) to obtain that for any k ∈ N,
μ(A0 ∩B◦k(0)) = 0, then let k → ∞ to conclude that μ(A0) = 0.
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Remark 4.7. We make a couple of observations about Proposition 4.12. First, in the proof we make a
systematic use of two properties of Lebesgue measure, i.e., that it is doubling (
Ln(Br(x))
Ln(B2r(x)) is bounded
from below by a universal constant) and that supp ν ⊂ suppLn = Rn. Therefore, the same argument
could be applied with another measure satisfying the two properties above, even in a more general,
separable and directionally limited metric space. Second, it is possible to replace
μ(Br(x))
μ(B2r(x))
and
1
2n
by
μ(Bθr(x))
μ(Br(x))
and θn.
Corollary 4.13 (Besicovitch with doubling balls). Let Ω ⊂ Rn be an open set, let μ be a positive
Borel measure in Ω and for δ > 0, let
Fδ =
{
B closed ball ⊂ Ω : μ(B)  1
2n+1
μ(2B) and diamB  2δ
}
.
Let A ⊂ Ω and FAδ = {B ∈ Fδ : B = Br(a) with a ∈ A}. Then there exist A0 ⊂ Ω and ζn ∈ N
countable subfamilies of FAδ of disjoint closed balls, G1, . . .Gζn such that
A ⊂ A0 ∪
ζn⋃
j=1
⊔
B∈Gj
B and μ(A0) = 0 .
Moreover, if μ(A) < +∞, then for any open set U ⊂ Rn, there exists a countable collection G of
disjoint balls in FAδ such that
⊔
B∈G
B ⊂ U and μ
(
(A ∩ U)−
⊔
B∈G
B
)
= 0 .
Proof. Thanks to Proposition 4.12, we know that for μ–almost every x ∈ Ω, for any 0 < R < δ, there
exists r  R such that Br(x) ∈ Fδ so that for μ–almost any x ∈ Ω,
inf {r |Br(x) ∈ Fδ} = 0 .
The conclusion follows from Besicovitch Covering Lemma and Theorems 4.6 and 4.7.
We can now prove that μˆq and μ are equivalent on Borel sets.
Proposition 4.14. Let Ω ⊂ Rn be an open set, let μ be a positive Borel measure in Ω and let μˆq
be deﬁned as in Deﬁnition 4.8 starting from the pre-measure q deﬁned in (4.8). Then there exists a
constant Cn only depending on the dimension such that for any open set U ⊂ Ω,
1
Cn
μ(U)  μˆq(U)  μ(U) .
Consequently, for any Borel set A ⊂ Ω we have
1
Cn
μ(A)  μˆq(A)  inf{μ(U) |A ⊂ U open set } .
If moreover μ is outer regular (for instance, if μ is bounded on open sets) then
1
Cn
μ(A)  μˆq(A)  μ(A) .
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Proof. Let U ⊂ Ω be an open set, the inequality μˆq(U)  μ(U) is just a consequence of the fact that
for any closed ball B, q(B)  μ(B). Now let us prove the other inequality.
(i) Case μ(U) < +∞. Let δ > 0, then we can apply Corollary 4.13 (Besicovitch with doubling
balls) to get a countable family Gδ of disjoint balls of
FUδ =
{
B = Br(x) closed ball ⊂ Ω : x ∈ U, μ(B)  1
2n+1
μ(2B) and diamB  2δ
}
such that
μ(U) = μ
⎛⎝ ⊔
B∈Gδ
B
⎞⎠ and ⊔
B∈Gδ
B ⊂ U .
Therefore
μˆqδ(U) 
∑
B∈Gδ
q(B) =
∑
j
1
rj
∫ rj
r=0
μ(Br(xj)) dr 
∑
j
1
2
μ(B rj
2
(xj))
 1
2
∑
j
1
2n+1
μ(Brj (xj)) =
1
2n+2
μ
⎛⎝ ⊔
B∈Gδ
B
⎞⎠ = 1
Cn
μ(U) ,
with Cn = 2
n+2. Letting δ → 0 gives μˆq(U)  1
Cn
μ(U).
(ii) If μ(U) = +∞. Let δ > 0, then applying Corollary 4.13 (Besicovitch with doubling balls) with
FUδ ∩ {B |B ⊂ U} ,
gives ζn countable families G1δ , . . . ,Gζnδ of balls in Fδ ∩ {B |B ⊂ U} such that
U ⊂ U0 ∪
ζn⋃
j=1
⊔
B∈Gjδ
B with μ(U0) = 0 .
So that
ζn∑
j=1
μ
⎛⎜⎝ ⊔
B∈Gjδ
B
⎞⎟⎠  μ(U) = +∞ .
Consequently there exists j0 ∈ {1, . . . , ζn} such that μ
(⊔
B∈Gj0δ
B
)
= +∞. Therefore we have
the same estimate as in the case μ(U) < +∞:
μˆqδ(U) 
∑
B∈Gj0δ
q(B) =
∑
l
1
rl
∫ rl
r=0
μ(Br(xl)) dr 
∑
l
1
2
μ(B rl
2
(xl))
 1
2
∑
l
1
2n+1
μ(Brl(xl)) = Cnμ
⎛⎜⎝ ⊔
B∈Gj0δ
B
⎞⎟⎠ = +∞ .
Hence μˆq(U) = +∞.
Corollary 4.15. Under the assumptions of Proposition 4.14, μˆq is countably sub-additive.
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Proof. Let (Ak)k be a countable collection of subsets of Ω. If
∑
k
μ (Ak) = +∞, by Proposition 4.14
we get μ(Ak)  Cnμˆq(Ak) for all k, therefore∑
k
μˆq(Ak) 
1
Cn
∑
k
μ(Ak) = +∞ ,
whence the countable sub-additivity follows. Recall that if
∑
k
μ (Ak) < +∞ and Ak are open sets
then countable sub-additivity was proved in Proposition 4.11, without the assumption of ﬁniteness on
bounded sets. It remains to check the case
∑
k
μ (Ak) < +∞, for any Borel sets Ak. For any family
(Uk)k of open sets such that Ak ⊂ Uk for all k, by sub-additivity on open sets we have
μˆq(
⋃
k
Ak)  μˆq(
⋃
k
Uk) 
∑
k
μˆq(Uk) .
Taking the inﬁmum over such families of open sets gives, by deﬁnition of μˆq,
μˆq(
⋃
k
Ak)  inf
{∑
k
μˆq(Uk) : Ak ⊂ Uk open set
}
=
∑
k
μˆq(Ak) .
Let us summarize the results contained in Proposition 4.11, Remark 4.5, Proposition 4.14 and
Corollary 4.15:
Theorem 4.16. Let Ω ⊂ Rn be an open set, let μ be a positive Borel measure in Ω and let μˆq deﬁned
as in Deﬁnition 4.8 starting from the pre-measure q deﬁned as in (4.8). Then, the following holds:
1. μˆq is a metric outer measure, coinciding with the measure μ˜q.
2. there exists a dimensional constant Cn  1 such that for any Borel set A ⊂ Ω,
1
Cn
μ(A)  μˆq(A)  inf{μ(U) |A ⊂ U open set } .
3. if moreover μ is outer regular, for instance if μ is ﬁnite on bounded sets (i.e., if μ is a Radon
measure), then μ and the positive Borel measure associated with the outer measure μˆq (still
denoted as μˆq) are equivalent, that is,
1
Cn
μ  μˆq  μ.
Remark 4.8. We stress that μ is not generally assumed to be ﬁnite on open sets, unless explicitly
mentioned.
4.2.3 The case of a signed measure
Our aim is to prove that the packing-type reconstruction applied to a signed measure μ with
pre-measures q±(Br(x)) =
(
1
r
∫ r
s=0 μ(Bs(x)) ds
)
± produces a signed measure μˆ
p whose positive and
negative parts are comparable with those of μ.
Theorem 4.17. Let Ω ⊂ Rn be an open set, let μ = μ+ − μ− be a signed Borel measure in Ω,
ﬁnite on bounded sets. Let C = {closed balls Br(x) ⊂ X} and take μˆq+ and μˆq− as in Deﬁnition 4.8,
corresponding to the pre-measures q± : C → R+ ∪ {+∞} deﬁned by
q±(Br(x)) =
(
1
r
∫ r
s=0
μ(Bs(x)) ds
)
±
.
Then the following holds.
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(i) μˆq+, μˆq− are metric outer measures, ﬁnite on bounded sets.
(ii) The measure μˆq = μˆq+ − μˆq− is a signed measure and there exists a dimensional constant
Cn  1 such that, for any Borel set A ⊂ Ω,
1
Cn
μ+(A)  μˆq+(A)  μ+(A) and 1
Cn
μ−(A)  μˆq−(A)  μ−(A) ,
whence in particular
1
Cn
|μ|(A)  |μˆq|(A)  |μ|(A) .
Proof. Showing the countable sub-additivity of μˆq+ and μˆq− under the assumption
∑
k μ(Ak) < +∞
(see Proposition 4.11) does not require the special form of the pre-measure q but only the fact that,
for any closed ball B,
q(B)  μ(B) . (4.21)
In our particular case, for any such B = Br(x) we have
q+(B) =
(
1
r
∫ r
s=0
μ(Bs(x)) ds
)
+
 1
r
∫ r
s=0
(μ(Bs(x)))+ ds  μ+(B) ,
thus (4.21) is satisﬁed. This is suﬃcient to get the sub-additivity, under the assumption
∑
k μ(Ak) <
+∞. It is also suﬃcient for concluding that, for any open set U ⊂ Ω,
μˆq+(U)  μ+(U) .
This gives the proof of (i).
Let now A ⊂ Ω be a Borel set. If μ+(A) < +∞, let A ⊂ U open set, let δ > 0 and apply
Corollary 4.13 to μ+ to get a family Gδ of disjoint closed balls B of radius  δ, with μ+(B) 
1
2n+1
μ+(2B) such that ⊔
B∈Gδ
B ⊂ U and μ+(A) = μ+
⎛⎝ ⊔
B∈Gδ
B
⎞⎠ .
Hence,
μˆ
q+
δ (U) 
∑
B∈Gδ
q+(B) =
∑
j
(
1
rj
∫ rj
s=1
μ(Bs(xj)) ds
)
+

∑
j
1
rj
∫ rj
s=1
μ(Bs(xj)) ds =
∑
j
1
rj
∫ rj
s=1
(μ(Bs(xj)))+ ds−
∑
j
1
rj
∫ rj
s=1
(μ(Bs(xj)))− ds
(4.22)
 Cnμ+
⎛⎝ ⊔
B∈Gδ
B
⎞⎠− μ−
⎛⎝ ⊔
B∈Gδ
B
⎞⎠
 Cnμ+(A)− μ−(U) .
Letting δ → 0 we have
μˆq+(U)  Cnμ+(A)− μ−(U) . (4.23)
By deﬁnition of μˆq+(A), there exists a sequence of open sets (U1k )k such that, for all k, it holds A ⊂ U1k
and
μˆq+(U1k ) −−−→
k→∞
μˆq+(A) .
107
By outer regularity of μ− (which is Borel and ﬁnite on bounded sets) there exists a sequence of open
sets (U2k )k such that, for all k, we get A ⊂ U2k and
μ−(U2k ) −−−→
k→∞
μ−(A) .
For all k, let Uk = U
1
k ∩ U2k , then Uk is an open set, A ⊂ Uk and, by monotonicity,
μˆq+(A)  μˆq+(Uk)  μˆq+(U1k ) ,
μ−(A)  μ−(Uk)  μ−(U2k ) ,
therefore
μˆq+(Uk) −−−→
k→∞
μˆq+(A) and μ−(Uk) −−−→
k→∞
μ−(A) .
Evaluating (4.23) on the sequence (Uk)k and letting k go to +∞, we eventually get
μˆq+(A)  Cnμ+(A)− μ−(A) . (4.24)
Owing to Hahn decomposition of signed measures, we consider a Borel set P ⊂ Ω such that for all
Borel A ⊂ Ω it holds
μ+(A) = μ+(A ∩ P ) = μ(A ∩ P ) and μ−(A) = μ(A ∩ (Ω− P )) .
Finally, let A ⊂ Ω be a Borel set, then by (4.24) applied to A ∩ P we ﬁnd
μˆq+(A)  μˆq+(A ∩ P )  Cnμ+(A ∩ P )− μ−(A ∩ P )
= Cnμ
+(A)
It remains to show that if μ+(A) = +∞, then μˆq+(A) = +∞. Let A ⊂ Ω be a Borel set such that
μ+(A) = +∞, and recall that, by deﬁnition of signed measure, μ− must be ﬁnite. Let U ⊂ Ω be an
open set containing A. The next argument is exactly the same as in the proof of Proposition 4.14
(positive case). Given δ > 0, we apply Corollary 4.13 to μ+ with
FUδ ∩ {B |B ⊂ U} .
This gives ζn countable families G1δ , . . . ,Gζnδ of balls in Fδ ∩ {B |B ⊂ U} such that
U ⊂ U0 ∪
ζn⋃
j=1
⊔
B∈Gjδ
B with μ+(U0) = 0 ,
hence
ζn∑
j=1
μ+
⎛⎜⎝ ⊔
B∈Gjδ
B
⎞⎟⎠  μ+(U) = +∞ .
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Consequently there exists j0 ∈ {1, . . . , ζn} such that μ+
(⊔
B∈Gj0δ
B
)
= +∞ and
μˆ
q+
δ (U) 
∑
B∈Gj0δ
q+(B) =
∑
l
(
1
rl
∫ rl
r=0
μ(Br(xl)) dr
)
+

∑
l
1
rl
∫ rl
r=0
μ(Br(xl)) dr =
∑
l
1
rl
∫ rl
r=0
μ+(Br(xl)) dr −
∑
l
1
rl
∫ rl
r=0
μ−(Br(xl)) dr

∑
l
1
2
μ+(B rl
2
(xl))− μ−
⎛⎜⎝ ⊔
B∈Gj0δ
B
⎞⎟⎠
 1
2
∑
l
1
2n+1
μ+(Brl(xl))− μ−(U) = Cnμ+
⎛⎜⎝ ⊔
B∈Gj0δ
B
⎞⎟⎠− μ−(U)
= +∞ .
Finally, letting δ → 0, we obtain that μˆq(U) = +∞ for all open set U ⊃ A, hence that μˆq(A) = +∞.
This completes the proof of (ii) and thus of the theorem.
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CHAPTER 5
Re´gularisation de la variation premie`re
Introduction
Recall that our purpose is to study surface representation and discretization, and then geometric
energies deﬁned on surfaces, in the uniﬁed setting provided by varifolds. In Chapter 2 we introduced
discrete volumetric varifolds, which are volumetric approximations associated with a family of meshes
of the space, and point cloud varifolds. We stated an approximation result (Theorem 2.1) ensuring that
rectiﬁable varifolds can be approximated by discrete varifolds in the sense of weak–∗ convergence, and
under some additional assumptions, in the sense of ﬂat distance, with an estimate on the convergence
rate depending on the size of the mesh and on the Ho¨lder regularity of the tangent plane of the
approximated varifold. The result raised the following question: given a sequence of approximating
d–varifolds (Vi)i weakly–∗ converging to some d–varifold V , is it possible to introduce a notion of
approximate regularity for the approximating sequence (Vi) and to connect it with the regularity of the
limit V ? We have already studied this question from the point of view of rectiﬁability (Question 1.2)
and proposed an answer in Chapter 3 (Theorem 3.4). We then asked the question from the point of
view of curvature, let us recall it:
Question. 1.3 What conditions on a weakly–∗ converging sequence of varifolds (not necessarily
rectiﬁable) ensure that the limit varifold has bounded ﬁrst variation?
In Chapter 4, we tried to answer this question by observing that when a d–varifold has bounded
ﬁrst variation, some averaged quantity (involving the ﬁrst variation of balls centered at a same point)
can be written in a way that makes sense for any varifold:
1
R
∫ R
r=0
δV (Br(x)) dr = − 1
R
∫
BR(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) . (5.1)
We then used Carathe´odory and packing–type constructions to recover the vector–valued measure δV
using only the values (5.1) for any ball BR(x). We also noticed that (5.1) is simply the convolution
of δV with a suitable kernel TR: that is why the right hand side of (5.1) makes sense for any varifold.
Indeed, even when a varifold does not have bounded variation, the ﬁrst variation δV is by deﬁnition
a linear form on C1c or equivalently a distribution of order 1 which can thus always be convolved with
a C1 or Lipschitz function as is the kernel TR (see (5.9)). And it led us to the approach developed
in this chapter. We obtain the following results, giving an answer to Question 1.3, which can be
compared with Theorems 3.3 and 3.4 of Chapter 3.
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Theorem. 5.4. Let Ω ⊂ Rn be an open set and V be a d–varifold in Ω with ﬁnite mass ‖V ‖(Ω). Let
ρ ∈ W1,∞(Rn) be a symmetric and positive function such that ∫
Rn
ρ = 1 and supp ρ ⊂ B1(0) and let
ρε(x) =
1
εn ρ
(
x
ε
)
. Assume that
sup
ε>0
‖δV ∗ ρε‖L1 = sup
ε>0
1
εn+1
∫
x∈Rn
∣∣∣∣∣
∫
(Bε(x)∩Ω)×Gd,n
∇Sρ(y − x) dV (y, S)
∣∣∣∣∣ dLn(x) < +∞ . (5.2)
Then V has bounded ﬁrst variation and |δV |(Ω) is bounded by the previous supremum.
In the particular case when ρε = Tε is the tent kernel (5.9), the assumption (5.2) rewrites
sup
ε>0
1
εn
∫
x∈Rn
1
ε
∣∣∣∣∣
∫
y∈Bε(x)∩Ω
ΠS(y − x)
|y − x| dV (y, S)
∣∣∣∣∣ dLn(x) < +∞ .
Theorem. 5.5. Let Ω ⊂ Rn be an open set and (Vi)i be a sequence of d–varifolds. Let ρ ∈ W1,∞(Rn)
be a symmetric non negative function such that
∫
Rn
ρ = 1 and supp ρ ⊂ B1(0) and let ρε(x) = 1εn ρ
(
x
ε
)
.
Assume that there exists a positive decreasing sequence (εi)i, tending to 0, such that
sup
i
{
‖Vi‖(Ω) + 1
εn+1i
∫
x∈Rn
∣∣∣∣∣
∫
(Bεi (x)∩Ω)×Gd,n
∇Sρ(y − x) dVi(y, S)
∣∣∣∣∣ dLn(x)
}
< +∞ . (5.3)
Then there exists a subsequence (Vϕ(i))i weakly–∗ converging in Ω to a d–varifold V , V has bounded
ﬁrst variation and |δV |(Ω) is bounded by the previous supremum.
This convolution of the ﬁrst variation actually provides a notion of approximate curvature which
is convenient to deﬁne approximate Willmore energies. More precisely, with the above notations, we
deﬁne the approximate Willmore energie associated with ρ and ε > 0 as
Wpε (V ) =
∫
x∈Rn
∣∣∣∣ δV ∗ ρε(x)‖V ‖ ∗ ρε(x)
∣∣∣∣p ‖V ‖ ∗ ρε(x) dLn(x) .
Question 5.1. Do the approximate Willmore energies Wpε Γ–converge in the space of d–varifolds?
And if so, is the classical Willmore energy the Γ–limit?
Let Wp denote the classical p–Willmore energy. We obtained the following Γ–convergence results
(the detailed statements are given in Theorems 5.8 and 5.10). Notice that in the case p = 1, the
Γ–limit is not the 1–Willmore energy but the total variation of the ﬁrst variation.
Wpε Γ−−−⇀
ε→0
Wp for 1 < p < +∞
W1ε Γ−−−⇀
ε→0
the total variation of the ﬁrst variation 
= W1 .
However, this Γ–convergence result is not fully satisfactory. Indeed, in a practical way, for a ﬁxed
ε, we want to minimize Wpε , but not in the whole space of varifolds, we rather want to minimize in
some subclass like the family of discrete volumetric varifolds. We thus need to make a link between
the scale parameter ε of the energy Wpε and the scale of the discrete objects (with the size δi of the
meshes Ki if we consider discrete volumetric varifolds Vi ∈ Aδi(Ki), deﬁned in Chapter 2 (2.1)). More
generally, in terms of Γ–convergence, this means that to each ε > 0 corresponds an approximation
space Aε and that the Γ–convergence must hold in these approximation spaces, denoted
Wpε Γ−−−−−→Aε, ε→0 W
p . (5.4)
In other words:
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– for any sequence (Vε)ε of d–varifolds such that Vε ∈ Aε and Vε ∗−−−⇀
ε→0
V ,
Wp(V )  lim inf
ε→0
Wpε (Vε) .
Notice that as the Γ–lim inf holds for any sequence of d–varifolds (Vε)ε, it holds in particular
when restricting the approximation spaces.
– for any d–varifold V , there exists a sequence (Vε)ε of d–varifolds such that Vε ∈ Aε, Vε ∗−−−⇀
ε→0
V
and
lim sup
ε→0
Wpε (Vε) Wp(V ) .
Conversely to the Γ–lim inf property, the Γ–lim sup property must be reconsidered when re-
stricting the approximation spaces.
So that we have to study the following question:
Question 5.2. Given
– a subset of d–rectiﬁable varifolds A;
– a family (Aε)ε where each Aε is a prescribed subset of discrete volumetric varifolds.
For any rectiﬁable d–varifold V ∈ A, is there a sequence (Vε)ε of discrete volumetric varifolds such
that
– for any ε > 0, Vε ∈ Aε;
– Vε
∗−−−⇀
ε→0
V ,
– and Wpε (Vε) ∗−−−⇀
ε→0
Wp(V )?
We study this question for Aε of the form Aδ(K) (the space of discrete volumetric varifolds
associated to the mesh K of size supK∈K diam(K)  δ deﬁned in (2.1)): for W1ε , we obtain a partial
result, and for Wpε , with p > 1, the question stands. One diﬃculty is to make a connection between
the parameter ε and the size of the mesh δ. This is linked to what we called the “accuracy of the
approximation spaces Aδ(K)” deﬁned in Remark 2.2 by
dasymH (V,W ) := sup
V ∈A
inf
W∈Aδ(K)
Δ1,1(W,V ) , (5.5)
where Δ1,1 is the distance introduced in Deﬁnition 1.15 by:
Δ(V,W ) = sup
{∣∣∣∣∫ ϕdV − ∫ ϕdW ∣∣∣∣ : ϕ ∈ Lip1, ‖ϕ‖∞  1} .
Recall that (5.5) is not the Hausdorﬀ distance dH(A,Aδ(K)) since we care only of the approximation
of A by Aδ(K) and not the contrary:
dH(A,Aδ(K)) = max
{
dasymH (A,Aδ(K)), dasymH (Aδ(K),A)
}
.
In Remark 2.2, we state that for
Aβ = {rectiﬁable d–varifolds satisfying a β–Ho¨lder condition on the tangent plane(2.5)} ,
we have the estimate
dasymH (Aβ ,Aδ(K)) 
(
δ + 2Cδβ
)
‖V ‖ (Ω) ,
which can be controlled by the size of the mesh δ and the mass of the varifold ‖V ‖(Ω). Thanks to
this estimate, we explicit a condition (5.6) linking ε and δ and ensuring the Γ–lim sup property in the
space of discrete volumetric varifolds:
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Theorem. 5.13. Let Ω ⊂ Rn be an open set and let V = v(M, θ) be a rectiﬁable d–varifold in Ω. Let
δi ↓ 0 be a sequence of inﬁnitesimals and (Ki)i a sequence of meshes satisfying
sup
K∈Ki
diam(K)  δi −−−−→
i→+∞
0 .
Let the approximation spaces (Aδi(Ki))i be deﬁned as in (2.1) and let the kernel ρ ∈ W2,∞ be as in
(5.13). Assume that there exist 0 < β < 1 and C such that for ‖V ‖–almost every x, y ∈ Ω,
‖TxM − TyM‖  C|x− y|β .
Then, there exists a sequence of discrete volumetric varifolds (Vi)i such that
(i) for all i, Vi ∈ Aδi(Ki),
(ii) Vi
∗−−−−⇀
i→+∞
V ,
(iii) For any sequence of inﬁnitesimals εi ↓ 0 satisfying
δβi
ε2i
−−−−→
i→+∞
0 . (5.6)
we have,
W1εi(Vi) −−−−→i→+∞ W
1(V ) .
In order to understand better the approximate ﬁrst variation provided by the regularization δV ∗ρε,
we ask the following question:
Question 5.3. – Given a d–varifold V , is the regularization δV ∗ ρε of the ﬁrst variation δV , the
ﬁrst variation δ
(
V̂ε
)
of some varifold V̂ε?
– And if so, is V̂ε the regularization (in a sense to be deﬁned) of V ?
The construction can be done explicitly:
Theorem. 5.14. Let Ω ⊂ Rn be an open set and V a d–varifold in Ω with ﬁnite mass ‖V ‖(Ω) < +∞.
Let ε > 0 and ρε as in (5.13). Deﬁne the d–varifold V̂ε by: for every ψ ∈ C0c(Ω×Gd,n),〈
V̂ε, ψ
〉
= 〈V, (y, S) → ψ(·, S) ∗ ρε(y)〉
or equivalently,∫
Ω×Gd,n
ψ(y, S) dV̂ε(y, S) =
∫
(y,S)∈Ω×Gd,n
∫
x∈Rn
ψ(x, S)ρε(y − x) dLn(x) dV (y, S) .
Then,
1. ‖V̂ε‖ = ‖V ‖ ∗ ρε,
2. δ
(
V̂ε
)
= δV ∗ ρε.
We observe that the mass ‖V̂ε‖ is the convolution of ‖V ‖ and in Proposition 5.15, we point out
that the tangential part ν̂εx of V̂ε = ‖V̂ε‖⊗ ν̂εx is generally not a Dirac mass nor a combination of Dirac
masses.
Section 5.1 deals with answering to Question 1.3 thanks to a regularization of the ﬁrst variation by
convolution. In Section 5.2, we build approximate Willmore energiesWpε and study the Γ–convergence
to the p–Willmore energy in the space of varifolds (Question 5.1). In Section 5.3, we address the
Question 5.2 of a diﬀerent Γ–convergence result: we want that the Γ–lim sup–approximation property
holds for sequences of a prescribed type of varifolds, for instance for discrete volumetric varifolds. In
section 5.4, we answer Question 5.3, giving a construction of a d–varifold V̂ε such that δ
(
V̂ε
)
= δV ∗ρε.
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5.1 Regularization of the ﬁrst variation and quantitative conditions
of rectiﬁability for sequences of varifolds
Given a sequence of approximating d–varifolds (Vi)i weakly–∗ converging to some d–varifold, if
we want to ensure that V has locally bounded ﬁrst variation (i.e. δV is a Radon measure) we can
impose that
sup
i
‖δVi‖ < +∞ . (5.7)
But this condition implies in particular that for ﬁxed i, ‖δVi‖ is ﬁnite, that is Vi has bounded ﬁrst
variation. This is already a strong assumption for discrete volumetric varifolds, as we explained in
Example 2.1. As for point cloud varifolds, they do not even have bounded ﬁrst variation. Moreover, the
computation of the ﬁrst variation of discrete volumetric varifolds in Proposition 2.2 and Example 2.1
shows that condition (5.7) is generally not satisﬁed by sequences of weakly–∗ converging discrete
volumetric varifolds, even if the limit varifold is smooth. Then, with no additional assumption on Vi,
it is not possible to consider the ﬁrst variation δVi of Vi as a measure. Nevertheless, it is a distribution
of order 1 (Deﬁnition 1.11) so that we will rather ask for a control of a regularized form of the ﬁrst
variation of Vi.
5.1.1 Regularization of the ﬁrst variation by convolution
Let us notice that for a d–rectiﬁable varifold V = v(M, θ) with bounded ﬁrst variation, thanks
to Proposition 3.2 in [LM09], the averaged generalized curvature of a ball can be expressed in terms
of integrated conormals on the boundary. More precisely, let x ∈ M , then for almost every r > 0,
δV (Br(x)) = −
∫
∂Br(x)∩M
η(y)θ(y) dHd−1(y) ,
where η(y) =
ΠTyM (y − x)
|ΠTyM (y − x)|
is the outward conor-
mal vector.
If we now write this relation in an averaged version, we have
1
R
∫ R
r=0
δV (Br(x)) dr = − 1
R
∫
BR(x)∩M
ΠTyM (y − x)
|y − x| θ(y) dH
d(y)
= − 1
R
∫
BR(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) . (5.8)
On one hand, the ﬁrst term of the previous equality involves δV as a Radon measure and thus can
be deﬁned only for a varifold with bounded ﬁrst variation. On the other hand, the last term in (5.8)
can be deﬁned for any d–varifold (for x and R such that V ({x} ∪ ∂BR(x)) = 0). Consequently, given
a d–varifold V , we want to give conditions ensuring that V has bounded ﬁrst variation by controlling
quantities of the type
− 1
R
∫
BR(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) .
A way to do so is to notice that (5.8) is, up to some constant and scale factor, the regularization of
the distribution δV with a “ tent kernel ”. Let us ﬁrst introduce the tent kernel (Tε)ε : R
n → R+:
115
Let T (z) =
⎧⎨⎩
1
λn
(1− |z|) if |z|  1
0 otherwise
, (5.9)
where λn is a constant only depending on the dimension n and such that
∫
Rn
T =
1 (thus λn =
∫
|z|1
(1− |z|) dLn(z)). We can deﬁne (the associated approximate
identity) Tε(z) =
1
εn
T
(z
ε
)
.
Then the regularized ﬁrst variation with the tent kernel can be written explicitly.
Proposition 5.1. Let Ω ⊂ Rn be an open set and V be a d–varifold in Ω with ﬁnite mass ‖V ‖(Ω).
Then,
C1c(R
n,Rn) → R
X → ∫Ω×Gd,n divSX(x) dV (x, S) (5.10)
naturally extends δV into a linear continuous functional in C1c(R
n,Rn), again denoted as δV .
Then δV ∗ Tε ∈ L1(Ω) is well deﬁned and for Ln–almost any x ∈ Rn we have
δV ∗ Tε(x) = − 1
λnεn+1
∫
Bε(x)×Gd,n
ΠS(y − x)
|y − x| dV (y, S) .
More generally, if ρε(x) =
1
εn
ρ
(x
ε
)
with ρ ∈ W1,∞(Rn) a symmetric positive function such that
ρ  0,
∫
ρ = 1 and supp ρ ⊂ B1(0) ,
then for Ln–almost any x ∈ Rn we have,
δV ∗ ρε(x) =
∫
Bε(x)×Gd,n
∇Sρε(y − x) dV (y, S) = 1
εn+1
∫
Bε(x)×Gd,n
∇Sρ
(
y − x
ε
)
dV (y, S) . (5.11)
The proof consists in direct computations:
Proof. First of all, notice that (x, S) → divSX(x) is continuous and bounded and V is a ﬁnite Radon
measure, thus (5.10) is well deﬁned. Moreover,∫
Ω×Gd,n
divSX(x) dV (x, S)  ‖V ‖(Ω) ‖X‖C1
leads to the continuity of the map deﬁned in (5.10). δV now denotes this extended linear form (5.10).
By deﬁnition, for any X ∈ C1c(Rn,Rn),
〈δV ∗ ρε, X〉 = 〈δV,X ∗ ρε〉 = 〈V, (y, S) → divS(X ∗ ρε)(y)〉 .
As ρε ∈ W1,∞ then divS(X ∗ ρε) = X ∗ ∇Sρε and thus
〈δV ∗ ρε, X〉 =
∫
Ω×Gd,n
(X ∗ ∇Sρε)(y) dV (y, S)
=
∫
Ω×Gd,n
∫
x∈Rn
X(x)∇Sρε(y − x) dLn(x) dV (y, S)
=
∫
x∈Rn
X(x)
(∫
Bε(x)×Gd,n
∇Sρε(y − x) dV (y, S)
)
dLn(x) , (5.12)
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which proves the case of a general kernel (5.11). To deduce the case of the tent kernel, we just have
to compute ∇Tε(z) = − 1
λnεn+1
z
|z| .
Remark 5.1. Of course, notice that δV ∗ ρε is well-deﬁned and is a L1 function according to the right
hand side of (5.12) even though V is not of bounded ﬁrst variation.
5.1.2 Quantitative conditions for the ﬁrst variation to be bounded
We ﬁx a symmetric positive function ρ ∈ W1,∞ such that∫
ρ = 1 and supp ρ ⊂ B1(0) , (5.13)
and we also ﬁx ρε(x) =
1
εn
ρ
(x
ε
)
(the associated approximate identity). We now check the connection
between δV ∗ ρε and δV .
Proposition 5.2. Let Ω ⊂ Rn be an open set and V be a d–varifold in Ω with ﬁnite mass ‖V ‖(Ω) <
+∞. Then for any X ∈ C1c(Rn,Rn),
|〈δV ∗ ρε, X〉 − 〈δV,X〉|  ‖V ‖(Ω ∩ (suppX +Bε(0))) ‖ρε ∗X −X‖C1 .
Therefore for any X ∈ C1c(Ω,Rn), 〈δV ∗ ρε, X〉 −−−→
ε→0
〈δV,X〉.
Proof. Let X ∈ C1c(Rn,Rn). As 〈δV ∗ ρε, X〉 = 〈δV, ρε ∗X〉 then
|〈δV ∗ ρε, X〉 − 〈δV,X〉| = |〈δV, ρε ∗X −X〉|  ‖V ‖(Ω) ‖ρε ∗X −X‖C1 .
In order to complete the proof, we recall the following classical property.
Proposition 5.3. Let (ζε)ε be a sequence of positive symmetric functions in R
n such that
∫
Rn
ζε(x) dx
= 1 and supp ζε ⊂ Bε(0). For any function f ∈ Ckc (Ω), ζε ∗ f ∈ Ckc (Ω) for ε small enough, and
ζε ∗ f −−−→
ε→0
f in the Ck topology.
Consequently ‖ρε ∗X −X‖C1 −−−→ε→0 0.
Let us now give quantitative conditions for a d–varifold to be of bounded ﬁrst variation.
Theorem 5.4. Let Ω ⊂ Rn be an open set and V be a d–varifold in Ω of ﬁnite mass ‖V ‖(Ω) < +∞.
Assume that
sup
ε>0
‖δV ∗ ρε‖L1 = sup
ε>0
1
εn+1
∫
x∈Rn
∣∣∣∣∣
∫
Bε(x)×Gd,n
∇Sρ
(
y − x
ε
)
dV (y, S)
∣∣∣∣∣ dLn(x)  C < +∞ . (5.14)
Then V has bounded ﬁrst variation and |δV |(Ω) is bounded by the previous supremum.
In the particular case when ρε = Tε is the tent kernel, the assumption (5.2) rewrites
sup
ε>0
1
εn
∫
x∈Rn
1
ε
∣∣∣∣∣
∫
y∈(Bε(x)∩Ω)×Gd,n
ΠS(y − x)
|y − x| dV (y, S)
∣∣∣∣∣ dLn(x) < +∞ .
Proof. By Proposition 5.2, for any X ∈ C1c(Ω,Rn),
|〈δV,X〉| = lim
ε→0
|〈δV ∗ ρε, X〉|  lim
ε→0
‖δV ∗ ρε‖L1 ‖X‖∞  C ‖X‖∞ .
In other words δV is a linear on C1c(Ω,R
n) and continuous for the uniform topology. By density
of C1c(Ω,R
n) in C0c(Ω,R
n), δV extends to a continuous linear form δV : C0c(Ω,R
n) → R with norm
‖δV ‖ = |δV |(Ω)  C.
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5.1.3 Consequences on sequences of varifolds
We now infer quantitative conditions for a weak–∗ limit of d–varifolds to have bounded ﬁrst
variation.
Theorem 5.5. Let Ω ⊂ Rn be an open set and (Vi)i be a sequence of d–varifolds. Assume that there
exists a positive decreasing sequence (εi)i, tending to 0, such that
sup
i
{
‖Vi‖(Ω) + 1
εn+1i
∫
x∈Rn
∣∣∣∣∣
∫
y∈Bεi (x)×Gd,n
∇Sρ
(
y − x
εi
)
dVi(y, S)
∣∣∣∣∣ dLn(x)
}
< +∞ . (5.15)
Then there exists a subsequence (Vϕ(i))i weakly–∗ converging in Ω to a d–varifold V , V has bounded
ﬁrst variation and |δV |(Ω) is bounded by the previous supremum.
Remark 5.2. Of course the condition (5.15) can be written explicitly in the case of the tent kernel, as
done in Theorem 5.4.
Proof. As sup
i
Vi(Ω × Gd,n) = sup
i
‖Vi‖(Ω) = C < +∞, there exists a subsequence (Vϕ(i))i weakly–∗
converging in Ω to a d–varifold V . As previously,
1
εn+1i
∫
x∈Rn
∣∣∣∣∣
∫
y∈Bεi (x)×Gd,n
∇Sρ
(
y − x
εi
)
dVi(y, S)
∣∣∣∣∣ dLn(x) = ‖δVi ∗ ρεi‖L1 .
Moreover, for any X ∈ C1c(Ω,Rn),∣∣∣〈δVϕ(i) ∗ ρεϕ(i) , X〉 − 〈δV,X〉∣∣∣  ∣∣∣〈δVϕ(i) ∗ ρεϕ(i) , X〉 − 〈δVϕ(i), X〉∣∣∣+ ∣∣〈δVϕ(i), X〉 − 〈δV,X〉∣∣
 ‖Vi‖(Ω)︸ ︷︷ ︸
C<+∞
∥∥∥X ∗ ρεϕ(i) −X∥∥∥
C1
+
∣∣〈δVϕ(i), X〉 − 〈δV,X〉∣∣
−−−→
i→∞
0 by Propositions 5.2 and 5.3 .
Consequently, for any X ∈ C1c(Ω,Rn), |〈δV,X〉|  sup
i
‖δVi ∗ ρεi‖L1 ‖X‖∞ and we conclude that δV
extends into a continuous linear form in C0c(Ω,R
n) whose norm is bounded by supi ‖δVi ∗ ρεi‖L1 .
Remark 5.3. This can be seen as a variant of Allard’s compactness theorem (Theorem 1.13) but the
varifolds Vi are not supposed to be rectiﬁable nor of bounded ﬁrst variation, and moreover, we have
no information about their multiplicity.
Remark 5.4. It is possible to obtain the rectiﬁability of the d–varifold V assuming the same uniform
lower bound on the density as in (1.12) in Theorem 3.4 in Chapter 3.
5.2 A Willmore type energy in the set of d–varifolds
5.2.1 Approximate mean curvature
Let us ﬁrst point out the simple following fact.
Proposition 5.6. Let Ω ⊂ Rn be an open set and let V = v(M, θ) be a rectiﬁable d–varifold with
bounded ﬁrst variation δV = −H ‖V ‖+ δVs and assume that ρ is radial. Then, for ‖V ‖–almost any
x ∈ Ω,
Hε(x) = − δV ∗ ρε(x)‖V ‖ ∗ ρε(x) −−−→ε→0 H(x) .
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Proof. For x ∈ Ω,∣∣∣∣− δV ∗ ρε(x)‖V ‖ ∗ ρε(x) −H(x)
∣∣∣∣ = 1‖V ‖ ∗ ρε(x) |(−H ‖V ‖+ δVs) ∗ ρε(x) +H(x) (‖V ‖ ∗ ρε(x))|
 1‖V ‖ ∗ ρε(x) |(−H ‖V ‖) ∗ ρε(x) +H(x) (‖V ‖ ∗ ρε(x))|+
|δVs ∗ ρε(x)|
‖V ‖ ∗ ρε(x)
 1‖V ‖ ∗ ρε(x)
∫
y∈Rn
|H(x)−H(y)| ρε(x− y) d‖V ‖(y) + |δVs| ∗ ρε(x)‖V ‖ ∗ ρε(x)
And for ‖V ‖–almost every x, by deﬁnition of the approximate tangent plane and since ρ is continuous
and radial,
εn−d‖V ‖ ∗ ρε(x) = 1
εd
∫
Ω
ρ
(
y − x
ε
)
d‖V ‖(y) −−−→
ε→0
θ(x)
∫
TxM
ρ(y) dHd(y) = Cρθ(x) > 0 .
Then, for ‖V ‖–almost any x ∈ Ω (i.e., at any Lebesgue point x of H ∈ L1(‖V ‖)),
1
‖V ‖ ∗ ρε(x)
∫
y∈Rn
|H(x)−H(y)| ρε(x− y) d‖V ‖(y)
 ‖V ‖(Bε(x))‖V ‖ ∗ ρε(x)
1
‖V ‖(Bε(x))
‖ρ‖∞
εn
∫
y∈Rn
|H(x)−H(y)| d‖V ‖(y)
 ‖ρ‖∞ ε
−d‖V ‖(Bε(x))
εn−d‖V ‖ ∗ ρε(x)︸ ︷︷ ︸
−−−→
ε→0
θ(x)
Cρθ(x)
∫
y∈Rn
|H(x)−H(y)| d‖V ‖(y)︸ ︷︷ ︸
−−−→
ε→0
0
−−−→
ε→0
0 .
And similarly, for ‖V ‖–almost every x,
|δVs| ∗ ρε(x)
‖V ‖ ∗ ρε(x)  ‖ρ‖∞
ε−d‖V ‖(Bε(x))
εn−d‖V ‖ ∗ ρε(x)︸ ︷︷ ︸
−−−→
ε→0
θ(x)
Cρθ(x)
|δVs|(Bε(x))
‖V ‖(Bε(x))︸ ︷︷ ︸
−−−→
ε→0
0
−−−→
ε→0
0 .
Remark 5.5. The assumption for ρ to be radial can be weakened by requiring that∫
P
ρ(y) dHd(y) > 0, ∀P ∈ Gd,n .
Let us study the quantities δV ∗ ρε and Hε = − δV ∗ ρε‖V ‖ ∗ ρε on some examples.
Example 5.1 (Regularization of the ﬁrst variation of a circle). Let V = v(C, 1) be the rectiﬁable 1–
varifold associated with a circle of radius 0.5. Then the mean curvature H = −2n where n is the unit
outward normal vector and, moreover
δV = −H ‖V ‖ = 2n ‖V ‖ and Hε(x) = − δV ∗ ρε(x)‖V ‖ ∗ ρε(x) = −2
∫
Bε(x)
ρε(x− y)n(y) d‖V ‖(y)∫
Bε(x)
ρε(x− y) d‖V ‖(y) .
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Example 5.2 (Regularization of the ﬁrst variation of a segment). Let V = v([a, b], 1) be the rectiﬁable
1–varifold associated with the segment [a, b]. Then, with u = a−b|a−b| ,
δV = u δa − u δb .
And thus,
δV ∗ ρε(x) =
∫
Bε(x)
ρε(y − x)u dδa(y)−
∫
Bε(x)
ρε(y − x)u dδb(y) = ρε(a− x)u− ρε(b− x)u .
Example 5.3 (Regularization of the ﬁrst variation of a point cloud). Let V =
N∑
j=1
mjδxj ⊗ δPj the
varifold associated with a weighted point cloud. The ﬁrst variation of V is not a Radon measure so
that we need (5.11) to compute
δV ∗ ρε(x) =
∫
Bε(x)
∇Sρε(y − x) dV (y, S) =
∑
xj∈Bε
mj∇Pjρε(xj − x) ,
and
δV ∗ ρε(x)
‖V ‖ ∗ ρε(x) =
1
ε
∑
xj∈Bε mj∇Pjρ(
xj−x
ε )∑
xj∈Bε mjρ(
xj−x
ε )
.
In particular, if ρ is the tent kernel,
δV ∗ ρε(x)
‖V ‖ ∗ ρε(x) =
1
ε
∑
xj∈Bε mjΠPj
xj−x
|xj−x|∑
xj∈Bε mj
(
1− |xj−x|ε
) .
Let us notice that the choice of the size ε is part of the problem. It is reasonable to expect that
several points contribute to the regularized curvature at a given point. If not, the regularization of
the ﬁrst variation explodes at each point of the cloud since we look at them separately.
5.2.2 Approximate Willmore energies
We now build approximate Willmore energies in the space of varifolds and we study their Γ–
convergence to the Willmore energy. Let us recall the deﬁnition of the p–Willmore energy in the
space of d–varifolds:
Deﬁnition 5.1. If V is a d–varifold with weak mean curvature in Lp, that is, V has bounded ﬁrst
variation δV and δV = −HV ‖V ‖ with HV ∈ Lp(‖V ‖), then
Wp(V ) =
∫
Ω
|HV |p d‖V ‖ ,
otherwise Wp(V ) = +∞.
We deﬁne approximate Willmore energies associated to the kernel ρ. Notice that in the case where
ρ = T is the tent kernel, the following approximate energies rewrite in an explicit and simple way.
Deﬁnition 5.2 (Approximate Willmore energies). Let p  1 and ε > 0. Let Ω ⊂ Rn be an open set.
For any d–varifold V in Ω, we deﬁne
Wpε (V ) =
∫
x∈Rn
∣∣∣∣ δV ∗ ρε(x)‖V ‖ ∗ ρε(x)
∣∣∣∣p ‖V ‖ ∗ ρε(x) dLn(x) .
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Remark 5.6. The approximate Willmore energies depend on the chosen kernel ρ even though this
dependence is not explicitly written. To be more precise, we may denote them as Wpρ,ε but we prefer
avoiding too complicated notations.
Given a weakly–∗ converging sequence of d–varifolds (Vε)ε, we now study the convergence of the
regularized ﬁrst variation δVε ∗ ρε and regularized mass ‖Vε‖ ∗ ρε, as ε ↓ 0.
Proposition 5.7. Let Ω ⊂ Rn be an open set and (Vε)ε be a sequence of d–varifolds weakly–∗ con-
verging to a d–varifold V in Ω with ﬁnite mass ‖V ‖(Ω) < +∞. Then,
(i) The sequence of measures με = (‖Vε‖ ∗ ρε)Ln weakly–∗ converges to the measure ‖V ‖.
(ii) If supε>0 ‖δVε ∗ ρε‖L1  C < +∞ then (δVε ∗ ρε)Ln ∗−⇀ δV .
Proof. (i) Let ϕ ∈ C0c(Ω),
|〈‖Vε‖ ∗ ρε, ϕ〉 − 〈‖V ‖, ϕ〉|  |〈‖Vε‖ ∗ ρε, ϕ〉 − 〈‖Vε‖, ϕ〉|+ |〈‖Vε‖, ϕ〉 − 〈‖V ‖, ϕ〉|︸ ︷︷ ︸−−−→
ε→0 0
, (5.16)
and
|〈‖Vε‖ ∗ ρε, ϕ〉 − 〈‖Vε‖, ϕ〉|  ‖Vε‖
(
suppϕ+Bε(0)
) ‖ϕ ∗ ρε − ϕ‖∞︸ ︷︷ ︸−−−→
ε→0 0
. (5.17)
Moreover, there exists ε0 > 0 small enough such that the compact set
(
suppϕ+Bε0(0)
) ⊂ Ω
so that
lim sup
ε→0
‖Vε‖
(
suppϕ+Bε(0)
)
 lim sup
ε→0
‖Vε‖
(
suppϕ+Bε0(0)
)
 ‖V ‖ (suppϕ+Bε0(0))  ‖V ‖ (Ω) , (5.18)
and (i) follows from (5.16), (5.17) and (5.18).
(ii) Let us prove the second assertion (ii). Thanks to the assumption supε ‖δVε ∗ ρε‖L1 < +∞ and
Theorem 5.5, V has bounded ﬁrst variation and ‖δV ‖  supε ‖δVε ∗ ρε‖L1 . Consequently δV
is a Radon measure (and thus applies to continuous compactly supported vector ﬁelds). Let
X ∈ C0c(Ω,Rn) and Xk ∈ C1c(Ω,Rn) such that ‖Xk −X‖∞ −−−−→
k→+∞
0.
|〈δVε ∗ ρε, X〉 − 〈δV,X〉|  |〈δVε ∗ ρε, X〉 − 〈δVε ∗ ρε, Xk〉|+ |〈δVε ∗ ρε, Xk〉 − 〈δV,Xk〉|
+ |〈δV,Xk〉 − 〈δV,X〉|
 ‖δVε ∗ ρε‖L1‖X −Xk‖∞ + |〈δVε ∗ ρε, Xk〉 − 〈δVε, Xk〉|
+ |〈δVε, Xk〉 − 〈δV,Xk〉|+ ‖δV ‖‖Xk −X‖∞
 2C‖Xk −X‖∞ + |〈δVε, Xk ∗ ρε −Xk〉|+ |〈δVε, Xk〉 − 〈δV,Xk〉| .
And for ﬁxed k,
– |〈δVε, Xk〉 − 〈δV,Xk〉| −−−→
ε→0
0,
– |〈δVε, Xk ∗ ρε −Xk〉|  ‖Vε‖
(
suppXk +Bε(0)
) ‖Xk ∗ ρε −Xk‖C1︸ ︷︷ ︸−−−→
ε→0 0
with
lim sup
ε→0
‖Vε‖
(
suppXk +Bε(0)
)
 ‖V ‖(Ω) as in (5.18) .
Therefore δVε ∗ ρε ∗−−−⇀
ε→0
δV .
We now want to study the Γ–convergence of Wpε . We begin with p = 1.
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5.2.3 The Γ–limit of the approximate Willmore energies W1ε
We now study the Γ–convergence of the approximate Willmore energies W1ε (for p = 1). We prove
that W1ε Γ–converges to the total variation of the ﬁrst variation ‖δ · ‖:
‖δV ‖ = sup{〈δV,X〉 : X ∈ C1c(Ω,Rn), ‖X‖∞  1} = |δV |(Ω) . (5.19)
Theorem 5.8. Let Ω ⊂ Rn be an open set and ρ deﬁned as in (5.13). The approximate Willmore
energies W1ε associated to ρ in Ω Γ–converge to ‖δ · ‖ deﬁned above in (5.19). That is to say:
(i) (Γ–liminf) For any sequence of d–varifolds (Vε)ε, such that Vε
∗−−−⇀
ε→0
V ,
‖δV ‖ = ‖δV ‖  lim inf
ε→0
W1ε (Vε) .
(ii) (Γ–limsup) For any d–varifold V , there exists a sequence of d–varifolds (Vε)ε weakly–∗ converging
to V and such that
lim sup
ε→0
W1ε (Vε)  ‖δV ‖ .
Moreover, for all ε > 0, W1ε (V )  ‖δV ‖.
Remark 5.7. In particular, for any d–varifold V , W1ε (V ) −−−→
ε→0
‖δV ‖.
Proof. We ﬁrst prove the Γ–lim inf result. Let (Vε)ε be a sequence of d–varifolds in Ω weakly–∗
converging to a d–varifold V . If lim infε→0W1ε (Vε) = +∞, there is nothing to prove. We can thus
assume that
lim inf
ε→0
W1ε (Vε) < +∞ ,
and choosing some subsequence (εi)i such that
lim inf
ε→0
W1ε (Vε) = lim
i→+∞
W1εi(Vεi) , (5.20)
we have that sup
i
‖δVεi ∗ ρεi‖L1 = sup
i
W1εi(Vεi) < +∞. By Proposition 5.7, V has bounded ﬁrst
variation and
δVεi ∗ ρεi ∗−−−−⇀
i→+∞
δV .
Consequently,
‖δV ‖  lim inf
i→+∞
|(δVεi ∗ ρεi)Ln| (Ω) = lim inf
i→+∞
W1εi (Vεi) = lim infε→0 W
1
ε (Vε) by (5.20) .
We now prove the Γ–lim sup result. Let V be a d–varifold in Ω. If V does not have bounded ﬁrst
variation, then ‖δV ‖ = +∞ and for all ε > 0, W1ε (V )  ‖δV ‖. Assume now that V has bounded ﬁrst
variation, then δV is a Radon measure and for all ε > 0,
W1ε (V ) = ‖δV ∗ ρε‖L1 =
∫
x∈Rn
∣∣∣∣∫
y∈Ω
ρε(x− y) dδV (y)
∣∣∣∣ dLn(x)

∫
x∈Rn
∫
y∈Ω
|ρε(x− y)| d|δV |(y) dLn(x)

∫
y∈Ω
∫
x∈Rn
ρε(x− y) dLn(x)︸ ︷︷ ︸
1
d|δV |(y)
 |δV |(Ω) = ‖δV ‖ .
Remark 5.8. The approximate Willmore energy W1ε does not Γ–converge to the Willmore energy W1,
but we now prove that Wpε Γ–converges to the Willmore energy Wp as soon as p > 1.
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5.2.4 The Γ–limit of the approximate Willmore energies Wpε for p > 1
We now prove that for p > 1, the approximate Willmore energies Wpε Γ–converge to the classical
Willmore energy Wp in the space of d–varifolds. We ﬁrst check that a control on Wpε (V ) gives a
control on W1ε (V ) and thus on ‖δVε ∗ ρε‖L1 .
Proposition 5.9. Let Ω ⊂ Rn be an open set. Let p > 1 and ε > 0, for any d–varifold V in Ω,
W1ε (V )  ‖V ‖(Ω)
p−1
p Wpε (V )
1
p .
Proof. Let V be a d–varifold in Ω, then
W1ε (V ) =
∫
x∈Rn
|δV ∗ ρε(x)| dLn(x) =
∫
x∈Rn
|Hε(x)| dμε(x) ,
with
Hε(x) = −δV ∗ ρε(x)‖V ‖ ∗ ρε and με = (‖V ‖ ∗ ρε) L
n .
Moreover,
με(Ω) =
∫
Rn
‖V ‖ ∗ ρε(x) dLn(x) =
∫
x∈Rn
∫
y∈Ω
ρε(y − x) d‖V ‖(y) dLn(x)
=
∫
y∈Ω
∫
x∈Rn
ρε(y − x) dLn(x)︸ ︷︷ ︸
=1
d‖V ‖(y) = ‖V ‖(Ω) .
Consequently,
με
‖V ‖(Ω) is a probability measure and thanks to Jensen inequality,
W1ε (V )p =
[
‖V ‖(Ω)
∫
Rn
|Hε(x)| dμε(x)‖V ‖(Ω)
]p
 ‖V ‖(Ω)p
∫
x∈Rn
|Hε(x)|p dμε(x)‖V ‖(Ω)
 ‖V ‖(Ω)p−1Wpε (V ) .
We can now state and prove the Γ–convergence of the approximate Willmore energies Wpε to the
Willmore energy Wp for p > 1.
Theorem 5.10. Let Ω ⊂ Rn be an open set and take ρ deﬁned as in (5.13). For p > 1, the approximate
Willmore energies Wpε associated with ρ in Ω Γ–converge to the Willmore energy Wp:
(i) (Γ–liminf) For any sequence of d–varifolds (Vε)ε, such that Vε
∗−−−⇀
ε→0
V ,
Wp(V )  lim inf
ε→0
Wpε (Vε) ;
(ii) (Pointwise convergence) For any d–varifold V ,
Wpε (V ) −−−→
ε→0
Wp(V ) ;
(iii) (Γ–limsup) In particular, for any d–varifold V , there exists a sequence (Vε)ε ≡ V weakly–∗
converging to V and such that
lim sup
ε→0
Wpε (Vε) Wp(V ) .
Moreover, for all ε > 0, Wpε (V ) Wp(V ).
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Proof. Let us begin with the Γ–lim inf assertion. Assume that lim infε→0Wpε (Vε) < +∞ (other-
wise the inequality is trivial). We can extract a subsequence (εi)i such that lim infε→0Wpε (Vε) =
limi→+∞Wpεi(Vεi) therefore supiWpεi(Vεi) < +∞. Thanks to Proposition 5.9, for all ε > 0,
W1ε (Vε)  ‖V ‖(Ω)
p−1
p Wpε (Vε)
1
p ,
and thus supiW1εi(Vεi) < +∞ so that by Proposition 5.7
(δVεi ∗ ρεi) Ln ∗−−−−⇀
i→+∞
δV .
Moreover (again thanks to Proposition 5.7),
με = (‖Vε‖ ∗ ρε) Ln ∗−−−⇀
ε→0
‖V ‖ .
Let us write (δVε ∗ ρε) Ln = Hε με with Hε = δVε ∗ ρε‖Vε‖ ∗ ρε , then for all i, (δVεi ∗ ρεi) L
n << μεi and we
can apply Example 2.36 of [AFP] to conclude that δV << ‖V ‖ and∫
Rn
∣∣∣∣ δV‖V ‖
∣∣∣∣p d‖V ‖ = Wp(V )  lim infi→+∞
∫
Rn
|Hεi |p dμεi = lim
i→+∞
Wpεi(Vεi) = lim infε→0 W
p
ε (Vε) .
Let us now prove the Γ–lim sup assertion. Let V be d–varifold in Ω and assume that V has mean
curvature in Lp, otherwiseWp(V ) = +∞ and there is nothing to prove. Consequently, V has bounded
ﬁrst variation and moreover δV = −H ‖V ‖ with H ∈ (Lp(Ω, ‖V ‖))n. We now show that for all ε > 0,
Wpε (V ) Wp(V ) .
Indeed,
Wpε (V ) =
∫
x∈Rn
∣∣∣∣(H‖V ‖) ∗ ρε(x)‖V ‖ ∗ ρε(x)
∣∣∣∣p (‖V ‖ ∗ ρε(x)) dLn(x) ,
and
(H‖V ‖) ∗ ρε(x) =
∫
y∈Ω
H(y)ρε(x− y) d‖V ‖(y) .
Consequently, for a ﬁxed x ∈ Ω, consider the measure νx(y) = ρε(x− y) ‖V ‖(y) in Ω. Then, νx(Ω) =∫
y∈Ω
ρε(x − y) d‖V ‖(y) = ‖V ‖ ∗ ρε(x) so that νx‖V ‖ ∗ ρε(x) is a probability measure. Therefore, we
can apply Jensen inequality to obtain∣∣∣∣∣
∫
y∈ΩH(y)ρε(x− y) d‖V ‖(y)
‖V ‖ ∗ ρε(x)
∣∣∣∣∣
p

∫
y∈Ω |H(y)|pρε(x− y) d‖V ‖(y)
‖V ‖ ∗ ρε(x) .
Thus,
Wpε (V ) 
∫
x∈Rn
∫
y∈Ω
|H(y)|pρε(x− y) d‖V ‖(y) dLn(x)

∫
y∈Ω
|H(y)|p
∫
x∈Rn
ρε(x− y) dLn(x) d‖V ‖(y) 
∫
y∈Ω
|H(y)|p d‖V ‖(y)
Wp(V ) .
To summarize, we have determined the Γ–limit of the approximate Willmore energies Wpε (intro-
duced in Deﬁnition 5.2) in the space of d–varifolds. But if we now want to approximate the Willmore
energy in some smaller class of varifolds (think of discrete volumetric varifolds, point cloud varifolds
etc. ), then the Γ–convergence must be studied in this class. In a practical way, this means that the
Γ–lim sup must be obtained for a sequence of varifolds belonging to the prescribed class and thus,
pointwise convergence of Wpε is not enough.
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5.3 Γ–convergence of the approximate Willmore energies in diﬀer-
ent approximation spaces
We are now concerned with Question 5.2. As we said, if we want to study the Γ–convergence ofWpε
in diﬀerent approximation spaces, the Γ–lim inf property remains valid, but the Γ–lim sup property
must be checked. We state a result for approximation spaces of discrete volumetric varifolds in the
case of W1ε . We study the case of Wpε , p > 1, but without positive or negative answer concerning the
Γ–convergence.
5.3.1 A Γ–convergence result in diﬀerent approximation spaces for W1ε
We now study the Γ–lim sup property for W1ε in diﬀerent approximation spaces. We begin with a
general result: Given εi ↓ 0, from any weakly–∗ converging sequence of d–varifolds Vi ∗−−−−⇀
i→+∞
V , it is
possible (stated in Proposition 5.11) to extract a subsequence (Vϕ(i))i such that
W1εi(Vϕ(i)) −−−−→i→+∞ ‖δV ‖ .
Proposition 5.11. Let Ω ⊂ Rn be an open set with |Ω| < +∞ and let V be a d–varifold in Ω with
ﬁnite mass ‖V ‖(Ω) and bounded ﬁrst variation. Let (εi)i ↓ 0 be a positive and inﬁnitesimal sequence.
For any sequence (Vi)i weakly–∗ converging to V and such that sup
i
‖Vi‖(Ω) < +∞, there exists an
extracted sequence (Vϕ(i))i such that
lim sup
i
W1εi(Vϕ(i)) = ‖δV ‖ .
Proof. First recall that,
W1ε (V ) −−−→
ε→0
‖δV ‖ .
Fix now ε > 0, then for Ln–almost any x,
δVi ∗ ρε(x) −−−−→
i→+∞
δV ∗ ρε(x) .
Consequently,∣∣W1ε (Vi)−W1ε (V )∣∣ = ∣∣∣∣∫
x∈Rn
|δVi ∗ ρε(x)| dLn(x)−
∫
x∈Rn
|δV ∗ ρε(x)| dLn(x)
∣∣∣∣

∫
x∈Rn
|δVi ∗ ρε(x)− δV ∗ ρε(x)| dLn(x) . (5.21)
Moreover, for Ln–almost any x,
|δVi ∗ ρε(x)− δV ∗ ρε(x)|  ‖∇ρε‖∞ (‖Vi‖(Bε(x)) + ‖V ‖(Bε(x)))
 1
εn
‖∇ρ‖∞ (‖Vi‖(Ω) + ‖V ‖(Ω))  C < +∞
As |Ω| < +∞, ∣∣W1ε (Vi)−W1ε (V )∣∣ −−−−→
i→+∞
0 by dominated convergence.
Consequently, ﬁxing εi ↓ 0, there exists an extracted sequence (Vϕ(i))i such that∣∣W1εi(Vϕ(i))− ‖δV ‖∣∣  ∣∣W1εi(Vϕ(i))−W1εi(V )∣∣+ ∣∣W1εi(V )− ‖δV ‖∣∣
−−−−→
i→+∞
0
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Remark 5.9. The assumption |Ω| < +∞ is not necessary if we assume that there exists some constant
δ > 0 such that for any ball Br(x),
‖Vi‖(Br(x))  ‖V ‖(Br+δ(x)) .
Indeed, in this case we have the following domination: for all i and for Ln–almost any x,
|δVi ∗ ρε(x)− δV ∗ ρε(x)|  2 1
εn
‖∇ρ‖∞ ‖V ‖(Bε+δ(x)) ,
and∫
Rn
‖V ‖(Bε+δ(x)) dLn(x) =
∫
y∈Ω
∫
x∈Rn
1{|y−x|<ε+δ}(x, y) dLn(x) d‖V ‖(y) =
∫
Ω
Ln(Bε+δ(y)) dV (y)
 C (ε+ δ)n ‖V ‖(Ω) < +∞ .
Let δi ↓ 0. Let us recall the approximation spaces deﬁned in Remark 2.1, (2.2):
Aδi =
⎧⎨⎩Vi d–varifold : ∃ a mesh Ki such that Vi = ∑
K∈Ki
mK
|K| L
n
|K ⊗ δP iK , supK∈Ki
diam(K)  δi
⎫⎬⎭
that is without ﬁxing a sequence of meshes but considering all possible meshes satisfying
sup
K∈Ki
diam(K)  δi .
Then for any rectiﬁable d–varifold with bounded ﬁrst variation, thanks to Theorem 2.1 and Propo-
sition 5.11, there exists a sequence Vi ∈ Aδi weakly–∗ converging to V and an extracted sequence
Vϕ(i) ∈ Aδϕ(i) such that
W1εi(Vϕ(i)) −−−−→i→+∞ ‖δV ‖
but Aδϕ(i) ⊂ Aδi (since δi is decreasing) so that we have the following result.
Proposition 5.12. Let εi ↓ 0 and Aδi deﬁned as in (2.2). Then (see (5.4) for the notation below),
Wεi Γ−−−−−−−→Aδi , i→+∞
‖δ · ‖ .
However, for numerical applications, the idea is rather to ﬁx a sequence of meshes (Ki)i satisfying
sup
K∈Ki
diam(K)  δi and to consider the approximation spaces deﬁned in Remark 2.1, (2.1):
Aδi(Ki) =
⎧⎨⎩Vi d–varifold : Vi = ∑
K∈Ki
mK
|K| L
n
|K ⊗ δP iK
⎫⎬⎭ .
In this case, we do not have anymore the inclusion Aδi+1(Ki+1) ⊂ Aδi(Ki) and thus an extracted
sequence does not lie in the same spaces as the sequence itself. If we want to obtain a Γ–lim sup
result, we need to approximate any rectiﬁable d–varifold with bounded ﬁrst variation with a control
on the convergence, in connection with the size of the mesh δi. More precisely, given δi ↓ 0 the size
of the successive meshes, we search the scale εi ↓ 0, depending only on δi and such that (see (5.4) for
the notation below)
W1εi
Γ−−−−−−−−−−→
Aδi (Ki), i→+∞
‖δ · ‖ .
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The problem is that when deﬁning discrete volumetric varifolds, the space Ω is discretized with a size
δi going to 0, but the Grassmannian Gd,n is not discretized. Therefore, given a rectiﬁable d–varifold
V = v(M, θ), the accuracy of the approximation of the tangential part can be measured in terms of
δi only if the tangential part is controlled by the spatial part, that is, only if we add some uniform
regularity assumption on the tangent plane x → TxM , as in the following result. (Actually, the
assumption on the global Ho¨lder regularity on the tangent plane (5.22) can be weakened as explained
in remark 1.8).
Theorem 5.13. Let Ω ⊂ Rn be an open set and let V = v(M, θ) be a rectiﬁable d–varifold in Ω
with ﬁnite mass ‖V ‖(Ω). Let δi ↓ 0 be a sequence of inﬁnitesimals and (Ki)i a sequence of meshes
satisfying
sup
K∈Ki
diam(K)  δi −−−−→
i→+∞
0 .
Let the approximation spaces (Aδi(Ki))i deﬁned as in (2.1) and let the kernel ρ be as in (5.13),
assuming in addition that ρ ∈ W2,∞. Assume that there exist 0 < β < 1 and C such that for
‖V ‖–almost every x, y ∈ Ω,
‖TxM − TyM‖  C|x− y|β . (5.22)
Then, there exists a sequence of discrete volumetric varifolds (Vi)i such that
(i) for all i, Vi ∈ Aδi(Ki),
(ii) Vi
∗−−−−⇀
i→+∞
V ,
(iii) For any sequence of inﬁnitesimals εi ↓ 0 satisfying
δβi
ε2i
−−−−→
i→+∞
0 ,
one has
W1εi(Vi) −−−−→i→+∞ ‖δV ‖ .
Proof. As in Theorem 2.1, we deﬁne the discrete volumetric varifolds Vi ∈ Aδi(Ki) by
Vi =
∑
K∈Ki
miK
|K| L
n ⊗ δP iK with m
i
K = ‖V ‖(K) and P iK ∈ argmin
P∈Gd,n
∫
K×Gd,n
‖P − S‖ dV (x, S) .
By Theorem 2.1, Vi
∗−−−−⇀
i→+∞
V and by (2.6), for any ϕ ∈ Lip(Ω×Gd,n) with Lipschitz constant lip(ϕ),
| 〈V, ϕ〉 − 〈Vi, ϕ〉 |  lip(ϕ)
(
δi + 2Cδ
β
i
)
‖V ‖ (Π(suppϕ) ∩ Ω) . (5.23)
Then,
∣∣W1εi(Vi)−Wεi(V )∣∣  ∫
x∈Rn
|δVi ∗ ρε(x)− δV ∗ ρε(x)| dLn(x)
=
1
εn+1i
∫
x∈Rn
∣∣∣∣∣
∫
Ω×Gd,n
∇Sρ
(
y − x
εi
)
dVi(y, S)−
∫
Ω×Gd,n
∇Sρ
(
y − x
εi
)
dV (y, S)
∣∣∣∣∣ dLn(x) .
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As ρ ∈ W2,∞(Ω), (y, S) → ∇Sρ
(
y−x
εi
)
∈ Lip(Ω × Gd,n) with Lipschitz constant  1εi ‖ρ‖W2,∞ and
with support in Bεi(x)×Gd,n. Therefore, thanks to (5.23),∣∣W1εi(Vi)−Wεi(V )∣∣  1εn+1i 1εi ‖ρ‖W2,∞
(
δi + 2Cδ
β
i
)∫
x∈Rn
‖V ‖ (Bεi(x) ∩ Ω) dLn(x)
 ‖ρ‖W2,∞
(
δi + 2Cδ
β
i
)
εn+2i
∫
y∈Ω
Ln (Bεi(x)) d‖V ‖(y)
 ‖ρ‖W2,∞
(
δi + 2Cδ
β
i
)
εn+2i
ωnε
n
i ‖V ‖(Ω)
 ‖ρ‖W2,∞ωn‖V ‖(Ω)
(
δi + 2Cδ
β
i
)
ε2i
,
which leads to the conclusion.
5.3.2 The case of Wpε for p > 1
As we said, the problem is not solved. Technically, this comes from the fact that in the proof of
Proposition 5.11 (5.21) for p = 1,∣∣W1ε (Vi)−W1ε (V )∣∣  ∫
x∈Rn
|δVi ∗ ρε(x)− δV ∗ ρε(x)| dLn(x) ,
and for ﬁxed ε > 0, |δVi ∗ ρε(x)− δV ∗ ρε(x)| is bounded. But in the case p > 1,
|Wpε (Vi)−Wpε (V )| 
∫
x∈Rn
∣∣∣∣∣∣∣∣ δVi ∗ ρε(x)‖Vi‖ ∗ ρε(x)
∣∣∣∣p (‖Vi‖ ∗ ρε(x))− ∣∣∣∣ δV ∗ ρε(x)‖V ‖ ∗ ρε(x)
∣∣∣∣p (‖V ‖ ∗ ρε(x))∣∣∣∣ dLn(x) ,
but the ratio
∣∣∣∣ δV ∗ ρε(x)‖V ‖ ∗ ρε(x)
∣∣∣∣p is not a priori bounded. However, nothing indicates whether it is a
relevant obstacle or just a technical point. We need a better understanding of the regularisation
δV ∗ ρε and its connection with some suitable regularization of V .
5.4 A connection between the regularization of the ﬁrst variation
δV and the ﬁrst variation of some appropriate regularization of
V
In this section, we try to answer Question 5.3:
– Given a d–varifold V , is the regularization δV ∗ ρε of the ﬁrst variation δV , the ﬁrst variation
δ
(
V̂ε
)
of some varifold V̂ε?
– And if so, is V̂ε the regularization (in a sense to be deﬁned) of V ?
In short, is there a kind of convolution ∗ˆ such that the following formula makes sense
δV ∗ ρε = δ
(
V̂ε
)
= δ (V ∗ˆρε) ?
Let us ﬁrst explain what V̂ε cannot be. As V is a Radon measure in Ω×Gd,n, notice that V ∗ ρε does
not have a canonical sense. A natural idea would be to:
1. ﬁrst regularize the mass ‖V ‖, deﬁning ‖V̂ε‖ = (‖V ‖ ∗ ρε) dLn,
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2. then set V̂ε = (‖V ‖ ∗ ρε(x)) dLn ⊗ δTε(x) and compute the tangential part Tε(x) from ‖V̂ε‖.
For, instance, if V = v(Γ, 1) is associated with a curve Γ in R2, set uε(x) = d(x,Γ) and set Tε(x) =
∇uε
|∇uε|
⊥
(which gives the tangential direction to the level lines of uε) so that V̂ε would be:
V̂ε = (‖V ‖ ∗ ρε(x)) dL2 ⊗ δTε(x) = (‖V ‖ ∗ ρε(x)) L2 ⊗ δ ∇uε(x)
|∇uε(x)|
⊥ .
Let us consider a simple example to test this construction:
Example 5.4. Let V = v(N, 1) whereN is the cross constituted by the union of the linesN1 = {x1 = 0}
and N2 = {x2 = 0} in R2, then δV = 0 and thus δV ∗ ρε = 0. But with the previous construction, we
obtain V̂ε = (‖V ‖ ∗ ρε(x)) dL2 ⊗ δTε(x) represented in Figure 5.1
(a) (b)
Figure 5.1:
Qualitatively, we observe that δ(V̂ε) is composed of a singular part concentrated on the red set in
Figure 5.1 and an absolutely continuous part due to the fact that ‖V ‖ ∗ ρε(x) is not constant along
the level-sets {d(x,Γ) = λ}. Exact computations can be done by dividing the cross along the red set
into 4 parts and applying Fubini Theorem to integrate on the level-sets {d(x,Γ) = λ}, and then apply
the divergence Theorem in each integral; but qualitatively, we can see that with this deﬁnition,
δ
(
V̂ε
)

= 0 = δV ∗ ρε .
The construction we proposed is not the right one, yet the idea of convolving the spatial part is
reasonable, but the tangential part must be constructed from V and not from ‖V̂ε‖:
Theorem 5.14. Let Ω ⊂ Rn be an open set and V a d–varifold in Ω with ﬁnite mass ‖V ‖(Ω) < +∞.
Let ε > 0 and ρε as in (5.13). Deﬁne the d–varifold V̂ε as:〈
V̂ε, ψ
〉
= 〈V, (y, S) → ψ(·, S) ∗ ρε(y)〉 for every ψ ∈ C0c(Ω×Gd,n) ;
or equivalently,∫
Ω×Gd,n
ψ(y, S) dV̂ε(y, S) =
∫
(y,S)∈Ω×Gd,n
∫
x∈Rn
ψ(x, S)ρε(y − x) dLn(x) dV (y, S) . (5.24)
Then,
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1. ‖V̂ε‖ = ‖V ‖ ∗ ρε,
2. δ
(
V̂ε
)
= δV ∗ ρε.
Proof. Let us ﬁrst compute ‖V̂ε‖, for ϕ ∈ C0c(Ω),〈
‖V̂ε‖, ϕ
〉
=
〈
V̂ε, ϕ
〉
=
∫
(y,S)∈Ω×Gd,n
∫
x∈Rn
ϕ(x)ρε(y − x) dLn(x) dV (y, S)
=
∫
y∈Ω
∫
x∈Rn
ϕ(x)ρε(y − x) dLn(x) d‖V ‖(y) = 〈‖V ‖, ϕ ∗ ρε〉
= 〈‖V ‖ ∗ ρε〉 .
We now compute the ﬁrst variation of V̂ε. Let X ∈ C1c(Ω,Rn), then〈
δ
(
V̂ε
)
, X
〉
=
〈
V̂ε, (y, S) → divSX(y)
〉
=
∫
(y,S)∈Ω×Gd,n
∫
x∈Rn
divSX(x)ρε(y − x) dLn(x) dV (y, S) ,
and for ﬁxed (y, S) ∈ Ω×Gd,n, one has
divS [x → ρε(y − x)X(x)] = ρε(y − x)divSX(x)−∇Sρε(y − x) ·X(x) . (5.25)
Moreover, ∫
(y,S)∈Ω×Gd,n
∫
x∈Rn
∇Sρε(y − x) ·X(x) dLn(x) dV (y, S)
=
∫
x∈Rn
∫
(y,S)∈Ω×Gd,n
∇Sρε(y − x) dV (y, S) ·X(x) dLn(x)
=
∫
x∈Rn
δV ∗ ρε(x) ·X(x) dLn(x) thanks to (5.11)
= 〈δV ∗ ρε, X〉 , (5.26)
and since x → ρε(y − x)X(x) is compactly supported, for a ﬁxed S ∈ Gd,n,∫
x∈Rn
divS [x → ρε(y − x)X(x)] dLn(x) = 0 so that
∫
(y,S)∈Ω×Gd,n
∫
x∈Rn
divS [x → ρε(y − x)X(x)] dLn(x) dV (y, S) = 0 . (5.27)
Hence, thanks to (5.25), (5.26) and (5.27), we have,〈
δ
(
V̂ε
)
, X
〉
= 〈δV ∗ ρε, X〉 .
Example 5.5. Let us come back to the example of the cross V = v(N, 1) in R2 with N = N1 ∪N2 and
N1 = {x1 = 0} and N2 = {x2 = 0}. Deﬁne the 2–varifolds V1 = v(N1, 1) and V2 = v(N2, 1) so that
V = V1 + V2. Notice that the mapping V → V̂ε in (5.24) is linear. Hence δ(V̂ε) = δ(V̂1ε) + δ(V̂2ε) and
the fact that
δ(V̂1ε) = δ(V̂2ε) = 0
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can be easily proved. Let us check it by simple computations. Let ψ ∈ C0c(R2 ×G1,2),∫
R2×G1,2
ψ(y, S) dV̂ε(y, S) =
∫
(y,S)∈R2×G1,2
∫
x∈R2
ψ(x, S)ρε(y − x) dL2(x) dV1(y, S)
+
∫
(y,S)∈R2×G1,2
∫
x∈Rn
ψ(x, S)ρε(y − x) dL2(x) dV2(y, S)
=
∫
x∈R2
ψ(x, T1)
∫
y∈R2
ρε(y − x) d‖V1‖(y) dL2(x)
+
∫
x∈R2
ψ(x, T2)
∫
y∈R2
ρε(y − x) d‖V2‖(y) dL2(x) ,
where T1, T2 ∈ G1,2 respectively denote the direction of N1 and N2. Thus, for X ∈ C1c(R2,R2),∫
R2×G1,2
divSX(y) dV̂ε(y, S) =
∫
x∈R2
divT1X(x)
∫
y∈R2
ρε(y − x) d‖V1‖(y) dL2(x)
+
∫
x∈R2
divT2X(x)
∫
y∈R2
ρε(y − x) d‖V2‖(y) dL2(x) .
Moreover, in each set {d(x,N1) = λ},
∫
y∈R2 ρε(y − x) d‖V1‖(y) = cλ is constant. Then, thanks to
Fubini Theorem and the divergence Theorem,∫
x∈R2
divT1X(x)
∫
y∈R2
ρε(y − x) d‖V1‖(y) dL2(x) =
∫ ε
λ=−ε
∫
{d(x,N1)=λ}
divT1X(x)cλ dH1(x) dλ
= 0 .
Notice that the idea of convolving the spatial part was right so that the point was to build the
right tangential part. In the following proposition, we study the tangential part of V̂ε deﬁned in (5.24).
Proposition 5.15. Let Ω ⊂ Rn be an open set and V be a d–varifold in Ω with ﬁnite mass ‖V ‖(Ω) <
+∞. Decompose V into V = ‖V ‖ ⊗ νx by disintegration with respect to ‖V ‖, νx is a probability
measure for ‖V ‖–almost every x. Let ε > 0 and ρε as in (5.13). Let V̂ε deﬁned as in (5.24). Then,
V̂ε = ‖V̂ε‖ ⊗ ν̂εx where, for ‖V̂ε‖–almost every x ∈ Rn, ν̂εx is a probability measure in Gd,n and, for all
ψ ∈ C0(Gd,n), ∫
Gd,n
ψ(S) dν̂εx(S) =
∫
y∈Ω
∫
Gd,n
ψ(S) dνy(S) ρε(y − x) d‖V ‖(y)∫
y∈Ω ρε(y − x) d‖V ‖(y)
, (5.28)
or equivalently, for any Borel set A ∈ Gd,n,
ν̂εx(A) =
∫
y∈Ω νy(A) ρε(y − x) d‖V ‖(y)∫
y∈Ω ρε(y − x) d‖V ‖(y)
. (5.29)
Proof. Let ϕ ∈ C0c(Rn) and ψ ∈ C0(Gd,n).〈
V̂ε, ϕ(x)ψ(S)
〉
=
∫
x∈Rn
ϕ(x)
∫
y∈Ω
∫
S∈Gd,n
ψ(S) dνy(S)ρε(y − x) d‖V ‖(y) dLn(x)
=
∫
x∈Rn
ϕ(x)
∫
S∈Gd,n
dν̂εx(S) d‖V̂ε‖(x)
=
∫
x∈Rn
ϕ(x)
∫
S∈Gd,n
dν̂εx(S)
∫
y∈Ω
ρε(y − x) d‖V ‖(y) dLn(x) .
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Consequently, for Ln–almost every x,∫
S∈Gd,n
ψ(S) dν̂εx(S) =
∫
y∈Ω
∫
S∈Gd,n ψ(S) dνy(S)ρε(y − x) d‖V ‖(y)∫
y∈Ω ρε(y − x) d‖V ‖(y)
.
Example 5.6. Coming back again to the example of the cross V = v(N, 1) with N = {x1 = 0} ∪
{x2 = 0} ⊂ R2, let V̂ε be the varifold associated with V by formula (5.24). We already know that
‖V̂ε‖ = ‖V ‖∗ρε. We now want to identify the tangential part ν̂εx in the decomposition V̂ε = ‖V̂ε‖⊗ ν̂εx.
Thanks to Proposition 5.15, for ‖V̂ε‖–almost every x ∈ R2 and for any Borel set A ⊂ R2,
ν̂εx(A) =
∫
y∈Ω νy(A) ρε(y − x) d‖V ‖(y)∫
y∈Ω ρε(y − x) d‖V ‖(y)
,
and applying it with A = {T1} and A = {T2} where T1, T2 ∈ G1,2 respectively denote the direction
of N1 = {x1 = 0} and N2 = {x2 = 0}, we have for i = 1, 2,
ν̂εx({Ti}) =
∫
{y∈Ω : y∈Ni} ρε(y − x) d‖V ‖(y)∫
y∈Ω ρε(y − x) d‖V ‖(y)
and ν̂εx(R
2 \ {T1, T2}) = 0 .
Hence ν̂εx is a convex combination of δT1 and δT2 whose coeﬃcients depend on the distances d(x,N1)
and d(x,N2). We try to represent it in Figure 5.2:
Remark 5.10. Notice that with this construction of V̂ε (5.24), ν̂εx is generally not a sum of Dirac
masses, unless the tangent plane to V is constant on a set of ‖V ‖–mass strictly positive.
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Figure 5.2:
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CHAPTER 6
Aspects nume´riques
We study in this chapter the approximation of the mean curvature given by
δVi ∗ ρε(x)
‖Vi‖ ∗ ρε(x) , (6.1)
on sequences of point cloud varifolds (Vi)i. Let V be a rectiﬁable d–varifold with bounded ﬁrst
variation δV = −H ‖V ‖+ (δV )s and ρ ∈ W1,∞ be a radial kernel. We proved in Proposition 5.6 (in
Chapter 5) that for ‖V ‖–almost any x,
Hε(x) = − δV ∗ ρε(x)‖V ‖ ∗ ρε(x) −−−→ε→0 H(x) .
We will see now (Proposition 6.1) that under the assumptions of the theorem of approximation by
discrete volumetric varifolds (Theorem 2.1), if (Vi)i is the sequence of discrete volumetric varifolds
(given by Theorem 2.1) associated with a sequence of meshes Ki such that δi = sup
K∈Ki
diamK tends to
0 and if εi ↓ 0 satisﬁes
δβi
ε2i
−−−→
i→∞
0 ,
then for ‖V ‖–almost any x,
− δVi ∗ ρεi(x)‖Vi‖ ∗ ρεi(x)
−−−→
i→∞
H(x) .
(Recall that β is the Ho¨lder–regularity of the tangent plane to V with the notations of Theorem 2.1.)
We then study this approximation on 2D point cloud varifolds, with what we call the ”reversed
tent kernel”, which is simply ρ(y) = |y| if |y| < 1 and 0 otherwise. We chose point cloud varifolds
and not discrete volumetric varifolds for practical reasons. Anyway, as we have already pointed out,
it is possible to associate a point cloud varifold with a discrete volumetric varifold by simply picking
up any point xK in each cell K and replacing
∑
K∈K
mK
|K| L
n
|K ⊗ δPK by
∑
K∈K
mKδxK ⊗ δPK , and with
this construction, convergence properties of discrete volumetric varifolds transfer to the associated
point cloud varifolds (see section 2.3). We will check (in Section 6.1.4) that the approximation of the
mean curvature of point clouds given by (6.18) allows to recover a zero–curvature at crossing points,
but it also presents instability as a result of the annihilation of large symmetric terms. In order to
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improve this aspect, we notice that for point clouds approximating regular curves or surfaces, Formula
(6.18) can be turned into a more stable formula (6.23). We then test this formula in Section 6.1.5,
on some discretizations of 2D regular shapes. Finally, we test in Section 6.2 on 3D point clouds our
approximation of the mean curvature.
6.1 Approximation of the curvature on 2D point cloud varifolds
6.1.1 Pointwise convergence
Proposition 6.1 (Pointwise convergence). Let Ω ⊂ Rn be an open set and let V = v(M, θ) be a
rectiﬁable d–varifold in Ω with ﬁnite mass ‖V ‖(Ω) and bounded ﬁrst variation. Under the assumptions
of Theorem 5.13, that is:
– δi ↓ 0 is a sequence of inﬁnitesimals and (Ki)i is a sequence of meshes satisfying
sup
K∈Ki
diam(K)  δi −−−−→
i→+∞
0 ;
– assume that there exist 0 < β < 1 and C such that for ‖V ‖–almost every x, y ∈ Ω,
‖TxM − TyM‖  C|x− y|β . (6.2)
Assuming in addition that the kernel ρ ∈ W2,∞ is as in (5.13) and that moreover ρ(x) = ζ(|x|) is
radial, with ζ ∈ W2,∞(R+) non–increasing, we have the following result.
If εi ↓ 0 satisﬁes
δβi
ε2i
−−−→
i→∞
0 ,
then, for ‖V ‖–almost any x ∈ Ω,
− δVi ∗ ρεi(x)‖Vi‖ ∗ ρεi(x)
−−−→
i→∞
H(x) .
Proof. Let ε > 0. First of all, thanks to Proposition 5.6, for ‖V ‖–almost any x,∣∣∣∣ δVi ∗ ρε(x)‖Vi‖ ∗ ρε(x) +H(x)
∣∣∣∣  ∣∣∣∣ δVi ∗ ρε(x)‖Vi‖ ∗ ρε(x) − δV ∗ ρε(x)‖V ‖ ∗ ρε(x)
∣∣∣∣+ ∣∣∣∣ δV ∗ ρε(x)‖V ‖ ∗ ρε(x) +H(x)
∣∣∣∣︸ ︷︷ ︸−−−−→
ε→0 0
 |δVi ∗ ρε(x)− δV ∗ ρε(x)|‖Vi‖ ∗ ρε(x) + |δV ∗ ρε(x)|
∣∣∣∣ 1‖Vi‖ ∗ ρε(x) − 1‖V ‖ ∗ ρε(x)
∣∣∣∣+ o(ε) .
(6.3)
Step 1: We study the convergence of the ﬁrst term in (6.3). Recall that, by (2.6) in Theorem 2.1,
for all ϕ ∈ Lip(Ω×Gd,n),
|〈Vi, ϕ〉 − 〈V, ϕ〉|  lip(ϕ)‖V ‖ (Π(suppϕ) ∩ Ω)
(
δi + 2Cδ
β
i
)
. (6.4)
And as ρ ∈ W2,∞(Ω), the function
(y, S) ∈ Ω×Gd,n → ∇Sρ
(
y − x
ε
)
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is Lipschitz with Lipschitz constant  1
ε
‖ρ‖W2,∞ and with support in Bε(x)×Gd,n. By (6.4),
|δVi ∗ ρε(x)− δV ∗ ρε(x)| = 1
εn+1
∣∣∣∣∣
∫
Ω×Gd,n
∇Sρ
(
y − x
ε
)
dVi(y, S)−
∫
Ω×Gd,n
∇Sρ
(
y − x
ε
)
dV (y, S)
∣∣∣∣∣
 1
εn+2
‖ρ‖W2,∞
(
δi + 2Cδ
β
i
)
‖V ‖ (Bε(x) ∩ Ω) . (6.5)
Let us now bound ‖Vi‖ ∗ ρε(x) from below. As ρ(x) = ζ(|x|) for all x, with ζ ∈ W2,∞(R+). In
particular ζ is absolutely continuous, ζ(1) = 0 and
ζ(r) = −
∫ 1
s=r
ζ ′(s) ds .
Consequently,
‖Vi‖ ∗ ρε(x) =
∫
y∈Bε(x)
ρε(y − x) d‖Vi‖(y) = 1
εn
∫
y∈Bε(x)
ζ
( |y − x|
ε
)
d‖Vi‖(y)
= − 1
εn
∫
y∈Bε(x)
∫ 1
s=
|y−x|
ε
ζ ′(s) ds d‖Vi‖(y) = − 1
εn+1
∫
y∈Bε(x)
∫ ε
u=|y−x|
ζ ′(u) du d‖Vi‖(y)
= − 1
εn+1
∫ ε
u=0
ζ ′(u)
∫
y∈Bu(x)
d‖Vi‖(y) du = − 1
εn+1
∫ ε
u=0
ζ ′(u)‖Vi‖(Bu(x)) du . (6.6)
Recall that, by construction of discrete volumetric varifolds (Vi)i associated to V , for all s > δi,
‖V ‖(Bs−δi(x))  ‖Vi‖(Bs(x))  ‖V ‖(Bs+δi(x)) .
So that, since −ζ ′  0 and thanks to (6.6),
‖Vi‖ ∗ ρε(x)  1
εn+1
∫ ε
u=δi
−ζ ′(u)‖V ‖(Bu−δi(x)) du 
1
εn+1
∫ ε−δi
u=0
−ζ ′(u+ δi)‖V ‖(Bu(x)) du
 1
εn+1
∫ ε−δi
u=0
− (ζ ′(u) + lip(ζ ′)δi) ‖V ‖(Bu(x)) du since ζ ′ ∈ W1,∞ . (6.7)
Moreover, by (6.6) (applied with ε− δi instead of ε),
1
ε− δi
∫ ε−δi
u=0
−ζ ′(u)‖V ‖(Bu(x)) du =
∫
y∈Bε−δi (x)
ζ
( |y − x|
ε− δi
)
d‖V ‖(y) , (6.8)
and
1
ε
∫ ε−δi
u=0
‖V ‖(Bu(x)) du  ‖V ‖(Bε(x)) . (6.9)
By (6.7), (6.8) and (6.9), we have
‖Vi‖ ∗ ρε(x)  1
εn
ε− δi
ε
∫
y∈Bε−δi (x)
ζ
( |y − x|
ε− δi
)
d‖V ‖(y)− 1
εn
lip(ζ ′)δi‖V ‖(Bε(x)) (6.10)
Remark 6.1. If ζ is supposed to be increasing, the same can be done, but using
−‖Vi‖(Bu(x))  −‖V ‖(Bu+δi(x)) .
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Let us consider a sequence εi ↓ 0 and such that δ
β
i
ε2i
−−−→
i→∞
0. In particular,
δi
εi
−−−→
i→∞
0 and εi−δi −−−→
i→∞
0 with δi  εi. Thanks to (6.10), we obtain
‖V ‖(Bεi(x))
εni ‖Vi‖ ∗ ρεi(x)
 ‖V ‖(Bεi(x))
εi − δi
εi
∫
y∈Bεi−δi (x)
ζ
( |y − x|
εi − δi
)
d‖V ‖(y)− lip(ζ ′)δi‖V ‖(Bεi(x))
 1
εi − δi
εi
1
‖V ‖(Bεi(x))
∫
y∈Bεi−δi (x)
ζ
( |y − x|
εi − δi
)
d‖V ‖(y)− lip(ζ ′)δi︸ ︷︷ ︸
=o(δi)
. (6.11)
Moreover, as ‖V ‖ = v(M, θ) is d–rectiﬁable, we have:
‖V ‖(Bεi(x)) ∼i→∞ θ(x)εdi ; (6.12)
and, thanks to the deﬁnition of approximate tangent plane (Deﬁnition 1.5),
1
θ(x)(εi − δi)d
∫
y∈Bεi−δi (x)
ζ
( |y − x|
εi − δi
)
d‖V ‖(y) −−−→
i→∞
∫
B1(0)∩TxM
ζ(|z|) dHd(z) . (6.13)
By (6.12) and (6.13), we have
εi − δi
εi
1
‖V ‖(Bεi(x))
∫
y∈Bεi−δi (x)
ζ
( |y − x|
εi − δi
)
d‖V ‖(y)
=
(
1− δi
εi
)
θ(x)(εi − δi)d
‖V ‖(Bεi(x))
1
θ(x)(εi − δi)d
∫
y∈Bεi−δi (x)
ζ
( |y − x|
εi − δi
)
d‖V ‖(y) (6.14)
∼i→∞
(
1− δi
εi
)(
εi − δi
εi
)d ∫
B1(0)∩TxM
ζ(|z|) dHd(z)
−−−→
i→∞
∫
B1(0)∩TxM
ρ(z) dHd(z) < +∞ (6.15)
Finally, by (6.11) and (6.15),
‖V ‖(Bεi(x))
εni ‖Vi‖ ∗ ρεi(x)
is bounded by some constant C ′ > 0 when i → +∞
and by (6.5)
|δVi ∗ ρεi(x)− δV ∗ ρεi(x)|
‖Vi‖ ∗ ρεi(x)
 1‖Vi‖ ∗ ρεi(x)
1
εn+2i
‖ρ‖W2,∞
(
δi + 2Cδ
β
i
)
‖V ‖ (Bεi(x))
 C ′‖ρ‖W2,∞
δi + 2Cδ
β
i
ε2i
−−−−→
i→+∞
0 .
Step 2: It remains to study the second term in (6.3). Applying again (6.4),
|‖V ‖ ∗ ρεi(x)− ‖Vi‖ ∗ ρεi(x)|  lip(ρεi)
(
δi + 2Cδ
β
i
)
‖V ‖(Bεi(x)) , (6.16)
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and thus,
|δV ∗ ρεi(x)|
∣∣∣∣ 1‖Vi‖ ∗ ρεi(x) − 1‖V ‖ ∗ ρεi(x)
∣∣∣∣ = |δV ∗ ρεi(x)|‖V ‖ ∗ ρεi(x)︸ ︷︷ ︸
−−−→
i→∞
H(x)
1
‖Vi‖ ∗ ρεi(x)
|‖V ‖ ∗ ρεi(x)− ‖Vi‖ ∗ ρεi(x)|
 C0‖ρ‖W2,∞
1
‖Vi‖ ∗ ρεi(x)
1
εni
‖V ‖(Bεi(x))︸ ︷︷ ︸
 C ′
(
δi + 2Cδ
β
i
)
−−−→
i→∞
0 .
Remark 6.2. The factor
(
δi + 2Cδ
β
i
)
in (6.16) can actually be replaced by δi (it comes from the
proof of (6.4)).
Thanks to Step 1 and Step 2, we proved that for ‖V ‖–almost any x,
− δVi ∗ ρεi(x)‖Vi‖ ∗ ρεi(x)
−−−→
i→∞
H(x) .
6.1.2 Formulation in terms of point cloud varifolds
For a d–varifold VN associated with a point cloud and for a radial kernel ρ(y) = ζ(|y|),
VN =
N∑
j=1
mjδxj ⊗ δPj ,
the ratio (6.1) rewrites
HNε (x) = −
δVN ∗ ρε(x)
‖VN‖ ∗ ρε(x) = −
N∑
j=1
mjζ
′
( |xj − x|
ε
)
ΠPj (xj − x)
|xj − x|
N∑
j=1
mjεζ
( |xj − x|
ε
) . (6.17)
From now on, ζ is the ”reversed tent kernel”, ζ(|y|) = |y| if |y| < 1 and 0 otherwise.
In this case, the formula (6.17) rewrites:
HNε (x) = −
N∑
j=1
1{|xj−x|<ε}mj
ΠPj (xj − x)
|xj − x|
N∑
j=1
1{|xj−x|<ε}mj |xj − x|
. (6.18)
Remark 6.3 (Choice of the kernel). Notice that the special form of the reversed tent kernel allows
the simpliﬁcation of εζ
( |xj−x|
ε
)
= |xj − x| in (6.18), which makes the expression independent of ε
(except for considering or not a point, of course). It appears that this special kernel, though not
regular at all, behaves much better than the tent kernel or even more regular kernels, at least on the
test shapes (circle, ellipse, ﬂower, see the next subsection) given with their exact tangents. It remains
to understand why, and see if this fact remains true on shapes given with approximate tangent or on
noisy shapes.
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(a) reversed tent kernel (b) derivative of the re-
versed tent kernel
Figure 6.1: Proﬁle of the reversed tent kernel and its derivative
6.1.3 Test shapes
We study the convergence of (6.18) on diﬀerent shapes with respect to
− the number of points N in the point cloud,
− the radius ε of the ball supporting ρε,
− the mean number of points Nneigh in a ball of radius ε centered in the point cloud.
Let us give the diﬀerent shapes on which we will test (6.18):
???? ???????
???
(a)
???? ? ??? ?
????
????
????
????
?
???
???
???
???
(b)
???? ???? ???? ? ??? ??? ???
????
????
????
?
???
???
???
(c)
???? ? ???????
?
???
(d)
(a) A circle of radius 0.5
(b) An ellipse parametrized by
{
x = a cos(t) t ∈ (0, 2π)
y = b sin(t) ,
with a = 1 and b = 0.5. In this
case, the curvature vector is given by H(t) = |H(t)|n(t) where n(t) is the unit normal and
|H(t)| = a
2
b
(
1− e2 cos2(t))− 32 , e2 = 1− ( b
a
)2
.
(c) A “ﬂower” parametrized by r(θ) = 0.5(1 + 0.5 sin(6θ + π2 )).
(d) A “eight” parametrized by
{
x = 0.5 sin(t) (cos t+ 1) t ∈ (0, 2π)
y = 0.5 sin(t) (cos t− 1) .
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Remark 6.4. The speciﬁcity of our approximation of the mean curvature is that it is consistent with
the 0–curvature of crossings, and more generally, it is consistent with the 0–curvature of singularities
with (δV )s = 0. We check this point on the “eight”.
Unless another construction is given, the test point cloud varifolds are constructed from these
parametrizations by computing the exact unit tangent vector T (t), evaluating at the N points
{0, h, 2h, . . . , (N − 1)h} for h = 2πN , and setting
VN =
N∑
j=1
mjδ(x(jh),y(jh)) ⊗ δT (jh) .
As this way of constructing point clouds is almost uniform, we consider that the weight mj of each
point is the same that is, for all j, mj = m. And in this case, we do not need to compute m in (6.18).
For all these shapes, the curvature vector H(t) can be computed explicitly and evaluated at all
tj = jh, j = 0 . . . N − 1. To test the accuracy of the approximation (6.18), we compute the following
average error on the curvature vector
E =
1
N
N∑
j=1
|HNε (xj)−H(tj)| . (6.19)
6.1.4 Zero curvature of a crossing
Formula (6.18) is specially adapted to singularities of crossing-type, meaning singular curves with
zero curvature in the sense of varifolds. We tested it on the “eight” ﬁgure with N = 105 points and
the radius of the ball ε = 0.01. The computed curvature vector is represented in Figure 6.2, where
the color corresponds to the norm of the computed curvature.
The advantages of Formula (6.18) is that it is very easy to compute, there is no need to know an
approximation of the local length or area, it is not depending on the orientation (because it comes from
varifolds setting and varifolds are not oriented) and it preserves the 0–singular curvature. But there is
a major drawback, the preservation of 0–curvature at crossings is obtained thanks to a phenomenon
of compensation. Indeed, the term
1{|xj−x|<ε}
ΠPj (xj − x)
|xj − x|
is of order 1 and has to be compensated by a “symmetric point” (with respect to the normal at x)
in the ball Bε(x) to produce a term of order ε with orientation given by the normal n(x) to x. This
is not particular to the discretized formula, it occurs also at the continuous level as represented in
Figure 6.3. But this compensation phenomenon produces great instability at the discrete level. Let
us consider a simple example:
Example 6.1. Let S = [0, 1]× {0} ⊂ R2 and discretize the segment S into a uniform point cloud, for
instance
VN =
N∑
j=1
1
N
δ( jN ,0)
⊗ δe1 with e1 the horizontal direction .
Take a point x0 and compute the approximated curvature at this point, in a ball of radius ε. Assume
that for some reason, the discretization was not completely uniform and in the ball centered at x0,
there are n+ points (in the cloud) on the right of x0, and n− points on the left, with |n+ − n−|  1.
141
???? ???? ???? ? ??? ??? ???
????
????
????
?
???
???
???
?????????????????????????? ?????????????? ???????
? ????????????
???????
???????
Figure 6.2: Zero curvature at a crossing point
Figure 6.3: Compensation phenomenon
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Then, formula (6.18) gives
∣∣HNε (x0)∣∣ =
∣∣∣∣∣∣∣∣∣∣∣
N∑
j=1
1{|xj−x0|<ε}mj
Πe1(xj − x0)
|xj − x0|
N∑
j=1
1{|xj−0|<ε}mj |xj − x0|
∣∣∣∣∣∣∣∣∣∣∣
=
m|n+ − n−|
N∑
j=1
1{|xj−0|<ε}m|xj − x0|
 |n+ − n−||n+ + n−|ε
 1
Nneighε
.
And imposing that 1Nneighε is small forces to take large radii ε.
In order to avoid numerical instability linked to this compensation, it is possible to project the
result onto the normal vector, but it becomes sensitive to the computation of the normal at a point.
We thus prefer to project each term on the normal Nj at xj . This allows to preserve a formula which
is an average, and now the compensation is of smaller order. But of course, there is a priori no reason
that this formula approximates the mean curvature vector, and it no longer preserves the 0–curvature
at crossing points. We discuss this new formula in the next section.
6.1.5 Formula with projection onto the normal vector
As we just explained, we want to replace the projector onto the tangent ΠP by a projector onto
the normal ΠP⊥ , but we do not know what is the limit of this new ratio (if it exists):
−
∫
Bε(x)
ΠP⊥(y)(y − x)
|y − x| d‖V ‖(y)∫
Bε(x)
|y − x| d‖V ‖(y)
, (6.20)
neither how it is connected to the mean curvature. Let us then compute the limit of (6.20). For
simplicity, we do the computation for curves in dimension 2, but it can be done for surfaces and
hypersurfaces in the same way (locally parametrizing the sub-manifold on the tangent space). Let
Γ be a C2 curve and x ∈ Γ, for simplicity, let x = 0. In the adapted coordinates, Γ is locally
parametrized by (h, γ(h)) such that
γ(h) = a h2 + o(h2) with 2a = |H(0)| .
Therefore the tangent unit vector is given by
(1, γ′(h))√
1 + γ′(h)2
=
1√
1 + 4a2h2 + o(h2)
(1, 2ah+o(h)) =
1
1 + o(h)
(1, 2ah+o(h)) = (1+o(h), 2ah+o(h)) ,
the normal unit vector is given by
(−2ah, 1) + o(h)
the radial vector is given by
y
|y| =
(h, γ(h))
|(h, γ(h))| =
1√
h2 + a2h4 + o(h4)
(h, ah2 + o(h2))
=
1
|h|
1√
1 + ah2 + o(h2)
(h, ah2 + o(h2)) = (1 + o(h))
(
(h, ah2)
|h| + o(h)
)
=
(h, ah2)
|h| + o(h) .
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Therefore
ΠP⊥(y)
|y| =
〈
(h, ah2)
|h| + o(h), (−2ah, 1) + o(h)
〉
((−2ah, 1) + o(h)) = −ah
2
|h| (−2ah, 1) + o(h)
= −a|h|(0, 1) + o(h) ,
and∫
Γ∩Bε(0)
ΠP⊥(y)
|y| dH
1(y) =
∫ ε
h=−ε
(−a|h|(0, 1) + o(h))
√
1 + 4a2h2 dh+ o(ε2) = −2a
∫ ε
h=0
h dh+ o(ε2)
= −aε2 + o(ε2) . (6.21)
We have moreover ∫
Γ∩Bε(0)
|y| dH1(y) =
∫ ε
h=−ε
(|h|+ o(h)) dh+ o(ε2) = ε2 + o(ε2) . (6.22)
Thanks to (6.21) and (6.22), we ﬁnally obtain that when V is a varifold associated with a regular
curve,
−
∫
Bε(x)
ΠP⊥(y)(y − x)
|y − x| d‖V ‖(y)∫
Bε(x)
|y − x| d‖V ‖(y)
−−−→
ε→0
−H(x)
2
.
We now test the following formula, with projection onto the normal space, on point cloud dis-
cretizations of regular curves:
2
∫
Bε(x)
ΠP⊥(y)(y − x)
|y − x| d‖V ‖(y)∫
Bε(x)
|y − x| d‖V ‖(y)
,
which gives for a point cloud varifold VN =
∑N
j=1mjδxj ⊗ δPj ,
N∑
j=1
1{|xj−x|<ε}mj
ΠP⊥j
(xj − x)
|xj − x|
N∑
j=1
1{|xj−x|<ε}mj |xj − x|
. (6.23)
We ﬁrst test this formula on the circle of radius 0.5 with exact given normals, and assuming that the
weights mj are all equal (since the discretization is uniform). We represent the result obtained for
N = 105 points and ε = 0.001 in Figure 6.4. Color values represent again the norm of the numerical
curvature, to be compared with the exact value |H| = 2.
As we already mentioned, there is another important parameter to study (apart from N and ε):
the number Nneigh of points in a ball of radius ε, which is directly connected to the quantity εN .
Therefore, we study the evolution of the averaged error on the curvature vector E (see (6.18)) with
respect to the number of points N , for three diﬀerent values of εN corresponding to the three curves
in the following ﬁgure.
144
???? ? ???????
????
????
????
????
?
???
???
???
???
???
????????????????
? ????????
????????
????????
Figure 6.4: Approximate curvature of a circle
circle
N ε 10 100 1000
Nneigh 7 63 637
N error E on the curvature
53 1.51.10−2 1.36 2.66
54 6.06.10−4 4.98.10−2 2.66
55 2.42.10−5 2.01.10−3 0.207
56 9.70.10−7 8.02.10−5 8.19.10−3
57 3.88.10−8 3.21.10−6 3.28.10−4
58 1.35.10−7 1.28.10−7 1.31.10−5
59 3.37.10−6 8.51.10−8 5.25.10−7
510 8.43.10−5 2.53.10−6 3.60.10−8 ??? ??? ??? ??? ??? ?????
??
????
????
????
???
???
??????????????????????????????????????????????
??????????????????
?
??????
???????
????????
Remark 6.5. We observe that for a given εN , there is an optimal radius εopt (or equivalently Nopt)
minimizing the error E. In other words, when the discretization scale is ﬁxed (in our case, by the
number of points N or rather by 1N ), there is an optimal scale εopt to compute the curvature. Indeed, if
ε is small, the irregularity, due to the fact that we consider a discrete object, distorts the computation
of the curvature. Moreover, as our approximation consists in averaging in a ball of radius ε, if ε
is large, our approximation of the curvature loses accuracy. In between, there is an optimal radius
ε, that is an optimal scale, to compute the curvature. We thus study (see Figure 6.5) this optimal
radius εopt for diﬀerent numbers of points N = 10
5, N = 106N = 107 and we observe that the optimal
number of points (Nneighopt = 5, Nneighopt = 67, Nneighopt = 763) per ball increases with N . So that
for great numbers of points, the optimal radii are too large.
We now make the same tests on two other shapes and what we observe is coherent with what was
observed for the circle. We begin with an ellipse parametrized by
{
x = a cos(t) t ∈ (0, 2π)
y = b sin(t) ,
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Figure 6.5: Optimal εopt and Nneighopt for a given N
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with a = 1 and b = 0.5, see Figure 6.6. Notice that for these values of a and b, the minimal and
maximal values of the norm of curvature are 0.5 and 4.
?? ?? ?? ? ? ?? ?
?? ??
?? ??
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?? ??
?
? ??
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? ??
? ??
? ???? ?????? ???????? ??????? ???? ?? ??? ????? ???? ??
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(a) Approximate curvature of an ellipse
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(b) Average curvature error for the
ellipse
Figure 6.6: Curvature of an ellipse
We show in Figure 6.7 the same tests on the “ﬂower” parametrized by r(θ) = 0.5(1+0.5 sin(6θ+π2 )).
We observe that we have the same order of convergence on the error E and that the approximation
is good even at points where the curvature is very high.
Many aspects need to be clariﬁed concerning the link between the optimal parameters or the
diﬀerence between the various kernels: is the reversed tent kernel the best choice? is it still the best
choice for noisy shapes? and if it seems to be the best choice, why? For the moment, this computation
is not very robust to noise, more precisely, the size of the ball needed to have a good curvature is too
large with respect to the noise. Is it possible to stabilize the formula by replacing the convolution of
the mass
∑
xj∈Bε(x)
ζ
( |xj − x|
ε
)
by an equivalent of the continuous quantity (some computations are
needed) ∫
Bε(x)
ζ
( |y − x|
ε
)
d‖V ‖(y) ∼ε→0 θ(x)εd
∫ 1
r=0
Hd−1(Sd−1)rd−1ζ(r)dr .
And using
∑
xj∈Bε(x)
mj = ‖V ‖(Bε(x)) ∼ε→0 θ(x)ωdεd, we infer
mj = m ∼ε→0 1
card{j : xj ∈ Bε(x)}ωdθ(x)ε
d ,
so that (6.23) becomes (with some computations)
1
ε
2d
d+ 1
1
card{j : xj ∈ Bε(x)}
∑
xj∈Bε(x)
ΠP⊥j
(xj − x)
|xj − x| . (6.24)
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Figure 6.7: Approximating the curvature of the ﬂower
We do not enter into more details since it is only prospective for now. It would be close to the formula
obtained in [CRT04] which is (for a surface M and a dimensional constant c(d))∫
−Bε(x)∩M (y − x) dH2(y) = c(d)H(x) + o(ε2) . (6.25)
6.2 And for 3D point clouds ...
We now work with 3D point clouds. We still use the formula (6.23), that is with the reversed tent
kernel and with projection onto the normal space. Notice that the computations we did to pass from
the projector onto the tangent space to the projector onto the normal space can be done (exactly in
the same way) by locally parametrizing a surface with its tangent space. We ﬁrst test this formula on
a ball of radius 1, parametrized with spherical coordinates. We could use the exact normal as we did
for 2D point clouds, but we want to deal with more general point clouds (not given with their normal
vectors) and we want to make point clouds evolve by curvature ﬂows. For those reasons, we now
compute the normal direction at each point thanks to a regression. In this section, computations are
done using a C++ code and the libraries nanoﬂann and eigen, and the visualization uses the software
CloudCompare.
6.2.1 Computation of the mean curvature on 3D point clouds
We ﬁrst test it on a ball of radius 1 for diﬀerent values of the number of points N and diﬀerent radii
ε. The computation of the normal vector is done by constructing the covariance matrix of centered
coordinates and taking the eigenvector associated with the smallest eigenvalue (this computation is
done in a ball of radius ε2). Notice that the number of points in a ball of radius ε is now closely linked
to the quantity Nε2.
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ball
N ε2 127 507
Nneigh 33 128
N error E on the curvature
12684 3.28.10−3 1.21.10−2
79456 7.13.10−4 1.97.10−3
318062 2.84.10−4 5.21.10−4
715811 1.76.10−4 2.46.10−4
1988806 7.4.10−5 9.3.10−5
7956514 2.5.10−5 2.5.10−5
??? ??? ??? ???
????
????
????
????
????
????????????????????????????????????????????? ???????????????????? ?? ? ?????????????
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Figure 6.8: Averaged error on the mean curvature vector of a ball of radius 1: evolution of the error
with the number of points N , for two values of Nε2.
We then test this computation of mean curvature on a more complicated object: a point cloud
representing a (surface) dragon and constituted of N = 435000 points. We represent the norm of the
mean curvature in Figure 6.9.
6.2.2 Toward mean curvature ﬂows for 3D point clouds
In this section, we test the evolution of a point cloud by the discrete mean curvature ﬂow,
xn+1k = x
n
k + dtH(x
n
k) ,
where H(xnk) is the approximation of the mean curvature at the point x
n
k given by formula (6.23) and
dt is a prescribed time step. Of course, as this scheme is explicit, we expect that instabilities appear.
Let us begin with the ﬂow of a ball of radius 1, with a large radius ε = 0.6 and a large enough time
step dt = 0.01. After 40 iterations, we obtain in Figure 6.10 a smaller ball of radius around 0.6 (which
is coherent with the time step and the curvature of the ball).
As expected, we can see instabilities appearing after 40 iterations, and the point cloud is no
longer a “ball” after 50 iterations. This corresponds to the time when the radius of the ball used for
computing curvature is the same as the radius of the ball itself.
We now observe the eﬀects of this mean curvature ﬂow on the bunny of diameter around 7
constituted of N = 34835 points. We take a radius ε = 0.5 and a step time dt = 0.001. We can
observe that after 120 iterations, the body of the bunny has been smoothed (see the back of the
bunny which is wavy before the ﬂow in Figure 6.11). We also understand why the ﬂow crashes at that
moment: the ears are thin and collapse after 120 iterations. The color corresponds to the intensity of
the computed curvature.
Let us now end with an entertaining experiment illustrated in Figure 6.12: we let the bunny evolve
in the same conditions, but by the reverse mean curvature ﬂow,
xn+1k = x
n
k − dtH(xnk) .
Let us conclude this chapter by mapping out some perspectives about the numerics related to the
(direct) discrete mean curvature ﬂow, whose stability issues have been mentioned above. A ﬁrst aspect
is to stabilize the approximation of the mean curvature itself, by changing our current approximation
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(a)
(b) Details on the tail of the
dragon
(c) Details on the head of the dragon
Figure 6.9: Intensity of the mean curvature of a dragon, the computations are done for ε = 0.02 for
a dragon of diameter 1
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(a) From 0 to 40 iterations (b) After 30 iterations
(c) After 40 iterations (d) After 50 iterations
Figure 6.10: Balls evolving by mean curvature ﬂow, with radius ε = 0.6 and time step dt = 0.01.
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(a) Time 0
(b) After 120 iterations
(c) Time 0 (d) After 120 iterations
(e) Time 0 (f) Time 50 (g) Time 100 (h) Time 120
Figure 6.11: Bunny evolving by mean curvature ﬂow: global evolution and comparison after 120
iterations with dt = 0.001 and ε = 0.5.
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Figure 6.12: Bunny after a reverse main curvature ﬂow: After 340 iterations with a radius ε = 0.5
and a time step dt = 0.001
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for the one proposed in (6.24) and by ﬁxing the number of points used to the computation instead of
ﬁxing the radius of the ball used. Another aspect is the instability due to the explicit discretization
in time: is it possible to design a reasonable implicit or semi-implicit scheme with our approximation
of the mean curvature? This will be the purpose of future work.
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Approximation de surfaces par des varifolds discrets :
repre´sentation, courbure, rectiﬁabilite´
Re´sume´ :
La motivation initiale de cette the`se est l’e´tude d’une discre´tisation volumique de surface (introduite dans
le Chapitre 2) naturellement lie´e la structure de varifold. La the´orie des varifolds a e´te´ de´veloppe´e par F.
Almgren aﬁn d’e´tudier les points critiques de la fonctionnelle d’aire. L’ensemble des varifolds rectiﬁables
entiers fournit une notion de surface faible posse´dant de bonnes proprie´te´s de compacite´ et munie d’une
notion de courbure ge´ne´ralise´e appele´e variation premie`re. Le point cle´ est qu’il est possible de munir d’une
structure de varifold la plupart des objets utilise´s pour repre´senter ou discre´tiser des surfaces c’est-a`-dire
aussi bien des objets tels que les sous-varie´te´s ou les ensembles rectiﬁables que des objets tels que des
nuages de points ou encore la discre´tisation volumique propose´e, ce qui permet d’e´tudier dans un cadre
uniﬁe´ une surface et sa discre´tisation.
Une diﬃculte´ essentielle est que, ge´ne´ralement, ces structures discre`tes ne sont pas rectiﬁables, ce qui
soule`ve la question suivante : comment assurer qu’un varifold, obtenu comme limite de discre´tisations
volumiques de la forme propose´e, soit une surface, au moins en un sens faible ? De fac¸on plus pre´cise :
quelles conditions sur une suite de varifolds quelconques assurent que le varifold limite est rectiﬁable
(Chapitre 3) ou encore qu’il est a` variation premie`re borne´e (Chapitre 5) ? Aﬁn de tester la rectiﬁabilite´
d’un varifold, on peut e´tudier l’existence d’un plan tangent en presque tout point, mais la faon classique
de le de´ﬁnir n’est pas adapte´e (c’est-a`-dire qu’elle ne se transfe`re pas aise´ment de la suite de varifolds a` sa
limite). Aﬁn d’y reme´dier, on conside`re le plan tangent comme minimiseur d’une e´nergie lie´e aux nombres
β de Jones, ce qui nous permet d’obtenir des conditions assurant la rectiﬁabilite´ d’une limite de varifolds.
On s’inte´resse ensuite la re´gularite´ du varifold limite en termes de courbure (variation premie`re). Dans
un premier temps, on a essaye´ de controˆler la variation premie`re en observant qu’une certaine moyenne
de la variation premie`re sur des boules concentriques se re´e´crivait de fac¸on a` avoir un sens meˆme pour
un varifold a` variation premie`re non borne´e. On a alors essaye´ de reconstruire par “packing” la variation
premie`re uniquement graˆce a` ces moyennes (Chapitre 4), mais cela n’a pas permis d’e´tablir les conditions
de´sire´es. En revanche, cela nous a conduit conside´rer une forme re´gularise´e de la variation premie`re d’un
varifold, ce qui a permis d’e´tablir des conditions assurant que la limite d’une suite de varifolds est a`
variation premie`re borne´e. Cette re´gularisation permet de de´ﬁnir des e´nergies de Willmore approche´es qui
Γ–convergent dans l’espace des varifolds vers l’e´nergie de Willmore classique ainsi qu’une approximation
de la courbure qui est teste´e nume´riquement dans le Chapitre 6.
Mots cle´s : Varifold ; Rectiﬁabilite´ ; Courbure ; Surfaces discre`tes.
Discrete varifolds and surface approximation : representation, curvature,
rectiﬁability
Keywords : Varifold ; Rectiﬁability ; Curvature ; Discrete surfaces.
Image en couverture : Intensite´ de la courbure moyenne calcule´e sur un nuage de points.
