We present a comprehensive theoretical study of thermodynamic properties of superconductors with a dilute concentration of magnetic impurities, with focus on how the properties of the superconducting host change if the magnetic moments of the impurities order ferromagnetically. Scattering off the magnetic impurities leads to the formation of a band of Yu-Shiba-Rusinov states within the superconducting energy gap that drastically influences superconductivity. In the magnetically ordered system, the magnetization displays a sudden drop as function of impurity density or magnetic moment amplitude. The drop occurs as the spin-polarized impurity band crosses the Fermi level and is associated with a quantum phase transition first put forward by Sakurai for the single impurity case. Taking into account that the background magnetic field created by the ordered impurity moments enters as a Zeeman shift, we find that the superconducting phase transition changes from second order to first order for high enough impurity concentration.
I. INTRODUCTION
In conventional and most known high-temperature superconductors Cooper pairs are formed of electrons with anti-parallel spins (spin-singlets). On the other hand, existence of a ferromagnetic order favors parallel spin alignment. Therefore superconductivity and ferromagnetism are two competing orders and they are known to coexist in only a few bulk rare-earth materials [1] [2] [3] [4] and more recently at an interface between two bulk insulators, LaAlO 3 (LAO) and SrTiO 3 (STO) 5 . Though such systems are rare in Nature, they can be engineered artificially in superconducting heterostructures. An example of such systems are ferromagnet-superconductor (FS) interfaces and SFS Josephson junctions, where a longrange proximity effect was observed [6] [7] [8] . Another type of system which are a focus of active research are superconductors with magnetic impurities. The term "magnetic impurity" in this context may refer to a single transition or rear-earth atom [9] [10] [11] [12] or small ferromagnetic islands 13 . Another reason for the current interest in these systems is the search for experimental evidence of elusive Majorana particles. According to theoretical predictions [14] [15] [16] they emerge at the ends of linear chains of magnetic impurities, and are believed to have been observed in recent experiments 17 .
From a theoretical point of view, investigation of properties of superconductors with magnetic impurities dates back to the work by Abrikosov and Gorkov 18 . Within the first order Born approximation (weak impurity scattering) they demonstrated that magnetic impurities lead to pair-breaking and within certain parameter regimes of the model, gapless superconductivity can emerge. Taking into account the scattering off a single impurity exactly, to all orders in perturbation theory, later it was shown [19] [20] [21] that magnetic impurities in a superconductor are able to host single-particle bound states [22] [23] [24] [25] [26] , commonly known now as Yu-Shiba-Rusinov (YSR) states. Each YSR state is spin-polarized and does not have a Kramers partner due to explicitly broken time-reversal symmetry. As a consequence, occupying or emptying such a state, the system undergoes a quantum phase transition and its ground state changes its parity, at the same time gaining or loosing one single-particle spin. Since this idea was first put forward by Sakurai 27 , to our knowledge it received a very limited attention resulting in a few published theoretical works [28] [29] [30] . In these studies they usually performed self-consistent tight-binding calculations with one, two or three impurities to demonstrate the phase transition and spin-polarization of the ground state. We have to note that YSR states as discussed above were found by treating magnetic impurity spins as classical. They emerge in a superconductor as an attempt to screen the impurity magnetic moment, similarly to the Kondo effect in normal metals 31 . On the other hand, treating impurity spins quantum mechanically, it is possible to study the interplay of Kondo screening and superconductivity [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] , however theoretical treatment of such systems becomes much more involved.
Consider a superconductor with a finite concentration of YSR magnetic impurities. An open question is how superconducting properties are altered when the impurity spins become ferromagnetically ordered. This can happen, for example, due to an external magnetic field, impurity exchange interaction (direct or mediated by the itinerant electrons) or an intrinsic magnetic anisotropy. This issue was studied theoretically [46] [47] [48] treating impurity scattering in the Born limit. In this paper we extend this study by describing the single-impurity scattering exactly, using the t-matrix formulation [19] [20] [21] 49 . It is important to note that previous studies based on the first order Born limit took into account only local exchange scattering of itinerant electrons off magnetic impurities. We argue that, when generalizing the model to the t- matrix approximation, it is necessary to also take into account a background magnetic field created by the impurity spins in order to obtain physically sensible results. This circumstance forbids considering the unitary limit of impurity scattering, since increasing the magnitude of magnetic moments (unitary limit corresponds to letting the moments be infinitely large) drives the system to the normal state quickly. In the framework of the qusiclassical Green's functions formalism [50] [51] [52] [53] we study the behavior of the order parameter and the superconducting transition temperature for the case of unpolarized and ferromagnetically ordered impurities. For the ordered case we find that for high impurity concentrations the order of phase transition can change from second to first. Furthermore, by computing the magnetization in the system (in the ordered case) we are able to demonstrate the signature of the quantum phase transition put forward by Sakurai 27 for a finite concentration of impurities. The paper is organized as follows. In Sec. II we describe in detail the theoretical model of the system and briefly introduce the quasiclassical Green's function formalism. We provide a set of self-consistency equations and expressions for thermodynamic quantities and observables for the two cases: (i) unpolarized and (ii) ferromagnetically ordered impurities. In Sec. III we use the results of the previous section to compute selfconsistently the transition temperature, order parameter, density of states, and magnetization. Section IV contains a discussion about the validity of our model and connection to its potential experimental realization. This section also contains a summary of our findings and concludes the paper. A few technical details of the calculation have been collected in the Appendix.
II. THEORETICAL MODEL

A. Description of the setup
The system we have in mind consists of an s-wave spinsinglet superconducting film with randomly distributed magnetic impurities, see Fig. (1) . The magnetic impurities are treated as classical spins, similarly to the model proposed by Yu, Shiba and Rusinov [19] [20] [21] . We consider two cases: impurity spins are (i) randomly oriented or (ii) ferromagnetically ordered in the plane of the superconducting film. The film thickness is smaller than the London penetration depth, so that the magnetic field created in the ferromagnetically ordered case does not lead to screening currents. The Zeeman shifts can however be substantial and we take these into account. We describe the impurities by the following Hamiltonians
corresponding to the two cases mentioned above. Local scattering off a given impurity at position r j consists of a scalar part parametrized by v 0 and an exchange part. The local exchange scattering is parametrized by a dimensionless parameter α, the tunneling amplitude of a quasiparticle onto the impurity site, and v S the parameter proportional to the impurity magnetic moment 54 . The unit vector m j points in the direction of the impurity magnetic moment, and σ = (σ x , σ y , σ z )
T is the vector of Pauli matrices in spin space. For the case of unpolarized magnetic impurities, we have N j=1 m j = 0. The parameter |α| ≤ 1 can take both positive and negative values depending on the microscopic nature of impurities, see Fig. 2 . For the case of impurities made of transition metal atoms with partially filled electronic d-shells, e.g. manganese Mn, the local exchange interaction with itinerant electrons in the superconductor is anti-ferromagnetic, α > 0 55 . On the other hand, if impurities are made of rear earth elements, e.g. samarium Sm, with partially filled f-shells, the local exchange scattering is ferromagnetic, α < 0. Finally, for the case of ferromagnetically aligned magnetic impurities, there is an extra term in the Hamiltonian, see Eq. (2). The first term in Eq. (2) describes a homogeneous background magnetic field created by impurity magnetic moments, see Fig. 1(b) . Here β ∼ 1 is a dimensionless fitting parameter, which has a meaning of a geometrical structure factor determined by the actual impurity distribution in space, and n is the density of impurities.
B. Quasiclassical Green's function
In our calculations we use the quasiclassical Green's function formalism [50] [51] [52] [53] . Since we aim at describing equilibrium properties of our system, the central object of interest is the Matsubara Green's function 56ĝ ( n , p F , r). The "hat" denotes a 4 × 4 matrix structure in combined spin and Nambu (or particle-hole) space. The Green's function depends on the Matsubara frequency n = 2πk B T (n + 1/2), the quasiparticle momentum on the Fermi surface p F , and the spatical coordinate r. Here T is the temperature and k B is the Boltzmann constant. The propagatorĝ satisfies the quasiclassical Eilenberger equation
whereτ 3 is the third Pauli matrix in Nambu space, v F is the Fermi velocity, and is the Planck constant. Equation (3) has to be supplemented by a normalization conditionĝ 2 = −π 21 . In Eq. (3) the self-energy matrixĥ is parametrized asĥ
where each element has a 2 × 2 structure in spin space, and we have introduced the "tilde"-operation defined as
Riccati parametrization
In order to solve Eq. (3) it is convenient to employ the Riccati parametrization 52, 53, 57 for the propagatorĝ. It is realized in terms of "coherence functions" γ andγ as
where ∓ and ± correspond to positive and negative Matsubara frequencies, respectively. This allows us to rewrite Eq. (3) as a system of (Riccati-type) transport equations for coherence functions,
The coherence functions for negative and positive Matsubara frequencies are related via a symmetry relation
which allows us to express all physical observables in terms of only positive Matsubara frequencies. Therefore we consider γ andγ only for n > 0 below.
Analytic continuation: retarded and advanced propagators
Most properties of a system in thermal equilibrium can be calculated directly from the Matsubara propagator g. However, energy-resolved quantities like, for example, density of states need to be computed on the real energy axis. So, we need a recipe how to perform an analytic continuation from Matsubara frequencies to real energies. In most common cases analytical continuation is a formal procedure, which establishes a one-to-one correspondence between the Matsubaraĝ and the retarded g R and advancedĝ
A propagators, which reads 59,60
For real energies the "tilde"-operation is defined as
C. Self-consistency equations and observables
Since the formalism we use is a mean field theory we need to supplement the above equations with the corresponding self-consistency equations for the self-energies. Because we have no control over the distribution of impurities, we have to make several standard yet important approximations. In what follows we describe properties of the system assuming averaging over different impurity configurations 61 . Furthermore we assume a dilute concentration of impurities which allows us to use the so-called non-crossing t-matrix approximation for finding the impurity self-energy 49 . The last important assumption, which is usually implicitly used, is that the superconducting order parameter ∆ 0 (assumed real in this paper) is a self-averaging quantity which means that in presence of a dilute impurity distribution the order parameter is homogeneous on the superconducting coherence length scale 62 . After impurity averaging the system becomes homogeneous and thus Eq. (7) transforms into a system of algebraic equations. We introduce for the rest of the paper a set of parameters characterizing the impurity subsystem,
where N F is the density of states per spin and unit volume at the Fermi energy in the normal state. Below we summarize all the self-consistency equations as well as observables considered in this paper for the two models of magnetic impurities mentioned above.
Randomly oriented impurities
We have two types of self-consistency equations: (i) for the impurity self-energy and (ii) for the order parameter ∆ 0 . For the case of unpolarized impurities, see Fig. 1 (a), the coherence functions as well as the superconducting pairing self-energy have spin-singlet structure
Then the impurity self-energy in the t-matrix approximation can be written as (see Appendix A)
The corresponding "tilded" counterpartsΣ imp and∆ imp are obtained by applying the tilde-operation, see Eq. (5). It is convenient to introduce two new quantities
It can be shown that in terms of the new quantities the solution to the (homogeneous) Riccati equations reads (15) and the symmetry relationsẼ n = E n andD n = D n hold. Using equations (13)- (15) we can write down a pair of self-consistency equations for E n and D n ,
Let us now find the self-consistency equation for the order parameter. By definition, (17) where f ( n , p F ) = ∓2πiF for positive and negative Matsubara frequencies, respectively [see Eq. (6)]. λ < 0 is the electron-phonon coupling constant and c is the high-energy cut-off of the order of the Debye frequency. Equation (17) in our case simplifies to
where T c0 is the clean limit superconducting transition temperature. In Eq. (18) we have eliminated the coupling constant λ in favor of T c0 by using the standard relation 58,60
Besides the magnitude of the order parameter ∆ 0 it is useful to know the actual superconducting transition temperature T c of the disordered system. Linearizing Eq. (18) with respect to ∆ 0 we obtain
where ψ(x) is the digamma function. Equation (20) is similar to the famous Abrikosov-Gor'kov formula 18 , with an effective pair-breaking parameter Γ eff .
As soon as the self-consistent solution for ∆ 0 is found we can compute the density of states by using the recipe given in Eq. (9) . The coherence function becomes,
while the final result for the density of states reads
where E and D are the real-energy versions of E n and D n defined as
They satisfy
Ferromagnetically ordered impurities
For the case of ferromagnetically ordered impurities, see Fig. 1(b) , there is an exchange field in the system, which makes properties of opposite spin quasiparticles inequivalent. Thus it is convenient to parametrize the coherence functions and impurity self-energies as
which would simplify to the randomly oriented case considered before upon setting the opposite spin-components equal. Now we introduce
and solve the t-matrix equation (see Appendix A), by analogy with the previous case. Then we introduce the spin-dependent self-energies
in terms of which the solution to the homogeneous Riccati equations is given by
and the following symmetries hold
Spin-dependent self-energies satisfy the following selfconsistency equations
where the upper (lower) sign refers to spin-up (spindown) quasiparticles. Next, we find the self-consistency equation for the order parameter, which is still given by Eq. (17) . In this case it reads
Linearizing this equation with respect to ∆ 0 we can also find the equation for the critical temperature T c , ln
Equation (32) could in principle be rewritten in terms of digamma functions of complex argument, but the form above was used in the actual calculations. The (spin-resolved) density of states is computed via analytical continuation to the real energy axis, see Eq. (9), by analogy with the previous case, and the final expression reads
Here E ↑,↓ and D ↑,↓ satisfy
where ↑,↓ = ∓ βΓu S . Another observable we are interested in for the case of polarized impurities is the magnetization in the system. In the framework of our model, the expression for magnetization reads 63 ,
The first term corresponds to the normal state contribution, while the second one is the low-energy correction due to superconductivity. Note that for unpolarized impurities the self-energies are spin-degenerate and the magnetization vanishes (the first term vanishes after averaging over impurity directions, see Appendix A).
Finally, if Eq. (31) has more than one solution it is necessary to consider the difference between Gibbs free energies in the superconducting and normal states 50, 60, 64, 65 in order to determine the physically relevant one. In our case the expression for the free energy difference is given by (see Appendix B)
The free energy difference for the unpolarized case is obtained by equating the opposite-spin self-energies (let β = 0). The self-energies then satisfy Eq. (16).
III. RESULTS
In this section we use the formulas obtained above to investigate properties of superconductors with magnetic impurities. For each observable we compare results of self-consistent numerical calculations for the cases of (i) randomly oriented impurity magnetic moments, and (ii) ferromagnetically ordered magnetic moments. For the ordered case, all numerical results presented below were obtained by setting β = 1 and |α| = 0.1 in order to illustrate the Physics. These parameters should be considered as fit parameter when comparing theory with experiment.
Properties of the system depend very weakly on the strength of the scalar part of the impurity potential u 0 . As was demonstrated in Ref. [66] , if the superconducting order parameter is isotropic the scalar part u 0 enters the theory only through the energy of the bound state. This can be accounted for by introducing an effective exchange scattering amplitude {u 0 , u S } → u eff S . Therefore, in all of the results presented below we have taken u 0 = 0 to reduce the parameter space.
A. Superconducting transition temperature
We start by computing the superconducting transition temperature as a function of impurity concentration. We note that there are three ways to do it. First, one can solve the linearized gap equation, see Eqs. (20) and (32) . Second, one can search for the value of temperature for which the full self-consistency equation [see Eqs. (18) and (31) ] for the order parameter has zero solution. Third, one can find the temperature at which the free energy difference Eq. (36) changes sign. All methods give the same answer if the superconducting phase transition is secondorder. When the phase transition is first-order, however, the only way to determine the physical transition temperature is by computing the free energy difference.
Randomly oriented impurities
For the case of randomly oriented impurity spins we observe suppression of the transition temperature which is similar to the classic result by Abrikosov and Gor'kov 18 . The difference is that the effective pair-breaking parameter Γ eff now depends on both the impurity concentration and the strength of the impurity potential, see The same data with the horizontal axis rescaled with respect to Γc, critical density at which Tc = 0 (see text).
Ferromagnetically ordered impurities
Let us now discuss the case of ferromagnetically ordered impurities. In Fig. 4 we plot the critical temperature T c calculated by the three different methods described above. For small impurity concentrations all three curves coincide and the superconducting phase transition is second order. For high enough concentrations we notice the appearance of the second solution, which means that there are two possible values of the order parameter in the system at low temperatures, as we will see below. The discrepancy between the three methods of finding T c is caused by the fact that the superconducting phase transition becomes first-order. This is expected since apart from the impurity scattering we also have a background Zeeman field in our model, see Eq. (2). It is well known 46, 48, 67, 68 that for high exchange fields the order of the superconducting phase transition changes to being first order. For an ordinary Zeeman term due to an external in-plan magnetic field, this is commonly known as the Clogston-Chandrasekhar limit. This means that the order parameter for temperatures close to T c is not small, and it is not allowed to linearize the self-consistency equation (31) to find T c . The region in parameter space where this happens is the region where the solution to the linearized gap equation displays a back-bend (see solid lines in Fig. 4) . After solving the full (non-linear) self-consistency equation, we obtain the result depicted by the dotted lines in Fig. 4 . But, in order for the superconducting phase to exist it has to be more energetically favorable than the normal one, which can be checked by computing the Free energy difference. Searching for the temperature at which this condition fails, we obtain the physically correct solution depicted by the dashed lines in the figure. We have to mention that in our paper we assume a spatially constant and homogeneous order parameter, which corresponds to canonical Cooper pairing of electrons with equal and opposite momenta. However, there is a possibility of having a solution corresponding to Cooper pairs with finite center-of-mass momentum, which is known as the FFLO phase 69, 70 . In our case this solution could exist, in principle, and it would lie in between the dashed and dotted lines in Fig. 4 . This is, however, out of scope of the present paper.
The results discussed above referred to the case of antiferromagnetic interaction of impurity spins with itinerant electrons, α > 0, see Fig. 2 . Let us now briefly discuss what happens if the local exchange interaction is ferromagnetic, α < 0. In Fig. 5 we compare the two cases and we can see that they look quite similar. For the parameters chosen in the figure, the critical temperature for α < 0 is always higher than for α > 0. In order to understand why it happens one has to remember that the suppression of the order parameter (and, as a consequence, of the critical temperature) as a function of impurity density is caused by the growing band of YSR states 20,22-24 shrinking the energy gap in the spectrum. Discussing the density of states below we will show that changing the sign of α changes the spin-polarization of the YSR states to the opposite one. Since we also have a Zeeman-like shift in our model, see Eq. (2), which does not depend on the value of α, the decrease of T c depends on how soon the impurity band meets the quasiparticle continuum 71 . Therefore, one can find a set of parameters when, in contrast to the results in Fig. 5 , the critical temperature for α < 0 is smaller than for α > 0.
B. Order parameter
Randomly oriented impurities
For randomly oriented impurity spins the order parameter behaves similarly to the Born limit considered by Abrikosov and Gor'kov 18 . As can be seen in Fig. 6(a) , the reduction of ∆ 0 as a function of impurity concentration is slower than the corresponding reduction of the critical temperature, see Fig. 3 . Therefore if one plots ∆ 0 /k B T c as a function of density it seems that the order parameter grows 72 (not shown in the figure) . In Fig. 6 (b) we plot the order parameter as a function of temperature for three different impurity densities. All the plots have similar shape and simply reflect the gradual reduction of T c and ∆ 0 .
Ferromagnetically ordered impurities
Let us now consider the case of ferromagnetically ordered impurity spins. In Fig. 7(a) we plot the order parameter as a function of impurity density for different values of u S . For low densities there is only one solution to Eq. (31), which decreases monotonically. However, for large enough densities the second solution emerges, depicted by the dotted lines in Fig. 7(a) . In order to determine the physically relevant one we plot the difference of free energies in superconducting and normal states, see Fig. 7(b) . As can be seen from the figure, the new solution has a non-negative free energy difference, which means that it is not energetically favorable and thus does not realize in practice. A similar conclusion was found in Ref. [48] , where the superconductor to normal metal phase transition in a pure Zeeman field was analyzed. Another interesting point is that for even higher densities both solutions become energetically unfavorable and the system is no longer superconducting (in fact, it becomes a ferromagnet due to impurity ferromagnetism 73 ). The transition point at which it happens is depicted by thin vertical lines in Fig. 7(b) . If we change the sign of α, corresponding to a different type of the local exchange interaction with impurities (see Fig. 2 ), a similar behavior is observed, thus we do not show it here.
To demonstrate the temperature dependence of the order parameter, we choose three different values of Γ. In Figs. 8(a)-(c) we plot the order parameter as a function of temperature for u S = 3 and Γ = 0.04, 0.045 and 0.055, respectively (see black lines in Figs. 4 and 7) . In Figs.  8(d)-(f) we show the corresponding free energy difference for each order parameter solution (in case there are more than one). All plots demonstrate that there is only one physically relevant solution (with the biggest value of ∆ 0 ), for which δΩ < 0. Moreover if the impurity density is far enough from the point where δΩ = 0 [thin vertical line in Fig. 7(b) ], the order parameter goes gradually to zero indicating that the phase transition is of second order, see Figs. 8(a)-(b) . Otherwise, the order parameter goes abruptly to zero at the critical point where the free energy difference becomes positive and the phase transition is first-order, as in Fig 8(c) . Changing the type of local exchange scattering off impurities by inverting the sign of α does not alter qualitatively the results discussed above and it is not shown here.
C. Density of states
Randomly oriented impurities
For the case of unpolarized impurities opposite-spin densities of states are the same and we therefore plot the total density of states as a function of energy in Fig.  9 . Figure 9 (a) demonstrates evolution of the density of states with varying impurity potential strength u S , while Fig. 9(b) shows its evolution with impurity density Γ. As one can see, the impurity potential strength sets the position of the YSR bands inside the gap, keeping the total number of YSR states fixed. On the other hand the density of impurities sets the size of the bands, by increasing the overall number of YSR states. Figure 9 (b) also shows that randomly oriented impurity spins play a pair-breaking role in the system, decreasing the electronhole coherence. The latter result was also obtained by Abrikosov and Gor'kov 18 in the Born limit. They demonstrated that the order parameter and the energy gap in the spectrum are, generally speaking, two different quantities and there is a range of impurity densities where the so-called gapless superconductivity emerges 18 . 
Ferromagnetically ordered impurities
For the case of ferromagnetically ordered impurities, opposite-spin densities of states are distinct and we plot them separately in Fig 10. The most important difference from the previous case is that YSR impurity bands are now spin-polarized, which allows for a non-zero magnetization in the system, as we will see below. Another complication arises from the background homogeneous exchange field generated by the impurities [see Eq. (2)], which shifts the opposite-spin spectra with respect to each other. The latter circumstance is important for understanding the weakening of superconductivity in this case. Indeed, if one increases impurity strength u S , the energy shift due to the exchange field drives the system to the normal state similarly to the effect of a pure Zeeman interaction 67, 68 . On the other hand, increasing the density of impurities results in a simultaneous growth of the impurity band and a shift due to the exchange field, which leads to faster decrease of superconducting properties than in the unpolarized case. Comparing Fig. 6(a) and Fig. 7 , one can see that allowed densities of magnetic impurities for this case are one order of magnitude smaller than those for the unpolarized case.
Next, we compare how the type of local exchange scattering off impurities (see Fig. 2 ) changes the spectral properties of the system. For the case of antiferromagnetic scattering (black lines in Fig. 10) , α > 0, the spin-up YSR impurity subband splits off from the quasiparicle continuum at negative energies (solid lines), while spin-down sets in at positive energies (dotted lines). At the same time for ferromagnetic interaction (red lines in Fig. 10) , α < 0, the opposite-spin YSR subbands exchange places. As can be seen from Figs. 10(a)-(c) , the Zeeman-like shift due to the background exchange field counteracts the impurity band shift imposed by varying u S for α < 0, while the two effects cooperate for α > 0. In Figs. 10(d)-(f) we observe that the background exchange field shifts the growing impurity subbands in the opposite directions for α > 0 and α < 0. All these feature are responsible for the differences in the transition temperature T c in Fig. 5 .
D. Magnetization and Sakurai phase transition
When spins of magnetic impurities are ferromagnetically aligned, the single-particle spectrum of the system is not spin-degenerate, as we have seen in the previous section. This manifests itself as an imbalance between occupations of opposite-spin subbands, resulting in net magnetization. Moreover, since the in-gap YSR impurity bands are spin-polarized (see Fig. 10 ), we demonstrate below how one can observe the signature of the quantum phase transition first discussed by Sakurai in Ref. [27] . In this seminal paper it was shown that in presence of a single YSR magnetic impurity inside a superconductor there is a quantum phase transition in the ground state of the system when the impurity-induced YSR state crosses the Fermi level. By increasing the effective coupling strength ζ = πN F JS, where J is the exchange interaction constant and S is the impurity spin, the YSR state moves from one side of single-particle continuum to the opposite one, crossing zero when ζ = 1. The qualitative physical picture of the phase transition is as follows. Since the YSR state is spin-polarized, when it gets occupied a single itinerant electron from the superconductor is bound to the impurity site in a singlet or triplet state depending on the nature of the local exchange interaction, see Fig.  2 . At the same time its time-reversed mate is left with an uncompensated spin and the ground state of the system in this case always contains a single quasiparticle 25, 28 . In terms of the parameters of our model, we have πN F JS ≡ αu S and, in addition, there is a finite density of impurities n = πN F Γ, instead of a single impurity. The parameter α has a meaning of the tunneling amplitude onto the impurity site, which means that the parameters that can be controlled, in principle, are u S and Γ. Using Eq. (35) we compute the magnetization M . By definition, the total magnetic moment in the system is M = M A, where A is the volume of the system. On the other hand, the total magnetic moment is related to the total spin of the system (in units of ) S via M = −gµ B S, where g is the quasiparticle g-factor and µ B is the Bohr magneton. Then we can introduce the average spin per magnetic impuritys ≡ S/N via
In Fig. 11(a) we plots as a function of impurity strength u S . As we know from the discussion of the density of states above, varying u S changes the position of the YSR impurity band inside the gap, see Figs. 10(a)-(c). Therefore by tuning this parameter it is possible to make the impurity band cross the Fermi energy, which would mean that each magnetic impurity binds a single electron to itself, according to the qualitative picture of the phase transition discussed above. Then the average spin per impurity which is left uncompensated after the phase transition should bes = ∓1/2 for sgn(α) = ±1. As can be seen from Fig. 11(a) , there is indeed a jump in s exactly equal to this value, but with a finite slope determined by the impurity density Γ. In addition, there is a background magnetization which makes the magnitude ofs slowly increasing before and after the transition. It is determined by the difference in the densities of states in the (negative-energy) quasiparticle continuum, while the jump is due to the YSR impurity band. This difference is hardly seen in Fig. 10 , but the more the YSR band splits off, the more it deforms the continuum it originated in, and the bigger the difference between the opposite-spin densities of states becomes. This additional feature was left out in the qualitative picture proposed by Sakurai 27 . The free energy difference in Fig. 11(b) shows that the system remains superconducting after the phase transition. If α < 0, the results look similar, except thats ≥ 0.
In Fig. 12 we perform a similar analysis, but we vary impurity density instead of their strength. This case is more suitable for experiments since controlling the density is easier. Moreover, in this case the phase transition is much more clearly observed. Indeed, in Fig. 12(a) we plot the difference between the average spin per impurity in superconductings and normals N states. The latter is given by the first term on the rhs of Eq. (35) . One can see a clear jump in the figure with amplitude equal to −1/2, as expected. We already know that varying Γ makes the YSR impurity band grow and shift (due to the background exchange field) at the same time, see Figs where one can see both plateaus, as in Fig. 12(a) . Moreover, because of the pair-breaking effect of the impurities, some of the results are not observable because of transition to the normal state, indicated by the free energy difference in Fig. 12(b) . Finally, if α < 0, in order to see the jump associated to the phase transition by varying Γ, one has to start in a state when the transition has occured (by choosing high enough u S , see Fig. 10 ). Then, gradually increasing Γ the impurity band gets empty instead of becoming occupied (as for α > 0), and the initial plateau at 1/2 evolves to the final one at zero.
IV. DISCUSSION AND CONCLUSIONS
Let us now consider in more detail our theoretical model and its range of validity. We start from a discussion of the necessity to take into account the background magnetic field collectively created by the distribution of magnetic impurities, see Eq. (2). This exchange field makes the interaction of itinerant electrons with the magnetic impurities non-local. This is expected to hold if the impurity magnetic moment increases, since the magnetic field created by a magnetic dipole decays Γ/2πk T c0 as 1/r 3 as a function of distance r from the dipole center. In our model increase of the magnetic moment of impurities corresponds to increasing u S . An interesting feature of the t-matrix approximation, see Appendix A, is that the single-impurity t-matrixt imp ( n ) becomes spin-independent if u S → ∞ (unitary scattering limit), see Eq. (30) . This is a formal result and it means that in this limit, the magnetic impurities would behave just like scalar scatterers, which are known to satisfy the Anderson's theorem 74 . This would lead to a paradox that for the case of ferromagnetically ordered impurities, if we increase their strength u S , we recover the clean-limit results for the order parameter and other properties of the system 75 . The paradox is solved when we include the magnetic field generated by the ordered impurity moments, see Eq. (2) . In this case the order parameter gets suppressed long before we achieve the unitary limit. Note that this complication is absent when impurities are treated in the Born limit [46] [47] [48] because then the only free parameter is the impurity density (the impurity strength is assumed small).
We would also like to comment on the description of the impurity subsystem. In this work we considered the two limiting cases: (i) unpolarized and (ii) ferromagnetically ordered impurities. We did not include any theoretical description of how the ferromagnetic ordering takes place. However, as soon as the transition to the polarized case has occured, our results should be valid. A rigorous way of solving this problem would require to include, for example, a Heisenberg model for magnetic impurities and describe the dynamics of the coupled superconductorimpurities system. This would allow to consider a transient regime when the impurities are partially polarized. At the same time one would be able to introduce a new energy scale k B T Curie , related to the Curie temperature of the impurity subsystem 46, 48 . Then, our results for ferromagnetically aligned impurity spins discussed in this work are valid for T T Curie . Another point related to the description of impurities which was omitted here is the possibility to form clusters. To our knowledge, this effect cannot be automatically included into the quasiclassical theory described in this paper, and it would require a separate treatment. Allowing the magnetic impurities to cluster would smear out the sharp edges of the YSR impurity bands via the so-called Lifshitz tails 76 .
Before conclusion we would like to comment on the order of magnitude of the impurity magnetic moment used in this work, corresponding to the value of u S . Assuming a quadratic energy dispersion of electrons in the normal state and taking their effective mass equal to the bare electron mass, we can estimate that for a superconductor with Fermi energy E F 10 eV, the typical size of an impurity is ∼ 1 − 8 nm, and its magnetic moment M ∼ 8.5 × 10 4 µ B (for u S = 1). This coincides with the typical size of small ferromagnetic islands used in modern experiments 13, 77 . On the other hand it justifies our treatment of the impurity spins as classical 78 .
In conclusion, we have studied thermodynamic properties of a superconductor with a finite density of magnetic impurities, described within a generalized Yu-ShibaRusinov model (self-consistent t-matrix approximation). When the impurity spins are randomly oriented, most of the results are similar to the ones obtained by Abrikosov and Gor'kov 18 within the first-order Born approximation. The only difference is that the YSR impurity bands are split off from the quasiparticle continuum. For the case of ferromagnetically ordered impurities we argue that it is necessary to include a background magnetic exchange field created by their spins. We have found that in this case the superconducting transition changes from second order to first order as the impurity strength is increased. At a critical impurity strength, superconductivity disappears. We have shown that the signature of the quantum phase transition of the system ground state due to the YSR impurity band crossing the Fermi energy is a drop in the magnetization. We emphasize that the initial idea of this phenomenon was put forward by Sakurai 27 for a single impurity, while we have shown how it manifests itself for a finite impurity density.
where integration is performed over the system volume A. For the case of unpolarized magnetic impurities, besides averaging over impurity positions, one also has to average Eq. (A2) over the magnetic moment directions. This is performed by parameterizing the unit vector m in spherical coordinates and defining
Thus, using equations (6), (12) and (A2) one can obtain the self-energŷ
with matrix elements written in Eq. (13).
Self-energy for ferromagnetically ordered impurities
For the case of ferromagnetically ordered magnetic impurities we can choose the coordinate system in spin space such as m j ≡ m = (0, 0, 1). Since in this case, apart from the local scattering by the impurities, we also have a background magnetic field in the system [see Eq. (2)], the impurity self-energy consists of two partŝ
where the first term has a form of Zeeman interaction, while the second one is obtained by solving Eq. (A2).
Appendix B: Free energy functional
In this section we briefly describe how to compute the difference between the Gibbs free energies in superconducting and normal states. The free energy is a functional of the quasiclassical propagator and self-energies. So, we define
which means that for δΩ < 0, the superconducting state is more energetically favorable. In order to derive Eq. (36) we follow Refs. 60, 64, 65 and write down is a functional which generates the perturbation expansion for the skeleton self-energy diagrams 60, 65 . We note that the log-term on the rhs of Eq. (B2) contains a finite temperature contribution to the normal state free energy Ω N [ĝ,ĥ, T > 0], which has to be subtracted when computing the integral 60 . Equation (36) is obtained from Eq. (B2) using the quasiclassical self-energyĥ appropriate to our model and assuming quadratic energy spectrum in the normal state ξ k = 2 k 2 /2m * − E F , where m * is the effective mass.
