We consider a family of Schrödinger-type differential expressions L(κ) = D 2 + V + κV (1) , where κ ∈ C, and D is the Dirac operator associated with a Clifford bundle (E, ∇ E ) of bounded geometry over a manifold of bounded geometry (M, g) with metric g, and V and V (1) are self-adjoint locally integrable sections of End E. We also consider the family I (κ) = (∇ F ) * ∇ F + V + κV (1) , where κ ∈ C, and ∇ F is a Hermitian connection on a Hermitian vector bundle F of bonded geometry over a manifold of bounded geometry (M, g), and V and V (1) are self-adjoint locally integrable sections of End F . We give sufficient conditions for L(κ) and I (κ) to have a realization in L 2 (E) and L 2 (F ), respectively, as self-adjoint holomorphic families of type (B). In the proofs we use Kato's inequality for Bochner Laplacian operator and Weitzenböck formula.
Introduction and the main results

The setting
Let (M, g) be a C ∞ Riemannian manifold without boundary, with metric g = (g jk ) and dim M = n. We will assume that M is connected and oriented. By dµ we will denote the Riemannian volume element of M. In any local coordinates x 1 , . . . , x n , we have dµ = det(g jk ) dx 1 dx 2 . . . dx n . In what follows, by T x M, T M and T * M we will denote the tangent space of M at x ∈ M, tangent bundle of M and cotangent bundle of M respectively, and by ∇ g we will denote the Levi-Civita connection on T M.
Let E be a Hermitian vector bundle over M such that each fibre E x at x ∈ M is a module over the Clifford algebra C (T x M) and ξ · u, v E x + u, ξ · v E x = 0, for all ξ ∈ T x M and all u, v ∈ E x , where ·, · E x denotes the fibrewise inner product in E x and · denotes the Clifford action.
Moreover, we assume that E is endowed with a Hermitian connection ∇ E satisfying the property
E) and Y, X ∈ C ∞ (T M).
Here · denotes the Clifford action, and C ∞ (E) and C ∞ (T M) denote smooth sections of E and T M, respectively.
The pair (E, ∇ E ) satisfying the properties described in the preceding two paragraphs is called a Clifford bundle; see, for example, Definition 2.3 in [9] .
The composition
where the first arrow is given by the connection ∇ E , the second-by the metric, and the third-by the Clifford action, defines a first-order differential operator
The operator D is called the Dirac operator corresponding to the Clifford bundle (E, ∇ E ); see, for example, Definition 2.4 in [9] .
The operator D is formally self-adjoint:
(1.2) (Du, v) = (u, Dv), for all u ∈ C ∞ (E) and v ∈ C ∞ c (E), where C ∞ c (E) denotes smooth compactly supported sections of E. For the proof of (1.2) see, for example, Proposition 2.9 in [9] . We denote by L 2 (E) the Hilbert space of square integrable sections of E with respect to the scalar product Here ·, · denotes the fibrewise inner product in E x .
We will consider the following family of Schrödinger-type differential expressions in L 2 (E): (1) ,
where D is as in (1.1), κ ∈ C, and V ∈ L 1 loc (End E) and V (1) ∈ L 1 loc (End E) are linear self-adjoint bundle endomorphisms.
We want to give a sufficient condition for L(κ) to have a realization in L 2 (E) as a self-adjoint holomorphic family of type (B).
Self-adjoint holomorphic families of operators
Here we review some terminology from Section VII.3.1 in [7] . Let H be a Hilbert space and let T (κ) be a family of closed operators in H, holomorphic in the sense of the definition in Section VII.1.2 of [7] , for κ in a domain U 0 ⊂ C which is symmetric with respect to the real axis. Suppose also that for all κ ∈ U 0 , the operator T (κ) is densely defined and (T (κ)) * = T (κ). We will then call T (κ) a self-adjoint holomorphic family. Clearly, T (κ) is a self-adjoint operator for all real κ ∈ U 0 .
Holomorphic families of operators of type (B)
Here we review some terminology from Section VII.4.2 of [7] . Let t (κ) be a family of sesquilinear forms in a Hilbert space H defined for all κ ∈ U 0 , where U 0 is a domain in C. For each κ ∈ U 0 , let Dom(t (κ)) denote the domain of the form t (κ). The family t (κ) is called a holomorphic family of type (a) if (i) each t (κ) is sectorial and closed with Dom(t (κ)) = G independent of κ and dense in H, and (ii) for each fixed u ∈ G, t (κ)(u) is holomorphic for κ ∈ U 0 . Here t (κ)(·) denotes the quadratic form corresponding to the sesquilinear form t (κ)(·, ·).
Note that (ii) implies, by polarization, that t (κ)(u, v) is holomorphic in κ ∈ U 0 for each fixed pair u, v ∈ G. If t (κ), κ ∈ U 0 , is a holomorphic family of type (a), then by Theorem VI.2.7 in [7] it follows that for each κ ∈ U 0 , one can associate to t (κ) a unique m-sectorial operator T (κ) such that Dom(T (κ)) ⊂ Dom(t (κ)) and
where (·, ·) denotes the inner product in H.
By Theorem VII.4.2, it follows that T (κ) form a holomorphic family of operators. A holomorphic family of m-sectorial operators associated with a holomorphic family of forms of type (a) in the above described way is called a holomorphic family of type (B); see Section VII.4.2 in [7] .
In what follows, we will denote by ∇ Hermitian connections on all tensor bundles T p q ⊗ E induced by the Levi-Civita connection ∇ g and ∇ E . We now make the assumptions on (M, g) and (E, ∇ E ).
Assumption A.
(i) Assume that (M, g) has bounded geometry, i.e. r inj > 0 and
where C i 0 are constants. Here r inj denotes the injectivity radius of (M, g) and R denotes the curvature tensor associated to the Levi-Civita connection. (ii) We also assume that
where C i 0 are constants and R E denotes the curvature tensor associated to the connection ∇ E on E.
We now make assumptions on V and V (1) .
Assumption B.
(i) Assume that
loc (End E) are linear self-adjoint bundle endomorphisms (here the inequalities are understood in the sense of operators E x → E x ).
(ii) Assume that for all x ∈ M,
where β > 0 is a constant, and the inequality (1.4) is understood in the sense of operators E x → E x .
We will also make domination-type assumptions on V 2 and V (1) 2 . To do this, we will need some notations on Sobolev spaces and quadratic forms.
Sobolev spaces
By W 1,2 (E) we will denote the completion of the space C ∞ c (E) with respect to the norm · W 1,2 (E) defined by the scalar product
By H 1,2 (E) we will denote the completion of the space C ∞ c (E) with respect to the norm · H 1,2 (E) defined by the scalar product
where D is as in (1.1). 
E)}, and by Proposition 2.4 in [5] , it follows that
By Remark 1.5, from now on, we will use the same notation W 1,2 (E) for both Sobolev spaces defined in Section 1.4.
By W −1,2 (E) we will denote the dual of W 1,2 (E).
Quadratic forms
In what follows, all quadratic forms are considered in the Hilbert space L 2 (E). 1. By h 0 we denote the quadratic form
The quadratic form h 0 is non-negative, densely defined (since C ∞ c (E) ⊂ Dom(h 0 )) and closed (see Section 1.4). 2. By h 1 we denote the quadratic form
with the domain
, it follows that h 1 is non-negative and densely defined (C ∞ c (E) ⊂ Dom(h 1 )). Moreover, the form h 1 is closed. Indeed, by Theorem VI.1.11 in [7] , it suffices to show that the preHilbert space Dom(h 1 ) with the inner product
< +∞, where · h 1 denotes the norm corresponding to the inner product (·, ·) h 1 . By Example VI.1.15 in [7] , it follows that Dom(h 1 ) is complete.
3. By h 2 we denote the quadratic form
; thus, h 2 is a densely defined form. Moreover, h 2 is symmetric (but not semi-bounded below).
4. By h (1) 1 we denote the quadratic form (1.7) with V 1 replaced by V (1) 1 with the domain as in (1.8) with V 1 replaced by V (1) 1 . As in (2) above, it follows that h (1) 1 is a non-negative, densely defined and closed form.
By h (1)
2 we denote the quadratic form (1.9) with V 2 replaced by V (1) 2 with the domain as in (1.10) with V 2 replaced by V (1) 2 . As in (3) above, the form h (1) 2 is densely defined and symmetric (but not semi-bounded below).
We make the following assumptions on h 2 and h (1) 2 .
Assumption C1. Assume that h 2 is h 0 -bounded with relative bound 0 b < 1, i.e.
(i) Dom(h 2 ) ⊃ Dom(h 0 ) (ii) there exist constants a 0 and 0 b < 1 such that
where · denotes the norm in L 2 (E).
Assumption C2. Assume that h (1)
2 is h 0 -bounded with relative boundb 0, i.e. assume that (i) and (ii) of Assumption C1 hold with h 2 replaced by h (1) 2 , with a replaced by some constantã 0 and b replaced by some constantb 0 (we do not assumeb < 1).
Remark 1.7. With our assumptions on (M, g) and (E,
, where p = n/2 for n 3, p > 1 for n = 2, and p = 1 for n = 1. The proof is given in Section 5.
We now state the main results.
Theorem 1.8. Assume that (M, g) is a manifold of bounded geometry and (E, ∇ E ) is a Clifford bundle over M satisfying Assumption A. Suppose that Assumptions B, C1 and C2 hold. Then there exists a selfadjoint holomorphic family
, where
In the next theorem, (M, g) is a manifold of bounded geometry, F is a Hermitian vector bundle over M and ∇ F is a Hermitian connection on F . We will consider the following family of Schrödinger-type differential expressions in L 2 (F ): (1) , 
Remark 1.10. Note that the domains Dom(H (κ)) in (1.12) and Dom(J (κ)) in (1.14) depend on κ through the conditions [9] , the bundle Λ
• T * M equipped with its natural metric and its Levi-Civita connection is a Clifford bundle (with the Clifford action as in Lemma 2.11 in [9] ). By Proposition 3.53 in [1] (or by the Eq. (2.13) in [9] ), the Dirac operator corresponding to the Clifford bundle Λ
• T * M and its LeviCivita connection is the operator
2 is the LaplaceBeltrami operator on differential forms. Remark 1.12. Theorem 1.9 covers an important example of operator ∇ F . If we take
is called the scalar Laplacian and, in what follows, it will be denoted by ∆ M . Remark 1.13. Theorem 1.9 extends a result of T. Kato (see Section VII.4.8 in [7] ) which was proven for the differential expression −∆ + V + κV (1) , where ∆ is the standard Laplacian on R n with the standard metric and measure, and
are as in Assumptions B, C1 and C2 above. Theorem 1.9 also extends Theorem 2.3 in [8] which establishes the self-adjointness of (∇ F ) * ∇ F + V on the domain (1.14) with κ = 0, where ∇ F is a C ∞ -bounded Hermitian connection on a Hermitian vector bundle F of bounded geometry over a manifold of bounded geometry (M, g) (hence, Assumption A of Theorem 1.9 is satisfied) and V satisfies the Assumptions B and C1.
Proof of Theorem 1.8
We adopt the arguments from Section VI.4 in [7] to our setting with the help of Weitzenböck formula and a more general version of Kato's inequality.
Weitzenböck formula
Let (M, g) be a Riemannian manifold with metric g and let (E, ∇ E ) be a Clifford bundle over M. Let D be the Dirac operator associated with (E, ∇ E ) as in (1.1). Then the following holds for all u ∈ C ∞ (E): [12] or the argument preceding Eq. (2.6) in [9] . For more on Clifford bundles and Dirac operators, see, for example, Chapter 3 in [1] . For more on manifolds of bounded geometry, see, for example, Section A1.1 in [11] .
Kato's inequality
We will use the following variant of Kato's inequality for Bochner Laplacian (for the proof, see Theorem 5.7 in [2] 
Remark 2.4. The original version of Kato's inequality was proven in Kato [6] .
Positivity
In what follows, we will use the following lemma whose proof is given in Appendix B of [2] .
Lemma 2.6. Assume that (M, g
) is a manifold of bounded geometry with a smooth positive measure dµ.
Assume that
where Remark 2.7. It is not known whether Lemma 2.6 holds if M is an arbitrary complete Riemannian manifold. For more details about difficulties in the case of arbitrary complete Riemannian manifolds, see Appendix B of [2] .
From now on, we assume that all the hypotheses of Theorem 1.8 are satisfied. We define the quadratic form h(u) := h 0 (u) + h 1 (u) + h 2 (u) with the domain
The last equality in (2.4) holds since, by Assumption C1, Dom(h 2 ) ⊃ Dom(h 0 ).
Lemma 2.8. The quadratic form h is densely defined, semi-bounded below and closed.
Proof. Since h 0 and h 1 are non-negative and closed, it follows by Theorem VI.1.31 from [7] that h 0 + h 1 is non-negative and closed with Dom(h 0 + h 1 ) = Dom(h 0 ) ∩ Dom(h 1 ). By (i) of Assumption C1 it follows that Dom(h 2 ) ⊃ Dom(h 0 ) ∩ Dom(h 1 ), and by (1.11), (1.6) and (1.7), the following inequality holds:
where · denotes the norm in L 2 (E), and a 0 and 0 b < 1 are as in (1.11). Thus the quadratic form h 2 is (h 0 + h 1 )-bounded with relative bound b < 1. Since h 0 + h 1 is a closed non-negative form, by Theorem VI.1.33 from [7] , it follows that h = (h 0 + h 1 ) + h 2 is a closed semi-bounded below form with
In what follows, t (·, ·) will denote the corresponding sesquilinear form obtained from a quadratic form t (·) via polarization identity. Lemma 2.9. The following inequality holds for all u ∈ Dom(h):
where a 0 and 0 b < 1 are as in (1.11) and · is the norm in L 2 (E).
Proof. Let u be an arbitrary element of Dom
and, hence, by (2.5), we obtain
where a 0 and 0 b < 1 are as in (1.11). Therefore,
and, hence, by (2.5), we get
This concludes the proof of the lemma. 2
We now define the quadratic form h (1) (u) := h (1)
Lemma 2.10. The form h (1) has the following properties:
For all u ∈ Dom(h), the following holds:
where a 0 and 0 b < 1 are as in (1.11), the constantsã 0 andb 0 are as in Assumption C2, and β > 0 is as in (ii) of Assumption B.
Proof. By (2.4) we have Dom(h) = Dom(h 0 ) ∩ Dom(h 1 ). By (ii) of Assumption B, it follows that
1 ) and by Assumption C2, it follows that Dom(h 0 ) ⊂ Dom(h
2 ). Therefore, Dom(h) ⊂ Dom(h (1) ), and the property (i) of the lemma is proven. We now prove the property (ii). For all u ∈ Dom(h), using property (i) of the lemma, the inequality (1.4), the non-negativity of h 0 and h 1 , Assumption C2 and (2.6), we have
Here, in the fourth inequality, we used (2.6). This concludes the proof of the lemma. 2
Lemma 2.11. The family of forms h(κ)
= h + κh (1) , where |κ| <
1−b β+b
, is holomorphic of type (a).
Proof. By Lemma 2.8, the form h is densely defined, semi-bounded below (hence, sectorial) and closed. By (i) of Lemma 2.10 and the inequality (2.8), for all u ∈ Dom(h), we have (2.10) κh (1) 
Now by Theorem VI.1.33 from [7] , it follows that for all |κ| <
, the form
is sectorial and closed. Since Dom(h(κ)) = Dom(h), it follows that h(κ) is densely defined. By the definition in Section 1.3 it follows that h(κ), where |κ| <
, is a holomorphic family of type (a). 2
m-sectorial operator H (κ) associated to h(κ)
Since h(κ), with |κ| <
1−b β+b
, is a densely defined, closed and sectorial form in L 2 (E), by Theorem VI.2.1 from [7] , there exists an m-sectorial
, and
holds for every v belonging to a core of h(κ), then u ∈ Dom(H (κ)) and H (κ)u = w. The operator H (κ) is uniquely determined by the condition (i).
Lemma 2.13. For all κ in the disc |κ| <
1−b β+b
, the operators H (κ) form a self-adjoint holomorphic family of type (B).
Proof. Since by Lemma 2.11 the family h(κ), with |κ| <
1−b β+b
, is holomorphic of type (a), by Theorem VII.4.2 in [7] it follows that for all |κ| < (v, u) denotes the adjoint of the form h(κ) (see, for example, the Equation VI.1.6 in [7] ). By Remark VII.4.7 in [7] , it follows that H (κ) * = H (κ). Now by the definition in Section 1.2, it follows that H (κ), where |κ| <
, the family of operators H (κ) is holomorphic of type (B). By the definition of h(κ), we have h(κ)
* = h(κ), where h(κ) * (u, v) := h(κ)
1−b β+b
, is a self-adjoint holomorphic family of type (B). 2 It remains to show that Dom(H (κ)) is the set on the right-hand side of (1.12) and that
, and from Corollary 2.18 below it follows that for all u
loc (E) and κV (1) 
To complete the proof of Theorem 1.8, it remains to show that H (κ) = S(κ). In what follows, we will use the following well-known lemma.
Proof. By adding a constant we can assume that T 1 (in operator sense).
Assume that u ∈ Q(T ). We choose (in a measurable way) an orthogonal basis in each fiber E x and diagonalize 1 T (x) ∈ End(E x ) to get T (x) = diag (c 1 (x), c 2 (x), . . . , c m (x) 
Let u j (x) (j = 1, 2, . . . , m) be the components of u(x) ∈ E x with respect to the chosen orthogonal basis of E x . Then for all
Since u ∈ Q(T ), we know that 0
Now, for all x ∈ M and j = 1, 2, . . . , m
The right-hand side of (2.13) is clearly in 1, 2, . . . , m) with respect to chosen bases of E x . Therefore T u ∈ L 1 loc (E), and the lemma is proven. 2
The following corollary follows immediately from Lemma 2.16.
Corollary 2.17. The following properties hold:
(i) If u ∈ Dom(h 1 ), then V 1 u ∈ L 1 loc (E). (ii) If u ∈ Dom(h (1) 1 ), V (1) 1 u ∈ L 1 loc (E).
Corollary 2.18. The following properties hold:
Proof. We will first prove the property (i). Assume that u ∈ Dom(h) = Dom(h 0 ) ∩ Dom(h 1 ). By Assumption B we have 
loc (E), and the property (i) is proven. We now prove the property (ii). Assume that u ∈ Dom(h (1) 
2 ). By Corollary 2.17 it follows that
loc (E), and by Lemma 2.16 we have −V
loc (E), and the property (ii) is proven. The property (iii) follows immediately from (2.11) and properties (i) and (ii). This concludes the proof of the corollary. Proof. We will show that for all u ∈ Dom (H (κ) ), where |κ| < (H (κ) ) be arbitrary. By property (i) of Section 2.12 we have u ∈ Dom(h(κ)) = Dom(h) ∩ Dom(h (1) ) = Dom(h); hence, by Corollary 2.18 we get V u ∈ L 1 loc (E) and κV (1) 
where (·, ·) denotes the inner product in L 2 (E). The first equality in (2.14) holds by property (i) from Section 2.12, and the second equality holds by definition of h(κ). In the first term on the right-hand side of the third equality we used integration by parts (see, for example, Lemma 8.8 in [2] ) and the formal self-adjointness of D.
From (2.14) we get (1) u (as distributional sections of E). Therefore,
and this shows that 
and, hence, using integration by parts, we get
Now, taking limits as k → ∞ on both sides of (2.17) and using Section 1. Proof. By Theorem VI.1.21 in [7] , it suffices to show that C ∞ c (E) is dense in the Hilbert space Dom(h 0 + h 1 ) = Dom(h 0 ) ∩ Dom(h 1 ) with the inner product
where K 0 is as in (2.2), and h 0 (·, ·) and h 1 (·, ·) denote the sesquilinear forms corresponding to the quadratic forms h 0 and h 1 respectively via polarization identity.
Let
We will show that u = 0. We have
In the first term on the right-hand side of the second equality, we used integration by parts (see, for example, Lemma 8.8 in [2] ). By Corollary 2.17 it follows that V 1 u ∈ L 1 loc (E), and from (2.20) we get the following equality of distributional sections of E:
Since u ∈ W 1,2 (E), by (2.16) and (2.21) we obtain
Since by (2.2) the section
loc (E). By Lemma 2.3 and by (2.22) we obtain
The second equality in (2.23) holds since V 1 and R W are self-adjoint bundle endomorphisms, the second inequality holds since V 1 0 (as an operator E x → E x ), and the third inequality follows from (2.2).
From 
(E).
In first term on the right-hand side of the third equality we used the used the integration by parts (see, for example, Lemma 8.8 in [2] ). Since L(κ)u = S(κ)u ∈ L 2 (E), the last equality holds, and, on the right-hand side of the last equality, (·, ·) denotes the inner product in L 2 (E). By Lemma 2.23 it follows that C ∞ c (E) is a form core of h(κ). Now from property (iii) of Section 2.12 we have u ∈ Dom(H (κ)) with H (κ)u = L(κ)u. This concludes the proof of the theorem. 2
Proof of Theorem 1.9
The proof is the same as the proof of Theorem 1.8 with E replaced by F , the operator D replaced by ∇ F (or, where appropriate, by (∇ F ) * ), the differential expression L(κ) replaced by B(κ), and with R W = 0. 2
Proof of Remark 1.7
We will give the proof for V 2 ; the proof of the remark for V (1) 2 proceeds in the same way. Let p be as in Remark 1.7. We may assume that V 2 L p (End E) is arbitrarily small because there exists a sequence For n 3, we know by hypothesis that p = n/2, so from (5.2) we get 1/t = 1/2 − 1/n. By Theorem 3.2(a) in [5] , we have
where C > 0 is a positive constant.
For n = 2, we know by hypothesis that p > 1, so from (5.2) we get 2 < t < ∞. By Theorem 3.2(a) in [5] we get (5.3).
For n = 1, we know by hypothesis that p = 1, so from (5.2) we get t = ∞. For n = 1, by Theorem 3.2(b) in [5] 
