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A gain graph is a graph where the edges are given some orientation
and labeled with the elements (called gains) from a group so that
gains are inverted when we reverse the direction of the edges. A
signed graph with labels from the multiplicative group {1,−1} on
the edges can be taken as a particular case of a gain graph. In this
article, we initiate a matrix analysis of gain graphs by defining the
adjacencymatrices of gain graphswhen the underlying group for la-
beling theedges is themultiplicativegroupof afieldandcharacterize
balance in such gain graphs using the characteristic polynomials.We
also establish recurrence relations for the characteristic polynomials
of a gain graph and discuss consequences of these relations.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Spectra of graphs (see [2]) and those of signed graphs (see [1,3,4,11–13]) have been discussed at
length in the literature. A gain graph, as generalization of a signed graph, can be defined formally
as Φ = (G, Γ , φ) where G = (V,−→E ) is a graph with some prescribed orientation for the edges
and φ : −→E → Γ is an edge labeling function to the group Γ with the assumption that for −→vivj ∈−→
E , φ(
−→
vjvi) = (φ(−→vivj))−1 (For more details see [13]). In this paper, we introduce the adjacency
matrix of a gain graph when the underlying group is the multiplicative group of a field and analyze
balance in such gain graphs with the help of characteristic polynomial of the adjacency matrix and
give recurrence relations for the computation of characteristic polynomials of such gain graphs. We
denote the underlying group by F×, where F is a field and F× = F \ {0F} is the multiplicative group
of F . The adjacency matrix A(Φ) = (aij), of a gain graph Φ = (G, F×, φ), is defined as
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aij =
⎧⎨
⎩
φ(vivj), if
−→
vivj ∈ −→E
0F , otherwise.
and aji = (φ(vivj))−1 where 0F is the additive identity in the field. If there is no scope for confusion
we drop the subscript F and write the additive identity in F simply as 0 and themultiplicative identity
of F as 1. The characteristic polynomial ofΦ , denoted by Ψ (Φ, x) or simply as Ψ (Φ), is defined as the
characteristic polynomial det(xI−A(Φ)) ∈ F[x] of A(Φ), where I is the identitymatrix of order as that
of A(Φ). The zeros ofΨ (Φ, x), in F or in its splitting field, are called eigenvalues ofΦ . For more details
on matrices with entries from a field, their determinants, eigenvalues and eigenvectors, the reader
may refer to [8]. All the underlying graphs in this paper are simple and loop-free and basic definitions
regarding graphs are taken as in [6].
A signed graph can be taken as a gain graph with the underlying group as GF(3)× = {1, 2} or as
themultiplicative subgroup {1,−1} ofR× and a graph as the gain graphwith the underlying group as
GF(2)× = {1}. The gain φ(C), of a cycle C : v0v1 . . . vnv0, is the product φ(v0v1)φ(v1v2) . . . φ(vnv0)
of gains of its edges. A gain graph Φ = (G, Γ , φ) is said to be cycle balanced or simply balanced if
φ(C) = 1 for all cycles C in it. Also, when the underlying graph is a path Pn, we call the corresponding
gain graph to be gain path and when the underlying graph is a cycle Cn, the gain graph is called gain
cycle. We define a linear subgraph L of Φ as a subgraph of the underlying graph G with gains from Φ
itself whose components are either K2 or cycles. Throughout this paper, unless otherwise mentioned,
K(L) denotes the number of components in L and C(L) denotes the number of cyclic components
in L.
2. Spectral characterization of balance in gain graphs
In the case of a signed graph Σ = (G, {1,−1}, σ ), the following theorem due to Acharya is well-
known.
Theorem 2.1 [1]. Σ is a balanced signed graph if, and only if, bothΣ and its underlying graph G have the
same characteristic polynomials.
Before we extend the same to the case of gain graphs over F×, we require some results, which
we do in the following two theorems. We denote by Lm the set of linear subgraphs of order m. To
avoid further ambiguity about L0 and L1, in the following theorem, we take a0(Φ) = 1 and a1(Φ) =
trace(A(Φ)) = 0. Also in the proof of the following result, the method of associating determinant of a
matrix with that of a weighted graph is standard andmuch of the details are omittedwhich the reader
may find in [9].
Theorem2.2. IfΦ = (G, F×, φ) is a gain graphwhere G = (V, E) is a graph of order n, and ifΨ (Φ, x) =
n∑
i=0
ai(Φ)x
n−i then
ai(Φ) =
∑
L∈L i
(−1)K(L) ∏
C∈L
(φ(C) + φ−1(C)) (1)
Proof. IfM = (aij) is a square matrix of ordermwith entries from a field F , then
det(M) = ∑
π∈Sm
sgnπ a1π(1)a2π(2) . . . amπ(m) (2)
where π is a permutation in the symmetric group Sm on the set of elements {1, 2, . . . ,m}. In the case
whenM = xI − A(Φ), a square matrix of order n, since the underlying graph G is simple and the fact
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that the coefficients ai(Φ) of x
n−i are (−1)i times the principal minors of order n− (n− i) = i in the
expansion of det(xI − A(Φ)), from Eq. (2) and the above remarks,
ai(Φ) = (−1)i(−1)i
∑
L∈L i
(−1)K(L) ∏
−→
e ∈E(L)
φ(
−→
e ) = ∑
L∈L i
(−1)K(L) ∏
−→
e ∈E(L)
φ(
−→
e )
Since every linear subgraph L consists of only K2 or cycles,
∏
−→
e ∈E(L)
φ(
−→
e ) = ∏
K2∈L
1
∏
C∈L
(φ(C) + φ−1(C)) = ∏
C∈L
(φ(C) + φ−1(C))
and hence the formula in Eq. (1). 
Corollary 2.3. If Φ = (G, F×, φ) is a gain graph where G = (V, E) is a graph of order n, then
det(A(Φ)) = (−1)n ∑
L∈Ln
(−1)K(L) ∏
C∈L
(φ(C) + φ−1(C)) (3)
Proof. Proof is immediate since det(A(Φ)) = (−1)nΨ (Φ, 0) = (−1)nan(Φ). 
Now we are ready to characterize balance in gain graphs.
Theorem 2.4. If Φ = (G, F×, φ) is a gain graph where G = (V, E), then Φ is balanced if, and only if,
Ψ (Φ, x) = Ψ (G, x).
Proof. First we note the fact that the underlying graph G can be considered as the gain graph with all
edge gains as 1. This gives, with the help of Eq. (1),
ai(G) =
∑
L∈L i
(−1)K(L)2C(L). (4)
This formula matches exactly with the formula for ordinary graph G given in [7]. Now suppose that
Φ is balanced. Then φ(C) = 1 = (φ(C))−1 for all cycles C of Φ . Then from Eqs. (1) and (4), we get
ai(Φ) = ai(G) for all i and hence Ψ (Φ, x) = Ψ (G, x). Conversely, assume that Ψ (Φ, x) = Ψ (G, x).
Then from Eqs. (1) and (4) again,
∑
L∈L i
(−1)K(L) ∏
C∈L
(φ(C) + φ−1(C)) = ∑
L∈L i
(−1)K(L)2C(L)
which gives
∏
C∈L
(φ(C) + φ−1(C)) = 2C(L)
for all linear subgraphs L. This, in turn, leads to
φ(C) + φ−1(C) = 2
for all cycles C,making the gain graph Φ to be balanced. 
3. Recurrence relations for the characteristic polynomial of a gain graph
Gill andAcharya [5] generalized the recurrence formula, givenbySchwenk [10], for the computation
of characteristic polynomial of graphs to signedgraphs.We further extend these recurrence formula for
the computation of characteristic polynomial of gain graph over F×. From now onwards, to emphasize
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the underlying graphG for the gain graphΦ = (G, F×, φ), we denote the gain graph byΦG.Moreover,
if G′ is a subgraph of G, then ΦG′ denotes the gain graph with the underlying graph G′ and the gain
function φ restricted to the edge set of G′.
Theorem 3.1. If Φ = (G, F×, φ) is a gain graph where G = (V, E) is a graph of order n and if v is an
arbitrary vertex of G, then
Ψ (ΦG, x) = xΨ (ΦG−v, x)−
∑
w∼v
Ψ (ΦG−{v,w}, x)−
∑
C∈C(v)
(φ(C)+(φ(C))−1)Ψ (ΦG−V(C), x) (5)
where C(v) denotes the set of all cycles containing v.
Proof. Let Ψ (ΦG, x) =
n∑
i=0
ai(Φ)x
n−i. Then from Eq. (1),
ai(Φ) =
∑
L∈L i
(−1)K(L) ∏
C∈L
(φ(C) + φ−1(C)) (6)
Now, for any L ∈ Li, with respect to the arbitrarily chosen vertex v, three cases are to be considered,
namely,
Case (1): v ∈ L. Herewe let L′ as the same linear subgraph L and view it as a linear subgraph forΦG−v.
Case (2): v belongs to an acyclic component of L whence we take L′ as L′ = L − V(−→K2 )which will be
viewed as the linear subgraph of ΦG−{v,w} such that w is adjacent to v on
−→
K2 .
Case (3): v belongs to a cycle component C = C(v) of L whence we take L′ as L′ = L − V(C)which is
viewed as a linear subgraph of ΦG−V(C).
Thus there is a one–one correspondence between the terms on the left and those on the right of Eq.
(5). Also, if L contributes an amount m towards ai(Φ) on the left, we claim below that on the right L
′
also contributesm to some term in each of the following cases:
Case (1): Since L′ = L, we see that L′ contributesm to the coefficient of xn−1−i in Ψ (ΦG−v) and thus
suppliesm toward the coefficient of xn−i in xΨ (ΦG−v).
Case (2): In this case L′ = L − V(−→K2 ). So L′ contributes
(−1)K(L′) ∏
C∈L′
(φ(C) + φ−1(C)) = (−1)K(L)−1 ∏
C∈L
(φ(C) + φ−1(C))
= −m.
to the coefficient of xn−2−(i−2) = xn−i inΨ (ΦG−{v,w})wherew is the point of−→K2 and hence
it suppliesm to the coefficient of xn−i in −Ψ (ΦG−{v,w}).
Case (3): In this case consider a particular cyclic component Z in a linear subgraph L where v is a
vertex on it. As we have L′ = L − V(Z), it contributes
(−1)K(L′) ∏
C∈L′
(φ(C) + φ−1(C))
= (−1)K(L)−1 ∏
C∈L
(φ(C) + φ−1(C))(φ(Z) + φ−1(Z))−1
= −m(φ(Z) + φ−1(Z))−1.
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to the coefficient of xn−t−(i−t) = xn−i in Ψ (ΦG−V(Z)) where t is the length of the cycle Z
and hence it suppliesm to the coefficient of xn−i in −(φ(Z) + φ−1(Z))Ψ (ΦG−V(Z)) where
Z is a cycle containing v. 
Since in a signed graph Σ , considered as a gain graph over the multiplicative group of the field
{0, 1,−1}, on any balanced or unbalanced cycle C, we have φ(C)+ (φ(C))−1 = 2 or−2 respectively.
Therefore the above recurrence formula gives the same result as in [5] which we particulary give in
the following Corollary.
Corollary 3.2. If Σ = (G, φ) is a signed graph where G = (V, E) is a graph of order n and if v is an
arbitrary vertex of G, then
Ψ (ΣG, x) = xΨ (ΣG−v, x) −
∑
w∼v
Ψ (ΣG−{v,w}, x)
− 2
⎛
⎝ ∑
C∈B(v)
Ψ (ΣG−V(C), x) −
∑
C∈B′(v)
Ψ (ΣG−V(C), x)
⎞
⎠
where B(v) denotes the set of all balanced cycles containing v and B′(v) denotes the set of all unbalanced
cycles containing v .
To get the recurrence relation in the case of a graph G as given in [10], we note that all cycles in G
are balanced and hence we have the following Corollary.
Corollary 3.3. If G = (V, E) is a graph of order n and if v is an arbitrary vertex of G, then
Ψ (G, x) = xΨ (G − v, x) − ∑
w∼v
Ψ (G − {v,w}, x) − 2 ∑
C∈C(v)
Ψ (G − V(C), x)
where C(v) denotes the set of all cycles containing v.
3.1. Recurrence relation for the characteristic polynomial of gain paths and gain cycles
As a path does not contain any cycle, every gain path is obviously cycle balanced. Hence from
Theorem 2.4 and the general recurrence formula we easily get the recurrence formula for any gain
path in the following form.
Corollary 3.4. If ΦPn = (Pn, F×, φ) is a gain path, where F× is the multiplicative group of a finite or
infinite field F, then
Ψ (ΦPn , x) = xΨ (ΦPn−1 , x) − Ψ (ΦPn−2 , x) (7)
Though it is easy to deduce results for gain cycles also from the above given general recurrence
formula (5) for any gain graph, we provide here independent direct proof for the recurrence relations
in case of the characteristic polynomial of gain cycles.
Theorem 3.5. If ΦCn = (Cn, F×, φ) is a gain cycle, then
Ψ (ΦCn, x) = xΨ (ΦPn−1 , x) − 2Ψ (ΦPn−2 , x) − (φ(Cn) + (φ(Cn))−1). (8)
or equivalently,
Ψ (ΦCn, x) = Ψ (ΦPn , x) − Ψ (ΦPn−2 , x) − (φ(Cn) + (φ(Cn))−1). (9)
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Proof. Let Cn : v1e1v2e2v3 · · · vn−1en−1vnenv1 be the underlying cycle for ΦCn . Then,
Ψ (ΦCn ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x −φ(e1) 0 0 . . . 0 −φ(en)−1
−φ(e1)−1 x −φ(e2) 0 . . . 0 0
0 −φ(e2)−1 x −φ(e3) . . . 0 0
0 0 −φ(e3)−1 x . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
0 0 . . . . . . . . . x −φ(en−1)
−φ(en) 0 . . . . . . . . . −φ(en−1)−1 x
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n×n
= xΨ (ΦPn−1 , x)
+ φ(e1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−φ(e1)−1 −φ(e2) 0 0 . . . 0
0 x −φ(e3) . . . 0 0
0 −φ(e3)−1 x . . . 0 0
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
0 0 . . . . . . x −φ(en−1)
−φ(en) 0 . . . . . . −φ(en−1)−1 x
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n−1×n−1
− φ(en)−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−φ(e1)−1 x −φ(e2) 0 . . . 0
0 −φ(e2)−1 x −φ(e3) . . . 0
0 0 −φ(e3)−1 x . . . 0
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
0 0 . . . . . . −φ(en−2)−1 x
−φ(en) 0 . . . . . . . . . −φ(en−1)−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n−1×n−1
Expanding along the first columns,
Ψ (ΦCn) = xΨ (ΦPn−1 , x) − Ψ (ΦPn−2 , x) − Ψ (ΦPn−2 , x) − (φ(Cn) + (φ(Cn))−1)
which on simplification leads to the desired recurrence relation in Eq. (8) and the equivalent Eq. (9) is
due to the recurrence relation for gain paths given in Eq. (7). 
Corollary 3.6. If ΦCn = (Cn, F×, φ) is a gain cycle, then
det(A(ΦCn)) =
⎧⎨
⎩
φ(Cn) + (φ(Cn))−1, if n is odd
2(−1)n/2 − (φ(Cn) + (φ(Cn))−1), if n is even.
Proof. From Eq. (7), we see that characteristic polynomial of a gain path satisfies Ψ (ΦPn , 0) = 0
when n is odd and Ψ (ΦPn , 0) = (−1)n/2 when n is even. Then the result follows from Eq. (8), since
det(A(ΦCn)) = (−1)nΨ (ΦCn , 0). 
Corollary 3.7.
det(A(Cn)) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2, if n ≡ ±1 (mod 4)
0, if n ≡ 0 (mod 4)
−4, if n ≡ 2 (mod 4).
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Corollary 3.8. The adjacency matrix of a cycle Cn is singular only when n ≡ 0 (mod 4).
We denote by C
(r)
n , a signed cycle with r negative edges on the cycle Cn. In [4], the authors discuss
about the eigenvalues of C
(r)
n given in the following Lemma. Using that resultwe have a useful algebraic
product of cosines, in view of the above Corollary 3.7, which would otherwise be hard to compute.
Also we adopt the notation, [r], for an integer r which means [r] = 0, if r is even and [r] = 1, if it is
odd. In the formula, that follows, for det(A(C
(r)
n )), one shall notice the fact that (−1)[r] is actually the
product of signs of edges.
Lemma 3.9 [4]. The eigenvalues λj ∈ R of C(r)n for j = 1, 2, . . . , n and 0 ≤ r ≤ n are given by
λj = 2 cos (2j − [r])π
n
Corollary 3.10.
det(A(C(r)n )) =
⎧⎨
⎩
2(−1)[r], if n is odd
2((−1)n/2 − (−1)[r]), if n is even.
Proof. Applying Corollary 3.6 and noting the fact that C
(r)
n is balanced when [r] = 0, we get the
result. 
Corollary 3.11. For 0 ≤ r ≤ n,
n∏
j=1
cos
(2j − [r])π
n
=
⎧⎨
⎩
21−n(−1)[r], if n ≡ 1 (mod 2)
21−n((−1)n/2 − (−1)[r]), if n ≡ 0 (mod 2).
Proof. Here we note that det(A(C
(r)
n )) =
n∏
j=1
λj and the proof follows from the previous Lemma 3.9
and the Corollary 3.10. 
4. Further directions
The recurrence relation for the gain graph, when applied to a signed graph Σ, has another impli-
cation that when Σ is considered as a gain graph over GF(3)×, the recurrence formula becomes
Ψ (ΣG, x) = xΨ (ΣG−v, x) −
∑
w∼v
Ψ (ΣG−{v,w}, x)
+ ∑
C∈B(v)
Ψ (ΣG−V(C), x) −
∑
C∈B′(v)
Ψ (ΣG−V(C), x)
because −2 ≡ 1 (mod 3) apart from the relation that is given in the concerned section which is
mainly used when the signed graph is considered as a gain graph over {1,−1}. Thus it opens up
many faceted way of looking at one object when we change the underlying field. We hope further
that coding theorists will generally be benefitted from our discussion if they examine the gain graphs
over the finite fields especially when the group for labeling its edges is GF(p)× or GF(pk)× for some
prime p.
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