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zada.
Title in English
Multiple linear regression with secant hyperbolic generalized errors.
Resumen: En este trabajo se presenta un estudio del modelo de regresión lineal
múltiple, donde el error tiene distribución secante hiperbólica generalizada. Para estimar
los parámetros del modelo, se utiliza la Máxima Verosimilitud Modificada (MVM), que
permite linealizar las formas funcionales que no son lineales y obtener soluciones explici-
tas cerradas. Además, se realiza todo el estudio formal de las propiedades asintóticas e
inferencia de los estimadores obtenidos, mediante el uso de la simulación de Monte Carlo,
que permite comprobar aspectos como: los estimadores de MVM son más eficientes y
robustos que los de estimadores de Mı́nimos Cuadrados (MC).
Mediante varios ejemplos de la literatura estad́ıstica, se valida la metodologia desarrollada
y descripta en este trabajo.
Abstract: In this work, a study of multiple linear regression is presented, where the error
has a distribution secant hyperbolic generalized. Furthermore, to estimate the parameters
of this model, is used the Modified Maximum Likelihood (MML), which enables linearize
the functional forms because it is not linear, and obtains solutions in a closed form. In
addition, the formal studies of asymptotic properties and inference of these estimators
obtained, using the Monte Carlo simulation, which allows to check aspects such as:
MML estimators are more efficient and robust than those of least squares estimators
(LS). Through several examples of statistical literature, the methodology developed and
described in this work is validated.
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Introducción
La mayoŕıa de las aplicaciones prácticas de análisis de regresión utilizan modelos que
asumen que los errores son distribuidos normalmente, sin embargo, no siempre es lo más
apropiado debido a que existen distribuciones no normales que son más adecuadas y efica-
ces en la práctica, véase por ejemplo Pearson (1932), Huber (1981), Tiku, Aysen & Akkaya
(2004).
Comúnmente los Mı́nimos Cuadrados (MC) se usa como herramienta para estimar los
parámetros de una regresión lineal múltiple, aunque se conoce que los estimadores y las
estad́ısticas de prueba en base a ellos pierden su eficiencia cuando el supuesto de normali-
dad no se cumple, véase Tukey (1960). Otro método llamado Máxima Verosimilitud (MV),
proporciona estimadores que poseen propiedades deseadas y atractivas, no obstante, con
esta técnica no siempre es posible obtener soluciones expĺıcitas para los parámetros, ya
que algunos términos o expresiones que se involucran en las formas funcionales de ciertas
distribuciones no son lineales; de manera que la única forma de resolverlas es mediante
métodos numéricos, los cuales pueden acarrear algunos problemas bajo ciertas situaciones
que se mencionarán en el Caṕıtulo 2. En este trabajo se emplea el método de Máxima
Verosimilitud Modificada (MVM) que fue introducido y desarrollado por Tiku (1967a). El
método expresa las ecuaciones de verosimilitud en función de estad́ısticas de orden y luego
linealiza los términos intratables.
En este camino, algunos de los recientes aportes sobre análisis de regresión y temas rela-
cionados, son el trabajo desarrollado por Islam & Tiku (2004), donde consideraron tres
familias de distribuciones no normales: (a) simétrica de cola larga (SCL), (b) de sesgo y (c)
simétrica de cola corta (SCC). Posteriormente, Yildiz & Aysen (2008) presentaron algunos
resultados del modelo de una v́ıa de clasificación en el diseño de experimentos cuando los
errores se distribuyen Secante Hiperbólica Generalizada (SHG). Tambien, definieron una
prueba estad́ıstica para probar contrates lineales y extendieron la metodoloǵıa a diseños
desbalanceados.
Dichos resultados mencionados motivan la idea de completar los estudios, trabajando el
modelo de regresión lineal múltiple con errores que tienen una distribución de la familia de
la SHG, ya que es una excelente alternativa porque se compone de distribuciones simétri-
cas, con curtosis que van desde el 1.8 hasta el infinito, es decir, tanto de cola corta como
larga Vaughan (2002). Por lo tanto, se puede considerar como una más general y flexible
dentro de las familias de distribuciones simétricas.
Los objetivos de esta tesis son estimar los parámetros del modelo de regresión lineal múlti-
ple cuando los errores se distribuyen SHG, mediante la metodoloǵıa de MVM. Luego, exa-
minar las propiedades estad́ısticas de los estimadores junto con el desarrollo de la prueba
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de hipótesis para la existencia de la relación lineal entre la variable respuesta y las va-
riables regresoras. La distribución de estas pruebas estad́ısticas se analizan junto con la
robustez. Después de estos desarrollos y análisis, se consideran tres conjuntos de datos con
diferentes contextos para realizar las aplicaciones. Es de resaltar, que todos los procesos
de análisis presentados en esta tesis son realizados y expresados mediante las simulaciones
(N= 100000/n ejecuciones de Monte Carlo) desarrolladas en el programa estad́ıstico R y
Matlab.
El esquema de esta tesis es el siguiente: En el Caṕıtulo 1 se presentan brevemente concep-
tos básicos sobre teoŕıa asintótica para los estimadores de MV. Luego se define la Mı́nima
Varianza Acotada (MVA) junto con las distribuciones asintóticas de los estimadores de
MVM. El caṕıtulo termina con una corta exposición de los Métodos de Mı́nimos Cua-
drados Ordinarios (MCO) y Mı́nimos Cuadrados Ponderados (MCP). En el Caṕıtulo 2,
se exhibe el modelo de regresión lineal simple con errores distribuidos SHG. Se emplea
la metodoloǵıa de MVM para estimar los parámetros desconocidos del modelo propuesto
y se presenta las principales propiedades de estos estimadores. Además, se proporcionan
los resultados para realizar la inferencia estad́ıstica sobre los parámetros y se analiza la
robustez de los estimadores y pruebas. La eficiencia de los estimadores de MV y MVM
es comparada mediante el estudio de simulación de Monte Carlo. El modelo de regresión
lineal múltiple con errores distribuidos SHG se desarolla en el Caṕıtulo 3. Se presentan en
el Caṕıtulo 4, algunas aplicaciones con datos reales y en último Caṕıtulo 5 se suministran
las conclusiones de la tesis.
CAPÍTULO 1
Conceptos Básicos
En este caṕıtulo se presenta algunos conceptos básicos que son tomados de Tiku et al.
(2004), Knight (2000) y Michael (2005), sobre teoŕıa asintótica de los estimadores de MV
y MVM que son útiles para desarrollo de la metodoloǵıa propuestas en cada uno de los
siguientes caṕıtulos.
1.1. Teorema del ĺımite central
En teoŕıa de la probabilidad, por medio del Teorema del Ĺımite Central (TLC) se es-
tablecen las condiciones bajo las cuales la distribución de una suma de variables aleatorias
puede aproximarse a una distribución normal
Teorema. 1. Suponga que X1, X2, . . . , Xn son variables aleatorias independientes e idénti-














d→ Z ∼ N(0, 1) cuando n −→ ∞.
En términos prácticos, el TLC implica que para n grande, la distribución de X̄n es
aproximadamente normal con media µ y varianza σ2/n. La prueba de este teorema puede
ser vista en Knight (2000).
1.2. Teoŕıa asintótica para los estimadores de MV
Bajo condiciones de regularidad leves, es posible demostrar consistencia y normalidad
asintótica de los estimadores de MV de un parámetro de valor real con base en observa-
ciones iid, como se muestra a continuación.
Se asume que X1, X2, . . . , Xn son variables aleatorias iid con densidad común o función
de frecuencia f(x; θ) donde θ es un parámetro de valor real.
1
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(x; θ) las primeras tres derivadas
parciales con respecto a θ. Se hacen las siguientes suposiciones acerca de f(x; θ) (ver
Knight (2000))
(A1) El espacio de parámetros Θ es un subconjunto abierto de la recta real.
(A2) El conjunto A = {x : f(x; θ) > 0} no depende de θ.





















= −I(θ) para todo θ.
(A6) Para cada θ ∈ Θ, existe una constante δ > 0 y una función M(x) tal que
|l′′′(x; t)| ≤ M(x),
para |θ − t| ≤ δ donde Eθ = [M(Xi)] < ∞.
I(θ) se denomina información de Fisher.
Teorema. 2. (Normalidad asintótica de los estimadores de MV ). Sean X1, X2, . . . , Xn
variables aleatorias iid con función de densidad f(x; θ) que satisface las condiciones (A1)−






(Xi; θ̂n) = 0.
Entonces
√
n(θ̂n − θ) d→ N(0, 1/I(θ)),
ver Knight (2000).
1.3. Máxima Verosimilitud modificada (MVM)
Se necesita un método de estimación que capture la bondades de máxima verosimi-
litud, pero que alivie sus dificultades de cálculo. Uno de estos métodos, y quizás el más
viable, es el método de estimación de Máxima Verosimilitud Modificada que se originó
con Tiku (1967a) y Tiku & Suresh (1992). Una propiedad notable de este método es que
proporcionan estimadores que son altamente eficientes y tienen exactamente las mismas
formas, independientemente de la distribución subyacente. El método procede como sigue:









g(zi) = 0, zi = (xi − θ)/σ (1.1)
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donde L es la función de verosimilitud y σ es un parámetro de escala. En primer lugar, se
supone que σ es conocida. Organizando los xi (1 ≤ i ≤ n) en orden ascendente de magnitud
x(1) ≤ x(2) . . . ≤ x(n), se tienen las estad́ısticas de orden. Como las sumas completas son








g(z(i)) = 0, z(i) = (x(i) − θ)/σ. (1.2)
Sea t(i) = E(z(i)) el valor esperado de la i-ésima variable ordenada estandarizada z(i). Se
expande g(z(i)) a los dos primeros términos de una serie de Taylor alrededor de t(i) para
linealizar la función.








y αi = g(t(i))− βit(i). Incorporando la ecuación (1.3) en (1.2)











(αi + βiz(i)) = 0, (1.4)
puesto que (1.4) es lineal en θ, tiene una solución expĺıcita y única llamado el estimador

















1.4. Estimador de Mı́nima Varianza
Ahora se pasa a un enfoque más general para encontrar un estimador insesgado efi-
ciente o de mı́nima varianza. La búsqueda de tal estimador se facilita mediante la idea de
encontrar una cota inferior de Cramer-Rao, CR(θ, n), para la varianza, es decir, si T es
cualquier estimador insesgado de θ, entonces
V (T ) ≥ CR(θ, n).
Esta cota inferior permite determinar si un determinado estimador insesgado tiene la va-
rianza más pequeña posible (teóricamente) en el sentido de que, si V (T ) = CR(θ, n),
entonces T representa el estimador más eficiente de θ, el cual es realmente un estimador
de Mı́nima Varianza Acotada (MVA).
Para sentar las bases para la determinación de la varianza mı́nima acotada para un esti-
mador de θ, se pasa a un concepto estad́ıstico llamado función de densidad de probabilidad
conjunta de una muestra aleatoria. Si f(x; θ) representa la función de densidad de proba-
bilidad de la distribución de la población de una caracteŕıstica medible X, entonces, bajo
muestreo aleatorio, los resultados generados Xi, i = 1, . . . , n, representan una colección de
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variables aleatorias de n muestras independientes




Aśı, que esta ecuación, se denomina la función de verosimilitud de la muestra. Para mayor





Si T es un estimador insesgado de θ, entonces bajo algunas condiciones generales de
regularidad, la varianza de T debe satisfacer la desigualdad de Cramer-Rao (ver Michael
(2005) )





) = CR(θ, n). (1.6)
Por lo tanto, la varianza de T nunca es menor que CR(θ, n), que es constante para un n
fijo. Además, la igualdad en (1.6) se tiene si y sólo si existe una función α(θ, n) tal que
∂ logL
∂θ
= α(θ, n)(t(x1, . . . , xn, n)− θ) (1.7)
Ejemplo. 1.1. Sea un conjunto {X1, . . . , Xn} de variables aleatorias independientes e
idénticamente distribuidas tomadas de una población que sigue una distribución con fun-
ción de probabilidad de Poisson p(x;λ) =
e−λλx
x!
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Por lo tanto, de (1.6) se tiene que















la media de la muestra X es un estimador insesgado de E(X) = λ y la varianza de la
media de la muestra es
σ2
n
, se sigue que V (T ) = V (X) y aśı X es un estimador de mı́nima
varianza acotada de λ.







donde α(θ, n) = n
λ
. Por lo tanto, X es un estimador de mı́nima varianza acotada de λ.
1.5. Distribuciones Asintóticas de los Estimadores de MVM
Se asume que el rango de la variable aleatoria X no depende del parámetro que se está
estimando. Para obtener las distribuciones de
√
n(µ̂ − µ)/σ y (n − 1)σ̂2/σ2, se tienen en
primer lugar los siguientes resultados:













(S2 − σ2), S2 =
n∑
i=1
(xi − µ)2/n. (1.8)
Bartlett (1953) mostró que: (i) los cumulantes de ∂ lnL/∂µ están determinados por
E(∂r lnL/∂µr) que son cero para todo r ≥ 3 y la distribución de √n(x̄− µ)/σ es normal
N(0, 1), (ii) los cumulantes de ∂ lnL/∂σ están determinados por E(∂r lnL/∂σr) (r ≥
1), cuya distribución de nS2/σ2 es Chi-Cuadrado con n grados de libertad, y (iii) los
cumulantes mixtos de las variables aleatorias ∂ lnL/∂µ y ∂ lnL/∂σ son determinados por
E(∂r+w lnL/∂µr∂σw) que son cero para todo r ≥ 1 y w ≥ 1, junto con la identidad
Cochran
nS2 ≡ n(x̄− µ)2 + (n− 1)s2, s2 =
n∑
i=1
(xi − x̄)2/(n− 1), (1.9)
por lo cual, x̄ y s2 (o s) están distribuidos de manera independiente, y la distribución de
(n− 1)s2/σ2 es Chi-Cuadrado con n− 1 grados de libertad. Para una prueba geométrica
de estos resultados, ver Patnaik (1949).
Ahora, considerando la situación en que la distribución subyacente es simétrica, las ecua-
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αi(x(i) − µ) y C0 =
n∑
i=1




βi(x(i) − µ)2 ≡ m(µ̂− µ)2 +
n∑
i=1




donde µ̂ es lineal y tiene una distribución normal (asintóticamente). Como las relaciones
estructurales son exactamente las mismas que en (1.8)-(1.9), y las ecuaciones de vero-
similitud modificada son asintóticamente equivalentes a las correspondientes ecuaciones
de verosimilitud, y satisfacen todas las condiciones de Bartlett presentadas, se tienen los
siguientes resultados para distribuciones simétricas.
Lema. 1.1. La distribución asintótica de
√
m(µ̂− µ)/σ es normal N(0, 1);
σ2/m ∼= 1/(−E(∂2 lnL∗/∂µ2)).
Lema. 1.2. Para n grande, la distribución de (n − 1)σ̂2/σ2 es Chi-Cuadrado con n − 1
grados de libertad;
E(σ) ∼= σ y σ2/2n ∼= 1/(−E(∂2 lnL∗/∂σ2)).
Lema. 1.3. Asintóticamente, los estimadores de MVM de µ̂ y σ̂2 se distribuyen de forma
independiente, dado que
E(∂r+w lnL∗/∂µr∂σw) = 0 para r ≥ 1 y w ≥ 1.
Para una prueba alternativa desarrollada por la solución de las ecuaciones diferenciales
∂ lnL∗/∂µ = 0 y ∂ lnL∗/∂σ = 0, ver Tiku et al. (2004, Pag 53).
1.6. Método de Mı́nimos Cuadrados (MC)
No hay supuestos de distribución como tal, en la aplicación de la metodoloǵıa de
mı́nimos cuadrados. Bajo el supuesto de que ei (1 ≤ i ≤ n) son iid, los estimadores MC
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(yi − θ0 − θ1xi)2.
Los estimadores θ̃0 y θ̃1 resultantes, bajo el supuesto de normalidad N(0, σ
2) son exac-











(yi − ȳ − θ̃1(xi − x̄))2/(n− 2)
donde r es el número de parámetros estimados, además de σ.
Bajo el supuesto de normalidad, los estimadores de MC poseen todas las propieda-
des deseables (insesgados, mı́nima varianza), sin embargo, tienen bajas eficiencias para
distribuciones no normales.
1.7. Método de Mı́nimos Cuadrados Ponderados (MCP)
Se supone que los errores aleatorios ei (1 ≤ i ≤ n) en el modelo de regresión lineal
simple, se distribuyen de forma independiente con una media común E(ei) = aσ y varianza
V ar(ei) = Viσ
2. Sea wi = 1/Vi (1 ≤ i ≤ n). Los estimadores de MCP de θ0 y θ1 se obtienen
































Modelo de Regresión Lineal Simple.
En un modelo de regresión lineal del tipo
y = θX + e,
donde y representa una respuesta, X es una matriz de variables regresoras y θ es un
vector de parámetros desconocidos, a menudo se asume que los errores ei, 1 ≤ i ≤ n
son idd con distribución normal N(0, σ2), sin embargo, hay muchas situaciones de la
vida real en las cuales es evidente que la respuesta y los errores no son normales. Por
ejemplo, existen aplicaciones donde la respuesta es binaria (0 o 1) y, por ello, su naturaleza
es Bernoulli. Otras veces, cuando la respuesta mide los tiempos de vida o los tiempos
de reacción, los errores normalmente tienen una distribución sesgada, por lo tanto, es
importante desarrollar los procedimientos estad́ısticos que sean adecuados y eficientes
para distribuciones no normales.
En este caṕıtulo se toma un modelo regresión lineal simple y se asume que los errores
se distribuyen SHG. Se obtienen las estimaciones de los parámetros bajo el método de
máxima verosimilitud modificada (MVM), permitiendo encontrar soluciones expĺıcitas y
cerradas. Se estudian las propiedades estad́ısticas de los estimadores, junto con las pruebas
estad́ısticas para juzgar la linealidad de las variables y la robustez de los estimadores.
2.1. Distribución SHG.
Las propiedades de una familia de distribuciones SHG fueron desarrolladas por Vaug-
han (2002). Esta familia consta de distribuciones simétricas, con curtosis desde 1,8 hasta
el infinito e incluye la loǵıstica como un caso especial, la uniforme como un caso ĺımite y
se aproxima a las distribuciones normal y t de Student con curtosis correspondiente. Una
diferencia significativa entre esta familia y la t de Student es que para cualquier miembro
de la familia SHG, todos los momentos son finitos. Por lo tanto, las dificultades técnicas
asociadas a la evaluación de los momentos de la t de Student no están presentes con es-
ta familia. Además, la t de Student representa distribuciones simétricas de cola larga, es
decir, su curtosis β2 = µ4/µ
2
2 es mayor que 3. Sin embargo, las distribuciones simétricas
de cola corta con β2 < 3 también ocurren en la práctica. Por ejemplo, Vaughan (2002)
mostró que un conjunto de datos de edades de 100 pacientes elegidos al azar en un estudio
8
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de la enfermedad card́ıaca coronaria, es modelado por una distribución simétrica de cola
corta con curtosis β2 = 2.
Para tener un enfoque unificado de distribuciones no normales simétricas, se necesita una
familia que represente las dos distribuciones de cola corta y larga. Por consiguiente, la
distribución SHG se considera como una familia con esas caracteŕısticas.
2.1.1. Estimación de Máxima Verosimilitud
Sea un modelo de regresión lineal simple con un solo regresor x que tiene una relación
con una respuesta y
yi = θ0 + θ1xi + ei, 1 ≤ i ≤ n.
Suponga que ei son variables aleatorias idd con distribución




exp(2c2(ei/σ)) + 2a exp(c2(ei/σ)) + 1
(−∞ < ei < ∞) (2.1)
donde
(i) para −π < t < 0








(ii) para t = 0




(iii) para t > 0








La media y varianza son E(ei) = 0 y V ar(ei) = 1.







exp(2c2zi) + 2a exp(c2zi) + 1
donde zi = ei/σ = (yi − θ0 − θ1xi)/σ, (1 ≤ i ≤ n)






















xig(zi) = 0 (2.3)














zig(zi) = 0, (2.4)
donde
g(zi) = (exp(2c2zi) + a exp(c2zi))/ (exp(2c2zi) + 2a exp(c2zi) + 1) .
La matriz de información de Fisher es










































































Se debe tener en cuenta que las derivadas mixtas o cruzadas, si existen son iguales.
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V13 = V23 = V31 = V32 = 0 (escalar).
Las ecuaciones (2.2), (2.3) y (2.4) no admiten soluciones expĺıcitas debido a los términos
relacionados con la función no lineal g(zi).
2.1.2. Estimación de Máxima Verosimilitud Modificada (EMVM)
Sea zi = ei/σ = (yi − θ0 − θ1xi)/σ, 1 ≤ i ≤ n, las ecuaciones de verosimilitud
∂ lnL/∂θ0 = 0, ∂ lnL/∂θ1 = 0 y ∂ lnL/∂σ = 0 son funciones no lineales. Para derivar
las ecuaciones de verosimilitud modificadas que tienen soluciones expĺıcitas, y en condi-
ciones de regularidad son asintóticamente equivalentes a las ecuaciones de verosimilitud,
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ver Smith (1985), primero se ordena wi = yi − θ1xi (para un determinado θ1)
w(1) ≤ w(2) ≤ . . . ≤ w(n); w(i) = y[i] − θ1x[i].
Definiendo las variables aleatorias ordenadas como z(i) = (w(i) − θ0)/σ, y denotando por
(y[i], x[i]) la pareja ordenada que determina el valor de w(i); (y[i], x[i]) puede ser llamado
el concomitante de z(i). El hecho de que las sumas completas son invariantes al orden,




































z(i)g(z(i)) = 0. (2.7)
Las ecuaciones de verosimilitud para la SHG son insolubles y resolverlas por iteración
puede ser problemático (Barnett (1996a), Vaughan (1992) y Tiku et al. (2004)). Si los
datos contienen valores at́ıpicos, las iteraciones con las ecuaciones de verosimilitud son a
menudo no convergentes, ver Puthenpura & Sinha (1986). Para mitigar estas dificultades,
se puede utilizar el método de MVM (Tiku & Suresh (1992) y Tiku (1967a)), donde los
estimadores obtenidos, tienen formas algebraicas expĺıcitas y son, por lo tanto, fáciles para
calcular y se sabe que tienen las siguientes propiedades bajo las condiciones de regularidad
habituales para la existencia de los estimadores de MV:
(a) Asintóticamente, los estimadores de MVM son totalmente eficientes, es decir, son
insesgados y sus varianzas son iguales a los ĺımites de varianza mı́nima (LVM), (ver
Tiku (1970), Bhattacharyya (1970), Tiku et al. (2004))
(b) para muestras pequeñas, los estimadores de MVM son casi totalmente eficientes en
cuanto a los LVM, ver Vaughan (1992);
(c) las estimaciones tienen sesgos pequeños o ninguno y
(d) son robustas.
Sea t(i) = E(z(i)) el valor esperado de la i-ésima estad́ıstica de orden z(i), (1 ≤ i ≤ n).
Las expresiones para encontrar los valores exactos de las esperanzas t(i) están disponibles
en Vaughan (2002), pero son dif́ıciles de implementar, por lo tanto, se utilizan valores
aproximados para los t(i) presentados en Tiku et al. (2004) y que permiten minimizar las





























, si t > 0,
(2.8)
CAPÍTULO 2. MODELO DE REGRESIÓN LINEAL SIMPLE. 13




Para obtener las ecuaciones de verosimilitud modificada, se tiene que linealizar g(z(i)),
mediante el uso de los dos primeros términos de una expansión de la serie de Taylor
alrededor de t(i) (Tiku (1967a), Tiku & Suresh (1992)).
g(z(i)) ∼= g(t(i)) + g′(t(i))(z(i) − t(i))
= αi + βiz(i), 1 ≤ i ≤ n , (2.9)
donde αi = g(t(i))−βit(i) y βi = g′(t(i)). Cuando βi < 0, se establece que βi = 0 (Vaughan
(2002)). Por lo tanto, σ̂ siempre es real y positiva. Además note que,
∑n
i=1 αi = n/2 y∑n
i=1 βit(i) = 0.



























































Las soluciones de estas ecuaciones son los estimadores de MVM:
θ̂0 = ȳ[.] − θ̂1x̄[.], (2.13)













βi, ∆i = 1/2− αi, x̄[.] = (1/m)
n∑
i=1










































Se calculan los estimadores de la MVM en dos iteraciones. En primer lugar, se calculan las





i=1(xi − x̄)2 es el estimador de MC de θ1. Entonces, θ̂1 se calcula a partir (2.14) -
(2.15). En la segunda iteración, las estad́ısticas w(i) se obtiene ordenando wi = yi − θ̂1xi.
Los concomitantes resultantes se utilizan para calcular los estimadores de MVM de (2.13) -
(2.15). En todos los cálculos, sólo dos iteraciones son necesarias para que las estimaciones
se estabilicen lo suficiente, ver Islam, Tiku & Yildirim (2001) y Tiku, Islam & Selcuk
(2001).
2.1.3. Propiedades Asintóticas
De la equivalencia asintótica de las ecuaciones de verosimilitud modificada ∂ lnL∗/∂θ =
0 y las correspondientes ecuaciones de verosimilitud ∂ lnL/dθ = 0, se desprende el resul-


































Lema. 2.1. Asintóticamente, el EMVM θ̂0 es un estimador de Mı́nima Varianza Acotada
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Prueba: Como ∂ lnL∗/∂θ0 es asintóticamente equivalente a ∂ lnL/∂θ0 y la ecuación









































entonces θ̂0 es un estimador de MVA de θ0, con varianza σ
2/2mc2. Dividiendo ambos lados






para todo r ≥ 3 (Bartlett (1953)), θ̂0 tiende asintóticamente a una distribución normal. 
Lema. 2.2. El EMVM θ̂1 (σ conocido), es asintóticamente el estimador de MVA de θ1 y








Prueba: Como ∂ lnL∗/∂θ1 es asintóticamente equivalente a ∂ lnL/∂θ1 y la ecuación (A.2)


















































βi(y[i] − y[.])x[i] − σ
n∑
i=1















entonces θ̂1 es un estimador de MVA de θ1, con varianza σ
2/2c2
∑n






= 0 para todo r ≥ 3, θ̂1 se distribuye asintóticamente normal. 
Lema. 2.3. Condicionalmente (θ1 conocido), σ̂(θ1) es asintóticamente el estimador de
MVA de σ y (n − 2)σ̂2(θ1)/σ2 se distribuye como una chi-cuadrado con n − 2 grados de
libertad.
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donde B0 y C0 son exactamente los mismos que B y C en (2.16), respectivamente, con K









el resultado se sigue de Bartlett (1953) y Tiku et al. (2004, sección 2.9).




























































































Aśı, 2c2C0/n es el estimador de MVA de σ
2 (asintóticamente). La evaluación de los cu-
mulantes de ∂ lnL∗/∂σ en términos de los valores esperados de las derivadas de ∂ lnL∗/∂σ
inmediatamente conduce al resultado de que (n− 2)σ̂2(θ1)/σ2 se distribuye como una chi-
cuadrado con n− 2 grados de libertad (Bartlett (1953)). 
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2.2. Resultados de la Simulación
A continuación, se presenta un estudio de simulación, donde se muestra que los esti-
madores de MVM desarrollados en la sección 2.1 son más eficientes que los estimadores
de MC. También se prueba que los estimadores de MVM son más robustos a desviaciones
de la distribución supuesta y a otras anomaĺıas en los datos. En el estudio, se asume la
distribución secante hiperbólica generalizada al igual que se consideran distintos valores
de tamaño de la muestra n (10, 20, 30, 50 y 100). Las simulaciones que se realizan se
basan en N = 100000/n ejecuciones de Monte Carlo. Igualmente, sin pérdida de generali-
dad, se lleva a cabo el estudio suponiendo que los valores reales de los parámetros son los
siguientes:
θ0 = 0, θ1 = 1 y σ = 1
2.2.1. Propiedades de Eficiencia
Los estimadores de MVM θ̂0 y θ̂1 son asintóticamente eficientes, esto se sigue del hecho
de que los estimadores son de MVA de θ0 y θ1, además se distribuyen normalmente. Por
lo tanto, θ̂0 y θ̂1 son los mejores estimadores asintóticamente normales (MEAN).
Las estimaciones de θ0 y θ1 para la MVA son las siguientes:
(i) para −π < t < 0,
MVA(θ0) =
2σ2t sin2 t























(iii) para t > 0
MVA(θ0) =
2σ2t sinh2 t
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El estimador σ̂2 es asintóticamente el estimador de MVA de σ2 y se distribuye como una

























Para tener una idea acerca de la eficiencia de los estimadores, se realiza la simulación para
muestras grandes y pequeñas con diferentes parámetros de forma con el motivo de calcular
la MVA y la varianza. Sus resultados son recopilados en la tabla (2.1), donde se observa
que los estimadores de MVM son eficientes para tamaños de muestras grades n.
Cabe hacer la siguiente aclaración, que al igual que la simulación anterior y del resto del
documento, los puntos de diseño xi (1 ≤ i ≤ n) se generán de una distribución normal
N(0, 1) solo una vez (por cada n) y se mantienen en común para todas las N muestras
aleatorias generadas (y1, y2, . . . , yn) a partir de la SHG(0, σ; t). El código de programación
para hacer las simulaciones está escrito en R y Matlab, se puede ver en el apéndice (B) y
(C).
2.2.2. Eficiencia Relativa
Para tener una idea acerca de su eficiencia en relación con algunos de los estimadores
de uso común, se emplean los estimadores de MC, que son











(yi − ȳ − θ̃1(xi − x̄))2/(n− 2), (2.29)
donde ȳ =
∑n
i=1 yi/n y x̄ =
∑n




i=1 (xi − x)
2 . (2.30)
Para evaluar la eficiencia relativa (ER) de los estimadores de MC, es necesario realizar
primero que todo, la simulación de las medias de cada uno de los estimadores descritos en
las metodoloǵıas de estimación que se trabajan en esta tesis que son los métodos de MC
y MVM. Los resultados obtenidos son organizados en la tabla (2.2), en la cual se aprecia
que los sesgos de cada uno de los estimadores para muestras de tamaños n = 10, 50 y 100,
son valores insignificantes.
A partir de los resultados de la tabla (2.3), una de las caracteŕısticas de los estimadores
de MVM, es que son más eficientes que los estimadores de MC. Para comprobar, primero
se utilizan los valores positivos y negativos del parámetro de forma para conseguir con
los diferentes tamaños de muestra los valores simulados de las respectivas varianzas de
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los estimadores de ambos métodos. En seguida, se calcula la eficiencia relativa a de los
estimadores de MC, donde se constata que la mayoŕıa de los casos se obtienen porcentajes
menores que el 100%. De hecho, E1, E2 y E3 disminuyen a medida que n aumenta.
Tabla 2.1. Valores de MVA y varianzas de los estimadores de MVM, θ0 = 0, θ1 = 1 y σ = 1
MVA Varianza MVA Varianza
n θ̂0 θ̂1 σ̂ θ̂0 θ̂1 σ̂ θ̂0 θ̂1 σ̂ θ̂0 θ̂1 σ̂
t = −π
√
2/3 t = −π/2
20 0.023 0.028 0.032 0.031 0.049 0.069 0.041 0.049 0.041 0.046 0.056 0.04
50 0.009 0.013 0.013 0.01 0.017 0.025 0.016 0.024 0.016 0.017 0.026 0.016
100 0.005 0.006 0.006 0.005 0.006 0.012 0.008 0.01 0.008 0.008 0.011 0.008
t = −π/4 t = −π/8
20 0.045 0.054 0.022 0.049 0.059 0.037 0.045 0.055 0.005 0.049 0.059 0.036
50 0.018 0.026 0.009 0.018 0.027 0.014 0.018 0.026 0.002 0.018 0.028 0.014
100 0.009 0.011 0.004 0.009 0.012 0.007 0.009 0.011 0.001 0.009 0.012 0.007
t = 0 t = π
20 0.046 0.055 0.035 0.049 0.06 0.035 0.049 0.059 0 0.052 0.064 0.025
50 0.018 0.027 0.014 0.018 0.028 0.014 0.019 0.028 0 0.02 0.029 0.01
100 0.009 0.011 0.007 0.009 0.012 0.007 0.01 0.012 0 0.01 0.012 0.005
t = π
√
11 t = 10π
20 0.026 0.032 0 0.041 0.058 0.014 0.009 0.011 0 0.227 0.371 0.023
50 0.011 0.015 0 0.013 0.019 0.004 0.004 0.006 0 0.016 0.041 0.012
100 0.005 0.007 0 0.006 0.007 0.002 0.002 0.002 0 0.003 0.004 0.001
aEl rendimiento de los EMVM se compara con los EMC mediante la evaluación de la eficiencia relativa
(ER) de la siguiente manera
ER(EMC) = 100×
(
Varianza de los EMVM
Varianza de los EMC
)
(2.31)
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Tabla 2.2. Valores simulados de las medias, θ0 = 0, θ1 = 1 y σ = 1
MC MVM MC MVM
n θ̃0 θ̃1 σ̃ θ̂0 θ̂1 σ̂ θ̃0 θ̃1 σ̃ θ̂0 θ̂1 σ̂
t = −π
√
2/3 t = −π/2
10 -0.002 0.998 0.926 -0.001 0.997 1.038 -0.001 0.998 0.955 -0.001 0.996 0.928
50 -0.003 1.007 0.986 -0.001 0.998 1.023 -0.003 1.007 0.995 -0.002 1.001 0.99
100 -0.002 0.999 0.995 -0.001 0.998 1.015 -0.002 0.999 0.999 -0.001 0.998 0.998
t = −π/4 t = −π/8
10 -0.001 0.998 0.961 -0.001 0.996 0.925 -0.001 0.998 0.962 -0.001 0.996 0.924
50 -0.003 1.006 0.996 -0.002 1.003 0.992 -0.003 1.006 0.996 -0.002 1.003 0.992
100 -0.002 0.999 1 -0.001 0.999 0.998 -0.002 0.999 1 -0.001 0.999 0.998
t = 0 t = π
10 -0.001 0.998 0.962 -0.001 0.996 0.923 -0.001 0.997 0.973 -0.002 0.998 0.891
50 -0.003 1.006 0.996 -0.002 1.003 0.992 -0.002 1.006 0.999 -0.002 1.007 0.99
100 -0.002 0.999 1 -0.001 0.999 0.998 -0.002 0.999 1.001 -0.002 1 0.997
t = π
√
11 t = 10π
10 -0.001 0.997 0.983 0 0.998 0.602 -0.001 0.997 0.985 0.007 0.99 0.028
50 -0.002 1.005 1.001 -0.001 1.008 0.978 -0.002 1.004 1.001 0.001 1.006 0.887
100 -0.002 0.999 1.002 -0.002 1.001 0.992 -0.002 1 1.002 -0.001 0.998 0.978
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100, E3 = [V (σ̂)/V (σ̃)] 100
Variance ER




10 0.103 0.188 0.148 0.07 0.189 0.152 67.867 100.437 102.496
20 0.052 0.063 0.082 0.031 0.049 0.069 60.601 76.873 84.002
30 0.034 0.042 0.057 0.019 0.026 0.043 54.813 62.342 76.594
50 0.02 0.03 0.035 0.01 0.017 0.025 49.591 56.124 70.059
100 0.01 0.013 0.017 0.005 0.006 0.012 48.177 50.692 66.809
t = −π/2
10 0.103 0.188 0.093 0.093 0.175 0.082 90.047 93.147 88.071
20 0.052 0.063 0.047 0.046 0.056 0.04 87.935 87.965 85.715
30 0.034 0.042 0.031 0.029 0.036 0.027 85.111 85.786 84.513
50 0.02 0.03 0.019 0.017 0.026 0.016 82.109 86.341 83.543
100 0.01 0.013 0.009 0.008 0.011 0.008 81.298 84.666 84.117
t = −π/4
10 0.103 0.188 0.083 0.098 0.18 0.074 94.793 96.066 89.046
20 0.052 0.063 0.041 0.049 0.059 0.037 93.651 92.902 89.406
30 0.034 0.042 0.027 0.031 0.039 0.024 91.796 91.882 88.68
50 0.02 0.03 0.016 0.018 0.027 0.014 89.492 92.194 87.996
100 0.01 0.013 0.008 0.009 0.012 0.007 88.888 91.855 88.714
t = −π/8
10 0.103 0.188 0.081 0.099 0.181 0.072 95.68 96.665 89.089
20 0.052 0.063 0.04 0.049 0.059 0.036 94.676 93.889 90.093
30 0.034 0.042 0.026 0.031 0.039 0.023 93.012 93.014 89.485
50 0.02 0.03 0.016 0.018 0.028 0.014 90.876 93.245 88.864
100 0.01 0.013 0.008 0.009 0.012 0.007 90.295 93.126 89.616
t = 0
10 0.103 0.187 0.08 0.099 0.182 0.071 95.95 96.839 89.089
20 0.052 0.063 0.039 0.049 0.06 0.035 94.989 94.183 90.304
30 0.034 0.042 0.026 0.032 0.039 0.023 93.386 93.37 89.737
50 0.02 0.03 0.015 0.018 0.028 0.014 91.302 93.548 89.136
100 0.01 0.013 0.007 0.009 0.012 0.007 90.728 93.512 89.899
t = π
10 0.103 0.187 0.058 0.104 0.192 0.05 100.944 102.63 84.828
20 0.052 0.063 0.027 0.052 0.064 0.025 99.328 101.739 94.515
30 0.034 0.042 0.017 0.033 0.042 0.016 98.955 100.416 96.155
50 0.02 0.03 0.01 0.02 0.029 0.01 99.226 98.173 96.437




10 0.103 0.186 0.038 0.149 0.425 0.042 144.067 228.366 112.242
20 0.052 0.063 0.015 0.041 0.058 0.014 79.74 92.444 90.914
30 0.034 0.042 0.009 0.022 0.032 0.008 66.602 76.043 82.48
50 0.02 0.03 0.005 0.013 0.019 0.004 63.656 64.446 77.916
100 0.01 0.013 0.002 0.006 0.007 0.002 60.848 56.244 77.855
CAPÍTULO 2. MODELO DE REGRESIÓN LINEAL SIMPLE. 22
2.2.3. Pruebas de Hipótesis
Por lo general, las hipótesis sobre θ1 son de más interés que la hipótesis sobre θ0. En
esta sección, se considera la hipótesis H0 : θ1 = 0 que establece que no existe una relación
lineal entre y y x en el modelo yi = θ0 + θ1xi + ǫi.











Valores grandes de T conducen al rechazo de H0 en favor de H1. La distribución nula
b de
T es asintóticamente normal N(0, 1). Esto se deduce del Lema 2.2 y del hecho de que σ̂
converge a σ cuando n se hace grande. Para n pequeño, la distribución nula de T es la t de
Student con n− 2 grados de libertad, lo cual esencialmente se trata de una consecuencia
de los Lemas 2.2 y 2.3.
Función de potencia: La potencia asintótica de la prueba T , cuando la hipótesis alter-











donde Z se distribuye como una normal N(0, 1) y zα es su punto porcentual 100(1−α)%.










La distribución nula de G es asintóticamente normal N(0, 1) (cuando n se hace grande).
Para n pequeño, la distribución nula de G es la t de Student con n− 2 grados de libertad.
La función de la potencia asintótica de G es
P








Ahora se muestra que la prueba T es más potente que la prueba G. Para ello se efectúa la
simulación, teniendo en cuenta diferentes valores del parámetro de forma y estableciendo
θ0 = 0, σ = 1. Asimismo, se toman varios valores para el parámetro de θ1. Por ejemplo, en
la tabla (2.4) se observa que, para n = 20, t = −π
√
2/3 y π, se tiene que la probabilidad
de rechazar la hipótesis nula cuando el parámetro de θ1 = 0.4 es T = 0.741, G = 0.528 y
T = 0.507, G = 0.48, respectivamente.
bEs simplemente la distribución de muestreo del estad́ıstico de prueba bajo el supuesto que H0 es
verdadera
cSi rechaza la hipótesis nula cuando ésta es verdadera, se esta cometiendo un error de tipo I.
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Tabla 2.4. Potencia de las pruebas de G y T, θ0 = 0 σ = 1
t = −π
√
2/3 t = −π/2 t = 0 t = π t = π
√
11
θ1 T G T G T G T G T G
n = 20
0 0.089 0.063 0.075 0.062 0.072 0.061 0.069 0.062 0.098 0.061
0.2 0.371 0.233 0.271 0.22 0.255 0.21 0.236 0.21 0.309 0.209
0.4 0.741 0.528 0.599 0.497 0.555 0.491 0.507 0.48 0.613 0.469
0.6 0.919 0.795 0.852 0.781 0.825 0.778 0.797 0.774 0.84 0.77
0.8 0.976 0.924 0.96 0.932 0.955 0.933 0.942 0.937 0.948 0.941
1 0.991 0.978 0.992 0.984 0.991 0.985 0.991 0.99 0.987 0.993
1.2 0.997 0.993 0.999 0.997 0.999 0.998 0.999 0.999 0.995 1
n = 50
0 0.07 0.064 0.058 0.06 0.061 0.06 0.062 0.059 0.074 0.06
0.2 0.543 0.352 0.39 0.339 0.362 0.335 0.349 0.332 0.48 0.336
0.4 0.937 0.764 0.824 0.754 0.788 0.752 0.77 0.752 0.904 0.748
0.6 0.994 0.963 0.98 0.964 0.977 0.965 0.976 0.968 0.992 0.973
0.8 0.999 0.997 0.998 0.998 0.998 0.998 0.999 0.999 1 0.998
n = 100
0 0.063 0.049 0.06 0.05 0.061 0.051 0.057 0.051 0.055 0.062
0.2 0.814 0.55 0.635 0.548 0.6 0.546 0.569 0.549 0.784 0.554
0.4 0.999 0.964 0.984 0.971 0.977 0.971 0.977 0.974 0.995 0.976
2.2.4. Robustez de los Estimadores y Pruebas
Otra caracteŕıstica que se desea de los estimadores es la robustez. Esto significa que
mantiene sus buenas propiedades bajo las desviaciones de la distribución asumida y tam-
bién en situaciones donde están presentes valores at́ıpicos y otras anomaĺıas. Para estudiar
las propiedades de robustez de los estimadores de MVM se proponen algunas desviaciones
de la distribución asumida para ver cómo se comportan los estimadores en cada caso.
Se asume, que la distribución verdadera es la (2.1) con parámetro de forma t = −π/2 y
la cual se conoce como modelo de población; sin pérdida de generalidad se toma σ = 1.
Como alternativas posibles, se estudian las siguientes distribuciones para el error aleatorio
e.
(a) Modelo mixto: 0.90SHG(0, σ;−π/2) + 0.10SHG(0, 4σ;−π/2)
(b) Modelo contaminado: 0.90SHG(0, σ;−π/2) + 0.10U(−1/2, 1/2)
En la tabla (2.5), se dan los valores simulados de E(σ̃), E(σ̂), las varianzas de los estima-
dores de MC y MVM respectivamente, y las eficiencias relativas E1,E2 y E3. Las medias
de los estimadores de MC y MVM de θ0 y θ1 no se representan, ya que su sesgo fue encon-
trado insignificante. En cuanto a los resultados obtenidos de la simulación, se observa que
los estimadores de MC tienen eficiencias pequeñas. De hecho, disminuyen a medida que n
aumenta de tamaño. En cuanto al desempeño de los estimadores de MC para el modelo
mixto es ciertamente decepcionante porque para tamaños de muestra como 20, 30 y 100
se obtiene valores de eficiencia de 36.9, 32.6 y 22.6, algo bastante bajo.
Debido al ordenamiento paraguas de los valores βi, es decir, βi (1 ≤ i ≤ n) es una secuen-
cia de números positivos que aumentan hasta el valor medio y luego disminuye de forma
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simétrica, ver Tiku et al. (2004). Para n = 20, t = −π/2, por ejemplo, los primeros veinte
valores de βi son;
βi : 0.0174, 0.0682, 0.1479, 0.2492, 0.3634, 0.4801, 0.5890, 0.6806, 0.7465, 0.7810,
0.7810, 0.7465, 0.6806, 0.5890, 0.4801, 0.3634, 0.2492, 0.1479, 0.0682, 0.0174
De este modo, los extremos de estad́ısticas de orden reciben poco peso sobre el orde-
namiento paraguas de los βi. Esto le da a los estimadores de MVM las propiedades de
robustez inherentes que tienen.
Tabla 2.5. Robustez: potencia de las pruebas de G y T, θ0 = 0 σ = 1
Media Varianza Eficiencia
n σ̃ σ̂ θ̃0 θ̃1 σ̃ θ̂0 θ̂1 σ̂ E1 E2 E3
Modelo (a)
20 1.477 1.286 0.132 0.156 0.316 0.061 0.087 0.117 46.546 56.072 36.924
30 1.494 1.285 0.082 0.1 0.223 0.038 0.052 0.073 45.947 52.199 32.69
50 1.535 1.294 0.052 0.073 0.16 0.021 0.036 0.042 40.865 48.82 26.211
100 1.559 1.3 0.025 0.033 0.09 0.01 0.013 0.02 39.735 39.619 22.66
Modelo (b)
20 0.933 0.907 0.047 0.057 0.047 0.037 0.048 0.038 79.73 83.703 81.247
30 0.939 0.916 0.031 0.037 0.031 0.023 0.03 0.024 75.362 81.708 79.742
50 0.945 0.924 0.019 0.025 0.019 0.014 0.02 0.015 75.157 81.832 78.881
100 0.952 0.932 0.009 0.012 0.009 0.006 0.009 0.007 73.534 72.088 77.717
Se utilizan las siguientes definiciones de robustez formuladas por Box (1953):
1. Una prueba se dice que tiene criterio de robustez si su error tipo I de las alternativas
plausibles no es sustancialmente mayor que la alcanzada bajo un modelo asumido.
2. Si la potencia de una prueba es la más alta posible (o casi aśı) bajo un modelo
asumido, pero permanece alta para todos los modelos plausibles, la prueba se dice
que tiene eficiencia robusta.
Los valores simulados del error de tipo I y de potencia se dan en la Tabla 2.6.
Tabla 2.6. Potencia de las pruebas de G y T. Modelo verdadero SHG(0, σ;−π/2), θ0 = 0 σ = 1
Modelo (a) Población (b)
θ1 T G T G T G
n = 30
0 0.046 0.056 0.067 0.057 0.061 0.053
0.2 0.221 0.189 0.339 0.281 0.359 0.296
0.4 0.572 0.418 0.725 0.647 0.78 0.692
0.6 0.839 0.664 0.941 0.899 0.959 0.927
0.8 0.953 0.83 0.993 0.984 0.997 0.991
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Es evidente que la potencia de las pruebas T es mucho más grande que la de las pruebas G
para los dos modelos. Para θ1 = 0, los valores representan los errores de tipo I. Entonces se
dice que las pruebas T propuestas tienen criterio de robustez, aśı como eficiencia robusta.
CAPÍTULO 3
Regresión Múltiple
3.1. El Modelo Propuesto
En la mayoŕıa de problemas de investigación donde se aplica el análisis de regresión,
la respuesta Y es influenciada por más de una variable independiente. Por ejemplo, el
rendimiento de un cultivo dependerá de la cantidad de nitrógeno, potasio y fertilizantes
de fosfato utilizados.
Un modelo lineal que relaciona la respuesta Y con varias variables explicativas tiene la
forma
Y = θ0 + θ1x1 + . . .+ θkxk + e
y se dispone de n observaciones, y1, y2, . . . , yn, en Y . Se puede escribir la observación yi
como




θjxij + ei, i = 1, 2, . . . , n
donde xij es el ajuste de la j-ésima variable independiente para la i-ésima observación.

















 , X =


x11 x12 . . . x1k





xn1 xn2 . . . xnk


















Entonces, las n ecuaciones que representan yi como función de las xik, las θk y las ei se
pueden escribir simultáneamente como
Y = 1θ0 +Xθ + e. (3.1)
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Los estimadores de MC de θ0 y θ son
θ̃0 = y −
k∑
j=1
θ̃jxj y θ̃ = (X
′X )−1X ′Y , (3.2)
donde X es una matriz de tamaño n× k con elementos (xij − xj). Similarmente, Y es un
vector con elementos (yi − y), (1 ≤ i ≤ n, 1 ≤ j ≤ k).

















(n− k − 1)

. (3.3)
3.1.1. Estimación de Máxima Verosimilitud Modificada (EMVM)
Suponga que los ei son ruidos aleatorios iid y tienen distribución SHG.
Los estimadores de MV son las soluciones de las ecuaciones
∂ lnL/∂θ0 = 0, ∂ lnL/∂θj = 0, y ∂ lnL/∂σ = 0 (3.4)
Las ecuaciones no tienen soluciones expĺıcitas. La única manera de resolverlas es por
iteración, pero eso es problemático, como se explicó en la subsección 2.1.2.
Para obtener las ecuaciones de MVM que son asintóticamente equivalente a las ecuaciones
de MV, en primer lugar se expresa la ecuación (3.4) en términos de las variables aleatorias
ordenadas,
e(i) = y[i] − θ0 −
k∑
j=1
θjx[i]j , (1 ≤ i ≤ n), (3.5)
donde el vector concomitante
(
x[i]1, . . . , x[i]k, y[i]
)
es el vector (xi1, . . . , xik, yi) de obser-
vaciones asociado con el i-ésimo orden residual e(i). Las ecuaciones de verosimilitud son
expresiones en términos de las funciones
g(z(i)) = (exp(2c2z(i)) + a exp(c2z(i)))/
(
exp(2c2z(i)) + 2a exp(c2z(i)) + 1
)
, z(i) = e(i)/σ.
El estimador de MVM de θ0 es
θ̂0 = ȳ[.] −
k∑
j=1
θ̂j x̄[.]j . (3.6)
Sea Y[i] = y[i] − ȳ[.], X[i]1 = x[i]1 − x̄[.]1, . . . , X[i]k = x[i]k − x̄[.]k, los estimadores de MVM







βY )− σ̂(X ′∆1)
]
(3.7)


























 , X (n×k) =


X[1]1 X[1]2 . . . X[1]k











β1 0 . . . 0





0 0 . . . βn

 , ∆(n×n) =


∆1 0 . . . 0

























































Los cálculos. Para inicializar el ordenamiento de ei, (1 ≤ i ≤ n), primero se calculan los
estimadores de MC de θ̃0 y θ̃. Luego se obtienen los residuos estimados
ẽ = Y − 1θ̃0 −Xθ̃, (3.10)
El i-esimo vector concomitante
(
y[i], x[i]1, . . . , x[i]k
)
corresponde al i-ésimo valor ordenado
ẽ(i). Los estimadores de MVM se calculan a partir de (3.6) y (3.7). Las estimaciones son
sustituidas en (3.10) y se obtiene un nuevo vector concomitante. Los estimadores de MVM
son entonces calculados a partir de los nuevos concomitantes, es decir, los estimadores de
MVM se obtienen en dos iteraciones.
3.1.2. Matriz de Covarianza Asintótica
Los estimadores de MVM son asintóticamente equivalentes a los estimadores de MV
(para una prueba rigurosa ver apéndice A, (Vaughan & Tiku 2000). Las varianzas y
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(i) para −π ≤ t < 0
P = −c
2































(iii) para t > 0
P = −c
2

















Se realiza la simulación de las medias y varianzas de los estimadores de MVM y MC,
al igual que, las obtenciones de las ER de los estimadores de MC. Los resultados son
organizados en la tabla (3.1); en el cual se deduce primero que todo, que los sesgos de
cada uno de los estimadores, para muestras de tamaños n=30, 50, 70 y 100, son valores
insignificantes y, en segundo lugar, se aprecia que los estimadores de MVM son en general
más eficientes que los de MC, a medida que el tamaño de la muestra crece.
3.1.3. Prueba de Hipótesis
La hipótesis de mayor interés es que Y es independiente de las variables x1, x2, . . . , xk,
es decir
H0 : θ1 = θ2 = . . . = θk = 0
contra la hipótesis alternativa
H1 : θj 6= 0 para al menos una j = 1, 2, . . . , k,
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Tabla 3.1. Media, varianza y eficiencia relativa de los estimadores de MVM y MC, θ0 = 0, θj = 1
(1 ≤ j ≤ k) y σ = 1.
Media Varianza ER Media Varianza ER
MVM MC MVM MC MVM MC MVM MC
n = 30, t = −π/2 n = 30, t = π
√
11
θ0 -0.001 -0.002 0.03 0.035 86.915 -0.002 -0.001 0.031 0.035 89.939
θ1 1.000 1.002 0.038 0.042 88.488 1.001 1.001 0.038 0.042 89.952
θ2 1.000 1.001 0.060 0.067 89.927 1.001 0.998 0.059 0.068 86.257
θ3 0.998 0.997 0.044 0.049 90.101 0.998 0.999 0.043 0.048 88.727
σ 0.94 0.987 0.026 0.033 78.95 0.881 0.997 0.011 0.011 99.514
n = 50 n = 50
θ0 -0.001 -0.002 0.018 0.021 82.773 -0.001 -0.001 0.015 0.021 70.142
θ1 1.001 1.006 0.026 0.030 88.200 1.006 1.004 0.021 0.030 70.100
θ2 0.996 0.996 0.019 0.022 87.421 0.998 0.996 0.015 0.022 68.963
θ3 1.001 0.999 0.022 0.026 86.682 0.998 1.001 0.017 0.026 66.953
σ 0.967 0.994 0.016 0.019 80.648 0.953 1.000 0.004 0.006 77.686
n = 70 n = 70
θ0 -0.001 -0.002 0.012 0.015 82.186 -0.003 -0.002 0.009 0.014 64.471
θ1 1.003 1.003 0.015 0.018 84.196 1.001 1.004 0.011 0.018 63.682
θ2 0.999 1.000 0.019 0.023 84.366 0.999 1.000 0.015 0.022 66.385
θ3 0.997 0.996 0.010 0.012 83.504 0.996 0.996 0.008 0.012 66.403
σ 0.979 0.997 0.011 0.014 81.661 0.971 1.002 0.003 0.004 79.335
n = 100 n = 100
θ0 0 -0.002 0.008 0.01 81.291 -0.003 -0.001 0.006 0.01 64.216
θ1 0.998 0.999 0.011 0.013 85.056 1.002 0.999 0.008 0.013 60.489
θ2 1.005 1.004 0.010 0.012 83.344 1.001 1.004 0.007 0.012 59.961
θ3 0.997 0.997 0.008 0.010 82.177 0.999 0.996 0.006 0.010 57.868
σ 0.986 0.999 0.008 0.009 83.545 0.981 1.001 0.002 0.003 75.368
se obtiene la siguiente descomposición de la suma de cuadrados que es estructuralmente
igual que el basado en las muestras normales.
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y para n grande,
B0√
nC0
∼= 0, por lo que se tiene
nσ̂20
∼= 2c2C0 = 2c2Y
′
βY . (3.12)




































= Y ′βY − θ ′X ′βY
y para n grande,
B√
nC
∼= 0, se tiene
nσ̂2 ∼= 2c2C = 2c2
(
Y ′βY − θ ′X ′βY
)
. (3.13)
Por lo tanto, la descomposición de la suma de cuadrados de las observaciones se expresa
en dos términos independientes: el primer término que contiene la variabilidad explicada
o eliminada por la regresión que puede interpretarse como la parte determinista de la
variabilidad de la respuesta, y el segundo término, refleja la variabilidad no explicada por
la regresión, que es debida al azar.
Se puede definir
Variabilidad total = 2c2Y
′
β Y = SCT (3.14)




β Y = SCR (3.15)
Variabilidad no explicada = 2c2Y




β Y = SCE (3.16)
de forma que
SCT = SCR+ SCE. (3.17)
Asintóticamente, SCT/σ2, SCR/σ2 y SCE/σ2 se distribuyen Chi-cuadrado con n− 1, k
y n− k− 1 grados de libertad. Por consiguiente, los grados de libertad para SCR y SCE
suman n−1 el número total de grados de libertad. Además, por el teorema de Cochran se
tiene que SCR/σ2 y SCE/σ2 son variables aleatorias independientes que se distribuyen












donde θ̂ y σ̂ son los correspondientes estimadores de MVM.
La distribución nula de F ∗ es una F central con (k, n− k − 1) grados libertad.
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Para estudiar los valores de las dos pruebas F ∗ y F , se efectúa la simulación con un
tamaño de muestra de n = 30. Sin pérdida de generalidad, se establece el valor de σ = 1,
además, se toma diferentes valores para el parámetro θ1. Cabe decir, que para θ1 = 0,
la potencia se reduce al error de tipo I con un nivel de significancia de α = 0.05. Los
resultados conseguidos se presentan en la tabla (3.2), en la que se puede apreciar que F ∗
es claramente más potente que la prueba F clásica, tanto para la familia de distribuciones





11, se obtienen las estad́ısticas de prueba con valores de F ∗ = 0.8,
F = 0.6 y F ∗ = 0.5, F = 0.4, lo cual evidencia que el test F ∗ es más potente que el test
F .
Tabla 3.2. Potencia de las pruebas de F ∗ y F , θ2 = θ3 = 0, σ = 1
t = −π
√
2/3 t = −π/2 t = 0 t = π t = π
√
11
β2 9 5 4.2 3 2
θ1 F
∗ F F ∗ F F ∗ F F ∗ F F ∗ F
n = 30
0 0.136 0.051 0.104 0.054 0.097 0.054 0.08 0.053 0.257 0.051
0.25 0.368 0.167 0.244 0.152 0.212 0.149 0.193 0.146 0.391 0.142
0.5 0.804 0.515 0.648 0.479 0.591 0.475 0.547 0.471 0.664 0.465
0.75 0.961 0.836 0.922 0.832 0.897 0.835 0.874 0.836 0.868 0.837
1 0.991 0.959 0.989 0.973 0.988 0.977 0.987 0.979 0.958 0.984
3.1.4. Robustez de los Estimadores y Pruebas
Para mostrar la robustez de los estimadores y de la prueba, se consideran los siguientes
modelos alternativos provenientes de la familia (2.1) con t = −π/2. Se asume como el
modelo de población, la distribución SHG(0, σ;−π/2):
(a) Mala especificación de la distribución: SHG(0, σ;−π/4)
(b) Modelo mixto: 0.90SHG(0, σ;−π/2) + 0.10SHG(0, 2σ;−π/2)
(c) Modelo mixto: 0.90SHG(0, σ;−π/2) + 0.10SHG(0, 4σ;−π/2)
(d) Modelo contaminado: 0.90SHG(0, σ;−π/2) + 0.10U(−1/2, 1/2)
(e) Modelo contaminado: 0.90SHG(0, σ;−π/2) + 0.10N(0, 1)
Teniendo en cuenta, los cinco modelos descritos anteriormente, se realiza la simulación
de las medias y varianzas de los estimadores de MVM y MC. Igualmente, se calculan
las ER de los MC. Para desarrollar esta actividad, es necesario tener tres parámetros θj
(j = 1, 2, 3) y σ igual a uno. Sin pérdida de generalidad, θ0 = 0. Además, se utilizan
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muestras de tamaño n=20 y 60, al igual que diferentes valores de parámetros de forma. De
ah́ı que, los resultados obtenidos, son agrupados en la tabla (3.3); donde se puede observar
que los estimadores de MVM son notablemente más eficientes y robustos en comparación
con los de MC. De hecho, el estimador de MC de σ̃ tiene sesgo substancialmente alto, por
ejemplo, el modelo (b) y (c).
La robustez de los estimadores de MVM, se debe a que los valores de βi (1 ≤ i ≤ n) en
los extremos son pequeños. En consecuencia, los residuales extremos e(i) reciben pequeños
pesos y su influencia se elimina automáticamente. Una caracteŕıstica desconcertante de
los estimadores de MC es que sus eficacias relativas disminuyen a medida que aumenta
tamaño de la muestra n.
Por otro lado, se realiza el estudio de las potencias para las dos pruebas F ∗ y F basadas
sobre los estimadores de MVM y MC respectivamente. Para esto se efectúa 100000/n
ejecuciones de Monte Carlo con tamaños de muestra de 30 y 70 sobre el modelo de regresión
lineal múltiple con tres variables predictoras, donde se utiliza el modelo poblacional, a,
c y d, referidos en la subsección 3.1.4. Aśı mismo, se asume que θ2 = θ3 = 0 y σ = 1,
sin pérdida de generalidad. Luego, los resultados que se obtuvieron en la simulación (ver
tabla (3.4)), se establece que la prueba F ∗ es más potente que la prueba F , es decir, que
se tiene mayor probabilidad de rechazar una hipótesis nula falsa.
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Tabla 3.3. Robustez, valores simulados de las medias, varianzas y la eficiencia relativa de los
estimadores de MC; θ0 = 0, θj = 1 (1 ≤ j ≤ k), k = 3, σ = 1.
Media Varianza ER Media Varianza ER
MVM MC MVM MC MVM MC MVM MC
n = 20, Modelo verdadero n = 20, Modelo (a)
θ0 -0.003 -0.002 0.048 0.053 90.659 -0.003 -0.002 0.05 0.053 94.827
θ1 1.000 1.000 0.065 0.070 92.353 1.000 1.000 0.067 0.070 95.138
θ2 0.996 0.995 0.072 0.078 91.859 0.996 0.996 0.075 0.078 95.267
θ3 1.001 1.004 0.082 0.091 90.066 1.002 1.004 0.085 0.091 94.014
σ 0.906 0.98 0.04 0.051 77.393 0.911 0.983 0.036 0.045 80.546
n = 60 n = 60
θ0 -0.001 -0.002 0.014 0.017 82.914 -0.002 -0.002 0.015 0.017 89.981
θ1 0.999 1.001 0.020 0.022 90.281 0.999 1.001 0.021 0.023 95.409
θ2 1.003 1.002 0.019 0.022 87.799 1.003 1.002 0.020 0.022 93.491
θ3 1.002 1.002 0.015 0.017 87.273 1.002 1.002 0.016 0.017 93.295
σ 0.973 0.996 0.013 0.016 81.643 0.975 0.997 0.012 0.013 85.819
n = 20, Modelo (b) n = 20, Modelo (c)
θ0 -0.004 -0.004 0.057 0.07 81.492 -0.005 -0.005 0.071 0.133 53.231
θ1 0.999 1.000 0.077 0.090 85.030 1.002 1.001 0.140 0.177 79.189
θ2 0.997 0.995 0.087 0.103 83.899 0.996 0.992 0.138 0.197 70.215
θ3 0.999 0.996 0.103 0.123 84.302 0.999 0.995 0.154 0.230 66.712
σ 1.001 1.105 0.052 0.081 64.361 1.219 1.472 0.118 0.321 36.707
n = 60 n = 60
θ0 0 -0.002 0.017 0.022 74.253 0.001 -0.003 0.019 0.042 44.033
θ1 0.991 0.992 0.023 0.029 78.436 0.991 0.990 0.026 0.054 48.261
θ2 0.997 0.999 0.020 0.027 74.649 0.997 0.999 0.023 0.051 44.939
θ3 1.002 1.003 0.017 0.023 74.1501 1.001 1.005 0.020 0.044 45.796
σ 1.072 1.132 0.017 0.03 56.356 1.276 1.547 0.035 0.143 24.284
n = 20, Modelo (d) n = 20, Modelo (e)
θ0 -0.003 -0.003 0.04 0.048 84.066 -0.003 -0.004 0.048 0.053 91.57
θ1 1.000 0.998 0.058 0.064 90.386 1.003 1.005 0.066 0.070 94.198
θ2 0.996 0.995 0.059 0.068 86.380 1.000 1.002 0.074 0.079 93.709
θ3 1.001 0.999 0.073 0.083 87.677 1.002 1.006 0.088 0.095 92.185
σ 0.851 0.931 0.037 0.051 72.968 0.91 0.979 0.038 0.047 79.846
n = 60 n = 60
θ0 -0.003 -0.004 0.012 0.016 76.033 -0.001 -0.002 0.015 0.017 84.975
θ1 1.004 1.004 0.019 0.023 80.802 0.994 0.997 0.021 0.024 89.214
θ2 1.003 1.001 0.016 0.020 78.388 0.994 0.994 0.018 0.020 90.534
θ3 0.995 0.995 0.012 0.015 79.825 0.998 0.996 0.014 0.016 89.004
σ 0.908 0.946 0.012 0.016 74.559 0.976 0.992 0.013 0.015 85.322
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Tabla 3.4. Potencia de las pruebas F ∗ y F , error de tipo I es de 0.05.
θ2 = θ3 = 0 Modelo Poblacional Modelo (a) Modelo (c) Modelo (d)
θ1 F
∗ F F ∗ F F ∗ F F ∗ F
n = 30
0 0.103 0.047 0.097 0.053 0.049 0.054 0.092 0.053
0.25 0.244 0.152 0.221 0.15 0.122 0.095 0.254 0.161
0.5 0.648 0.479 0.605 0.476 0.384 0.266 0.691 0.538
0.75 0.922 0.832 0.903 0.836 0.717 0.513 0.95 0.867
1 0.989 0.973 0.988 0.976 0.914 0.732 0.994 0.979
n = 70
0 0.066 0.046 0.057 0.043 0.032 0.05 0.057 0.05
0.15 0.185 0.144 0.164 0.139 0.077 0.094 0.197 0.165
0.3 0.581 0.463 0.532 0.463 0.282 0.221 0.624 0.506
0.45 0.9 0.827 0.861 0.823 0.654 0.454 0.931 0.855
0.6 0.987 0.968 0.981 0.968 0.906 0.698 0.993 0.988
CAPÍTULO 4
Aplicaciones
En esta sección se presenta tres aplicaciones de diferentes contextos, donde algunas de
ellas han sido ya analizadas por ciertos autores con métodos diferentes a la que se plantea
en esta tesis.
Empleando, la metodoloǵıa desarrollada en los caṕıtulos anteriores, se presenta el modelo
lineal SHG recomendado para cada uno de los conjuntos de datos. Aśı mismo, se efectúa la
estimación de sus parámetros mediante la técnica de MVM y se compara con la estimación
realizada por MC, con el fin de comparar cuál de las dos tiene un mejor ajuste, se utiliza
el error estándar y AIC .
Ejemplo. 4.1. Se toma el clásico conjunto de datos de Fisher (1936). El conjunto tiene
la información sobre 150 flores de iris, donde se observaron las siguientes cinco variables:
especies (tres categoŕıas), longitud del sépalo, ancho del sépalo, longitud del pétalo y ancho
del pétalo.
Ese conjunto de datos fue analizado por Alexander & Christof (1998), quien utilizó
el modelo de regresión lineal múltiple. Para ilustrar el modelo con variables continuas,
se estableció como Y la longitud del pétalo, X1 ancho del pétalo y X2 ancho del sépalo.
Además, se toma todos los casos, es decir, no se estima los parámetros por especies. Por
consiguiente, se tiene la ecuación de regresión :
y = θ0 + θ1xi1 + θ2xi2 + ei (1 ≤ i ≤ 150). (4.1)
El valor del coeficiente de determinación múltiple R2 es de 0.9338, es decir, 93.3% de la
variabilidad de Y .
Un gráfico cuantil-cuantil de los residuos estimados
ẽi = yi − θ̃0 −
2∑
j=1
θ̃ixij (1 ≤ i ≤ 150), (4.2)
indica que el comportamiento puede ser ajustado aproximadamente por una distribución
simétrica de cola larga, debido a lo cual, se propone utilizar el modelo de la SHG como
un modelo plausible, ver figura 4.1 (a).
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Figura 4.1. Residuos normales y SHG para el ejemplo 4.1.
Una vez dado el modelo, se debe encontrar el valor más adecuado para el parámetro
de forma t; el cual se obtiene mediante el procedimiento explicado en el apéndice A. Se
establece que la distribución SHG con t = −π/2, da un buen ajuste, como se aprecia en
la figura 4.1 (b).
Se estima los parámetros mediante la metodoloǵıa de MVM y MC. Igualmente, se calculan
sus errores estándar (ES) respectivamente, obteniendo los valores que se presentan en la
tabla (4.1). Cabe señalar, que el valor de la desviación σ̃, es obtenido utilizando la expresión










donde λ4 = (µ4/µ
2
2)− 3. La ecuación (4.3) está de acuerdo con la fórmula dada expĺıcita-
mente en Roy & Tiku (1962).
Tabla 4.1. Estimación de parámetros para los datos del ejemplo 4.1.
Parámetros MVM MC
Estimación ES Estimación ES
θ0 2.3138 0.0341 2.2582 0.31352
θ1 2.1366 0.0448 2.1556 0.05283
θ2 -0.3747 0.0784 -0.3550 0.09239
σ 0.4633 0.0341 0.4574 0.0373 a
Como se puede observar en la anterior tabla (4.1), los errores estándar de los estimado-
res de MVM son más pequeños que los de MC, lo que significa un mejor ajuste del modelo
de regresión múltiple con errores SHG frente al modelo clásico. Para el estudio completo,




1 + λ4/2, λ4 = 2
CAPÍTULO 4. APLICACIONES 38
se utiliza AIC para los modelos de regresión lineal múltiple con errores distribuidos normal
y SHG, los valores obtenidos son 192.0244 y 187.3542, respectivamente. Por consiguiente,
se tiene que el modelo de la SHG presenta mejor ajuste.
Ejemplo. 4.2. Cuando la gasolina se bombea a un tanque, los vapores de hidrocarburos
son forzados a salir del tanque y en la atmósfera. Para reducir esta fuente importante de
contaminación del aire, los dispositivos están instalados para capturar el vapor. En los
estudios con estos sistemas de recuperación de vapores, un sniffer mide la cantidad recu-
perada. Para estimar la eficacia del sistema, se debe utilizar algún método de estimación
de la cantidad total emitida. Con este fin, un experimento de laboratorio se llevó a cabo en
el que se midió la cantidad de vapor que se desprende en condiciones controladas. Cuatro
predictores son relevantes para el modelo (ver Weisberg (2014, pag. 164)):
X1= temperatura del depósito inicial (
◦F)
X2= temperatura del suministro de gasolina (
◦F)
X3= presión de vapor inicial en el tanque (psi)
X4= presión de vapor del suministro de gasolina (psi)
La respuesta es los hidrocarburos Y (gramos).
Weisberg realiza un completo estudio al conjunto de datos. Dentro del análisis plantea,
el modelo clásico
y = θ0 + θ1xi1 + θ2xi2 + θ3xi3 + θ4xi4 + ei (1 ≤ i ≤ 125). (4.4)
El valor de R2 es 0.8933. Un gráfico cuantil-cuantil de los residuos estimados
ẽi = yi − θ̃0 −
4∑
j=1
θ̃ixij (1 ≤ i ≤ 125), (4.5)
revela que el proceder adecuado consiste en ajustar un modelo cuya distribución sea
simétrica de cola larga, de manera que, se presenta el modelo de la SHG con parámetro
de forma t = −2.6 (valor apropiado, obtenido al realizar el procedimiento del apéndice A)
como un modelo alternativo para el conjunto de datos, ver figura (4.2) (a). Como se puede
apreciar en la tabla (4.2), se tiene las estimaciones de los parámetros de modelo SHG
mediante el método de MVM frente a las estimaciones del modelo clásico; igualmente se
calculan sus respectivos ES. De aqúı el interés es considerar los ES más pequeños, ya que
permiten saber cuál de los modelos posee un mejor ajuste de los datos y cuáles de los
métodos son más eficientes.
Tabla 4.2. Estimación de parámetros para el ejemplo 4.2 .
Parámetros MVM MC
Estimación ES Estimación ES
θ0 -0.3906 0.1835 0.1539 1.0349
θ1 -0.1610 0.0105 -0.0827 0.0486
θ2 0.2065 0.0129 0.1897 1.4213
θ3 0.4984 0.1451 -4.0596 1.5800
θ4 6.2095 0.1552 9.8574 1.6252
σ 3.0984 0.30221 2.7576 0.3577b
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Para el estudio completo, se utiliza AIC para los modelos de regresión lineal múltiple
con errores distribuidos normal y SHG. los valores obtenidos son 611.3226 y 606.4134,
respectivamente. Por consiguiente, se tiene que el modelo de la SHG presenta mejor ajuste.






































Figura 4.2. Gráfico de residuos normal y SHG para el ejemplo 4.2.
Ejemplo. 4.3. Bowerman, Connell & Murphree (2013) presentan 30 observaciones sobre
Y que representa el precio de venta de una casa (miles de dólares) y los valores corres-
pondientes de X1 =tamaño de la casa (pies cuadrados), X2 =tamaño del lote (mil pies
cuadrados) y X3 =cantidad de baños.
Ese conjunto de datos es analizado completamente y expresado mediante el modelo
clásico
y = θ0 + θ1xi1 + θ2xi2 + θ3xi3 + ei (1 ≤ i ≤ 30). (4.6)
El valor de R2 = 0.9559 dice que el modelo con tres variables independientes explica el
95.6% de la variabilidad total de las 30 observaciones sobre los precios de ventas de casas.
Un gráfico cuantil-cuantil de los residuos estimados, ver figura (4.3), señala que una buena
elección para modelar aquel conjunto de datos, es mediante un modelo de regresión lineal
múltiple con errores simétricos; de manera que, se propone el modelo de la SHG como
una excelente alternativa. Para ello, primero se debe emplear la metodoloǵıa descrita en
el Apéndice A, con el fin de establecer qué valor es más apto para el parámetro de forma
(t = 8π/7). Una vez obtenido el valor óptimo de t, se estima los parámetros del modelo
a través del método de MVM. Igualmente, se realiza el desarrollo del modelo clásico
utilizando esta vez los MC, con el propósito de comparar las estimaciones de cada modelo
junto con sus respectivos errores estándar. En este caso, se observa que los valores de los
errores estándar obtenidos de las estimaciones efectuadas por MVM son más pequeños
que los calculados por MC. Por consiguiente, los estimadores de MVM son más eficientes,
bλ4 = 6.4174
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como se puede apreciar en la tabla (4.3).
Para terminar el respectivo estudio, se emplea la técnica de AIC para los modelos clásico
y SHG. Los valores obtenidos son 267.7901 y 267.4586, respectivamente. Por consiguiente,
se tiene que el modelo de la SHG presenta mejor ajuste.







































Figura 4.3. Gráfico cuantil-cuantil de residuos normal y SHG para el ejemplo 4.3.
Tabla 4.3. Estimación de parámetros para el ejemplo 4.3.
Parámetros MVM MC
Estimación ES Estimación ES
θ0 -31.6876 3.4348 -28.8478 29.7115
θ1 0.1677 0.0088 0.1709 0.0155
θ2 7.3759 1.0353 6.7777 1.4213
θ3 15.3497 6.1885 15.5347 9.2083




Bajo el contexto del modelo de regresión lineal múltiple junto con el supuesto de que
los errores se distribuyen SHG, se empleó el método de MVM para la estimación de los
parámetros del modelo; siendo teóricamente y computacionalmente sencillos de implemen-
tar. Además, proporciona soluciones expĺıcitas para las ecuaciones de verosimilitud cuando
el método de MV se vuelve intratable.
Por otro lado, se obtiene que los estimadores de MVM son más eficientes que los estimado-
res de MC. Cabe señalar, que este último método de estimación, tiene una caracteŕıstica
desconcertante, es decir, su eficiencia relativa disminuye a medida que el tamaño de la
muestra aumenta. Aparte de eso, en los caṕıtulos dos y tres se demostró que los estimado-
res de MVM son róbustos y en cuanto a las pruebas T y F ∗ se puede destacar el hecho de
tener mayor potencia considerablemente cuando la familia SHG representa distribuciones
de cola corta y larga, en comparación con las pruebas G y F tradicionales. En segundo
lugar, las pruebas T y F ∗ poseen criterio de robustez e inferencia robusta, tal como se
verificó en las simulaciones de la tabla (2.6) y (4.3).
En cuanto a las aplicaciones presentadas en el caṕıtulo 4, se ilustra claramente la meto-
doloǵıa planteada en este trabajo para el modelo de regresión lineal múltiple con errores
distribuidos SHG, donde se comprueba claramente la mayor eficiencia de los estimadores
de MVM frente a los estimadores de MC. Además, se muestra un mejor ajuste del modelo
propuesto en este trabajo que el de un modelo clásico. Por consiguiente, se puede consi-
derar este modelo no normal de familias simétricas, como una buena opción para modelar
diferentes tipos de datos.
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APÉNDICE A
Determinación del parámetro de forma
Se procede a calcular los valores de θ̂0, θ̂1 y σ̂ de las ecuaciones (3.6), (3.7) y (3.8) para
un t dado. Ahora, se obtienen los valores de (1/n) lnL utilizando alguna de las siguientes
expresiones de acuerdo al t elegido,





























































































1 ≤ i ≤ n
Se realiza este procedimiento para una serie de valores de t. El valor de t que maximiza
lnL es la estimación requerida.
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APÉNDICE B







































































#Generando datos aleatorios de una normal
data=rnorm(n*pa,mean=0,sd=1)
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Y=th0*ones+(X%*%th)+ee


































xc=xy[,3:(pa+2), drop = FALSE]











































































































%*** 10% of errors (e’s with sg=1) selected (randomly)





%******** 10% errors (e) selected (randomly) and replaced
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MVBth1=(-1/I22);
MVBsg=(-1/I33);
pm=[mth1m mth1l vth1m vth1l eth0l eth1l];
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