The asymptotic behavior of a family of singularly perturbed PDEs in two time variables in the complex domain is studied. The appearance of a multilevel Gevrey asymptotics phenomenon in the perturbation parameter is observed. We construct a family of analytic sectorial solutions in which share a common asymptotic expansion at the origin, in different Gevrey levels. Such orders are produced by the action of the two independent time variables.
Introduction
This work is devoted to the study of a family of nonlinear initial value Cauchy problems of the form (1) Q 1 (∂ z )Q 2 (∂ z )∂ t 1 ∂ t 2 u(t, z, ) = (P 1 (∂ z , )u(t, z, ))(P 2 (∂ z , )u(t, z, ))
+ c 0 (t, z, )R 0 (∂ z )u(t, z, ) + f (t, z, ), with initial null data u(0, t 2 , z, ) ≡ u(t 1 , 0, z, ) ≡ 0. Here, D 1 , D 2 ≥ 2 are integer numbers, and for every 0 ≤ l 1 ≤ D 1 and 0 ≤ l 2 ≤ D 2 we take non negative integers d l 1 , δ l 1 ,d l 2 ,δ l 2 , ∆ l 1 ,l 2 . The elements Q 1 , Q 2 , R 0 and R l 1 ,l 2 for 0 ≤ l 1 ≤ D 1 and 0 ≤ l 2 ≤ D 2 turn out to be polynomials with complex coefficients, and P 1 , P 2 are polynomials in their first variable, with coefficients being holomorphic and bounded functions in a neighborhood of the origin, say D(0, 0 ), for some 0 > 0: P 1 , P 2 ∈ (O(D(0, 0 )) [X] .
The coefficient c 0 (t, z, ) and the forcing term f (t, z, ) are holomorphic and bounded functions on D(0, r) 2 × H β × D(0, 0 ), where r > 0, and H β stands for the horizontal strip H β := {z ∈ C : |Im(z)| < β}, for some β > 0.
The precise assumptions on the elements involved in the definition of the problem, and the construction of the coefficients and the forcing term are described in detail in Section 5. We mention two direct extensions that can be made to this study, and which do not offer any additional difficulty. On one hand, the existence of a quadratic nonlinearity can be extended to any higher order derivatives. On the other hand, the monomials in t 1 and t 2 appearing in the linear part of the right-hand side of the main equation can be substituted by any polynomial p(t 1 , t 2 ) ∈ C[t 1 , t 2 ]. We have restricted our study to the family of equations in the form (1) for the sake of brevity, aiming for a more comprehensive reading.
The present work is a continuation of that in [7] . In that work, the existence of a k−summable formal power series in the perturbation parameter is established, connecting the analytic solution of the problem with the formal one via Gevrey asymptotics. More precisely, the analytic solution is constructed in terms of a fixed point argument applied on a contractive map defined on appropriate Banach spaces. It admits the formal solution as its Gevrey asymptotic of certain order with respect to the perturbation parameter , with coefficients belonging to certain Banach space of functions. The Gevrey order emerges from the coefficients and the forcing term appearing in the Cauchy problem.
The importance of the present work with respect to that previous one is mainly due to the appearance of a multilevel Gevrey asymptotics phenomenon in the perturbation parameter, when dealing with a multivariable approach in time. On the way, different and more assorted situations appear. In addition to this, novel Banach spaces in zero, one and several time variables appearing in the reasoning are necessary in order to describe exponential growth with respect to certain monomial, or both time variables at the same time.
A recent overview on summability and multisummability techniques under different points of view is displayed in [11] .
In recent years, an increasing interest on complex singularly perturbed PDEs has been observed in the area. Parametric Borel summability has been described in semilinear systems of PDEs of Fuchsian type by H. Yamazawa and M. Yoshino in [16] 
where x = (x 1 , . . . , x n ) ∈ C n and f (x, u) = (f 1 (x, u), . . . , f N (x, u)), for n, N ≥ 1, and λ j ∈ C. ν is a small complex perturbation parameter and f stands for a holomorphic vector function in a neighborhood of the origin in C n × C N . Also, in partial differential equations of irregular singular type by M. Yoshino in [17] :
where s j ≥ 2 for 1 ≤ j ≤ m < n, and g(x, u, η) is a holomorphic vector function in some neighborhood of the origin in C n × C N × C.
Recently, S.A. Carrillo and J. Mozo-Fernández have studied properties on monomial summability and the extension of Borel-Laplace methods to this theory in [4, 5] . In the last section of the second work, a further development on multisummability with respect to several monomials is proposed. Novel Gevrey asymptotic expansions and summability with respect to an analytic germ are described in [13] and applied to different families of ODEs and PDEs such as
∂P ∂x 2 + αP k+1 + P A x 1 ∂f ∂x 1 − x 1 ∂P ∂x 1 + βP k+1 + P B x 2 ∂f ∂x 2 = h, where P is an homogeneous polynomial, k ∈ N and h, A, B are convergent power series, and α, β satisfy certain conditions. The present research joins monomial summability techniques to obtain multisummability of formal solutions of certain family of nonlinear PDEs.
The procedure in our study is as follows. The main problem under consideration, (1) is specified in terms of an auxiliary problem through the change of variable (T 1 , T 2 ) = ( t 1 , t 2 ) and the properties of inverse Fourier transform (see Proposition 8) . This change of variable has been successfully applied previously by the authors in [12, 10, 7] and rests on the work by M. Canalis-Durand, J. Mozo-Fernández and R. Schäfke [3] . This auxiliary problem is given by (32). We guarantee the existence of a formal power serieŝ
which formally solves (32) (see Proposition 10) . Its coefficients depend holomorphically on ∈ D(0, 0 ), for some 0 > 0, and belong to a Banach space of continuous functions with exponential decay on R. The singular operators involved in the problem allow to expand them into certain irregular operators at (T 1 , T 2 ) = (0, 0), following the approach in the work [14] . A second auxiliary problem (42) is obtained by means of two consecutive Borel transforms of order k 1 with respect to T 1 and order k 2 with respect to T 2 in order to arrive at a convolution-like problem.
At this point, we make use of a fixed point argument to an appropriate convolution operator (see Proposition 11) in a Banach space of functions under certain growth and decay properties on their variables (see Definition 1). It is worth mentioning that several Banach spaces are involved in this result, due to the splitting of the sums in the linear operator which concerns functions which only depend on τ 1 or τ 2 , or which depend on both or neither of the variables in time. This entails additional technical considerations on the way that different Banach spaces act on convolution operators (see Section 2). Let k = (k 1 , k 2 ). The fixed point theorem guarantees the existence of a solution of the second auxiliary problem (42),
can be extended to functions ω dp 1 ,dp 2 k (τ 1 , τ 2 , m, ) defined on a set S dp 1 × S dp 2 × R × E p 1 ,p 2 , for every 0 ≤ p 1 ≤ ς 1 − 1 and 0 ≤ p 2 ≤ ς 2 − 1. Here, S dp 1 (resp. Sd ) stands for an infinite sector with vertex at the origin and bisecting direction d p 1 ∈ R (resp.d p 2 ∈ R), and (E p 1 ,p 2 ) 0≤p 1 ≤ς 1 −1
is a good covering of C of finite sectors with vertex at the origin (see Definition 6) . In addition to this, the functions ω dp 1 ,dp 2 k satisfy that ω dp 1 ,dp 2 k (τ 1 , τ 2 , m, )| ≤ dp 1 ,dp 2 (1+|m|)
for some dp 1 ,dp 2 > 0, and all (τ 1 , τ 2 , m, ) ∈ S dp 1 × S dp 2 × R × E p 1 ,p 2 . Returning to our main problem, this entails that the function
ω dp 1 ,dp 2 k
uniformly for every t j ∈ T j ∩ D(0, h ), for j = 1, 2 and all z ∈ H β . The second main result, Theorem 2, makes use of a multilevel version of Ramis-Sibuya Theorem (see Theorem (RS)) and the exponential decay at zero with respect to the perturbation parameter observed in Theorem 1, in order to state the existence of a formal power serieŝ u(t 1 , t 2 , z, ), written as a formal power series in , with coefficients in the Banach space F of holomorphic and bounded functions on (T 1 ∩D(0, h ))×(T 2 ∩D(0, h ))×H β with the supremum norm. This formal power series can be split as a sum of two formal power series in F[[ ]], and each of the holomorphic solutions is decomposed accordingly in such a way that different Gevrey asymptotic behavior can be observed in each term of the sum. This phenomenon is the key point to multisummability, as described in [1] and also Section 7.5 in [11] .
The structure of the paper is as follows. Section 2 analyzes the structure of Banach spaces involved in the construction of the solution of the main problem, and their behavior with respect to different convolution operators. A brief overview on Laplace and Fourier transforms and related properties is described in Section 3. Section 4 is devoted to the construction of two auxiliary problems and the existence of a fixed point of certain operator which is the source for the construction of analytic solutions to the main problem (1), obtained in Theorem 1 of Section 5. Finally, in Theorem 2 of Section 6, we proof the existence of a formal solution, which is connected to the analytic solutions via a multilevel Gevrey asymptotic representation.
Banach spaces functions with exponential growth and decay
We denote by D(0, r) an open disc centered at 0 with radius r > 0 in C, and byD(0, r) its closure. Let S d j be open unbounded sectors with bisecting directions d j ∈ R for j = 1, 2, and E be an open sector with finite radius r E , all centered at 0 in C. For the sake of brevity, we denote τ = (τ 1 , τ 2 ).
The definition of the following norm heavily rests on that considered in [7] . Here, the exponential growth is held with respect to the two time variables which are involved.
Definition 1 Let ν 1 , ν 2 , β, µ > 0 and ρ > 0 be positive real numbers. Let k 1 , k 2 ≥ 1 be integer numbers and let ∈ E. We put ν = (
) is a Banach space.
Throughout the whole section, we assume ∈ E, µ, β, > 0 are fixed numbers. We also fix ν = (ν 1 , ν 2 ) for some positive numbers ν 1 , ν 2 , and k = (k 1 , k 2 ) is a couple of positive integer numbers. Additionally, we take d 1 , d 2 ∈ R, and write d for (d 1 , d 2 ). The next results are stated without proofs, which are analogous to those in Section 2 of [7] . The integrals appearing in these results can be split accordingly, in order to apply the proof therein.
Proposition 1 Let γ 21 , γ 22 > 0 be real numbers. Assume that k 1 , k 2 ≥ 1 are such that 1/k j ≤ γ 2j ≤ 1, for j = 1, 2. Then, a constant C 1 > 0 (depending on ν, k, γ 21 , γ 22 ) exists with
Proposition 2 in [7] is adapted to the Banach space considered in this work.
Proposition 2 Let γ 11 , γ 12 ≥ 0 and χ 21 , χ 22 > −1 be real numbers. Let ξ 21 , ξ 22 ≥ 0 be integer numbers. We write γ 1 = (γ 11 , γ 12 ). We consider
Assume that for j = 1 and j = 2, one of the following holds
Then, there exists a constant C 2 > 0 (depending, eventually, on ν, ξ 21 , ξ 22 , χ 21 , χ 22 , γ 1 ,χ 1 ,χ 2 , k) such that
. The previous result can also be particularized to each of the variables in time in the following manner. We write the result which corresponds to the first time variable, but one can reproduce the same arguments symmetrically on the second variable in time, τ 2 .
Proposition 3 Let γ 1 ≥ 0 and χ 2 > −1 be real numbers, and ξ 2 ≥ 0 be an integer number. We consider
Assume that
Then, there exists a constant C 2 > 0 (depending, eventually, on ν, ξ 2 , χ 2 , γ 1 ,χ, k 1 ) such that
Then, there exists a constant = sup
The enunciate of Proposition 4 can be adapted in the following form to the Banach spaces involved, as follows.
Then, there exists a constant
Proof A first stage of the proof is analogous to that of Proposition 3 in [7] , concerning the operators involving the first variable in time, τ 1 . One leads to
for someC 3.2 > 0. The change of variable |s 2 | = h| | k 2 in the integral above allow us guarantee that the previous expression is upper bounded bỹ
It is straight to check that A(x) is bounded for all x ≥ 0, and the result is attained. 2
The previous result is also valid by interchanging the role of the variables τ 1 and τ 2 . The following definition deals with a Banach space considered in [7] . We provide inner operaions linking this and the previous Banach spaces.
Definition 3 Let β, µ ∈ R. We denote by E (β,µ) the vector space of continuous functions
is finite. The space E (β,µ) equipped with the norm ||.|| (β,µ) is a Banach space.
Then, there exists a constant C 4 > 0 (depending on Q, R, µ, k, ν) such that
) becomes a Banach algebra for the product defined by
As a particular case, when f, g ∈ E (β,µ) with β > 0 and µ > 1, the classical convolution product
belongs to E (β,µ) .
Laplace transform, asymptotic expansions and Fourier transform
We recall the definition of k−Borel summable formal power series with coefficients in a fixed Banach space (E, ||.|| E ). This tool has been adapted from the classical version in [1], Section 3.2.
Definition 4 Let k ≥ 1 be an integer. Let m k (n) be the sequence defined by
is absolutely convergent for |τ | < ρ.
ii) there exists δ > 0 such that the series B m k (X)(τ ) can be analytically continued with respect to τ in a sector S d,δ = {τ ∈ C * : |d − arg(τ )| < δ}. Moreover, there exist C > 0 and
Under the previous hypotheses, the vector valued Laplace transform of
, where γ depends on T and is chosen in such a way that cos(
is well defined, holomorphic and bounded in any sector (B m k (X))(T ) admitsX(T ) as its Gevrey asymptotic expansion of order 1/k with respect to t on S d,θ,R 1/k . More precisely, for every
Unicity of such function on sectors S d,θ 1 ,R 1/k with opening θ 1 > 2) Let us assume that (E, ||.|| E ) also has the structure of a Banach algebra for a product . Let
The next result recalls some properties on the m k −Borel transform, successfully used in [7, 8] Proposition 8 Let (E, ||.|| E ) be a Banach algebra for some product .
. Let k, m ≥ 1 be integers. Then, the following formal identities hold.
Some regular properties of inverse Fourier transform are also involved in our construction.
Proposition 9 Let f ∈ E (β,µ) with β > 0, µ > 1. The inverse Fourier transform of f , defined by
extends to an analytic function on the strip
, the convolution product of f and g, for all m ∈ R. From Proposition 7, one gets that ψ ∈ E (β,µ) . Moreover, we have
Formal and analytic solutions of convolution initial value problems with complex parameters
be non negative integers. We assume that
We also make the assumptions that
for all 1 ≤ l 1 ≤ D 1 − 1, and
for all m ∈ R, all j ∈ {1, 2} and 0 ≤ l j ≤ D j − 1. For every non negative integer n, we take m → C 0,n (m, ), and m → F n+1 (m, ), belonging to the Banach space E (β,µ) for some β > 0 and µ > max{deg(P 1 ) + 1, deg(P 2 ) + 1}, depending holomorphically on ∈ D(0, 0 ), for some positive 0 . We assume the existence of K 0 , T 0 > 0 such that
for all n 1 , n 2 ≥ 1 and ∈ D(0, 0 ). We write T = (T 1 , T 2 ) and put
which are convergent series on D(0, T 0 /2) × D(0, T 0 /2) with values in E (β,µ) . We consider the following singular initial value problem (32)
Proposition 10 There exists a unique formal serieŝ
solution of (32) with initial data U (T 1 , 0, m, ) ≡ U (0, T 2 , m, ) ≡ 0, where the coefficients m → U n 1 ,n 2 (m, ) belong to E (β,µ) for β > 0 and µ > max(deg(P 1 ) + 1, deg(P 2 ) + 1) given above and depend holomorphically on in D(0, 0 ) \ {0}.
Proof Proposition 8 and the conditions in the statement above yield U n 1 ,n 2 (m, ) are determined by the following recursion formula and belong to E (β,µ) for all ∈ D(0, 0 ) \ {0},
n 11 +n 12 =n 1 n 11 ,n 12 ≥1
n 21 +n 22 =n 2 n 21 ,n 22 ≥1
n 11 +n 12 =n 1 n 11 ,n 12 ≥1 n 21 +n 22 =n 2 n 21 ,n 22 ≥1
The following relations (see [14] , p. 40) hold
for some real numbers
) for the sake of simplicity. Let
and taking into account (34,35), we rewrite (32) in the form
We write τ = (τ 1 , τ 2 ) and denote by ω k (τ , m, ) for the formal m k 1 −Borel transform with respect to T 1 and the m k 2 −Borel transform with respect to T 2 ofÛ (T 1 , T 2 , m, ). Let ϕ k (τ 1 , τ 2 , m, ) denote the formal m k 1 −Borel transform with respect to T 1 and the m k 2 −Borel transform with respect to T 2 of C 0 (T , m, ); and ψ k (τ , m, ) the formal m k 1 −Borel transform with respect to T 1 and the m k 2 −Borel transform with respect to T 2 of F (T , m, ),
, for all ∈ D(0, 0 ) \ {0}, any unbounded sectors S d 1 and S d 2 centered at 0 and bisecting directions d 1 ∈ R and d 2 ∈ R, respectively, for some ν = (ν 1 , ν 2 ) ∈ (0, +∞) 2 . Indeed, we have
Using classical estimates and Stirling formula we guarantee the existence of
One can also check that in the case that 0 fulfills 0 A 2 < T 0 , then
From the properties of the formal m k 1 −Borel and m k 2 −Borel transforms stated in Proposition 6 we get the following equation satisfied by ω k (τ , m, ). In the following writing, A D 1 (τ 1 , ∂ T 1 ) (resp.Ã D 2 (τ 2 , ∂ T 2 )) stands for the m k 1 −Borel transform of the operator A D 1 (T 1 , ∂ T 1 ) with respect to T 1 (resp. the m k 2 −Borel transform of the operatorÃ D 2 (T 2 , ∂ T 2 ) with respect to T 2 ), i.e.
(41)
We arrive at
For the sake of simplicity, we write the previous equation in the form
We make the additional assumption that for j = 1, 2, there exist unbounded sectors
for all m ∈ R. We consider the polynomial
and assume that {q l,1 } 0≤l≤(δ D 1 −1)k 1 −1 and {q l,2 } 0≤l≤(δ D 2 −1)k 2 −1 are the complex roots of each polynomial, for m ∈ R. Following an analogous manner as in the construction of [7] , one can choose unbounded sectors S d 1 and S d 2 , with vertex at 0 and ρ > 0 such that
, and m ∈ R; and
for all τ 2 ∈ S d 2 ∪ D(0, ρ), and m ∈ R. From now on, we write
for a more compact writing.
. The next result guarantees the existence of an element in F d (ν,β,µ,k, ) which turns out to be a fixed point for certain operator to be described, solution of (42). Here β, µ are fixed at the beginning of this section. 
Proposition 11 Under the assumption that
(47) δ D 1 ≥ δ l 1 + 2 k 1 ,δ D 2 ≥δ l 2 + 2 k 2 , ∆ l 1 ,l 2 + k 1 (1 − δ D 1 ) + k 2 (1 −δ D 2 ) + 2 ≥ 0, for all 1 ≤ l 1 ≤ D 1 − 1, 1 ≤ l 2 ≤ D 2 − 1, there exist constants , ζ 1 , ζ 2 > 0 (depending on Q 1 , Q 2 , k, C P , µ, ν, 0 , R l 1 ,l 2 , ∆ l 1 ,l 2 , δ l 1 ,δ l 2 , d l 1 ,d l 2 for 0 ≤ l 1 ≤ D 1 and 0 ≤ l 2 ≤ D 2 ) such that if (48) ||ϕ k (τ , m, )|| (ν,β,µ,k, ) ≤ ζ 1 , ||ψ k (τ , m, )|| (ν,β,µ,k, ) ≤ ζ 2 ||ϕ 1 k (τ 1 , m, )|| (ν 1 ,β,µ,k 1 , ) ≤ ζ 1 1 , ||ϕ 2 k (τ 2 , m, )|| (ν 2 ,β,µ,k 2 , ) ≤ ζ
Proof
Let ∈ D(0, 0 ) \ {0}. We consider the operator H , defined by
where
ω(τ , m)
We first obtain the existence of > 0 such that the operator H sends
Here, B(0, ) stands for the closed ball of radius , centerd at 0, in the Banach space F d (ν,β,µ,k, ) . Using Lemma 1 and Proposition 3, with (45) and (46) we get
Proposition 4 and Lemma 1 yield
From Proposition 2 and Lemma 1, we get
Also, Proposition 4 and Lemma 1 yield
In view of Proposition 5 and Lemma 1 we get
Proposition 6 and Lemma 1 yield
Finally, from Proposition 1 and Lemma 1 we get
In view of (48) and by choosing 0 , , ζ 1 , ζ 2 , ζ 1 1 , ζ 0 1 , ζ 2 1 > 0 such that
In view of (50), (51), (52), (53), (54), (55), (56), (57), (58), (59), and (60), one gets that the operator H is such that H (B(0, )) ⊆ B(0, ). The next stage of the proof is to show that, indeed, H is a contractive map in that ball. Let
Analogous estimates as in (50), (51), (52), (54), (55), (56), (57) and (58) yield
Finally, put
and
, m 1 ). Then, taking into account that
, m 1 )
and by using Lemma 1 and analogous estimates as in (53) and (45), we get
Then, (72) combined with (62), (63), (64), (65), (66), (67), (68), (69) and (71) yields (61). We consider the ballB(0, ) ⊂ F d (ν,β,µ,k, ) constructed above. It turns out to be a complete metric space for the norm ||.|| (ν,β,µ,k, ) . As H is a contractive map fromB(0, ) into itself, the classical contractive mapping theorem, guarantees the existence of a unique fixed point
defines a solution of the equation (42). 2
Regarding the construction of the auxiliary equations, one can obtain the analytic solutions of (32) by means of Laplace transform.
Proposition 12
in such a way that the roots of P m,1 (τ 1 ) and P m,2 (τ 2 ) fall appart from S d 1 and S d 2 , respectively, as stated before (45).
Notice that they apply for any small enough 0 > 0, provided that (39) and (40) hold.
,h | | be bounded sectors with aperture π/k j < θ j < π/k j + 2δ S,j , for j = 1, 2 (where 2δ S,j is the opening of S d j ), with direction d j and radius h | | for some h > 0 independent of . We choose 0 < β < β.
Then, equation (32) with initial condition
belongs to the space E (β ,µ) and for each m ∈ R, the function T → U (T , m, ) is bounded and holomorphic on
can be written as a Laplace transform of order k 1 in the direction d 1 with respect to T 1 and the Laplace transform of order k 2 in the direction d 2 with respect to T 2 ,
where L γ j = R + e iγ j ∈ S d j ∪ {0}, for j = 1, 2 has bisecting direction which might depend on Observe that U (T , m, ) is a solution of equation (32) due to the properties satisfied by Laplace transform described in (17) , the construction of C 0 (T , m, ) and F (T , m, ) in 39 and 40, and the fact that ω d k (τ , m, ) is a solution of (42), as stated in Proposition 11. 2
Analytic solutions of a nonlinear initial value Cauchy problem with complex parameter
Let k 1 , k 2 ≥ 1 and D 1 , D 2 ≥ 2 be integer numbers. We fix, without loss of generality, that
for the roles of such parameters is symmetric. For j ∈ {1, 2} and 1
0 be non negative integers. We assume that
for all 1 ≤ l 1 ≤ D 1 − 1 and 1 ≤ l 2 ≤ D 2 − 1. We also assume that
for all 1 ≤ l 2 ≤ D 2 − 1. In addition to this, we take
, and for 0
and such that R D 1 ,D 2 can be factorized in the form
. We write R D 1 := R D 1 ,0 and R D 2 := R 0,D 2 for simplicity. Let P 1 , P 2 be polynomials with coefficients belonging to O(D(0, 0 ))[X], for some 0 > 0. We assume that
for all m ∈ R, all j ∈ {1, 2} and 0 ≤ l j ≤ D j − 1. We denote t := (t 1 , t 2 ). We consider the following nonlinear initial value problem
for given initial data u(t 1 , 0, z, ) ≡ u(0, t 2 , z, ) ≡ 0. The coefficient c 0 (t, z, ) and the forcing term f (t, z, ) are constructed as follows. We consider families of functions m → C n 1 ,n 2 (m, ), for n 1 , n 2 ≥ 0 and m → F n 1 ,n 2 (m, ), for n 1 , n 2 ≥ 1, that belong to the Banach space E (β,µ) for some β > 0, µ > max(deg(P 1 ) + 1, deg(P 2 ) + 1) and which depend holomorphically on ∈ D(0, 0 ). We assume there exist constants K 0 , T 0 > 0 such that (31) hold for all n 1 , n 2 ≥ 1, for all ∈ D(0, 0 ). We deduce that the functions
represent bounded holomorphic functions on D(0, T 0 /2) 2 × H β × D(0, 0 ) for any 0 < β < β (where F −1 stands for the inverse Fourier transform, see Proposition 9). We define the coefficient c 0 (t, z, ) and the forcing term f (t, z, ) as
The functions c 0 and f are holomorphic and bounded on
We make the additional assumption that there exist unbounded sectors
for all m ∈ R, and for j = 1, 2.
The assumptions made at the beginning of this section allow us to write equation (81) in the form
We recall the definition of a good covering in C . . We assume that the intersection of three different sectors in the good covering is empty, and ∪ 0≤p 1 ≤ς 1 −1 0≤p 2 ≤ς 2 −1 E p 1 ,p 2 = U \ {0}, for some neighborhood of 0, U ∈ C. Such set of sectors is called a good covering in C * .
Definition 6 Let ς 1 , ς 2 ≥ 2 and {E p 1 ,p 2 } 0≤p 1 ≤ς 1 −1 0≤p 2 ≤ς 2 −1 be a good covering in C * . Let T j be open bounded sectors centered at 0 with radius r T j for j ∈ {1, 2}, and consider two families of open sectors as follows. The first one is given by
with opening θ 1 > π/k 1 , and some d p 1 ∈ R, for all 0 ≤ p 1 ≤ ς 1 − 1. This family is chosen to satisfy that: 1) There exists a constant M 1 > 0 such that
and τ 1 ∈ S dp 1 ∪D(0, ρ), for all 0 ≤ p 1 ≤ ς 1 − 1, and every root q l 1 of the polynomial P m,1 (τ 1 ).
2) There exists a constant M 2 > 0 such that
for some root of P m,1 , q l 0 , all m ∈ R, τ 1 ∈ S dp 1 ∪D(0, ρ), for all 0 ≤ p 1 ≤ ς 1 − 1. The second family is chosen in an analogous manner. It is given by
with opening θ 2 > π/k 2 , and somed p 2 ∈ R, for all 0 ≤ p 2 ≤ ς 2 − 1. This family is chosen to satisfy analogous conditions with respect to the roots of the polynomial P m,2 (τ 2 ).
In addition to the previous assumptions, we consider S dp 1 ,θ 1 , 0 r T 1 and Sd
and ∈ E p 1 ,p 2 , one has t 1 ∈ S dp 1 ,θ 1 , 0 r T 1 and t 2 ∈ Sd
We say that the family {(S dp 1 ,θ 1 , 0 r T 1 ) 0≤p
The first main result of the present work is devoted to the construction of a family of actual holomorphic solutions to the equation (84) for null initial data. Each of the elements in the family of solutions is associated to an element of a good covering with respect to the complex parameter . The strategy leans on the control of the difference of two solutions defined in domains with nonempty intersection with respect to the perturbation parameter . The construction of each analytic solution in terms of two Laplace transforms in different time variables requires to distinguish different cases, depending on the coincidence of the integration paths or not.
Theorem 1 We consider the equation (84) and we assume that (75-80) and (83) hold. We also make the additional assumption that
Let the coefficient c 0 (t 1 , t 2 , z, ) and forcing term f (t 1 , t 2 , z, ) be constructed as in (82). Let {E p 1 ,p 2 } 0≤p 1 ≤ς 1 −1 0≤p 2 ≤ς 2 −1 be a good covering in C * such that a family {(S dp 1 ,θ 1 , 0 r T 1 ) 0≤p 1 ≤ς 1 −1 , (Sd
) 0≤p 2 ≤ς 2 −1 , T 1 × T 2 } associated to this good covering can be considered.
Then, there exist r Q,R D > 0, small enough 0 , ζ 0 > 0 such that if
for any given 0 < β < β and for some h > 0. Moreover, there exist constants 0 < h ≤ h , K p , M p > 0 (independent of ), and sets {0, 1, . . . , ς 1 −1}×{0, 1, . . . , ς 2 −1} such that for every (p 1 , p 2 ), (p 1 , p 2 ) ∈ {0, 1, . . . , ς 1 − 1} × {0, 1, . . . , ς 2 − 1}, one of the following holds:
In this situation, we say that {(p 1 , p 2 ), (p 1 , p 2 )} belong to U k 1 .
• E p 1 ,p 2 ∩ E p 1 ,p 2 = ∅ and
In this situation, we say that
Proof Regarding Proposition 12, one can choose r Q 1 ,R D 1 > 0, and small enough 0 , ζ 0 > 0 such that
For each pair (p 1 , p 2 ), we fix the multidirection (d p 1 ,d p 2 ) with 0 ≤ p j ≤ ς j − 1 and construct U dp 1 ,dp 2 (T , m, ) such that U dp 1 ,dp 2 (0, T 2 , m, ) ≡ U dp 1 ,dp 2 (T 1 , 0, m, ) ≡ 0 and is a solution of (90)
are convergent series in D(0, T 0 /2) 2 with values in E (β,µ) , for all ∈ D(0, 0 ) \ {0}. The function (T , m) → U dp 1 ,dp 2 (T , m, ) is well defined on S dp 1 ,θ 1 ,h | | × Sd p 2 ,θ 2 ,h | | × R where h > 0, for all ω dp 1 ,dp 2 k
,γp 2 ω dp 1 ,dp 2 k
is an arc of circle connecting (ρ/2)e iγ p 2 and (ρ/2)e iγp 2 with the adequate orientation.
The estimates for the previous expression can be found in detail in the proof of Theorem 1, [7] . Namely, we get the existence of constants C p 2 ,p 2 , M p 2 ,p 2 > 0 such that 6 Asymptotics of the problem in the perturbation parameter 6 .1 k−Summable formal series and Ramis-Sibuya Theorem
For the sake of completeness, we recall the definition of k−Borel summability of formal series with coefficients in a Banach space, and Ramis-Sibuya Theorem. A reference for the details on the first part is [1], whilst the second part of this section can be found in [2] , p. 121, and [6] , Lemma XI-2-6.
Definition 7 Let k ≥ 1 be an integer. A formal serieŝ
with coefficients in a Banach space (F, ||.|| F ) is said to be k−summable with respect to in the direction d ∈ R if i) there exists ρ ∈ R + such that the following formal series, called formal Borel transform of X of order k
is absolutely convergent for |τ | < ρ, ii) there exists δ > 0 such that the series B k (X)(τ ) can be analytically continued with respect to τ in a sector S d,δ = {τ ∈ C * : |d − arg(τ )| < δ}. Moreover, there exist C > 0, and K > 0 such that ||B(X)(τ )|| F ≤ Ce Multisummability of a formal power series is a recursive process that allows to compute the sum of a formal power series in different Gevrey orders. One of the approaches to multisummability is that stated by W. Balser, which can be found in [1], Theorem 1, p.57. Roughly speaking, given a formal power seriesf which can be decomposed into a sumf (z) =f 1 (z) + . . . +f m (z) such that each of the termsf j (z) is k j -summable, with sum given by f j , then,f turns out to be multisummable, and its multisum is given by f 1 (z) + . . . + f m (z). More precisely, one has the following definition.
Definition 8 Let (F, · F ) be a complex Banach space and let 0 < k 1 < k 2 . Let E be a bounded open sector with vertex at 0, and opening π k 2 + δ 2 for some δ 2 > 0, and let F be a bounded open sector with vertex at the origin in C, with opening π k 1 + δ 1 , for some δ 1 > 0 and such that E ⊆ F holds.
A formal power seriesf ( ) ∈ F[[ ]] is said to be (k 2 , k 1 )−summable on E if there existf 2 ( ) ∈ F[[ ]] which is k 2 −summable on E, with k 2 -sum given by f 2 : E → F, andf 1 ( ) ∈ F[[ ]] which is k 1 −summable on E, with k 1 -sum given by f 1 : F → F, such thatf =f 1 +f 2 . Furthermore, the holomorphic function f ( ) = f 1 ( ) + f 2 ( ) on E is called the (k 2 , k 1 )−sum off on E. In that situation, f ( ) can be obtained from the analytic continuation of the k 1 −Borel transform of f by the successive application of accelerator operators and Laplace transform of order k 2 , see Section 6.1 in [1] .
where G j p 1 ,p 2 ( ) ∈ O(E p 1 ,p 2 , F), and admitsĜ j ( ) as its asymptotic expansion of Gevrey order 1/k j on E p 1 ,p 2 , for j ∈ {1, 2}. 6.2 Existence of formal power series solutions in the complex parameter and asymptotic behavior
The second main result of our work states the existence of a formal power series in the perturbation parameter , with coefficients in the Banach space F of holomorphic and bounded functions on (T 1 ∩ D(0, h )) × (T 2 ∩ D(0, h )) × H β , with the norm of the supremum. Here h , T 1 , T 2 are determined in Theorem 1. The importance of this result compared to the main one in [7] lies on the fact that a multisummability phenomenon can be observed here, in contrast to [7] . This situation is attained due to the appearance of different Gevrey levels coming from the different variables in time. exists, with the following properties.û is a formal solution of (81). In addition to that,û can be split in the formû (t, z, ) = a(t, z, ) +û 1 (t, z, ) +û 2 (t, z, ), where a(t, z, ) ∈ F{ }, andû 1 ,û 2 ∈ F[[ ]]. Moreover, for every p 1 ∈ {0, . . . , ς 1 − 1} and p 2 ∈ {0, . . . , ς 2 − 1}, the function u p 1 ,p 2 (t, z, ) can be written as u p 1 ,p 2 (t, z, ) = a(t, z, ) + u
where → u j p 1 ,p 2 (t, z, ) is an F−valued function which admitsû j (t, z, ) as its k j −Gevrey asymptotic expansion on E p 1 ,p 2 , for j = 1, 2.
Moreover, assume that {((p .
