Cambios estructurales en series de tiempo: una revisión del estado del arte by Sánchez, Paola Andrea
Revista Ingenierías Universidad de Medell ín
Revista Ingenierías Universidad de Medellín, volumen 7, No. 12, pp. 115-140 - ISSN 1692-3324 - enero-junio de 2008/197p. Medellín, Colombia
CAMBIOS ESTRUCTURALES EN SERIES DE TIEMPO:





Los avances recientes en el análisis de series de tiempo reflejan una creciente ne-
cesidad de desarrollar modelos que permitan capturar sus diversas características. 
Tal es el caso de los cambios estructurales, donde su presencia a menudo afecta de 
manera importante el análisis de la serie. Diferentes acercamientos a la problemática 
del modelado de cambios estructurales han sido realizados, los cuales abarcan la 
estimación de puntos de cambio conocidos o desconocidos, la representación de 
cambios simples o múltiples, la influencia de regresores estacionarios o no, entre 
otros. El objetivo de este trabajo es presentar los desarrollos recientes en el campo 
del modelado de cambios estructurales, y mostrar cómo estos afectan la identifica-
ción del modelo, su pronóstico y las pruebas de estabilidad. Si bien, el desarrollo 
en este campo ha venido creciendo de una manera importante, existen aún en la 
literatura espacios abiertos de investigación, en especial los relacionados con series 
de tiempo no lineales.
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STRUCTURAL CHANGES IN TIME SERIES : A 
REVISION OF THE STATE OF THE ART
ABSTRACT
Recent developments in time series analysis reflect a growing need for developing 
models which allow capturing their different characteristics. Such is the case of 
structural changes, in which, very frequently, its presence affects the analysis of the 
series in a very important way.
Different approaches to the modeling problem of structural changes have been made, 
which   cover the calculation of known or unknown points, the representation of 
simple or multiple the influence of stationary or not immigrants, among others.  
The objective of this paper is to present recent developments in the field of struc-
tural changes modeling and to show how they affect identification of the model, 
its future and stability tests.  If the development in this field had been growing, 
there are still in literature some spaces open to research, mainly related one with 
non-linear time series.
Keywords: Time series, structural changes.
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INTRODUCCIÓN
El modelado de series de tiempo ha sido un 
área de creciente interés para muchas disciplinas, 
y en la que muchos esfuerzos se han dedicado para 
el desarrollo de nuevos métodos y técnicas. Su ob-
jetivo es proveer al modelador de la representación 
matemática de una serie de tiempo, que permita 
capturar, total o parcialmente, las características 
más relevantes del fenómeno real, a partir de la 
información contenida en los datos. Si bien, en 
la literatura se han propuesto diversos modelos 
orientados a la representación de dichas series, 
su utilidad depende del grado de similitud entre 
la dinámica del proceso generador de la serie y la 
formulación matemática del modelo con que se 
represente.
Frecuentemente, la especificación del modelo 
de la serie se ve afectada por la presencia de pertur-
baciones o cambios en la estructura de dicha serie, 
los cuales modifican las propiedades estadísticas de 
esta, y conducen a especificaciones inadecuadas en 
su modelo, al representar pobremente su compor-
tamiento y, por ende, a conclusiones incorrectas 
o inexactas en su interpretación (Tsay, 1988) y 
(Junttila, 2001).
Un cambio estructural en una serie de tiempo 
se presenta cuando hay modificaciones instantá-
neas o permanentes, invariables e inesperadas en 
uno o más componentes estructurales, debido a 
eventos específicos (Rodríguez, 2002) y (Hendry 
y Clements 2001). Los procedimientos generales 
propuestos en la literatura para abordar el proble-
ma de cambios estructurales están orientados al 
modelado conjunto de la serie antes y después de 
dicho evento.
Una vasta literatura acerca de la presencia de 
cambios estructurales en series de tiempo se ha 
producido en años recientes, tal como lo afirman 
Banerjee y Urga (2005) y Dufour y Ghysels (1996), 
quienes examinan algunos de los progresos más 
significativos en el campo.
Este artículo se centra en el estudio de la 
presencia de cambios estructurales en series de 
tiempo, la estimación del modelo de la serie, los 
procedimientos existentes para su detección y el 
análisis de cómo la presencia de cambios afecta el 
desempeño de ciertas pruebas. 
La motivación de este estudio viene dada desde 
las siguientes perspectivas: primero, muchos auto-
res concuerdan en afirmar que una omisión del 
cambio estructural en la representación del modelo 
de la serie conduce a una incorrecta especificación 
al no explicar apropiadamente su comportamiento; 
es así como Sánchez, et al (2005) afirman que la 
correcta representación y especificación de cambios 
estructurales en una serie de tiempo conduce a 
modelos más completos, los cuales estarían repre-
sentando de una forma adecuada la evolución en el 
tiempo de la serie. Segundo, un cambio estructural 
se caracteriza por perturbar de forma permanen-
te la componente determinística de la serie de 
tiempo, lo cual provoca pérdidas de poder en la 
identificación del modelo y en las pruebas (Balke, 
1993); la presencia de cambios afecta la estructura 
de autocorrelacción de la serie de tiempo y, por 
lo tanto, también predispone la estimación de la 
función de autocorrelacción (ACF), el autocorrelo-
grama parcial (PACF) y las funciones extendidas de 
autocorrelacción (EACF), dificultando una iden-
tificación del modelo vía patrones de autocorrela-
ción y resultando en parámetros inconsistentes; 
de igual forma, los contrastes de raíces unitarias 
(como medida de la estacionalidad de la serie) y 
cointegración se ven ostensiblemente afectados por 
la presencia de cambios estructurales; es así como 
a menudo no se rechaza la hipótesis nula cuando 
la serie es estacionaria, siendo ésta una decisión 
errónea (Perron, 1989), (Lumsdaine y Papell, 1997) 
y (Nunes, et al, 1996). 
Estos efectos pueden ser severos, y dependen del 
número, tipo, magnitud y posición de los cambios 
estructurales en la serie. Tercero, un cambio estruc-
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tural acentuado al final de período de medición 
afecta en gran medida tanto la especificación del 
modelo, como su poder pre¬dic¬tivo, debido a que 
su presencia conlleva efectos de memoria larga en 
la función de auto-correlación; los intervalos de 
predicción ante cambios estructurales pueden llegar 
a ser seriamente engañosos, pues dichos eventos 
aumentan la variación estimada de la serie (Hendry 
y Clements, 2001) y (Ghysels, et al, 1997).
En la literatura de cambios estructurales, 
numerosos estudios han sido realizados con dife-
rentes orientaciones. Chow (1960) fue el primero 
en evaluar los efectos de cambios estructurales 
en modelos de regresión, considerando para esto 
la presencia de cambios simples conocidos. Las 
investigaciones posteriores se han destinado al 
desarrollo de pruebas para determinar el punto de 
cambio como una variable desconocida. De hecho, 
Quandt (1960) extiende la prueba de Chow y pro-
pone evaluar todas las fechas posibles de cambio. 
En el mismo contexto, la contribución más im-
portante es la de Andrews (1993) quien considera 
un análisis comprensivo del problema de pruebas 
para evaluar la presencia de cambios estructurales 
basado en el establecimiento de valores críticos 
(Banerjee, et al, 1992) y (Chu, et al, 1996).
Las propiedades de los modelos y las pruebas 
para cambios estructurales han sido también consi-
deradas por Bai (1997). Las pruebas y la inferencia 
en el contexto de múltiples cambios estructurales 
por Bai y Perron (1998), (2003); estos trabajos 
consideran la estimación de cambios estructura-
les múltiples en un modelo lineal calculado por 
mínimos cuadrados; los autores proponen algunas 
pruebas para cambios estructurales y un procedi-
miento de selección secuencial para la estimación 
consistente del número de puntos de cambio. 
Bai y Perron (2003) determinan mediante simu-
laciones el ajuste de estos métodos; ellos también 
estudian el tamaño y el poder de las pruebas para 
cambios estructurales, los límites de cobertura 
de los intervalos de confianza para los puntos de 
cambio y las ventajas y desventajas relativas a los 
procedimientos de selección del modelo.
Atkinson, Koopman y Shephard (1997) de-
sarrollan métodos orientados a la detección de 
cambios de nivel y estimación de parámetros en 
un modelo ARIMA (Autoregressive Integrated 
Moving Average) basado en el procedimiento de 
diagnóstico para modelos de regresión múltiple. 
Altissimo y Corradi (2003) proponen pruebas 
para cambios en la media de la secuencia normal 
de variables. Noriega y de Alba (2001) y Marriott 
y Newbold (2000) estudian la estimación del nú-
mero de cambios en la media de la secuencia de 
variables usando un criterio de información baye-
siano. Chu y White (1992) desarrollan una prueba 
para un cambio en una función de la tendencia. 
En el mismo contexto, Maekawa (1997) estudia el 
problema permitiendo que los errores sean no esta-
cionarios (integrados). Lumsdaine y Papell (1997) y 
Clemente et al (1998) consideran un contraste de 
raíces unitarias teniendo en cuenta dos cambios 
estructurales en la función de la tendencia. 
Montañés y Reyes (2000) analizan el compor-
tamiento asintótico de los contrastes de raíces uni-
tarias ante la presencia de cambios en la tendencia. 
Bartley et al (2001) desarrollan una prueba para 
evaluar la cointegración en cambios conocidos y 
desconocidos en nivel y tendencia. Perron y Zhu 
(2005) evalúan cambios determinísticos y estocás-
ticos en la tendencia. Juhl y Xiao (2005) proponen 
una prueba para cambios en la tendencia determi-
nística en un modelo AR (autorregresivo). Smith 
y Otero (1997) estudian la presencia de cambios 
en el nivel y patrón estacional dentro de la serie 
y su relación con los contrastes de estabilidad. 
Clements y Hendry (1997) consideran la presen-
cia de cambios estacionales como una función de 
paso en un mo¬delo AR y evalúan cómo dichos 
cambios afectan el desarrollo de los contrastes de 
raíces unitarias y el pronóstico. 
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Franses et al (1997) proponen un contraste 
para raíces unitarias periódicas basada en análi-
sis bayesiano para series de tiempo con cambios 
estacionales determinísticos en el intercepto y la 
tendencia de la serie. Da Silva Lopes (2001) desa-
rrolla pruebas para diferenciación estacional en 
series con cambio estacional en media. Harvey et 
al (2002) consideran pruebas para detectar outliers 
aditivos e innovacionales ante cambios estacionales 
en la media. Busetti y Taylor (2003) evalúan los 
efectos de cambios estocásticos en la tendencia y 
la estacionalidad de una serie en los contrastes de 
raíces unitarias. Penzer (2005) representa cambios 
estacionales mediante un modelo de espacio de 
estados. Hamori y Tokihisa (1997) y Hillebrand 
(2005) analizan los efectos de cambios en la varian-
za sobre la prueba de raíces unitarias considerando 
heterocedasticidad. Cavaliere (2004) y Kim et al 
(2002) evalúan el efecto de cambios permanentes 
en la varianza. Van Dijk et al (2005) consideran 
pruebas de causalidad en varianza ante cambios 
estructurales..
Algunos eventos, tales como cambios institu-
cionales, cambios en los procedimientos de ope-
ración de la Reserva Federal, cambios climáticos, 
atentados terroristas, etc., pueden ser la fuente de 
cambios estructurales en la serie. Perron (1989) 
realiza contrastes estándar de la hipótesis de raíz 
unitaria contra alternativas de tendencia estacio-
naria, para un cambio en la tendencia ocurrido 
en el gran desplome “Great Crash” de 1929 o 
en la caída del precio del Petróleo de 1973. Estas 
pruebas rechazan la hipótesis nula de raíz unitaria, 
cuando el proceso de generación de fluctuaciones 
estacionarias alrededor de la tendencia contiene 
un cambio estructural. 
En el mismo contexto, Zivot y Andrews (1992) 
consideran una variación de las pruebas de Perron 
en las cuales se estima un punto de cambio fijo. 
Ben-David y Papell (1997) realizan una evaluación 
de la presencia de cambios estructurales como con-
secuencia de la globalización del mercado en el pe-
ríodo de postguerra, para 48 países. Otros estudios 
analizan la evolución de diferentes variables econó-
micas y su relación con cambios estructurales; por 
ejemplo, Smyth e Inder (2004) estudian la relación 
entre raíces unitarias y cambios en la tendencia en 
el GDP Chino; Altinay y Karagol (2004) evalúan 
la relación entre el GDP y consumo de energía 
en Turkia, y Lee y Chang (2005) lo hacen para 
Taiwán. Villanueva (2005) considera la presencia 
de cointegración y múltiples cambios en el mercado 
spot; y Cuñado et al (2004) evalúan la volatilidad 
del mercado spot español. Chauvet y Potter (2002) 
afirman que cambios en la estructura estocástica 
de la economía pueden conducir a una recesión 
económica.  Wu (1997) analiza para el mercado de 
Taiwán si las fallas en la eficiencia del mercado son 
debidas a inestabilidad estructural2.
La mayoría de los trabajos en el campo de cam-
bios estructurales se han concentrado en el caso 
donde los regresores y los errores son estacionarios; 
sin embargo, aportes al caso no estacionario, como 
los desarrollados por Perron (1989), han tenido 
gran importancia. La teoría asintótica de cambios 
estructurales comenzó a ser explorada por Chong 
(2001), quien desarrolló una metodología para un 
proceso autorregresivo de orden uno con un cam-
2 Para estudios adicionales véase Fic y Ghate (2005), Kocenda (2005), Beltratti y Morana (2005), Hyung y Franses 
(2005), Cook (2005), Barassi, Caporale y Hall (2005), Wachter y Tzavalis (2005), Morana y Beltratti (2004), Gadea, 
Sabaté y Serrano (2004), Jardet (2004), Granger y Hyung (2004), McAvinchey y Yannopoulos (2003), Ben Aissa y Jo-
uini (2003), Gil-Alana (2002), Zeileis, Leisch y Kleiber (2002), Cakan y Ozmen (2002), Krolzig (2001), Malliaropu los 
(2000), Shuba Srinivasan, Popkowski Leszczyc y Bass (2000), Hall, Mizon y Welfe (2000), Arize, Malindretos y Shwiff 
(1999), Baum, Barkou las y Caglayan (1999),  Ashworth, Evans y Teriba (1999), Koop y Potter (1998), Ni y Wang 
(1996), Labson (1995), Perron y Vogelsang (1992).
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bio estructural desconocido. Chong evalúa el caso 
donde un proceso autorregresivo de orden uno 
[AR(1)] cambia de estacionario a no estacionario, 
establece para cada modelo la eficiencia de los 
estimadores y deriva sus distribuciones (Montañés 
y Reyes, 2000). Lee et al (1997), Kurozumi (2002), 
Gregory et al (1996), Campos et al (1996) y Andra-
de et al (2005) desarrollan diversos contrastes de 
estacionariedad, cointegración y raíces unitarias 
para series con cambios estructurales; en el mismo 
contexto, Brooks y Rew (2002) consideran una 
prueba de no estacionariedad y cointegración apli-
cadas a la tasa de interés de diferentes países euro-
peos. Presno y López (2003) y Carrion et al (1999) 
calculan la superficie de repuesta de las pruebas de 
estacionariedad ante cambios estructurales. Lee y 
Amsler (1997) proponen un método para reducir 
el impacto de cambios en el contraste de raíces 
unitarias mediante la imposición de restricciones. 
Busetti y Taylor (2004) y Busetti y Harvey (2003) 
consideran una prueba de estacionariedad ante 
cambios estructurales permanentes. Diebold y 
Chen (1996) consideran una prueba de estabilidad 
estructural con puntos de cambio endógenos.
La literatura posterior se ha centrado en el 
tratamiento de series lineales, dando poca impor-
tancia al tratamiento del caso no lineal; en este 
contexto, los estudios se basan en un modelado 
aislado de los cambios estructurales y la no linea-
lidad; algunas excepciones incluyen a Sánchez et 
al. (2005), Giordani et al (2005), Battaglia y Orfei 
(2005) y Lundbergh et al (2003).
Este artículo se concentra en el estudio del 
estado del arte en la representación de series 
de tiempo con cambios estructurales, siendo el 
principal objetivo, el estudio de los desarrollos 
recientes en dicho campo. Para alcanzar el objeti-
vo, se ha organizado el resto de este artículo en la 
siguiente forma: en la sección 2, se discute acerca 
de los acercamientos hechos al modelado de se-
ries de tiempo con cambios estructurales; dicho 
estudio es ampliado en la sección 3, donde se 
analiza la forma tradicional para la representación 
de series de este tipo: aquí se profundiza acerca 
del modelo, los diferentes tipos de cambio, las 
pruebas existentes para la estimación de cambios 
estructurales simples y múltiples, la estimación del 
número de cambios y la localización de estos en la 
serie y sus intervalos de confianza; en la sección 
4 se estudian los aportes existentes en cuanto al 
modelado de series de tiempo no lineales con 
cambios estructurales; tópicos especiales como la 
influencia de cambios estructurales en los contras-
tes de raíces unitarias, larga memoria y pronóstico 
son presentadas en la sección 5; en la sección 6, 
algunas limitaciones inherentes al modelado de 
series con cambios estructurales son consideradas; 
finalmente, en la sección 7 se discute acerca de las 
principales lecciones aprendidas con el desarrollo 
de este artículo.
1 CAMBIOS ESTRUCTURALES
En los años 60 y 70, las series de tiempo de 
variables macroeconómicas fueron usualmente 
descompuestas en un componente de tendencia 
y uno cíclico, en modelos conocidos como “de 
regresión”. La tendencia fue considerada como 
determinística, y a menudo lineal, mientras que 
los ciclos fueron asumidos como estacionarios, y 
por lo tanto, transitorios. Nelson y Plosser (1982) 
fueron los primeros en precisar que los compo-
nentes de la serie no requerían ser modelados por 
una tendencia determinista y que la naturaleza 
posiblemente estocástica de la tendencia podía 
ser considerada. Ellos evaluaron el desempeño de 
numerosas series de tiempo macroeconómicas, no 
pudiendo rechazar la hipótesis de raíces unitarias 
contra la alternativa de una presencia de tenden-
cia estacionaria. Su hallazgo provocó un impacto 
profundo en la manera como las series económicas 
serían vistas y tratadas posteriormente. El principal 
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hallazgo de este estudio fue demostrar que si las 
series no tenían raíz unitaria (no estacionarias - in-
tegradas), los eventos aleatorios tendrían un efecto 
permanente en la economía. Rappoport y Reichlin 
(1989) y Perron (1989) argumentan que la mayoría 
de los cambios de las variables económicas domi-
nantes de cualquier economía serían transitorios 
y que solo pocos eventos tendrían efectos perma-
nentes; ellos representaron cada evento como un 
cambio estructural en la tendencia determinística 
y demostraron, además, que si en la especificación 
del modelo de la serie de tiempo no se tiene en 
cuenta la presencia de cambios estructurales, el 
análisis estaría basado en una aceptación errónea 
de la hipótesis de raíz unitaria. Estos estudios, por 
lo tanto, discutieron en favor de la necesidad de 
ver los cambios estructurales como endógenos y 
desarrollar procedimientos que tuviesen en cuenta 
dicha endogenidad.
El desarrollo posterior se orientó en tres di-
recciones: la búsqueda de procedimientos para 
determinar el punto de cambio y su magnitud 
(Perron, 1989); la posibilidad de cambios múlti-
ples (Bai y Perron, 2003); y, el efecto de cambios 
estructurales sobre los contrastes de raíces unitarias 
y cointegración, y la memoria larga. Estos tópicos 
serán abordados más a fondo a continuación.
2 REPRESENTACIÓN TRADICIONAL 
DE SERIES DE TIEMPO CON 
CAMBIOS ESTRUCTURALES
2.1   El modelo
Los cambios estructurales han sido tradicio-
nalmente modelados a través de una componente 
aditiva que representa la perturbación exógena 
presente en la serie, la cual es usualmente repre-
sentada como una función paramétrica  [véase 
Tsay (1988)], de tal forma que la serie de tiempo  
es descrita por el modelo:
 (1)
donde  representa la componente regular de la 
serie que a menudo es modelada con representa-





son, respectivamente, los polinomios auto-re-
gresivos y de medias móviles, mientras que,  
representa los errores de la serie (Box y Jenkins, 
1970). Muchos trabajos se centran sólo en la repre-
sentación auto-regresiva de la serie y asumen que 
la parte de medias móviles puede ser contenida 
dentro de los errores, de tal forma que 
, o en una descomposición estructural de la serie, 
en tendencia [nivel y pendiente], componente es-
tacional, componente cíclico, variables rezagadas 
y componente irregular, de tal forma que   se 
define como:
 (3)
La importancia del análisis de cambios estruc-
turales radica, en primer lugar, en que permite 
construir un modelo para representar el compor-
tamiento de la serie de tiempo influenciada por 
dichos cambios; y, a partir de este, poder crear 
planes de contingencia ante una incidencia futura 
del evento; y segundo, en que la identificación y 
modelado de estos eventos puede conducir a mo-
delos de la serie más precisos (Tolvi, 1998).
Según el planteamiento tradicional, el efecto 
de irregularidades en una serie de tiempo repre-
sentado por   puede ser capturado por una 
variable ficticia explicativa , que refleja la per-
manencia o transitoriedad del evento. La función 
  puede ser descrita de forma general como:
 (4)
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donde, , representa la variable explicativa 
que indica la ocurrencia de una perturbación en 
el instante de tiempo ;  equivale al impacto 
inicial de la perturbación; y  es el parámetro 
que acompaña la variable explicativa y determina 
la forma dinámica de dicha perturbación (Box y 
Tiao, 1975).
Es así como un evento transitorio puede 
modelarse mediante una variable explicativa de 
tipo pulso, la cual es usada para representar un 
cambio en un instante de tiempo  que desaparece 
posteriormente sin alterar el comportamiento de 
la serie, y toma el valor de uno en el momento del 
tiempo que sucede la observación atípica y cero 
en otro caso, así:
 (5) 
o como una variable transitoria que representa un 
cambio en un instante de tiempo cuya influencia 
se va disipando en el tiempo, y que toma el valor 
de uno en el momento del evento y disminuye 
gradualmente en el transcurso del tiempo [véase 
la Figura 1].




I t I t
µ
Fuente: elaboración propia
Figura 1 Representación de eventos transitorios de tipo pulso y tipo disipado
Mientras que un evento permanente es mode-
lado mediante una variable explicativa de tipo esca-
lón o salto, que es usada para representar cambios 
en un instante de tiempo cuyo efecto ejerce una 
influencia sostenida sobre la serie, modificando 
su comportamiento, y toma el valor de cero antes 
del evento y uno a partir de él, de tal forma que 
 se representa de la forma:
 (6)
Gregory y Hansen (1996) y Andrews (1993) 
asumen que el instante de tiempo , en el que ocu-
rre el cambio pertenece al intervalo [
], donde  representa el tamaño de la muestra, 
de tal forma, que se excluyen los datos iniciales y 
finales, y se limita el punto de cambio; esto es, un 
cambio presente en el punto , significa que 
la muestra de tamaño  posee dos regímenes, 
uno desde  a , y otro de  
a .
2.2   Tipos de cambio
Siguiendo una representación estructural 
como la presentada en (7), es posible definir dife-
rentes tipos de cambio:
• Un cambio en el nivel de una serie de tiempo 
representa un evento cuyo efecto sobre la serie 
afecta de forma permanente el nivel (intercep-
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to) de ésta y, por ende, modifica su estructura. 
Dichos cambios han sido investigados por Box 
y Tiao (1975), con un tratamiento extendido 
presentado por Tsay (1988) [véase además 
trabajos de Perron (1990), Chen y Liu (1993), 
Balke (1993), Clements y Hendry (1996), 
Vaage (2000), Gil-Alana (2002), Sánchez y 
Velásquez (2004)]. El modelo de “cambio de 
nivel” (Gregory y Hansen, 1996) es una regre-
sión con intercepto y pendiente que permite 
solamente un cambio en el intercepto. A partir 
de la ecuación (3), el modelo se representa de la 
forma [planteamiento propuesto por Sánchez 
et al. (2005)]:
 (7)
 donde,  equivale al valor inicial de la serie o 
nivel; los  representan cada uno de los com-
ponentes del polinomio de tendencia de grado 
; y  denotan el intercepto después del 
cambio en .
• Un cambio en la tendencia de la serie represen-
ta un evento cuyo efecto modifica la tendencia 
creciente o decreciente presente en la serie y 
puede igualmente afectar su intercepto. Los 
estudios iniciales de cambios en la función de 
tendencia consideraban ésta como una compo-
nente determinística de la serie; sin embargo, a 
partir del trabajo de Nelson y Plosser (1982) se 
reconoció que dicho componente podía tener 
un comportamiento estocástico afectando el 
desarrollo de las pruebas de estabilidad del 
modelo que están basadas en una tendencia 
determinística. Las investigaciones posteriores 
se han basado en el desarrollo de pruebas y 
modelos que permitan la representación de 
cambios en dicho componente 3.
El modelo de “cambio en tendencia” (Sánchez 
et al., 2005) es una regresión similar a (7) pero 




De forma similar a las expuestas para cambios 
en el nivel y la tendencia, es posible representar 
cambios en las componentes estacional, cíclica 
y, más aún, cambios en la componente irregular 
[cambios en la volatilidad de la serie].
• La estacionalidad en una serie de tiempo es 
aquel componente que hace que el valor espe-
rado de la serie varíe con una pauta periódica. 
Como lo expresan Kaiser y Maravall (2002), 
las actuales series de tiempo económicas y 
financieras, a menudo son afectadas por cam-
bios en dicha componente estacional. Estos 
autores concuerdan en afirmar que un cambio 
en la componente estacional de la serie es 
aquel que afecta de alguna forma la estructura 
estacional de ésta, bien sea modificando su 
nivel, tendencia, amplitud, frecuencia, tal 
y como se presenta en la figura 2, o alguna 
forma combinada de los anteriores.
 El estudio de los efectos de estos cambios sobre 
los contrastes de raíces unitarias ha sido de espe-
cial interés entre los investigadores como Smith 
3 Véase trabajos de Rappoport y Reichlin (1989), Chu y White (1992), Banerjee et al. (1992), Labson (1995), Lee (1996), 
Ploberger y Kramer (1996), Perron (1997), Maekawa (1997), Vogelsang y Perron (1998), Montañes y Reyes (2000), 
Johansen, Mosconi y Nielsen (2000), Bartley et al. (2001), Busetti y Taylor (2003), Perron y Zhu (2005), Juhl y Xiao 
(2005), Sánchez y Velásquez (2005a).
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y Otero (1997), Clements y Hendry (1997), 
Franses et al. (1997) y Busetti y Taylor (2003); 
así como el desarrollo de pruebas orientadas 
a su detección y/o representación (da Silva 
Lopes, 2001); para el desarrollo de pruebas de 
diferenciación estacional en series con cambio 
estacional en media, Harvey et al. (2002) para 
un modelado de estos cambios como outliers 
de tipo innovacional o aditivios, y Penzer (2005) 
y Sánchez y Velásquez (2005b) para una repre-
sentación de cambios estacionales mediante un 
modelo de espacio de estados.
• Un cambio en la componente irregular im-
plica una modificación estocástica en la serie, 
cuya presencia se manifiesta como un cambio 
en la varianza o volatilidad de la serie. Un 
procedimiento para su detección y modelado 
ha sido presentado por Tsay (1988), como 
por Lamourex y Lastrapes (1990), Hamori y 
Tokihisa (1997), Cavaliere (2004), Kim et al. 
(2002), Hillebrand (2005) y van Dijk et al. 
(2005). Los estudios acerca de cambios en la 
componente cíclica son sumamente escasos, 
por lo que puede considerarse un campo 
abierto de investigación. 
En todos los casos, los cambios pueden ser 
conocidos o no, y dependiendo de esto existen en 
la literatura diferentes tratamientos. Este punto 
será expuesto a continuación.
2.3   Pruebas para cambios estructurales
Numerosas pruebas para estimar cambios es-
tructurales en series de tiempo han sido propuestas 
en la literatura. Estas pruebas se pueden clasifi-
car en dos grupos: prueba para un solo cambio 
estructural y pruebas para cambios estructurales 
múltiples.
2.3.1			El	 caso	 de	 un	 cambio	 estructural	
simple
Chow (1960) considera una prueba para un 
cambio estructural simple, en la cual se impone 
que dicho cambio es conocido a priori y se utiliza 
un clásico estadístico . El hecho de considerar 
un punto de cambio conocido para esta prueba 
implica que el investigador tiene solamente dos 
(a) Cambio estacional en el nivel (b) Cambio estacional en la tendencia
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Fuente: elaboración propia
Figura 2 Cambios en la componente estacional de una serie de tiempo
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opciones: (i) escoger un punto de cambio arbitra-
rio; o (ii) escoger un punto de cambio basado en el 
conocimiento que se tenga de la serie de tiempo. 
En consecuencia, los resultados pueden ser alta-
mente sensibles a dichas opciones arbitrarias, y 
por lo tanto, los investigadores pueden fácilmente 
obtener conclusiones distintas. Cuando el punto 
de cambio es desconocido a priori, el problema 
se complica en el sentido que el punto de cambio 
es un parámetro ruidoso que está presente en la 
serie y afecta las pruebas de estabilidad; bajo estas 
condiciones, la prueba de Chow no se mantiene. 
Quandt (1960) resuelve el problema computando 
una secuencia de la prueba de Chow para cada 
punto posible de cambio y estima este punto como 
el dato que maximiza la prueba de Chow. En el 
mismo contexto, Andrews (1993) propone tomar 
el valor más alto de los estadísticos de Wald, Mul-
tiplicadores de Lagrange y Radio de Verosimilitud 
sobre algunos puntos posibles de cambio [función 
“sup”]; estos resultados son aplicables a una amplia 
gama de modelos paramétricos que son conve-
nientes para la estimación mediante el método 
de los momentos generalizados [GMM]. El punto 
de cambio puede ser totalmente desconocido o 
restringirse a pertenecer a un intervalo; Andrews, 
sugiere usar el intervalo [ ] cuando no 
se tiene algún conocimiento disponible acerca del 
punto de cambio. Este último presenta, además, 
una tabulación de valores críticos para dichos es-
tadísticos basados en las distribuciones asintóticas 
anormales derivadas, y proporciona un método 
para calcular p-valores. Andrews y Ploberger (1994) 
utilizan una función que difiere de la función “sup” 
y toma promedios exponenciales de los estadísticos 
de Wald, Multiplicadores de Lagrange y Radio de 
Verosimilitud y demuestran que pueden obtenerse 
mejores resultados.
La prueba basada en el valor más alto del esta-
dístico de Wald se define de la forma: 
 (9)
donde  varía entre 0 y 0.5, y 
 es la suma de cuadrados de los residuales 
sobre la hipótesis nula y  es la suma de 
cuadrados de los residuales sobre la hipótesis 
alternativa, la cual depende del punto de cambio 
. Sin embargo, puede ser obtenida una versión 
asintóticamente equivalente usando un punto de 
cambio estimado  determinado desde la minimi-
zación de la suma de cuadrados de los residuales, 
de la forma: 
 (10)
donde, el estimador del punto de cambio  es 
también obtenido desde la maximización del es-
tadístico .
Hansen (2000) demuestra que estos valores 
críticos no son robustos al cambio estructural en 
la distribución marginal de los regresores puesto 
que las distribuciones asintóticas anormales de las 
pruebas estadísticas no son iguales; él entonces 
muestra cómo simular valores críticos robustos 
sobre una base caso-por-caso.
Gagliardini et al (2005) proponen una nueva 
clase de pruebas robustas GMM para cambios 
estructurales endógenos. Las pruebas se basan en 
la funciones supreme, promedio y exponencial 
derivadas de los estimadores robustos GMM. 
Mediante una simulación de Monte Carlo se com-
para el funcionamiento de las pruebas robustas 
con las pruebas clásicas de GMM para cambios 
estructurales, incluyendo el estadístico propuesto 
por Andrews; los resultados demuestran que las 
pruebas asintóticas robustas tienen un poder 
más alto y valores críticos más estables que sus 
equivalentes.
2.3.2 El caso de múltiples cambios estructurales
Una serie puede contener más de un cambio 
estructural. En este sentido, Bai y Perron (1998) 
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proporcionan un análisis comprensivo de varios 
aportes en el contexto de modelos para cambios 
estructurales múltiples y desarrollan algunas prue-
bas. Igualmente, Bai (1999) propone una prueba 
secuencial basada en el radio de verosimilitud para 
detectar cambios estructurales múltiples, donde la 
prueba estadística está conducida por la diferencia 
entre la suma de residuales cuadráticos óptima 
SSR del modelo con un cambio y la SSR óptima 
del modelo con  cambios; esta prueba está 
definida como: 
 (11)
Recientemente, Bai y Perron (2003) desarro-
llaron un tratamiento intensivo en el contexto de 
los modelos de cambios estructurales múltiples, 
que incluye: consistencia de las estimaciones de 
puntos de cambio, pruebas para cambios estruc-
turales, intervalos de confianza para puntos de 
cambio, métodos para seleccionar el número de 
cambios y algoritmos eficientes para computar las 
estimaciones. Otras contribuciones relacionadas 
incluyen a Liu et al (1997), quienes consideran 
cambios estructurales múltiples en el contexto de 
un modelo general de umbrales y proponen un 
criterio de información para seleccionar el número 
de cambios; Clemente et al. (1998) y Lumsdaine 
y Papell (1997), quienes evalúan la presencia de 
dos cambios en la tendencia y su influencia en el 
contraste de raíces unitarias; Zeileis et al (2003) 
que presentan un tratamiento comprensivo de la 
estimación de múltiples cambios basado en un 
algoritmo de programación dinámica; Pesaran et al 
(2004), quienes consideran un modelo de pronós-
tico ante múltiples cambios; y Perron y Qu (2005) 
que desarrollan un modelo con restricciones para 
múltiples cambios estructurales.
Se revela una diferencia al utilizar pruebas y 
procedimientos de estimación de cambios múl-
tiples en lugar de procedimientos para cambios 
simples. En este contexto, Bai (1997) y Bai y Perron 
(2003) demuestran que cuando están presentes 
cambios múltiples, el poder de las pruebas para 
un único cambio puede ser muy bajo, de modo 
que puede conducir a rechazar la hipótesis nula 
de ningún cambio estructural, cuando el modelo 
real tiene más de un cambio. Bai y Perron (1998) 
demuestran cómo el estimador de mínimos 
cuadrados convergerá a un mínimo global que 
coincide con el cambio dominante en presencia 
de cambios estructurales múltiples. Es necesaria, 
entonces, la utilización de un procedimiento 
sistemático que permita la detección de todos los 
cambios presentes en la serie para evitar conclu-
siones erróneas en las pruebas de estabilidad y en 
la estimación de los parámetros.
2.4   Estimación del número de cambios
Para el estudio y análisis de modelos de series 
de tiempo con cambios estructurales, la estimación 
del número de cambios ha sido un campo de 
gran atención para los investigadores y en el cual 
diversas metodologías han sido propuestas en la 
literatura; ellas incluyen procedimientos secuen-
ciales y procedimientos basados en criterios de 
información, como se verá a continuación.
2.4.1   Procedimientos secuenciales
Bai y Perron (1998) sugieren un método basa-
do en un uso secuencial de la prueba (3.3.2). En 
un primer paso, se procede con un método secuen-
cial basado en (9) para determinar el número de 
cambios conocidos , donde el punto de partida 
inicial es . Una vez que se identifique el pri-
mer punto de cambio significativo, la muestra se 
parte en dos submuestras, separadas por el primer 
punto de cambio estimado. Para cada submuestra, 
se estima un modelo con un cambio y en cada una 
el segundo punto de cambio significativo es elegido 
a partir del punto previo, de tal forma que se mini-
mice la suma de residuales ajustada. La muestra es 
entonces dividida en tres submuestras y un tercer 
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punto de cambio es elegido como el estimador para 
el punto anterior, de tal forma que nuevamente 
se minimice la suma de residuales ajustada. Este 
proceso se continúa hasta que  puntos de cambio 
son seleccionados.
El procedimiento secuencial para estimar el 
número de cambios es ahora el siguiente: 
• Se comienza estimando un modelo con un 
número pequeño de cambios estructurales 
significativos, usando la minimización global 
de la suma de residuales ajustada o un método 
secuencial basado en (9), puesto que ambos 
implican fracciones de cambio que convergen a 
la tasa  (Bai, 1997), donde el punto de partida 
inicial es. 
• Una vez se determina un punto de cambio 
significativo, se divide la serie en dos mues-
tras, se realizan pruebas de constancia de los 
parámetros para cada submuestra; se estima un 
modelo con un cambio, y se evalúan nuevos 
cambios significativos en cada submuestra, 
asociados con el rechazo de la prueba (3.3.2). 
• El proceso es repetido incrementando secuen-
cialmente en 1 hasta que la prueba (3.3.2) no 
pueda rechazar la hipótesis de que no existen 
cambios adicionales. 
El número final de puntos de cambio es así 
igual al número de rechazos obtenidos con las prue-
bas de constancia de parámetros más el número de 
cambios usados en el paso inicial.
2.4.2			Criterios	de	información
Otros procedimientos para la estimación del 
número de cambios están basados en la utilización 
de criterios de información. La idea básica es que 
se debe penalizar la adición de cualquier punto de 
cambio, puesto que la suma de residuales cuadráti-
cos disminuye periódicamente en . La penalidad 
debe forzar al estimador del número de puntos de 
cambio a que converja rápidamente al valor real 
para asegurar las características asintóticas de todas 
las valoraciones que dependen de ese estimador. 
Para modelos fácilmente identificados, una penali-
dad grande reduce en gran medida la probabilidad 
de sobrestimar el número de cambios. Sin embargo, 
si el modelo es difícil de identificar, entonces una 
penalidad grande da lugar a una probable subesti-
mación del número de cambios.
Nunes et al. (1996) muestran que el criterio 
Schwarz tiende a seleccionar el número máximo 
posible de cambios para un proceso integrado 
de orden uno sin cambios cuando se estima un 
modelo con cambios en media y en tendencia. 
Perron (1997) estudia vía simulaciones el compor-
tamiento de los criterios de información, Schwarz 
y Akaike en el contexto de estimar el número de 
cambios en la función de tendencia de una serie 
en presencia de correlación serial. Estos criterios 
funcionan razonablemente bien cuando los errores 
son incorrelacionados, pero eligen un número de 
cambios mucho más alto que el valor real cuando 
existe correlación serial. Cuando los errores son 
incorrelacionados pero existe una variable rezagada 
dependiente, el criterio Schwarz no funciona bien 
si el coeficiente de la variable rezagada dependiente 
es grande (más aún cuando se aproxima a la uni-
dad). En tales casos, el criterio Akaike funciona 
mejor bajo la hipótesis nula de ningún cambio 
pero subestima el número de cambios estructu-
rales cuando alguno está presente. Los resultados 
de Perron (1997) muestran que las conclusiones 
de Nunes et al. (1996) no dependen del hecho 
de que el proceso generador de los datos sea una 
caminata aleatoria; incluso un proceso AR(1) con 
un grado de correlación menor que 1 conduce a 
una sobrestimación del número de cambios. En el 
mismo contexto, Boutahar y Jouini (2003) prueban 
que cuando el proceso generador de los datos es un 
proceso estacionario en tendencia, o estacionario 
auto-regresivo sin algún cambio estructural, los 
criterios mencionados tienden a sobrestimar el 
número de cambios cuando se aplica una regre-
sión con cambio en la media (Jouini y Boutahar, 
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2005). Igualmente Kim (1997) hace una crítica 
a la propuesta de Nunes et al. (1996) afirmando 
que este requiere el uso de regresores apropiados 
puesto que se puede sobrestimar el número de 
cambios. Torres y Gamero (2000) consideran 
cambios complejos en series usando criterios de 
información.
Una clara ventaja la presentan Bai y Perron 
(1998) en el método secuencial que proponen, y 
es que, a diferencia de los criterios de informa-
ción, dicho método considera directamente la 
presencia de correlación serial en los errores y las 
varianzas heterogéneas a través de los diferentes 
segmentos.
La elección de la metodología a utilizar [proce-
dimientos secuenciales o criterios de información] 
en la estimación del número de cambios depende 
del grado de complejidad de la serie; así, para 
series fácilmente identificables, el procedimiento 
basado en criterios de información puede resultar 
más adecuado puesto que convergen rápidamente 
al valor real, presentando así, menos costo com-
putacional; y para series con comportamientos 
complejos los procedimientos secuenciales son 
útiles en la medida que no sólo permiten la es-
timación sistemática de los cambios, sino que, 
además, consideran la presencia de correlación 
serial y varianzas heterogéneas, las cuales pueden 
ser fuentes de error del procedimiento basado en 
criterios de información.
2.5   Localización de los cambios y los 
intervalos de confianza
Un aspecto igualmente importante en el 
estudio de cambios estructurales es determinar 
cuándo ocurre el cambio estructural. En mode-
los de regresión lineal, el método de estimación 
apropiado está basado en el principio de mínimos 
cuadrados (Lavielle y Moulines, 2000), (Maekawa 
et al 2004).
Bai (1997) estudia el caso de un cambio estruc-
tural simple. De hecho, él deriva la distribución 
asintótica del estimador del punto de cambio 
permitiendo la construcción de intervalos de la 
confianza que indican el grado de exactitud de la 
estimación. Bai y Perron (1998) extienden el aná-
lisis a modelos de múltiples cambios estructurales; 
ellos establecen la distribución limitadora de los 
estimadores de puntos de cambio para variaciones 
con magnitudes que decrecen.
Es posible construir intervalos de confianza 
para la estimación del punto de cambio bajo varios 
supuestos en la estructura de los regresores y los 
errores en los diversos segmentos (Bai y Perron, 
2003). La estimación de los puntos de múltiples 
cambios puede hacerse usando un método de 
estimación secuencial, como se mencionó ante-
riormente (Bai, 1997). La idea es que la suma de 
cuadrados de los residuales [como una función del 
punto de cambio] puede tener un mínimo local 
cerca de cada punto de cambio cuando existen 
múltiples cambios estructurales en el proceso. El 
mínimo global puede ser usado como un estima-
dor del punto de cambio, mientras que los otros 
mínimos locales pueden ser vistos como candida-
tos al punto de cambio estimado. La muestra es 
entonces dividida en el punto de cambio estimado, 
y se analizan las submuestras que se generan. La 
ventaja de este método recae en la robustez en la 
especificación del número de cambios y su ahorro 
computacional. El número de regresiones median-
te mínimos cuadrados, requeridas para calcular 
todos los puntos de cambio es de igual tamaño 
que la muestra. Cada punto de cambio estimado 
es consistente con algún punto real a pesar de 
la sobreespecificación del número de cambios 
estructurales. Bai (1997) demuestra que mejoras 
importantes son obtenidas por una re-estimación 
secuencial de estos puntos de cambio basados en 
muestras refinadas.
Igualmente, para la detección de puntos de 
cambio se han desarrollado herramientas visua-
les; una de estas es la construcción de los gráficos 
CUSUM (residuales recursivos acumulados), 
Cambios estructurales en series de tiempo: Una revisión del estado del arte 129
Revista Ingenierías, Universidad de Medellín volumen 7, No. 12, pp. 115-140 - ISSN 1692-3324 - enero-junio de 2008/197p. Medellín, Colombia
CUSUMQ (residuales cuadráticos recursivos) y 
RESIDUALES RECURSIVOS, los cuales permi-
ten evaluar los posibles cambios estructurales que 
pueden estar afectando la serie de tiempo con 
base en variaciones en el comportamiento de sus 
residuales y los puntos que cortan las bandas de 
significancia (Brown et al 1975).
A pesar de que se han propuesto algunos pro-
cedimientos para la estimación del punto exacto 
de cambio y los intervalos de confianza, debido a 
la escasez de modelos y procedimientos formales 
que respalden su utilización, se consideran estos 
tópicos poco tratados en la literatura y los cuales 
requieren un estudio adicional.
3   SERIES DE TIEMPO NO LINEALES 
CON CAMBIOS ESTRUCTURALES 
Y OUTLIERS
Ha sido ampliamente reconocido que muchas 
series temporales económicas y financieras poseen 
comportamientos no lineales y que, en muchos de 
los casos, no existen suficientes leyes físicas o econó-
micas que permitan especificar completamente un 
modelo estadístico para su representación (Granger 
y Terasvirta, 1999). El problema se ve agravado 
cuando dichas series presentan perturbaciones atí-
picas o cambios estructurales, los cuales modifican 
sus propiedades estadísticas y conducen a modelos 
inadecuados al no representar apropiadamente su 
comportamiento.
Hasta la fecha, la no linealidad, los cambios 
estructurales y las observaciones atípicas se estu-
dian principalmente de forma aislada; es decir, la 
mayoría de estudios se dedican exclusivamente a la 
representación de una de estas características, usan-
do procedimientos ad hoc para manejar las otras 
características (Giordani et al., 2005). Por ejemplo, 
en los estudios empíricos que implican modelos no 
lineales es común encontrarse argumentos como: 
la serie de tiempo ha sido ajustada mediante la 
estimación a priori de observaciones atípicas. Por 
una parte, este comportamiento es comprensible 
debido a que se han hecho pocas tentativas forma-
les de modelos que realicen una representación 
simultánea de diferentes características. Las ex-
cepciones incluyen Lundbergh et al. (2003), que 
consideran tener en cuenta en el modelo no lineal 
de la serie de tiempo cambios estructurales en los 
parámetros; Koop y Potter (1997), (1998), Zhang et 
al (2001), Galvao (2002) y Krolzig (2001) quienes 
desarrollaron un modelo para la representación de 
cambios estructurales en series no lineales median-
te un acercamiento bayesiano por umbrales; Hively 
et al (1999) que contemplan la caracterización de 
cambios estructurales en sistemas dinámicos no 
lineales; y Battaglia y Orfei (2005) y Franses y Van 
Dijk (2000) que proponen un procedimiento para 
la detección y valoración de outliers en modelos 
no lineales de la serie de tiempo.
Por otra parte, los peligros de centrarse en 
una característica específica de la serie ignorando 
virtualmente las otras son evidentes, pues las ca-
racterísticas no tenidas en cuenta pueden desviar 
seriamente la estimación de la característica de 
interés. Por ejemplo, la presencia de outliers puede 
ocultar o sugerir la falsa presencia de no linealida-
des (Koop y Potter, 1998). La presencia de cambios 
estructurales en series de tiempo no lineales puede 
conducir a una especificación inadecuada de su 
modelo, manifestado mediante una representa-
ción errónea de las propiedades de la serie, y en 
consecuencia, resulta en conclusiones incorrectas 
en su interpretación (Junttila, 2001), (Granger y 
Terasvirta, 1999).
Si bien en la última década se han hecho 
acercamientos a la problemática de cambios 
estructurales en series no lineales vía modelos 
paramétricos no lineales (van Dijk et al, 1996), 
(Delgado e Hidalgo, 2000) y (van Dijk et al, 2002), 
la principal falencia que se tiene en estos modelos 
es que aplican un patrón de no linealidad específico 
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para la serie analizada, no siendo adecuados para 
modelar otros tipos de no linealidades. Una forma 
alternativa de abordar el problema es la utilización 
de métodos no paramétricos de regresión no 
lineal, como son las redes neuronales, los cuales 
han demostrado tener la capacidad de reconocer y 
modelar comportamientos atípicos sin necesidad 
de un conocimiento a priori de la serie y sin una 
forma de no linealidad predefinida (Franses y Van 
Dijk, 2000 para tratamientos basados en outliers); 
sin embargo, estos modelos tienen la limitación 
de no permitir una explicación económica de los 
parámetros que estos generan.
Un modelo más completo es propuesto por 
Sánchez et al. (2005), quienes desarrollan una clase 
de modelos empíricos basados en la integración 
de diferentes metodologías como son las redes 
neuronales y los modelos estructurales estáticos, 
de tal forma que los efectos lineales de cada com-
ponente de la serie y sus cambios sean recogidos 
por el modelo estructural, y la no linealidad sea 
capturada mediante representaciones de redes neu-
ronales, eludiendo, así, las limitaciones que poseen 
las redes neuronales. En esta misma vía Sánchez 
y Velásquez (2005a) y (2005b) proponen modelos 
para cambios específicos como la tendencia y la 
componente estacional.
Aunque se han hecho algunos avances en 
el modelado de series de tiempo no lineales con 
cambios estructurales, existe aún un camino por 
recorrer relacionado con la correcta especificación 
de pruebas y procedimientos para la detección 
y estimación de dichos cambios, las pruebas de 
estabilidad y cointegración, los modelos de pro-
nóstico, entre otros. En resumen, es necesaria una 
ampliación del conjunto de herramientas para 
el análisis de series de tiempo, de tal forma que 
se permita el tratamiento simultáneo de diversas 
características importantes en la serie como son 
la presencia simultánea de cambios estructurales, 
outliers y no linealidades.
4   TÓPICOS ESPECIALES
4.1   Contraste de raíces unitarias
Las pruebas estándar de raíces unitarias 
Dickey–Fuller y Phillips–Perron (Dickey y Fuller, 
1979) y (Phillips y Perron, 1988) conducen a una 
aceptación de la presencia de una raíz unitaria, 
lo cual puede ser sospechosa cuando la muestra 
bajo consideración incorpora acontecimientos 
económicos capaces de causar cambios estruc-
turales. Para considerar dicha situación, Zivot y 
Andrews (1992) y Perron (1997) desarrollaron una 
serie de pruebas para la estimación de cambios 
estructurales endógenos; dichas pruebas permiten 
la evaluación de la presencia de una raíz unitaria 
contra la alternativa de un proceso estacionario 
con un cambio estructural en su tendencia; sin 
embargo, existen algunas diferencias entre dichas 
pruebas, la principal radica en que la prueba de 
Zivot y Andrews (1992) selecciona el punto de 
cambio donde el estadístico t − student en el 
coeficiente de la variable auto-regresiva se utiliza 
para probar óonde la hipótesis nula de una raíz 
unitaria es más negativa; mientras que la prueba 
de Perron (1997) selecciona el punto de cambio 
donde el valor absoluto del estadístico t − student 
en el coeficiente de la variable auto-regresiva o el 
cambio en la pendiente es maximizado (Altinay y 
Karagol, 2004). Además, la prueba de Perron tiene 
una variable dummy que representa el tiempo de 
cambio o de salto.
Después de la investigación de Perron, se ha 
reconocido que la presencia de cambios estructu-
rales puede reducir sustancialmente el poder de 
los contrastes de raíces unitarias. Lumsdaine y 
Papell (1997) y Leybourne y Newbold (2000) han 
propuesto una prueba basada en la de Dickey–Fu-
ller que permite múltiples cambios o simples. Sin 
embargo, como afirman Nunes et al. (1996), los 
contrastes de raíces unitarias están sujetos a dis-
torsiones en el tamaño y a la errónea aceptación 
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de las pruebas cuando la serie en estudio posee 
cambios estructurales; al respecto, ver también a 
Banerjee et al. (1992), Cook (2004), Lee (2000), 
Jonsson (2005), Maddala y Kim (1996).
En el proceso de especificación del modelo 
de una serie es necesario, entonces, tener un 
cuidado especial con los contrastes de raíces uni-
tarias cuando se sospecha la existencia de cambios 
estructurales, para evitar conclusiones erróneas y, 
asimismo, realizar un procedimiento sistemático 
para la detección y estimación de cada cambio.
4.2   Memoria larga
Desde una perspectiva empírica, la memoria 
larga está relacionada con el alto grado de persisten-
cia de los datos observados. El fenómeno de lento 
decrecimiento de la función de autocorrelación ha 
sido un campo de gran interés para muchos inves-
tigadores. La memoria larga puede considerarse 
una característica inherente de las series de tiempo; 
sin embargo, ésta puede también ocurrir cuando 
muchos procesos son agregados o por la presencia 
de cambios estructurales en la serie (Diebold e 
Inoue, 2001).
Granger y Terasvirta (1999) muestran cómo 
los parámetros estimados de memoria larga en 
las pruebas de estabilidad dependen mucho del 
número de cambios que pueden ocurrir en la serie 
y de su posición. Granger y Hyung (2004) afirman 
que los procesos lineales con cambios estructurales 
pueden imitar las propiedades de memoria larga. 
Dittmann y Granger (2002) demuestran que el 
parámetro estimado de memoria larga disminu-
ye cuando la probabilidad de cambio aumenta. 
Ohanissian et al (2003) desarrollaron una prueba 
simple para distinguir entre memoria larga falsa 
debido a cambios, y memoria larga verdadera.
Los estudios han demostrado que las pruebas 
de estabilidad están seriamente comprometidas, 
en términos de sus características de tamaño y 
de poder, en series que presentan cambios, par-
ticularmente en sus componentes deterministas, 
porque estos procesos dan la impresión de larga 
memoria4.
4.3   Pronóstico en series de tiempo con 
cambios estructurales
Gran cantidad de investigaciones han sido 
realizadas en este campo, donde se incluyen los 
trabajos de Clements y Hendry  (1996), (1997) y 
artículos posteriores. Trabajos recientes (Hyung 
y Franses, 2005), (Pesaran et al., 2004), (Clark 
y McCracken, 2005) tienen en cuenta de forma 
explícita la posibilidad de cambios estructurales 
y argumentan que los modelos orientados al pro-
nóstico presentan un comportamiento robustos 
ante la presencia de cambios estructurales. Cle-
ments y Hendry (1998) sugieren que la presencia 
de cambios estructurales es la principal fuente de 
error de pronóstico, y típicamente induce una falla 
sistemática en éste.
Un cambio estructural acentuado al inicio 
del período de pronóstico afecta en gran medida 
el poder predictivo del modelo, puesto que su 
presencia conlleva efectos de memoria larga en la 
función de auto-correlación, afectando igualmente 
los intervalos de predicción, los cuales pueden 
llegar a ser seriamente engañosos debido a que 
dichos eventos aumentan la variación estimada 
de la serie; igualmente, cambios no modelados 
correctamente pueden afectar la capacidad de de-
tectar cambios más recientes en la serie (Hendry y 
Clements, 2001).
Los pronósticos hechos antes de un cambio e 
ignorando su ocurrencia están limitados a sufrir 
sus efectos. Por lo tanto, ante la expectativa de 
pronosticar valores futuros de la serie es necesa-
rio considerar en el modelo la presencia de tales 
4 Para estudios a profundidad y aplicaciones véase contribuciones de Wright (1998), Hidalgo y Robinson (1996), Baner-
jee y Urga (2005), Baum et al. (1999), Morana y Beltratti (2004), Gadea et al. (2004), Yoon (2005), Lazarova (2005).
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cambios. Incluso ante un conocimiento a priori 
de las causas de los cambios, estos podrían ser 
parcialmente predecibles a partir de la ocurrencia 
de ellas. Una ruta puede ser monitoreando las 
frecuencias de los datos, los cuales deberían refle-
jar los cambios determinísticos; aunque existe la 
desventaja de que estos datos tienden a ser más 
ruidosos. Sin embargo, este análisis puede reflejar 
señales que lleven a pensar en la ocurrencia de 
algún suceso anómalo.
En general, los autores concluyen que hay 
muchos escenarios donde la inclusión de algunos 
datos anteriores al cambio para propósitos de la 
estimación de los parámetros del modelo autorre-
gresivo conduce a reducir los errores cuadráticos 
del pronóstico que si se utilizan datos posteriores al 
cambio. La construcción de modelos de pronóstico 
en presencia de cambios estructurales es entonces 
una práctica más realista; sin embargo, es también 
más compleja.
5   LIMITACIONES EN EL MODELADO 
DE SERIES DE TIEMPO CON 
CAMBIOS ESTRUCTURALES
La principal falencia en los métodos tra-
dicionalmente utilizados para la detección de 
cambios de carácter permanente es que estos 
asumen modelos lineales con formas funcionales 
predeterminadas, para los cuales la presencia de 
cambios en la serie provoca pérdidas de poder en 
la identificación del modelo y en las pruebas, y 
estimadores inconsistentes (Balke, 1993); es decir, 
los procedimientos propuestos para la detección de 
cambios permanentes se basan en la estimación de 
los parámetros de un modelo de regresión lineal 
sobre la serie (posiblemente) perturbada/conta-
minada. Si hay presentes cambios permanentes 
en la serie, los métodos convencionales de series 
de tiempo resultan en estimadores inconsistentes. 
Aquí todas las perturbaciones dependen de los 
parámetros estimados del modelo, por lo que 
ellos serán inconsistentes también. Más aún, las 
pruebas estándar de raíces unitarias no son útiles 
para distinguir cambios de poca magnitud que se 
repiten con una alta frecuencia para la serie en 
estudio versus aquellos cambios de gran magnitud 
que se presentan con poca frecuencia.
La presencia de cambios estructurales en una 
serie de tiempo impone una alta complejidad a los 
procesos de identificación del modelo, estimación 
y diagnóstico, puesto que dichos cambios afectan 
los resultados de las pruebas de identificación, y 
como se mencionó anteriormente, conducen a 
estimadores inconsistentes, lo que se refleja en la 
etapa de diagnóstico del modelo.
Un tema de inquietud en materia de cambios 
estructurales conocidos es la naturaleza subjetiva 
de los métodos y de las prácticas. Esto se puede 
ver en el lenguaje utilizado cuando los autores 
describen sus opciones para los intervalos de 
valores críticos. Éstos no se basan en resultados 
exactos, sino más en la intuición para la elección 
de un “intervalo significativo” en el cual el cambio 
debería estar, y esto hace los métodos propuestos 
vulnerables a la crítica de la subjetividad. Bai 
y Perron (2003) aportan a dicha problemática 
desarrollando pruebas para la detección no sólo 
del cambio estructural, sino también del punto 
exacto de cambio. Es una discusión reiterada en 
el trabajo de Lee y Strazicich (2001) quienes, en 
consenso con Harvey et al (2001), reparan en la 
necesidad de determinar el punto exacto de cam-
bio, y afirman que procedimientos tales como los 
usados por Zivot y Andrews (1992), identifican a 
menudo de forma incorrecta puntos de cambio en 
períodos posteriores al punto de cambio real, y esto 
ocurre con mayor frecuencia cuando la magnitud 
del cambio aumenta. Por lo tanto, es importante 
tener en cuenta en los procesos de estimación y 
determinación del punto exacto de cambio, las 
consecuencias de incluir o no un cambio ante 
poco conocimiento acerca de la serie.
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La presencia de cambios estructurales en la 
serie puede conducir a una alta variación (volati-
lidad) en el término del error, y más aún puede 
crear patrones en los residuales que se interpreta-
rían erróneamente en la etapa de identificación 
del modelo. Las pruebas de volatilidad sufren 
severas distorsiones ante la presencia de cambios 
estructurales, cuando tales cambios no son con-
siderados.
Cuando las series poseen cambios múltiples y 
sólo uno de ellos es considerado específicamente 
en el análisis, los cambios que no son tenidos en 
cuenta pueden acarrear una errónea aceptación de 
la hipótesis de estacionariedad (raíz unitaria) (Bai 
y Perron, 1998).
6 DISCUSIÓN
Como se ha visto a lo largo de este artículo, 
la presencia de cambios estructurales en series 
de tiempo afecta de una manera importante su 
análisis. En este trabajo se ha discutido acerca de 
la representación de series de tiempo con cambios 
estructurales, de las pruebas existentes para la esti-
mación de cambios tanto simples como múltiples 
y para calcular el número de cambios. Igualmente, 
se han analizado las implicaciones para series de 
tiempo no lineales y se ha discutido acerca de 
cómo la presencia de cambios estructurales afecta 
el desarrollo de los contrastes de raíces unitarias, 
memoria larga y pronóstico. Finalmente, se han 
evaluado brevemente las limitaciones que posee 
la metodología tradicional en la representación 
de series de tiempo con cambios estructurales. 
La conclusión predominante que emerge de este 
trabajo es que los cambios estructurales tienen un 
marcado efecto en el modelado de series de tiempo, 
lo cual incentiva su análisis.
Un estudio de la evolución cronológica de las 
investigaciones acerca de cambios estructurales en 
series de tiempo demuestra que aproximadamente 
83 artículos acerca de la temática fueron publica-
dos en el período 1999-2003, comparado con 40 
durante 1994-1998 y 13 en el período 1989-1994 
(Banerjee y Urga, 2005); para el período 2004-2005 
se han publicado aproximadamente 42 artículos, 
lo que demuestra un claro interés de la comunidad 
científica en el estudio de la temática planteada.
En el análisis de la literatura aquí presentado, 
se ha hecho un estudio somero de algunos de los 
temas importantes en el análisis de series de tiempo 
con cambios estructurales; sin embargo, en este 
proceso se demostró la riqueza y la diversidad de 
la temática analizada y el grado de crecimiento de 
las investigaciones en el área.
Si bien, las investigaciones acerca de cambios 
estructurales han tenido un marcado crecimiento, 
existen aún campos de investigación que requie-
ren ser estudiados, tales como el desarrollo de 
procedimientos formales para la especificación y 
construcción de modelos para series de tiempo no 
lineales con cambios estructurales, donde ambas ca-
racterísticas sean consideradas de forma simultánea 
y no se requiera un fuerte conocimiento previo de 
la serie; el desarrollo de un conjunto de pruebas su-
ficientes que permitan la identificación, estimación 
y representación de series con las características 
citadas; la construcción de modelos orientados al 
pronóstico; y la caracterización de diferentes tipos 
de cambios estructurales.
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