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THE AX-KOCHEN THEOREM: AN APPLICATION OF MODEL
THEORY TO ALGEBRA
ALEX KRUCKMAN
Abstract. The Ax-Kochen Theorem is a purely algebraic statement about the zeros of
homogeneous polynomials over the p-adic numbers, but it was originally proved using tech-
niques from mathematical logic. This document, the author’s undergraduate honors thesis,
provides an exposition of the theorem and its proof via model theory, assuming no previous
experience with logic.
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1. An Opening Remark
This document is the author’s undergraduate honors thesis, completed at Brown University
in Spring 2010. It is an exposition of a direct route to the proof of the Ax-Kochen Theorem,
requiring no previous experience with mathematical logic (indeed the author knew very little
model theory when he wrote it!), or with valued fields.
1
2 ALEX KRUCKMAN
As such, it is a bit old fashioned, and it omits proofs of some of the key ingredients
from the theory of valued fields (Lemmas 5.1.8 through 5.1.11). A reader looking for a
more sophisticated approach could consult the lecture notes by van den Dries [vdD04]. In
these notes, the theory of valued fields is central, and the Ax-Kochen Principle is viewed
as a consequence of a relative quantifier elimination result for Henselian valued fields of
equicharacteristic 0, in which satisfaction of sentences in the language of valued fields is
reduced to satisfaction of sentences in the language of the residue field and the language of
the value group, respectively.
2. Introduction
Certain fields have the property, called Ci, that every homogeneous polynomial with
enough variables relative to its degree (specifically, n > di, where n is the number of variables
and d is the degree) has a nontrivial zero.
Emil Artin conjectured that for all primes p, the p-adic field Qp is C2. This conjecture
turned out to be false; in fact, Qp is not C2 for any p. However, in their paper Diophantine
problems over local fields [AK65], Ax and Kochen provided a partially positive result.
Theorem 5.3.1 (Ax-Kochen Theorem). For each degree d ≥ 1, there exists a finite set of
primes P (d) such that for all p /∈ P (d), if f is a homogeneous polynomial over Qp of degree
d in n variables such that n > d2, then f has a nontrivial zero in Qnp .
The methods used by Ax and Kochen come from model theory, a branch of mathematical
logic. They were able to prove a much more general result, known as the Ax-Kochen Prin-
ciple, which allows theorems about the fields Fp((t)) of formal Laurent series over the finite
fields Fp to be transferred to theorems about the fields Qp.
Theorem 5.2.3 (Ax-Kochen Principle). Any first-order logical statement about valued fields
which is true of all but finitely many of the fields Fp((t)) is true of all but finitely many of
the fields Qp.
This thesis provides an exposition of the algebra and model theory necessary to understand
the Ax-Kochen Theorem and its proof. It should be accessible to any reader with a firm
grasp of abstract algebra.
We begin in Section 3.1 by introducing homogeneous polynomials and the Ci properties. In
Sections 3.2 and 3.3, we prove Ci properties for finite fields and algebraic and transcendental
extension fields. In Section 3.4, we introduce valued fields and the completion of a discrete
valued field, constructing the p-adic fields along the way. Finally, we prove that Fp((t)) is
C2 for all p, the result that will be transferred to the p-adics to complete the proof of the
Ax-Kochen Theorem. For the material in Chapter 3, I have followed Greenberg [Gre69]
closely.
In Chapter 4, we introduce the reader to model theory, with a focus on those techniques
and examples relevant to the Ax-Kochen Principle. I have modeled my notation and expo-
sition after that in Marker [Mar02], but some of the details (for example, the material on
ultraproducts and the model theory of valued fields) come from Chang and Keisler [CK73].
Chapter 5 is devoted to the proof of of the Ax-Kochen Principle. The proof relies on the
result that the Fp((t)) and Qp are Henselian valued fields, and we introduce Hensel’s Lemma
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and some of its consequences in Section 5.1. We give the proof of the Ax-Kochen Principle in
Section 5.2, the cornerstone of which is Theorem 5.2.2, which implies that the ultraproducts
of the fields Fp((t)) and Qp are elementarily equivalent. Finally, we derive the Ax-Kochen
Theorem as a corollary in Section 5.3. Again, the main reference for the proof is Chang and
Keisler [CK73].
Some sections require a familiarity with the transfinite numbers. Their properties are
covered in Appendix A. We will also use the resultant, an algebraic tool for comparing the
roots of two polynomials. It is introduced in Appendix C. For simplicity, the proof of the
Ax-Kochen Principle as given relies on the Continuum Hypothesis. Appendix B describes a
method for eliminating the Continuum Hypothesis from the argument.
This thesis was written in partial fulfillment of the requirements for the degree of Bach-
elor of Science with Honors in Mathematics at Brown University. I would like to express
my eternal gratitude to my advisors Dan Abramovich and Michael Rosen, who have been
extremely generous with their time, suggestions, and support, and to my parents, for their
devotion to my education.
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3. On Quasi-Algebraic Closure
3.1. The Ci Properties and Algebraically Closed Fields.
Definition 3.1.1. A polynomial f over a field F is homogeneous of degree d ≥ 1 in n
variables, x1, . . . , xn, if all monomials of f have degree d, that is, if it can be written in the
form f(x1, . . . , xn) =
∑
i aix
bi,1
1 . . . x
bi,n
n such that for all i,
∑n
j=1 bi,j = d.
Remark 3.1.2. If f is a homogeneous polynomial of degree d in n variables over F , then
for all c ∈ F , f(cx1, . . . , cxn) = cdf(x1, . . . , xn).
Example 3.1.3. The function which computes the determinant of an n × n matrix is a
homogeneous polynomial of degree n in n2 variables, the matrix entries.
Since a homogeneous polynomial cannot have a constant term, all homogeneous polynomi-
als have the trivial zero (0, . . . , 0). It is of interest to explore when homogeneous polynomials
have nontrivial zeros.
Example 3.1.4. Let fn be the polynomial x
2
1 + x
2
2 + . . . + x
2
n. For all n > 0, fn is a
homogeneous polynomial of degree 2 in n variables. Over R, fn has only the trivial zero for
all n. But over C, fn has nontrivial zeros (for example, (1, i, 0, . . . , 0)) for all n > 1. It is
easy to check that over F7, fn has nontrivial zeros for all n > 2, and in Section 3.2 we will
show that this is the case for all finite fields. The 2 comes from the degree of fn.
Definition 3.1.5. A field F is called Ci for i ∈ N if every homogeneous polynomial over F
of degree d in n variables such that n > di has a nontrivial zero in F n.
We can easily characterize the C0 fields.
Theorem 3.1.6. A field is C0 if and only if it is algebraically closed.
Proof. Suppose F is an algebraically closed field. Let f(x1, . . . , xn) be a homogeneous poly-
nomial over F of degree d in n > d0 = 1 variables. Write f as a polynomial in one variable, x1,
with coefficients in F [x2, . . . , xn], f =
∑d′
i=1 fi(x2, . . . , xn)x
i
1. The degree of this polynomial,
d′, is the highest power of x1 appearing in any term of f .
If d′ = 0, then no nonzero power of x1 appears in f , so f(1, 0, . . . , 0) = f(0, 0, . . . , 0) = 0,
and (1, 0, . . . , 0) is a nontrivial zero of f . Otherwise, if d′ > 0, consider the leading coefficient,
fd′(x2, . . . , xn). We would like to find nontrivial (α2, . . . , αn) ∈ F n−1 which is not a zero
of fd′ . All algebraically closed fields are infinite, and a nonzero polynomial cannot have
infinitely many zeros, so there exists (α2, . . . , αn) ∈ F n−1 such that αj 6= 0 for some j and
fd′(α2, . . . , αn) 6= 0.
Let f = f(x1, α2, . . . , αn). We have simply evaluated the coefficients fi at (α2, . . . , αn),
and the leading coefficient is nonzero, so f is a polynomial of degree d′ > 0 in one variable,
x1. Since F is algebraically closed, f has a zero, α1. Then (α1, α2, . . . , αn) is a zero of f ,
and this zero is nontrivial, since αj 6= 0.
Conversely, suppose F is a C0 field. Let f(x) = adx
d+ad−1x
d−1+ . . .+a0 be a polynomial
of degree d ≥ 1 over F . We would like to show that f has a root in F . Let f̂(x1, x2) =
adx
d
1 + ad−1x
d−1
1 x2 + . . . + a1x1x
d−1
2 + a0x
d
2. Now f̂ is a homogeneous polynomial over F of
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degree d in 2 variables, and 2 > d0 = 1, so f̂ has a nontrivial zero (α1, α2) ∈ F 2. Note that
α2 6= 0, since otherwise f̂(α1, α2) = f̂(α1, 0) = adαd1 = 0, so α1 = 0, and (α1, α2) is trivial.
We have f̂(α1, α2) = 0, so by Remark 3.1.2, f̂(α1α
−1
2 , 1) = (α
−1
2 )
df̂(α1, α2) = 0. But
substituting 1 for x2 in f̂ , f̂(x1, 1) = f(x1), so f(α1α
−1
2 ) = f̂(α1α
−1
2 , 1) = 0, and α1α
−1
2 is a
root of f in F . Thus every polynomial over F of nonzero degree has a root in F , and hence
F is algebraically closed. 
This theorem suggests that the Ci properties can be seen as generalizations of the property
of algebraic closure. For this reason, C1 fields are called quasi-algebraically closed. In the
following sections, we will show that many frequently encountered fields are Ci for some i.
As a special case, we will obtain our first main result: for all primes p, Fp((t)), the field of
formal Laurent series in one variable over the finite field with p elements, is C2.
3.2. Finite Fields. Throughout this section, let K be a finite field of characteristic p with
|K| = q. Recall that
• p is prime,
• q = pv for some v > 0, and
• the multiplicative group K∗ = K\{0} is cyclic of order q − 1.
We will show that all finite fields are C1. We begin with a simple but useful lemma.
Lemma 3.2.1. For m > 0, ∑
a∈K
am =
{
−1 if (q − 1) |m
0 otherwise
.
Proof. Suppose q − 1 |m. Then for all a ∈ K∗, am = 1, so∑
a∈K
am = 0m +
∑
a∈K∗
am
=
∑
a∈K∗
1
= −1
since q − 1 ≡ −1 (mod p).
Otherwise, if (q − 1) ∤ m, let b be a generator of the cyclic group K∗. Then bm 6= 1, since
|K∗| = q − 1. Let S =
∑
a∈K a
m =
∑
a∈K∗ a
m. Multiplication by b permutes the elements of
K∗, so
S =
∑
a∈K∗
(ba)m
= bm
∑
a∈K∗
am
= bmS,
and thus (bm − 1)S = 0. But bm − 1 6= 0, so S = 0, as was to be shown. 
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The next theorem implies that finite fields are C1, but it is actually a stronger result about
the number of zeros of any polynomial (not necessarily homogeneous) with more variables
than its degree.
Theorem 3.2.2 (Chevalley-Warning, [Gre69, Theorem 2.3]). Let f be a polynomial over
K of degree d in n variables, x1, . . . , xn. If n > d, then the number of zeros of f in K
n is
divisible by p.
Proof. For (α1, . . . , αn) ∈ Kn,
1− f(α1, . . . , αn)
q−1 =
{
1 if f(α1, . . . , αn) = 0
0 otherwise
.
We will count the number of zeros (mod p) of f by summing the values of this expression
over all (α1, . . . , αn) ∈ Kn. There are qn such n-tuples.∑
(α1,...,αn)∈Kn
(1− f(α1, . . . , αn)
q−1) = qn −
∑
(α1,...,αn)∈Kn
f(α1, . . . , αn)
q−1
= 0−
∑
(α1,...,αn)∈Kn
f(α1, . . . , αn)
q−1.
Now f q−1 has degree d(q − 1), and we can write it as a linear combination of monomials
of at most that degree. Let
∏n
i=1 x
µi
i be one such monomial. The degree of this monomial is∑n
i=1 µi ≤ d(q − 1). By assumption, n > d, so for at least one j, µj < q − 1. Consider the
sum
∑
(α1,...,αn)∈Kn
∏n
i=1 α
µi
i =
∏n
i=1
∑
αi∈K
αµii . The j
th term of this product is
∑
αj∈K
α
µj
j .
If µj = 0, this is
∑
αj∈K
1 = q = 0. Otherwise, 0 < µj < q − 1, so the sum is 0 by Lemma
3.2.1. Hence the product is 0, and the sum over (α1, . . . , αn) ∈ Kn of each monomial of f q−1
is 0, so
∑
(α1,...,αn)∈Kn
f(α1, . . . , αn)
q−1 = 0.
Thus the number of zeros of f in Kn is 0 mod p. 
Corollary 3.2.3. Finite fields are C1.
Proof. Let f be a homogeneous polynomial over the finite field K of degree d in n variables,
where n > d. By Theorem 3.2.2, the number of zeros of f is divisible by p. Now f has at
least one zero (the trivial zero), so it has at least p zeros, and in particular it has at least
p− 1 nontrivial zeros. Thus K is C1. 
3.3. Extension Fields. In this section, we will show that an extension field of a Ci field of
finite transcendence degree j is Ci+j . The main idea is to expand a homogeneous polynomial
according to a basis for the extension field into a vector of homogeneous polynomials over
the base field. So we will need a tool (Theorem 3.3.7) for finding nontrivial common zeros
of sets of homogeneous polynomials. The proof of this theorem relies on the concept of a
normic form.
Definition 3.3.1. A normic form is a homogeneous polynomial φ of degree d in n variables
such that n = d and φ has only the trivial zero.
The name normic form comes from the following example.
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Definition 3.3.2. Let E be a finite algebraic extension of a field F . For all x ∈ E, let
mx : E → E be the linear transformation mx(y) = xy. The norm of x, denoted N(x), is the
determinant of mx.
Example 3.3.3. Consider C as an algebraic extension of R of degree 2. Take {1, i} as a basis
for C over R. For any complex numbers a and b, we can write a = a1 + a2i and b = b1 + b2i
according to this basis. Then ab = (a1b1 − a2b2) + (a1b2 + a2b1)i.
Representing b as a vector and multiplication by a as a matrix, we have
ma(b) =
(
a1 −a2
a2 a1
)(
b1
b2
)
=
(
a1b1 − a2b2
a1b2 + a2b1
)
.
Then N(a) = |ma| = a21 + a
2
2. Taking the coordinates a1 and a2 as variables, N is a
homogeneous polynomial of degree 2 in 2 variables over R, and it has only the trivial zero
in R2, so N is a normic form.
Lemma 3.3.4 ([Gre69, Lemma 3.1]). If E is a finite algebraic extension of F of degree
d > 1, then the norm N(x) is a normic form over F of degree d, whose variables are the d
coordinates of x after choosing a basis for E as a vector space over F .
Proof. Let w1, . . . , wd be a basis for E. We define the constants c
k,l
j by
wkwl =
d∑
j=1
ck,lj wj
for all 1 ≤ k, l ≤ d. That is, ck,l is wkwl expressed as a vector.
We will write the variable x as a vector in terms of this basis, x =
∑d
k=1 xkwk. Then for
any b ∈ E, writing b =
∑d
l=1 blwl,
mx(b) =
(
d∑
k=1
xkwk
)(
d∑
l=1
blwl
)
=
d∑
k=1
d∑
l=1
xkblwkwl
=
d∑
j=1
d∑
l=1
d∑
k=1
xkblc
k,l
j wj
=

∑d
l=1
∑d
k=1 xkblc
k,l
1
...∑d
l=1
∑d
k=1 xkblc
k,l
d

=

∑d
k=1 xkc
k,1
1 . . .
∑d
k=1 xkc
k,d
1
...
. . .
...∑d
k=1 xkc
k,1
d . . .
∑d
k=1 xkc
k,d
d

 b1...
bd
 ,
and we have determined the matrix representation of mx.
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The determinant of this matrix, N(x), is a homogeneous polynomial of degree d in the
variables x1, . . . , xd. For a ∈ E, if a 6= 0, a has an inverse in E, so multiplication by a is
invertible, ma is an invertible matrix, and N(a) 6= 0. Thus N has only the trivial zero, and
N is a normic form. 
Lemma 3.3.5 ([Gre69, Lemma 3.2]). If a field F is not algebraically closed, then there exist
normic forms over F of arbitrarily large degree.
Proof. F is not algebraically closed, so it has some finite algebraic extension of degree
d > 1. By Lemma 3.3.4, there is a normic form φ(x1, . . . , xd) of degree d over F . Let
φ1(x1,1, . . . , x1,d), . . . , φd(xd,1, . . . , xd,d) be d copies of φ, each with a set of d distinct variables.
By substituting each φi for xi in φ, we obtain φ
(2) = φ(φ1, . . . , φd), which is a homogeneous
polynomial of degree d2 in d2 variables.
Now φ has only the trivial zero, so at any zero of φ(2), each φi must also take the value
0. But each φi has only the trivial zero, so φ
(2) has only the trivial zero, and thus φ(2) is a
normic form of degree d2.
For all m > 2, we inductively define φ(m) = φ(m−1)(φ1, . . . , φdm−1), where φ1, . . . , φdm−1 are
copies of φ, each with a distinct set of d variables. The same argument shows that φ(m) is a
normic form of degree dm. Taking m arbitrarily large produces normic forms of arbitrarily
large degree. 
We will assume the following theorem. It is not necessary to prove the Ax-Kochen The-
orem, but it will allow us to state Theorems 3.3.7 and 3.3.9 so that they also cover the
C0 case. The proof can be easily located in a book on algebraic geometry, for example
Hartshorne [Har77] Chapter 1, Theorem 7.2 is an equivalent statement.
Theorem 3.3.6. Let F be an algebraically closed field. If f1, . . . , fr are homogeneous poly-
nomials over F in n variables, where n > r, then they have a common nontrivial zero in
F n.
When F is not algebraically closed, but is Ci for i > 0, we can use normic forms to
demonstrate the existence of nontrivial common zeros.
Theorem 3.3.7 (Lang-Nagata, [Gre69, Theorem 3.4]). Let F be a Ci field. Let f1, . . . , fr
be homogeneous polynomials over F of degree d in n variables. If n > rdi, then they have a
nontrivial common zero in F n.
Proof. If F is algebraically closed, then F is C0 by Theorem 3.1.6. So we have n > rd
0 = r,
and by Theorem 3.3.6, the polynomials have a nontrivial common zero in F n.
Otherwise, there is a normic form φ over F of degree l ≥ r in l variables by Lemma 3.3.5.
For all m ≥ 1, we define φ(m) inductively, and we define Dm and Nm to be the degree and
number of variables of φ(m) respectively:
φ(1) = φ(f1,1, . . . , f1,r, f2,1, . . . , f2,r, . . . , f⌊ l
r
⌋,1, . . . , f⌊ l
r
⌋,r, 0, . . . , 0)
φ(m) = φ(m−1)(f1,1, . . . , f1,r, f2,1, . . . , f2,r, . . . , f⌊Nm−1
r
⌋,1
, . . . , f
⌊
Nm−1
r
⌋,r
, 0, . . . , 0),
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where each set of polynomials fj,1, . . . , fj,r is a copy of the set f1, . . . , fr with a distinct set
of n variables, xj,1, . . . , xj,n. That is, for all j and k, fj,k = fk(xj,1, . . . , xj,n). Note that we
substitute as many complete sets as possible before padding with 0s.
We will prove by induction that for all m ≥ 1, if φ(m) has a nontrivial zero, then the
f1, . . . , fr have a nontrivial common zero. For the base case, suppose that φ
(1) has a nontrivial
zero, α ∈ FN1. We will denote by αj,k the xj,k-coordinate of α. Consider the values of the
polynomials fj,k substituted into φ in the definition of φ
(1) at α. Since φ is normic, it has
only the trivial zero, and thus all of the fj,k are 0. This means that for all j, αj,1, . . . , αj,n is
a common zero for f1, . . . , fr. Since α is nontrivial, at least one of the αj,k is nonzero, so for
at least one j, αj,1, . . . , αj,n is a nontrivial common zero of f1, . . . , fr.
Now suppose that for m > 1, φ(m) has a nontrivial zero, α ∈ FNm. Consider the values
of the polynomials fj,k substituted into φ
(m−1) at α. If they are all 0, then for at least one
j, αj,1, . . . , αj,n is a nontrivial common zero of f1, . . . , fr. If the values of the fj,k are not
all 0, then these values constitute a nontrivial zero for φ(m−1), and by induction we have a
nontrivial common zero for f1, . . . , fr.
Since F is Ci, it remains to show that for some m, Nm > (Dm)
i, since then φ(m) has a
nontrivial zero. We have D1 = dl and N1 = n⌊
l
r
⌋, and for all m > 1, Dm = dDm−1 and
Nm = n⌊
Nm−1
r
⌋. Now,
Nm
(Dm)i
≥
n(Nm−1
r
)
(dDm−1)i
≥
( n
rdi
)( Nm−1
(Dm−1)i
)
Expanding inductively,
Nm
(Dm)i
≥
( n
rdi
)m−1( N1
(D1)i
)
≥
( n
rdi
)m−1(n ( l
r
)
(dl)i
)
≥
( n
rdi
)m
l1−i.
By assumption, n > rdi, so limm→∞
Nm
(Dm)i
=∞, and in particular Nm > (Dm)i for m large
enough, as was to be shown. 
We are now in a position to prove our results about extension fields.
Theorem 3.3.8 ([Gre69, Theorem 3.5]). If F is a Ci field, then every algebraic extension
of F is Ci.
Proof. It suffices to prove the theorem for any finite extension of F , since the coefficients of
any polynomial lie in a finite extension.
Let E be a finite algebraic extension of F of degree e, and let w1, . . . , we be a basis
for E over F . Let f be a homogeneous polynomial over E of degree d in n variables,
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x1, . . . , xn, where n > d
i. We will write each variable in terms of the basis for E, substituting∑e
k=1 xj,kwk for each xj and letting the xj,k vary over F .
Expanding, and writing f in terms of the basis for E, f =
∑e
k=1 fkwk, where the fk are
polynomials in the variables xj,k. Each fk is a linear combination of monomials of degree d,
so the fk are homogeneous polynomials of degree d in en variables over F .
Now f has a nontrivial zero in En if and only if the fk have a nontrivial common zero in
F en. Such a zero exists by Theorem 3.3.7, since en > edi. 
Theorem 3.3.9 ([Gre69, Theorem 3.6]). If F is a Ci field, and E is an extension of F of
finite transcendence degree j, then E is Ci+j.
Proof. By Theorem 3.3.8, we can reduce to the case in which E is a purely transcendental
extension. Any purely transcendental extension of F of degree j is isomorphic to the field of
rational functions in j variables, F (t1, . . . , tj). We will show that when E = F (t), E is Ci+1.
A simple induction on j then completes the proof.
The coefficients of homogeneous polynomials over F (t) are, in general, rational functions.
However, it suffices to consider homogeneous polynomials with coefficients in F [t], the ring
of polynomials, since we can clear denominators. That is, for f ∈ F (t)[x1, . . . , xn], if g is
the product of the denominators of the coefficients of f , then gdf ∈ F [t][x1, . . . , xn]. But if
(a1, . . . , an) is a nontrivial zero of g
df , then (ga1, . . . , gan) is a nontrivial zero of f by Remark
3.1.2.
Let f be a homogeneous polynomial over F [t] of degree d in n variables, x1, . . . , xn, where
n > di+1. For some s > 0, which we leave unspecified for now, substitute
∑s
k=0 xj,kt
k for each
xj , where the xj,k vary over F . If r is the highest degree (in terms of t) of the coefficients
of f , then combining like powers of t, f =
∑ds+r
k=0 fkt
k, where the fk are polynomials in
the variables xj,k. Each fk is a linear combination of monomials of degree d, so the fk are
homogeneous polynomials of degree d in n(s+ 1) variables over F .
We can apply Theorem 3.3.7 if n(s+ 1) > (ds+ r + 1)di, or equivalently, if (n− di+1)s >
(r + 1)di − n. By assumption, n > di+1, so this inequality is satisfiable by picking s large
enough. Then the theorem gives us a nontrivial common zero for the fk in F
n(s+1), which
supplies a nontrivial zero of f in En. 
3.4. Valued fields. The goal of this section is to prove that the field of formal Laurent
series over any finite field is C2. Along the way we will develop the theory of discrete valued
fields and their completions, which will allow us to define the p-adic fields. We begin with
some definitions.
Definition 3.4.1. A linearly ordered abelian group is an abelian group G, together with an
order relation ≤, such that for all a, b, c ∈ G,
(1) ≤ is a linear order on G, that is,
(a) a ≤ b or b ≤ a,
(b) if a ≤ b and b ≤ a, then a = b,
(c) if a ≤ b and b ≤ c, then a ≤ c, and
(2) if a ≤ b, then a + c ≤ b+ c.
We will sometimes write b ≥ a instead of a ≤ b, and we will write a < b to mean a ≤ b
and a 6= b.
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Definition 3.4.2. Let G be a linearly ordered abelian group, where we extend the order
and group operation on G to include∞, so that for all b ∈ G∪{∞}, b ≤ ∞ and b+∞ =∞.
Given a field F and a map v : F → G ∪ {∞}, such that for all a, b ∈ F ,
(1) v(a) =∞ if and only if a = 0,
(2) v(ab) = v(a) + v(b), and
(3) v(a+ b) ≥ min(v(a), v(b)),
we call F a valued field and v a valuation on F .
Example 3.4.3. Given a field F and a linearly ordered abelian group G, F can be equipped
with the trivial valuation v : F → G ∪ {∞} which maps 0F to ∞ and all other elements to
0G.
Example 3.4.4. For any prime p, define vp : Z \ {0} → N by vp(a) = k, where k is the
maximum integer such that pk | a. We can extend vp to a function Q→ Z∪ {∞} by setting
vp(0) =∞ and vp(
a
b
) = vp(a)− vp(b). It is easy to verify that this extension is well-defined,
and that Q and vp satisfy the conditions given in Definition 3.4.2.
Example 3.4.5. For any field F , we can define a similar valuation on the field of rational
functions over F . Define vt : F [t] \ {0} → N by vt(f(t)) = k, where k is the maximum
integer such that tk | f(t). If f(t) = antn + . . . + a0, vt(f(t)) is the minimum k such that
ak 6= 0. We can extend vt to a function F (t) → Z ∪ {∞} by setting vt(0) = ∞ and
vt(
f
g
) = vt(f)− vt(g). It is easy to verify that this extension is well-defined, and that F (t)
and vt satisfy the conditions given in Definition 3.4.2.
We can immediately establish some simple facts about valuations.
Lemma 3.4.6. Let F be a valued field with valuation v : F → G ∪ {∞}. For all a, b ∈ F ,
(1) v(1) = 0,
(2) v(a−1) = −v(a)
(3) v(−a) = v(a),
(4) if v(a) 6= v(b), then v(a + b) = min(v(a), v(b)).
Proof. Property (2) in Definition 3.4.2 shows that v is a homomorphism from F ∗ to G. Thus
it maps the identity of F ∗ to the identity of G: v(1) = 0. Also, v maps inverses in F ∗ to
inverses in G: v(a−1) = −v(a).
Now by property (1a) in Definition 3.4.1, either 0 ≤ v(−1) or v(−1) ≤ 0. Suppose
0 ≤ v(−1). Then by property (2), v(−1) ≤ v(−1) + v(−1) = v(−1 · −1) = v(1) = 0, so
v(−1) = 0 by property (1b). The same argument holds if we assume v(−1) ≤ 0, in which case
v(−1) ≥ v(−1)+v(−1) = 0, so v(−1) = 0. Hence for all a ∈ F , v(−a) = v(−1)+v(a) = v(a).
If v(a) 6= v(b), say v(a) < v(b), then v(a + b) ≥ min(v(a), v(b)) = v(a) = v(a + b +
−b) ≥ min(v(a + b), v(−b)). But we have the strict inequality v(a) < v(b) = v(−b), so
min(v(a+ b), v(−b)) = v(a+ b), and thus we have equality above: v(a+ b) = min(v(a), v(b)).
The same argument holds if v(b) < v(a). 
All valued fields come with a few interesting structures:
• v is a homomorphism from F ∗ to G, so the image v(F ∗) is a linearly ordered subgroup
of G, called the value group. Note that since v(0) =∞, v(F ) = v(F ∗) ∪ {∞}.
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• We define OF = {a ∈ F | v(a) ≥ 0}. The set OF contains 1 and 0, and is closed
under addition, multiplication, and additive inverse, so it is a subring of F , called the
valuation ring. We will denote the valuation ring by O when there is no ambiguity.
For all a ∈ F , a ∈ O or a−1 ∈ O, since if v(a) < 0, then v(a) + v(a−1) < v(a−1), and
thus v(a−1) > v(1) = 0. Hence the field of fractions of O is F .
• For a ∈ O, if also a−1 ∈ O, then v(a) + v(a−1) = v(a) + −v(a) = 0, but both
v(a) ≥ 0 and v(a−1) ≥ 0, so v(a) = v(a−1) = 0. Conversely, if v(a) = 0, then
v(a−1) = −v(a) = 0, and a−1 ∈ O. Thus {a ∈ F | v(a) = 0} is O∗, the group of units
of O.
• We define I1 = {a ∈ O | v(a) > 0}. The set I1 is an ideal in O, since it is closed under
addition, and if a ∈ I1, b ∈ O, then v(ab) = v(a) + v(b) > 0, so ab ∈ I1. Moreover,
it is a maximal ideal, since if I is an ideal in O properly containing I1, then there is
a ∈ I with v(a) = 0, so a is a unit, and thus I = O.
• We define F = O/I1. Since I1 is a maximal ideal, F is a field, called the residue class
field. The residue class of a ∈ O mod I1 is denoted a.
Discrete Valued Fields. The value group of a discrete valued field is isomorphic to Z. The
structure imposed by the valuation axioms allows us to complete such a field in a way
analogous to how R is obtained by a completion of Q. Our two main examples of valued
fields, Fp(t) and Q, are discrete valued fields with completions Fp((t)) and Qp respectively.
Definition 3.4.7. A valued field F with valuation v is called discrete if its value group
v(F ∗) is isomorphic to Z with its usual ordering. Call the isomorphism φ. An element pi ∈ F
is called a prime element if φ(v(pi)) = 1.
For notational convenience, we will suppress the isomorphism φ and identify the value
groups of our discrete valued fields with the integers.
The fields Q and F (t) with valuations vp and vt defined in Examples 3.4.4 and 3.4.5 are
discrete valued fields.
Lemma 3.4.8. Let F be a discrete valued field with valuation v. Let pi be a prime element
in F . Then for n ∈ Z, any a ∈ F ∗ with v(a) = n can be written as upin with u ∈ O∗, and
for all n ≥ 1, the set In = {a ∈ F | v(a) ≥ n} is a principal ideal of O, generated by pin.
Proof. For all a ∈ F ∗, let n = v(a). Then v(api−n) = v(a)+v(pi−n) = n−n = 0, so u = api−n
is a unit in O. We can write a = upin, with u ∈ O∗.
Now for all n ≥ 1, In is closed under addition, and if a ∈ In, y ∈ O, then v(ay) = v(a) +
v(y) ≥ n + 0 = n, so ay ∈ In. Thus In is an ideal. For all a ∈ In, a = upiv(a) = upinpiv(a)−n
for some unit u, and pin ∈ In, so In is generated by pin. 
For all n ≥ 0, we define the ring On = O/In+1, the ring of cosets mod pi
n+1. Note that
O0 = O/I1 = F . Choose a set of coset representatives A = {αi} ⊂ O for the elements of F .
For any a ∈ O, if a = αi0, then a− αi0 ∈ M , so a = αi0 + a1pi for some a1 ∈ O. Repeating
this process, if a1 = αi1 , then a1 = αi1 + a2pi for some a2 ∈ O, so a = αi0 + αi1pi + a2pi
2.
Thus a ≡ αi0 + αi1pi (mod pi
2), and αi0 + αi1pi is the image of a in O1.
Continuing in this way, we can represent any element of On uniquely as αi0 +αi1pi+ . . .+
αinpi
n for αi0 , . . . , αin ∈ A. For all n > 0, let φn be the canonical homomorphism On → On−1
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which maps an element of On to its coset mod pin. Under this representation of On, φn simply
omits the leading term αinpi
n.
Definition 3.4.9. Let F be a discrete valued field. Define the rings On for all n ≥ 0 and
homomorphisms φn for all n > 0 as above. The completion of O, Ô, is defined by
Ô = {(a0, a1, . . .) ∈
∏
n≥0
On | ∀n > 0, φn(an) = an−1}.
Ô is a subring of the product ring
∏
n≥0On. The completion of F , F̂ , is defined to be the
field of fractions of Ô.
Those familiar with category theory will recognize this as the inverse limit construction.
Using the representation of On as αi0+αi1pi+ . . .+αinpi
n for αi0 , . . . , αin ∈ A, an arbitrary
element of the completion a ∈ Ô looks like a = (αi0 , αi0 + αi1pi, αi0 + αi1pi + αi2pi
2, . . .)
with αi0, αi1 , . . . ∈ A. For convenience, we will express this element as an infinite sum:
αi0 + αi1pi + αi2pi
2 + . . ., which is well-defined, since the kth coordinate of a provides the
coefficient αik of pi
k, while agreeing with the previous coordinates on the coefficients αij for
all j < k.
Remark 3.4.10. The completion of F , which we have defined purely algebraically, is iso-
morphic to the analytic completion of F under the metric induced by the absolute value
||a||v = 2−v(a). The elements of Ô correspond to equivalence classes of Cauchy sequences
under this metric.
Example 3.4.11. For any field F , the field of rational functions F (t) with the valuation vt
defined in Example 3.4.5 is a discrete valued field. We will see that its completion is F ((t)),
the field of formal Laurent series over F .
We have vp(t) = 1, and we will choose pi = t as a prime element. Writing all fractions in
lowest terms, we have O = { f
g
∈ F (t) | t ∤ g}, with maximal ideal I1 = {
f
g
∈ F (t) | t | f, t ∤ g}.
Now for any rational function f
g
∈ F (t), with t ∤ g, let h ∈ F be the inverse of the constant
term of g. Then hg ≡ 1 (mod t). Let l = f(hg−1)
t
∈ F [t]. Then f
g
+ tl
g
= f+tl
g
= f+f(hg−1)
g
=
fhg
g
= fh ∈ F [t]. We chose tl
g
∈ I1, so this shows that any element of O is congruent to an
an element of F [t] mod I1. Since t ∈ I1, any element of O is congruent to an element of F
mod I1.
Hence the residue class field F (t) is isomorphic to F , and we can take F as our set of coset
representatives.
Now we will take the completion of O. The resulting ring is Ô = F [[t]], the field of formal
power series over F . As we saw above, the elements of the completion can be uniquely
represented in the form α0 + α1t + α2t
2 + . . ., with each αi ∈ F .
The fraction field of F [[t]] is the completion F̂ (t). Let x = α0+α1t+...
β0+β1t+...
∈ F̂ (t). Let k be the
least integer such that βk 6= 0. Now factoring out the leading term βktk, we can write
x =
(
1
βktk
)(
α0 + α1t+ . . .
1 + γ1t + . . .
)
,
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where γi = βk+iβ
−1
k ∈ F for all i ≥ 1.
We claim that the inverse of the denominator, (1 + γ1t + . . .)
−1, is an element of F [[t]].
We have
1
1 + γ1t + . . .
=
1
1− (−γ1t− . . .)
= 1 + (−γ1t− . . .) + (−γ1t− . . .)
2 + . . . ,
applying the geometric series formula. Now for all n ≥ 0, tn appears in only finitely many
terms of the infinite sum, so the coefficient of each tn is well-defined, and this is a well-defined
element of F [[t]].
Letting y = 1
1+γ1t+...
∈ F [[t]], we can write x = β−1k t
−ky(α0 + α1t + . . .), and this has the
form c−kt
−k + . . . + c−1t
−1 + c0 + c1t + . . ., with each ci ∈ F . All elements of F̂ (t) can be
uniquely represented in this form. We call the completion the field of formal Laurent series
over F and denote it by F ((t)).
Example 3.4.12. For all primes p, we define the field of p-adic numbers, Qp to be the
completion of Q according to the valuation vp defined in Example 3.4.4.
We have vp(p) = 1, and we will choose pi = p as a prime element. Writing all fractions in
lowest terms, we have O = {a
b
∈ Q | p ∤ b}, with maximal ideal I1 = {
a
b
∈ Q | p | a, p ∤ b}.
Now for any a
b
∈ Q, with p ∤ b, there is some d ∈ Z such that db ≡ 1 (mod p). Let
c = a(db−1)
p
∈ Z. Then a
b
+ pc
b
= a+pc
b
= a+a(db−1)
b
= adb
b
= ad ∈ Z. We chose pc
b
∈ I1, so this
shows that any element of O is congruent to an integer mod I1. Since all integer multiples
of p are in I1, any element of O is congruent to one of {0, 1, . . . , p− 1} mod I1.
Thus the residue class field has p elements, Q ∼= Fp, and we can take as our set of coset
representatives A = {0, 1, . . . , p− 1}.
Now we will take the completion of O. The resulting ring is Ô = Zp, the p-adic integers.
Its elements can be uniquely represented in the form α0+α1p+α2p
2+ . . ., with each αi ∈ A.
The p-adic field Qp is the field of fractions of Zp. By a similar argument to the one in
Example 3.4.11, elements of Qp can be uniquely represented in the form c−kp
−k + . . . +
c−1p
−1 + c0 + c1p+ . . ., with each ci ∈ A.
The elements of Qp look very similar to the elements of Fp((t)). They can be thought
of as formal Laurent series in a single “variable”, p, with coefficients in Fp. The similarity
between the two fields is significant to us because it was the motivation for Artin’s conjecture
that Qp is C2 (see Theorem 3.4.16). However, the fields Qp and Fp((t)) are not isomorphic;
their arithmetic is very different. In particular, Qp has characteristic 0, while Fp((t)) has
characteristic p. Informally speaking, elements of Qp add and multiply with carries, while
elements of Fp((t)) do not. Nevertheless, the Ax-Kochen Principle demonstrates that the
similarity between the fields is not just skin-deep.
Homogeneous Polynomials over Complete Discrete Valued Fields. For any discrete valued
field F with valuation ring O, there is a homomorphism i : O → Ô which maps x ∈ O to
the images of x in On for all n ≥ 0. The only element of O divisible by all powers of pi is
0, so i is injective. Thus we regard O as a subring of Ô and F as a subfield of F̂ . If i is
surjective, then O ∼= Ô and F ∼= F̂ . In this case, we say that O and F are complete.
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Lemma 3.4.13. As one would hope, the completion of a discrete valued field is a complete
discrete valued field.
Proof. Let F be a discrete valued field with valuation v, valuation ring O, and prime element
pi. Let Ô be the completion of O, and let F̂ be the completion of F (the field of fractions of
O). First we must show that F̂ is a discrete valued field.
Define a function v̂ : Ô \ {0} → N which takes an element of Ô, (a0, a1, . . .) to the least
integer k such that ak 6= 0. Note that v̂ agrees with v on the subring O, since for a ∈ O, the
image of a in Ô is (a0, a1, . . .) where ai is the image of a mod pii+1, and k is the least integer
such that ak 6= 0 if and only if k is the greatest integer such that pik | a.
Now we can extend v̂ to a function F̂ → Z ∪ {∞} by setting v̂(0) = ∞ and v̂(a
b
) =
v̂(a) − v̂(b). It is easy to verify that v̂ satisfies the valuation axioms. Thus F̂ is a discrete
valuation field.
Since v̂ agrees with v on elements of O, we can choose the same element pi as a prime
element of F̂ . Then for each n ≥ 1, the ideal În consists of all elements which are 0 in their
first n coordinates, and for n ≥ 0, elements of the ring Ôn = Ô/În+1 are cosets consisting of
elements which agree on their first n + 1 coordinates.
The inclusion i : O → Ô induces homomorphisms in : On → Ôn. Included in Ô, the ideal
In consists of all elements which are 0 in their first n coordinates, and elements of the ring
On are cosets consisting of elements which agree on their first n + 1 coordinates, so the in
are bijections, and therefore isomorphisms.
Now Ôn ∼= On for all n > 0, and since the prime element pi is the same, φ̂n and φn act on
Ôn and On in the same way. Hence the completions of Ô and O are isomorphic, that is, the
completion of Ô is isomorphic to Ô, and thus Ô and F̂ are complete. 
We now return to studying homogeneous polynomials and the Ci properties. Let f be
a homogeneous polynomial over a discrete valued field F of degree d, and suppose that all
of the coefficients of f are in the valuation ring O. Fixing an m ≥ 0 and a prime element
pi, we will denote by f the reduction of f mod pim+1, the coefficients of which are in the
quotient ring Om. Note that f is either a homogeneous polynomial of degree d or the zero
polynomial, if all coefficients are divisible by pim+1.
Definition 3.4.14. Let f be a homogeneous polynomial in n variables over a discrete valued
field F with prime element pi, and suppose that all of the coefficients of f are in the valuation
ring O. We will call a zero (α1, . . . , αn) ∈ On of f primitive if for some j, pi ∤ αj. Similarly,
for m ≥ 0, we call a zero (α1, . . . , αn) ∈ Onm of f primitive if for some j, pi ∤ αj, where pi is
the coset of pi mod pim+1.
Our goal is to reduce the problem of finding zeros of f in On to the problem of finding
zeros of f in Onm for all m ≥ 0. The advantage of working with primitive zeros is that a
primitive zero cannot become trivial upon reduction mod pim+1.
Theorem 3.4.15 ([Gre69, Theorem 4.7]). Let F be a complete discrete valued field with
prime element pi. Suppose that the residue class field F is finite. Then a homogeneous
polynomial f over O of degree d in n variables has a primitive zero in On if and only if f
has a primitive zero Onm for all m ≥ 0.
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Proof. Suppose (α1, . . . , αn) ∈ On is a primitive zero of f . Then for allm ≥ 0, reduction mod
pim+1 is a homomorphism O → Om, so f(α1, . . . , αn) = 0. Since (α1, . . . , αn) is primitive,
for some j, pi ∤ αj. Suppose pi |αj. Then there is some d ∈ Om such that pid = αj , so lifting
to O, pid − αj ∈ Im+1 ⊂ I1. Now pid ∈ I1, so αj ∈ I1, and thus pi divides αj. This is a
contradiction, so pi ∤ αj, and (α1, . . . , αn) is a primitive zero in Onm.
Conversely, for all m ≥ 0, define Sm ⊆ Onm to be the set of primitive zeros of f in O
n
m, and
suppose that Sm is nonempty for all m. If α ∈ Sm+1 is a primitive zero mod pi
m+2, then its
image mod pim+1 is also a primitive zero; that is, φm+1(α) ∈ Sm, so φm+1(Sm+1) ⊆ Sm. For
all j < m, define Sm,j = φj+1(φj+2(. . . φm(Sm))) ⊆ Sj. The set Sm,j is the set of primitive
zeros in Onj which lift to primitive zeros in O
n
m. Since all the Sm are nonempty, all the Sm,j
are nonempty.
For all k ≥ 0, define Tk =
⋂
m>k Sm,k. Tk is the set of all solutions in O
n
k which lift
to solutions in Onm for all m > k. Since F is finite, all of the Om are finite. The chain
Sk+1,k ⊇ Sk+2,k ⊇ . . . must break off at some l > k, with Sm,k = Sl,k for all m ≥ l, since
the decreasing sequence of integers |Sk+1,k| ≥ |Sk+2,k| ≥ . . . is bounded below by 1. Thus
Tk = Sl,k is nonempty for all k.
Pick a zero a0 = (α0,0, . . . , α0,n) ∈ T0. For allm, a0 lifts to a solution am = (αm,0, . . . , αm,n)
in Onm. That is, assuming that ai−1 ∈ Ti−1, we can choose ai ∈ φ
−1
i (ai−1) ∩ Ti. By construc-
tion, the sequence (a0, a1, . . .) satisfies φm(am) = am−1, so the sequences (α0,i, α1,i, . . .) are
elements of the completion Ô for all i.
Since am ∈ Sm, am is a zero of f mod pim+1 for allm ≥ 0. Hence, viewing f as a polynomial
in the completion by the isomorphism between the complete ring O and Ô,
f((α0,0, α1,0, . . .), . . . , (α0,n, α1,n, . . .)) = (f(α0,0, . . . , α0,n), f(α1,0, . . . , α1,n), . . .) = 0,
and this is a primitive zero of f in Ôn. But O ∼= Ô, so each (α0,i, α1,i, . . .) corresponds to an
element of O, and this zero corresponds to a primitive zero of f in On. 
Theorem 3.4.15 also holds without the assumption that F is finite, but the proof of the
general version is more difficult, and we will only need the finite case for the Ax-Kochen
Theorem.
Theorem 3.4.16 ([Gre69, Corollary 4.9]). If F is a finite field, then F ((t)) is C2.
Proof. It suffices to consider homogeneous polynomials with coefficients in F [[t]], the valu-
ation ring of F ((t)), since we can clear denominators. That is, for f ∈ F ((t))[x1, . . . , xn]
homogeneous of degree d in n variables, if c is the minimum valuation among the coeffi-
cients of f , then tcdf ∈ F [[t]][x1, . . . , xn] is also homogeneous of degree d in n variables. If
(α1, . . . , αn) is a nontrivial zero of t
cdf , then f(tcα1, . . . , t
cαn) = t
cdf(α1, . . . , αn) = 0 by
Remark 3.1.2, so (tcα1, . . . , t
cαn) is a nontrivial zero of f .
Let f be a homogeneous polynomial over F [[t]] of degree d in n variables, where n > d2.
The residue class field F ((t)) ∼= F is finite, and F ((t)) is complete by Lemma 3.4.13, so we
can apply Theorem 3.4.15. Since any primitive zero in F [[t]]n is a nontrivial in F ((t))n, it
suffices to find a primitive zero of f in the residue ring mod tm+1 for all m ≥ 0.
Fixing m ≥ 0, let f˜ be the polynomial obtained by ignoring the terms of degree greater
than m in each coefficient of f . Each coefficient of f˜ is then a polynomial in t of degree at
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most m. Now f˜ is either the zero polynomial or a homogeneous polynomial of degree d in n
variables. In the first case, each coefficient of f is divisible by tm+1, so reducing mod tm+1,
f is the zero polynomial, which clearly has a primitive zero, and we are done.
Otherwise, we will view f˜ as a polynomial over F (t). By Corollary 3.2.3, F is C1, and by
Theorem 3.3.9, F (t) is C2. Since n > d
2, f˜ has a nontrivial zero (α1, . . . , αn) in F (t). Using
the homogeneity of f˜ , we can normalize to find another zero in F [t] which is primitive.
Let αj be the coordinate with minimum (possibly negative) valuation, and let c = v(αj).
Now let (β1, . . . , βn) = (t
−cα1, . . . , t
−cαn). All of the βi are elements of F [t], since v(βi) =
v(t−c) + v(αi) ≥ −c+ c = 0.
Now tcdf˜(β1, . . . , βn) = f˜(t
cβ1, . . . , t
cβn) = f˜(α1, . . . , αn) = 0. Now F [t] is a domain so
since tcd 6= 0, f˜(β1, . . . , βn) = 0. Moreover, v(βj) = −c + c = 0, so t ∤ βj , and (β1, . . . , βn) is
a primitive zero.
Finally, since f˜(β1, . . . , βn) = 0, and f˜ corresponds to f mod t
m+1, viewing β1, . . . , βn as
elements of F [[t]] by the natural inclusion, (β1, . . . , βn) is a zero of f mod t
m+1. Since the
zero is primitive, its reduction mod tm+1 is also primitive, as was to be shown. 
As a special case of Theorem 3.4.16, we have that Fp((t)) is C2 for all primes p. Because
of the resemblance between the fields Fp((t)) and Qp, Artin conjectured that Qp is also C2
for all primes p. This conjecture turned out to be false, but Ax and Kochen were able to
prove a weaker statement: for each degree d there exists a finite set of primes P (d) such that
the C2 property holds for polynomials of degree d in Qp for all p /∈ P (d).
The Ax-Kochen Theorem is a corollary of a much more general Ax-Kochen Principle:
any first-order logical statement which is true of all but finitely many of the fields Fp((t))
is true of all but finitely many of the fields Qp. This statement is what could be called a
“meta-theorem”, since it quantifies over logical statements. In order to prove it we will need
to develop techniques for reasoning about logical statements in general.
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4. The Language of Model Theory
4.1. Languages, Models, and Theories. Model theory is concerned with the study of
mathematical structures and the logical statements about them. Logical statements about
a structure are built from the familiar boolean operators and quantifiers, but they must
also refer to the distinguished elements, functions, and relations which are inherent to the
structure in question. Thus we work in terms of formal languages of symbols representing
these elements, functions, and relations.
Definition 4.1.1. A language is the union of
• C, a set of constant symbols,
• F , a set of function symbols, with an integer nf > 0 for each f ∈ F , and
• R, a set of relation symbols, with an integer nR > 0 for each R ∈ R.
The integers nf and nR are called the arities of the corresponding functions and relations.
An n-ary function takes n arguments, and an n-ary relation is a relation on n elements.
Most of the function and relation symbols we encounter will have n = 1 or n = 2, called
unary and binary respectively.
Definition 4.1.2. Let L = C ∪ F ∪ R be a language. An L-structure M is
• a set M 6= ∅, the domain,
• an element cM ∈M for all c ∈ C,
• a function fM :Mnf → M for all f ∈ F , and
• a relation RM ⊆ MnR for all R ∈ R.
The elements, functions, and relations cM, fM, and RM are called the interpretations of
the L-symbols in M. The distinction between a symbol and its interpretation in a given
structure is very important. This division between syntax and semantics will allow us to
define and study logical theories independently of any particular structure.
Example 4.1.3. Let LG be the language {·, e}, where · is a binary function symbol and e
is a constant symbol. These symbols are necessary to describe the theory of groups, and
the symbols of LG can be interpreted in any group. For instance, the group 〈Z,+, 0〉 is an
LG-structure under the interpretations ·Z = + and eZ = 0. But any nonempty set with any
binary function can also be an LG structure. For example, if X = {a, b, c}, then X is an LG
structure under the interpretations ·X : (x, y) 7→ b for all x, y ∈ X , and eX = c, despite the
fact that 〈X, ·X , c〉 is clearly not a group.
A valued field is more difficult to formalize as a structure, since its definition relies on an
auxiliary structure, the value group. We will use a property called cross section to deal with
the value group as a substructure of the field itself.
Definition 4.1.4. A valued field F is called a valued field with cross section if there is an
injective map i : v(F )→ F such that i is a group homomorphism from v(F ∗) to F ∗, and for
all x ∈ v(F ), v(i(x)) = x.
Any discrete valued field can be given cross section, once we choose a prime element pi,
by defining the embedding i(n) = pin for all n ∈ Z, and i(∞) = 0. For all n ∈ Z, we
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have v(i(n)) = v(pin) = n, and v(i(∞)) = v(0) = ∞. For the remainder of this thesis, we
will identify the value group of all discrete valuation fields with the multiplicative group
{pin |n ∈ Z} and suppress the embedding i.
Example 4.1.5. In order to write down logical statements about valued fields (with cross
section), we will need a number of symbols. Let LV F be the language {+, ·,−, 0, 1, V,≤, v},
where + and · are binary function symbols, − is a unary function symbol, 0 and 1 are
constant symbols, V is a unary relation symbol, ≤ is a binary relation symbol, and v is a
unary function symbol.
The cross section property will be useful so that we can refer to elements of the value group
within the domain of the valued field structure. When interpreting the symbols of LV F in
a structure which is a valued field, we will use +, ·,−, 0, 1 to represent the field operations,
the additive inverse function, and the additive and multiplicative identities, V to pick out
the elements of the value group (that is, x ∈ V if and only if x is in the value group), ≤ to
represent the ordering on the value group, and v to represent the valuation.
Note again that these function and relation symbols may be interpreted as any functions
and relations of the appropriate arities on any set. In order to require that our LV F structures
be valued fields, we will need some logical statements, the valued field axioms.
Terms, Formulas, and Satisfaction. The building blocks of our logical statements are the
symbols of a language L, an infinite set of variables V = {v1, v2, . . .}, and the formal symbols
=, ∧, ∨, ¬, ∃, ∀, (, and ). The symbols ∧, ∨, and ¬ (read as “and”, “or”, and “not”) are
called Boolean operators, and the symbols ∀ and ∃ (read as “for all” and “there exists”) are
called quantifiers. Certain finite strings of these symbols, called L-terms, L-formulas, and
L-sentences, can be interpreted to have semantic meaning. Intuitively, given an L-structure,
we use L-terms to refer to elements of that structure, L-formulas to express properties of
particular elements of the structure, and L-sentences to express properties of the structure
itself.
In order to analyze these strings systematically, we define them with a specific inductive
structure. The simplest are L-terms, which are constructed from constants and variables by
means of function applications.
Definition 4.1.6. A finite string t is an L-term if and only if
• it is a constant symbol, t ∈ C, or
• it is a variable, t ∈ V, or
• it has the form f(t1, . . . , tnf ), where f ∈ F is a function symbol, and t1, . . . , tnf are
L-terms.
Binary function symbols, such as + or ·, will often be written in the usual (infix) way.
That is, when constructing L-terms, we will write t1+t2 instead of +(t1, t2) and t1 ·t2 instead
of ·(t1, t2).
If an L-term t contains variables from v1, . . . , vn, we will often write it as t(v1, . . . , vn).
We do not require all of the variables v1, . . . , vn to appear in t. Let a1, . . . , an be elements of
the domain of some L-structure M. We will denote by tM(a1, . . . , an) the interpretation of
t in M on the elements a1, . . . , an. The interpretation is obtained by substituting for each
vi the corresponding element ai, substituting for each constant symbol c its interpretation
20 ALEX KRUCKMAN
cM, and substituting for each function symbol f its interpretation fM. Applying functions
in the natural way, tM(a1, . . . , an) is an element of the domain of M.
Some examples of LV F -terms include 0, 1 + 1, v1 · 1, and v(v1 + v2). If t is v(v1 + v2),
then taking Q3 as an LV F -structure (with elements written as “Laurent series” in 3), where
we interpret + as addition and v as the valuation v3, we have t
Q3(1, 2 + 2 · 3 + 32) =
v3(1 +
Q3 (2+ 2 · 3+ 32)) = v3(2 · 32) = 32 (recall that the value group in Q3 as a valued field
with cross section is {3n |n ∈ Z}).
Next, we define L-formulas. The simplest of these, called atomic L-formulas, express the
properties that two terms are equal or that a collection of terms satisfy a relation. General
L-formulas are constructed from atomic L-formulas by means of Boolean operators and
quantifiers.
Definition 4.1.7. A finite string is an L-formula if and only if
• it has the form t1 = t2, where t1 and t2 are L-terms, or
• it has the form R(t1, . . . , tnR), where R ∈ R is a relation symbol, and t1, . . . , tnR are
L-terms.
• it has the form ¬φ, φ ∧ ψ, φ ∨ ψ, ∃v φ, or ∀v φ, where φ and ψ are L-formulas and
v ∈ V is a variable.
Some binary relation symbols, such as ≤, will also be written in the usual (infix) way.
Instead of the atomic formula ≤ (t1, t2), we will write t1 ≤ t2.
We will use parentheses for grouping in the natural way to avoid ambiguity. We will omit
the formalization of this, as it is straightforward but rather time consuming.
We will also employ the standard abbreviations φ → ψ (read as “φ implies ψ” or “if φ
then ψ”) for ¬φ ∨ ψ and φ ↔ ψ (read as “φ if and only if ψ”) for (φ → ψ) ∧ (ψ → φ). We
could have omitted ∨ and ∀ from our definition of L-formula, since φ ∨ ψ and ∀v φ can be
viewed as abbreviations for ¬(¬φ ∧ ¬ψ) and ¬(∃v ¬φ) respectively.
Some examples of LV F -formulas include (v1+ v2)+ v3 = v1+(v2+ v3), v(v1) ≤ v(v1+ v2),
∀v1 V (v(v1)), and ¬(v1 = 0)→ (∃v2 v1 · v2 = 1).
Upon interpreting an L-formula in a particular L-structure,M, the quantifiers ∀ and ∃ are
understood to quantify over the elements of M , the domain of M. This is what makes the
formula “first-order”. In first-order logic, we cannot express statements like “every bounded
subset has a least upper bound” or “∀i ∈ Z , xi 6= 0”, since the first quantifies over subsets,
not elements, and the second quantifies over a specific structure, the integers. Because of
this restriction, first-order logic is less expressive than other logics, but it has more structure
which can be exploited mathematically.
A variable v is called bound if it occurs inside a ∀v or ∃v quantifier. Otherwise it is called
free. In the LV F -formula ∃v1 v1 ≤ v2, v1 is bound, but v2 is free. To avoid ambiguity, we
will require that no variable occurs both free and bound in a formula, and that no variable
is bound by more than one quantifier. When combining formulas, we can ensure these
conditions by substituting unused variables for any variable which appears in more than one
context.
If an L-formula φ contains free variables from v1, . . . , vn, we often write it as φ(v1, . . . , vn).
We do not require all of the variables v1, . . . , vn to appear in φ. If we substitute elements
a1, . . . , an from the domain of an L-structure M for the variables v1, . . . , vn, and if we
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interpret the L-symbols in M and interpret the boolean operators and quantifiers in the
natural way, then φ(a1, . . . , an) is either true or false in M. If it is true, we write M |=
φ(a1, . . . , an) and say thatM satisfies φ(a1, . . . , an). Otherwise, we writeM 6|= φ(a1, . . . , an).
For example, let φO be the formula 1 ≤ v(v1). Let F be a discrete valued field with
valuation v and prime element pi, taken as an LV F -structure in the natural way. For all
x ∈ F , F |= φO(x) if and only if v(x) ≥ pi0, that is, if and only if x is an element of OF .
In this way, the formula expresses a property of elements of a valued field, namely, that an
element is in the valuation ring.
Definition 4.1.8. Let φ be an L-formula with free variables from v1, . . . , vn. Let M be an
L-structure with domain M , and let a1, . . . , an ∈Mn be elements of the domain. We define
M |= φ(a1, . . . , an) inductively as follows:
• If φ is t1(v1, . . . , vn) = t2(v1, . . . , vn), then M |= φ(a1, . . . , an) if and only if
tM1 (a1, . . . , an) = t
M
1 (a1, . . . , an).
• If φ is R(t1(v1, . . . , vn), . . . , tnr(v1, . . . , vn)), then M |= φ(a1, . . . , an) if and only if
(tM1 (a1, . . . , an), . . . , t
M
nR
(a1, . . . , an)) ∈ R
M.
• If φ is ¬ψ(v1, . . . , vn), then M |= φ(a1, . . . , an) if and only if
M 6|= ψ(a1, . . . , an).
• If φ is ψ(v1, . . . , vn) ∧ θ(v1, . . . , vn), then M |= φ(a1, . . . , an) if and only if
M |= ψ(a1, . . . , an) andM |= θ(a1, . . . , an).
• If φ is ψ(v1, . . . , vn) ∨ θ(v1, . . . , vn), then M |= φ(a1, . . . , an) if and only if
M |= ψ(a1, . . . , an) orM |= θ(a1, . . . , an).
• If φ is ∃v ψ(v1, . . . , vn, v), then M |= φ(a1, . . . , an) if and only if there exists b ∈ M
such that
M |= ψ(a1, . . . , an, b).
• If φ is ∀v ψ(v1, . . . , vn, v), then M |= φ(a1, . . . , an) if and only if for all b ∈M ,
M |= ψ(a1, . . . , an, b).
This definition may seem pedantic, but it is another key separation between syntax and
semantics, and it clearly demonstrates the inductive structure of L-formulas.
Sentences and Theories. For each prime p, consider the LV F -formula
Charp : 1 + 1 + . . .+ 1︸ ︷︷ ︸
p times
= 0,
which expresses the property that an LV F -structure has characteristic p. Once again taking
valued fields as LV F -structures in the natural way, we have F5((t)) |= Char5, but Q5 6|=
Char5.
Definition 4.1.9. An L-sentence is an L-formula which has no free variables.
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Note that since Charp has no free variables, we are able to state whether a structure
M satisfies Charp without choosing any elements from the domain of M to substitute.
Sentences express properties of structures, not of individual elements.
Suppose that we want to express the property that a structure has characteristic zero as
an LV F -sentence. That is, we want to say that a structure does not have characteristic p for
any prime p. We can write a sentence which expresses the property that a structure does
not have characteristic p for some finite number of primes p1, . . . , pn : ¬Charp1 ∧¬Charp2 ∧
. . .∧¬Charpn . But sentences have finite length by definition, so this approach will not work
for all p. It turns out that the only way to express the property characteristic zero in LV F
is with an infinite set of sentences.
Definition 4.1.10. An L-theory is a set of L-sentences. For M an L-structure, and T an
L-theory, we say thatM is a model of T , writtenM |= T , ifM |= φ for all sentences φ ∈ T .
In order to express the property that a structure has characteristic zero, we can define an
LV F -theory, Char0 = {¬Charp | p prime}. Then Q5 |= Char0, since Q5 |= ¬Charp for all
primesm p, but F5((t)) 6|= Char0, since F5((t)) 6|= ¬Char5.
Of course, every valued field with characteristic zero is a model for the theory Char0, but
Char0 has other models which are not even fields. If we add the field axioms expressed as
LV F sentences to the theory, then the models for this theory will be exactly the class of
LV F -structures which are fields with characteristic zero.
Definition 4.1.11. A class of L-structures, K, is called elementary if there exists an L-
theory T such that K contains exactly those L-structures which are models for T . The
structure T is called a set of axioms for K.
Example 4.1.12. We will show that the class of valued fields with cross section is elementary
by providing a set of axioms in LV F . We will call this theory V F . As an exercise, make sure
you understand what property each of the following LV F -sentences expresses.
• Field axioms:
(1) ∀v1∀v2∀v3 (v1 + v2) + v3 = v1 + (v2 + v3)
(2) ∀v1 v1 + 0 = v1
(3) ∀v1 v1 +−(v1) = 0
(4) ∀v1∀v2 v1 + v2 = v2 + v1
(5) ∀v1∀v2∀v3 (v1 · v2) · v3 = v1 · (v2 · v3)
(6) ∀v1 v1 · 1 = v1
(7) ∀v1 ¬(v1 = 0)→ (∃v2 v1 · v2 = 1)
(8) ∀v1∀v2 v1 · v2 = v2 · v1
(9) ∀v1∀v2∀v3 v1 · (v2 + v3) = v1 · v2 + v1 · v3
(10) ¬(1 = 0)
• Valuation axioms:
(1) ∀v1 v(v1) = 0↔ v1 = 0
(2) ∀v1∀v2 v(v1 · v2) = v(v1) · v(v2)
(3) ∀v1∀v2 v(v1) ≤ v(v2)→ v(v1) ≤ v(v1 + v2)
• The value group is a subgroup of the multiplicative group:
(1) ∀v1∀v2 (V (v1) ∧ V (v2))→ V (v1 · v2)
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(2) ∀v1 V (v1)→ (∃v2 V (v2) ∧ v1 · v2 = 1)
• Linear order axioms for the value group:
(1) ∀v1∀v2 (V (v1) ∧ V (v2))→ (v1 ≤ v2 ∨ v2 ≤ v1)
(2) ∀v1∀v2 (V (v1) ∧ V (v2) ∧ (v1 ≤ v2) ∧ (v2 ≤ v1))→ (v1 = v2)
(3) ∀v1∀v2∀v3 (V (v1) ∧ V (v2) ∧ V (v3) ∧ (v1 ≤ v2) ∧ (v2 ≤ v3))→ (v1 ≤ v3)
(4) ∀v1∀v2∀v3 (V (v1) ∧ V (v2) ∧ V (v3) ∧ v1 ≤ v2)→ (v1 · v3 ≤ v1 · v3)
• Cross section axioms:
(1) ∀v1 V (v(v1))
(2) ∀v1 V (v1)→ (v(v1) = v1)
Of course, there are many other LV F -sentences which are true of all valued fields but are
not included in the axioms. We call these sentences logical consequences of the theory, and
denote this relationship with the already overloaded symbol |=.
Definition 4.1.13. Let T be an L-theory and φ an L-sentence. We call φ a logical conse-
quence of T and write T |= φ if M |= φ for all models M |= T . An L-theory T is called
complete if for all L-sentences φ, T |= φ or T |= ¬φ.
Note that in the definition of T |= φ, we do not claim that one can provide a proof of φ
given the assumptions in T , merely that in any structure in which the sentences in T hold,
φ also holds. One of Go¨del’s remarkable results was proving that these concepts, provability
and model theoretic consequence, are actually equivalent.
The mathematical study of proof and proof systems belongs to another branch of logic,
and we will not make the notion of proof completely rigorous in this thesis. But we will
note that in this context, a proof means a finite sequence of L-sentences, some of which
are introduced as assumptions and some of which follow from previous sentences by rules of
inference. If a proof of an L-sentence exists involving only assumptions from an L-theory T ,
we write T ⊢ φ.
Theorem 4.1.14 (Go¨del’s Completeness Theorem). Let T be an L-theory and φ an L-
sentence. Then T |= φ if and only if T ⊢ φ.
One consequence of the Completeness Theorem is that any theory which does not imply
a contradiction has a model.
Definition 4.1.15. An L-theory T is called inconsistent if there is an L-sentence φ such
that T ⊢ (φ ∧ ¬φ). Otherwise, T is called consistent.
Definition 4.1.16. An L-theory T is called satisfiable if it has a model.
Corollary 4.1.17 ([Mar02, Corollary 2.1.3]). An L-theory T is satisfiable if and only if is
consistent.
Proof. Suppose T is satisfiable. Then there is a model M |= T . If T |= (φ ∧ ¬φ) for some
L-sentence φ, then M |= (φ ∧ ¬φ), which is impossible, since by definition, we would have
M |= φ and M 6|= φ, a contradiction. Thus T is consistent.
Now suppose T is not satisfiable. For any L-sentence φ, (φ∧¬φ) is true in every model of
T trivially, since T has no models. Thus T |= (φ ∧ ¬φ), and by the Completeness Theorem,
T ⊢ (φ ∧ ¬φ). So T is inconsistent. 
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Another easy consequence of the Completeness Theorem is the Compactness Theorem, a
powerful result which is central to Model Theory.
Theorem 4.1.18 (Compactness Theorem [Mar02, Theorem 2.1.4]). An L-theory T is sat-
isfiable if and only if every finite subset of T is satisfiable.
Proof. One direction is obvious. Any model of T is also a model of any subset of T , so if T
is satisfiable, then every finite subset of T is satisfiable.
Conversely, suppose that every finite subset of T is satisfiable. Assume for the sake of
contradiction that T is not satisfiable. Then by Corollary 4.1.17, there is some L-sentence
φ such that T ⊢ (φ ∧¬φ). Now since proofs are finite in length, the proof of φ∧ ¬φ can use
as assumptions only finitely many elements of T . Call this finite set ∆.
Then ∆ ⊢ (φ∧¬φ), and by Corollary 4.1.17, ∆ is not satisfiable. But this is a contradiction,
and hence T is satisfiable. 
There are several other proofs of the Completeness Theorem which do not rely on the
Completeness Theorem. These other methods are in a sense more constructive, and they
can give us more information about the satisfying model, including us an upper bound on
its cardinality. See Marker [Mar02].
Theorem 4.1.19 (Compactness Theorem with cardinality [Mar02, Theorem 2.1.11]). Let
T be an L-theory such that every finite subset of T is satisfiable. Then there is a model of T
of cardinality |L|.
Example 4.1.20. Compactness is a powerful tool for constructing models with desired
properties. As an example, consider the language L = {·,+, <, 0, 1} and the L-structure N,
with the L-symbols interpreted in the usual way. Let Th(N) be the full L-theory of N, that
is, the set of all L-sentences which are true in N.
Now we will extend the language by adding a new constant symbol, c. Let L′ = L ∪ {c}.
We will also extend the theory by adding new sentences expressing that c is larger than every
natural number. For each n ∈ N, let φn be the L′-sentence
1 + 1 + . . .+ 1︸ ︷︷ ︸
n times
< c.
Let T ′ = Th(N) ∪ {φn |n = 1, 2, . . .}. We can consider the L-sentences in Th(N) as L′-
sentences, since L ⊂ L′, so T ′ is an L′-theory.
We will use Compactness to show that T ′ has a model. Let ∆ be a finite subset of T ′.
We claim that N |= ∆ under an appropriate interpretation of c. Since ∆ is finite, it consists
of finitely many sentences of Th(N) and finitely many φn. Let M be the greatest integer
such that φM ∈ ∆ (or 0 if ∆ contains no φn). Then consider N as an L
′-structure, with the
interpretation cN = M + 1. For each φn ∈ T ′, N |= φn, since n < M + 1. For each other
ψ ∈ T ′, ψ ∈ Th(N), so N |= ψ by definition.
Thus with this interpretation of c, N |= ∆. Hence every finite subset of T ′ is satisfiable,
and by Compactness, T ′ has a model.
This means that there is an L′-structure, N , such that every L-sentence which is true in
N is true in N . That is, N and N cannot be distinguished using any first-order L-sentence.
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But the interpretation of c in N is greater than every natural number, so N has “infinite”
elements.
Model theory is filled with counterintuitive results like these, and much of the theory is
devoted to exploring the properties of unusual models for familiar theories. In fact, part of
the proof of the Ax-Kochen Theorem requires the use of very large models for the theory of
valued fields (see Section 4.3).
Homomorphisms and Elementary Maps. As usual when defining new mathematical objects,
we will define the maps between them which preserve structure.
Definition 4.1.21. Given two L-structures M and N with domains M and N , an L-
homomorphism from M to N is a map η : M → N which preserves interpretation of
L-symbols. That is,
• if c is a constant symbol, then η(cM) = cN ,
• if f is a function symbol, then for all (a1, . . . , anf ) ∈ M
nf , η(fM(a1, . . . , anf )) =
fN (η(a1), . . . , η(anf )), and
• if R is a relation symbol, then for all (a1, . . . , anf ) ∈M
nR , (a1, . . . , anR) ∈ R
M if and
only if (η(a1), . . . , η(anR)) ∈ R
N .
An L-isomorphism is a bijective L-homomorphism. If there is an L-isomorphism from M
to N , we write M∼= N .
This definition of homomorphism generalizes the notion of homomorphism in many set-
tings. For instance, if we interpret groups as LG-structures as in Example 4.1.3, then all
group homomorphisms are LG-homomorphisms. Similarly, homomorphisms of valued fields,
which must preserve the field structure, the valuation, and the ordering on the value group,
are LV F -homomorphisms.
The existence of L-homomorphisms between L-structures does not give us much infor-
mation about which L-formulas are satisfied in these structures. A stronger notion is that
of an elementary homomorphism, a map which preserves not just the interpretation of the
language, but also the satisfaction of formulas.
Definition 4.1.22. An elementary L-homomorphism is an L-homomorphism j : M→ N
between L-structures M and N such that for all L-formulas φ(v1, . . . , vn) and elements
a1, . . . , an in the domain of M, M |= φ(a1, . . . , an) if and only if N |= φ(j(a1), . . . , j(an)).
Definition 4.1.23. An L-structure M with domain M is a substructure of an L-structure
N with domain N if M ⊆ N and the inclusion map is an L-homomorphism.
IfM is a substructure of N and the inclusion map is elementary, thenM is an elementary
substructure of N and N is an elementary extension of M.
One of the most surprising of the foundational theorems of model theory relates to the ex-
istence of elementary extensions and substructures. The Lo¨wenheim-Skolem Theorem, given
here without proof, intuitively states that given an infinite structure, there are elementary
extensions and elementary substructures of all infinite cardinalities.
Theorem 4.1.24 (Lo¨wenheim-Skolem Theorem Up [Mar02, Theorem 2.3.4]). Let M be an
infinite L-structure with domainM , and let κ be an infinite cardinal such that κ ≥ |M |+ |L|.
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Then there is an L-structure N of cardinality κ and an elementary embedding j :M→N ,
so that N is an elementary extension of j(M).
Theorem 4.1.25 (Lo¨wenheim-Skolem Theorem Down [Mar02, Theorem 2.3.7]). Let M be
an L-structure with domain M , and let X ⊆ M . Then there is an elementary substructure
N of M with domain N such that X ⊆ N and |N | ≤ |X|+ |L|+ ℵ0.
Remark 4.1.26. It is immediate from the definition of elementary L-homomorphism that
if there is an elementary L-homomorphism j :M→N , then M and N satisfy exactly the
same L-sentences, since for any L-sentence φ,M |= φ if and only if N |= φ. Such structures
are called elementarily equivalent.
Given an L-structure M, we define the full L-theory of M, Th(M) = {φ |M |= φ}. By
definition, if φ is an L-sentence, M |= φ or M |= ¬φ, so Th(M) |= φ or Th(M) |= ¬φ, and
thus Th(M) is complete.
Definition 4.1.27. LetM and N be L-structures. We say thatM and N are elementarily
equivalent, written M ≡ N , if Th(M) = Th(N ), that is, for any L-sentence φ, M |= φ if
and only if N |= φ.
The converse to Remark 4.1.26 does not hold in general. That is, it is possible to have
L-structures M and N such that M ≡ N , but there is no elementary L-homomorphism
fromM to N . The statement that M and N are elementarily equivalent only requires that
they satisfy the same L-sentences, but if there is an elementary L-homomorphism from M
to N , then this homomorphism must respect the satisfaction of all L-formulas. By choosing
a suitably extended language, we can turn these formulas into sentences.
Let M be an L-structure with domain M . We will extend the language L by adding a
new constant symbol cm for every element m ∈ M . Let LM = L ∪ {cm |m ∈ M}. Then
M can be viewed as an LM-structure, where we interpret each constant in the natural way,
cMm = m.
Definition 4.1.28. The elementary diagram of an L-structureM with domain M , denoted
Diagel(M), is the LM-theory which captures all the information about satisfaction of L-
formulas in M.
Diagel(M) = {φ(cm1 , . . . , cmn) |m1, . . . , mn ∈M andM |= φ(m1, . . . , mn)}.
Lemma 4.1.29. Let M be an L-structure with domain M . Suppose N is an LM-structure
such that N |= Diagel(M). Then viewing N as an L-structure (by “forgetting” the inter-
pretations of the symbols cm), there is an elementary embedding of M into N .
Proof. Define j : M → N by j(m) = cNm , the interpretation of the corresponding constant
symbol in N . Suppose m1, m2 ∈M with m1 6= m2. Then ¬(cm1 = cm2) is in Diagel(M), so
N |= ¬(cm1 = cm2), and in N , c
N
m1
6= cNm2 , so j(m1) 6= j(m2). Thus j is injective.
If M |= φ(m1, . . . , mn) for an L-formula φ, then φ(cm1 , . . . , cmn) ∈ Diagel(M). Since
N |= Diagel(M), N |= φ(cm1 , . . . , cmn), and thus N |= φ(j(m1), . . . , j(mn)), so j is an
elementary L-homomorphism. 
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As one would expect, L-isomorphic structures are elementarily equivalent. We will con-
clude our whirlwind tour of the basics of model theory with a proof of this fact, which will
also serve as a first example of the technique of induction on terms and formulas.
The idea is that all terms and formulas are built from atomic elements (terms from vari-
ables and constants, formulas from atomic formulas) in a finite number of steps. To prove
a claim, we show that it is true for all atomic elements. Then we show that if we construct
a new term (or formula) from a set of terms (or formulas) for which our claim is true, then
our claim is also true on the new term (or formula). This shows that the claim is true for
all terms (or formulas).
Theorem 4.1.30 ([Mar02, Theorem 1.1.10]). For L-structures M and N , if M∼= N , then
M≡ N .
Proof. Let j : M→ N be an L-isomorphism mapping M , the domain of M, bijectively to
N , the domain of N . If a = (a1, . . . , an) ∈Mn, let j(a) = (j(a1), . . . , j(an)) ∈ Nn.
We will prove by induction on terms the following claim: if t is an L-term with free
variables from v = (v1, . . . , vn), then for all a = (a1, . . . , an) ∈M
n, j(tM(a)) = tN (j(a)).
If t is a constant symbol c, then j(tM(a)) = j(cM) = cN = tN (j(a)).
If t is a variable vi, then j(t
M(a)) = j(ai) = t
N (j(a)).
If t is f(t1(v), . . . , tnf (v)), where f is a function symbol and t1, . . . , tnf are L-terms for
which the claim is true, then
j(tM(a)) = j(fM(tM1 (a), . . . , t
M
nf
(a)))
= fN (j(tM1 (a)), . . . , j(t
M
nf
(a))) since j is an L-homomorphism
= fN (tN1 (j(a)), . . . , t
N
nf
(j(a))) by induction
= tN (j(a)).
This completes the induction on terms and the proof of the claim.
Next we will prove by induction on formulas that if φ is an L-formula with free variables
from v = (v1, . . . , vn), then for all a = (a1, . . . , an) ∈ Mn, M |= φ(a) if and only if N |=
φ(j(a)).
If φ(v) is t1(v) = t2(v), where t1 and t2 are L-terms, then
M |= φ(a) iff tM1 (a) = t
M
2 (a)
iff j(tM1 (a)) = j(t
M
2 (a)) because j is injective
iff tN1 (j(a)) = t
N
2 (j(a)) applying the claim
iff N |= φ(j(a)).
If φ(v) is R(t1(v), . . . , tnR(v)), where R is a relation symbol and t1, . . . , tnR are L-terms,
then
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M |= φ(a) iff (tM1 (a), . . . , t
M
nR
(a)) ∈ RM
iff (j(tM1 (a)), . . . , j(t
M
nR
(a))) ∈ RN because j is a homomorphism
iff (tN1 (j(a)), . . . , t
N
nR
(j(a))) ∈ RN applying the claim
iff N |= φ(j(a)).
If φ(v) is ¬ψ(v), where ψ is an L-formula for which our assertion is true, then
M |= φ(a) iff M 6|= ψ(a)
iff N 6|= ψ(j(a)) by induction
iff N |= φ(j(a)).
If φ(v) is ψ(v) ∧ θ(v), where ψ and θ are L-formulas for which our assertion is true, then
M |= φ(a) iff M |= ψ(v) andM |= θ(v)
iff N |= ψ(j(v)) andN |= θ(j(v)) by induction
iff N |= φ(j(v)).
If φ(v) is ∃w ψ(v, w), where w is a variable and ψ is an L-formula for which our assertion
is true, then M |= φ(a) if and only if there exists some b ∈M such that M |= ψ(a, b). Now
if there exists such a b, then by induction, N |= ψ(j(a), j(b)), so there exists c ∈ N (take
c = j(b)) such that N |= ψ(j(a), c), and thus N |= φ(j(a)). Conversely, if N |= φ(j(a)),
then there exists c ∈ N such that N |= ψ(j(a), c). j is surjective, so there exists b ∈M such
that j(b) = c, and by induction M |= ψ(a, b).
This completes the proof by induction on formulas. We do not need to consider formulas
constructed using ∨ or ∀, since these can be re-written to use only ¬, ∧, and ∃. This also
completes the proof of the theorem, since we have shown that if φ is an L-sentence, then
M |= φ if and only if N |= φ. So M≡ N . 
4.2. Ultraproducts. The fields Qp and Fp((t)) are not elementarily equivalent for any p
(for instance, the sentence Charp is true in Fp((t)) but false in Qp). However, we will prove
that the theory of LV F -sentences which are true in Qp for all but finitely many p is the same
as the theory of LV F -sentences which are true in Fp((t)) for all but finitely many p.
A construction called the ultraproduct will allow us to build new structures from the Qp
and Fp((t)) in which a sentence is true if and only if it is true in “almost all” of these fields.
The precise meaning of “almost all” is described by the definition of a filter on a set.
Definition 4.2.1. Given a set I, a filter on I is a subset of the power set D ⊆ P(I) such
that
• ∅ /∈ D and I ∈ D,
• if A ∈ D and B ∈ D, then A ∩ B ∈ D, and
• if A ∈ D and A ⊆ B ⊆ I, then B ∈ D.
Example 4.2.2. The following are examples of filters on a set I:
• DT = {I}. DT is called the trivial filter.
• For j ∈ I, Dj = {X ⊆ I | j ∈ X}. Dj is called the principal filter generated by j.
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• DF = {X ⊆ I | I \ X is finite}. DF is called the Frechet filter. Note that DF is a
filter only when I is infinite, since otherwise ∅ ∈ DF .
Some intuition for the notion of a filter can be built by thinking of the sets in the filter as
those containing “almost all” elements of I. If two sets both contain almost all elements, their
intersection should also contain almost all elements. If a set contains almost all elements,
any superset should also contain almost all elements. Of course, for different filters, “almost
all” has different meanings. A principal filter, for instance, gives great preference to its
generating element.
Definition 4.2.3. A filter D on I is an ultrafilter if for all X ⊆ I, X ∈ D or I \X ∈ D.
All principal filters are ultrafilters. The next lemma and theorem demonstrate that non-
principal ultrafilters can be obtained by extending the Frechet filter on an infinite set.
Lemma 4.2.4. Given a filter D on a set I and a subset X ⊂ I such that X /∈ D, we can
extend D to a filter DX on I such that D ⊆ DX and I \X ∈ DX .
Proof. Let DX = {Y ⊆ I | there existsZ ∈ D such thatZ \X ⊆ Y }.
DX is a filter on I:
• If ∅ ∈ DX , then there exists Z ∈ D such that Z \ X = ∅, that is, Z ⊆ X . But
then X ∈ D, which contradicts our assumption. So ∅ /∈ DX . Also, for any Z ∈ D,
Z \X ⊆ I, so I ∈ DX .
• For A,B ∈ DX , there exist sets ZA, ZB ∈ D such that ZA \X ⊆ A and ZB \X ⊆ B.
Then (ZA ∩ ZB) \X ⊆ (A ∩ B), so A ∩ B ∈ DX .
• For A ∈ DX and A ⊆ B ⊆ I, there exists ZA ∈ D such that ZA \ X ⊆ A ⊆ B, so
B ∈ DX .
For any Y ∈ D, take Z = Y . Y \X ⊆ Y , so Y ∈ DX . Thus D ⊆ DX .
To show that I \X ∈ DX , take Z = I. I \X ⊆ I \X , so I \X ∈ DX . 
Theorem 4.2.5 ([CK73, Proposition 4.1.3]). For any filter D on I, there exists an ultrafilter
U on I with D ⊆ U .
Proof. Let F be the set of all filters on I extending D, ordered by the subset relation. If
(Cα : α < β) is a chain in F , then C =
⋃
α<β Cα is a filter on I:
• We have ∅ /∈ C since ∅ /∈ Cα for all α, and I ∈ C since I ∈ Cα for all α.
• If A,B ∈ C, then A ∈ Cα and B ∈ Cβ for some α and β. Then A,B ∈ Cmax{α,β}, and
A ∩B ∈ Cmax{α,β} ⊆ C.
• If A ∈ C and A ⊆ B ⊆ I, then A ∈ Cα for some α, so B ∈ Cα ⊆ C.
C extends D, since it is the union of a set of filters extending D, so C ∈ F . Moreover, C
is an upper bound for (C : α < β), since Cα ⊆ C for all α. Applying Zorn’s lemma, F has
maximal elements. Let U be a maximal element. We claim that U is an ultrafilter.
Let X ⊆ I be a subset such that X /∈ U . By Lemma 4.2.4 we can find a filter UX on I
such that U ⊆ UX and I \ X ∈ UX . Since UX extends U , it also extends D. But U is a
maximal element among the filters on I extending D, and thus UX = U . We have shown
that for any X ⊂ I, if X /∈ U , then I \X ∈ U , so U is an ultrafilter. 
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Note that no ultrafilter U on I extending the Frechet filter is principal, since for any j ∈ I,
I \ {j} ∈ DF ⊂ U . In fact, all nonprincipal ultrafilters are extensions of the Frechet filter.
Lemma 4.2.6. The intersection
⋂
D of all nonprincipal ultrafilters D on an infinite set I
is the Frechet filter DF on I.
Proof. Let D be a nonprincipal ultrafilter. For all j ∈ I, there exists Xj ∈ D such that
j /∈ Xj (otherwise D would be principal generated by j). Then Yj = I \ {j} ∈ D, since
Xj ⊆ Yj. For all A ∈ DF , we have A = I \ {ai}ni=1 for some finite set {ai}
n
i=1 ⊂ I. Then
A =
⋂n
i=1 Yai ∈ D. Thus DF ⊆ D for all nonprincipal ultrafilters D, and DF ⊆
⋂
D.
Conversely, suppose A ∈
⋂
D, A /∈ DF . Then by Lemma 4.2.4 we can extend DF to a filter
DA containing I \ A. By Theorem 4.2.5 we can extend DA to an ultrafilter U containing
I \ A. This filter is nonprincipal, since it extends DF , and A /∈ U . But then A /∈
⋂
D,
contradicting our assumption. Thus
⋂
D ⊆ DF , and we have shown that
⋂
D = DF . 
The Ultraproduct Construction. Now that we have ultrafilters at our disposal, we are ready
to introduce the ultraproduct construction.
Let {Mi}i∈I be a collection of L-structures indexed by an infinite set I, and let D be an
ultrafilter on I. We will view the Cartesian product
∏
Mi of the domains of the Mi as the
set of choice functions {f : I →
⋃
Mi | ∀i ∈ I, f(i) ∈Mi}. We define a relation ∼D on
∏
Mi
by f ∼D g if and only if {i ∈ I | f(i) = g(i)} ∈ D.
Proposition 4.2.7. The relation ∼D is an equivalence relation.
Proof. Let f, g, h ∈
∏
Mi.
• The set {i ∈ I | f(i) = f(i)} = I ∈ D, so f ∼D f , and ∼D is reflexive.
• If f ∼D g, then {i ∈ I | g(i) = f(i)} = {i ∈ I | f(i) = g(i)} ∈ D, so g ∼D f , and ∼D
is symmetric.
• Suppose f ∼D g and g ∼D h. Let A = {i ∈ I | f(i) = g(i)}, B = {i ∈ I | g(i) = h(i)},
and C = {i ∈ I | f(i) = h(i)}. A ∈ D and B ∈ D, so A ∩ B ∈ D. A ∩ B ⊆ C, so
C ∈ D. Thus f ∼D h, and ∼D is transitive.
Hence ∼D is an equivalence relation. 
Definition 4.2.8. With {Mi}i∈I , D, and ∼D as above, the ultraproduct
∏
Mi/D, is an
L-structure, defined as follows. Let M =
∏
Mi/D.
• The domain ofM, denoted
∏
Mi/D, is the set of equivalence classes of ∼D in
∏
Mi.
We will denote the equivalence class of f ∈
∏
Mi by [f ], or by [f(i)|i ∈ I].
• For each function symbol f ∈ L, we define the interpretation fM by
fM([g1], . . . , [gnf ]) = [f
Mi(g1(i), . . . , gnf (i))|i ∈ I].
• For each relation symbol R ∈ L, we define the interpretation RM by
([g1], . . . , [gnR]) ∈ R
M if and only if {i ∈ I | (g1(i), . . . , gnR(i)) ∈ R
Mi} ∈ D.
• For each constant symbol c ∈ L, we define the interpretation cM by
cM = [cMi |i ∈ I].
THE AX-KOCHEN THEOREM: AN APPLICATION OF MODEL THEORY TO ALGEBRA 31
Using the “almost all” intuition for the ultrafilter D, we can describe the elements of the
domain of the ultraproduct as the classes of elements of the Cartesian product which are
the same almost everywhere. A relation holds for elements of the ultraproduct if and only if
the interpretation of the relation symbol holds for representatives of the element classes in
almost all of the Mi.
Functions are applied in the ultraproduct by applying the interpretation of the function
symbol to representatives of the element classes in each Mi. A constant in the ultraproduct
is simply the equivalence class of the interpretation of the constant in each Mi.
But there is something to check before we can accept this definition. In the definitions of
the interpretations fM and RM, we chose a representative gi for each equivalence class [gi].
We must show that the interpretations are independent of our choices of representatives.
Proposition 4.2.9. Let M =
∏
Mi/D, defined as above. For all function symbols f and
relation symbols R in L, the interpretations fM and RM are well-defined.
Proof. Let f be a function symbol. Suppose that for 1 ≤ j ≤ nf we have gj, hj ∈
∏
Mi with
gj ∼D hj. If we define gf(i) = fMi(g1(i), . . . , gnf (i)) and hf (i) = f
Mi(h1(i), . . . , hnf (i)), we
would like to show that gf ∼D hf . For all j, let Aj = {i ∈ I | gj(i) = hj(i)}. Aj ∈ D for all
j, so
⋂n
j=1Aj ∈ D. Now gf and hf certainly agree whenever all of the gj and hj agree, so⋂n
j=1Aj ⊆ Af = {i ∈ I | gf(i) = hf(i)}, hence Af ∈ D, and gf ∼D hf .
Let R be a relation symbol. Suppose that for 1 ≤ j ≤ nR we have gj, hj ∈
∏
Mi
with gj ∼D hj . If we define G = {i ∈ I | (g1(i), . . . , gnR(i)) ∈ R
Mi} and H = {i ∈
I | (h1(i), . . . , hnR(i)) ∈ R
Mi}, we would like to show that G ∈ D if and only if H ∈ D.
Again, we define Aj = {i ∈ I | gj(i) = hj(i)} ∈ D for all j. Suppose G ∈ D. Then
G ∩
⋂n
j=1Aj ∈ D. Now (h1(i), . . . , hnR(i)) is certainly in R
Mi whenever all of the gj and hj
agree and (g1(i), . . . , gnR(i)) is in R
Mi , so G∩
⋂n
j=1Aj ⊆ H , and thus H ∈ D. The converse
follows by the same argument. 
The Fundamental Theorem of Ultraproducts states that the ultraproduct
∏
Mi/D of
L-structures satisfies the L-formula φ if and only if almost all of the Mi satisfy φ.
Theorem 4.2.10 (Fundamental Theorem of Ultraproducts, [CK73, Theorem 4.1.9]). Let
M be the ultraproduct
∏
Mi/D of L-structures with ultrafilter D on index set I. Let φ(v)
be an L-formula with free variables from v = (v1, . . . , vn). Then for [g] = ([g1], . . . , [gn]) ∈
(
∏
Mi/D)
n,
∏
Mi/D |= φ([g]) if and only if {i ∈ I |Mi |= φ(g(i))} ∈ D.
Proof. The proof is by induction on terms and formulas.
First, we claim that if t(v) is an L-term, then tM([g]) = [tMi(g(i)) | i ∈ I].
If t is a constant symbol c, then the claim is true by definition: cM = [cMi | i ∈ I].
If t is a variable vj , then t
M([g]) = [gj] = [gj(i) | i ∈ I] = [tMi(g(i)) | i ∈ I].
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If t is f(t1(v), . . . , tnf (v)), where f is a function symbol and t1, . . . , tnf are L-terms for
which the claim is true, then
tM([g]) = fM(tM1 ([g]), . . . , t
M
nf
([g]))
= fM([tMi1 (g(i)) | i ∈ I], . . . , [t
Mi
nf
(g(i)) | i ∈ I]) by induction
= [fMi(tMi1 (g(i)), . . . , t
Mi
nf
(g(i))) | i ∈ I] interpretation of f
= [tMi(g(i)) | i ∈ I].
Having established that terms behave as expected under interpretation, we may move on
to proving the theorem. We begin with atomic formulas.
If φ(v) is t1(v) = t2(v), where t1 and t2 are L-terms, then
M |= φ([g]) iff tM1 ([g]) = t
M
2 ([g])
iff [tMi1 (g(i)) | i ∈ I] = [t
Mi
2 (g(i)) | i ∈ I] applying the claim
iff {i ∈ I | tMi1 (g(i)) = t
Mi
2 (g(i))} ∈ D
iff {i ∈ I |Mi |= φ(g(i))} ∈ D.
If φ(v) is R(t1(v), . . . , tnR(v)), where R is a relation symbol and t1, . . . , tnR are L-terms,
then
M |= φ([g]) iff (tM1 ([g]), . . . , t
M
nR
([g])) ∈ RM
iff ([tMi1 (g(i)) | i ∈ I], . . . , [t
Mi
nR
(g(i)) | i ∈ I]) ∈ RM applying the claim
iff {i ∈ I | (tMi1 (g(i)), . . . , t
Mi
nR
(g(i))) ∈ RMi} ∈ D interpretation of R
iff {i ∈ I |Mi |= φ(g(i))} ∈ D.
If φ(v) is ¬ψ(v), where ψ is an L-formula for which our assertion is true, then
M |= φ([g]) iff M 6|= ψ([g])
iff {i ∈ I |Mi |= ψ(g(i))} /∈ D by induction
iff I \ {i ∈ I |Mi |= ψ(g(i))} ∈ D since D is an ultrafilter
iff {i ∈ I |Mi 6|= ψ(g(i))} ∈ D
iff {i ∈ I |Mi |= φ(g(i))} ∈ D.
If φ(v) is ψ(v) ∧ θ(v), where ψ and θ are L-formulas for which our assertion is true, then
M |= φ([g]) iff M |= ψ([g]) and M |= θ([g])
iff {i ∈ I |Mi |= ψ(g(i))} ∈ D and {i ∈ I |Mi |= θ(g(i))} ∈ D,
by induction. Let A = {i ∈ I |Mi |= ψ(g(i))} and B = {i ∈ I |Mi |= θ(g(i))}. If A ∈ D
and B ∈ D, then A∩B ∈ D. Conversely, A∩B ⊆ A and A∩B ⊆ B, so if A∩B ∈ D, then
A ∈ D and B ∈ D. Now,
A ∩ B ∈ D iff {i ∈ I |Mi |= ψ(g(i)) and Mi |= θ(g(i))} ∈ D
iff {i ∈ I |Mi |= φ(g(i))} ∈ D.
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If φ(v) is ∃w ψ(v, w), where w is a variable and ψ is an L-formula for which our assertion
is true, thenM |= φ([g]) if and only if there exists [h] ∈
∏
Mi/D such thatM |= ψ([g], [h]),
if and only if (by induction) there exists [h] such that {i ∈ I |Mi |= ψ(g(i), h(i))} ∈ D. Let
A[h] = {i ∈ I |Mi |= ψ(g(i), h(i))} and let B = {i ∈ I |Mi |= φ(g(i))}. We would like to
show that there exists [h] such that A[h] ∈ D if and only if B ∈ D.
Suppose there exists such an [h]. Then A[h] ⊆ B, since for i ∈ A, Mi |= ψ(g(i), h(i)), so
Mi |= φ(g(i)), since h(i) satisfies the existential quantifier in Mi. So B ∈ D. Conversely,
suppose B ∈ D. Let h ∈
∏
M be such that for all i ∈ B, h(i) ∈ Mi is an element which
satisfies the existential quantifier, and for i /∈ B, h(i) is an arbitrary element. Then B ⊆ A[h],
so A[h] ∈ D.
This completes the proof by induction on formulas. We do not need to consider formulas
constructed using ∨ or ∀, since these can be re-written to use only ¬, ∧, and ∃. 
Applications of Ultraproducts. The Fundamental Theorem of Ultraproducts has a number of
elegant consequences.
Corollary 4.2.11. If K is an elementary class of L-structures and {Mi}i∈I is a collection
of L-structures in K, indexed by an infinite set I, then for any ultrafilter D on I,
∏
Mi/D
is in K.
Proof. Let T be a set of axioms for K. For any φ ∈ T , {i ∈ I |Mi |= φ} = I, since Mi ∈ K
for all i ∈ I. Now I ∈ D, so
∏
Mi/D |= φ by Theorem 4.2.10. Thus
∏
Mi/D |= T , and∏
Mi/D is in the class K. 
Example 4.2.12. Let D be a nonprincipal ultrafilter on the set of primes, P . By Corollary
4.2.11,
∏
Fp((t))/D and
∏
Qp/D are valued fields with cross section, since we saw in Example
4.1.12 that the class of valued fields with cross section is elementary. Also,
∏
Qp/D has
characteristic zero, since Qp |= Char0 for all primes p.
Consider the characteristic of
∏
Fp((t))/D. For any prime p, Fq((t)) |= Charp if and only
if q = p, so {q ∈ P |Fq((t)) |= Charp} = {p}. This is a finite set, so its complement is in
the Frechet filter DF on P . But D contains DF by Lemma 4.2.6, so P \ {p} ∈ D, and thus
{p} /∈ D. Hence
∏
Fp((t))/D |= ¬Charp for all p ∈ P . This means that
∏
Fp((t))/D has
characteristic zero.
This result suggests that the ultraproducts
∏
Fp((t))/D and
∏
Qp/D are very similar
structures. The next lemma supports this intuition and sheds some light on the structure of
the ultraproducts as valued fields.
Lemma 4.2.13. For any nonprincipal ultrafilter D, the residue class fields and value groups
of
∏
Qp/D and
∏
Fp((t))/D are isomorphic. Specifically,
• v((
∏
Qp/D)∗) ∼=
∏
Z/D ∼= v((
∏
Fp((t))/D)∗), isomorphic as groups,
•
∏
Qp/D ∼=
∏
Fp/D ∼=
∏
Fp((t))/D, isomorphic as fields, and
• char(
∏
Fp/D) = 0, so the residue class fields have characteristic zero.
Proof. Let M =
∏
Qp/D and take [f ] ∈ M , the domain of M, with [f ] 6= [0]. Then
f 6∼D 0, so {p ∈ P | f(p) 6= 0} ∈ D, and we can find g ∼D f such that g(p) 6= 0 for all
p. We will use g as our representative element for the equivalence class [f ]. By definition,
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v
M([f ]) = [vQp(g(p)) | p ∈ P ] = [pnp | p ∈ P ], for some integers np. The value group consists
of all equivalence classes of this form. Let φ be the function which maps [pnp | p ∈ P ] to
[np | p ∈ P ] ∈
∏
Z/D. It is easy to see that φ is a bijection, and φ([pnp | p ∈ P ] · [pmp | p ∈
P ]) = φ([pnp+mp | p ∈ P ]) = [np + mp | p ∈ P ] = [np | p ∈ P ] + [mp | p ∈ P ] = φ([pnp | p ∈
P ])) + φ([pmp | p ∈ P ]), so φ is an isomorphism of groups.
The same argument shows that v(
∏
Fp((t))/D) ∼=
∏
Z/D, with the minor difference that
elements of the value group are of the form [tnp | p ∈ P ], where the np are integers, since we
choose t instead of p as a prime element for Fp((t)).
Thus, v((
∏
Qp/D)∗) ∼= v((
∏
Fp((t))/D)∗).
Now considerM = O/{[f ] ∈ O |M |= 1 < v([f ])} (here we use t1 < t2 as an abbreviation
for (t1 ≤ t2) ∧ ¬(t1 = t2)). This is O/{[f ] ∈ M| {p |Qp |= 1 < v(f(p))} ∈ D}. The ideal in
the denominator is the maximal idea I1.
Consider the set R of distinct [g] ∈ O such that g(p) ∈ {0, . . . , p − 1} for all p ∈ P . We
would like to show that this set is a complete set of representatives for the residue class field.
Take [g], [h] ∈ R, [g] 6= [h]. Suppose [g] ≡ [h] (mod I1). Then we have [g] + [f ] = [h]
for some [f ] ∈ I1. Now if [f ] ∈ I1, then {p |Qp |= 1 < v(f(p))} ∈ D, and since [g] 6= [h],
{p | g(p) 6= h(p)} ∈ D. But for any p for which both g(p) 6= h(p) and 1 < v(f(p)), we have
g(p) + f(p) 6= h(p), since g(p) and h(p) are taken from {0, . . . , p − 1}, and their difference
cannot be divisible by p.
So {p |Qp |= 1 < v(f(p))} ∩ {p | g(p) 6= h(p)} ⊆ {p | g(p) + f(p) 6= h(p)} ∈ D, and hence
g + f 6∼D h, which is a contradiction. Thus distinct elements of R are representatives for
distinct equivalence classes mod I1.
But every equivalence class mod I1 has a representative in R, since we can take any repre-
sentative f of the class and reduce each coordinate f(p) mod p to an element of {0, . . . , p−1}.
Letting [g] be the resulting element of R, the difference [f ] − [g] = [f − g] is an element of
I1, since each coordinate of f − gis divisible by p, so [g] is a representative for the class.
Thus R is a complete set of representatives for the classes mod I1. Interpreting each
[g] ∈ R as an element of
∏
Fp/D in the obvious way, it is easy to verify that the resulting
map from M to
∏
Fp/D is an isomorphism of fields.
The same argument holds for
∏
Fp((t))/D, the only difference being that we note that
the difference between distinct g(p) and h(p) from {0, . . . , p− 1} cannot be divisible by t.
Thus,
∏
Qp/D ∼=
∏
Fp((t))/D.
Finally, the residue class fields have characteristic zero by the same argument given in
Example 4.2.12. That is, Fq |= Charp only when q = p, so
∏
Fp/D |= ¬Charp for all p, and
thus char(
∏
Fp/D) = 0. 
Next we will prove a theorem which is a significant step toward a proof of the Ax-Kochen
Principle.
Theorem 4.2.14. Let {Mi}i∈I and {Ni}i∈I be collections of L-structures, indexed by the
same infinite set I. Suppose that for all nonprincipal ultrafilters D,
∏
Mi/D ≡
∏
Ni/D.
Then for any L-sentence φ, Mi |= φ for all but finitely many i if and only if Ni |= φ for all
but finitely many i.
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Proof. Suppose that Mi |= φ for all but finitely many i. Then A = {i ∈ I |Mi |= φ} ∈ DF ,
the Frechet filter on I. By Lemma 4.2.6, all nonprincipal ultrafilters extend the Frechet
filter, so A ∈ D for all nonprincipal ultrafilters D. By Theorem 4.2.10,
∏
Mi/D |= φ, and by
elementarily equivalence,
∏
Ni/D |= φ. Again by Theorem 4.2.10, B = {i ∈ I | Ni |= φ} ∈ D
for all nonprincipal ultrafilters D, so B ∈
⋂
D = DF by Lemma 4.2.6. Thus Ni |= φ for all
but finitely many i.
The converse follows symmetrically. 
Now that we have established Theorem 4.2.14, the Ax-Kochen Principle will be proven
if we can demonstrate the elementary equivalence of the ultraproducts
∏
Fp((t))/D and∏
Qp/D for all nonprincipal ultrafilters D on the set P of all primes. But to do so, we
will need to appeal to more powerful techniques from model theory and dig deeper into the
algebraic properties of Fp((t)) and Qp.
4.3. Types and Saturated Models. This section is largely concerned with a useful tech-
nique for proving that two structures are isomorphic, the back-and-forth argument. We will
begin with a demonstration of a simple back-and-forth argument in the case of countable
dense linear orders without endpoints. We will then generalize the property of these struc-
tures which makes the back-and-forth argument possible by discussing types and saturated
models.
We will often refer to ordinal and cardinal numbers, and we will assume some knowledge
of transfinite arithmetic and transfinite induction. For more information, see Appendix A.
Let LO = {<}, where < is a binary relation symbol, and let DLO be the LO-theory of
dense linear orders without endpoints:
(1) ∀x¬(x < x)
(2) ∀x∀y∀z ((x < y ∧ y < z)→ x < z)
(3) ∀x∀y (x < y ∨ x = y ∨ y < x)
(4) ∀x∀y (x < y → ∃z (x < z ∧ z < y))
(5) ∀x∃y∃z (y < x ∧ x < z)
One example of a model for DLO is the LO-structure 〈Q, <〉, where the interpretation of
the symbol < is the usual ordering of Q. It is well known that Q is countable. We will use
a back-and-forth argument to show that up to isomorphism, 〈Q, <〉 is the only countable
model for DLO. Note that this means up to LO-isomorphism as an LO-structure; we view Q
only as an ordered set, not as a field.
Theorem 4.3.1 ([Mar02, Theorem 2.4.1]). Let A and B be LO-structures with domains A
and B such that A |= DLO, B |= DLO, and |A| = |B| = ℵ0. Then A ∼= B.
Proof. Since A and B are countable, we can choose enumerations a0, a1, . . . and b0, b1, . . . of
A and B. We will inductively construct a sequence of functions fi : Ai → Bi, between finite
subsets Ai ⊂ A and Bi ⊂ B, satisfying the following properties for each i ≥ 0:
(1) For all j < i, Aj ⊆ Ai, Bj ⊆ Bi, and fj ⊆ fi. That is, if a ∈ Aj, then a ∈ Ai,
fj(a) ∈ Bi, and fi(a) = fj(a).
(2) If a < a′, with a, a′ ∈ Ai, then fi(a) < fi(a′). That is, each fi is an LO-homomorphism
between the substructures of A and B with domains Ai and Bi.
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(3) We have {a0, . . . , ai−1} ⊆ Ai and {b0, . . . , bi−1} ⊆ Bi.
(4) The function fi is a bijection between Ai and Bi.
Given such a sequence of functions, we let f =
⋃∞
i=0 fi :
⋃∞
i=0Ai →
⋃∞
i=0Bi. Property
1 ensures that f is well-defined, for if a ∈
⋃∞
i=0Ai, there is some N ≥ 0 such that a ∈ Aj
for all j ≥ N , and the fj agree on a for all j ≥ N . Property 2 ensures that f is an LO-
homomorphism. Property 3 ensures that
⋃∞
i=0Ai = A and
⋃∞
i=0Bi = B, since the ai and
bi enumerate all of A and B. Property 4 ensures that f is a bijection A → B, and thus an
isomorphism between A and B.
For the base case, let A0 = B0 = f0 = ∅. The four properties are trivially satisfied.
Given fi satisfying the four properties, we first extend fi to a function gi+1 : A
′
i+1 → B
′
i+1
(with Ai ⊆ A′i+1 and Bi ⊆ B
′
i+1) by ensuring that ai is in the domain. Then we extend gi+1
to the next function fi+1 : Ai+1 → Bi+1 in the sequence by ensuring that bi is in the range.
Going “back and forth” in this way, we will ensure that fi+1 satisfies property 3.
If ai+1 ∈ Ai, then we simply let A′i+1 = Ai, B
′
i+1 = Bi, and gi+1 = fi. Otherwise, we must
pick an element b∗ ∈ B onto which to map ai+1. Property 4 requires that b∗ /∈ Bi (otherwise
gi+1 would not be injective), and property 2 requires that for all a ∈ Ai, a < ai+1 if and only
if fi(a) < b
∗.
Exactly one of the following holds:
(1) ai+1 is less than every element of Ai, or
(2) ai+1 is greater than every element of Ai, or
(3) since Ai is finite, there exists a greatest element less than ai+1, α, and a least element
greater than ai+1, β, such that α < β.
In the first case, since B |= DLO, it has no greatest element, so there is some b∗ ∈ B \Bi
greater than every element of Bi. In the second case, B has no least element, so there is
some b∗ ∈ B \Bi less than every element of Bi. In the third case, B is dense, so we can find
b∗ ∈ B \Bi such that fi(α) < b∗ < fi(β). In any case, we have satisfied b∗ /∈ Bi and a < ai+1
if and only if fi(a) < b
∗.
Now define A′i+1 = Ai ∪ {ai+1}, B
′
i+1 = Bi ∪ {b
∗}, and gi+1 : A′i+1 → B
′
i+1 such that
gi+1(ai+1) = b
∗ and for all a ∈ Ai, gi+1(a) = fi(a).
The other direction is symmetric. If bi+1 ∈ Bi, then we simply let Ai+1 = A′i+1, Bi+1 =
B′i+1, and fi+1 = gi+1. Otherwise, we must pick an element a
∗ ∈ A to map onto bi+1. We
must have a∗ /∈ Ai (otherwise fi+1 would not be well-defined), and property 2 requires that
for all a ∈ Ai, a < a∗ if and only if gi(a) < bi+1. Using the fact that A |= DLO, we can pick
such an a∗ in the same way we picked b∗.
Now define Ai+1 = A
′
i+1 ∪ {a
∗}, Bi+1 = B′i+1 ∪ {bi+1}, and fi+1 such that fi+1(a
∗) = bi+1
and for all a ∈ Ai, fi+1(a) = gi+1(a). Note that we have maintained properties 1-4, and by
induction we can construct the required sequence of functions. 
The key property of models of DLO which allows the back-and-forth argument to work is
this: given a finite subset of the domain, if we specify a place in the ordering relative to the
elements of the subset where we would like to find some new element, we are guaranteed to
be able to find such an element, provided that its existence would not break the linearity of
the ordering.
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Types. To our toolbox of formulas, sentences, and theories, we add a new way of expressing
first-order properties, types. Types will allow us to express properties of elements of a
structure relative to a distinguished set of other elements. More precisely, given a set A of
elements of a structure M, a type captures the relationships that other elements could have
relative to the elements of A.
Let M be an L-structure with domain M . Given A ⊆ M , let LA be the language
L ∪ {ca | a ∈ A} where each ca is a new distinct constant symbol. We view M is an LA-
structure by interpreting cMa = a for each new constant symbol.
When we are working over L, sentences and formulas may only refer explicitly to the
elements of M which are interpretations of the constant symbols of L. By expanding
the language, we are allowing sentences to refer to the elements of A. Let ThA(M) =
{φ | φ is an LA-sentence, andM |= φ}. This theory is an extension of Th(M), consisting of
all sentences which are true inM, when we are allowed to explicitly refer to the elements of
A.
Earlier (Definition 4.1.16), we defined satisfiability of an L-theory. There is also a concept
of satisfiability of a set of L-formulas.
Definition 4.3.2. A set of L-formulas S with free variables v1, . . . , vn is called satisfiable
if there is an L-structure M with domain M and elements a1, . . . , an ∈ M such that M |=
φ(a1, . . . , an) for all formulas φ ∈ S. Note that the elements of the domain are fixed. The
same value must be substituted for the same variable across all formulas.
Definition 4.3.3. Given an L-structure M with domain M and a subset A ⊆ M , an n-
type over A is a set P of LA formulas in free variables v1, . . . , vn, such that ThA(M) ∪ P is
satisfiable. If for all LA-formulas φ in free variables v1, . . . , vn, either φ ∈ P or ¬φ ∈ P , then
P is called complete.
The satisfiability condition here means that there is some LA-structure N with domain
N which is a model for ThA(M), and that there are elements b1, . . . , bn ∈ N such that
N |= φ(b1, . . . , bn) for all φ ∈ P . We say that the elements b1, . . . , bn realize P in N . If P is
not realized in M we say that M omits the type P .
Example 4.3.4. We return to the example of 〈Q, <〉 as an LO-structure. Let A = N ⊂ Q.
We will define two types over A.
Let P = {c0 < v1, c1 < v1, c2 < v1, . . .}. Note that the elements of N appear (represented
by constant symbols) in the formulas of P . In order to show that P is a 1-type over A, we
must show that ThA(〈Q, <〉)∪P is satisfiable. Let ∆ ⊂ ThA(〈Q, <〉)∪P be a finite subset.
Only finitely many of the formulas in P appear in ∆, so we let i be the maximum integer
such that i < v1 ∈ ∆. Then for all φ(v1) = j < v1 ∈ ∆ ∩ P , 〈Q, <〉 |= φ(i + 1). The other
sentences in ∆ are true in 〈Q, <〉 by definition, so 〈Q, <〉 |= ∆. Thus ThA(〈Q, <〉) ∪ P is
finitely satisfiable, and therefore satisfiable by Compactness.
So P is a 1-type over A, but 〈Q, <〉 omits P , since there is no rational number which is
greater than every natural number.
Let Q = {φ(v1) | 〈Q, <〉 |= φ(
1
2
)}. The element 1
2
realizes Q in 〈Q, <〉, so Q∪ ThQ(〈Q, <〉)
is clearly satisfiable, and Q is a 1-type over A. Moreover, for any LA-formula ψ in one free
variable, 〈Q, <〉 |= ψ(1
2
) or 〈Q, <〉 |= ¬ψ(1
2
), so either ψ ∈ Q or ¬ψ ∈ Q. Thus Q is complete.
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There is a useful generalization of the type Q in Example 4.3.4. For any L-structure M
with domain M , A ⊆ M , and elements m1, . . . , mn ∈ M , we define tpM(m1, . . . , mn/A) =
{φ(v1, . . . , vn) |M |= φ(m1, . . . , mn)}. By the argument given in the example, this type,
called the complete type of a1, . . . , an over A, is a complete n-type which is realized in M.
Saturated Models. A κ-saturated model realizes all types over sets of cardinality less than κ.
Definition 4.3.5. Let T be a complete theory with infinite models in a countable language
L. Let κ be an infinite cardinal. A model M |= T with domain M is called κ-saturated if
for all A ⊂M with |A| < κ every type over A is realized in M.
In Theorem 4.3.1, we constructed an isomorphism between any two countable models for
DLO. Using a similar argument, we can construct partial elementary bijections between
subsets of the domains of κ-saturated models.
Theorem 4.3.6 ([CK73, Lemma 5.1.11]). Let κ be an infinite cardinal, and letM and N be
κ-saturated models of a complete theory T with domains M and N respectively. Let A ⊆M
and B ⊆ N be subsets such that |A| = |B| = κ. Then there is a partial elementary bijection
f : A˜→ B˜, where A ⊆ A˜ ⊆M and B ⊆ B˜ ⊆ N , and |A˜| = |B˜| = κ. By a partial elementary
bijection, we mean that M |= φ(x1, . . . , xn) for φ an L-formula and x1, . . . , xn ∈ A˜ if and
only if N |= φ(f(x1), . . . , f(xn)).
Proof. Let (aα : α < κ) and (bα : α < κ) be enumerations of A and B respectively.
We will inductively construct a sequence of functions (fα : α < κ) such that each fα is
a partial elementary bijection with domain Aα ⊂ M and range Bα ⊂ N . We require fα to
satisfy the following properties for all α < κ:
(1) For all β < α, Aβ ⊆ Aα, Bβ ⊆ Bα, and fβ ⊆ fα.
(2) We have aα ∈ Aα+1 and bα ∈ Bα+1.
(3) The function fα is a bijection between Aα and Bα.
(4) We have |Aα| ≤ |2α| < κ and |Bα| ≤ |2α| < κ.
Given such a sequence of functions, we let A˜ =
⋃
α<κAα, B˜ =
⋃
α<κBα, and f =
⋃
α<κ fα.
Properties 1 and 3 guarantee that f is a well-defined elementary bijection A˜→ B˜, property
2 guarantees that A ⊆ A˜ and B ⊆ B˜, and property 4 guarantees that |A˜| = |B˜| = κ.
For the base case, let A0 = B0 = f0 = ∅. The properties are trivially satisfied.
If α is a limit ordinal, we define Aα =
⋃
β<αAβ, Bα =
⋃
β<αBβ, and fα =
⋃
β<α fβ.
Property 1 is clearly satisfied. Property 2 only requires certain elements to be in the domain
and range of successor ordinals, so it is trivially satisfied. Property 3 is satisfied, since every
element of Bα is in the range of some fβ for β < α, since the fβ are surjective, and any two
elements in Aα are in some Aβ for β < α, so they are sent to distinct elements, since the
fβ are injective. Property 4 is true by transfinite arithmetic: α is the limit of the β < α,
so |2α| is the limit of |2β| for β < α, which bounds the cardinality of
⋃
β<αAβ above. The
argument for the cardinality of Bα is the same. Finally, fα is elementary, since the same
holds for all fβ, β < α.
In the successor case, given fα satisfying the properties, we first extend fα to a function
gα+1 : A
′
α+1 → B
′
α+1 by ensuring that aα is in the domain. Then we extend gα+1 to the next
function fα+1 : Aα+1 → Bα+1 in the sequence by ensuring that bα is in the range.
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If aα ∈ Aα, then we simply let gα+1 = fα. Otherwise, we must pick an element n ∈ N
onto which to map aα. Consider the language LAα, which is L extended with a new constant
symbol for each element in Aα. We may consider N as a LAα-structure by interpreting the
constant symbol ca (representing a ∈ Aα) as fα(a) ∈ Bα. We will identify the languages LAα
and LBα by choosing the same constant symbol, ca, to represent a ∈ Aα and fα(a) ∈ Bα.
Now for any LAα-sentence φ, enumerate the new constant symbols which appear in φ,
cm1 , . . . , cmt , and let m1, . . . , mt and n1, . . . , nt be their interpretations inM and N , respec-
tively. Form an L-sentence ψ by replacing each new constant symbol cmi with a distinct
variable vi. Then M |= φ if and only if M |= ψ(m1, . . . , mt). Since fα is elementary and
fα(mi) = ni for all i, M |= ψ(m1, . . . , mt) if and only if N |= ψ(n1, . . . , nt), if and only if
N |= φ. Thus ThAα(M) = ThBα(N ).
We can easily show by the method in Example 4.3.4 that tpM(aα/Aα) is a complete type
realized in M. Thus ThAα(M) ∪ tp
M(aα/Aα) is satisfiable, so ThBα(N ) ∪ tp
M(aα/Aα) is
satisfiable, and tpM(aα/Aα) is a complete type over Bα in N , since we have identified the
languages LAα and LBα . Since |Bα| < κ, and N is κ-saturated, tp
M(aα/Aα) is realized in
N . Let n be an element of N which realizes this type.
Note that n /∈ Bα. For otherwise, letting φ be the LAα-formula v1 = cn, N |= φ(n), so
M |= φ(aα), and aα = m, where m is the interpretation of cn in Aα, and hence aα ∈ Aα.
But this contradicts the assumption that aα /∈ Aα.
Now define gα+1 by extending fα such that gα+1(aα) = n. It is evident that gα+1 is elemen-
tary, for M |= φ(aα, m1, . . . , mt) with m1, . . . , mt ∈ Aα if and only if φ(v1, cm1 , . . . , cmt) ∈
tpM(aα/Aα), if and only if N |= φ(n, fα(m1), . . . , fα(mt)).
The other direction is symmetric. If bα ∈ Bα, then we simply let fα+1 = gα+1. Otherwise,
we may pick an element m ∈M to map onto bα such that m realizes tpN (bα/Bα). We define
fα+1 by extending gα+1 such that fα+1(m) = bα. By the same argument, fα+1 is elementary.
Properties 1 and 2 are clearly satisfied. It is also clear that fα+1 is a surjection, since
for every element we have added to the range, we have added an element to the domain
mapping to it. By the observations that m /∈ Aα and n /∈ Bα, fα+1 is well-defined and
injective, so Property 3 is satisfied. Finally, we have added at most two elements to the
domain and range, so since |Aα| ≤ |2α|, |Aα+1| ≤ |2(α + 1)|. The same argument holds for
the cardinality of Bα+1, so Property 4 is satisfied.
Thus by transfinite induction we are able to construct the required sequence of functions.
This completes the proof. 
Note that if a model M with domain M is κ-saturated, then we must have κ ≤ |M |.
For otherwise, if |M | < κ, then M would realize every type over M , the entire domain. In
particular, it would realize the type {¬(v1 = cm) |m ∈ M}. Any element x ∈ M which
realizes this type is not equal to any element of M , which is a contradiction.
If M is |M |-saturated, that is, as saturated as possible, then we simply say that M is
saturated. As a corollary to the last theorem, saturated models of a given cardinality are
unique up to isomorphism.
Corollary 4.3.7. If M and N are saturated models of a complete theory, T , and they have
the same cardinality κ, then M∼= N .
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Proof. We apply Theorem 4.3.6, taking as our subsets the entire domains M and N of M
and N , since |M | = |N | = κ. Then there is a function f : M → N which is an elementary
bijection, and thus an isomorphism, between M and N . 
Existence of Saturated Models. Now that the utility of saturated models for demonstrating
isomorphism is clear, we will take up the issue of their existence. The following lemma
shows that if a type P is omitted, we can always find an elementary extension in which P is
realized.
Lemma 4.3.8. Let M be an infinite L-structure with domain M , A ⊆M , and P an n-type
over A. Then there exists an elementary extension of M, N , such that P is realized in N .
If L is countable, we can take N to have the same cardinality as M.
Proof. Since P is a type over A, P ∪ThA(M) is satisfiable. Let N0 be an LA-structure which
satisfies P ∪ ThA(M), and let x1, . . . , xn be the elements realizing P in N0.
Let Γ = P ∪ Diagel(M). We will apply Compactness to prove that Γ is satisfiable by
showing that N0 satisfies every finite subset of Γ.
Note that P consists of LA-formulas (with constant symbols for each element of A) and
Diagel(M) consists of LM-sentences (with constant symbols for each element of M). Since
LA ⊆ LM, we can consider the formulas in P as LM-formulas.
Let ∆ be a finite subset of Γ. There are finitely many LM-formulas φ1, . . . , φs ∈ P ∩ ∆
and finitely many LM-sentences ψ1, . . . , ψt ∈ Diagel(M) ∩ ∆. Let Φ(v1, . . . , vn) be the
LM-formula φ1 ∧ φ2 ∧ . . . ∧ φs, and let Ψ be the LM-sentence ψ1 ∧ ψ2 ∧ . . . ∧ ψt.
Let ca1 , . . . , caj , cb1 , . . . , cbk be the new constant symbols of LM which appear in the for-
mulas and sentences of ∆. The symbol cai corresponds to the element ai ∈ A and the symbol
cbi corresponds to the element bi ∈M \ A.
Now to show that the LA-structure N0 satisfies ∆, we must turn it into an LM structure
by assigning interpretations to the constant symbols cm for all m ∈M . But since cb1 . . . , cbk
are the only symbols appearing in ∆, all other cm may be assigned interpretations arbitrarily.
Then it will suffice to show that N0 |= Φ(x1, . . . , xn) ∧Ψ.
Let Ψ′(w1, . . . , wk) be the LA-formula formed by replacing each constant symbol cbi in
Ψ with the variable wi. Let θ be the LA-sentence ∃w1 . . .∃wkΨ′(w1, . . . , wk). Now M |=
Ψ′(b1, . . . , bj), so M |= θ, and thus θ ∈ ThA(M). But N0 |= ThA(M), so N0 |= θ.
Thus there are elements y1, . . . , yk in the domain of N0 such that N0 |= Ψ
′(y1, . . . , yk).
Interpreting the constant cbi as yi for each i, we see that N0 |= Ψ as an LM-structure. But
also N0 |= Φ(x1, . . . , xn) since x1, . . . , xn realize P in N0, so N0 |= Φ(x1, . . . , xn) ∧ Ψ, and
thus N0 satisfies ∆.
Hence Γ is finitely satisfiable, and there is a model N for Γ of cardinality |M | by Theo-
rem 4.1.19. Now P is realized inN , and moreover N |= Diagel(M), so there is an elementary
embedding of M into N by Lemma 4.1.29. Identifying M with j(M), we can view N as
an elementary extension of M. 
Now that we can add elements to realize types, we can construct saturated models for
certain cardinalities.
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Theorem 4.3.9 ([Mar02, Theorem 4.3.12]). Let L be a countable language, and let M
be an infinite L-structure with domain M . Let κ be an infinite cardinal. Then there is an
elementary extension N ofM with domain N such that |N | ≤ |M |κ, and N is κ+-saturated.
Proof. First we will note that in order to prove that a model is κ-saturated, it suffices to
prove that the model realizes all 1-types. The general case follows by induction: If P is
an n-type over A, let Q = {φ(v1, . . . , vn−1) | φ ∈ P}, the (n − 1)-type consisting of all
formulas in P which do not include the last variable vn. By induction, Q is realized by some
a1, . . . , an−1 ∈ M . Let R = {ψ(ca1 , . . . , can−1 , vn) |ψ(v1, . . . , vn) ∈ P}, which is a 1-type (in
the free variable vn) over A ∪ {a1, . . . , an−1}. Since adding finitely many elements does not
increase the cardinality of A, R is realized in M by the base case. Suppose b realizes R.
Then a1, . . . , an−1, b realizes P .
Returning to the proof of the theorem, we will first apply Lemma 4.3.8 repeatedly to build
a chain of elementary extensions of M, each of which satisfies a particular type.
Our claim is that there exists an elementary extension M′ of M with |M ′| ≤ |M |κ such
that for all A ⊆M with |A| ≤ κ, every 1-type over A is realized in M′.
We need to pin down how many types we may need to satisfy. The number of subsets of
M with cardinality less than or equal to κ is less than the number of functions, κ→M , since
each such subset is the range of one of these functions. This set of functions has cardinality
|M |κ.
Now given a subset A ⊆ M with |A| ≤ κ, the language LA has cardinality at most κ,
since L is countable. The set of LA-formulas is a subset of the set of finite strings with
symbols from LA plus our finite set of boolean connectors, quantifiers, etc. The cardinality
of the set of finite strings of any given length l is the cardinality of the set of functions,
{1, . . . , l} → (LA ∪ {v1,∧,∨, . . .}), and this set of functions has cardinality κl = κ. Now
there are ℵ0 values for l, so the set of LA-formulas has cardinality ℵ0κ = κ, since ℵ0 ≤ κ.
Now types are elements of the power set of the set of LA-formulas, so the cardinality of
the set of LA-formulas is at most the cardinality of the power set, that is, 2κ.
Hence the total number of 1-types over all subsets A, with |A| ≤ κ, is bounded above by
|M |κ2κ = |M |κ, since 2 < |M |.
Let (Pα : α < |M |κ) be an enumeration of all such types. We will build an elementary
chain (Mα : α < |M |
κ) as follows:
(1) Let M0 =M.
(2) For α a limit ordinal, let Mα =
⋃
β<αMβ.
(3) For all α, apply Lemma 4.3.8 to find an elementary extensionMα+1 ofMα such that
|Mα+1| = |Mα| and Mα+1 realizes Pα.
Now let M′ =
⋃
α<|M |κMα. Since every type Pα is realized in some Mα, M
′ realizes
every such type. It remains to show that |M ′| ≤ |M |κ.
We will show by induction that for all α < |M |κ, |Mα| ≤ |M |κ. In the base case, |M0| =
|M | ≤ |M |κ. If |Mα| ≤ |M |κ, then |Mα+1| = |Mα| ≤ |M |κ. If α is a limit ordinal, then |Mα|
is the union of a chain of sets of cardinality at most |M |κ, so its cardinality is the limit of
the cardinalities of these sets, which is bounded above by |M |κ. So |Mα| ≤ |M |
κ.
Now M′ is the union of a chain of sets of cardinalities at most |M |κ, so it has cardinality
at most |M |κ. This completes the proof of the claim.
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We have that M′ realizes every 1-type over every subset A ⊂M with |A| ≤ κ, but we do
not yet have the M′ is κ+-saturated, since its domain is larger than that of M, and thus
there are additional types to realize.
We build another elementary chain (Nα : α < κ+) as follows:
(1) Let N0 =M.
(2) For α a limit ordinal, let Nα =
⋃
β<αNβ.
(3) For all α, apply the previous claim to find an elementary extension Nα+1 of Nα such
that for all A ⊆ Nα (where Nα is the domain of Nα) with |A| ≤ κ, every 1-type over
A is realized in Nα+1. By the claim, |Nα+1| ≤ |Nα|κ.
Now let N =
⋃
α<κ+ Nα. Let N be the domain of N . For every A ⊆ N such that |A| < κ
+,
A is contained in the domain of some Nα, and every 1-type over A is realized in Nα+1, and
therefore in N . Thus N is κ+-saturated. It remains to show that |N | ≤ |M |κ.
We will show by induction that for all α < κ+, |Nα| ≤ |M |κ. In the base case, |N0| =
|M | ≤ |M |κ. If |Nα| ≤ |M |κ, then |Nα+1| ≤ |Nα|κ ≤ (|M |κ)κ = |M |κ. If α is a limit ordinal,
then |Nα| is the union of a chain of sets of cardinality at most |M |κ, so |Nα| ≤ |M |κ.
Now N is the union of a chain of sets of cardinalities at most |M |κ so it has cardinality
at most |M |κ. This completes the proof. 
Corollary 4.3.10. If we assume the Continuum Hypothesis, there is a saturated model of
Th(M) with cardinality ℵ1.
Proof. By the Lo¨wenheim-Skolem theorem (Theorem 4.1.25), there is a modelM′ |= Th(M)
of cardinality ℵ0. Applying Theorem 4.3.9, there is a ℵ1-saturated elementary extension N
of M′ with domain N of cardinality at most ℵℵ00 . If we assume the Continuum Hypothesis,
ℵℵ00 = ℵ1. Since an ℵ1-saturated model must have cardinality at least ℵ1, |N | = ℵ1, and
hence N is a saturated model for Th(M). 
The existence of saturated models makes many results in model theory easier to prove,
including the Ax-Kochen Principle. There are methods to eliminate the Continuum Hypoth-
esis from some proofs which use saturated models, one of which is to employ a generalization
of saturated models, called special models. For more information, see Appendix B. We will
assume the existence of saturated models in order to simplify our arguments.
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5. The Ax-Kochen Principle
5.1. Hensel’s Lemma. One of our key tools in establishing the Ax-Kochen Principle will
be Hensel’s lemma. In valued fields in which Hensel’s lemma holds, one can lift information
about polynomials over the residue class field to polynomials over the valuation ring.
Definition 5.1.1. Let F be a valued field. We say that F is Henselian if F has the following
property, which is one of the formulations of Hensel’s lemma:
Let f, g0, h0 ∈ O[x] be monic polynomials. If the images of g0 and h0 in F [x], g0 and h0,
are relatively prime, and if g0h0 = f , then there exist g, h ∈ O[x] such that g = g0, h = h0,
and f = gh.
In this section, we will show that all complete discrete valued fields, and in particular the
fields Qp and Fp((t)), are Henselian.
Throughout this section, we will assume that all valued fields have cross section, and we
will write our value groups multiplicatively. This is a change from the notation in Section 3.4.
In particular, we will take as the value group of a discrete valued field the group {pin |n ∈ Z},
where pi is a prime element. We must specify what is meant by homomorphism of valued
fields and valued subfield in this context.
Definition 5.1.2. Let F and F ′ be valued fields (with cross section), and let vF : F → F
and vF ′ : F
′ → F ′ be their valuations. We say that a function f : F → F ′ is a homomorphism
of valued fields if it is a field homomorphism which preserves valuations, that is, if f ◦ vF =
vF ′ ◦ f . We say that a subfield K ⊆ F is a valued subfield if vF (K) ⊆ K. In this case, K is
a valued field with cross section whose valuation is the restriction of vF to K.
We will assume familiarity with the resultant, an algebraic construction which gives in-
formation about the common roots of polynomials. The necessary facts about the resultant
are developed in Appendix C. We will use the following results:
Theorem C.2. Let R be a ring. If f, g ∈ R[x] are relatively prime, Res(f, g) 6= 0.
Lemma C.3. Let R be a subring of a field K, and let g, h ∈ R[x] with deg(g) = m,
deg(h) = n. If ρ = Res(g, h) 6= 0, then for all l ∈ R[x] such that deg(l) ≤ m + n − 1, there
exist φ, ψ ∈ R[x] with deg(φ) ≤ n− 1, deg(ψ) ≤ m− 1 such that gφ+ hψ = ρl.
Most of the work of proving Hensel’s lemma in complete discrete valued fields is done in
the following more general lemma.
Lemma 5.1.3 ([BS66, Theorem 4.3.1]). Let F be a complete discrete valued field with valu-
ation v and prime element pi. Let f ∈ O[x] be a polynomial of degree m+ n. Suppose there
are polynomials g0, h0 ∈ O[x] of degrees m and n respectively such that
(1) f and g0h0 have the same leading coefficient,
(2) Res(g0, h0) 6= 0, and
(3) letting pir = v(Res(g0, h0)), we have f ≡ g0h0 (mod pi2r+1).
Then there exist polynomials g, h ∈ O[x] of degrees m and n respectively such that
(1) f = gh,
(2) g ≡ g0 and h ≡ h0 (mod pir+1), and
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(3) g and g0 have the same leading coefficient, as do h and h0.
Proof. For all k ≥ 0, we will define polynomials gk and hk so that deg(gk) = deg(g0),
deg(hk) = deg(h0), and f ≡ gkhk (mod pi
2r+k+1).
We will accomplish this by defining φk, ψk ∈ O[x] for all k ≥ 1 and letting gk = g0 +
pir+1φ1+ . . .+pi
r+kφk and hk = h0+pi
r+1ψ1+ . . .+pi
r+kψk. If we require that deg(φk) ≤ m−1
and deg(ψk) ≤ n− 1, then we will have deg(gk) = deg(g0) and deg(hk) = deg(h0).
In the base case, we simply have f ≡ g0h0 (mod pi
2r+1) by assumption.
Suppose we have f ≡ gk−1hk−1 (mod pi2r+k). Then f = gk−1hk−1 + pi2r+kl, for some
l ∈ O[x].
By inductive assumption, g0 and gk−1 have the same leading coefficient, as do h0 and hk−1.
The leading coefficient of f is the same as the product of the leading coefficients of g0 and h0
by assumption, so it is the same as the product of the leading coefficients of gk−1 and hk−1.
Thus l must have degree less than m+ n.
Also, gk−1 ≡ g0, hk−1 ≡ h0 (mod pir+1) by construction, so Res(gk−1, hk−1) ≡ Res(g0, h0)
(mod pir+1). But v(Res(g0, h0)) = pi
r by assumption, so v(Res(gk−1, hk−1)) = pi
r, and
Res(gk−1, hk−1) = pi
ru for some unit u.
Applying Lemma C.3, there exist polynomials φk, ψk ∈ O[x] such that gk−1ψk + hk−1φk =
(piru)(u−1l) = pirl with deg(φk) ≤ m− 1 and deg(ψk) ≤ n− 1.
Now we define gk = g0 + pi
r+1φ1 + . . .+ pi
r+kφk and hk = h0 + pi
r+1ψ1 + . . .+ pi
r+kψk. We
need to show that f ≡ gkhk (mod pi
2r+k+1).
Expanding,
gkhk = (gk−1 + pi
r+kφk)(hk−1 + pi
r+kψk)
= gk−1hk−1 + pi
r+k(gk−1ψk + hk−1φk) + pi
2r+2kφkψk
= (f − pi2r+kl) + pi2r+kl + pi2r+2kφkψk
= f + pi2r+2kφkψk.
So f ≡ gkhk (mod pi2r+k+1), as was to be shown, since 2k ≥ k + 1 when k ≥ 1.
Having established the claim by induction, we let g = g0+pi
r+1φ1+pi
r+2φ2+. . ., which is an
element of O[x], since F is complete. Similarly, we let h = h0+pi
r+1ψ1+pi
r+2ψ2+ . . . ∈ O[x].
Since the degrees of the φi are all less than m and the degrees of the ψi are all less than
n, the leading coefficient of g is the same as that of g0, and the leading coefficient of h is the
same as that of h0. We also clearly have g ≡ g0 and h ≡ h0 (mod pir+1).
Finally, f ≡ gkhk (mod pi
2r+k+1) for all k ≥ 1, and gkhk ≡ gh (mod pi
r+k+1) for all k ≥ 1,
so f ≡ gh (mod pir+k+1) for all k ≥ 1. Letting k to go infinity, we have f = gh in O. 
Theorem 5.1.4. All complete discrete valued fields are Henselian.
Proof. Let F be a complete discrete valued field, and let f, g0, h0 ∈ O[x] be monic polynomi-
als, such that the images of g0 and h0 in F [x], g0 and h0, are relatively prime, and g0h0 = f .
We would like to show that there exist g, h ∈ O[x] such that g = g0, h = h0, and gh = f .
Let m = deg(g0) and n = deg(h0). Since f , g0, and h0 are monic, f , g0, and h0 are also
monic. Then deg(g0) = m, deg(h0) = n, and since f = g0h0, deg(f) = m + n. Also, f and
g0h0 have the same leading coefficient, 1. This satisfies condition 1 of Lemma 5.1.3.
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Let ρ = Res(g0, h0). Since ρ is computed from the coefficients of g0 and h0 by addition
and multiplication, we can mod out by pi, and ρ = Res(g0, h0). Now g0 and h0 are relatively
prime in F , so Res(g0, h0) 6= 0. Thus ρ 6≡ 0 (mod pi), and in particular ρ 6= 0, satisfying
condition 2. Hence v(ρ) = pi0. Finally, f = g0h0, so f ≡ g0h0 (mod pi), satisfying condition
3 of Lemma 5.1.3 with r = 0.
The lemma gives us polynomials g, h ∈ O[x] such that g ≡ g0 (mod pi), h ≡ h0 (mod pi),
and f = gh, as required by Hensel’s lemma. 
Consequences of Hensel’s Lemma. Henselian valued fields have a number of properties which
will be useful in the proof of the Ax-Kochen Principal. The most important is that the
residue class field of a Henselian valued field can be embedded as a subfield in the case of
characteristic zero.
Lemma 5.1.5 ([CK73, Lemma 5.4.13 (ii)]). Let F be a Henselian valued field with valuation
v such that char(F ) = 0. Then there exists a subfield F0 ⊆ O such that F0 ∼= F , where the
isomorphism is given by φ(x) = x.
Proof. Since char(F ) = 0, then we must also have char(F ) = 0, for if 1 + . . .+ 1 = 0, then
1 + . . . + 1 = 0. Thus there is a natural embedding of the rationals into F . Our first step
will be to show that rationals in F are contained in O.
Since O is a ring, all integers in F are elements of O. Recall that v(1) = 1, since v
is a multiplicative group homomorphism. Since char(F ) = 0, if n is a positive integer,
n = 1 + . . .+ 1 6= 0, so n is not in the maximal ideal I1, and we do not have v(n) > 1. But
n ∈ O, so v(n) = 1. By Lemma 3.4.6, v(−n) = v(n) = 1, so all integers have valuation 0.
Now if m/n is a rational in F , v(m/n) = v(m)v(n)−1 = 1. So the rationals are a subfield
of the valuation ring O.
By a simple application of Zorn’s lemma, the rationals are contained in a maximal subfield
F0 of O. More explicitly, the union of a chain of fields is a field, so every chain of subfields of
O has an upper bound, and by Zorn’s lemma, the set of subfields of O has maximal elements.
Since only elements with valuation 1 have inverses in O, v(x) = 1 for all nonzero x ∈ F0.
Thus 0 is the only element of F0 with valuation greater than 1, and the kernel of the residue
map φ is trivial, so φ maps F0 isomorphically onto a subfield G0 of F . We will use Hensel’s
lemma to show that every element of F must be in G0, proving their equality.
Suppose that a ∈ F and a is algebraic over G0. Then there is a monic irreducible poly-
nomial p0(x) ∈ G0[x] such that p0(a) = 0. Choosing preimages for all coefficients of p0
under φ, we obtain a polynomial p ∈ F0[x] such that p = p0. Now p factors in F [x] as
p(x) = q0(x)(x − a), where q0(x) and (x − a) are relatively prime since char(F ) = 0. Ap-
plying Hensel’s lemma, there are polynomials q, r ∈ O[x] such that q = q0, r = x − a, and
p = qr.
Let c and d be the leading coefficients of q and r respectively. Since p is monic, cd = 1,
so v(c)v(d) = 1, but c, d ∈ O, so v(c) = v(d) = 1. Thus neither have residue 0, and we have
deg(q) = deg(q0) and deg(r) = deg(x− a) = 1.
Let r = b1x + b0. Then y = −b0/b1 is a root of r and therefore a root of p. Now F0 is
isomorphic to G0, and p is irreducible in G0, so p is irreducible in F0, and hence y /∈ F0.
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We showed that b1 has valuation 1. Also b0 ∈ O, so v(b0) ≥ 1, and so v(y) = v(b0)v(b1)−1 ≥
1, and y ∈ O. Since all the generators of F0[y] are in the ring O, F0[y] ⊆ O. This contradicts
the maximality of F0 as a subfield of O. Hence there are no elements of F algebraic over G0.
Now suppose that a ∈ F and a is transcendental over G0. We will use the same contra-
diction strategy. Pick some y ∈ O such that y = a. Now for any nonzero p(x) ∈ F0[x],
p(y) = p(a) 6= 0, since a is transcendental over G0. In particular, p(y) 6= 0, so y is tran-
scendental over F0. Also, p(y) does not have residue 0, but p(y) ∈ O, so v(p(y)) = 1. Thus
for any q, r ∈ F0[x], v(q(y)/r(y)) = 1, so q(y)/r(y) ∈ O. All elements of the transcendental
extension have this form, so F0(y) is contained in O, once again contradicting the maximality
of F0.
Since there are no elements of F algebraic or transcendental over G0, G0 = F , and thus φ
is an isomorphism onto F , and F0 ∼= F . 
We will now introduce the Henselization of a valued field, which is similar in concept to
algebraic closure. Intuitively, the Henselization of a valued field is the minimal Henselian
valued field containing it. The Henselization is defined by means of a universal property.
Definition 5.1.6. Let G be a valued field. A Henselian valued field K is said to be a
Henselization of G if
(1) the field G is a valued subfield of K, and
(2) if F is a Henselian valued field and µ : G→ F is an embedding of valued fields, then
µ extends uniquely to an embedding λ : K → F of valued fields.
The universal property guarantees that the Henselization is unique up to unique isomor-
phism. For suppose that K and K ′ are both Henselizations of the valued field G. Then
G certainly embeds into both K and K ′, so there exist unique embeddings of valued fields
λ : K → K ′ and λ′ : K ′ → K. Then λ′ ◦ λ : K → K is an embedding of valued fields. But
by the universal property, there is a unique embedding of valued fields K → K, and this
must be the identity. So λ′ ◦ λ = idK , and λ is an isomorphism.
The Henselization of any valued field F may be constructed as follows. Let F s be the
separable closure of F in its algebraic closure (in characteristic 0, this is just the algebraic
closure). Extend the valuation v to a valuation vs on F s, and let L be the subgroup of
the Galois group of F s over F consisting of all automorphisms which are also valued field
homomorphisms, that is, they preserve vs. The fixed field of L is the Henselization of F . In
the special case that F has a completion, F̂ , this construction corresponds to the separable
closure (or relative algebraic closure in the case of characteristic 0) of F in F̂ . We have the
following lemma, which we will state here without proof.
Lemma 5.1.7 ([Rib99, Theorem 5.2]). Every valued field F (with valuation vF ) has a
Henselization K (with valuation vK), which is unique up to unique isomorphism of val-
ued fields. The value groups and residue class fields of K and F are isomorphic as groups
and fields respectively.
The next lemmas consist of a number of facts about Henselizations and extensions of
Henselian fields which will be necessary for the back-and-forth argument in Section 5.2. The
proofs of these facts are technical, and they rely on too much of the theory of valued fields
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to develop in this thesis. They can be found in full in Ribenboim [Rib99] and Chang and
Keisler [CK73].
Lemma 5.1.8 ([Rib99, Theorem 5.1]). The valuation on a Henselian valued field extends
in a unique way to an algebraic extension. Equivalently, let F0 and G0 be Henselian valued
fields with valuations vF0 and vG0 which are isomorphic as valued fields. Let F and G be
algebraic extensions of F0 and G0 respectively which are isomorphic as fields, and let φ be
the isomorphism. Given extensions vF and vG, of vF0 and vG0 which are valuations on F
and G respectively, φ is an isomorphism of valued fields.
Lemma 5.1.9 ([CK73, Lemma 5.4.13 (vi)]). Let F be a valued field with valuation v, F0 a
valued subfield, and F˜0 the relative algebraic closure of F0 in F , that is, the set of all elements
in F algebraic over F0. Then v(F˜0
∗
) = {x ∈ v(F ∗) | xn ∈ v(F ∗0 ), n ∈ Z}, the closure under
roots of v(F ∗0 ) in v(F
∗). If F is a Henselian valued field such that F = F0, char(F ) = 0,
and v(F˜ ∗0 ) = v(F
∗
0 ) (that is, v(F
∗
0 ) is already closed under roots), then F˜0 is a Henselization
of F0.
Lemma 5.1.10 ([CK73, Lemma 5.4.13 (vii)]). Let F and G be Henselian valued fields
(with valuations vF and vG) with Henselian valued subfields F0 and G0 respectively such
that F0 ∼= G0 by an isomorphism f . Suppose x ∈ F is transcendental over F0 and y ∈ G
is transcendental over G0. Suppose further that v(F0(x)
∗) = v(F ∗0 ), F0(x) = F0, and for all
a ∈ F0, f(vF (x − a)) = vG(y − f(a)). Then vG(G0(y)∗) = vG(G∗0), G0(y) = G0, and f can
be extended to an isomorphism F0(x) ∼= G0(y).
Lemma 5.1.11 ([CK73, Lemma 5.4.13 (viii)]). Let F be a Henselian valued field with a
Henselian valued subfield F0, and suppose x ∈ F is transcendental over F0. If F0(x) ∼= F0
and v(F ∗0 ) is nontrivial, then adjoining x does not increase the cardinality of the value group:
|v(F0(x)∗)| = |v(F ∗0 )|.
5.2. Establishing Elementary Equivalence. We are now in a position to prove the Ax-
Kochen Principle. We saw in Theorem 4.2.14 that it suffices to prove the elementary equiv-
alence of the ultraproducts
∏
Qp/D and
∏
Fp((t))/D for all nonprincipal ultrafilters D on
the set of all primes P .
In Example 4.2.12, we applied Corollary 4.2.11 to show that for any nonprincipal ultrafilter
D,
∏
Qp/D and
∏
Fp((t))/D are valued fields with cross section. We would like to show
that these valued fields are Henselian.
Lemma 5.2.1. The class of Henselian valued fields with cross section is elementary.
Proof. We have already exhibited a set of first-order axioms in the language LV F for the
class of valued fields with cross section (see Example 4.1.12), so it remains to extend these
axioms to include Hensel’s lemma.
In order to express Hensel’s lemma, we must be able to make statements about polynomials
whose coefficients lie in the domain of our structure. We will represent a polynomial of degree
at most n by an (n + 1)-tuple of coefficients and make appropriate statements about these
coefficients.
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We first note we can quantify over polynomials by using one quantifier for each coefficient.
For a polynomial of degree at most n we will write ∃nf(x) and ∀nf(x) as abbreviations for
∃a0 . . .∃an and ∀a0 . . .∀an. The (n+ 1)-tuple (a0, . . . , an) will then represent f(x). Here we
are using the variables ai for clarity. Formally, they are choices of vj from our infinite set of
variables V = {v1, v2, . . .}.
For the following abbreviations, suppose f(x) is represented by (a0, . . . , an), and g(x) is
represented by (b0, . . . , bm), with m ≥ n.
We can express the statement that a polynomial has coefficients in the valuation ring O
by requiring that all of its coefficients have valuation at least 1. We will write f ∈ O[x] as
an abbreviation for
(1 ≤ v(a0)) ∧ . . . ∧ (1 ≤ v(an).
We can easily express the statement that a polynomial is monic. We will write Monic(f)
as an abbreviation for
an = 1.
We can express equality of polynomials by stating the equality of the coefficients. We will
write f = g as an abbreviation for
(a0 = b0) ∧ . . . ∧ (an = bn) ∧ (0 = bn+1) ∧ . . . ∧ (0 = bm).
We can form new polynomials by addition, subtraction, and multiplication. We will write
f + g to mean the polynomial which is represented by (a0 + b0, . . . , an + bn, bn+1, . . . , bm),
and subtraction is just addition with an application of the additive inverse function, −, to
each coefficient of g. We will write fg to mean the polynomial which is represented by the
(nm+ 1)-tuple (a0b0, a0b1 + a1b0, . . . , anbm).
We will also need to work with the images of polynomials in the residue class field. To
express equality of the images of two polynomials in the residue class field, we will state that
their difference is a polynomial whose coefficients all have valuation greater than 1 (and thus
is the zero polynomial in the residue class field). Using the standard abbreviation (x < y)
for (x ≤ y) ∧ ¬(x = y), we will write ResEq(f, g) as an abbreviation for
(1 < v(a0 +−(b0)) ∧ . . . ∧ (1 < v(an +−(bn))) ∧ (1 < v(−(bn+1))) ∧ . . . ∧ (1 < v(−(bm)))).
Finally, Hensel’s lemma includes the statement that the images of two polynomials in the
residue class field are relatively prime. We will write ResRelPrime(f, g) as an abbreviation
for
¬(∃mp(x)∃mq(x)∃mr(x) (p ∈ O[x])∧ (q ∈ O[x])∧ (r ∈ O[x])∧ResEq(pq, f)∧ResEq(pr, g)).
Using these abbreviations, the following first-order sentence, Henseln, expresses Hensel’s
lemma for polynomials of degree at most n.
∀nf(x)∀ng0(x)∀nh0(x) ((f ∈ O[x]) ∧ (g0 ∈ O[x]) ∧ (h0 ∈ O[x])
∧Monic(f) ∧Monic(g0) ∧Monic(h0)
∧ResRelPrime(g0, h0) ∧ResEq(g0h0, f))→
(∃ng(x)∃nh(x) (g ∈ O[x]) ∧ (h ∈ O[x])
∧ResEq(g, g0) ∧ResEq(h, h0) ∧ (f = gh))
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Appending the infinite set of sentences {Henseln |n ∈ N} to the axioms for the theory of
valued fields with cross section, we obtain a set of axioms for the theory of Henselian valued
fields with cross section. 
Together with Corollary 4.2.11, Lemma 5.2.1 shows that for any ultrafilter D,
∏
Qp/D
and
∏
Fp((t))/D are Henselian. In the next theorem, we will work with the value groups
of these valued fields as LG-structures, where LG = {·, 1} is the language of groups, with
symbols interpreted in the natural way. Similarly, we will work with the residue class fields as
LF -structures, where LF = {+, ·,−, 0, 1} is the language of fields, with symbols interpreted
in the natural way.
In Lemma 4.2.13, we showed that the value groups and residue class fields of the ultra-
products are isomorphic. The following general theorem shows that this is enough to prove
that the ultraproducts themselves are elementarily equivalent. The proof, which is quite
lengthy, uses a back-and-forth argument, properties of valuations, types and saturation, and
the lemmas at the end of Section 5.1.
Theorem 5.2.2 ([CK73, Theorem 5.4.12]). Suppose that F and G are Henselian valued
fields with valuations vF and vG respectively such that vF (F
∗) ≡ vG(G∗) (as LG-structures),
F ≡ G (as LF -structures), and char(F ) = char(G) = 0. Then F ≡ G.
Proof. Suppose F1 and G1 are valued subfields of F and G. We will write f1 : F1 ↔ G1 if
and only if f1 is an isomorphism between F1 and G1, and f1 restricted to the value group
of F1 is a partial elementary bijection between vF (F
∗
1 ) and vG(G
∗
1) as subsets of vF (F
∗) and
vG(G
∗).
The plan for the proof is as follows:
(1) We will show that we can reduce to the case in which F and G are saturated models
of cardinality ℵ1.
(2) We will show that the residue class fields F and G are relatively algebraically closed
subfields of F and G respectively, and there exists f0 : F ↔ G.
(3) We will show that given f1 : F1 ↔ G1 between relatively algebraically closed valued
subfields of F and G, such that F ⊆ F1, G ⊆ G1, f0 ⊆ f1, and vF (F ∗1 ) and vG(G
∗
1)
are countable, then given any element x ∈ F , we can extend f1 to f2 : F2 ↔ G2 such
that x ∈ F2, F1 ⊆ F2, G1 ⊆ G2, f1 ⊆ f2, and vF (F2) and vG(G2) are countable.
(4) We will show that the same extension result holds if we exchange the roles of F and
G.
(5) We will use these results and a back-and-forth argument to construct an isomorphism
between F and G.
(1) Reducing to the saturated case. Assuming the Continuum Hypothesis, there exist
saturated models F |= Th(F ) and G |= Th(G) of cardinality ℵ1, by Theorem 4.3.10. Once
again, we stress that the Continuum Hypothesis merely simplifies our arguments, and there
are methods for eliminating it from the proof (see Appendix B).
We would like to show that F and G satisfy the conditions of the theorem. Since the class
of Henselian valued fields is elementary, the axioms for the class are a subset of both Th(F )
and Th(G), so F and G are Henselian valued fields.
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For any LF -formula φ about the residue class field, we can transform φ into an LV F -formula
φ′ about the valued field as follows. First, we will restrict all variables to the valuation ring
by replacing every instance of a quantifier ∃vi ψ or ∀vi ψ (where ψ is some formula) with
∃vi (1 ≤ v(vi)) ∧ ψ or ∀vi (1 ≤ v(vi))→ ψ. Additionally, if v1, . . . , vj are free variables in φ,
we restrict these to the valuation ring as well by adding to φ: (1 ≤ v(v1))∧. . .∧(1 ≤ v(vj)∧φ.
Now we will replace equality by congruence modulo the maximal ideal I1 by replacing every
instance of t1 = t2 (where t1 and t2 are terms) with 1 < v(t1 +−(t2)).
It should be easy to convince yourself that for every LF -sentence φ, F |= φ if and only if
F |= φ′. But F ≡ F , so F |= φ′ if and only if F |= φ′ if and only if F |= φ. By the same
argument, G |= φ if and only if G |= φ. But F ≡ G, so F |= φ if and only if G |= φ, and thus
F ≡ G.
In particular, the LF -sentences ¬Charp for each prime p in the theory Char0 can each
be transformed by this method. Call the theory made up of these transformed sentences
Char′0. Since the residue class field of F has characteristic zero, F |= Char0, so F |= Char
′
0,
and since F ≡ F , F |= Char′0, and thus F |= Char0. Since G ≡ F , both residue class fields
have characteristic zero.
Similarly, for any LG-formula φ about the value group, we can transform φ into an LV F -
formula φ′ about the valued field by restricting all variables to the value group. We replace
every instance of a quantifier ∃vi ψ or ∀vi ψ (where ψ is some formula) with ∃vi V (vi) ∧ ψ
or ∀vi V (vi) → ψ. Additionally, if v1, . . . , vj are free variables in φ, we restrict these to the
value group as well by adding to φ: V (v1) ∧ . . . ∧ V (vj) ∧ φ. Again, vF (F
∗) |= φ if and only
if F |= φ′, so vF (F∗) ≡ vG(G∗) by the same argument.
Thus F and G satisfy the conditions of the theorem. It suffices to prove the theorem in
the special case of saturated models of cardinality ℵ1, since then we will have F ≡ G. But
F ≡ F and G ≡ G, so we will have F ≡ G, completing the proof in general.
For the remainder of the proof, we will assume that F and G are saturated models of
cardinality ℵ1. In order to prove that F ≡ G, we will prove the stronger condition (by
Theorem 4.1.30) that F ∼= G. Keep in mind that we are only working with the saturated case.
We do not claim that the valued fields are isomorphic in the general case, just elementarily
equivalent.
Note that we cannot simply apply Corollary 4.3.7 to show that F ∼= G, even though these
models are saturated. The corollary requires the additional assumption that F ≡ G, which
is exactly what we are trying to prove. However, we will use this corollary to show that
F ∼= G.
As an additional consequence of the method of transforming formulas about the residue
class field and value group into formulas about the valued field, we will show that F and G
are saturated models, and except in the trivial case vF (F
∗) = vG(G
∗) = {1}, vF (F ∗) and
vG(G
∗) are saturated models.
Note that the residue class fields are infinite by characteristic zero, and except in the
trivial case, the value groups are infinite by the linear order properties. Any type in the
residue class field or value group of F over a set of cardinality at most ℵ1 can be transformed
into a type in F over a set of cardinality at most ℵ1, and since all such types are realized in
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F , this type is realized in the residue class field or value group, and hence these models are
ℵ1-saturated. The same argument holds for the residue class field and value group of G.
Now any ℵ1-saturated model has cardinality at least ℵ1. But the value group of F is a
subset of F , so it has cardinality at most ℵ1. And the residue class field of F embeds into
F by Lemma 5.1.5, so it has cardinality at most ℵ1. The same argument holds in G, so F ,
G, vF (F
∗), and vG(G
∗) are all saturated, and |F | = |G| = |vF (F ∗)| = |vG(G∗)| = ℵ1.
(2) The base case: residue class fields. By Lemma 5.1.5, F and G are isomorphic to
subfields of F and G. We will identify the residue class fields with these subfields. Since
F and G are saturated, and by assumption F ≡ G, F ∼= G by Corollary 4.3.7. Call the
isomorphism f0. We have f0 : F ↔ G, since f0 is an elementary bijection between vF (F
∗
)
and vG(G
∗
), as these value groups only contain a singe element, 1, which is already a constant
symbol in the language.
Now we can dispense with the trivial case vF (F
∗) = vG(G
∗) = {1}, for in this case,
F = F and G = G, so f0 provides the desired isomorphism F ∼= G. We will assume for the
remainder of the proof that we are not in the trivial case, and thus the value groups of F
and G are saturated of cardinality ℵ1.
It remains to show that F and G are relatively algebraically closed in F and G. Let
p ∈ F [t]. Since F ⊆ OF by Lemma 5.1.5, we can consider p as an element of OF [t]. Let
x ∈ F such that vF (x) < 1. Substituting x for t, p(x) is a sum of terms of the form amxm,
where vF (am) = 1 if am 6= 0. Thus vF (amxm) = vF (x)m < 1. Each of the powers of vF (x) is
distinct, so p(x) is a sum of terms with distinct values, and by Lemma 3.4.6 (4), vF (p(x)) is
the minimum of these, which is less than 1. But vF (0) > 1, so x is not a root of p.
Thus every root of p in F is an element of OF . Let x be one such root. Then x is defined,
and since p = p, p(x) = p(x) = 0 = 0. So p already has the root x ∈ F , and we can factor p
in F as (t− x)q, where q is a polynomial of lower degree. Now if x 6= x, x is still a root of
q, and we can apply the same argument again to factor q. Repeating this process until we
reach a polynomial of degree 1, we see that we must have x = x. So every root of p in F is
in F , and F is relatively algebraically closed.
The same argument shows that G is relatively algebraically closed in G.
(3-4) The inductive step: extending isomorphisms. We have f1 : F1 ↔ G1 between rela-
tively algebraically closed subfields of F and G, such that F ⊆ F1, G ⊆ G1, f0 ⊆ f1, and
vF (F
∗
1 ) and vG(G
∗
1) are countable. Suppose x ∈ F1. Then x is already in the domain, so we
can easily satisfy (3) by simply taking f2 = f1.
Otherwise, suppose x /∈ F1. Since F1 is relatively algebraically closed in F , x is tran-
scendental over F1. We will first prove (3) in two special cases, then prove the general
case.
Case 1: Adjoining x to F1 does not change the value group of F1. That is, vF (F1(x)
∗) =
vF (F
∗
1 ).
First, note that since F ⊆ F1 ⊂ F1(x), and the residue class field of F is already the whole
residue class field of F , we have F1(x) = F = F1.
Since F1 is relatively algebraically closed, F˜1 = F1, where F˜1 is the relative algebraic closure
of F1 in F . Moreover, F is Henselian, F1 = F , char(F ) = 0, and trivially vF (F˜ ∗1 ) = vF (F
∗
1 ),
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so we can apply Lemma 5.1.9 to show that F˜1 is a Henselization of F1. In particular, F1 is
already Henselian. The same argument applied to G1 shows that G1 is Henselian.
We have established that F1 and G1 are Henselian, that x is transcendental over F1, and
that adjoining x does not change the value group or residue class field of F1. In order to
apply Lemma 5.1.10, it remains to find y ∈ G transcendental over G1 such that for all a ∈ F1,
f1(vF (x− a)) = vG(y − f1(a)).
We will find our y by using the fact that G is saturated. That is, we will express the
valuation condition required on y as a 1-type, which must be realized in G.
Since vF (F1(x)) is countable, the set {vF (x − b) | b ∈ F1} is countable, and thus there is
a countable subset A1 ⊂ F1 such that for all b ∈ F1, there exists a ∈ A1 with vF (x − a) =
vF (x− b).
Let S = f(A1) ∪ vG(G1) ⊂ G1, and let LS be LV F ∪ {cs | s ∈ S}, the language of valued
fields extended with a new constant symbol for each element of f1(A1) and for each element
of the value group vG(G1). For all a ∈ A1, let φa(v1) be the LS-formula
cf1(v(x−a)) = v(v1 − cf1(a)).
Note that vF (x − a) ∈ vF (F1(x)) = vF (F1), so f1(v(x − a)) ∈ vG(G1), and cf1(v(x−a)) is a
constant symbol in LS.
Let P = {φa | a ∈ A1}. We would like to show that P is a 1-type over S, so we must
show that P ∪ ThA(G) is satisfiable. We will show that every finite subset of P ∪ ThA(G) is
satisfiable, then apply Compactness.
Claim: For every finite set A ⊂ A1, there is yA ∈ G such that for all a ∈ A, f1(vF (x−a)) =
vG(yA − f1(a)).
Choose b ∈ A such that w = vF (x − b) takes on its maximum value. We have vF (F1) =
vF (F1(x)), so w ∈ vF (F1). Now for each positive integer n, we have seen that vF (n) = 1, so
vF (nw) = 1 · w = w. Thus for all n and all a ∈ A,
vF (b− nw − a) ≥ min(vF (b− x), vF (nw), vF (x− a))
≥ min(w,w, vF (x− a))
≥ vF (x− a).
Now by Lemma 3.4.6, equality holds above whenever vF (x−a) < w. We claim that this is
the case for all but at most one n. For suppose we havem < n with vF (b−mw−a) > vF (x−a)
and vF (b− nw − a) > vF (x− a). Then
w = vF ((n−m)w)
≥ min(vF (b−mw − a), vF (−b+ nw + a))
> vF (x− a),
in which case equality holds above and vF (b− nw − a) = vF (x− a), a contradiction.
Since A is finite, and for each a there is at most one positive integer n such that vF (b −
nw− a) 6= vF (x− a), we can choose n such that from all a ∈ A, vF (b−nw− a) = vF (x− a).
Let yA = f1(b− nw). Then for all a ∈ A,
f1(vF (x− a)) = f1(vF (b− nw − a))
= vG(yA − f1(a)),
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since f1 ◦ vF = vG ◦ f1. This completes the proof of the claim.
Let ∆ be any finite subset of P ∪ ThS(G). Let A be the subset of A1 consisting of all
a such that φa(v1) ∈ ∆. Applying the claim, there is yA ∈ G such that for all a ∈ A,
f1(vF (x− a)) = vG(yA − f1(a)). That is, G |= φa(yA) for all a ∈ A. Clearly, G also satisfies
all LS-sentences of ThS(G) in ∆, so ∆ is satisfiable. By Compactness (Theorem 4.1.18),
P ∪ ThS(G) is satisfiable.
Hence P is a 1-type over S. Since f1(A1) is countable, and vG(G1) is countable by
assumption, S is countable. Now G is ℵ1-saturated, so P is realized by an element y ∈ G.
Now we have that for all a ∈ A1, f1(vF (x− a)) = vG(y − f1(a)). We must show that the
same is true for all b ∈ F1.
Let vF (x − b) = d (the valuation of x − b cannot be 0, since then we would have x = b,
but x /∈ F1). Since F1(x) = F1, there exists b′ ∈ F1 such that b′ = (x− b)d−1, that is,
vF ((x− b)d−1− b′) > 1. Multiplying both sides by d = vF (d) (by the cross section property),
vF ((x− b)d
−1 − b′)vF (d) > d
vF (x− b− b
′d) > vF (x− b).
By the definition of A1, there exists a ∈ A1 with vF (x− (b+ b′d)) = vF (x− a), and thus
vF (x− a) = vF (x− (b+ b′d)) > vF (x− b). By Lemma 3.4.6 (3) and (4),
vF (a− b) = vF ((x− b)− (x− a))
= min(vF (x− b), vF (−(x− a)))
= min(vF (x− b), vF (x− a))
= vF (x− b)
< vF (x− a).
Applying f1, vG(f1(a) − f1(b)) = f1(vF (a − b)) < f1(vF (x − a)) = vG(y − f1(a)), since
a ∈ A1. Hence,
vG(y − f1(b)) = vG((y − f1(a)) + (f1(a)− f1(b)))
= min(vG(y − f1(a)), vG(f1(a)− f1(b)))
= vG(f1(a)− f1(b))
= f1(vF (a− b))
= f1(vF (x− b),
as was to be shown.
Finally, we conclude that y /∈ G1, for if y ∈ G1, then f
−1
1 (y) ∈ F1, so 0 = vG(y − y) =
f1(vF (x− f
−1
1 (y))), so x = f
−1
1 (y), and x ∈ F1, contradicting our choice of x.
We have satisfied all of the hypotheses of Lemma 5.1.10. The lemma tells us that
vG(G1(y)∗) = vG(G1), G1(y) = G1, and f1 can be extended to an isomorphism g1 : F1(x) ∼=
G1(y).
We have not yet finished satisfying the conditions of (3). In particular, F1(x) and G1(y) are
not necessarily relatively algebraically closed. By assumption, F1 is relatively algebraically
closed, so by Lemma 5.1.9, v(F ∗1 ) is closed under roots in v(F
∗). But v(F1(x)
∗) = v(F ∗1 ),
so v(F1(x)
∗) is closed under roots. Again by Lemma 5.1.9, the relative algebraic closure of
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F1(x) in F is a Henselization of F1(x). Call this field F2. The same argument shows that
G2, the relative algebraic closure of G1(x) in G, is a Henselization of G1(x).
By Lemma 5.1.8, g1 can be extended to an isomorphism f2 : F2 ∼= G2. By Lemma 5.1.7,
vF (F
∗
2 ) = vF (F1(x)
∗) = vF (F
∗
1 ), and vG(G
∗
2) = vG(G1(y)
∗) = vG(G
∗
1). In particular,
vF (F2) remains countable, and f2 remains a partial elementary bijection between vF (F
∗
2 )
and vG(G
∗
2). This completes the proof of the first special case.
Case 2: The element x is in the value group of F . That is, x ∈ v(F ∗).
The function f1 restricted to vF (F
∗
1 ) is a partial elementary bijection onto vG(G
∗
1). Since
vG(G
∗) is ℵ1-saturated and vF (F ∗1 ) is countable, we can choose an element y ∈ vG(G
∗) which
realizes the complete type of x in vF (F ) over vF (F
∗
1 ), where we interpret the constant symbol
corresponding to an element of vF (F
∗
1 ) in vG(G
∗) by its image under f1.
Thus, letting V be the subgroup of vF (F
∗) generated by vF (F
∗
1 ) and x, and letting W be
the subgroup of vG(G
∗) generated by vG(G
∗
1) and y, the restriction of f1 extends to a partial
elementary bijection between V and W by mapping x to y. Since we have only added one
generator to a countable group in each case, V and W are countable.
Define an extension of f1, g1 : F1(x)→ G1(y), by
g1
(
d0 + . . .+ dmx
m
e0 + . . .+ enxn
)
=
f1(d0) + . . .+ f1(dm)y
m
f1(e0) + . . .+ f1(en)yn
,
with all coefficients di and ej in F1. Since f1 is a field isomorphism, it is easy to check that
g1 is a field isomorphism. Checking that it is an isomorphism of valued fields takes a little
more work.
Let p(x) = e0 + . . .+ enx
n with coefficients in F1. Suppose that for some indices r, s with
r < s, er 6= 0, and es 6= 0, we have vF (erxr) = vF (esxs). Then xrvF (er) = xsvF (es), since
vF (x) = x by the cross section property, and x
s−r = vF (es)(vF (er))
−1 ∈ vF (F1). But F1 is
relatively algebraically closed, so by Lemma 5.1.9, vF (F1) is closed under roots, and thus
x ∈ vF (F1) ⊆ F1, contradicting our choice of x.
Thus for all distinct nonzero coefficients er, es, vF (erx
r) 6= vF (esxs), and there is a term
eqx
q of least valuation. By Lemma 3.4.6 (4), vF (p(x)) = vF (eq)x
q ∈ V . Since the valuation
of any polynomial is in V , the valuation of any rational function must also be in V , so
vF (F1(x)
∗) = V . The same argument shows that vG(G1(y)
∗) =W . We have established that
F1(x) and G1(y) are valued subfields of F and G respectively, since vF (F1(x)
∗) = V ⊆ F1(x)
and similarly for G1(y).
We have g1(p(x)) = f1(e0) + . . . + f1(en)y
n, and the same argument as above shows that
vG(f1(e0) + . . .+ f1(en)y
n) = vG(f1(eq))y
q. Further, since f1 ◦ vF = vG ◦ f1,
g1(vF (p(x))) = g1(vF (eq)x
q)
= f1(vF (eq))y
q
= vG(f1(eq))y
q
= vG(g1(p(x))),
so g1 ◦ vF = vG ◦ g1, and g1 is an isomorphism of valued fields.
We will now establish the conditions of (3) by first passing to Henselizations, then closing
the value groups under roots, and finally taking relative algebraic closures, all aided by the
lemmas of Section 5.1.
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By Lemma 5.1.7, F1(x) and G1(y) have Henselizations F3 and G3. The fields F and G are
Henselian, so by the definition of Henselization, F3 and G3 embed as valued subfields of F and
G respectively. Since Henselizations are unique up to isomorphism, and F1(x) ∼= G1(y), there
is an isomorphism of valued fields g3 : F3 ∼= G3. The lemma also tells us that vF (F ∗3 ) = V
and vG(G
∗
3) =W .
Let V˜ and W˜ be the closures under roots of V and W in vF (F ) and vG(G) respectively.
Since V and W are countable, and in closing under roots we add at most one element for
each natural number power and each element, V˜ and W˜ are countable. Moreover, for every
element added to V˜ , there is a corresponding element of vG(G
∗) added to W˜ , since vG(G
∗)
is saturated and g1 restricted to V is a partial elementary bijection onto W . Thus the
restriction of g1 to V˜ can be extended to a partial elementary bijection of V˜ onto W˜ .
Let F4 and G4 be the subfields of F and G generated by F3 ∪ V˜ and G3 ∪ W˜ respectively.
The field F4 is algebraic over F3, since every generator of F4 not in F4 is the root of some
polynomial with coefficients in vF (F
∗
3 ) ⊂ F3. Now letting F˜3 be the relative algebraic closure
of F3 in F , we have F4 ⊆ F˜3, so vF (F ∗4 ) ⊆ vF (F˜3
∗
) = V˜ by Lemma 5.1.9. But V˜ ⊆ vF (F ∗4 ),
so vF (F
∗
4 ) = V˜ . The same argument shows that vG(G
∗
4) = W˜ .
Now the extension of g1 on V to a partial elementary bijection between V˜ and W˜ to-
gether with the isomorphism g3 : F3 ∼= G3 defines a field isomorphism g4 : F4 ∼= G4. By
Lemma 5.1.8, this field isomorphism is also be a valued field isomorphism.
The value groups of F4 and G4, V˜ and W˜ , are closed under roots, so by Lemma 5.1.9,
the relative algebraic closures of F4 and G4, F˜4 and G˜4, are Henselizations of F4 and G4
respectively. Once again, since Henselizations are unique up to isomorphism, there is an
isomorphism of valued fields f2 : F˜4 → G˜4 extending g4.
Henselizations have the same value groups as their base fields by Lemma 5.1.7, so vF (F˜4
∗
) =
V˜ and vG(G˜4
∗
) = W˜ . We have already seen that V˜ and W˜ are countable and that the iso-
morphism restricts to a partial elementary bijection between them. Hence, taking F2 = F˜4
and G2 = G˜4, we have f2 : F2 ↔ G2. This completes the proof of the second special case.
The general case. We have x transcendental over F1, and we may assume that x is not in
the value group of F and that the value group of F1(x) strictly contains the value group of
F1, since these cases have been dealt with. The idea now is to repeatedly apply the second
special case to first adjoin each new element of the value group which would be added upon
adjoining x. Then when we adjoin x to the result, no further elements are added to the value
group, and we are done by the first special case.
We have already established that F1(x) = F1 = F , and we have dealt with the case in
which the value group is trivial, so by Lemma 5.1.11, vF (F1(x)
∗) is countable.
Let {xi | i ∈ N} be an enumeration of the elements of vF (F1(x)∗) not in vF (F ∗1 ). Let
Fx0 = F1 and Gx0 = G1. Applying the second special case, for each i ∈ N, we can extend fxi
to fxi+1 : Fxi+1 ↔ Gxi+1 , with xi ∈ Fxi+1.
Let F2 =
⋃
i∈N Fxi , G2 =
⋃
i∈NGxi, and f2 =
⋃
i∈N fxi. Then f2 : F2 ↔ G2, and
vF (F1(x)
∗) ⊆ vF (F ∗2 ).
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But we are not quite done, because adjoining x to F2 may add elements to the value group
of F2. So we repeat this argument, finding for each i ≥ 2 an extension of fi−1, fi : Fi ↔ Gi
such that vF (Fi−1(x)
∗) ⊆ vF (F ∗i ).
Let Fω =
⋃
i≥1 Fi, Gω =
⋃
i≥1Gi, and fω =
⋃
i≥1 fi. Then fω : Fω ↔ Gω. Consider Fω(x).
For element x′ ∈ Fω(x), x′ ∈ Fi(x) for some i, and thus x′ ∈ Fi+1 ⊆ Fω. So adjoining x to
Fω does not add any elements to the value group, and we have reduced to the first special
case.
All arguments given above hold with the roles of F and G reversed, so we have also
established (4).
(5) The back-and-forth argument. Let (aα : α < ℵ1) and (bα : α < ℵ1) be enumerations
of F and G respectively. We start with the isomorphism f0 : F ↔ G established in (2)
and inductively build a chain of isomorphisms (fα : α < ℵ1) such that for each α, aα is in
the domain of fα+1 (using (3)) and bα is in the range of fα+1 (using (4)). By the familiar
back-and-forth argument, f =
⋃
α<ℵ1
fα is an isomorphism F ∼= G. This completes the
proof. 
Now that the heavy lifting is done, what remains is putting together the pieces.
Theorem 5.2.3 (Ax-Kochen Principle). Let φ be an LV F -sentence. Then Qp |= φ for all
but finitely many primes p if and only if Fp((t)) |= φ for all but finitely many primes p.
Proof. The class of Henselian valued fields is elementary by Lemma 5.2.1 and therefore closed
under ultraproduct by Corollary 4.2.11. For all p, Qp and Fp((t)) are complete discrete valued
fields, so by Theorem 5.1.4 they are Henselian valued fields. Thus for any ultrafilter D on
the set of primes,
∏
Qp/D and
∏
Fp((t))/D are Henselian valued fields.
In Lemma 4.2.13, we saw that for any nonprincipal ultrafilter D, the residue fields
∏
Qp/D
and
∏
Fp((t))/D have characteristic zero. We also showed that v(
∏
Qp/D) ∼=
∏
Z/D ∼=
v(
∏
Fp((t))/D) and
∏
Qp/D ∼=
∏
Fp/D ∼=
∏
Fp((t))/D. By Theorem 4.1.30, isomorphism
implies elementary equivalence, so these Henselian valued fields have elementarily equiva-
lent value groups and residue class fields. These are the conditions of Theorem 5.2.2, so∏
Qp/D ≡
∏
Fp((t))/D.
Since the elementary equivalence holds for any nonprincipal ultrafilter, applying Theo-
rem 4.2.14 completes the proof. 
5.3. The Ax-Kochen Theorem. The Ax-Kochen Principle can be used to prove a whole
family of theorems about the p-adic fields, but its most famous application is the Ax-Kochen
Theorem, which addresses Artin’s conjecture that Qp is C2 for all primes p. After traveling
far afield, we finally return to nontrivial zeros of homogeneous polynomials.
An important subtlety to the Ax-Kochen Theorem arises from the fact that the property C2
cannot be expressed as a first-order LV F -sentence, since we cannot quantify over polynomials
of all degrees. Thus, we cannot apply the Ax-Kochen Principle to prove that Qp is C2 for
all but finitely many p.
However, when we restrict our attention to polynomials of a fixed degree, we can express a
property which is equivalent to C2(d) as an LV F -sentence, and we can apply the Ax-Kochen
Principle to prove that Qp is C2(d) for all but finitely many p. Note that the finite set of
exceptional primes may be different for each degree d.
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Theorem 5.3.1 (Ax-Kochen Theorem). For all degrees d > 0, there exists a finite set of
primes P (d) such that for all p /∈ P (d), if f is a homogeneous polynomial over Qp of degree
d in n variables such that n > d2, then f has a nontrivial zero in Qnp .
Proof. Let C2(d) be the property that every homogeneous polynomial of degree d in n vari-
ables such that n > d2 has a nontrivial zero.
We first show that C2(d) is equivalent to the property that every homogeneous polynomial
of degree d in d2+1 variables has a nontrivial zero. We will call this property φd. Clearly C2(d)
implies φd. Conversely, if f(x1, . . . , xn) is a homogeneous polynomial of degree d with n > d
2,
then setting the extra variables to 0, g(x1, . . . , xd2+1) = f(x1, . . . , xd2+1, 0, . . . , 0) is either the
zero polynomial or a homogeneous polynomial of degree d in d2+1 variables. In the first case,
any nontrivial choice of values for the x1, . . . , xd2+1 is a nontrivial zero of f . In the second
case, if φd holds, then g has a nontrivial zero (α1, . . . , αd2+1), so (α1, . . . , αd2+1, 0, . . . , 0) is a
nontrivial zero of f .
We would like to express the property φd as an LV F -sentence in order to apply the Ax-
Kochen Principle. To do this, we need to quantify over all possible homogeneous polynomials
of degree d in d2 + 1 variables.
Each monomial of such a polynomial has degree d, so it is a choice of d2 + 1 exponents
n1, . . . , nd2+1 ∈ N for the d
2 + 1 variables, such that
∑d2+1
i=1 ni = d. Letting θ(d) be the
total number of such choices, we can enumerate all possible monomials as m1, . . . , mθ(d).
Then each homogeneous polynomial of degree d in d2 + 1 variables is uniquely determined
by a choice of θ(d) coefficients a1, . . . , aθ(d), one for each mi, such that at least one of the
coefficients is nonzero.
If mi is the monomial x
n1
1 . . . x
n
d2+1
d2+1 , then we define the LV F -term mi(x1, . . . , xd2+1) in free
variables (x1, . . . , xd2+1) to be
x1 · . . . · x1︸ ︷︷ ︸
n1 times
· . . . · xd2+1 · . . . · xd2+1︸ ︷︷ ︸
n
d2+1
times
.
We will use the variables ai and xi for clarity. Formally, they are choices of vj from our
infinite set of variables V = {v1, v2, . . .}. We can express the property φd with the following
LV F -sentence:
∀a1 . . .∀aθ(d) ¬((a1 = 0) ∧ . . . ∧ (aθ(d) = 0))→
(∃x1 . . .∃xd2+1 ¬((x1 = 0) ∧ . . . ∧ (xd2+1 = 0)) ∧
(a1 ·m1(x1, . . . , xd2+1) + . . .
+aθ(d) ·mθ(d)(x1, . . . , xd2+1) = 0)).
Now for a valued field F , F |= φd if and only if F has the property C2(d). By Theo-
rem 3.4.16, Fp((t)) is C2, and therefore has the property C2(d), for all primes p. Thus for all
primes p, Fp((t)) |= φd.
Applying the Ax-Kochen Principle, Qp |= φd for all but finitely many p, and thus Qp has
the property C2(d) for all but finitely many p. Let P (d) be this finite exceptional set.
Then for all p /∈ P (d), C2(d) says that if f is a homogeneous polynomial over Qp of degree
d in n variables such that n > d2, then f has a nontrivial zero in Qnp . 
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Appendix A. Ordinals, Cardinals, and Transfinite Induction
This appendix gives a very brief and relatively informal overview of the transfinite num-
bers. The interested reader is encouraged to find a more thorough development, for instance
in Jech’s Set Theory [Jec03].
There are two types of transfinite numbers, ordinals and cardinals. Intuitively, ordinals
generalize ordered numbers (“first”, “second”, “third”), while cardinals generalize amount,
(“one”, “two”, “three”). Since the standard set theoretic construction defines cardinals as
special types of ordinals, we will take up ordinals first.
Ordinals. Ordinals represent order relations which are linear and well founded; that is, there
a least element, and every element has a unique element immediately following it in the
order. In this way, they generalize the order properties of sets of natural numbers, and, as
we will see, provide a structure upon which induction makes sense.
We will begin with an informal description of ordinals, and then present the set theoretic
construction. We start with a canonical least ordinal, 0, which represents the ordering on
the empty set. Aside from 0, there are two types of ordinals, successor ordinals and limit
ordinals.
Given an ordinal α, there is a successor ordinal α + 1 which represents the ordering of α
with an additional element appended which is greater than all the elements in the ordering
α.
Given an infinite set of ordinals, C, there is a limit ordinal which represents the ordering
on all elements in all the orderings in C. The first limit ordinal (also the first infinite ordinal)
is ω, which is the limit of the ordinals {0, 1, 2, . . .} and represents the ordering on the set of
all natural numbers. Note that since the successor of a finite ordinal is still an ordering on
finitely many elements, we cannot arrive at ω through the successor operation by appending
elements one by one, only by the limit construction.
The table below demonstrates the order relations represented by a few ordinals. The
circles are ordered left to right. The successor operation is indicated by adding a circle on
the right, and the limit operation is represented by (. . .). The ordinal ω2 is the limit of the
ordinals {0, 1, . . . , ω, ω + 1, . . .}.
0
1 ◦
2 ◦ ◦
...
...
ω ◦ ◦ ◦ ◦ . . .
ω + 1 ◦ ◦ ◦ ◦ . . . ◦
ω + 2 ◦ ◦ ◦ ◦ . . . ◦ ◦
...
...
ω2 ◦ ◦ ◦ ◦ . . . ◦ ◦ ◦ ◦ . . .
...
...
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Ordinals are quite useful for indexing infinite collections and performing induction in
infinite settings. For example, if C is a chain of sets with a least element and order relation
(defined by inclusion) corresponding to the ordinal β, we can index the elements of C by
(Cα : α < β).
If there is a proposition Pα for each ordinal α (collections of propositions like this often
correspond to collections of objects indexed by ordinals), then we can prove that Pα is true
for all α by a method similar to induction on the natural numbers. The main difference is
that we must also deal with the limit case.
Theorem A.1 (Transfinite Induction, [Mar02, Theorem A.8]). Suppose that Pα is a propo-
sition for each ordinal α. Suppose that
(1) P0 is true,
(2) if Pα is true, then Pα+1 is true, and
(3) if α is a limit ordinal and Pβ is true for all β < α, then Pα is true.
Then Pα is true for all ordinals α.
Examples of transfinite induction in this thesis can be found in the proofs of theorems
requiring back and forth arguments, most explicitly in Theorem 4.3.6.
There is a very elegant set theoretic construction of the ordinals. Since the relation ∈ is
the primitive binary relation of set theory, we will construct our ordinals so that they are
ordered by ∈. In particular, we will define an ordinal to be the set containing all ordinals
less than it.
We define 0 = ∅, since there are no ordinals less than 0.
Given an ordinal α, we define α + 1 = α ∪ {α}. Then α + 1 is the set containing all the
elements of α (all ordinals less than α) and α itself.
Given a set of ordinals C, we define the limit of C by δ =
⋃
α∈C α. Suppose that C is
unbounded above, that is, for each α ∈ C there is a β ∈ C such that α < β. Then α ∈ β,
and hence α ∈ δ, so α < δ, and δ is greater than every element of C.
The table below demonstrates the set theoretic representations of a few ordinals.
0 ∅
1 {0} = {∅}
2 {0, 1} = {∅, {∅}}
...
...
ω {0, 1, 2, . . .} = {∅, {∅}, {∅{∅}}, . . .}
ω + 1 {0, 1, 2, . . . , ω} = {∅, {∅}, {∅{∅}}, . . . , {∅, {∅}, {∅{∅}}, . . .}}
...
...
By repeatedly taking limits, we can construct larger and larger ordinals. We can construct
ω3 as the limit of {ω2, ω2 + 1, . . .}. The limit of {ω, ω2, ω3, . . .} is ωω = ω2. The limit of
{ω2, ω22, ω23, . . .} is ω2ω = ω3, and the limit of {ω, ω2, ω3, . . .} is ωω. Continuing in this
way, we can construct larger towers ωω
ω
, ωω
ωω
, and so forth. The limit of all these towers is
yet another ordinal.
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However, all the ordinals we have discussed so far are still relatively small. To say what
we mean by small, we must introduce the notion of cardinality.
Cardinals. We say that two sets have the same cardinality if there is a bijection between
them. Finite sets with different numbers of elements clearly have distinct cardinalities, since
their elements cannot be put into 1-1 correspondence. With his famous diagonalization
argument, Cantor showed that infinite sets can also have distinct cardinalities.
Formally, we define the cardinality of a set A to be the least ordinal α such that A can be
put into bijection with α, and we denote this ordinal by |A|. A cardinal is an ordinal which
is the cardinality of some set.
Note that as a consequence of this definition, we can describe the cardinals as those
ordinals which cannot be put into bijection with any ordinals less than themselves, since for
any such ordinal α, |α| = α.
All finite ordinals are cardinals. The first infinite cardinal is ω. When we are working with
ω as a cardinal, we will denote it by ℵ0. This is the cardinality of the set of natural numbers.
If a set A has cardinality ℵ0, we say that A is countable, since A can be “counted”, that is,
put into bijection with N.
Cantor also showed that any countable union of countable sets is countable. All the
ordinals described above can be constructed as limits of countable sequences of ordinals, so
they are all countable.
There is a simple construction of the first uncountable ordinal. Take C to be the set of
all countable ordinals. The limit of C is ℵ1 =
⋃
α∈C α. The limit ℵ1 is strictly greater than
every countable ordinal, so it must be uncountable. Moreover, it contains only countable
ordinals, so it is the least uncountable ordinal, and thus is a cardinal, the smallest cardinal
greater than ℵ0.
Repeating this argument, we can construct the next cardinal ℵ2 by taking the limit of all
ordinals of cardinality ℵ1. The limit of the cardinals {ℵ0,ℵ1,ℵ2, . . .} is the limit cardinal ℵω,
and further limits produce greater cardinals, indexed by the ordinals. If κ = ℵα for some
ordinal α, we denote by κ+ the next cardinal, ℵα+1.
We can define addition, multiplication, and exponentiation of cardinals. For κ and λ
cardinals and A and B disjoint sets with |A| = κ and |B| = λ, we define κ+λ = |A∪B|, the
cardinality of the union of A and B, κλ = |A× B|, the cardinality of the cartesian product
of A and B, and κλ = |AB|, the cardinality of the set of functions from B to A.
The following facts are useful for determining the cardinalities of sets.
Theorem A.2 (Cardinal Arithmetic). Let κ and λ be cardinals. If both κ and λ are finite,
then addition, multiplication, and exponentiation agree with the usual arithmetic of natural
numbers. Otherwise,
(1) κ+ λ = κλ = max(κ, λ),
(2) if λ is infinite and κ ≤ λ, then κλ = 2λ, and
(3) if λ is finite and κ is infinite, then κλ = κ.
Theorem A.3. Let (Aα : α < β) be a chain of sets indexed by the ordinal β, where Aα ⊆ Aα′
if α < α′. For all α < β, let κα = |Aα|. Then if A =
⋃
α<β Aα, |A| =
⋃
α<β κα, the limit of
the cardinals κα.
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The diagonalization argument provides a different way of constructing distinct infinite car-
dinals. Cantor showed that for any set A, its power set P(A) has strictly greater cardinality.
The cardinality of P(A) is 2|A|, since the elements of the power set are in bijection with the
functions A→ {0, 1}. A subset B ⊆ A corresponds to the function fB defined by fB(a) = 1
if a ∈ B and fB(a) = 0 if a /∈ B.
As a consequence of Cantor’s Theorem, the sequence ℵ0, 2ℵ0 , 22
ℵ0 , . . . is an increasing se-
quence of distinct cardinals. The terms of this sequence are sometimes denoted i0, i1, i2, . . .,
and by taking limits, iα may be defined for any ordinal α. For all ordinals α, ℵα ≤ iα, but
the question of whether the sequences ℵ0,ℵ1, . . . and i0, i1, . . . differ is independent from the
usual axioms of set theory.
Continuum Hypothesis. There are no cardinals between ℵ0 and 2
ℵ0; that is, ℵ1 = 2
ℵ0.
Generalized Continuum Hypothesis. For all ordinals α, there are no cardinals between
ℵα and 2ℵα; that is, ℵα+1 = 2ℵα.
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Appendix B. Special Models
In our proof of the Ax-Kochen Theorem, we assumed the Continuum Hypothesis in order
to use Theorem 4.3.10, that all complete theories have saturated models. The Continuum
Hypothesis can be eliminated from the proof by replacing saturated models with special
models.
Definition B.1. Let T be a complete theory with infinite models in a countable language
L. A model M |= T with domain M is called special if it is the union of an elementary
chain of models (Mβ : β < |M |, β an infinite cardinal) such that each Mβ is β+-saturated.
The elementary chain is called a specializing chain of M.
Note that in the definition, nothing is required about the cardinalities of the Mβ.
The analogue of Corollary 4.3.7 also holds for special models.
Theorem B.2 ([CK73, Theorem 5.1.17]). If M and N are special models of a complete
theory T of the same cardinality κ > ℵ0, then M∼= N .
The idea of the proof is to use a back and forth argument, where at each stage partial ele-
mentary bijections are constructed using Theorem 4.3.6 between subsets of the β+-saturated
submodels of M and N .
The advantage of special models is that we can show that all complete theories have special
models without appealing to the Continuum Hypothesis.
Theorem B.3 ([CK73, Proposition 5.1.8]). For any L-structure M, there is a special ele-
mentary extension of M.
The idea of the proof is to construct a chain of κ-saturated models for increasing cardi-
nalities κ, then take limits.
The proof of Theorem 5.2.2 can be altered to reduce to the special case instead of the
saturated case. Unfortunately, this complicates the argument significantly, since the back
and forth argument must take the specializing chains into account. Additionally, the special
models guaranteed by Theorem B.3 may have cardinality larger than ℵ1, so more complicated
cardinality and enumeration arguments are required.
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Appendix C. The Resultant
Definition C.1. Let R be a ring. The resultant, Res : R[x] × R[x] → R, is the function
which maps two polynomials over R, f = anx
n + an−1x
n−1 + . . . + a0 and g = bmx
m +
bm−1x
m−1 + . . . + b0 of degrees n and m respectively, to the determinant of the following
(m+ n)× (m+ n) matrix:
m

n


an . . . . . . . a0 0 . . . . . . . 0
0 an . . . . . . . a0 0 . . . 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 . . . . . . . 0 an . . . . . . . a0
bm . . . . . . . . . . . . b0 0 . . . 0
0 bm . . . . . . . . . . . . b0
. . . 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 . . . 0 bm . . . . . . . . . . . . b0

︸ ︷︷ ︸
m+ n
.
The next theorem gives an alternate expression for the resultant. We will only use it for
the implication that Res(f, g) 6= 0 if f and g are relatively prime.
Theorem C.2 ([Lan02, Proposition 8.3]). Let R be a subring of a field K, and let f, g ∈
R[x], with f = anx
n + an−1x
n−1 + . . . + a0 and g = bmx
m + bm−1x
m−1 + . . . + b0. Then
Res(f, g) = amn b
n
m
∏n
i=1
∏m
j=1(αi − βj), where the αi and βj are the roots of f and g in an
algebraic closure of K. Thus Res(f, g) = 0 if and only if f and g have a common root, and
if f and g are relatively prime, Res(f, g) 6= 0.
Proof. Consider the linear equations
xm−1f(x) = anx
m+n−1 + an−1x
m+n−2 + . . .+ a0x
m−1
xm−2f(x) = anx
m+n−2 + an−1x
m+n−3 + . . .+ a0x
m−2
...
...
f(x) = anx
n + an−1x
n−1 + . . .+ a0
xn−1g(x) = bmx
m+n−1 + bn−1x
m+n−2 + . . .+ b0x
n−1
xn−2g(x) = bmx
m+n−2 + bn−1x
m+n−3 + . . .+ b0x
n−2
...
...
g(x) = bmx
m + bm−1x
m−1 + . . .+ b0.
Let C be the vector on the left, (xm−1f(x), xm−2f(x), . . . , g(x)). Let C1, . . . , Cm+n be the
vectors of coefficients of x, with powers of x aligned. So C1 = (an, 0, . . . , 0, bm, 0, . . . , 0), the
coefficients of xm+n−1, C2 = (an−1, an, 0, . . . , 0, bm−1, bm, 0, . . . , 0), the coefficients of x
m+n−2,
etc. Note that these vectors are the columns of the resultant matrix.
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The linear equations can then be expressed as C = C1x
n+m−1 + . . . + Cm+nx
0, and the
right side of this equality is just the resultant matrix multiplied by the column vector
(xn+m−1, . . . , x0).
If we replace the (m + n)th column of the resultant matrix with the column vector C,
Cramer’s rule tells us that
det(C1, . . . , Cm+n−1, C)
det(C1, . . . , Cm+n)
= x0 = 1,
since x0 is the (m + n)th entry of (xn+m−1, . . . , x0). By det(v1, . . . , vn), we mean the deter-
minant of the matrix with columns v1, . . . , vn.
So Res(f, g) = det(C0, . . . , Cm+n) = det(C0, . . . , Cm+n−1, C). Computing this determi-
nant, we find that every term contains a factor of f(x) or g(x) from the column C. Group-
ing the terms divisible by f and those divisible by g, we find that there are polynomials
p(x), q(x) ∈ R[x] such that p(x)f(x) + q(x)g(x) = Res(f, g).
Suppose that f and g have a common root α in an algebraic closure of K. Substituting α
for x in the equation above, we see that Res(f, g) = 0.
Now in the algebraic closure, we can factor f and g as f = an
∏n
i=1(x − αi) and g =
bm
∏m
j=1(x− βj). Comparing the coefficients of powers of x, we obtain the following expres-
sions for the coefficients:
an = an
an−1 = −an(α1 + . . .+ αn)
...
...
a0 = (−1)
nan(α1α2 . . . αn)
and similarly for the bj . In this way, we can view the coefficients ai and bj as symmetric
polynomials (−1)ianSi(α1, . . . , αn) and (−1)jbmTj(β1, . . . , βm), where deg(Si) = n − i and
deg(Tj) = m− j.
Now computing the resultant, we see that
Res(f, g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
anSn . . . . . . . . . . (−1)na0S0 0 . . . . . . . . . . . . . . . 0
0 anSn . . . . . . . . . . . . . . (−1)
na0S0 0 . . . 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 . . . . . . . . . . 0 anSn . . . . . . . . . . . . . . . (−1)na0S0
bmTm . . . . . . . . . . . . . . . . . . . . . . (−1)
mb0T0 0 . . . 0
0 bmTm . . . . . . . . . . . . . . . . . . . . . . . . . . . (−1)mb0T0
. . . 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 . . . 0 bmTm . . . . . . . . . . . . . . . . . . . . . . . . . . . (−1)mb0T0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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The first m rows have a factor of an, and the next n rows have a factor of bm, so factoring
them out,
Res(f, g) = amn b
n
m
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Sn . . . . . . . (−1)nS0 0 . . . . . . . . . . . . . 0
0 Sn . . . . . . . . . . . . (−1)nS0 0 . . . 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 . . . . . . . 0 Sn . . . . . . . . . . . . . (−1)nS0
Tm . . . . . . . . . . . . . . . . . (−1)mT0 0 . . . 0
0 Tm . . . . . . . . . . . . . . . . . . . . . . . (−1)mT0
. . . 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 . . . 0 Tm . . . . . . . . . . . . . . . . . . . . . . . (−1)mT0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Computing this determinant as the sum of products of one element from each row and
column, we see that as a polynomial in the αi and βj , Res(f, g) has degree mn. Terms in
the sum of degree mn come from, for instance, picking all of the S0 and all of the Tm, or
picking all of the T0 and all of the Sn. No terms of greater degree can be produced.
But if αi = βj for any 0 ≤ i ≤ n and 0 ≤ j ≤ m, Res(f, g) = 0, so (αi − βj) divides
Res(f, g). Thus
∏n
i=1
∏m
j=1(αi − βj) divides Res(f, g), but both are polynomials of degree
mn, so they differ only by a constant factor. By plugging in values for the αi and βj, it is
easy to see that this constant factor is amn b
n
m. This completes the proof. 
Our application of the resultant in the proof of Hensel’s lemma uses the following result.
Lemma C.3 ([BS66, Ch. 4 Sec. 3 Lemma]). Let R be a subring of a field K, and let
g, h ∈ R[x] with deg(g) = m, deg(h) = n. If ρ = Res(g, h) 6= 0, then for all l ∈ R[x] such
that deg(l) ≤ m+ n− 1, there exist φ, ψ ∈ R[x] with deg(φ) ≤ n− 1, deg(ψ) ≤ m− 1 such
that gφ+ hψ = ρl.
Proof. Let
g = gm+n−1x
m+n−1 + . . .+ g0,
h = hm+n−1x
m+n−1 + . . .+ h0,
φ = φm+n−1x
m+n−1 + . . .+ φ0,
ψ = ψm+n−1x
m+n−1 + . . .+ ψ0, and
l = lm+n−1x
m+n−1 + . . .+ l0,
where we set all excess coefficients to 0. The values of the gj, hj , and li are given. We must
find values for the φk and ψk such that for all 0 ≤ i ≤ m+n−1,
∑
j+k=i gjφk+
∑
j+k=i hjψk =
ρli, that is, gφ+ hψ = ρl.
This is a system of m+ n linear equations in m+ n variables, the φk and ψk. The corre-
sponding matrix, M , is the transpose of the resultant matrix for g and h. The determinant
of this matrix is Res(g, h) = ρ 6= 0, so this system has a solution.
Moreover, according to the cofactor formula for the inverse,
M−1 =
1
|M |
CT =
1
ρ
CT ,
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where C is the cofactor matrix of M . Solving M
(
φk
ψk
)
= ρ(li) for the φk and ψk, we find(
φk
ψk
)
= M−1ρ
(
li
)
= CT
(
li
)
∈ Rm+n, so all the φk, ψk are elements of R, and thus
φ, ψ ∈ R[x]. 
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