Abstract-Decades of research have repeatedly shown that people perform poorly at estimating and understanding conditional probabilities that are inherent in Bayesian reasoning problems. Yet in the medical domain, both physicians and patients make daily, life-critical judgments based on conditional probability. Although there have been a number of attempts to develop more effective ways to facilitate Bayesian reasoning, reports of these findings tend to be inconsistent and sometimes even contradictory. For instance, the reported accuracies for individuals being able to correctly estimate conditional probability range from 6% to 62%. In this work, we show that problem representation can significantly affect accuracies. By controlling the amount of information presented to the user, we demonstrate how text and visualization designs can increase overall accuracies to as high as 77%. Additionally, we found that for users with high spatial ability, our designs can further improve their accuracies to as high as 100%. By and large, our findings provide explanations for the inconsistent reports on accuracy in Bayesian reasoning tasks and show a significant improvement over existing methods. We believe that these findings can have immediate impact on risk communication in health-related fields.
INTRODUCTION
As the medical field transitions toward evidence-based and shared decision making, effectively communicating conditional probabilities to patients has emerged as a common challenge. To make informed health decisions, it is essential that patients understand health risk information involving conditional probabilities and Bayesian reasoning [15] . However, understanding such conditional probabilities is challenging for patients [11] . Even more alarming, the burden of communicating complex statistical information to patients is often placed on physicians even though studies have shown that most struggle with accurate estimations themselves [11] .
Still, both physicians and patients make life-critical judgments based on conditional probabilities. Deficits in diagnostic test sensitivity and specificity (intrinsic characteristics of the test itself) can lead to false negative and false positive test results which do not reflect the actual state of an individual. For low-prevalence diseases, even a highly specific test leads to false positive results for a majority of test recipients. Unless a patient fully understands the uncertainties of medical tests, news of a negative result can lead to false reassurance that treatment is not necessary, and news of a positive result can bring unjust emotional distress.
Consider the following mammography problem [17] : "The probability of breast cancer is 1% for women at age forty who participate in routine screening. If a woman has breast cancer, the probability is 80% that she will get a positive mammography. If a woman does not have breast cancer, the probability is 9.6% that she will also get a positive mammography. 
A woman in this age group had a positive mammography in a routine

screening. What is the probability that she actually has breast cancer?"
Misinterpretation of this and other medical test statistics can have serious adverse consequences such as overdiagnosis [30, 42, 43] or even death. However, there are currently no effective tools for mitigating this problem. Despite decades of research, the optimal methods for improving interpretation of diagnostic test results remain elusive, and the available evidence is sparse and conflicting.
Prior work indicates that visualizations may be key for improving performance with Bayesian reasoning problems. For example, results from Brase [1] and work by Garcia-Retamero and Hoffrage [16] suggest that visual aids such as Euler diagrams and icon arrays hold promise. Researchers have also explored visualizations such as decision trees [13, 28] , contingency tables [7] , "beam cut" diagrams [17] and probability curves [7] , and have shown improvements over textonly representations. However, when researchers in the visualization community extended this work to a more diverse sampling of the general population, they found that adding visualizations to existing text representations did not significantly increase accuracy [29, 32] .
Given the contradictory findings of prior research, we aim to identify factors that influence performance on Bayesian reasoning tasks. We hypothesize that these discrepancies are due to differences in problem representations (textual or visual), as well as the end users' innate ability to reason through these problems when using visualizations. In particular, we propose that the phrasing of text-only representations can significantly impact comprehension and that this effect is further confounded when text and visualization are incorporated into a single representation. Furthermore, motivated by prior work [5, 24, 40, 41, 45] , we also hypothesize that individual differences (i.e., spatial ability) are mediating factors for performance on Bayesian reasoning tasks.
To test our hypotheses, we conducted two experiments to investigate how problem representation and individual differences influence performance on Bayesian reasoning tasks. The first experiment focused on text-only representations and how phrasing can impact accuracy, while the second explores how individual differences and representations that combine text and visualization affect performance.
With Experiment 1 we show that wording can significantly affect users' accuracy and demonstrate how probing 1 show an increase in the accuracy of the mammography problem from the previously reported 6% [29] to 42%. Our findings demonstrate how the phrasing of a Bayesian problem can partially explain the poor or inconsistent results of prior work and provide a baseline text-only representation for future work.
In Experiment 2, we tested six different representations including a new text-only representation that uses indentation to visually depict set relations (Structured-Text), a storyboarding visualization that progressively integrates textual information with a frequency grid visualization (Storyboarding), and a visualization-only representation (VisOnly). The results of our second experiment show that altering the amount of information shown in text and visualization designs can yield accuracies as high as 77%. However, we found that adding visualizations to text resulted in no measurable improvement in performance, which is consistent with prior work in the visualization community by Micallef et al. [29] .
Examining our study population further, we found that spatial ability impacts users' speed and accuracy on Bayesian reasoning tasks, with high spatial ability users responding significantly faster and more accurately than low spatial ability users. Analyzing accuracy with respect to spatial ability, we discovered that users with high spatial ability tend to perform better than users with low spatial ability across all designs, achieving accuracies from 66%-100%. We discuss the implications of these findings for text and visualization design, and how these methods may impact the communication of conditional probability in the medical field and beyond.
We make the following contributions to the understanding of how phrasing, visualizations and individual differences influence Bayesian reasoning:
• We identify key factors that influence performance on Bayesian reasoning tasks and explain the inconsistent and conflicting findings of prior work.
• We show that the phrasing of textual Bayesian reasoning problems can significantly affect comprehension, and provide a benchmark text-only problem representation that allows future researchers to reliably test different designs of Bayesian reasoning problems.
• We demonstrate that a user's spatial ability impacts their ability to solve Bayesian reasoning problems with different visual and textual representations. Our findings provide guidance on how to design representations for users of varying spatial ability.
RELATED WORK
There is a substantial body of work aimed at developing novel, more effective methods of communicating Bayesian statistics. Still, there is no authoritative method for effectively communicating Bayesian reasoning, and prior results are inconsistent at best. Below we survey some of these findings. Gigerenzer and Hoffrage [17] in their seminal work explored how text-only representations can be improved using natural frequency formats. They explored the use of phrases such as 96 out of 1000 instead of 9.6%, hypothesizing that natural frequency formats have greater perceptual correspondence to natural sampling strategies [17] . Their findings demonstrate that using natural frequency significantly improves users' understanding of Bayesian reasoning problems.
A series of studies has also been conducted to investigate the efficacy of using visualizations to aid reasoning. Various types of visualizations have been tested, including Euler diagrams [1, 25, 29] , frequency grids or icon arrays [16, 25, 29, 32, 35] , decision trees [13, 35, 37] , "beam cut" diagrams [17] , probability curves [7] , contingency tables [7, 8] and interactive designs [38] . While some researchers have compared several visualization designs [1, 29, 32] , many of these visualizations were proposed and tested separately. It is still not clear which best facilitates Bayesian reasoning.
For instance, recent work by Garcia-Retamero and Hoffrage [16] investigated how different representations (text versus visualization) affect the communication of Bayesian reasoning problems to both doctor and patients. They conducted an experiment where half of the participants received natural frequency formats and the other half received percentages. A further division was made within these groups; half of the participants received the information in numbers while the other half were presented with a visualization (a frequency grid). Their results confirmed the prior results of Gigerenzer and Hoffrage [17] showing that users are more accurate when information is presented using natural frequency formats. With their visualization condition, and they were able to achieve overall accuracies of 62%, one of the highest reported accuracies.
Work by Brase [1] compared various visualizations for communicating Bayesian reasoning. In a comparative study, he analyzed participants' accuracies when three different visualizations (icon arrays, Euler diagrams and discretized Euler diagrams 2 ) were added to textual information. Like natural frequency formats, discrete items represented by the icon array were expected to correspond with humans' perception of natural sampling, thus improving Bayesian reasoning. In contrast, Euler diagrams were expected to enhance the perception of the nested-set relations that are inherent in Bayesian reasoning problems. The discretized Euler diagram was designed as a hybrid of the two.
Brase found that icon arrays had the best overall accuracy rate (48%), suggesting that they best facilitate Bayesian reasoning. However there were some inconsistencies with the visualization designs used by Brase [29] . For instance, the Euler diagram was not area proportional but the hybrid diagram was, and the number of glyphs in the hybrid diagram differed from the number of glyphs in the frequency grid [29] . Noticing this, researchers in the visualization community extended this work by designing a new, consistent set of visualizations and surveying a more diverse study population.
Micallef et al. [29] used a combination of natural frequency formats, icon arrays and Euler diagrams to improve the designs of Brase [1] . Instead of surveying university undergraduates, they recruited crowdsourced participants via Amazon's Mechanical Turk in an effort to simulate a more diverse lay population [29] . Their study compared 6 different visualization designs and found no significant performance differences among them. Reported accuracies for the 6 designs ranged from 7% to 21% and the control condition (a text-only representation with natural frequency formats) yielded an overall accuracy of only 6%.
They also found no statistically significant performance difference between the control text-only condition and any of the conditions with visualization designs. This finding implies that simply adding visual aids to existing textual representation did not help under the studied conditions. Their follow up work adds yet another dimension. In a second experiment, they reported significant improvements in the accuracies for their visualization conditions when numerical values for the text descriptions were removed. This finding suggests that presenting both text with numerical values and visualization together may overload the user and result in incorrect inferences.
The findings of Micallef et al. [29] suggest a possible interaction between textual information and visualization when representing Bayesian reasoning problems. One possible explanation for this interaction is that both the mental model required to interpret the textual information in a Bayesian reasoning problem and the mental model required to understand a visualization can compete for the same resources [24] . As more information is presented, a user's performance can degrade since more items will be held in the user's spatial working memory [21] . In addition to explaining the inconsistencies among prior work by exploring different wording and visualization representations, this paper aims to understand how spatial ability mediates performance on Bayesian reasoning problems.
Spatial Ability
In recent years, an overwhelming body of research has demonstrated how individual differences impact people's ability to use information visualization and visualization systems [2, 5, 6, 18, 31, 33, 40, 41, 47] , and a growing number of researchers have advocated for better understanding of these effects [44, 46] . One of the main factors that have been shown to influence visualization use is spatial ability.
Spatial ability in general refers to the ability to mentally represent and manipulate two-or three-dimensional representations of objects. Spatial ability is a cognitive ability with a number of measurable dimensions, including spatial orientation, spatial visualization, spatial location memory, targeting, disembedding and spatial perception [26, 40] . People with higher spatial ability can produce more accurate representations and maintain a reliable model of objects as they move and rotate in space.
There is considerable evidence that these abilities affect how well a person can reason with abstract representations of information, including visualizations. Vicente et al. [41] found that low spatial ability corresponded with poor performance on information retrieval tasks in hierarchical file structures. They found that in general high spatial ability users were two times faster than low spatial ability users and that low spatial ability users were more likely to get lost in the hierarchical file structures.
Chen and Czerwinski [5] found that participants with higher spatial ability employed more efficient visual search strategies and were better able to remember visual structures in an interactive node-link visualization. Velez et al. [40] tested users of a three-dimensional visualization and discovered that speed and accuracy were dependent on several factors of spatial ability. Similarly, Cohen and Hegarty [6] found that users' spatial abilities affects the degree to which interacting with an animated visualization helps when performing a mental rotation task, and that participants with high spatial ability were better able to use a visual representation rather than rely on an internal visualization.
This body of research shows that users with higher spatial ability are frequently more effective at using a variety of visualizations. Taken together, they suggest that high spatial ability often correlates with better performance on tasks that involve either searching through spatially arranged information or making sense of new visual representations. Additionally, there is evidence that high spatial ability makes it easier to switch between different representations of complex information. Ziemkiewicz and Kosara [45] tested users' ability to perform search tasks with hierarachy visualizations when the spatial metaphor implied in the task questions differed from that used by the visualization. Most participants performed poorly when the metaphors conflicted, but those with high spatial ability did not. This confirms findings that spatial ability plays a role in understanding text descriptions of spatial information [10] .
In Bayesian reasoning domain, Kellen [24] found that spatial ability was relevant to the understanding of visualizations of Bayesian reasoning. He used Euler diagrams and investigated how problem complexity (the number of relationships presented in an Euler diagram) impacts users' performance. His findings suggest that spatial ability may moderate the effect of visualizations on understanding. However, his work only investigated spatial ability as it relates to Bayesian reasoning and the number of relationships depicted in an Euler diagram.
Still, like the prior reported accuracy findings, the reported results on the effects of spatial ability on understanding Bayesian reasoning have been contradictory. Micallef et al. [29] too investigated the effects of spatial ability. They compared six text and visualization conditions and one text-only condition but found no significant effect of participants' spatial abilities.
RESEARCH GOALS
The body of existing work presented in this paper paints a complex portrait of visualization and Bayesian reasoning. First, the results of the prior works are inconsistent. The reported accuracies of the baseline text-only conditions differed significantly: Brase [1] reported 35.4%, Garcia-Retamero and Hoffrage [16] reported 26% while Micallef et al. [29] reported accuracies of only 6%. Second, prior work suggests an interaction between textual information and visualization when they are combined into a single representation.
In order to progress this important area of research, we must first identify factors that affect a user's ability to extract information from text and visualization representations of Bayesian reasoning problems. Thus, the primary research goal for this work is to disambiguate the discrepancies among prior works' results. We hypothesize that the observed discrepancies among prior work are largely due to differences in problem representations. In particular, we hypothesize that the phrasing of text-only representations impacts comprehension. Furthermore, we posit that while visualizations can be effective tools for communicating Bayesian reasoning, simply appending visualizations to complex textual information will adversely impact comprehension.
In the succeeding sections, we present the results of two experiments that were designed to investigate the interacting effect of both problem representation and spatial ability on communicating Bayesian reasoning problems. Together, these experiments address the question of how users make sense of Bayesian reasoning problems under different, and sometimes competing, representations of complex information. Our first experiment establishes a baseline, text-only condition and investigates how various forms of problem phrasing impacts accuracies. With our second experiment, we explore the interaction between textual information and visualizations when they are combined in a single representation, and the effect of users' spatial ability on their performance.
EXPERIMENT 1: TEXT-ONLY REPRESENTATIONS
A survey of the prior work reveals many inconsistencies among Bayesian problems used for assessing Bayesian reasoning. Many past experiments have used their own Bayesian problems, with differing scenarios, wordings and framings. For instance, in their work, Gigerenzer and Hoffrage [17] used 15 different Bayesian problems, each with differing real-world implications and potential cognitive biases associated with them (e.g. being career oriented leads to choosing a course in economics, or carrying heavy books daily relates to a child having bad posture). Micallef et al. [29] and Garcia-Retamero and Hoffrage [16] each used three different Bayesian problems (with only one in common). Brase [1] used a single Bayesian problem not previously tested by other researchers.
Of the existing work, Brase [1] reported the highest accuracies for his text-only condition, with 35.4% of his participants reaching the correct Bayesian response. In addition to using natural frequencies, Brase [1] used probing as a means of evaluating the effectiveness of representations. Probing is a technique by which a series of questions are posed to the user that are designed to guide that user through the calculation process. Cosmides and Tooby [9] proposed that probing can be used to help users uncover information that is necessary for solving Bayesian inference problems and thereby improves performance. Rather than asking the participant to calculate the true positive rate from the given information directly (the task that is traditionally given), they used probing to guide their participants' Bayesian calculations. Ultimately, probing was designed to assess whether the user understands the information as it is presented instead of their mathematical skills. Following Brase [1] , we examined probing as one of our study conditions.
In his study, Brase [1] also used a narrative -a generalizable, hypothetical scenario. Instead of presenting information about a specific disease such as breast cancer, he presented a fictional narrative, introducing a population in which individuals are exposed to a new disease ("Disease X"). By using a hypothetical population and a generic disease name, we hypothesize that this generalizes the problem and may have mitigated biases related to a certain disease, thus impacting accuracies.
In addition to these two techniques (probing and narrative), we adapted framing principles for reducing the complexity of text representations [9, 39] . Prior studies suggest that framing can significantly impact decision making with probability problems [9] . For example, saying 10 out of 100 people will have the disease versus 90 out of 100 people will not have the disease can elicit very different responses [39] , and presenting both frames can help mitigate biases known as framing effects [39] . Using both frames also has the advantage that it explicitly states relationships in the problem that are implicit in the original text.
Design
In line with our research goals of disambiguating contradictory results in previous research, our first experiment examines how these three techniques (framing, adding a narrative and using probing) can be combined to reduce the complexity of Bayesian reasoning problems. In the context of Bayesian problems, the term complexity can have different meanings, for instance: the number of relationships in the problem [24] , the number of steps needed to solve the problem, or the amount of information to be integrated or reconstructed [9] . In the current work, we define complexity as the difficulty of extracting information. This hinges on the notion that the simplicity of a task partly depends on the how the information is presented. We believe that is it important first to establish a baseline text representation (i.e. no visualization) before we consider the effect of adding visualizations. We conducted an online study and tested three different text-only representations of Bayesian reasoning problems:
Text orig For our base condition, we chose the mammography problem (see Table 1 Text orig ) since it has been used in many studies [11, 17, 16, 29, 24] and tests a skill of great importance and generalizability [11] . This specific mammography problem was used by Gigerenzer and Hoffrage [17] and Micallef et al. [29] , and includes the base rate, true positive rate, and false positive rate. The expected answer was 8 out of 103.
Text probe The information presented in this condition is exactly the same as Text orig but uses probing instead of asking for the true positive rate directly (see Table 1 Text probe ). The participant is first probed for the expected number of people who will be tested positive (103) then she is probed for the true positive count (8) .
The two probed questions used in the current design are:
Positive Count How many people will test positive? True Positive Count Of those who test positive, how many will actually have the disease?
Text diseaseX For this condition, we adopted a narrative similar to Brase [1] for the mammography problem, and similarly to Text probe we used probing. In addition to using these two techniques, this condition also provides the user with both positive and negative frames of the problem. Instead of only providing the base rate, the true positive rate, and the false positive rate, the text included the true negative and the false negative rates (see Table 1 Text diseaseX ). It is important to note that no new data was added. The true negative and false negative rates were implicit in the Text orig and Text probe conditions. Participants received a base pay of $.50 with a bonus of $.50 and $.05 for each correct answer on the main task and surveys respectively. The total possible renumeration was $2.80 which is comparable to the U.S. minimum wage. Participants completed the survey via an external link and performed tasks using an online experiment manager developed for this study. Using this tool, participants were regulated by their Mechanical Turk worker identification number and were only allowed to complete the experiment once. Table 2 summarizes the demographic information for Experiment 1.
Procedure
After selecting the task from the Mechanical Turk website, participants were instructed to navigate to a specified external link. Once there, they entered their Mechanical Turk worker identification number which was used both for controlling access to the experiment manager and for remuneration. After giving informed consent, participants were randomly presented with one of the three Bayesian reasoning problems. They were instructed to take as much time as needed to read and understand the information provided as they would have to answer questions based on the information and that bonuses will be paid for each correct answer. To separate the time spent reading the question from the time spent actually solving the problem, the question was not visible until they clicked the appropriately labeled button to indicate that they were ready. The participants were once again instructed to take as much time as needed and enter the answers in the space provided. The timer ended when the participant entered an answer. Any edits to their responses extended the recorded time. Once they submitted the main task, they completed a short demographic questionnaire.
Results
For our analysis, responses were only deemed correct if participants entered the expected response for both probed questions.
With the Text orig condition, we successfully replicated prior results of Micallef et al. [29] with an accuracy rate of 5.4% as compared to their reported 6% for text-only representations. Modifying the original question by using probing (Text probe ), we presented participants with questions that were easier to understand [9] . Consistent with prior work by Cosmides and Tooby [9] , we found that this small change yielded a significantly higher accuracy rate of 26.7%.
Finally, by changing the problem text with our Text diseaseX condition, we successfully replicate Brase's [1] results with an accuracy rate of 42.4% as compared to his reported 53.4%. A chi-square test was conducted across all participants and revealed significant differences between the accuracy rates of the three conditions(χ 2 (2, N = 100)=13.27 p = 0.001). Performing a pairwise chi-square test with a Bonferroni adjusted alpha (α = 0.017), we found significant differences between Text orig and Text probe (χ 2 (1, N = 67) = 5.9, p = 0.015), and Text orig and Text diseaseX (χ 2 (1, N = 70) = 13.56, p < 0.001).
Discussion
In our first experiment, we found that by simply changing how the problem was presented, we observed an improvement in participants' overall accuracy from 5.4% to 42.4%. We adapted techniques such as probing, which nudges the user to think more thoroughly about the problem, adding a narrative which generalized the problem, and presenting both frames for mitigating framing effects.
Taken together this gives us insight into how lexical choices of textonly representations of Bayesian reasoning problems govern their effectiveness and may at least partially explain the poor or inconsistent accuracies observed in previous work. By using probing alone, our results showed a significant improvement over our base condition which used direct questioning. This suggests that assessment techniques for Bayesian reasoning problems should be thoroughly scrutinized.
Participants were even more accurate when the stimulus combined all three techniques (probing, narrative and framing). This finding provides initial evidence that even with text-only representations (i.e. without visualization aids), the phrasing of the problem can impact comprehension. Indeed, there were several factors that potentially contributed to the increase in communicative competence we observed for Text diseaseX . For example, using the generic term Disease X instead of a specific disease may gave mitigated biases introduced by the mammography problem. Alternatively, the observed increase in accuracy could be attributed to the overall readability of the text or the amount of data presented in the conditions (the Text diseaseX condition presented the user with slightly more explicit data than the Text orig and Text probe conditions). Deciphering these was beyond the scope of this project, but will be an important direction for future work.
In the following study, we further address our research goals by investigating the effect of adding visualizations for representing Fig. 1 . Accuracies across all conditions in Experiment 1. Combining probing and narrative techniques proved to be effective for reducing the overall complexity of the text and increasing accuracy.
Bayesian reasoning tasks. We use our results from this initial experiment by adopting Text diseaseX as a baseline text-only representation for evaluating different text and visualization designs.
EXPERIMENT 2: TEXT AND VISUALIZATION
Although visualization has been suggested as a solution to the Bayesian reasoning problem, recent findings suggest that, across several designs, simply adding visualizations to textual Bayesian inference problems yields no significant performance benefit [29, 32] . Micallef et al. [29] also found that removing numbers from the textual representation can improve performance. The findings of this prior work suggest an interference between text and visualization components when they are combined into a single representation.
Differing from prior work which focused mainly on comparing different visualization designs [29] , our second experiment aimed to progress Bayesian reasoning research by further investigating the effect of presenting text and visualization together. We examined the amount of information presented to the user and the degree to which the textual and visual information are integrated. Grounded by the baseline condition established in Experiment 1 (Table 3 ControlText), we tested representations that gradually integrate affordances of visualizations or the visualization itself.
One affordance of visualizations is that relationships that are implicitly expressed in text are often explicated in visual form. Visualizations make it easier to "see" relationships among groups. To bridge this information gap, we gradually expanded the text-only representation to explicate implied information and relationships.
Secondary to our main research goals and motivated by the prior work demonstrating a connection between spatial ability and visual design [25, 45] , our second experiment also aimed to understand how nuances in spatial ability affect users' capacity to use different representations of Bayesian reasoning problems. Since prior research suggests that low spatial-ability users may experience difficulty when both the text and visual representations are presented [45] , we hypothesize that low spatial-ability users would be more adept at using representations which integrated affordances of the visualization but not the visualization itself. On the other hand, we hypothesize that high spatialability users will benefit greatly from representations which merge textual and visual forms, as they are more likely to possess the ability to effectively utilize both representations.
Design
To test our hypotheses, we present the Text diseaseX condition from Experiment 1, using a variety of representations. Our intent was to manipulate the total amount of information presented, as well as the coupling between the problem text and visual representation. Consistent with Text diseaseX , each condition in Experiment 2 began with an introductory narrative:
There is a newly discovered disease, Disease X, which is transmitted by a bacterial infection found in the population. There is a test to detect whether or not a person has the disease, but it is not perfect. Here is some information about the current research on Disease X and efforts to test for the infection that causes it.
The format of the questions asked were also consistent with the Text diseaseX :
(a) How many people will test positive? (b) Of those who test positive, how many will actually have the disease?
Conditions
There were a total of 6 conditions which were randomly assigned to our participants (see Table 3 for the exact stimuli).
Control-Text
As the name suggests, this is our control condition and uses the same text format as was presented in the Text diseaseX condition of Experiment 1. 
conditions used in Experiment 2
Control-Text
There is a total of 100 people in the population. Out of the 100 people in the population, 6 people actually have the disease. Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result. On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy). Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.
Storyboarding
There is a total of 100 people in the population.
Out of the 100 people in the population, 6 people actually have the disease.
Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result.
On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy).
Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.
Complete-Text
Another way to think about this is... Out of the 100 people in the population, 20 people will test positive. Out of these 20 people, 4 will actually have the disease and 16 will not have the disease (i.e., they are perfectly healthy). On the other hand, 80 people will test negative. Out of these 80 people, 2 will actually have the disease and 78 will not have the disease (i.e., they are perfectly healthy).
Structured-Text
Out of the 100 people in the population, 6 people actually have the disease. Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result. On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy). Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.
Vis-Only
Control+Vis There is a total of 100 people in the population. Out of the 100 people in the population, 6 people actually have the disease. Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result. On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy). Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.
Complete-Text In this condition, the text is expanded to present all possible relationships and framings of the problem, which is a common affordance of visualizations. It is important to note that the text still presents the same amount of information as ControlText (i.e. the base rate, the true positive rate, the false positive rate, the false negative rate and the true negative rate), however, it presents the data both with respect to having the disease and being tested positive (see Table 3 Complete-Text).
Structured-Text
Here, we further improve the text by integrating another affordance of visualizations. Like Complete-Text, the text in this condition enumerates all possible relationships and framings of the problem, however, we enhanced the text by adding visual cues to the representation. Instead of using long-form paragraphs, we used indentation to clarify relationships. Similar to spreadsheets of raw data, the spatialization of the information makes the relationships more apparent.
Vis-Only With this condition, we establish a baseline for using visualizations. With the exception of the introductory narrative mentioned above, there is no additional text in this condition.
While researchers have investigated numerous visualization designs for representing Bayesian reasoning (see Section 2), there is still no consensus on which is best. In fact, recent research in the visualization community comparing the effectiveness of 6 different visualization designs found no significant difference between them [29] .
That said, for this visualization-only condition, we chose to represent the information using an icon array visualization (see Table 3 ). A number of researchers have explored their utility for risk communication and Bayesian reasoning [1, 14, 15, 16, 19, 20, 25, 29, 32, 35] and icon-arrays are often used in the medical community for representing risk information.
The specific icon-array used in this work consists of a 5 by 20 grid of anthropomorphic figures. We adapted a sequential layout for the different sets (as opposed to a random layout which has been previously used for representing uncertainty [19] ) and we used in-place labeling for ease of reference. This is similar to the design used by Brase [1] .
Control+Vis Mirroring prior work [1, 29, 32] that investigated the utility of adding visualization designs to Bayesian problems, here we simply added a visualization to our control text-only representation. The information for this condition is represented using both the Control-Text description and the icon array visualization from Vis-Only.
Storyboarding This condition was designed to simplify Bayesian reasoning by gradually integrating the textual and visual components of Control+Vis. Such storytelling techniques are becoming increasingly popular in recent years [22, 23, 36] and have even been recently referred to as "the next step for visualization" [27] .
For our Storyboarding design, no information was added, but the information is presented sequentially, allowing for temporal processing. The text shown in this condition is consistent with Control-Text and the final visualization is the same as Vis-Only.
Cognitive Ability Measures
We measured participants' spatial ability using the paper folding test (VZ-2) from Ekstrom, French, & Hardon [12] . This survey consists of 2 3-minute sessions with 10 questions each. A similar version of the test has been used as a standard technique to compare spatial ability to Bayesian reasoning skills in other studies [24, 29] . Consistent with prior work [24, 29] , a participant's spatial ability score was calculated by summing the number of correct answers minus the total number of incorrect answers divided by four. Consistent with prior studies investigating the effectiveness of Bayesian reasoning problem representations [16, 25, 29] , we measured participants' numerical skills. This was measured using Brown et al.'s 6-question test [3] . Prior research has demonstrated a correlation between numerical skills and understanding natural frequencies [4] and numerical skills has been shown to correlate with one's ability to understand medical risk information [3, 34] . 
Participants
We recruited 377 participants (61-65 per condition) via Amazon's Mechanical Turk who had not completed Experiment 1. The recruitment and remuneration techniques used for this experiment follows that of Experiment 1 (see Section 4.1.1). Table 4 summarizes our participants' demographics.
Procedure
The procedure for this experiment also follows that of Experiment 1 (see Section 4.1.2) except for the following changes. After the main tasks, in addition to the demographics survey, participants completed VZ-2 to measure spatial ability and the numerical skill survey.
Hypotheses
Following our high-level claims that text complexity, visual representation, and spatial ability affect accuracy on Bayesian reasoning, we form the following hypotheses:
H1 Prior work shows no performance increase when visualizations are simply appended to existing text representations [29] . Therefore, removing the textual description completely from the visualization condition will mitigate this effect and Vis-Only will be more effective than Control-Text and Control+Vis. H3 High spatial-ability users will perform better overall than low spatial-ability users.
H4 Designs that include both text and vis (Storyboarding, Control+Vis) will require higher spatial ability than text-only designs (Complete-Text, Structured-Text) and Vis-Only.
Results
While recent work [29] has advocated for a more continuous or finegrained approach to assessing users' accuracy on Bayesian reasoning tasks (for instance, reporting the differences between users' responses and correct answers in terms of a log ratio), we report our accuracies in terms of the percentages of correct exact answers. Choosing this binary approach of assessing accuracy has two advantages: (1) it allows us to directly compare our results across the prior body of work as they have all (including [29] ) reported their accuracies similarly, and (2) this course-grained approach is especially user-friendly for comparing representations with substantial accuracies as seen in the subsequent sections. Consistent with Experiment 1, the proceeding analyses focus only on participants who answered both questions correctly (see Section 5.1 for the exact questions asked). In an effort to further simulate a lay population, our analysis excluded participants who reported to have had statistical training.
Accuracy Across Designs
Across all conditions, the average accuracy was remarkably high; 63% of the participants correctly answered both questions. We performed a chi-square analysis to test for differences in accuracy across the six conditions. The test revealed that the percentage of participants who correctly answered both questions differed by design (χ 2 (5, N= 330) = 17.2, p = 0.004). We then performed all pairwise chi-square tests with a Bonferroni adjusted alpha (α = 0.003) to identify the specific designs that deferred. The analysis revealed a significant differences between only Storyboarding and Structured-Text (χ 2 (1, 114) = 8.8, p < 0.003).
We found no significant difference in accuracy between ControlText and Vis-Only, and we found no difference in accuracy among Control-Text, Complete-Text and Structured-Text. Consistent with prior findings [29, 32] , we also found no significant difference between the Control-Text and Control+Vis conditions. This suggests that under the studied conditions, using visualizations (with or without textual information) and increasing the amount of explicit textual information in text-only designs did not improve performance, thereby rejecting both H1 and H2.
Spatial Ability and Accuracy
To test our hypothesis that spatial ability affects participants' capacity to extract information from the different representations, we per- Fig. 3 . Average accuracy for the low and high spatial ability groups for each design. Overall, we found that high spatial users were much more likely to correctly answer the question prompts. formed a binary logistic regression to predict participants who correctly answered both questions using their spatial abilities score as a predictor. A test of the resulting model against the constant model was statistically significant at p < 0.001, indicating that spatial ability highly correlates with participants' ability to answer the questions accurately. Prediction success overall was 71.5% (87.1% for predicting those who responded correctly and 44.6% for predicting those who responded incorrectly).
For a more specific analysis, we split users into two groups (spatial low and spatial high ) based on a median split of their spatial abilities scores (spatial low < 9, N = 170 and spatial high >= 9, N = 160). Confirming H3, the overall accuracy for the spatial high group was 78.8% while spatial low was 46.9%. Figure 3 summarizes the groups' accuracies for each of the six conditions.
We then performed separate chi-square analyses testing for significant differences between the accuracies of the six conditions for the spatial low group and the spatial high group. The chi-square test for the spatial high group was significant (χ 2 (5, N = 170) = 26.3, p < 0.001) and multiple comparisons with the Bonferroni adjusted alpha (α = 0.003) revealed significant differences between: Performing a similar analysis with the spatial low group, we found no significant difference between the accuracies for the six conditions (χ 2 (5, N= 160) = 6.5, p = 0.262). This indicates that the accuracies for the spatial low group were similar across the all conditions, suggesting that the proposed designs were ineffective for low spatial-ability users.
Spatial Ability Across Designs
Given our findings that participants' spatial ability affects their likelihood of correctly answering the question prompts using a given representation, we hypothesize that we can now use spatial ability as a tool for ranking representations based on their complexity. In particular, we use spatial ability as a proxy for measuring and comparing the extraneous cognitive load necessary to effectively use each representation. Figure 4 shows the distribution for spatial ability scores for the correct users on the six conditions.
Prior to our analysis, we removed two outliers whose spatial ability score was more that two standard deviations from the mean score for their respective conditions. We then conducted a one-way Analysis of Variance (ANOVA) to test for differences between the spatial ability scores of participants who correctly answered both questions for each of the six conditions. Our model was statistically significant (F(5, 206) = 2.57, p = 0.028) suggesting that the spatial ability scores differed across conditions. Post hoc comparisons using Fisher's least significant difference (LSD) indicated that the mean scores of the following conditions differed significantly:
This finding supports our hypothesis that some representations may require higher spatial ability to use them. However, we partially reject H4. Control+Vis had the lowest average indicating that this representing may be most suitable for users with lower spatial ability. Conversely, we found that the average spatial ability score for correct users on Storyboarding was higher than all other conditions, suggesting that Storyboarding was the most difficult representation to use.
Discussion
The results of our Experiment 1 demonstrated how phrasing of Bayesian problems can influence performance. In Experiment 2, we examined whether we could improve problem representations by enhancing text or combining it with visualization. In an effort to bridge the information gap between text and visual representations, we studied text-only representations that clarified information that usually is more easily seen in a visualization. Our Complete-Text design sought to decrease this information gap by enumerating all probability relationships in the text and our Structured-Text design used indentations to visualize these relationships. Still, when spatial ability was not considered, we found that adding more information did not benefit users.
We observed similar results with our visualization conditions. Although we hypothesized that the Vis-Only design would be more effective than Control-Text and Control+Vis, our results did not support this hypothesis. Again, when spatial ability was not considered, adding visualizations (with or without textual information) did not improve performance. However, a closer examination of our results adds nuance to this finding when individual differences are considered.
Spatial Ability Matters
While the lack of overall difference across conditions was unexpected, factoring in the effect of spatial ability helped shed light on these findings. Across all visualizations, spatial ability was a significant indicator of accuracy and completion times. We found that users with low spatial ability generally performed poorly; the accuracy of high spatial-ability users was far higher than the accuracy of low spatialability users (78.8% v. 46.9%). Relative to the Control-Text condition, for high spatial users, the Structured-Text, Complete-Text and Vis-Only designs were extremely effective, yielding accuracies of 100%, 90% and 96% respectively. These unprecedented accuracies suggest that, for users with high spatial ability, these designs can solve the problem of Bayesian reasoning. However, it is interesting to note that effective designs were "pure" designs (i.e., they did not combine text and visualizations).
Text+Vis Interference
For high spatial-ability users, we found that representations that combined text and visualization (Control+Vis, Storyboarding) actually impeded users' understanding of conditional probability when compared to text-only (Complete-Text, Structured-Text) or Vis-Only conditions. Despite the fact that high spatial-ability users performed comparatively poorly with the Control+Vis design (accuracy decreased by nearly 30% when compared to Complete-Text, Structured-Text, and Vis-Only), such disparity in accuracy was not observed with low spatial ability users using Control+Vis. One possible explanation relies on considering the problem as a mental modeling task. Users with low spatial ability may have simply chosen the representation in Control+Vis (text or visualization) that best fit their understanding of the problem. On the contrary, high spatial-ability users may have attempted (and failed) to integrate the text and visualization representations in order to find the correct answer. This hypothesis would be in line with Kellen's [25] hypothesis that text and visual representations in a complex problem may compete for the same mental resources, increasing the likelihood of errors.
The Storyboarding design proved to be an enormous obstacle for the user. Performing analysis to investigate the spatial ability scores required to successfully extract information from the six designs revealed that Storyboarding demand higher spatial ability scores than the other designs. While it is intended to gradually guide users through the Bayesian reasoning problem, the different steps may have inadvertently introduced distractors to the information that the user is truly looking for and/or forced users into a linear style of reasoning that was incongruent with their mental model of the problem. This added complexity increased cognitive load to a point that accuracy for all users suffered.
Still, such storytelling techniques have been shown to be effective for communicating real world data [22, 23, 27, 36] . The tasks in this study, however, go beyond typical information dissemination, as users had to understand information known to be inherently challenging for most people. Future work could investigate the utility of storytelling techniques for similar reasoning tasks.
CONCLUSION
Effectively communicating Bayesian reasoning has been an open challenge for many decades, and existing work is sparse and sometimes contradictory. In this paper we presented results from two experiments that help explain the factors affecting how text and visual representations contribute to performance on Bayesian problems. With our first experiment, we showed that the wording of text-only representations can significantly impact users' accuracies and may partly be responsible for the poor or inconsistent findings observed by prior work.
Our second experiment examined the effects of spatial ability on Bayesian reasoning tasks and analyzed performance with a variety of text and visualization conditions. We found that spatial ability significantly affected users ability to use different Bayesian reasoning representations. Compared to high spatial-ability users, low spatial-ability users tended to struggle with Bayesian reasoning representations. In fact, high spatial-ability users were almost two times more likely to answer correctly than low spatial-ability users. Additionally, we found that text-only or visualization-only designs were more effective than those which blend text and visualization.
Ultimately, our results not only shed light on how problem representation (both in text phrasing and combining text and visualization) can affect Bayesian reasoning, but also question whether one-size-fitsall visualizations are ideal. Further study is needed to clarify how best to either adapt visualizations or provide customization options to serve users with different needs. The results from these studies can be used for real-world information displays targeted to help people better understand probabilistic information. They also provide a set of benchmark problem framings that can be used for more comparable future evaluations of visualizations for Bayesian reasoning. Further work in this domain can have significant impact on pressing issues in the medical communication field and other domains where probabilistic reasoning is critical.
DATASET
To facilitate future work, participants' data are made available at: http://github.com/TuftsVALT/Bayes.
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