A combined ab initio and experimental investigation has been performed of the main features of the electronic spectrum of acetone. Vertical transition energies have been calculated from the ground to the n y →*, →*, →*, and the nϭ3 Rydberg states. In addition, the 1 A 1 energy surfaces have been studied as functions of the CO bond length. The 1 A 1 3 p and 3d states were found to be heavily perturbed by the →* state. Resonant multiphoton ionization and polarization-selected photoacoustic spectra of acetone have been measured and observed transitions were assigned on internal criteria. The calculated vertical transition energies to the n y →* and all Rydberg states were found to be in agreement with experiment. This includes the 3s-, all three 3 p-, and the A 1 , B 1 , and B 2 3d-Rydberg states. By contrast, there is little agreement between the calculated and experimental relative intensities of the A 1 and B 2 3d-Rydberg transitions. In addition, anomalously intense high vibrational overtone bands of one of the 3 p-Rydberg transitions have been observed. These results confirm the strong perturbation of the 3 p-and 3d-Rydberg states by the →* state found in the theoretical calculation and support the calculated position of this unobserved state.
I. INTRODUCTION
Acetone, the simplest aliphatic ketone, is probably the best experimentally studied molecule of this group of important organic systems. Because of the central position of acetone in many different areas of chemistry, the interpretation of its electronic spectrum has been and remains a subject of active experimental investigation. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] In contrast, the theoretical studies of the electronic spectroscopy of carbonyl compounds have mainly focused on formaldehyde ͑see Ref. 17 and references cited therein͒. The dimethyl analog has been theoretically much less investigated, undoubtly due to the larger size of the molecule. To our knowledge, there exist only three previous ab initio studies, one at the CI level, 18 one using the random phase approximation ͑RPA͒, 19 and a recent study employing the equation-of-motion coupled cluster ͑EOM-CC͒ method. 20 Qualitatively, the interpretation of the valence electronic transitions of the carbonyl chromophore as performed in classic textbooks ͑see, e.g., Refs. 21 and 22͒ invokes a bonding orbital of CO, a nonbonding 2p y orbital on oxygen ͑hereafter named n y ͒, and an antibonding * orbital between C and O. In the ground state, the order of the orbital energies is Ͻn y Ͻ*. In the case of acetone ͑C 2v symmetry with the z axis along the C-O bond͒ the lowest energy electron promotion is from the highest occupied molecular orbital ͑HOMO͒, the b 2 nonbonding n y orbital, to the b 1 antibonding * orbital resulting in the 1, 3 A 2 (n y →*) states. The 1, 3 A 1 ͑→*͒ states for the carbonyl group have traditionally been expected to appear at energies similar to those found for the corresponding states in ethylene. 1 For acetone, there has, however, not been enough experimental evidence to confirm this expectation. Little has changed since 1963 when it was stated that ''... there seems to exist no great agreement in the literature about even the location of the →* absorption for carbonyl!.'' 1 This represents one of the as yet unresolved key problems of small carbonyl compounds. Recent theoretical studies of the formaldehyde molecule have shown that the potential curves for the lower excited states of this symmetry involve heavy mixing of Rydberg and valence excited configurations resulting in a complex intensity distribution in the electronic spectrum. 17, 23, 24 We shall show here, in a combined theoretical and experimental investigation, that a similar situation obtains in acetone. Optical 1 and electron-impact spectroscopies 2, 4, 6 have shown that acetone possesses a low intensity band with a maximum at approximately 4.4 eV, which has been identified as belonging to the lowest energy transition-from the ground state to the 1 A 2 (n y →*) valence excited state. It is dipole symmetry forbidden, which explains the low intensity. The corresponding triplet state has also been studied and it is generally believed that the two states interact strongly. [25] [26] [27] Rydberg series converging to the lowest ionization limit show up next in the spectrum. The band visible in the absorption spectrum with an origin at 6.35 eV ͑see Ref. 14 and references therein͒ is due to a transition to the 1 B 2 (n y →3s)
Rydberg state. That the 1 A 2 (n y →3p x ), 1 A 1 (n y →3p), and 1 B 2 (n y →3p z ) are located at 7.36, 7.41, and 7.45 eV was established in the work by McDiarmid and Sabljić. 7 Possible n y →3d-Rydberg series have also been observed. 2 In addition, the region of the acetone spectrum above the first IP shows a number of broad features. 6 Despite the considerable effort devoted to the study of the electronic spectrum of acetone, it has not been possible to locate unambiguously the 1 A 1 ͑→*͒ state. However, twophoton photoacoustic spectroscopy gives evidence of a coupling between this state and the 1 A 1 (n y →3p) Rydberg state. 11 Similar evidence is obtained from 2 and 3 photon resonantly enhanced multiphoton ionization ͑REMPI͒ spectra of transitions to the 3p-Rydberg states. 15 The present work is a combined experimental and theoretical effort to analyze the main transitions in acetone in the energy region below the first ionization threshold. In the theoretical investigation special attention is given to the →* state and its interaction with Rydberg states of the same symmetry. It will be shown that both the 3p-and the 3d-Rydberg states are heavily perturbed by this interaction, leading to a complex intensity distribution in the spectrum around 8 eV. The theoretical study used the complete active space ͑CAS͒ SCF method 28 in combination with a multiconfigurational second-order perturbation approach, the CASPT2 method. [29] [30] [31] Its validity in calculating the differential correlation effects on excitation energies has been demonstrated in a number of earlier applications. 32 Particularly relevant for the present work is the recent study of the electronic spectrum of formaldehyde, which included both the most prominent valence excited states together with a large number of Rydberg states. Both adiabatic and vertical transitions were studied. 17 In the experimental investigation polarization-selected photoacoustic ͑PA͒ and resonant multiphoton ionization ͑REMPI͒ spectroscopic measurements on static samples of acetone and acetone-d 6 and REMPI measurements on jet-cooled specimens were carried out to search for, and distinguish, long-and short-lived excited states. The new data were compared with the corresponding optical and electron-impact spectra of acetone. It will be shown that all discrete transitions occuring in the spectral region within about 0.2 of 7.9 eV are to perturbed vibrational sublevels of lower energy states. Previous assignments in this energy region are, consequently, incorrect. Higher energy transitions will also be shown to be perturbed, in full agreement with the theoretical results.
II. THEORETICAL METHODS AND COMPUTATIONAL DETAILS

A. Basis sets and geometry
As in previous theoretical studies, 18, 19 the calculations of the vertical transition energies were performed for the equilibrium structure of the ground state experimentally determined by Nelson and Pierce. 33 The molecule possesses C 2v symmetry with the molecule in the yz plane and the z axis bisecting the CCC angle. The methyl groups are rotated such that each of them has one hydrogen atom in the OCCC plane located so that the distance between these two hydrogen atoms is maximized.
Generally contracted basis functions of the atomic natural orbital ͑ANO͒ type were used to construct the molecular orbitals. 34 The contraction scheme was C,O[4s3p1d]/ H[2s1 p], which has been shown in previous studies 35 to be flexible enough for a proper description of the valence excited states. Larger contracted sets were used in the previous study on formaldehyde to test the validity of this assumption. 17 Diffuse functions are required for the treatment of the 3s, 3p, and 3d Rydberg states. Using a recently developed procedure to obtain optimal Rydberg functions for a given system, 32 a final set of s-, p-, and d-type diffuse functions was built for acetone. The original basis set was supplemented with a 1s1p1d set of Rydberg functions ͑con-tracted from a set of 8s8 p8d primitives͒, which was placed in the charge centroid of the 2 B 2 state of the acetone cation. The C,O[4s3p1d]/H[2s1 p]ϩ1s1 p1d basis set was employed throughout.
B. CASSCF and CASSI calculations
Multiconfigurational wave functions were initially determined at the CASSCF level of approximation. 28 The carbon and oxygen 1s electrons were kept frozen in the form determined by the ground state SCF wave function. At the experimental geometry, 33 the total SCF energy for the ground state was calculated to be Ϫ192.031 706 a.u. The choice of an active space for the CASSCF wave function is determined by the type of excited states to be studied. Here, they are the valence excited states and excitations to the 3s, 3p, and 3d Rydberg orbitals. In order to limit its size, different active spaces are used for different types of excited states. Experience shows that as long as the active space comprises the orbitals relevant for the excited states under consideration and is large enough that no intruder states appear in the CASPT2 calculations, the results are stable with respect to a further extension of the active space. 32 We shall label the active spaces ͑klmn͒, where the indices give the number of active orbitals in the four representations of the C 2v point group in the order a 1 , b 1 , b 2 , and a 2 . The active space used and the types of excited states computed are given in Table I . In addition to the vertical transitions, an attempt is made to analyze the behavior of the 1 A 1 energy surfaces as functions of the CO distance ͑keeping all other geometry parameters fixed at their experimental values͒. This is done in order to get some insight into possible interactions between the valence and Rydberg excited states of this symmetry. The equilibrium CO bond length of the 1 A 1 ͑→*͒ state is expected to be much longer than in the ground state. This will also affect the description of the CO bond and it becomes necessary to also allow for changes of the electronic structure in this bond in the CASSCF wave function. This is accomplished by making both the ,* and the ,* pairs of MOs active with four active electrons. Since some of the excited states correspond to excitation out of the in plane oxygen lone-pair orbital, n y , the active space is further enlarged to ͑2210͒ with six active electrons. In order to avoid further complication, this active space was used throughout with the addition of appropriate Rydberg orbitals of the different symmetries. Details can be found in Table I . The valence and Rydberg excited states of 1 B 1 symmetry were treated slightly differently: The actual choice of active space was ͑2200͒ and ͑2211͒, respectively. In this way it became possible to compute each state as the first root of the corresponding CASSCF wave function. For the valence excited states 1, 3 A 1 ͑→*͒ and 1 B 1 ͑→*͒, the HOMO n y (b 2 ) is inert with an occupation number close to two. The computed vertical transition energies for the valence excited states of these symmetries are therefore essentially independent of whether the oxygen lone-pair orbital is active or not ͑com-puted energies differ by less than 0.04 eV͒. The situation is different for the ,* pair. The effect of making the orbital active is non-negligible for states of A 1 symmetry, in particular for the 1 A 1 ͑→*͒ state. This can be related to the correlation energy of the CO bond pair, which is larger in the ground state than in the excited state. Inclusion of the ,* pair into the active space increases the excitation energy to the 1 A 1 ͑→*͒ state by 0.4 eV. This is more than expected and is not in accordance with the general behavior of the CASPT2 method. The result ought to be more stable with respect to this increase of the active space, at least for the vertical transition where the CO bond is short. For example, the corresponding effect in formaldehyde was only 0.1 eV. 17 Similar difficulties in using the approach to describe a →* excited state in a double bond was also found for ethylene. 36 It seems that the coupling between the and electrons is too strong to be treated fully with the perturbation approach. It should be added that the effect on the other states of A 1 symmetry is much smaller. In spite of this instability, we believe that the results obtained with the electrons active have the normal CASPT2 error bar of Ϯ0.3 eV.
The molecular orbitals for the excited states were obtained from average CASSCF calculations, where the averaging includes all states of interest for a given symmetry. The number of such states is also listed in Table I together with the number of configuration functions ͑CFs͒ in the CASSCF wave function. Transition moments were computed at the CASSCF level of theory using the CAS state interaction method. 37 Earlier experience has shown that these quantities can be accurately computed at this level of theory, since they are less affected by dynamical correlation energy than the energies.
C. The CASPT2 method
The CASPT2 method [29] [30] [31] computes the first-order wave function and the second-order energy in the full CI space with a CASSCF wave function constituting the reference function. The full Fock matrix in the definition of the zerothorder Hamiltonian was used. 30 The weight of the CASSCF reference in the first-order wave function was found to be within the range 0.82-0.85 in all cases ͑with the exception of the →* state, where it is somewhat lower͒. This weight is a measure of how a large fraction of the wave function is treated variationally. Normally a balanced calculation with respect to the treatment of electron correlation yields about the same weight for the ground and the excited states.
The calculations were performed on the IBM 9021/500-2VF computer of the University of Valencia using the MOLCAS-3 quantum chemistry software.
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III. EXPERIMENTAL METHODS
The experimental details have been published previously. 15 Briefly, jet-cooled ͑3ϩ1͒ resonant multiphoton ionization ͑REMPI͒ spectra were measured on a conventional supersonic molecular beam coupled with a time of flight ͑TOF͒ mass spectrometer. It was not possible to measure the ͑2ϩ1͒ REMPI spectrum because of interference by ͑1ϩ2͒ resonances. The molecular beam was obtained by expanding 3 atm Ar seeded with 30 Torr acetone or acetone-d 6 through a pulsed 500 m nozzle into a chamber pumped by two turbomolecular pumps. ''Warmer'' samples were generated either by increasing the sample pressure to 60 Torr or by reducing the backing pressure to 1 atm. The ions were mass resolved but the spectrum of the region studied here was mass independent.
Simultaneous REMPI and photoacoustic ͑PA͒ spectra were measured on static samples of acetone, as was done previously, 39 however the REMPI spectra so obtained were extremely power broadened. Additional spectra were measured with much lower laser power; these spectra will be presented here. In both cases a biased electrode was placed inside the PA cell for ion collection. PA signals were detected by a condenser microphone ͑Knowles model BT-1759͒. REMPI spectra were measured on approximately 2 Torr samples of acetone. PA measurements were made on 30 Torr samples.
The laser system was a conventional injection-seeded Quanta-Ray YAG pumped dye system. Circular or linear polarization of the laser light was produced by a double-and single-Fresnel rhomb arrangement. Since the main results desired from this experiment were the positions of the bands and the relative intensities of closely spaced transitions, the spectra were not normalized for the wavelength dependence of the light intensity. Commercial acetone and acetone-d 6 were vacuum distilled when used. Chromatographic grade argon was used as supplied.
IV. THEORETICAL RESULTS AND ANALYSIS
The numerical results obtained in the calculations will be presented and discussed in this section. Of primary interest is the study of the interaction between Rydberg and valence excited states. This can only be fully achieved with access to the full energy hypersurfaces, an obviously difficult task. We have not attempted to perform such a study. However, one degree of freedom along which the energy of the 1 A 1 ͑→*͒ excited state can be expected to vary strongly is the CO distance. The CO stretching potentials have therefore been computed for the electronic states of 1 A 1 symmetry with all other degrees of freedom fixed at the experimental equilibrium values. In addition to this detailed study of the 1 A 1 states, vertical excitation energies will be presented for a large number of states.
A. Potential curves for the 1 A 1 states
One of the main features expected for the equilibrium geometry of the 1 A 1 ͑→*͒ excited state is a considerably increased CO distance compared to the ground state, since the excitation is from a bonding to an antibonding orbital. We have computed the energy as a function of the CO bond length for the four lowest electronic states of 1 A 1 symmetry ͑the ground state, the →* state, and the n y →3 p and n y →3d Rydberg states͒. Such a calculation is not straightforward with the present theoretical approach because of the interaction between Rydberg and valence excited states. The reference functions for the perturbation calculation of the correlation energy are determined at the CASSCF level of approximation. However, at this level the interaction between the different states can be in error, since the dynamic correlation effects are normally larger for valence excited states than for Rydberg states. In the region of the crossing, the reference functions will not correctly describe the mixing of the different states. This error cannot be corrected by a second order treatment, since higher order terms that mix the different reference functions are needed. Only a multistate theory, which includes this mixing in the perturbation treatment, can solve this problem. The problem does not arise for the vertical transitions in acetone, since there is no Rydbergvalence mixing at the ground state equilibrium geometry. In other systems, however, this problem has led to increased errors in some →* excitation energies ͑see, for example, the results for ethene and butadiene in Ref. 36͒ .
The interaction between Rydberg and valence excited states can be assumed to be weak and therefore only important close to the crossing points for the corresponding potential curves. One solution is to neglect the coupling by performing the calculations in such a way that the two types of states do not appear together. This approach has been used here to calculate the potential curves for the 1 A 1 excited states. For CO distances shorter than 1.5 Å, →* is the fourth excited state at the CASSCF level. Calculations with the active space ͑2230͒ and six active electrons were performed in this region. The CASSCF state average calculation included three roots ͑the ground state, the n y →3 p and the n y →3d states͒. The 3p x and 3d xz orbitals were deleted from the MO space in order to avoid intruder state problems from excitations to these orbitals from the occupied orbital. The →* excited state potential was obtained with the active space ͑2200͒, which does not include the n y and the Rydberg orbitals. Only the four electrons of the CO bond were active. The two Rydberg orbitals of symmetry, 3 p x and 3d xz , were deleted as before. Two results give an indication of the stability of the approach. First, the two potential curves for the ground state were virtually identical. Second, the computed vertical excitation energy for the →* state was 9.20 eV, which is only 0.04 eV larger than the value obtained with the larger active space. The latter was used for all the vertical transitions ͑cf. Tables I and III͒. This illustrates again that the CASPT2 results are stable with respect to modifications in the active space, as long as they do not grossly change the structure of the CASSCF reference function.
The resulting potential curves are shown in Fig. 1 . The computed curves cross each other, but in the figure the avoided crossings have been indicated by introducing a small separation. with an equilibrium bond length slightly shorter than that of the ground state. The outer minimum is the →* state. It is located 7.42 eV above the ground state at a CO distance of 1.58 Å. The excitation energy has thus decreased 1.78 eV compared to the vertical value.
In order to check the influence of the remaining geometry parameters on the computed T e value, the r͑CO͒, r͑CC͒ distances and the CCC angle were optimized for both the ground state and the 1 A 1 ͑→*͒ valence excited state at the CASPT2 level ͓active space ͑2200͒ with four active electrons͔. The geometry of the CH 3 group was kept fixed at the values obtained for the ground state by a full geometry optimization at the CASSCF level. The optimized CO ͑1.222 Å͒ and CC ͑1.510 Å͒ distances, as well as the CCC angle ͑116.0°͒ for the ground state agree with experiment ͑1.222 Å, 1.507 Å, and 117.2°3 3 ͒. The CO distance in the excited state increased to 1.601 Å, which is close to the location of the outer minimum on the potential curve of the second 1 A 1 state as shown in Fig. 1 . The optimal CC distance, 1.456 Å, is 0.054 Å shorter than it is in the ground state. This is a surprising change, indicating an enhanced coupling between the system and the CH 3 groups. The bond angle opens up to 127.3°, as is expected due to the radical character of the C͑CH 3 ͒ 2 group. The computed T e value is 7.19 eV.
The third 1 A 1 state has also a double minimum potential along the CvO stretch coordinate. It contains contributions from all three diabatic curves. The inner minimum is dominated by the 3d yz -Rydberg state, while the outer minimum arises from the avoided crossing between the →* and the 3 p y states. The apparent fourth 1 A 1 state is a combination of the wings of the →* state and the 3d yz state. However, as the inner potential of this state will cross that of the 1 A 1 4 p-Rydberg state, which was not calculated here, it too will have a double minimum potential along this coordinate. The calculated sharp minimum at 1.32 Å, 8.26 eV above the ground state is the outer minimum of this fourth 1 A 1 state. More data for the potential curves are given in Table II. We also calculated the electronic transition moments for excitation from the ground state to the three 1 A 1 states studied here as functions of the CO distance. All three transition moments vary smoothly with CO distance. For the diabatic 3p y -Rydberg state the values vary from about 0.11 at short distances to 0.00 at r͑CO͒ϭ1.5 Å. The corresponding values for the 3d yz -Rydberg state are 0.59 to 0.45, and for the →* state 1.26 to 0.75 ͓at r͑CO͒ϭ1.95 Å͔. We used these data to perform a vibronic analysis, treating the system as a diatomic molecule. This is obviously a crude approximation, since it neglects all couplings to other modes and only treats the CO stretch frequency. Nevertheless, such a study might give some insight into the intensity distribution for excitations from the ground state to the three excited states. Note that this calculation neglects all vibronic coupling between the three excited states. We have therefore only considered the lowest vibrational quantum numbers of each state. Within this crude model the calculation is exact. The numerical Schrödinger equation has been solved and the intensities have been computed by numerical integration of the transition dipole matrix elements for the different vibrational wave functions ͑the VIBROT program of the MOLCAS package was used͒. Only excitations out of the vЉϭ0 ground state level have been considered.
The results are given in Table II . They show that the CO stretch vibrational subbands of the 2 1 A 1 system should be weak. The largest intensity is obtained for the 0-0 transition at 7.25 eV. The two lowest vibrational subbands (vϭ0,1) are entirely confined to the Rydberg part of the potential. It is only the third subband (vϭ2) that has any contribution from the →* potential. But here the Franck-Condon overlap between the ground state and the →* state is small. The largest intensity for bands below 8.0 eV is found for the 0-0 transition to the 3 1 A 1 state, which occurs at 7.9 eV. This is the n y →3d yz transition. Appreciable intensity contributions from the →* excited state appear only for the 4 1 A 1 potential and start at 8.35 eV, although with the inclusion of higher Rydberg states omitted from the calculation this intensity is likely to be further diluted. These results will be compared with the observations in the discussion.
Recent theoretical studies of formaldehyde by Hachey et al. 24 and by the present authors 17 have revealed more features of the potential surfaces. The similarity between formaldehyde and acetone makes it possible to draw conclusions for the latter molecule based on the results obtained for formaldehyde, especially since the results obtained here for the 1 tains in acetone. Thus in acetone the CO stretch is expected to allow the mixing of the 1 B 1 ͑→*͒ and the 1 B 1 (n y →3d xy ) states while out of plane modes in combination with the CO stretch will allow the mixing of the valence 1 A 1 and 1 B 1 states. This will further complicate the vibrational spectrum, compared to the simplified analysis performed above.
In addition, the bent 2 1 AЈ ͑→*,→*͒ can be expected to couple with the 1 B 2 (n y →3s) state through the antisymmetric aЉ modes, as they have been shown to do in formaldehyde. 23 The equilibrium geometry for the 1 A 2 (n y →*) state is likewise expected to be bent ͑in formaldehyde the bending angle is calculated to be 31°1 Direct configurational mixing is also a possible mechanism for states of the same symmetry. A direct observation of the →* state is, on the other hand, predicted to be difficult due to the small Franck-Condon factors for the lower vibrational levels.
B. Vertical transition energies
In addition to the detailed study of the 1 A 1 states, we have calculated the vertical transition energies for a number of valence excited states and for excitations to the 3s, 3p, and 3d Rydberg states from the n y orbital. The calculations were performed at the experimental geometry 33 using the active space given in Table I . At this geometry there is no near degeneracy between the Rydberg and valence excited states, so the CASSCF solutions are valid reference functions for the perturbation treatment. The results are therefore expected to have the normal error bars of the present approach: Ϯ0.3 eV. This is a conservative estimate and we expect, based on previous experience, that the accuracy of most results will be well below this limit.
The results are presented in Table III . The first column in this table identifies the different excited states. The second and third column give the vertical transition energies ͑in eV͒ as obtained by the CASSCF and CASPT2 method, respectively. The CASSCF energies are presented in order to show how large the dynamical correlation is for the different excited states. Normally, the effect is to raise the energies of the Rydberg states ͑more correlation in the ground state͒ and lower those of the valence states, hence to decrease the calculated transition energies. As can be seen in the table, this rule is fulfilled with the exception of the Rydberg states of 1 A 2 symmetry. We have not tried to analyze this deviation from the rule in detail. Column four contains the experimental transition energies obtained in the current study, which it is straightforward to use these numbers to identify the Rydberg character of a given excited state. As the results show, there is almost no mixing between the two types of transitions. Computed oscillator strengths are given in column 10. They have been computed using transition moments obtained at the CASSCF level in combination with CASPT2 excitation energies, a method which has proven to work well in a number of earlier applications. Ab initio energies obtained in earlier studies are listed in columns 11-13. The lowest singlet state is of 1 A 2 symmetry. The vertical excitation energy, computed at the CASPT2 level, 4.18 eV, is about 0.2 eV lower than the experimental estimates. 3, 4, 6 The lowest singlet band in the electron-impact spectrum reported by Walzl et al. 6 was assigned to the 1 A 2 (n y →*) transition. It has an onset at 3.75 eV and a maximum at 4.38 eV. The measured intensity is low. In formaldehyde we optimized the geometry of this state as well as that of the ground state and a number of other excited states. The energy difference between the adiabatic and vertical transition energy was found to be 0.54 eV. If we use this value to estimate the adiabatic transition energy in acetone, we arrive at the value 3.64 eV, which is comparable to the onset of the band at 3.75 eV.
Previous theoretical studies also predict the lowest singlet excited state in acetone to be 1 A 2 . The early CI study by Hess et al. gave a value of 4.41 eV for the vertical energy. 18 The random phase approximation ͑RPA͒ underestimates the transition energy by about 1 eV, 19 even though an attempt was made to improve the results by replacing the valencehole energies by the experimental ionization potentials. The recent EOM-CC calculations by Gwaltney and Bartlett gives on the other hand an excitation energy in agreement with experiment. 20 Calculations of the solvatochromic shifts have been performed using MCSCF theory with a reaction field Hamiltonian, 40 and by Monte Carlo simulations. 41 The second valence excited state is 2 1 B 1 and is located 9.10 eV above the ground state. The computed intensity of the transition is 0.01. This state arises from an excitation out of the highest occupied orbital, of a 1 symmetry, to * ͑→*͒. It has not been experimentally observed. As shown in the formaldehyde study, this state will mix with the 1 A 1 ͑→*͒ state via a bending motion to form a 1 AЈ state with an adiabatic energy 1.66 eV lower than the vertical value. The vertical value in acetone is almost the same as in formaldehyde ͑9.09 eV͒. The RPA method places this state about 1 eV too low, 19 while the EOM-CC study gives it as the third valence excited state at 9.30 eV. 20 The third valence excited state is 4 1 A 1 with a vertical excitation energy of 9.16 eV, 0.5 eV below the first ionization limit. The computed intensity is 0.33. This is the expected ͑→*͒ state. At the ground state geometry this state does not mix with other states. As discussed above, at other geometries such mixing occurs. Early CI studies placed this transition at 11.3 eV, 18 the RPA result is 8.63 eV. 19 A comparison of the transition energies for the valence excited states in acetone and formaldehyde 17 shows that this state changes its energy much more than the 1 A 2 and the 1 B 1 states: The calculated vertical transition energy for 1 A 1 in formaldehyde is 9.77 eV, 0.61 eV above its energy in acetone. Also, the energy minimum in formaldehyde is 7.84 eV above the ground state while in acetone it is 7.42 eV. A possible explanation is the ionic character of the excited state, which is stabilized by the presence of the more polarizable methyl groups in acetone. The CASPT2 and EOM-CC results for the vertical energy are identical, which increases the confidence in the theoretical value for this unobserved electronic state.
Rydberg excited states
The first and second ionization potentials of acetone are separated by Ϸ3 eV. 13 The corresponding members of the Rydberg series converging on these ionization limits will, therefore, be separated by Ϸ3 eV. The results of the present study estimates the term value ͑IP-transition energy͒ of the first member of the ns Rydberg series to be in the range, 3.1-3.5 eV. Thus the first member of the ns Rydberg series to the second limit is estimated to lie close to the first ionization limit. We, therefore, limit the present study to the lower members of the first series, corresponding to excitation out of the n y ͑HOMO͒ orbital to the 3s and the different components of the 3 p and 3d Rydberg orbitals.
n y →3s (1  1 B 2 ) . The computed vertical excitation energy for this state is 6.58 eV. As previously reported, the origin of the 3s band is well established and appears at 6.35 eV. The calculations thus overestimates the excitation energy by 0.23 eV. A similar error was found in the recent study of formaldehyde. 17 This is exceptional, since earlier studies of Rydberg states give only small errors for the 3s state ͑less than 0.1 eV 32 ͒. We have no explanation why this system behaves differently. A test calculation was performed with an uncontracted set of eight diffuse s-type primitive Gaussians, but the result was unchanged ͑6.53 eV͒. The EOM-CC results is in better agreement with experiment, indicating that the present error is due to the CASPT2 approximation rather than the basis set. 7 This error is related to the problems with the second order approach for states of the same symmetry as the 1 A 1 ͑→*͒ state, as discussed above. But the error is acceptable and the CASPT2 results are consistent with experiment, both in excitation energy and assignment. It may be noted that transitions to both dipole allowed 3p states are calculated to have considerably smaller intensities than to the 3s state and that the transition to the 1 B 1 state is calculated to be more than 10 times as intense as the transition to the 1 A 1 state ͑cf. The two lowest triplet excited states were also included in the calculations. The 1 3 A 2 and 1 3 A 1 states were computed to lie 3.90 and 5.98 eV above the ground state, in agreement with experimental evidence. 4, 6 The low-energy electron impact study of John et al. located the first triplet state at 4.16 eV and a very broad triplet feature ranging from 5.3 to 6.1 eV with an intensity maximum at 5.88 eV. 4 Scattering experiments performed by Walzl et al. also showed these bands. 6 The discrepancies between the computed and experimental data are within the experimental error bars. The earlier CI results also support these assignments.
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V. EXPERIMENTAL RESULTS AND ANALYSIS
The ͑3ϩ1͒ REMPI spectra of jet-cooled acetone and acetone-d 6 from experimental wavelengths of 485 to 445 nm obtained with linearly polarized excitation are presented in Fig. 2 . In general, the REMPI technique mainly detects transitions to Rydberg states because of their relatively long lifetimes and good Franck-Condon overlaps with the ion. The red ends of the spectra presented here overlap those previously published. 15 The intense bands of the two isotopomers in the blue region of the spectra are similar, as is usual for isotopomers. Surprisingly, the weaker bands in the red region of the spectra of the two isotopomers are dissimilar. Corresponding spectra obtained with circularly polarized excitation were measured. For three-photon resonances the ratio of the signal intensities for circularly/linearly polarized excitation is 5/2 for transitions of A 2 symmetry and less than 5/2 for all others. 42 In the 3p-Rydberg←X system, the intensity of the ͑3ϩ1͒ REMPI 1 A 1 bands excited by circularly polarized light is less than 10% of that obtained with linearly polarized excitation. 15 The polarization-selected acetone spectra are presented in Fig. 3 . All bands except a few very weak bands in the far blue are seen to be greatly decreased in intensity with circularly polarized excitation. We conclude that none of the bands observed here can be A 2 . Because the spectra differ to the red and blue of 8 eV, the two spectral regions will be analyzed separately.
A. The 62 000-64 800 cm -1 (7.7-8.0 eV) spectral region
The ͑3ϩ1͒ REMPI spectrum of jet-cooled acetone between 40 800 and 78 700 cm Ϫ1 has been presented above. The corresponding optical ͑i.e., one-photon͒ absorption spectrum has been recorded at room temperature. 5 The REMPI spectrum of acetone is similar to the optical spectrum between 62 000 and 62 500 cm Ϫ1 but differs from it between 62 500 and 64 800 cm Ϫ1 both in substructure and in the presence in the optical spectrum of a more intense underlying near-continuum to the blue of 62 500 cm Ϫ1 that is absent from the REMPI spectrum. There are two differences between the optical and the REMPI experiments-the temperatures of the samples and the number of resonant photons. To determine which of these is responsible for the spectral difference, the room temperature REMPI spectrum was measured between 62 000 and 64 800 cm
Ϫ1
. It is compared to the cold REMPI spectrum in Fig. 4 . The spectra presented in Fig. 4 show that the warm sample has greater signal intensity in the underlying near continuum relative to that of the superimposed structured bands between 62 500 and 64 800 cm Ϫ1 than does the cold sample. The room temperature ͑3ϩ1͒ REMPI spectrum is thus more similar, but not identical, to the optical spectrum: The underlying near-continuum of the optical spectrum is still more intense relative to the superimposed structured bands than in the room temperature REMPI spectrum.
An optical spectrum arises from the absorption of light by a molecule. A REMPI spectrum arises from only that fraction of the excited molecules that live long enough to absorb additional, ionization, photons. For short-lived states the results obtained by the two techniques may diverge. 39 To test for this phenomenon in the spectral region of acetone under discussion, the photoacoustic spectrum ͑PA͒ of acetone was also measured. Because a PA signal is generated by the energy released from a molecule on absorption, it is especially sensitive to nonradiative decay processes, hence to short-lived excited states. The PA spectrum of acetone between 62 000 and 64 800 cm Ϫ1 is presented in Fig. 4 . We see that the signal from the underlying near-continuum is greatly enhanced in the PA spectrum of room temperature acetone relative to in the REMPI spectrum. In fact, the PA spectrum of acetone strongly resembles the optical spectrum. From these results we conclude, ͑1͒ that the spectrum of acetone around 63 000 cm Ϫ1 ͑7.8 eV͒ is composed of two transitions, one giving rise to the structured bands and the other to the diffuse background, ͑2͒ that the diffuse, quasicontinuous background that dominates the room temperature spectrum largely is due to a temperature-dependent state population or process, and ͑3͒ that the diffuse, quasicontinuous background arises from an excitation to a very short-lived excited state.
The warm and cold ͑3ϩ1͒ REMPI and the PA spectra of acetone-d 6 were also measured. They are presented in Fig. 5 . As for acetone we see that in the REMPI experiment warming the sample causes a great enhancement of the underlying continuum and that the continuum is further enhanced in the PA measurement relative to in the REMPI measurement. The apparent center of the enhanced absorption is 7.8 eV, similar to that observed for acetone. The positions of all bands were measured and are presented in Tables IV and V. The interpretations of both the structured bands and the underlying continuum are not transparent. As noted above, the positions of the structured bands of the two isotopomers differ. More specifically, those observed in acetone-d 6 appear to originate 660 cm Ϫ1 to the blue of those observed in acetone with our selection of a ''local'' origin. Were they 3d-Rydberg←X origins, as previously assigned, 2 they would be much closer. For comparison, the isotope blueshifts observed in the 3s-and the three 3p-Rydberg←X states are less than 30 cm
. By this criterion, none of the structured bands can be electronic origins. The dominant local separations between the structured bands are Ϸ325 and Ϸ1050 cm Ϫ1 in acetone and Ϸ295 and Ϸ830 cm Ϫ1 in acetone-d 6 . These correspond to the dominant vibrational intervals observed in the 3 p-Rydberg←X transitions and assigned there as promotions of the CCC angle deformation and a methyl rocking modes 15 although the intensities of the subbands are greater in the present wavelength region than nearer the origins. We suggest, in contrast to our previous assignment, 15 that these bands are vibrational subbands of one or more of the 3p-Rydberg←X transition, enhanced by interaction with another, energetically proximal, excited state. These observations and the electronic assignments of the structured and diffuse bands will be discussed below.
B. 65 000-67 000 cm -1 (8.0-8.3 eV) spectral region
The spectra of the two isotopomers in this wavelength region are similar, as shown in Fig. 2 . Compared to the optical spectrum, the very intense band at 65 100 cm Ϫ1 and some of the higher energy substructure are the same but there is a second intense band in the REMPI spectrum that is absent from the optical spectrum. ͑The weak optical band that appears here is displaced approximately 40 cm Ϫ1 to the red of the strong REMPI band.͒ In this spectral region, warming the sample, Fig. 6 , only induces a ''hot'' band to the red of the second intense peak in each isotopomer. The displacement of the hot band from the electronic origin, Ϫ82 cm Ϫ1 in acetone, Ϫ60 cm Ϫ1 in acetone-d 6 identifies it as the ground state a 2 torsion. As in the 3 p-Rydberg states, these two 3d-Rydberg states are coupled by an a 2 torsion. They must, therefore, be either an A 1 -A 2 or a B 1 -B 2 pair in the C 2v symmetry group of acetone. However, since we have already demonstrated that neither of these transitions is A 2 , the two electronic origins must be to B 1 and B 2 electronic states. The vibrational subbands of these transitions, given in columns 4 and 5 of Tables IV and V and assigned in column 6, arise from the same modes that were observed to be active in the 3s-and 3p-Rydberg←X transitions. 15 All group assignments will be discussed below.
VII. DISCUSSION
Here, we will discuss the ability of the theoretical method employed in this investigation to treat heavily mixed Most of these other states are Rydberg states, states in which one electron is promoted to an atomiclike orbital outside the molecular domain. Usually the equilibrium geometries of the ground and Rydberg states are similar and the lower Rydberg states do not interact strongly with each other or with excited valence states. Rydberg state calculations are, therefore, generally accurate although correlations with observed states are handicapped by the frequent experimental inability to detect all possible Rydberg states of a given type and to assign those that are observed. In acetone, four of the five lowest-lying states are Rydberg states-the 3s-and three 3p-Rydberg states. These and the n y →* valence state have been previously assigned. Not only are the calculated and experimental energies of these states in agreement, Table III , but, as noted above, so are their calculated and relative experimental intensities. The two highest energy states observed here, at 8.55 and 8.60 eV are assigned as transitions from the ground to two of the 4p-Rydberg states on the basis of their quantum defects of 0.56 and 0.48. These states were not considered in the theoretical study.
Between the 3 p-and 4 p-Rydberg states lie the 4s, 3d, and possibly the →* and →* valence states. At the ground state equilibrium geometry the latter are very high in energy. Because their equilibrium geometries are greatly displaced from the ground state geometry, their spectra are predicted to possess long Franck-Condon envelopes leading to the peak intensity. As this is not observed for the strong transitions occurring around 8 eV, the valence transitions will not be considered initially. All five 3d-Rydberg states are calculated to lie between 7.9 and 8.2 eV ͑the EOM-CC study of Gwaltney and Bartlett 20 places them somewhat higher, between 8.0 and 8.5 eV, but this is most likely due to the use of a smaller basis set in their study, which does not include explicit Rydberg functions͒. The 4s-Rydberg state was not calculated, but is expected to lie here also. Thus transitions to six Rydberg states are possible around 8 eV. Of the 3d states, the transition to the A 1 state is calculated to be intense, that to the lower energy B 2 state about 1/7th as intense, and to the other three states, weaker or forbidden. Only two transitions are observed here. One very strong transition is observed around 8.09 eV in the optical spectrum and this and one other, at 8.19 eV, are observed in the REMPI spectrum. Because their vibrational substructures correspond to those previously observed for the 3s-and 3p-Rydberg←X transitions and they are observed by REMPI spectroscopy, both transitions are assigned as transitions to Rydberg states. The question can now be asked, to which Rydberg states. Because the 1-photon intensity of the A 1 ←X 3d-Rydberg transition is calculated to be much larger than that of any of the other 3d-Rydberg transitions, one's first inclination would be to assign the very intense origin observed in both the REMPI and optical spectra at 8.08 eV to the A 1 3d-Rydberg state. This cannot be however, because such an assignment disagrees with the experimental assignment of the two REMPIobserved Rydberg origins as a B 1 -B 2 pair. Thus we reject this assignment for the optically observed transition and ask, instead, to which B 1 and B 2 Rydberg states do the experimentally-observed origins correspond. There is only one possible B 1 Rydberg state-the B 1 3d-Rydberg state. It is calculated to give rise to a weak optical transition at 8.20 eV. There are three possible B 2 states, two 3d-and the 4s-Rydberg states. While the transition energy to the 4s-Rydberg state was not calculated here, from the quantum defect of the transition to the 3s-Rydberg state we estimate it to be around 8.2 eV. The two 3d-Rydberg states are calculated to lie at 8.04 and 8.18 eV. Because the separation between the two experimentally observed states is 0.12 eV, and there is only one B 1 -B 2 pair with a calculated energy separation around 0.1 eV, we assign the lower energy experimentally observed transitions as from the ground to the B 2 3d-Rydberg state and the upper to the B 1 3d-Rydberg state. We note that the calculated ͑8.04 and 8.20 eV͒ and experimental ͑8.08 and 8.16 eV͒ transition energies are in agreement. We also note that the calculated intensities are not in agreement with this assignment-most notibly the A 1 3d-Rydberg state, which is calculated to be very intense, is not observed. We will return to this point below.
The identities of the very short-lived diffuse absorption around 7.8 eV and the structured transitions superimposed on it will now be considered. The center of the diffuse band is at approximately the same energy in the two isotopomers, which suggests that this is an electronic origin. The only transition calculated to originate at this energy is to the 1 A 1 3d-Rydberg state. We tentatively give this assignment to the diffuse transition. By contrast, the dissimilar energies of the structured transitions in the two isotopomers indicate that they are unlikely to represent a discrete electronic transition. We suggest that they are vibrational subbands of one of the lower-energy 3 p-Rydberg←X transitions that have been enhanced by an energetically proximal transition. It is not possible to identify which 3p-Rydberg state because it was not possible to determine the symmetry of the structured bands and because the observed local origin-3 p-Rydberg separation is approximated in energy by several combinations built on either the A 1 or B 2 3 p-Rydberg band. It is, however, possible to estimate the location of the perturbing transition. The local origin in acetone is 7.71 eV, hence the perturber must be below this. Because the local origin in deuteroacetone is much higher in energy than in acetone we assume that the observed transition corresponds to one more quanta of the unknown upper state vibrational mode in deuteroacetone than in acetone. From the observed local origin in deuteroacetone, 7.80 eV, and the frequency of its largest vibrational interval, 2250 cm Ϫ1 in the ground state ͑0.28 eV͒, a lower limit for the perturbing state is estimated to be 7.52 eV. We conclude that the unobserved state that is perturbing one of the 3 p-Rydberg←X transitions in acetone lies between 7.5 and 7.7 eV. We note that this is approximately where the A 1 valence and A 1 3p Rydberg potential curves are calculated to cross.
The experimental spectrum has now been assigned to the extent permitted by the data. Several anomalies in the spectrum have been observed, the most prominent of which are that the band assigned as the A 1 3d-Rydberg origin is exceedingly diffuse and increases in intensity when the molecule is ''warm'' and that high vibrational overtones of one of the 3p-Rydberg origins are active. When these results are compared with the theoretical calculations one other anomaly immediately stands out: the exceedingly intense band assigned as the transition to the B 2 3d-Rydberg state is observed to be much more intense than the band assigned as the transition to the A 1 3d-Rydberg state, which is calculated to be the strongest. We also note that no direct evidence of the →* valence-excited state has been detected.
To unify the theoretical results and the experimental anomalies we propose that all the anomalies are due to interactions of the different Rydberg states ͑or transitions͒ with a short-lived →* state located approximately where it has been calculated in this investigation. A proposed exceedingly short lifetime of the →* state broadens the transition to this state to the extent that it appear only as a diffuse background beneath the experimentally resolved transitions to the Rydberg states. Strong coupling between the →* state and the A 1 3d-Rydberg state shortens the lifetime of the latter, hence broadens its observed spectrum. Heating the molecule may, in fact, reduce the coupling strength, lengthen the lifetime of the Rydberg state, and hence intensify the transition as detected by the REMPI technique. Weaker coupling between the A 1 valence and the A 1 3d-Rydberg states restricts their interaction to close to where the two potential curves cross. It is this interaction that induced intensity in the of higher vibrational quanta of the 3 p-Rydberg state. And, lastly, indirect coupling between the →* and the B 2 3d-Rydberg state is proposed to cause the observed intensification of the latter state.
VII. SUMMARY AND CONCLUSIONS
Results have been presented from a combined ab initio and experimental investigation of the main features of the electronic spectrum of acetone. In the theoretical calculation, vertical transition energies were calculated from the ground to the n y →*, →*, →*, and the nϭ3 Rydberg states. In addition, the 1 A 1 energy surfaces were studied as functions of the CO bond length. Because of the shape and position of the →* potential surface, the 1 A 1 3 p and 3d states were found to be heavily perturbed by the →* state. In the experimental investigation, the ͑3ϩ1͒ REMPI and PA spectra of acetone, observed transitions and those observed by optical spectroscopies were assigned on internal criteria. The experimental and theoretical results were then compared and conclusions drawn.
The calculated vertical transition energies to the n y →* and all Rydberg states that were observed were found to be in agreement with their experimental values. This includes the 3s-, all three 3p-and the A 1 , B 1 , and B 2 3d-Rydberg states. By contrast, there is little agreement between the calculated and experimental relative intensities of the A 1 and B 2 3d-Rydberg transitions. In addition, anomalously intense high vibrational overtone bands of one of the 3d-Rydberg transitions were observed. These results were interpreted as experimental signs of the strong perturbation of the 3p-and 3d-Rydberg states by the →* state found in the theoretical calculation. The elusive 1 A 1 →* state is inferred to be similar to that calculated.
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