Abstract. The aim of this paper is to discuss the acceleration properties of the hybrid procedure for solving a system of linear equations. These properties are studied in a general case and in two particular cases which are illustrated by numerical examples.
1. The hybrid procedure. Let us consider the system of linear equations
where A ∈ R m×m and x, b ∈ R m . We denote by x the solution of (1). Let G = Z T Z be a symmetric positive definite matrix. The G-inner product and the corresponding G-norm are respectively defined by (x, y) G = (x, Gy) and x G = (x, x) G . The corresponding G-matrix norm is given by
Ax G x G = ̺((ZAZ −1 ) T ZAZ −1 ).
We shall also use the notation x ⊥ G y if (x, y) G = 0. For simplicity, the subscript G will be suppressed when unnecessary. Let us now assume that two iterative methods for solving the system (1) are used simultaneously. Their iterates are denoted respectively by x The hybrid procedure defined in [1] consists of constructing a new iterate x n and a new residual r n = b − Ax n by (2) x n = α n x with
.
From the definition of r n , we see that r n = min α αr ′ n + (1 − α)r ′′ n . We have (r n , r ′ n ) = (r n , r ′′ n ) = (r n , r n ) and, setting p n = r ′ n − r ′′ n , (2) can be written as (3) r n = r
It is easy to check that (r n , r n ) = (r
= (r ′′ n , r
2. Properties of the hybrid procedure. We now study the acceleration properties of the hybrid procedure. 
From these relations, we immediately obtain Theorem 2.1. Suppose that the limit lim n→∞ θ n = θ exists.
1.
If lim n→∞ ̺ n = 0 then lim n→∞ α n = 1. 2. If lim n→∞ ̺ n = 1 and θ = 0, π then lim n→∞ α n = 1/2. 3. If lim n→∞ ̺ n = ∞ then lim n→∞ α n = 0.
This theorem shows that the hybrid procedure asymptotically selects the best method among the two.
Let us now consider the convergence behavior of r n / r ′ n . From (10), we immediately have Theorem 2.2. If the limits lim n→∞ ̺ n = ̺ and lim n→∞ θ n = θ exist and ̺ 2 − 2̺ cos θ + 1 = 0, then
R e m a r k 1. Obviously if ̺ ≤ 1, we also have lim n→∞ r n 2 / r ′′ n 2 ≤ 1. Thus lim n→∞ r n / min( r ′ n , r ′′ n ) exists and is not greater than 1. Similar results can be obtained by considering the ratio r n 2 / r ′′ n 2 . It must also be noticed that r n 2 / r ′ n 2 tends to 1 if and only if ̺ = cos θ. This result comes out directly from (8) and we also get Theorem 2.3. A necessary and sufficient condition for the existence of an N such that
and, from (8) , it follows that r n 2 / r ′ n 2 < 1. The reverse implication is proved similarly.
Let us now study some cases where (r n ) converges to zero faster than (r to hold is that (θ n ) tends to 0 or π. P r o o f. First let us prove the sufficiency. Suppose that (θ n ) tends to 0 or π. Thus, since ̺ n ≤ ̺ < 1, from (9) we have lim n→∞ r n / r ′ n = 0. To prove the necessity, suppose that lim n→∞ r n / r ′ n = 0. The condition ̺ n ≤ ̺ < 1 implies that sin θ n tends to 0, which ends the proof. R e m a r k 2. Since ̺ n < 1 we have r to hold is that (θ n ) tends to π. R e m a r k 3. Since lim n→∞ ̺ n = 1, it follows that
Another result in the case where (̺ n ) tends to 1 is given by Theorem 2.6. If r ′ n / r ′′ n = 1 + a n with lim n→∞ a n = 0, then a sufficient condition for lim n→∞ r n / r ′ n = 0 to hold is that θ n = o(a n ). P r o o f. We have
n ) (a n /θ n ) 2 + 1 + a n + (1 + a n )O(θ 2 n ) and the result follows.
R e m a r k 4. Since lim n→∞ ̺ n = 1, the conclusion of Remark 3 still holds.
Another presentation consists in considering the angle ϑ n between Zr ′ n and Zp n . From (6) we have r n 2 = r ′ n 2 sin 2 ϑ n . Directly from this equation we obtain Theorem 2.7. If there exists ϑ = π/2 such that lim n→∞ ϑ n = ϑ then lim n→∞ r n / r ′ n = |sin ϑ| < 1. Also, we have Theorem 2.8. lim n→∞ r n / r ′ n = 0 if and only if (ϑ n ) tends to 0 or π.
These results are simpler than the preceding ones, in particular those of Theorems 2.2-2.4. R e m a r k 5. Similarly, if we denote by ϕ n the angle between Zr ′′ n and Zp n , we have r n 2 = r ′′ n 2 sin 2 ϕ n . Obviously θ n = ϕ n − ϑ n .
2.2.
Geometric behavior of the hybrid procedure. A sphere in R m with respect to the G-norm will be denoted by
We have the following properties:
2 we get
In the same way, we can prove that r n − r Let us denote by e n = x − x n , e
n the error vectors corresponding respectively to x n , x ′ n , x ′′ n . Using the relation r n = Ae n and the preceding property we have
The hybrid procedure is a projection method because there exists a matrix ℘ n ∈ R m×m such that
It is easy to see that
The above results can be considered as a generalization of the results given in [8] .
3. Applications. It seems quite difficult to obtain more theoretical results on the convergence of the hybrid procedure in the general case. So, (r ′ n ) being an arbitrary sequence of residual vectors, we shall assume that we are in one of the following particular cases:
Such a situation arises, for example, if we consider a splitting of the matrix A,
In this case the associated residual has the form r
Thus we have B = N M −1 with y = x n−1 (case (i)) and y = x ′ n−1 (case (ii)). It must be noticed that B = I − AM −1 . This situation also holds if B = I − AC with C an arbitrary matrix. In this case, we have 
0 = 1 and so H1(0) and H2(0) are true. Suppose that H1(n − 1) and H2(n−1) hold. From the definition of r n and from H1(n−1), we get
where the a (n)
i 's are given by a
Let us now prove other results. We have Theorem 3.2. Let γ be an eigenvector of B. If r n = c n γ + a n with
and lim n→∞ a n /c n = 0 then lim n→∞ r n / r ′ n = 0. P r o o f. Let θ n be the angle between ZBr n−1 and Zr
where λ is the eigenvalue of B corresponding to γ. Thus
and the result follows from Theorem 2.4.
From the minimization property of r n we have r n ≤ Br n−1 ≤ B r n−1 and thus r n ≤ r n−1 if B ≤ 1.
In particular, consider a splitting A = M − N of the matrix A. Premultiplying the system (1) from the right by M −1 we get a new system of the form
Applying the method described above to this new system, we get
Thus, a good choice of B (M ) is equivalent to a good choice of the preconditioner M from the right-hand side.
When B = I, the method is called the Minimal Residual Smoothing (MRS) algorithm. It was introduced in [6, 7] and applied to some well known methods. For more details, see [2, [9] [10] [11] [12] .
We now apply it to an error-minimization method [4] . Set e ′ n = x − x ′ n and e n = x − x n . Let ϕ be any norm in R m . For any x ∈ R m we denote by z(x) a vector such that (z(x), x) = ϕ(x). This is called a decomposition of the norm ϕ. Such decompositions were introduced by Gastinel [3] for the case of the l 1 -norm.
Let x ′ 0 be a given vector. The Transformed Norm Decomposition Method (TNDE) [4] is defined by
and for n = 0, 1, . . . ,
where z i is such that (z i , r i ) = ϕ(r i ). The coefficients β n and γ
The sequence (e ′ n = x − x ′ n ) has the following properties:
If the MRS is applied to the TNDE, that is, to the sequence (r 
and the result follows.
Case (ii)
. Suppose now that r n is given by
with B = I − AM −1 . Then r n can be written as
R e m a r k 7. If r ′ n = r n−1 and M = I, then the hybrid procedure is identical to the Minimal Residual Method. Definition 1. Consider two vector sequences (u n ), (v n ) ∈ R m such that lim n→∞ u n = u and lim n→∞ v n = v. We say that (u n ) converges with the same speed as (v n ) if there exists N such that for all n ≥ N there are M n ∈ R m×m and a n ∈ R m with a n ≤ ε such that
Lemma 3.4. Suppose that there exists N such that for all n ≥ N , there is M n ∈ R m×m such that r
If lim n→∞ α n = α exists and if there is K such that M n < K for all n, then (r n ) converges with the same speed as (r ′ n ). P r o o f. If (α n ) converges, then there is a sequence (ε n ) with lim n→∞ ε n = 0 such that α n+1 = α n − ε n for all n. Setting a n = ε n AM −1 M n r ′ n , we get from the definition
Obviously lim n→∞ a n = 0 and the result follows.
We now assume that r ′ n = c n γ + a n , where c n ∈ R, a n ∈ R m , and that γ is an eigenvector of B. In this case we get Lemma 3.5. Let γ be an eigenvector of B. If r ′ n = c n γ + a n , then there are K ∈ R and M n ∈ R m such that for all n, M n ≤ K and r n = M n a n .
P r o o f. We know that r n = ℘ n r ′ n = c n ℘ n γ + ℘ n a n with
where λ is the eigenvalue of B corresponding to γ. Thus, since A is assumed to be regular,
we get r n = M n a n . The matrix ℘ n is a G-orthogonal projection and thus ℘ n G = 1. It follows that
which ends the proof.
R e m a r k 8. As a consequence of Lemma 3.5 we have r n = O( a n ).
From Theorem 2.8, we easily get Theorem 3.6. Let γ be an eigenvector of B with the corresponding eigenvalue λ. If r ′ n = c n γ + a n with lim n→∞ a n /c n = 0 then
Let θ n be the angle between Zr by their expressions above, we also get
and the result follows by Theorem 2.8.
The conditions of Lemma 3.5 and Theorem 3.6 seem difficult to check in practice. We now give an example where these results can be applied. 
we get from Remark 8 and Theorem 3.6 R e m a r k 10. Since (α n ) converges, Lemma 3.4 shows that (r n ) converges with the same speed as (r ′ n ). In this case, the iterations will be stopped when |α n + λ 1 /(1 − λ 1 )| ≤ ε, where ε is an arbitrary threshold. Of course the value of λ 1 is usually unknown and this test cannot be used in practice. Thus the iterations will be stopped when |α n − α n−1 | ≤ ε. However, it must be noticed that, due to a possible stagnation of the method, this test does not guarantee that the recurrence is close to the limit. .
Let r n be computed by the hybrid procedure from r ′ n and Br n−1 . For each example |λ 2 | < |λ 1 | and thus condition 2 of Theorem 3.2 is satisfied. We did not check condition 1 but the numerical results show that, in this case, the convergence of Gastinel's method has been accelerated.
Case (ii). Let r
′ n be such that r Let N be the index such that |α N + λ 1 /(1 − λ 1 )| ≤ 10 −20 . We get for n ∈ [12, 20] , and thus we see that (r n ) converges with the same speed as (r ′ n ). We can also remark that, since the sequence (r ′ n ) diverges, so does (r n ) (from iteration 12) and thus it is better to stop the iterations at n = 12.
