Abstract. We derive some new finite sums involving the sequence s 2 (n) , the sum of digits of the expansion of n in base 2. These functions allow us to generalize some classical results obtained by Allouche, Shallit and others.
Introduction and main results
The sum of digits sequence s 2 (n) counts the number of ones in the binary expansion of n, and starts, from n = 0, as follows: . This identity was proved by Allouche and Shallit [3] . Another classic result is (1.2) +∞ n=1 s 2 (n) n (n + 1) = 2 log 2, a proof of which was one of the problems at the 1981 Putnam competition [12] . This result was generalized by Allouche and Shallit [3] to an arbitrary base b as follows:
where s b (n) is the sum of all digits in the expansion of n in base b.
The sum of digits sequence is intimately connected to computer science and various aspects of discrete mathematics. The sequence (−1) s2(n) is the prototype for an automatic sequence. These sequences, fundamental to the study of 'combinatorics on words', have been extensively explored by Allouche and Shallit [2] . Any method developed to address finite sums involving s 2 (n) could potentially transfer to other automatic sequences.
Moreover, the Prouhet-Thue-Morse sequence {t n } defined by t n = s 2 (n) mod 2 appears to be ubiquitous, as underlined in the famous article [5] by Allouche and Shallit. It is regular yet not ultimately periodic, which means that it can serve as a constructive element of many proofs.
Another motivation to study the sequence s 2 (n) is its link with the valuation sequence ν 2 (n) , the valuation of n being defined as the exponent of the highest power of 2 that divides n; this function is important in number theory. Identity (4.5) in Thm 14 shows that some results about the sequence s 2 (n) can potentially transfer to the valuation sequence ν 2 (n) .
Interestingly, the recursive properties of s b (n) also have an unexpected connection to L-functions from analytic number theory. An L-function is defined as ∞ n=1 χ(n) n s , where χ is a Dirichlet character which is periodic with period k. It satisfies recurrences of the type χ(nk + r) = χ(r) , which resemble the recurrence s b (nb + r) = s b (n) + r. Therefore, any methods developed to address finite sums involving s b (n) could potentially lead to the discovery of new finite sums involving Dirichlet characters or finite L-functions; both applications are of fundamental importance to analytic number theorists.
Finally, identity (1.1) expresses the remarkable result that a variation of the Dirichlet series related to the sequence s 2 (n) is proportional to the Riemann zeta function: given such a remarkable result, one may wonder if its elegance extends to a wider class of functions such as the Hurwitz zeta function -this is indeed the case as shown in Thm 5. Another relevant question is to wonder if the truncation of this series to a finite sum has an attractive closed form; this is positively answered in Thm 1.
As a consequence, in this article, we are interested in finite sums that involve the sequence s b (n) , of the form
the idea being that summing over a fundamental interval of the form [0, b p − 1] keeps some symmetry that allows us to find explicit values for these series for a variety of sequences {f (n)} . In particular, when expressed in base b, the interval [0, b p − 1] runs over all possible words of the form {w 1 w 2 . . . w p : w i ∈ {0, . . . , b − 1}}.
The second main idea of this paper is to replace sequences f (n) by functions f (n + z) of an additional real variable z, noticing that many tools that allow to compute these sums -such as telescoping -still apply; the extra variable z allows us (see for example the proof of Thm 1) to extend any identity based on a function f to a family of identities based on functions related to f by integral transforms. For example, the generalization of the series in (1.1) to a function of a variable x allows us to show in Thm 12 that the obtained function can be related by a Laplace transform to a Lambert series type expression of the generating function of the sequence s b (n).
Our first result is the finite sum from Thm 1: for all α > 0, α = 1 and z ≥ 0,
It is a common generalization of both (1.1) and (1.3) which also depends on the extra variable z and has a finite upper summation limit. The limit case p → ∞ at z = 0 is shown to recover (1.1), while the special case α = 1 is given by identity (2.2). We also prove, at the end of Section 6, the following explicit expression for a finite zeta function: for α > 2 and z ≥ 0,
We also deduce an expression for the special case α = 2, given by Cor 30. Our second main result is the general formula (1.6)
where ∆ is the forward finite difference operator, and the positive weights p (N ) k are characterized in Thm 17.
Our final result is the following formal infinite sum for any sequence {g (n)}, as given in Thm 22:
Setting g(n) = 0 for n ≥ N 0 recovers a finite sum for s 2 (n). Its extension to an arbitrary base b is given in Thm 27 and its explicit finite counterpart is
as described in Thm 28, where l n is the number of digits in the binary representation of n.
About the series
Let us write
.
We will also use the auxiliary function
A simple computation shows that it can be expressed as the difference
is Stirling's beta function and ψ (z) is the digamma function. We also denote the Hurwitz zeta function by
Our first result is as follows:
Theorem 1. For all α > 0, α = 1 and z ≥ 0, we have
Proof. Using the recurrences
Iterating this identity gives
Choosing N = 1 and noticing that J 0 (x) = 0 gives (2.5). 
with 0 < α < 1 and z ≥ 0; replacing z by z + n produces
Replacing x by x + z in the left-hand side of (2.2), multiplying by x α−1 and integrating yields π sin πα
Next, using [17, Entry 2.3.
for a, b > 0 and 0 < α < 1, allows us to deduce
Replacing x by x + z in the right-hand side and integrating after multiplication by x α−1 produces
and we deduce, for all z ≥ 0 and for 0 < α < 1,
Replacing α by 1 − α produces identity (2.1) for any 0 < α < 1.
Taking the derivative with respect to the variable z of the left-hand side of (2.1) replaces α by α + 1 with a prefactor (−α) . The representation of the Hurwitz zeta function [15, 25.11.8] 
shows that computing the derivative with respect to z of the right-hand side of (2.1) produces exactly the same effect. Hence α ∈ (0, 1) can be replaced by α + 1 so that (2.1) holds in fact for all non-integer α > 0. By continuity, it holds for all α > 0 such that α = 1.
In the case of an arbitrary base b, the previous result can easily be shown to extend to the following identity:
the inner sum in Thm 1 reads
This expression can be simplified using the multiplication formula for the Hurwitz zeta function [15, 25.11.15] (2.6)
By applying this multiplication formula, we obtain
The case b = 2 is equivalent to, but more involved than that in Corollary 2.
In the case α = 1, we use the multiplication formula for the digamma function [15, 5.15.7] ψ (bz) = 1 b
Similarly to the above computation, we obtain
is the limit of a subsequence of the sequence
Since the latter is convergent as q → +∞, any subsequence will converge toward the same limit so that there is no ambiguity in computing the limit (3.1).
Theorem 5. For any α > 0 such as α = 1 and for any z ≥ 0, the series
Proof. We prove the case b = 2 by showing that the term 1 + e −x e −ax dx, as follows:
The sum can be upper-bounded as follows
A study of the function
It is positive on u ∈ [0, p] and its unique maximum value over this interval can be computed as follows:
where the positive constant K depends on x and α only. Therefore, we have the bound
Since α > 0, this bound goes to 0 with p, which proves the result. The case of an arbitrary value of b can be proved accordingly.
Corollary 6. The series
can be expressed as follows
It has a Taylor expansion at x = 0 given by
Proof. The identity
is obtained either as the limit case α = 1 in Theorem 5, or as the limit case p → ∞ followed by elementary simplifications in Thm 1. Using the multiplication theorem for the digamma function in identity (3.6) gives the second result. The Taylor expansion is a direct consequence of this identity.
Remark 7. The special case x = 0 in (3.4) coincides with identity (1.3).
Integration of (3.6) yields the following infinite product:
Theorem 8. The following identity holds for all z ∈ R,
Proof. Integrating both representations
gives on one side
and on the other side
Taking the exponential of both sides gives
so that the right-hand side reads
and can be expressed as
where B is Euler's beta function. Thus right-hand side is
Using Euler's duplication formula allows to simplify the product of Beta functions as
so that the right-hand side is
which is the desired result.
Using Legendre's duplication formula for the Gamma function and Knar's formula
, the binary case b = 2 simplifies as follows:
Considering this identity with special values of z gives the following result.
Corollary 10. We have
Proof. Evaluating (3.8) at z = 1 gives
Dividing the former identity by the latter gives the result.
More generally, evaluating (3.7) at z = 1 2 p with p a positive integer gives
from which we deduce
The case p = 0 is (3.9) and the case p = 1 is
where the infinite product representation is obtained as a consequence of the infinite product representation
and the duplication formula which links Γ As a consequence of the identity [10, Table 3 , (iii)]
where K (k) is the complete elliptic integral of the first kind
we also have
The case p = 2 is
Remark 11. Taking the p−th derivative at x = 0 in (3.2) gives
which is also equal, by (3.4), to
Therefore, with
and after replacing p + 1 with p, we recover the well-known result [3] n≥1
Lambert series
4.1. Inverse Laplace transform. The inverse Laplace transform provides variations of the previous identities. We use the inverse Laplace formulas
and [18, Entry 3.
Taking the inverse Laplace transform of (3.6) gives
Denoting z = e −u and simplifying gives the following result:
This result is not new [1, Thm 1] . The binary case is interesting since it involves a Lambert series:
Analogously, taking the inverse Laplace of the finite generating function (2.1) gives a finite version of the previous result.
Theorem 13 . The finite generating function of the sequence s 2 (n) can be expressed as the finite Lambert series
The binary case is
Looking at the function
in the case p = 3 produces
The first term z 1 + z 2 + z 4 + z 6 counts all the occurrences of 1's as the rank 0 (least significant) bit in the binary representations of the numbers from 0 to 7. The second term
counts all the occurrences of 1's as the rank 1 bit in these numbers, and so on. Hence formula (4.3) has a simple combinatorial interpretation: it counts the ones in the binary expansions of the integers between 0 and 2 p − 1 rank-wise. This interpretation extends directly to the case of an arbitrary base.
4.2.
The sequence ∆s 2 (n). The sequence
appears naturally in the generating function (4.2). In this section we exhibit some links between this sequence and other sequences that appear in number theory. First, write (4.2) in the equivalent form
both identities are recognized as instances of a more general equivalence that has appeared before [9, Pb 11 page 300]. First, denote the Dirichlet eta function by
Given two sequences {a n } and {b n },
The special case obtained here corresponds to b n = s 2 (n) − s 2 (n − 1) and a n = 1, n = 2 p ; 0, otherwise. This is a consequence of the way both Lambert and Dirichlet series encode divisors sums, a viewpoint which we now will explore. Let us denote the 2−adic valuation of n, i.e. the exponent of the highest power of 2 that divides n, by ν 2 (n) . We have the following result due to Legendre. Theorem 14. The 2−adic valuation sequence and the ∆s 2 (n − 1) sequence are related as follows:
As a consequence,
Although this result is well-known, we propose a proof that is a consequence of the Lambert series representation (4.2) obtained for the generating function of the sequence s 2 (n) .
Proof. Let δ (2) n denote the indicator of a power of 2 sequence defined by
The Lambert generating function (4.2) can be expressed equivalently as follows:
Expansion of the right-hand side gives
Since δ ν2(n) contributes a (+1) term, so that the sum of all these contributions is 1−ν 2 (n). Identity (4.6) is obtained by replacing n by k in (4.5) and summing over k in the interval [1, n] .
We thank V. H. Moll for suggesting that this result is also in fact equivalent to Legendre's formula (4.9) ν 2 (n!) + s 2 (n) = n.
Indeed,
by the multiplicative property of the valuation function; then using (4.9) gives (4.5), and proving the other way is equally simple. The next result is an equivalent form of (4.8).
Theorem 15. The sequence δ (2) n is related to the sequence {∆s 2 (n)} by
where the sequence {c n } is defined in terms of the Möbius function {µ (n)} by 
where µ (n) is the Möbius function. Identifying gives
with {c n } as in (4.10). We deduce the desired result from (4.11).
Our last result in this section is a combinatorial interpretation of the sequence δ
Theorem 16. Denote the number of partitions of n into an even and odd number of parts by p o (n) and p e (n) respectively, and the number of powers of 2 in all partitions of n into distinct parts by P 2 (n). The sequences δ (2) n , {P 2 (n)} , p o (n) and p e (n) are related by the convolution formula
Proof. Denote the q−Pochhammer symbol by
Merca and Schmidt have recently shown [14] the Lambert series factorization n≥1 a n q
where s o (n, k) and s e (n, k) are the number of k ′ s in all partitions of n into an odd and even number of distinct parts respectively. We first notice that 1 (−q;q) ∞ is the generating function for the difference of the number of partitions of n into an even and an odd number of parts, so that
Moreover, δ (2) n being the indicator function for powers of two, we have
where P 2 (n) counts the number of powers of 2 in all partitions of n into distinct parts, so that
Comparing coefficients gives the result.
About sums of the form S
N (x) = 2 N −1 n=0 (−1) s2(n) f (x + n)
A general identity. Here we give the first values of S N (x):
with N = 1,
and N = 3,
Here ∆ i is the finite forward difference operator
These first cases suggest the general identity
which can be easily proved by induction on N. In this formula, the operators ∆ k commute, and the right-hand side can be expanded using
with the symbolic notation
We can then rewrite
This formula can be simplified since, for example,
More generally
. . .
Now consider an arbitrary function g and the multiple sums
For example,
and
+ 7g (x + 3) + 8g (x + 4) + 8g (x + 5) + 8g (x + 6) + 8g (x + 7) + 7g (x + 8) + 5g (x + 9) + 3g (x + 10) + g (x + 11) .
The sequences of 2
that appear in the sum
1 Note that the symbol V N is defined by its action on f as follows
are, for N = 1 to 3 and 0 ≤ k ≤ 2 N +1 − N − 2, 
For example, the case N = 2 is
Although this result is not mentioned in its OEIS entry, this sequence has a combinatorial interpretation as a restricted partition function, namely
Also, it can be checked by induction on N that
For example, using (5.3),
Using (5.7) and (5.5), we finally obtain the following result:
Theorem 17. For integer N and an arbitrary function f (5.8)
Remark 18. Note that, by substituting x = 1 in (5.6), we have the sum
sum to 1 and can be interpreted as probability weights; we can then rewrite identity (5.8) as follows:
Example 19. Assuming that f is a polynomial of degree ≤ N − 1, we have ∆ N f = 0 so that the right-hand side in (5.8) equals zero. We then recover the fact that the Prouhet-Thue-Morse sequence (−1) s2(n) satisfies the following property [5, Section 5.1]: for all x,
for any polynomial P with deg P ≤ N − 1.
Example 20. The following identity, for k ≥ 1, and more generally
and by noticing that the right-hand side of (5.10) reduces to
with the sum equal to 1, we recover (5.11). 
This can be verified by computing
next we obtain for the right-hand side of (5.10) (5.13)
The moment of order 1,
, can be deduced from the generating function (5.6) by computing its logarithmic derivative
and evaluating at x = 1 to obtain
Inserting in (5.13) gives (5.12). We notice that two other proofs of (5.12) appear in [8] , one by D. Callan based on purely combinatorial arguments, and the other by R. Stong that uses the representation (5.2).
A general formula
In this last section, we derive a general formula for sums of the form n s 2 (n) f (n) .
6.1. The base b = 2 case. Consider an arbitrary sequence f (n) and compute, as usual,
Hence, given an arbitrary function g (n) , solving for f (n) in the implicit equation
would allow for the computation of the sum n≥0 s 2 (n) g (n) as follows:
The next theorem gives the solution to equation (6.1).
Theorem 22. The equation
has formal solution
Proof. We introduce the dilation operator
and the shift operator
We then rewrite equation (6.2) symbolically as follows
so that we formally have
Note that the two operators η and δ do not commute. However, we have
and more generally, by induction,
Therefore, we have
It can be verified by substitution that
Remark 23. The triple summation is formidable to solve. It is often easiest to deal with g(n) of a form which allows for a high degree of telescoping. For example, in the simple case
the sequence f (n) is evaluated as the telescoping sum
Note that Allouche and Shallit [3] previously looked for all eigenfunctions of the operator
They show that, under some technical conditions, this same sequence
Corollary 24. More generally, the equation
Remark 25. Choosing x = 0 and g (n) = z n in this identity yields
after summation over l first, then over n, we recover
which is the Lambert series (4.2).
6.2. Recovering J ∞ . Our goal is to recover, from result (6.3), the expression
Using the expansion of the digamma function
we can express the Stirling β function as follows:
. Now using the general formula (6.3) with
, since the inner sum telescopes. Now we have
, which, after relabelling variables, gives the desired result.
6.3. Extension to arbitrary base b. The extension of the results of the previous section to an arbitrary base is given next. We denote the sum of digits of n in the base b by s b (n).
Proof. We thank J.-P. Allouche for notifying us that this result can be deduced directly from the Lemma p. 21 of [3] . We provide an alternate proof which could lead to future generalization. The only useful fact we have is that s b (bn + j) = s b (n) + j for 0 ≤ j ≤ b − 1, so we attempt to get something to telescope using this recurrence. Also note that s b (0) = 0, so that many of the summations can start at either n = 0 or n = 1. Therefore, consider
Subtracting the right terms from both sides gives
This suggests a natural extension: consider higher order recurrences for s b , such as s b (b 2 n + j) = s b (n) + s b (j) (in this case j only has two digits so we can even give an explicit formula like
. However, nothing along these lines appears to yield a nice closed form expression, and the most natural recursive formula appears to be the one given above.
We can give an explicit solution to this implicit equation. However, in practice this formula is extremely difficult to apply, due to the presence of a quadruple summation.
Theorem 27. The equation
Proof. Introduce the operators ηf (n) = f (bn) and
Note again that the two operators do not commute; however, we have
and by induction
Therefore,
6.4. A finite version. This corresponds to taking g(n) = 0 for n ≥ 2 p − 1 in the results of Section 6.1. In this finite case, paying special attention to the upper indices of all of our summations, we write
We define the sequence g (n) as follows:
so that we have (6.6)
Given a sequence {g (n)} , solving equation (6.5) for f (n) allows for the computation of the sum
n=1 s 2 (n) g (n) using (6.6).
Looking at the simple case p = 4 will help us understand how to solve (6.5) . This system of equations is made of the trivial g (n) = f (n) , 8 ≤ n ≤ 15 and
The solution is given by f (n) = g (n) , 8 ≤ n ≤ 15 and f (7) = g (7) + g (14) + g (15) . . .
+ g (3) + g (6) + g (12) + g (13) + g (7) + g (14) + g (15) .
The following result can be proved by induction on p.
Theorem 28. For p a fixed integer, the solution to the system of equations (6.5) is given by
where l n = ⌊log 2 n⌋ is the number of bits in the binary representation of n.
As a consequence, .7) 6.5. A last result. To state our last result, we introduce the Barnes zeta functions -see for example [19] -defined by
where the variables x and a i are positive, and α > p.
Theorem 29. The following Hurwitz-type generating function can be computed explicitly: for α > 2 and z ≥ 0,
Proof. This identity can be obtained from Thm 28; however, this would be a non-rigorous derivation. Therefore, we provide a rigorous proof by induction on the value of p. We consider here the case b = 2 since the proof is identical for other values of b.
The base case p = 1 is as follows: the left-hand side in (6.8) is simply
2 , while the right-hand side is
The first difference is
The limit case α = 2 in Thm 29 can be obtained in terms of Barnes' double Gamma function Γ 2 (z, (ω 1 , ω 2 )), which is defined as the derivative
Barnes shows [7, p. 286 ] that the third order logarithmic derivative of the double log-Gamma function satisties
2 (z, (ω 1 , ω 2 )) .
An explicit computation of the ψ
2 function yields the following result.
Corollary 30. The following identity holds for z > 0:
Proof. The explicit expression of the ψ
2 function is provided by Spreafico [20] , where the residue at the simple pole at α = 2 and corresponding finite part of the double zeta function are given by
Substituting in (6.9) shows that the residue at α = 2 cancels and only the finite part remains, which yields
The first sum on the right-hand side can be simplified to
as follows: since ζ (2, z) = ψ ′ (z) , consider the finite sum
amounts to solving a difference equation; we could have used a general result by Ruijsenaars [19] about minimal solutions of difference equations to obtain this result.
Conclusion and open questions
This article provides several instances of finite sums involving the digit function s 2 (n) . Its aim is to provide some basic tools that allow us to compute these sums; many other instances can be deduced from these basic methods.
There are two obvious ways to generalize our results: one is to consider the sum s b (n) of the base-b digits of n, and the associated sequence {(−1) s b (n) }. This was accomplished in many of our theorems, which shows that some results transfer from base 2 to base b almost identically. The second generalization is to k-automatic sequences, which are characterized by a finite set of recurrences. For example, the Rudin-Shapiro sequence {b n } is completely characterized by the recurrences b 2n = b n , b 2n+1 = (−1) n b n , and initial values. Many of the proofs given in this paper depend on the recursive properties of s 2 (n), and may generalize to related automatic sequences.
Another remark is that we can write identity (5.8) in Thm 17 under the form (7.1)
where E is the expectation operator, and consider the standardized (zero mean and unit variance) version of the random variable Z NZ
The mean and variance of Z N are respectively
This produces
This identity suggests that, as N → ∞, one could expect a formula of the type
for some limit measure λ that is interesting to look at. A detailed analysis of the random variables Z N andZ N is given in the Annex. Surprisingly, all cumulants of the standardized random variableZ N can be computed explicitly and are given by (8.6) . Their expression shows that the limit distribution λ ofZ ∞ is not Gaussian. We leave as an open question whether this distribution has a density or not. Finally, the possibility to write an identity such as (7.1) is related to the theory of discrete splines: the reader is referred to [11] .
Annex: A study of the associated random variable
The random variable Z N with probability weights p (N ) k can be characterized as follows: denote a random discrete variable uniformly distributed over 0, 1, . . . , 2 i − 1 by V i so that 1 − e z .
From the identity
1 − e Proof. Using the stochastic representation (8.3) and the fact that
we deduce
The variance is computed as follows:
As a consequence, the standardized random variable The asymptotic values of the cumulants can be explicitly computed from expression (8.6).
Corollary 35. The cumulants of the limit distribution are As a consequence, the limit distribution is not Gaussian.
Remark 36. For large n, the asymptotic cumulants of the limit law behave like . This fact could help us approximate the limit distribution λ (z) .
