Mathematical models of population extinction have a variety of applications in such areas as ecology, paleontology and conservation biology. Here we propose and investigate two types of sub-exponential models of population extinction. Unlike the more traditional exponential models, the life duration of sub-exponential models is finite. In the first model, the population is assumed to be composed clones that are independent from each other. In the second model, we assume that the size of the population as a whole decreases according to the sub-exponential equation. We then investigate the "unobserved heterogeneity", i.e. the underlying inhomogeneous population model, and calculate the distribution of frequencies of clones for both models. We show that the dynamics of frequencies in the first model is governed by the principle of minimum of Tsallis information loss. In the second model, the notion of "internal population time" is proposed; with respect to the internal time, the dynamics of frequencies is governed by the principle of minimum of Shannon information loss. The results of this analysis show that the principle of minimum of information loss is the underlying law for the evolution of a broad class of models of population extinction. Finally, we propose a possible application of this modeling framework to mechanisms underlying time perception.
Introduction
Questions of primary importance in modeling biological populations most frequently pertain to describing laws that govern population growth and development. Questions that focus on population decline and extinction as a primary focus of investigation appear to attract less attention despite their potential importance in the areas of ecology, paleontology and environment preservation. Furthermore, one could ostensibly look at individual death from this point of view as well, where any individual and even any single organ can be viewed as a complex community of many different cell populations that undergo extinction with the death of the individual. For instance, human brain is one of the largest biological populations, consisting of approximately 11 10 neurons and 14 10 synapses. Looking at extinction of this population from the point of view of the framework that will be presented here can provide unexpected and 3 thought provoking predictions. An investigation of the process of population extinction with the help of even seemingly uncomplicated conceptual models can thus be of general interest.
The simplest model of population decrease and extinction is exponential of the form dN kN dt  , where k is some positive constant and () Nt measures the current value of some property relevant to the process; typically   Nt is the total population size. Radioactive decay can be described by this equation with high accuracy but in application to biological populations, the exponential model may be oversimplified. The model describes a population, which formally is immortal, and ignores an important fact that all real populations are polymorphic, and hence different parts of the population decrease at different rates.
Non-homogeneous models of population decline address this issue, since in these types of models, death rate of the entire population depends on the distribution of properties in the population, and so different subpopulations decay at different rates. The problem of interest in this work is the evolution of the distribution of properties and of the related statistical features, such as mean, variance, and entropy for given initial distribution. Important examples come from forest ecology (Karev, 2003) and epidemic models (Dodson, 2008) .
Here we consider non-exponential models of extinction of polymorphic populations, which show some new interesting phenomena compared to exponential models. Non-exponential power models of the form p dx kx dt  were suggested by E. Szathmary and M. Smith (1997) in order to model pre-biological evolution of replicators. Three cases are distinguished: the exponential with 1 p  ; the super-exponential, with 1 p  ; and the sub-exponential, with 1 p  . The models imply "differential survival of the fittest'', "survival of the common", and "survival of everybody'' respectively. Well established examples of non-exponential growth apply to global demography (p=2,von Forster 1960; Kapitza 1996 Kapitza , 2010 Karev 2005 ) and some molecular replicator systems (p=1/2, von Kiedrowski 1993; see also Johansen, Sornette, 2001) .
It is not always clear why non-exponential growth would be observed in reality. However, recently it was shown (Karev, Koonin 2013; Karev, 2014 ) that non-exponential power models of population growth can be understood within the frameworks of inhomogeneous population models.
An important property of sub-exponential models of extinction is that the lifetime of corresponding populations is finite. Here, we investigate two types of inhomogeneous power models of population extinction. In the first model we assume that the population is composed of independent clones, each of which decreases according to the sub-exponential equation; the problem of interest is the dynamics of total population size and distribution of densities of the clones. We show that the distribution dynamics follows the Principle of Minimum of the Tsallis information loss.
In the second model we assume that the total size of the inhomogeneous population decreases according to the sub-exponential equation; the problem of interest is the composition of the population and the dynamics of separate clones. We demonstrate within the frameworks of inhomogeneous population models the universal frequency-dependent representation of the power extinction models. We also show that the dynamics of clone distribution follows the Principle of Minimum of Shannon information loss. Finally, we propose that the population as a whole can possess "internal time", which tends to infinity as the "external", or chronological time tends to a finite time moment of population extinction. We conclude with a discussion of a possible interpretation of the properties of internal time, and how it can relate to time perception.
Population of sub-exponentially decreasing clones
In this section we consider the model of a population composed of individuals of distinct types; the extinction dynamics of i-th type of individuals is given by the equation:
We call a set of all individuals of a certain type a clone. Let us emphasize that the dynamics of each clone in this model does not depend on the total population or other clones.
The solution to equation (1.1) is given by
Here and henceforth the subscript "+" means a positive part of corresponding expression. Solution (1.2) can be conveniently written in the form 
Notice that for exponential and super-exponential models (1.1) with 1 p  , every clone has an indefinite life time. It is of course an unrealistic property, which is why we will focus primarily on sub-exponential extinction models. Using the notion of extinction time , we can now express the current density of i-th clone as
The total population size is given by the formula
The total population goes to extinction at the moment = .
Typical dynamics of the total population size is shown in Figure 2 
The frequency of i-th individual is given by
which can also be written as
The dynamics of clone frequencies are shown in Figure 3 . 
Dynamical principles of minimum of Tsallis information loss
We submit that the information measure for dynamical models and systems should be chosen in accordance with system dynamics. is the Tsallis distribution
Here Z is the normalization factor (the "q-partition function"):
The Lagrange multiplier  at a given constraint One can then calculate the minimum information loss as:
We can see that when     0 ,
exactly coincides with the distribution (1.7), which can be written in the form:
Notice that now the total population size can be written as    
Let us reformulate these results. We do not seek an unknown distribution that would minimize the relative Tsallis entropy subject to a particular set of constraints. Instead, we have the Considering the computed value t q u as a prescribed constraint, we can see that the distribution t P (2.7) provides minimum for the Tsallis information loss, 0 [ : ] pt I P P . It means that within the frameworks of the model (1.1), the Principle of minimum of the Tsallis information loss is not a hypothesis, but a mathematical assertion, which follows from system dynamics. In other words, the dynamics of extinction model (1.1) is governed by the Principle of minimum of Tsallis information loss.
The following theorem holds, where we assume for simplicity that   An important and perhaps unexpected conclusion can be made now. We considered a population composed of independent clones, each of which decreases according to the power equation with the same power but with its own specific death rate. The clones do not depend either on each other or on the population as a whole. Therefore, it is difficult to expect the dynamics of such a population to admit some kind of "macro" description that ignores the "micro" dynamics of each independent clone. Nevertheless, such "macro" description does exist. We have shown that given the initial distribution of clone frequencies in the population, the knowledge of only the p-mean of the death rates at any time moment implies complete knowledge of the population distribution at that moment due to the principle of minimum of Tsallis relative entropy (Tsallis information loss). The corresponding Tsallis distribution coincides with the distribution (1.7), which follows from the "micro" dynamics of every clone. Let us emphasize that we do not claim a priori the principle of minimum of Tsallis relative entropy; we proved that this principle was fulfilled for power model (1.1) due to the "micro" dynamics of the population.
Parametrically inhomogeneous models of population extinction
In order to study the second type of inhomogeneous power models we need some preliminary mathematical results. A general mathematical framework for investigation of inhomogeneous population models was developed in (Karev, 2010 a, b) . For clarity, the main results for a particular case of this type of a model, which is sufficient for our purposes, are given below.
Consider an inhomogeneous population composed of individuals with different death rates a ; we refer to the set of all individuals with the given value of parameter a as an a-clone.
Let ( , ) be the size of a-clone at the moment t. We assume that the growth rate of each clone depends on the total population size ( ). Dynamics of such a population can be described by the following model:
; the probability density function (pdf)   , P t a describes the distribution of the death rate throughout the population at t moment. It easily follows from (3.1), (3.2) that the population size ) (t N satisfies the equation
and the pdf ( , ) P t a solves the replicator equation of the form
(3.4)
Assume that parameter a has the initial distribution (0, ) Pa ; denote
to be the Laplace transform of the initial distribution.
In order to solve the problem (3.1), let us define formally the auxiliary variable () qt as the solution to the Cauchy problem
This equation cannot currently be solved because the population size ( ) is unknown. However, the population size and clone densities can be expressed with the help of the variable () qt .
Integrating the equation
The total population size () Nt is calculated according to Equation (3.2) and is determined by the formula
The equation for the auxiliary variable () qt can be written now in a closed form
With the solution to this equation, we can now completely solve the initial problem (3.1), (3.2).
The clone densities and population size are given by formulas (3.6), (3.7).
The current parameter distribution   , P t a is determined by the formula
The Laplace transform of the current distribution ( , ) P t a is given by the formula
The mean value of a over time is described by 
The power extinction models and inhomogeneous F-models
In this section we investigate the second type of inhomogeneous power models assuming that the total size of the inhomogeneous population decreases according to the sub-exponential
Let us now construct the inhomogeneous model (3.1)-(3.2) in such a way that its total population size solves equation
We will henceforth refer to model ( 
where 0 L is the Laplace transform of unknown initial distribution. Then (see Eq.3.11)
Hence, the equation
i.e., when
Solving this equation given the initial condition  
It is well known that the function  
Hence, the initial distribution of the parameter a should be the Gamma-distribution (4. 
The solution to this equation under initial condition  
The current pdf ( , ) is again the Gamma-distribution, as easily follows from formulas (3.10),
is the Laplace transform of the Gamma-distribution (4.3) with parameters 1
The current mean value of the Gamma-distribution with Laplace transform (4.5) is 
(4.7)
The population size for 1 p  is given by describes the dynamics of total size of an inhomogeneous frequency-dependent model where the auxiliary variable ( ) is given by
and by  
4) the total population size at the moment t is
The "internal time" for F-models of extinction
We have shown that any power model of extinction This means that a finite "real time" interval (0, ) T corresponds to infinite duration of "internal" time. Every clone ( , ) l t a , as well as the population as a whole, tend to extinction simultaneously at the moment T. This is in contrast with the model considered in previous sections, where every clone has its own life duration.
It is easy to show, that the value of T at a given (0) is minimal when   
Dynamical principles of minimum of Shannon information loss
The Principle of Minimum of Cross-Entropy (MinxEnt) (see Kullback 1968 , Beck 2009 is based on the hypothesis that subject to precisely stated prior data, the probability distribution that best represents the current state of knowledge is the distribution with the minimal crossentropy, known also as KL-divergence between the current distribution m and a reference distribution r. Recall the definition of KL-divergence (Kullback 1959) , which is a generalization of the Boltzmann-Gibbs entropy or the Shannon information:
The KL-divergence can be considered as a sort of "distance" (but not a metric) between two distributions, m and r. In our model the value of 
where Z is the normalization factor (the "partition function").
It is easy to see that distribution ( , ) q P P q a  (6.4), which is defined by the solution to inhomogeneous model (4.12), coincides up to notation with the Boltzmann distribution (6.6) that provides the minimal value of KL-divergence 0 : KL q I P P   .
As before, we submit that the information measure for dynamical models and systems should be chosen in accordance with the system dynamics. In the case of F-models of population decrease, the distribution of individual frequencies is the Boltzmann distribution at each time moment, and accordingly, the KL-divergence, which is a generalization of classical Shannon information, is the appropriate information measure for the model. This means that the dynamics of F-models is governed by the Principle of minimum of Shannon information loss.
Application of the model to time perception
We may surmise that the aforementioned formally defined internal time, in application to one of the largest biological systems, the human brain, can be interpreted as a type of an internal clock model. In this section we will first provide background on the currently accepted biological models of time perception, and will then provide a possible application of one of the proposed extinction models to understanding alterations in time perception in a dying brain.
Background information on time perception
As can be seen through a survey of literature, subjective sense of time can be affected temporarily or permanently due to changes in synchronization between an "internal clock" and external "subjective" time. Arguably the most influential internal clock model, based on scalar expectancy theory (SET), was proposed by Gibbon (1977; Gibbon et al. 1984 ). According to SET, temporal processing is regulated by a pacemaker, switch and accumulator. The switch, controlled by attention, regulates the number of pacemaker pulses (clock ticks) that are collected into the accumulator. Time estimates depend on a number of "pulses" that have been accumulated between the switches: the more pulses have accumulated, the longer the perceived time interval.
This model has since been modified and expanded, and the currently accepted most plausible model of time perception is the striatal beat frequency mode (SBF), which has been proposed by Matell and Meck (2000; 2004) . In the SBF, timing is based on the coincidental activation of medium spiny neurons by cortical neural oscillators in the basal ganglia in the midbrain. A broad array of studies have shown that injections of substances that act as dopamine antagonists, such as cocaine and metamphetamine, cause shorter tasks to be perceived as long, waking state, suggesting that the brain in fact might be highly active in the near-death state.
These observations, coupled with the current state of knowledge about changes time perception, allow formulation of the following hypothesis: During a near-death experience, lack of oxygenation and nutrient access eventually causes death of all brain cells, including the dopaminergic substances in the basal ganglia, causing an experience of internal time to become increasingly longer compared to external time. This could be a possible mechanism to account for the perception of time that allows "life to flash before one's eyes" in the moments preceding death.
Application of the proposed model to understanding time perception in a dying brain
The second model of population extinction proposed in this paper allows decoupling of internal and external time. The proposed interpretation of obtained results allows simulating internal time tending to infinity in finite time interval, recapitulating qualitatively the possible experience of time perception in a dying brain.
Recall that in this model we assume that the population (e.g., of neural cells) is composed of clones   , l t a , which here stands for a set of all individuals in the population having the death rate (Malthusian parameter) equal to a.
According to Theorem 2, the power equation  , then   qt  as tT    , where T is the time moment of population extinction. The internal time q(t) as a function of "real time" t is given by (4.13); the plot of internal time q(t) for 1 p  against real time is given in Figure 5 .
There are three parameters that determine the dynamics of the internal time () qt : k , (0) N and p . As one can see, larger values of k , which defines the death rate of the population as a whole, decrease extinction time T ; increasing the initial value of (0) N predictably delays extinction time T ; dependence of T on the value of p is non-monotonic. N can be interpreted as either the number of neural cells, or possibly the number of connections between cells. The latter interpretation might be preferable, since demise of connections between cells in a damaged or dying brain can lead to different parts of the brain living and dying as if separate from each other, which underlies the assertion that () qt can in fact be representing internal time. An average human brain is estimated to range between 85 and 120 billion neurons (Herculano-Houzel 2009), so we can estimate (0) N to be roughly 10 11 . The number of synapses (based on 1000 per neuron estimate) is about 10 14 , or 100 trillion.
Furthermore, from Equation (4.13), the expression ( 1) (0) p kN  can be seen as a scaling quantity for "external" time.
For the power p , we do not yet have a well-established biological interpretation but we can identify certain properties. Specifically, if 1 p  , the population defined in power Equation (4.1) lives forever, but for 1 p  it will go extinct in finite time, defined by T . Hence, the parameter p can be estimated based on the duration of the process of population extinction. Equation (5.6) and the Proposition 1 above give a simple estimation of p with respect to the initial population size (0) N .
The inhomogeneous F-model (4.10) noticeably does not depend on p ; the rate of extinction of cells, or synaptic connections between them, is proportional to their frequency.
However, the distribution of parameter a, which defines population clones, does depend on p .
Specifically, the expected value and the variance of parameter a , which define completely the initial Gamma-distribution, both depend on the value of p . Therefore theoretically, the mean value of the parameter a can be used for estimation of the power p, as given by   ( ) . The duration of death of the brain core in the state of clinical death is between 5 and 20 minutes (Safar 1988 , then during 5 min T  of "external", or chronological time, the "internal" time of the underlying F-model can become indefinitely large, and potentially infinite.
Discussion
In this paper we study two inhomogeneous models of population extinction. In the first model we assume that the population is composed of independent clones, each of which decreases according to the sub-exponential equation. In the second model we assume that the total size of the inhomogeneous population decreases according to the sub-exponential equation;
we reveal and study the underlying inhomogeneous frequency-dependent population model.
These conceptual models can be potentially applied for investigation of extinction processes in different ecological and biological systems. Furthermore, any individual and even any single organ, e.g., a human brain, can be viewed as a complex community of large populations of cells and connections between them that undergo extinction with the death of the individual and could thus potentially be described using these models.
We have shown that the dynamics of clone frequencies in both models follows the Principle of minimum of information loss, but the adequate information measures are different for these models. We submit that the information measure for dynamical models and systems should be chosen in accordance with the system dynamics. Then, the adequate information measure for the distribution of individual frequencies in the 1 st model is Tsallis relative qentropy, while the adequate information measure in the 2 nd model is the classical Boltzmann-Gibbs relative entropy (or Shannon information loss). The Tsallis entropy and distribution include the standard Shannon entropy and the Boltzmann-Gibbs distribution as a special case when q→1.
A novel and important mathematical result that comes from this investigation is the following. The Principle of minimum of relative entropy, MinxEnt, was successfully applied to various statistical, physical and biological problems as a method for inference of unknown distribution, subject to some given constraints (see Kapur, Kesavan 1992) . For example, Jaynes (1957) and followers have shown that essentially all known statistical mechanics can be derived from this principle. What is important that in those models this principle formally is a hypothesis, and it is not clear why one can expect it to work as a description of nature. This problem has been intensively discussed in the literature over the last 50 years.
In this paper we show that for considered models of population extinction, the MinxEnt in the form of the Principle of minimum of information loss is neither an inference algorithm nor an external principle but a mathematical assertion that can be derived from the system dynamics instead of being postulated. With the solution to the extinction models, we can compute the current mean values of the death rates at any instant. Then, treating these mean values as constraints, we can show that the Tsallis and Boltzmann distributions that minimize the Tsallis or Shannon information loss correspondingly coincide with the solutions to the extinction models, which were obtained independently of the MinxEnt algorithm. Hence, the principle of the minimum of information loss can be considered as the variation principle that governs the dynamics of population extinction.
Let us remind that the "information loss" here means the divergence in distributions of death rates between population at the initial time point and population at the current time moments. One can even further speculate that loss of neural synapses and neural cells during brain death, in the event that it occurs in accordance with the proposed model, would result in similar minimization of loss of qualitative information, such as knowledge and memories. This hypothesis would of course require further investigation.
A fundamental property of the Tsallis entropy is that it is non-additive for independent subsystems. Thus, in the 1 st model, for the system of sub-exponentially decreasing clones the information about two exhaustive independent subsystems is insufficient to obtain the information about system as a whole. This "non-reductionist" character of the system might reflect the fact that different clones that make up the population go to extinction at different time moments. In contrast, in the 2 nd model, all clones and the population as a whole go to extinction simultaneously, at the same moment of real "chronological", or "external" time. Additionally, there exists an "internal time" in the population as a whole, such that with respect to this internal time the system is described by the standard Malthusian model of extinction. . We hypothesize that when a brain is dying, such as after a cardiac arrest, the eventual cessation of activity of all neural cells, including dopamine system in the basal ganglia, can cause a perception of time to increase dramatically compared to "external" chronological time.
The proposed mathematical model allows replicating this effect through decoupling "internal" and "external" time using a parametrically heterogeneous sub-exponential power equation, where cells, or possibly synapses () Nt , in the population die at different rates. We divided the population of neural cells into clones, and death rate of each clone is proportional to its frequency in the population.
We derived an equation for () qt , a variable that can be interpreted as describing "internal time", because each clone, or subpopulation, with respect to this time scale evolves as if it does not depend on other clones or on the population as a whole. Within a context of a dying brain, this would describe a situation when loss of connections between cells in the dying brain would indeed lead to subpopulations of cells dying independently of each other, which is logically consistent. Furthermore, from this equation we were able to also specify time of death T , where population of cells goes to extinction , i.e., when   0.
NT  Conversely, knowing the specific time of death T , we can estimate other model parameters.
One can also apply this model to explore hypotheses about what may be happening with time perception in the moments preceding death. Given that the malfunction of the dopamine system in the basal ganglia is responsible for alterations in time perception (Mattell and Meck 2000; 2004) , then within the frameworks of this model, death of cells, or synapses () Nt will result in internal time () qt  in a finite period of time, denoted by T . The details of what happens with time perception prior to brain death are not yet understood, including whether internal time indeed increases in the moments preceding death, allowing one to experience more than would normally be possible (Bierce 2008) .
It is of course not known exactly what mechanisms could be governing perception of time in the human brain. Here we proposed a possible mathematical formalization, which allows making logically consistent predictions. We have identified a small number of key parameters that could be involved in the decoupling of "internal" and "external" time in the human brain, and proposed an explanation for mechanisms underlying time perception. We hope that this 35 conceptual model can lay a foundation for further mathematical and theoretical exploration of this complex topic, which eventually might yield results to deepen the understanding of diseases, such as Parkinson's, schizophrenia and ADHD, where accurate time perception is compromised.
Conclusions
Here we have investigated the properties of power models of population extinction. It is our hope that these results may find application in a variety of fields, including ecology, paleontology, species extinction, as well as possibly bring insights into the dynamics that govern such complex systems as cancer or even the human brain.
