Inductive thermography is a non-destructive technique for detecting surface cracks in electrically conductive materials. The induced eddy currents and the heat diffusion are disturbed by surface cracks, which makes the defects visible in infrared images. In non-magnetic materials, with high electrical and thermal conductivity, a short heating pulse is necessary, otherwise the thermal signal diminishes too quickly. However, with a short heating pulse only a little amount of heat is induced into the material, so the noise may be too high compared to the signal, causing a too low signal-to-noise (SNR) ratio for reliable defect detection. Applying a sequence of short pulses offers a solution. The evaluation of this multi-pulse excitation is in principle identical to the well-known lock-in technique, which is usually applied for sinusoid modulated heating. The main goal of the paper is to investigate how the temperature and phase noise can be reduced by several factors. The influence of the number of pulses, the heating power, the pulse duration, and the crack depth on the SNR is investigated. Theoretical considerations and experimental results are presented and compared to the derived equations. Aluminum and non-magnetic steel samples with artificial cracks were inspected and compared to the theoretical results.
Introduction
In the last years inductive thermography has been well recognized as an excellent nondestructive technique for detecting surface cracks [1] [2] [3] [4] [5] [6] . The work piece to be tested is heated by a short induced eddy current pulse and the surface temperature is recorded by an infrared camera. The heating is generated directly and in a contact-free way in the sample to be tested, hence the heating itself does not depend on the surface emissivity. In contrast, in the case of optical heating, as e.g. it is the case by heating with a flash lamp or by laser, the radiation has to be absorbed by the surface to generate heat in the sample. Therefore, this process is affected by the absorption and emissivity coefficient of the surface.
In the case of inductive thermography both the eddy current distribution and the heat diffusion are disturbed by surface cracks, therefore even shallow cracks can be reliably detected by evaluating the infrared images. For a detailed description of the technique and its limitations refer to [4] . Evaluating the whole infrared image sequence, instead of only one single infrared image at the end of the heating pulse increases the detectability significantly and strongly reduces negative effects, as e.g. inhomogeneous heating or inhomogeneous emissivity [7] .
The heated volume below the surface is determined by the penetration depth (δ) of the eddy currents, which further depends on the excitation frequency (f exc ) on material properties as electrical conductivity (σ) and on the relative magnetic permeability of the material (μ r ):
where μ 0 denotes the permeability of vacuum with the value of 4π10 −7 Vs/Am.
Ferro-magnetic materials can be very effectively heated by induced eddy currents due to their high magnetic permeability value. In the case of non-magnetic materials and especially for ones with high electrical and thermal conductivity, as e.g. aluminium, the situation is much more difficult. Due to the high thermal conductivity the thermal diffusion process is very quick and the temperature difference, caused by a defect, is quickly equalized. Therefore, a short heating pulse is necessary to be able to observe the thermal signal of a defect. For a more detailed description of this process refer to [4] . On the other hand, with a short heating pulse it is not possible to induce much heat in the material, as its electrical conductivity is high and its ohmic resistance low. Therefore, the signal-to-noise ratio becomes too low for reliable defect detection. A possibility to overcome this problem is to apply a sequence of short pulses and evaluate them together, as it is also done in lock-in thermography.
Lock-in thermography [8, 9] is an often used technique combined with modulated optical heating [9] [10] [11] [12] to localize subsurface defects. The technique can also be applied for induction heating by modulating the high-frequency induction current with a lower frequency in order to detect either subsurface defects or surface cracks [12] [13] [14] [15] [16] .
Applying more pulses requires a longer inspection time, which is disadvantageous in many industrial applications. But lock-in thermography has an advantage, if the temperature signal generated by one pulse is too low compared to the noise. As evaluating more pulses significantly reduces the noise, defects with lower thermal signals may become also detectable. The main goal of this paper is to investigate, in which cases lock-in thermography shows significant advantages and how many pulses are necessary for a sufficient noise reduction. Furthermore, it is studied how the heating power affects the temperature and phase noise and the signal-to-noise ratio (SNR). It is also investigated, how the noise, the signal contrast and the SNR change with the number of evaluated pulses. Further it is examined which influence the pulse duration and the crack depth have on these features. Measurement results are presented for aluminium and for stainless steel samples with artificial cracks, which are also compared to simulation results.
The paper is structured in the following way: first it is theoretically investigated how the temperature and phase noise is reduced by evaluating periodic noisy signals, and which factors influence the noise reduction. In the next sections experimental results are shown for defect-free aluminium and stainless steel surfaces, and the measured noise reduction at the sound surface is compared to the derived equations. In the next section measurements applying multiple pulses for artificial cracks with defined crack depths are presented, and the influence of different factors on the signal contrast and on the SNRs are investigated. At the end conclusions are drawn, how many pulses are approximately necessary for given cases to achieve a sufficient SNR for reliable crack detection.
Lock-in technique for simulated signals

Harmonic signal
Lock-in technique is generally known for measuring periodic electrical signals with noise, as it has been used in lock-in amplifiers. When taking into consideration only the signal with the same frequency as the excitation frequency, then the measured noise is strongly reduced. Considering a harmonic signal with a peak-to-peak value ΔT:
where ω denotes its frequency and Φ its phase. U DC is the direct current (DC) component of the harmonic signal, which is time-independent. The Fourier transform of the signal results in a complex number
where N pulse denotes the number of periods considered for the transformation. For discrete functions the integration is substituted by the sum
where n denotes the number of samples recorded during one period. This sum is usually determined using the FFT algorithm, in order to speed up the calculation time. F n,Npulse returns the amplitude and the phase of the harmonic signal
In the next step we added random noise to the harmonic signal and U ω,noise (t) denotes a noisy signal. The additional noise has a normal distribution with zero mean value and a standard deviation of σ T . The noise of the amplitude after the lock-in evaluation is reduced according to the number of periods (N pulse ) and the number of samples recorded during one period (n) [8] :
This equation is valid, if the noise is 'white', which means that in the whole frequency spectrum the noise has the same power. Due to the energy conservation the total power of a signal in the time domain is equal to its total power in the frequency domain.
Therefore, white noise at each frequency, as also at the specific frequency of the excitation, has the component corresponding to Equation (6) . For estimating the phase noise, the Fourier components of the noisy signal U ω,noise (t) should be examined in the complex plane. Figure 1 shows the complex plane: the '*' marks represent Fourier transforms of noisy signals, which have a normal distribution around the true value F, the Fourier transform of the signal U ω (t) without noise. This latter one is marked by a green '+'.
It is important to note that σ ΔT in Equation (6) represents the standard deviation of the amplitude. In the complex plane the distribution perpendicular to the true F value has the standard deviation σ ΔT;? , which is equal to σ ΔT [8] . In Figure 1 also a circle around the true value with radius r ¼ σ ΔT is plotted representing the standard deviation of the noisy signals.
The noise of the phase is calculated by its standard deviation:
where N denotes the number of phase values used for the calculation and ϕ is the mean value of the phases.
The standard deviation of the phase can be estimated by [17] σ Φ % arctan σ ΔT;? F n;N pulse For small angles arctanðαÞ % α, therefore
Square wave signal
If the periodic signal is not harmonic, but a square wave signal with a peak-to-peak value ΔT, then only its base frequency spectral component needs to be considered [8] .
The base frequency of the square wave function has the peak-to-peak value 4ΔT=π [18] , therefore this value has to be inserted into Equation (9) instead of ΔT, resulting in
For a detailed description on handling square wave signals in lock-in technique refer to Chapt.2.4 of Ref [8] .
Pulse heating of a semi-infinite body
In the previous sections periodic signals were investigated, which can be split into a time-dependent and into a constant time-independent part, where the mean value of the time-dependent part is equal to zero. In thermographic inspection this would only apply, if in the first half of the period the sample would be heated and in the second half it would be cooled by the same amount, as it has been proposed by Angström in 1863 in his experiment for producing thermal waves [19] . But for thermographic inspection this would be a too laborious procedure, therefore in practice usually only the heating is modulated. This means, that under adiabatic conditions the temperature of the sample is continuously increasing, the recorded signal is only quasi-periodic, and its mean value is not zero. Applying a surface heating with power density Q to a semi-infinite body for pulse duration of t p , the temperature increase at the surface can be written as [20] T sib ðtÞ ¼
where κ denotes the thermal diffusivity and λ the thermal conductivity of the material. Figure 2 shows such a temperature versus time function, which has been calculated with typical ferro-magnetic material parameters (see Table1) , applying Q = 2*10 5 Wm −2 . If the maximal temperature increase, i.e. the temperature increase at the end of the heating pulse, is denoted by ΔT and the observation time is τ ¼ t p þ t cooldown ¼ 2t p , then the Fourier transform of T sib (t) for the frequency ω ¼ 2π=τ ¼ 2π=2t p can be calculated analytically:
In Figure 2 the T sib (t) function is displayed together with its base frequency component. Since the amplitude of the base frequency is 0.257ΔT, the peak-to-peak value is 2 × 0.257ΔT. The phase noise of this signal can be estimated by inserting this value into Equation (9) instead of ΔT, resulting in
which is approximately twice the phase noise of a harmonic signal with the same ΔT peak-to-peak value.
Multi-pulse heating of a semi-infinite body
The temperature at the surface after the t p cool-down time is still higher than the temperature before the heating (see also in Figure 2 ): Figure 2 . Surface temperature increase of a semi-infinite body by square-shape pulse heating and its base frequency component. 
Applying not only one, but consecutive rectangular heating pulses, i.e. a square wave modulated excitation, the mean temperature increases steadily at the surface, shown in Figure 3 (a) with blue colour line. Subtracting the temperature at the beginning of the pulses from each pulse, (see also in Figure 3 (a) plotted with red colour) it can be seen that the temperature increase during the consecutive pulses become slightly less. Also, the difference between the end temperature and the starting temperature for the consecutive pulses decreases: this reduction plotted as a dashed line in Figure 3 (a). Figure 3 (b) shows the Fourier transformed values calculated for the consecutive shifted pulses in the complex plane. Taking into account more and more pulses, the Fourier component shifts and its phase changes from Φ(N pulse = 1) = −2.754 rad (as it is expected from Equation (12)) to Φ(N pulse = 20) = −2.47 rad. This shifting occurs, because the signal is only quasi periodic due to the steadily increasing mean temperature.
In Figure 3 (b) it can be also observed, that abs (F sib (N pulse = 20)) > abs(F sib (N pulse = 1)). This seems to be a contradiction, as the peak-to-peak value of the temperature increase with the consecutive pulses decreases, as it is shown by the red line in Figure 3 (a). ΔT(N pulse = 1) = 3°C of the first pulse decreases to ΔT(N pulse = 20) = 2.4°C for the 20th pulse. On the other hand, the consecutive pulses tend towards a triangular shape, and have a base frequency amplitude that is larger than the value calculated by Equation (12):
And for a triangle shaped periodic function with the peak-to-peak value ΔT(N pulse = 20) = 2.4°C the base frequency has the amplitude of [18] b) a) In this way the slightly decreasing temperature pulses with a tendency to a triangular shape provide an increasing absolute value by the Fourier transform.
It is important to note that other authors suggest applying a drifting compensation [21] [22] [23] or to evaluate only later pulses, when the drifting phenomenon becomes negligible and the surface temperature can be assumed as pseudo periodic. We have chosen the method of subtracting only the starting temperature for each pulse, even if this procedure does not really compensate the temperature drifting. But on the other hand, it is a very simple and quick technique, and according to our experiences it provides a satisfactory result.
Harmonic modulated heating
In lock-in thermographic testing it is common to apply harmonic modulated heating instead of multiple pulses. It is to note, that even if the modulation itself is a periodic function, the temperature at the surface is not periodic any more, as the DC part of the temperature is not time-independent, but continuously increasing. Figure 4 compares the temperature at the surface for the harmonic modulated and the square wave modulated cases. In the harmonic modulated case the amplitude of the signal is about 65% of the signal, which is obtained by pulse heating with the same average heat amount.
In our experiments we have decided to use square-shaped heating pulses instead of harmonic modulation. On the one hand, the pulse heating generates a higher temperature signal, and on the other hand, the goal of the experiments was to compare the signal and noise behaviour regarding one and more pulses, and to investigate the signal-to-noise ratio evaluating increasing number of pulses. Whether harmonic modulated heating or square-shaped Figure 4 . Comparing harmonic modulated heating with multiple square-shaped heating pulses; green line: temperature increase at the surface due to square-shaped heating; blue line: temperature increase due to harmonic modulated heating; red line: harmonic modulated heating subtracting the temperature at the beginning of the pulse from each pulse.
pulse heating is used, is only a decision from a practical point of view. Theoretically both cases give the same results.
Noise comparison for different signals
In the previous sections four signals have been investigated: a harmonic signal (Section 2.1) and the square wave signal (Section 2.2) are periodic signals with a time-independent DC part. If a periodic signal is used for modulating the heating, then the temperature at the surface is only quasi-periodic, as its DC part under adiabatic conditions is continuously increasing (Sections 2.4 and 2.5).
White noise with a normal distribution is added to these four signals and it is investigated how the temperature and phase noise decreases with the number of evaluated pulses, see Figure 5 . The following data has been used for the calculations:
• Standard deviation of the additional white noise is σ T = 0.02 K;
• Base frequency of the signals is 1/0.2 s = 5 Hz;
• Number of images during one period n = 60, corresponding 300 Hz sampling frequency; • The peak-to-peak value of the signals is 3 K, for the non-periodic signals (harmonic and square wave modulated heating) this value is only valid for the first period.
In Figure 5 the data calculated for the noisy signals are compared with the results of the equations, as it is referenced in the insert of the figure. The derived equations fit well to the results with the simulated noise values. The phase is calculated by FFT for the base frequency, therefore the phase noise is reciprocally proportional to the amplitude of the base signal, see Equation (9) . Even if ΔT, the peak-to-peak value during the first period, is identical for all the four cases, the base frequency amplitudes of the four signals are different, as this is affected by the signal shape. Therefore, the phase noise also depends on the signal shape. 
Phase around a vertical surface crack
The goal of thermographic inspection is to localize surface cracks. Therefore, in the next step it is investigated, how the phase value calculated by Equation (5) changes, if there is a vertical surface crack with d depth in the sound surface. It has been shown earlier [4] that if the eddy current penetration depth is negligible small compared to the crack depth, an additional selective heating occurs around the crack, which can be well localized in the phase image [4] . Figure 6 (a) compares the phase distribution around the crack calculated for one heating pulse and for 20 square-shaped heating pulses with 100 ms heating duration. For these calculations a crack with 1 mm depth at position '0ʹ and perpendicular to the sample surface is assumed, and typical material parameters of ferro-magnetic steel (shown in Table 1 ) have been considered. This phase distribution was calculated by an analytical model, assuming a surface heat flux heating. For a detailed description of this model refer to [4] . It can be seen from this figure that the phase difference between the crack position and the sound surface far away from the crack decreases, when more pulses are evaluated. This can be also seen in Figure 6 (b) where the Fourier transformed values in the complex plane are shown.
These results have been calculated with the assumption of surface heat flux. In inductive heating the heat is generated directly in the material with a depth which corresponds to the eddy current penetration depth, see Equation (1). For ferro-magnetic material with high magnetic permeability, the eddy current penetration depth is negligible small, and the surface heat flux assumption gives a very good estimation [4] . For other materials further simulations and experiments have been carried out [4] , which are investigated in the next sections. Table 1 . In both samples five artificial cracks were cut with a length of 80 mm using electro discharge machining (EDM) technique, up to a depth of 0.5, 0.75, 1, 1.5 and 2 mm; thus the distance between the cracks is 10 mm. The artificial cracks have a width of about 0.3 mm. For most of the experiments the samples have been covered with black paint to obtain a higher emissivity.
Test samples and experimental setup
A 10 kW induction generator with an excitation frequency of 190 kHz was used. The generator's output current can be controlled in percentage from 10% up to 100%. The induced heat amount in the sample is approximately proportional to the square of this output signal. The generator was switched on for a given heating pulse duration (t p ), and after a cool-down period of the same t p duration the next heating pulse is applied. This sequence is repeated for a number of pulses (N pulse ). The surface temperature was recorded with an infrared camera containing a cooled InSb detector, which is sensitive in a wavelength range of 1.5-5 µm. The detector has 320 × 256 pixels, and in the full frame mode 380 images per second can be recorded. For the measurements 1.5 ms integration time was used. For the NETD of the camera 20 mK is specified by its provider, and this value corresponds well with our measurements. The resolution of the recorded infrared images was 3.1 pixel/mm. The used induction coil is a Helmholtz coil, providing an approximately constant magnetic field in the mid region. A photo of the experimental setup with the sample can be found in Ref [15] . The induction generator and the infrared camera are controlled by a PLC (programmable logic controller) to guarantee a reproducible and synchronized procedure.
Temperature noise at the sound surface
Experiments with different power were carried out, applying 10% through 100% of the 10 kW generator. The goal was to investigate how the noise and signal behaviour is affected by the temperature increase, which is generated during one single heating period at the sound surface (ΔT sound ). For these investigations the back side of the samples without the artificial cracks were used, and a region of 31 × 31 pixels (appr. 10 × 10 mm 2 ) was selected in the mid part of the samples.
As aluminium has a high electrical conductivity, with one heating pulse of 100 ms duration only a temperature increase in the range of ΔT sound = 0.002-0.15°C occurs at the sound surface of the sample. The stainless steel has a lower electrical conductivity and ΔT sound = 0.01-0.76°C can be achieved varying the power between 10% and 100%.
The mean temperature of the sample increases steadily by applying more pulses consecutively, similarly to the calculation results in Section 2. Figure 7(a) shows the average temperature of 5 × 5 pixels at the sound surface of the aluminium sample for the first five heating pulses. For each pulse the starting temperature of the respective pulse is subtracted, see Figure 7 (b). In both figures the control signal for the generator is included as well, showing how the pulse heating is switched on and off.
It is to note that usually in lock-in experiments a sinusoid modulation of the heating is used. We have decided for the repeating of square shape pulses, as the results are better comparable with the single pulse measurements.
In a pulse heating measurement usually two kinds of signals are evaluated: either the phase value, calculated from a sequence of images, or the temperature image with the highest contrast at the end of the heating pulse. The noise of one temperature image for a given time is calculated by its standard deviation:
and n points denotes the number of pixels at the sound surface taken into consideration for the calculation. Even if this noise is the spatial noise of one temperature image, it is equal to the noise σ T , as it has been handled in the previous sections. "If all pixels of the detector array, in general, have the same noise properties, it does not matter whether it is calculated from successive measurements of one pixel or from evaluating n pixels of one image nominally showing a homogeneous constant temperature." [at p.29 of Ref.8] σ T , on the other hand, equals to the NETD of the camera [8] , which is approximately 20 mK for our camera. For the evaluation the temperature images at the end of the heating pulses are taken, the starting temperature of the corresponding pulses is subtracted, and their average value is calculated. In this way N pulse single images are averaged, where each of them separately has a noise of σ T . According to the law of statistics [18] due to the averaging by N pulse images the noise of the resulting image is reduced to Figure 8 shows this temperature noise measured with different heating power at the defect-free aluminium as well as at the stainless steel sample. One can see that all the measured lines have the value σ T,Npulse~0 .02°C at N pulse = 1, independent of the sample material and the heating power, and in a double logarithmic scale all of them agree well to one fitted straight line. This fitted line has a slope of −1/2, and σ T,Npulse~0 .02°C at b) a) Figure 7 . (a) average temperature of 25 pixels at the sound surface of aluminium during five heating pulses, after applying 100% power; (b) temperature increase obtained by subtracting the starting temperature for each pulse.
N pulse = 1, corresponding to the NETD of the camera. It is to note that σ T,Npulse is the noise of the average temperature images at the end of the heating pulses. This noise differs from the temperature amplitude noise, which is obtained by calculating FFT for more pulses, as it has been previously shown
σ ΔT , the temperature amplitude noise depends on n, as it is calculated from all the recorded images during one period. In contrast, σ T,Npulse is calculated only for the end temperature and therefore does not depend on n, only on N pulse .
Phase noise at sound surface
Measurement results
The phase noise depends on the heating power and on the temperature increase during one pulse, as it has been derived in Section 2. For the lowest applied power the temperature increase at the sound surface of the aluminium is only about 0.002°C, which is one order of magnitude less than the NETD of the camera with 0.02°C. Therefore, the calculated phase is too noisy, as it is mainly calculated for almost random numbers. Applying more power, the sound temperature also becomes higher; hence the phase noise becomes less. If the phase is calculated not only for one pulse, but for N pulse pulses, then it decreases with 1= ffiffiffiffiffiffiffiffiffiffi ffi N pulse p , see Figure 9 (a). The camera frequency for these measurements was set to 300 Hz.
The phase is calculated from all the n images recorded during one heating pulse and cool-down time. Figure 9(b) shows results where the camera frequency has been set to 100, 200, 300 Hz, resulting for t pulse +t cooldown = 200 ms in n = 20, 40 and 60, respectively. These results demonstrate that the phase noise decreases with the number of images recorded during one period: σ Φ ,1= ffiffiffi n p , which corresponds very well with the derived equations in Section 2. Figure 10 shows that the phase noise is reciprocally proportional to ΔT sound , and this relationship does not depend on the material; it is the same for aluminium and for stainless steel, which is in good agreement with the derivations in Section 2.
Based on Equations (13) and (18) the ratio of the phase and temperature noise is expected to be
ΔT sound (20) or reformulated b) a) Figure 9 . Phase noise depending on the number of pulses and on the heating power (a) and on the sampling frequency (b) measured for aluminium defect-free sample. Figure 10 . Phase noise for aluminium and stainless steel after 1 and 10 pulses depending on ΔT sound . Dashed straight lines were drawn for both cases (N pulse = 1 and N pulse = 10), approximating the relationship between the phase noise and ΔT sound independently of the material.
In Figure 11 , additionally to the temperature noise values of Figure 8 , also normalized phase noise values (as calculated in Equation (21)) have been plotted. But according to the measurement results a lower factor, only appr. 2.5 instead of 3.89, gives a better correspondence, see Figure 11 .
Spectrum of the camera noise
One of the reasons for the difference between the derived and measured noise is, that the camera noise is not white noise, as it has been assumed in the derivation in Section 2. Figure 12 shows the spectrum of the temperature noise of the camera taken over 120 pixels of a sound aluminium surface for 60 images. The camera has two kinds of operation modes: integratewhile-read (IWR), in which a maximum of 383 images/s can be recorded in full-frame mode; and integrate-then-read (ITR), where 240 images/s is the maximum recording frequency. For this comparison in both modes f cam = 200 images/s has been chosen. Figure 12 shows that the noise in IWR mode has a high amplitude at 100 Hz. Based on the Nyquist theorem, if the sampling frequency is f cam , then the maximum frequency, which can be resolved with Fourier transformation is only half of it, f cam /2. It seems, that our infrared camera in IWR mode has significantly higher noise at this f cam /2 frequency, than at other frequencies. Additionally, in both modes a high noise component at about 28 Hz can be recognised. This experiment has been repeated using different recording frequencies and integration times of 1.5 and 2 ms, but the result was always the same: both modes show a strong component appr. at 25-30 Hz, which may be caused by the influence of the 50 Hz supply frequency. Due to the Nyquist theorem the spectrum is symmetrical with respect to f cam /2; therefore, the same peak can be recognised as well around f cam -25 Hz, which is 175 Hz in the case of f cam = 200 Hz.
It is to note, that we have observed this noise behaviour with our infrared camera, but it is possible that other infrared cameras with different read-out-circuits have different noise spectrum.
As the camera noise is not white, it has a lower component at 5 Hz than the average noise value. Therefore, in the measurements at 5 Hz we could observe a lower noise than it was expected based on the derivations.
Measurements for aluminium sample without black painting
Aluminium has a very low emissivity value, therefore in the previous measurements black paint has been applied to the sample's surface. Inductive heating, in contrast to optical heating, generates heat directly in the material and the heating itself is not affected by the emissivity. But the emitted radiation is determined by this surface property and hence a black paint may be very useful. Additional measurements have been carried out for the aluminium sample without the black paint. The generated temperature increase due to the induction heating with and without paint is the same: with 100% heating ΔT sound = 150 mK. But without the black paint ΔT sound seems to be only 8 mK, corresponding to the shiny surface's emissivity value of 8/150 = 0.053. ΔT sound = 8 mK was determined as the mean value of the sound surface temperature over the 31 × 31 pixels region. The measured temperature noise of the sample is identical to the curves shown in Figure 8 . In order to achieve the same phase noise at the sample without black paint as at the sample with paint N pulse = (150 mK/8 mK) 2 = 350 would be necessary.
Signal of a crack
The temperature contrast C T is the additional temperature increase at the crack position compared to the sound surface
The relative contrast C T,R is its ratio to the temperature increase at the sound surface during the heating pulse:
The phase contrast is defined as
It has been shown in a previous publication [4] , the temperature and the phase distributions around a vertical crack are determined by two ratios:
• The ratio of the eddy current penetration depth δ to the crack depth d;
• The ratio of the thermal diffusion length to the crack depth, where the thermal diffusion length d th ¼ 2 ffiffiffiffi κt p describes the distance how far the heat flows in a given time t.
If the crack is not vertical and its direction is not perpendicular to the surface, then its inclination angle also affects the distributions [4] .
If δ< d, then the temperature and the phase value at the crack position is higher than at the sound surface [4] . This is the case e.g. for ferro-magnetic steel, but also for aluminium, if the excitation frequency is 190 kHz, see in Table 1 . If the penetration depth is comparably large or larger than the crack depth, then the temperature and the phase is less around the crack than at the sound surface [4] , which results in a negative contrast. In these experiments the samples with artificial cracks, as described in Section 3, were investigated. In similar ways as in the previous sections for the sound surface measurements, the heating power was changed between 10% and 100%. Figure 13 shows results for a crack with 1 mm depth. For stainless steel the contrast is negative, as the temperature at the crack position is less than at the sound surface. For aluminium the temperature contrast is positive, as the b) a) Figure 13 . (a) temperature contrast for a 1 mm deep crack in aluminium and in stainless steel, obtained after 20 pulses; fitted straight lines (dashed lines) can be used to determine the relative contrast C T,R ; (b) phase contrast for the 1 mm deep crack in both materials. In both figures the confidentiality intervals due to the noise are also plotted.
temperature is higher at the crack position than at the sound surface. Figure 13(a,b) show both contrasts in dependency on ΔT sound . As the heating process is linear, the more heat is applied to the sample, the larger the temperature increase is at the sound surface and at the crack position; and the temperature contrast increases linearly with ΔT sound . The slope of the linear dependency is the relative contrast C T,R and it can be determined by a fitted straight line, shown as a dashed line in Figure 13(a) . In aluminium, due to its large electrical conductivity, less Joule heating is generated. Furthermore, because of its high thermal conductivity the generated additional heat around the crack is quickly equalized to its vicinity. The electrical and thermal conductivity of the stainless steel is less, hence the thermal contrast's absolute value is higher, but its value is negative. The temperature noise level is mainly independent of the heating power for both materials; it is also plotted in Figure 13(a) as confidentiality intervals.
The phase itself, calculated by Equation (5), does not depend on the heating power, but the phase noise is influenced by the temperature increase. In Figure 13 (b) the phase contrast is depicted for one pulse, compared to the phase contrast calculated for 20 pulses. Also the confidentiality intervals with the corresponding phase noise values are shown. For low power and for one pulse the noise is very high, and due to the noise, a high phase contrast is shown wrongly. With increasing heating power the phase contrast, even for one single pulse, tends towards the lower correct value, which is also obtained for 20 pulses. If the temperature increase at the sound aluminium surface is appr. 0.07°C, then the phase contrast for one pulse has already the same value as after 20 pulses. The noise for one pulse is still high, but by calculating for 20 pulses it becomes significantly lower. If the phase noise is low, either due to the higher heating power or due to applying more pulses, then the phase signal becomes a constant value, independently of the heating power. In aluminium the phase contrast has a positive value; in stainless steel it is negative.
Signal to noise ratio
Based on the previous equations the temperature and phase signal-to-noise ratio can be calculated as
Both SNR values are increasing with ΔT sound as it is shown in Figure 14(a,b) . For detectability of a crack the SNR should have at least a value of 4, this limit is also plotted in Figure 14(a,b) . It is investigated, how large the temperature increase ΔT sound during one heating pulse needs to be, to achieve this SNR value. Another question is, if using a given experimental setup, and only a certain temperature increase can be generated in the sample, how many pulses have to be taken into consideration for an SNR >4.
For aluminium with the setup used in our experiments, only with the highest power (ΔT sound = 0.15°C) and at least after 20 pulses SNR T = 4 could be achieved, see Figure 14 (a). The situation is much better if the phase SNR is considered. Even with one pulse SNR Φ = 4 is achieved with the same power, see Figure 14 The ratio of the two SNR values (see Equations (25) and (26))is given by
C T,R is about two times, and C Φ about four times higher for stainless steel than for aluminium. Therefore, the ratio of the SNRs is also about two times higher for steel. The ratio of the SNRs is about 2 for aluminium and 4 for stainless steel, if n = 60. Figure 15 shows the temperature and phase image after 20 pulses received with P = 100% for aluminium (Figure 15(a,c) ) and P = 50% for stainless steel ( Figure.15(b,d) ). For the measurements the experimental setup as described in Section 3 was used and the images were calculated in the way described in Sections 4 and 5. In both materials ΔT sound is similar and has the value 0.15-0.18°C. The crack depths are 2, 1.5, 1, 0.75 and 0.5 mm from top to bottom, respectively. In the middle of the images the red or yellow line marks the position, where the profiles over the crack with d = 1 mm were evaluated in the previously presented results. The rectangles in the mid area of the images show the regions, which were used for the calculation of the sound noise of the SNR values. In the temperature image as well as in the phase image of aluminium the cracks appear with higher values than the sound area. In stainless steel the cracks are visible due to lower values.
In the temperature image the cracks are much less visible than in the phase image, as the SNR is lower. But also another problem can be well noticed: the heating of the samples is not homogeneous; both sides close to the coil windings have a higher b) a) temperature, causing a very inhomogeneous temperature image. On the other hand, in the phase image this effect is well suppressed and the image delivers an almost constant signal along the whole sample.
Different crack depths
The signal of a crack depends on its depth, as the eddy current and the heat diffusion are stronger deviated by a deeper crack [4] . Figure 16 compares the phase contrasts for the different cracks in the previous phase images of Figure 15(c,d) . As it is shown in Figure 16 , the deeper the crack, the larger is its contrast. The shallowest crack with 0.5 mm has a very weak signal in aluminium and could not be detected. This is caused partially by the geometrical form of the artificial crack with a width of 0.3 mm, as its shape is similar to a shallow mould, strongly differing from a real crack with a couple of µm opening.
In Figure 17 the phase SNRs are depicted for the same measurements and for the same cracks depending on the number of pulses. It is to see, that a deeper crack causes a larger signal, and its SNR reaches with a smaller number of pulses the SNR limit, which is sufficient for reliable detection. In Figure 17 also fitted straight lines are shown. For aluminium the slope is flatter for the shallower cracks due to the low phase contrast. For stainless steel all the SNR functions have more or less the same slope, as the signal is higher and less noisy even for N pulse = 1.
Influence of pulse duration
In the previous sections it has been shown that higher heating power increases the SNR. The question arises, whether this higher heating could also be achieved with longer heating pulse duration. But if the heating is longer, then the temperature difference due to the heat diffusion during the heating pulse equalizes, which reduces the measurable signal. This process is even more significant for materials with high thermal conductivity, as e.g. aluminium.
b) a) Figure 16 . Phase contrast of the artificial cracks in aluminium (a) and stainless steel (b) obtained after 20 pulses. The profiles were determined from the phase images shown in Figure 15(c,d) . Experiments have been carried out with different pulse lengths in the range of 50-300 ms to investigate this effect. The aluminium sample was measured with P = 100%, for stainless steel P = 40% was applied. The phase noise decreases with longer heating duration. This has two reasons: a longer heating pulse generates a higher temperature increase reducing the phase noise. Furthermore, longer heating pulses are recorded with more images, which additionally reduces the phase noise. But the phase contrast itself depends on the pulse duration. Figure 18 shows the measured results and Figure 19 the simulated ones [15, 16] . The simulations were carried out using the multiphysics simulation software ANSYS [24] ; a detailed description of the simulation models can be found in Ref [4] .
For aluminium the measured and simulated results are in good agreement, showing that the phase contrast has a maximum in the range of 100-150 ms heating pulse, but the measured phase values are slightly less than the simulated ones. For stainless steel there is a larger difference between both results, but it is to recognize that with a longer heating pulse the phase contrast's absolute value decreases. In Figure 20 two phase images are compared, obtained with the shortest (50 ms) and longest (300 ms) pulses in aluminium. The cracks, by using 300 ms pulses, have about the same phase contrast, or even lower ones, as by using short pulses, according to Figure 19 (a). The noise is lower and the SNR Φ is higher for the 300 ms pulse, but the image of the 50 ms pulses is sharper. Due to the shorter time interval, the signal is not as wide, causing a sharper image. This furthermore means that for the detectability of signals in addition to the signal contrast and to the SNR also its sharpness, which means the gradient, should be taken into consideration. This already has been suggested by Balageas et al. for flash thermography experiments for detecting subsurface defects [25] .
Ferro-magnetic sample
In ferro-magnetic samples the induction heating is much more efficient due to the high magnetic permeability of the material. But also in this case applying multiple pulses can be very useful, if the temperature increase generated during one pulse is too low. Figure 21 shows an example: the work-piece has a crack about 12 mm long and 1 mm deep. It is a real crack with a width in µm range. In the region around the crack the surface has been ground, creating a shiny surface with low emissivity there. Assuming an emissivity value of 1, ΔT sound b) a) would be 0.065°C at the ground surface and 0.13°C elsewhere, which means that the grinding has halved the emissivity value compared to the original surface value. The phase noise at the ground surface after one single pulse is σ Φ ¼ 0:136 rad, which will be reduced by applying 20 pulses to σ Φ % 0:136= ffiffiffiffiffi 20 p ¼ 0:03 rad and the crack can be well detected even at the ground, shiny surface.
Summary and conclusion
Inductive thermography is an excellent non-destructive testing method to detect surface cracks in metallic materials. But there are cases, when one single inductive heating pulse does not generate enough heat in the material for defect detection. This can be the situation, when the coupling of the induction heating is not sufficient, e.g. when using a large induction coil for a small sample, or if a non-magnetic material has a high electrical and thermal conductivity, as aluminium. In these situations, applying and evaluating consecutive pulses may provide a very good solution.
It has been investigated how the heating power, the temperature increase generated during one heating pulse and the number of pulses influence the temperature, the phase noise and the signals. These results allow an estimation how many pulses are necessary for a given heating power to achieve e.g. an SNR = 4. It has also been shown, that the SNR of the phase is significantly larger than the one of the temperature image for the same measurement conditions.
Applying different pulse lengths shows, that the phase contrast has a maximum around 150 ms pulse length in aluminium. In stainless steel shorter pulses give better results. If the heating pulse is longer, then the signal is equalized faster and the contrast decreases due to the heat diffusion.
Investigation of the signal dependency on the crack depths proves that the deeper the crack, the larger the contrast, which gives a good possibility to estimate the crack depth from the inductive thermography results.
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