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Abstract
The aim of this paper is to construct a spectrally unstable Lax shock profile of the semi-linear
approximation of a 2× 2 system of conservation laws and to show numerically the instability thanks
to an appropriate scheme.
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1. Introduction
Recently, a technique using Evans functions has been developed to study the spectral
stability of shock profiles of arbitrary strength under various approximations: given a
system of conservation laws
ut + f (u)x = 0,
u :R×R+→Rn, n 2,
f :U ⊂Rn →Rn, f smooth, (1)
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derive a sufficient condition of spectral instability of this shock profile. These computations
were carried out for the viscous approximation [3,9], the semi-discrete shock profiles [2],
for the semi-linear relaxation [11] and for general quasilinear relaxation systems, for
general real viscosity and for combustion [22]. The semi-linear relaxation approximation
was developed by Jin and Xin [13] in order to obtain stable relaxation schemes with a stiff
source term
ut + vx = 0, vt + a2ux = 1
ε
(
f (u)− v), (2)
where a ∈ R+∗ is the relaxation speed and ε ∈ R+∗ is the time lag. Taking the formal limit
ε→ 0 in (2) leads to the original system of conservation laws (1) and to the so-called local
equilibrium v = f (u). Since the Chapman–Enskog expansion [17] of (2) of order 1 reads
ut + f (u)x = ε
((
a2 − df (u))ux)x +O(ε2), (3)
the so-called subcharacteristic condition [17] a > ρ(df (u)), ∀u ∈ U , where ρ denotes the
spectral radius, implies the positivity of the viscosity in (3) and thus the stability.
Let us consider now two states u− and u+ in Rn where (1) is strictly hyperbolic and
a real number σ such that the Rankine–Hugoniot condition is satisfied. We assume that
the discontinuity (u−, u+;σ) satisfies the Lax shock admissibility criterion (see [7,19]),
that is we assume that there are n+ 1 characteristics that enter the shock and n− 1 ones
that outgo. This assumption can be expressed as inequalities on the eigenvalues of df (u±).
A shock profile (u¯, v¯)T of (2) is a traveling wave, namely a solution regular of the single
variable ξ := (x − σ t)/ε such that (u¯(ξ), v¯(ξ))T = (u(x, t), v(x, t))T. Substituting in (2),
we note that u¯ satisfies the same ODE system as the viscous shock profiles for a scalar
viscosity (a2 − σ 2)In. Brin [5] used a sufficient Evans function condition developed by
Howard and Zumbrun [24] to test numerically the stability of viscous shock profiles.
Freistühler and Zumbrun [8] produced examples of unstable viscous overcompressive
shock profiles through the study of a similar condition [9]. We aim here to construct an
unstable Lax shock profile for the semi-linear approximation by using a sufficient condition
of instability that was obtained in [23] and [11] through the study of an Evans function
D which is a Wronskian of a dynamical system linked to the eigenvalue equation of the
linearized operator L of semi-relaxation about the shock profile (u¯, v¯)T. More specifically,
we construct D so that its zeros in the right-half plane correspond to unstable eigenvalues
of L. In the numerical simulation of this instability, the difficulty comes from the fact
that the relaxation system constitutes, when ε is numerically “small,” a stiff source term
system. The notion of stiffness for a physical system characterizes systems for which there
are at least two “very different” physical (time, space) scales, etc. In physics a lot of these
systems occur: for example, in a turbulence problem, different physical scales appear and
the small scales phenomena influence the large scales phenomena. A good reference for
the description of such systems is [4]. Usually, it is, numerically, very hard to approach
accurately the solutions of such systems and then to take into account all the physical
phenomena. Nevertheless, we will see that it is possible to approximate correctly the
relaxation system for some values of ε with a splitting method. This last one is a technique,
developed by Strang [21], to solve inhomogeneous partial differential systems. A detailed
study of this method is performed in [20].
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that we are going to apply. In Section 3, choosing arbitrarily two states u− and u+ ofR2, we
construct a smooth function u¯ :R→R2, such that (u¯,0)T is a spectrally unstable stationary
Lax shock profile for the semi-linear relaxation approximation, asymptotically connecting
u− and u+, of a 2× 2 system of conservation laws, to show that the associated evolution
problem linearized about u¯ is actually numerically unstable. Next, Section 4 tackles the
problem of simulating the behavior of the unstable profile determined in Section 3.
2. Sufficient condition of spectral instability
Consider a system of two conservation laws
ut + f (u)x = 0,
u= (u1, u2)T :R×R+→R2,
f = (f1, f2)T ∈ C∞(R2,R2), (4)
of (4) via the semi-linear relaxation:
ut + vx = 0, (5)
vt + a2ux = 1
ε
(
f (u)− v),
v = (v1, v2)T :R×R+→R2, a ∈R+∗ , ε ∈R+∗ . (6)
2.1. Assumptions
Consider a discontinuity (u−, u+;σ) satisfying the Rankine–Hugoniot condition (H0)
associated with (4):
f (u+)− f (u−)= σ(u+ − u−),
that is
f (u+)− σu+ = f (u−)− σu− =: f¯ .
Moreover, we assume that (u−, u+;σ) satisfies the following conditions:
(H1) the flux f is strictly hyperbolic at u±, that is df (u±) has two distinct real eigenvalues
a±, b± and we note r±, s± some associated eigenvectors,
(H2) a > max(|a±|, |b±|, |σ |) (subcharacteristic condition),
(H3) a±, b± = σ , i ∈ {1,2} (non-characteristic discontinuity),
(H4) (u−, u+;σ) is a Lax 2-shock, that is
a− < σ < b−, a+ < b+ < σ.
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A shock profile U := (u¯, v¯)T : ξ := (x − σ t)/ε → (u¯(ξ), v¯(ξ))T connecting (u−, v−)T
and (u+, v+)T at the speed σ for (5)–(6) satisfies the following ODE system:
(
a2 − σ 2)u¯′ = 1
ε
(
f (u¯)− f¯ − σ u¯), (7)
v¯ = σ u¯+ f¯ , (8)
lim
ξ→±∞ u¯(ξ)= u
±, lim
ξ→±∞ v¯(ξ)= f (u
±). (9)
Remark 1. It is important to note that viscous profiles of viscosity (a2 − σ 2)I2 connecting
u− and u+ at the speed σ also satisfy (7)–(9).
Linearizing system (5)–(6) about U , we obtain
ut + vx = 0,
vt + a2ux = 1
ε
(
df (u¯)u− v),
that we rewrite as(
u
v
)
t
= L(∂x, u¯(x))
(
u
v
)
.
By definition, the profile U of (2) is spectrally stable if the differential operator L has
no spectrum in the right half-plane.
A sufficient condition of spectral instability [11] of (u¯, v¯)T is
det
(
r−, (u+ − u−)) · det(r−, s−) < 0, (10)
where s− is oriented as u¯′ at ξ = −∞, or, equivalently, the segment [u−, u+] and the
tangent vector of u¯ at ξ =−∞ are on both sides of the line u− +Rr− (Fig. 1).
Remark 2. There is a symmetric condition for a Lax 1-shock.
Fig. 1. Lax 2-shock satisfying condition (10).
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Let us describe briefly the way (10) was obtained.
The first step is to change the coordinates to obtain a stationary shock, and a time lag ε
equal to 1:
x←→ x − σ t
(a2 − σ 2)ε , t ←→
t
(a2 − σ 2)ε .
We change the flux f to f − f¯ . Note that v¯ = 0 and (H2) changes to
(H2′) max(|a± + σ |, |b± + σ |) < a.
The second step is to check that the spectrum of the operator L in the open right half-plane
consists only of isolated eigenvalues [9]. The third step is to rewrite the eigenvalue equation
LU = λU as a first-order system:(
u
v
)′
= 1
a2 − σ 2
(
df (u¯)− 2σλI2 −(λ+ 1)I2
−λ(a2 − σ 2)I2 02
)(
u
v
)
=:A(λ, x)
(
u
v
)
. (11)
A crucial point is to prove that
S(λ) := {U ∈L2(R,R2)/U solves (11) and U −→+∞ 0
}
,
U(λ) := {U ∈L2(R,R2)/U solves (11) and U −→−∞ 0
}
are both 2-dimensional for λ with positive real part. We then construct a basis BS(λ)
(respectivelyBU(λ)) of S(λ) (respectively of U(λ)). Taking the determinant of the elements
of BS(λ) ∪ BU(λ) at the point x , we obtain a function of (λ, x) that vanishes at the
points λ that are eigenvalues of L. Taking the product of this function and of x →
exp(
∫ x
0 tr(A(λ, y))dy), we obtain an Evans function λ →D(λ), depending only of λ, that
is actually a Wronskian of (11). Note that, as the coefficients of A(λ, x) are real for real λ,
D can be chosen to be real on R. Consequently, the intermediate value theorem implies
that if the signs of D in a neighborhood of 0 and in a neighborhood of +∞ are not the
same, D necessarily vanishes at a real point. Note however that U ′ solves U ′ =A(0, x)U ,
so that D vanishes at λ= 0. The fourth step is to apply the Gap lemma [9], that allows to
extend D to a neighborhood of λ= 0, so that we can compute the derivative of D at 0. The
fifth step is to compute effectively the sign of D′(0) through the study of the asymptotic
behavior of the solutions of (11) in a neighborhood of λ = 0. The last step is to compute
the sign of D(+∞) by using a homotopy method that was introduced in [3]. For details,
we refer to [11] for the general case of a Lax p-shock and to [12] for the case of an extreme
Lax shock.
3. Construction of an example of spectrally unstable profile
Let us now assume that a flux f satisfying (H0)–(H4) exists: we will find it explicitly in
the next subsections. We consider a stationary shock (i.e., σ = 0) by taking an appropriate
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the flux, we set (f¯1, f¯2)T = (0,0)T. Considering (8), we see at once that, since we changed
σ to 0 and f¯ to (0,0)T, we have v¯ = (0,0)T.
3.1. Construction of a suitable function
Let us begin with the construction of a function that behaves as suggested by condi-
tion (10).
Let us point out at first that the following choices are made out of sake of simplicity. We
choose u− = (0,0)T and u+ = (1,−1)T. In order to ensure that df (u−) has a very simple
expression, we also choose r− = (1,0)T and s− = (1,1)T. Indeed, we have
df (u−)=
(
a− b− − a−
0 b−
)
.
Condition (10) is obviously satisfied here. Let u¯= (u¯1, u¯2)T and v¯ = (v¯1, v¯2)T. To be able
to construct a profile connecting u− and u+, we need to make some remarks about u1
and u2:
(1) since s− is tangent to u¯,
u¯′1(ξ) ∼
ξ→−∞ u¯
′
2(ξ),
that is
u¯1(ξ) ∼
ξ→−∞ u¯2(ξ),
thus u¯2 must be increasing then decreasing since it connects 0 and −1 (Fig. 2),
(2) since u¯1 connects 0 and 1, and to avoid points where f1 and f2 vanish simultaneously,
we set on u¯1 to be increasing,
(3) expanding u¯′1(ξ) in a neighborhood of −∞, we find
u¯′1 = a−u¯1 + (b− − a−)u¯2 +O
(|u¯|2),
Fig. 2. Components of u¯.
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than a−u¯1 as t tends to −∞. Moreover, as u¯1(ξ) ∼ u¯2(ξ) as ξ →−∞, since b− is
positive, u¯′1(ξ) and u¯1(ξ) are positive in a neighborhood of −∞.
Let us now choose an explicit function u¯: since limξ→−∞ u¯1(ξ)= 0 and limξ→+∞ u¯1(ξ)
= 1, let
u¯1(ξ)= tanh(ξ)+ 12 =
e2ξ
e2ξ + 1 , ξ ∈R
(see Fig. 2). To find u¯2, let us add a perturbation to
ξ → − tanh(ξ)+ 1
2
=− e
2ξ
e2ξ + 1 .
Noting that ξ → 1− tanh2(ξ) tends to 0 as t tends to ±∞, we choose
u¯2(ξ)=− tanh(ξ)+ 12 +
1− tanh2(ξ)
2
= e
2ξ (1− e2ξ )
(e2ξ + 1)2 ,
so that u¯1(ξ)∼ u¯2(ξ) as ξ →−∞ (see Fig. 2).
3.2. Construction of a flux
Once we have built an appropriate function u¯, we must search for a flux f such that
u¯ be a stationary profile of (2), that is, recalling (7), such that u¯′ = f (u¯) and f satisfies
(H0)–(H4). We note that, for T = exp(2ξ), ξ ∈R,
u¯1(ξ)= T
T + 1 , u¯2(ξ)=
T (1− T )
(T + 1)2 ,
u¯′1(ξ)=
2T
(T + 1)2 , u¯
′
2(ξ)=
2T (1− 3T )
(T + 1)3 .
Consequently, searching f1 in the form f1(u1, u2)= P1(u1)+Q1(u2), with P1 a polyno-
mial of the fourth degree and Q1 a polynomial of the second degree, we find that necessar-
ily
P1
(
T
T + 1
)
+Q1
(
T (1− T )
(T + 1)2
)
= 2T
(T + 1)2 .
Using a symbolic computing software (MuPad, Maple), we obtain a linear system of 5
equations with 5 unknowns of range 3, that is, with α, β in R,
P1(X)=−4αX4 + 4αX3 − (α + 2β − 2)X2 + βX,
Q1(Y )= αY 2 + (2− β)Y.
Similarly, if f2(u1, u2)= P2(u1)+Q2(u2), we obtain, with δ, γ in R,
P2(X)=−4γX4 + 4(γ + 2)X3 − (γ + 2δ+ 6)X2 + δX,
Q2(Y )= γ Y 2 + (2− δ)Y.
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df (u−)=
(
β 2− β
0 2
)
, df (u+)=
(−6α− 3β + 4 −2α − β + 2
−6γ + 12 −2γ + 2
)
.
Since the shock is a Lax 2-shock (H4), β = a− must be negative. Moreover, as u¯′1(ξ)/u¯′2(ξ)
tends to −1/3 as ξ tends to +∞, (1,−3)T is an eigenvector of df (u+) associated with
−2, for all β < 0, γ , α ∈ R. The other eigenvalue of df (u+), b+ =−6α − 3β − 2γ + 6
must be negative (H4). Let us choose α = γ = 1.5 and β = −0.5. Thus a+ = −2.5, so
df (u+) is diagonalizable and satisfies (H4).
In conclusion, the flux of the 2× 2 system we are going to study numerically is
f1(u1, u2)=−6u41 + 6u31 + 0.5u21 − 0.5u1 + 1.5u22 + 2.5u2,
f2(u1, u2)=−6u41 + 14u31 − 7.5u21 + 1.5u22 + 2u2.
4. Numerical simulations
4.1. Numerical analysis
In this section, we simulate the instability of the profile that we have determined above.
In [14], Lattanzio and Serre consider a second order MUSCL discrete approximation of
(2) coupled with a second-order TVD Runge–Kutta splitting scheme. They prove the
convergence of the numerical solutions towards an entropy solution of (1). Because of
the stiffness of the system when ε is small, a particular attention will be paid to approach
accurately (2). It is, indeed, necessary to check that the blow up of the numerical results
is not due to the stiffness of the source term. To this end, ad hoc techniques exist [15].
Here, we suggest an effective method: for small enough time and space steps the system
is accurately approximated by a splitting method (see Section 4.1.2) with implication of
the source term. Some studies have been performed to observe the behavior of an unstable
profile. For example, in [6] Bultelle, Grassin and Serre prove the existence of an unstable
strong stationary profile for the Godunov scheme and simulate its behavior. As in their
work it has been necessary to perturb the profile to observe “quickly” the instability.
4.1.1. Stiff source terms
The difficulty to approximate the previous system is due to ε in the source term. Indeed,
since no scheme can accurately approach (2) for very small ε, we cannot observe very
accurately the relaxation to the equilibrium defined as {(u,v) | f (u)− v= 0}. We will say
that a source term is stiff when there is an extremely large range of (coupled or not) spatial
and temporal modes. This notion cannot be mathematically defined, so to well-understand
what a stiff problem is, we give a simple example:
ut + aux =−1
ε
u, u(x,0)= u0(x)= 1[γ,0](x). (12)
Here γ is a real constant such that there exists k¯ ∈ Z∗− such that k¯∆x  γ < (k¯ + 1)∆x
and a, ε ∈R∗+. The exact solution of (12) is u(x, t)= u0(x − at)e−t/ε. The aim is now to
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that the principle of a splitting method to solve ut + f (u)x = S(u) is the following: we
use, at least, two steps:
Vt + f (V )x = 0= Lf (V ), t ∈ ]tn, tn∗ [,
Vt − S(V )= 0= LS(V ), t ∈ [tn∗, tn+1], (13)
where Lf and LS are respectively the convection and the source operator. Here, we choose
the simplest splitting method. So, finally what is solved is V n+1 = (Lnf LnS)V n, where Lnf
and LnS are approximations of Lf and LS . The Strang splitting would consist in taking as
an approximation V n+1 = (Ln/2f LnSLn/2f )V n. We can prove that the solution of (13) tends
to the solution of ut + f (u)x = S(u) [16]. Here, the convection operator is approached by
an explicit upwind scheme, and the source operator by an explicit Euler scheme. Then, for
a linear equation the splitting scheme simply reads
un+1j =
1− λ
1+ ∆t
ε
unj +
λ
1+ ∆t
ε
unj−1.
The exact solution of the numerical scheme reads, with λ= a∆t/∆x ,
un(x)=
(
1+ ∆t
ε
)−n ∑
k∈[x/∆x,n]
Cknλ
k(1− λ)n−k. (14)
Finally the central point is that when ∆t/ε 1 we get
(
1+ ∆t
ε
)−n
∼ e−n∆t/ε. (15)
The equivalence (15) represents the central point of the previous calculus. Indeed, it shows
that even if ∆t and ∆x are very small, the splitting cannot approximate accurately (12)
when ε tends to zero. So in this case we can talk about stiff source term problem.
Remark 3. The numerical diffusion is then equal to 0 and the error |un− u(n∆t)| is equal
to |(1−∆t/ε)n − e−n∆t/ε|, when λ= 1.
In conclusion, when ∆t/ε 1 is not satisfied, the numerical scheme does not approach
correctly the system, and the numerical solution is then incorrect; this involves, for
example, some wrong propagation speeds and then some spurious solutions. Nevertheless,
in our case this difficulty can be avoided by considering not too small ε. Indeed, the result
of spectral instability is independent of the value of ε and then can be chosen as wished.
Furthermore, since the diffusion of the scheme stabilizes the numerical solution, the risk is
to stabilize the unstable profile. We will see that it does not happen.
4.1.2. The numerical scheme
The scheme that we are going to use is then a splitting scheme which is a good approach
for this system when ε is not too small.
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à Flux Caractéristiques”) method [10]. This scheme can be written for t ∈ ]tn, tn∗ [ in
an explicit form as
V n
∗
j = V nj −
∆tn
∆xj
(
f n
∗
j+1/2 − f n
∗
j−1/2
)
.
We set Unj+1/2 =U(V nj ,V nj+1). With these notations we have
f n
∗
j+1/2 =
f (V n
∗
j )+ f (V n
∗
j+1)
2
−Unj+1/2
(
f (V n
∗
j+1)− f (V n
∗
j )
2
)
,
where the matrix U is the sign matrix of the Jacobian matrix df .
(2) In the second step we approach LS with:
V n+1j = V n
∗
j +∆tnΣn+1j ,
where Σn+1j is an implicit upwinded source term approximation [1]. In [18] we have
studied this system in detail and observed that for ∆t/ε over 10−1 this (splitting)
scheme is stable, but is a little diffusive.
4.1.3. Numerical results
We have simulated the instability of the profile found in the first part, taking ε = 1/9. As
mentioned in Section 4.1.1, it is important to set on ∆t/ε to be small enough to simulate
the exponential behavior of the solution. The value of this ratio has been taken equal to
10−2. Furthermore, to avoid a too “large” diffusion due to the grid, ∆x has been set on
to be 10−2. Finally the CFL number has been chosen equal to 0.5. At this CFL number
the diffusion remains important but not enough to stabilize the profile. Note that without
perturbation, the profile remains steady and stable, at least when the simulated time is not
too large. Afterwards the numerical perturbations destabilize the profile.
Fig. 3. (u1, u2) and (v1, v2) profiles in the space with respect to time.
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shows u and v in the phase space at three different times and Figs. 4 and 5 (respectively
Figs. 6 and 7) show the behavior of u1 and u2 (respectively of v1 and v2) with respect to
both time and space. We can observe that, as expected, the profile becomes unstable when
the time grows. Note that at this time the unperturbed profile has not blown up.
Fig. 4. u1 profile with respect to the time and the space variables.
Fig. 5. u2 profile with respect to the time and the space variables.
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Fig. 7. v2 profile during the explosion with respect to the time and the space variables.
5. Conclusion
In this paper we have exhibited an unstable strong shock profile satisfying the Lax
shock condition. We point out that the existence of such a spectrally unstable Lax shock
profile emphasizes the fact that the Lax shock condition for a strong shock does not ensure
stability. Since our system is not a physical one the next step would be to discuss the use of
24 P. Godillon, E. Lorin / J. Math. Anal. Appl. 283 (2003) 12–24the Lax condition for strong shock profiles in physical contexts. Besides, an improvement
of the calculation of the Evans function would be necessary to evaluate precisely the rate
of blowing up with respect to time.
References
[1] F. Alouges, J.-M. Ghidaglia, M. Tajchman, On the interaction of upwinding and forcing for nonlinear
hyperbolic systems of conservation laws; paper dedicated to Roger Temam on his 60th birthday (1999).
[2] S. Benzoni-Gavage, Stability of semi-discrete shock profiles by means of an Evans function in infinite
dimensions, J. Dynam. Differential Equations 14 (2002) 613–674.
[3] S. Benzoni-Gavage, D. Serre, K. Zumbrun, Alternate Evans functions and viscous shock waves, SIAM
J. Math. Anal. 32 (2001) 929–962, electronic.
[4] J.I. Brackbill, B.I. Cohen, Multiple time scales, in: Computational Techniques, Academic Press, New York,
1985.
[5] L.Q. Brin, Numerical testing of the stability of viscous shock waves, Ph.D. thesis, Department of
Mathematics, Indiana University (1998).
[6] M. Bultelle, M. Grassin, D. Serre, Unstable Godunov discrete profiles for steady shock waves, SIAM
J. Numer. Anal. 35 (1998) 2272–2297, electronic.
[7] C. Dafermos, Hyperbolic Conservation Laws in Continuum Physics, Springer-Verlag, 2000.
[8] H. Freistühler, K. Zumbrun, Examples of unstable viscous shock waves, Technical report, Institut für
Mathematik (1998).
[9] R.A. Gardner, K. Zumbrun, The gap lemma and geometric criteria for instability of viscous shock profiles,
Comm. Pure Appl. Math. 51 (1998) 797–855.
[10] J.-M. Ghidaglia, A. Kumbaro, G. Le Coq, Une méthode “volumes finis à flux caractéristiques” pour la
résolution numérique des systèmes hyperboliques de lois de conservation, C. R. Acad. Sci. Paris Sér. I
Math. 322 (1996) 981–988.
[11] P. Godillon, Linear stability of shock profiles for systems of conservation laws with semi-linear relaxation,
Phys. D 148 (2001) 289–316.
[12] P. Godillon, Linear stability of shock profiles for systems of conservation laws with semi-linear relaxation,
in: Hyperbolic Problems: Theory, Numerics, Applications, Vol. I (Magdeburg, 2000), Internat. Ser. Numer.
Math. 140 (2001) 445–452.
[13] S. Jin, Z. Xin, The relaxation schemes for systems of conservation laws in arbitrary space dimensions,
Comm. Pure Appl. Math. 48 (1995) 235–276.
[14] C. Lattanzio, D. Serre, Convergence of a relaxation scheme for hyperbolic systems of conservation laws,
Numer. Math. 88 (2001) 121–134.
[15] R.-J. Leveque, H. Yee, A study of numerical methods for hyperbolic conservation laws with stiff source
terms, J. Comput. Phys. 86 (1990) 187–210.
[16] J.-L. Lions, R. Dautray, Mathematical Analysis and Numerical Methods for Science and Technology,
Springer-Verlag, 1986.
[17] T.-P. Liu, Hyperbolic conservation laws with relaxation, Comm. Math. Phys. 108 (1987) 153–175.
[18] E. Lorin, V. Seignole, Convection systems with stiff source terms. Analytical review and numerical approach,
Math. Models Methods Appl. Sci., to appear.
[19] D. Serre, Systems of Conservation Laws, Vol. 1, Cambridge Univ. Press, Cambridge, 1999; Hyperbolicity,
Entropies, Shock Waves, 1996, translated from the French original by I.N. Sneddon.
[20] B. Sportisse, An analysis of operator splitting techniques in the stiff case, J. Comput. Phys. 161 (2000)
140–168.
[21] G. Strang, Introduction to Applied Mathematics, Wellesley–Cambridge Press, 1986.
[22] K. Zumbrun, Multidimensional stability of planar viscous shock waves, in: Advances in the Theory of Shock
Waves, Birkhäuser, Boston, MA, 2001, pp. 307–516.
[23] K. Zumbrun, Stability course notes, in preparation.
[24] K. Zumbrun, P. Howard, Pointwise semigroup methods and stability of viscous shock waves, Indiana Univ.
Math. J. 47 (1998) 741–871.
