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ABSTRACT 
Research in the field of Photonics is in part, directed at the application of light-emitting 
materials based on silicon platforms. In this work silicon wafers are modified by carbon ion 
implantation to incorporate silicon carbide, a known light-emitting material. Ion beam synthesis 
treatments are applied with implant energy of 20 keV, and ion fluences of 3, 5 and 10 × 1016 
ions/cm2 at both ambient temperature and high temperature (400 °C). The samples are annealed 
at 1000 °C, after implantation.  
The carbon ion implanted silicon is characterized using Raman and Fourier transform 
infrared spectroscopic techniques, grazing-incidence X-ray diffraction, transmission electron 
microscopy and electron energy loss spectroscopy. The materials are observed to have a 
multilayer structure, where the ambient temperature implanted materials have an amorphous 
silicon layer, and an amorphous silicon layer with carbon-rich, nanoscale inclusions. The high 
temperature implanted materials have the same layers, with an additional polycrystalline Si layer 
at the interface between the implanted layer and the target substrate and the amorphous Si layer 
with SiC inclusions is reduced in thickness compared to the ambient temperature samples. The 
carbon-rich inclusions are confirmed to be SiC, with no evidence of carbon clusters in the 
materials observed using Raman spectroscopy. 
The carbon ion-implanted material is used to fabricate Schottky diodes having a 
semitransparent gold contact at the implanted surface, and an aluminum contact on the opposite 
side. The diodes are tested using current-voltage measurements between -12 and +15 V. No 
reverse breakdown is observed for any of the diodes. The turn-on voltages for the ambient 
temperature implanted samples are 2.6±0.1 V, 2.8±0.6 V and 3.9±0.1 V for the 3, 5 and 10 × 
1016 ions/cm2 samples, respectively. For the high temperature implanted samples, the turn-on 
 iii 
voltages are 3.2±0.1 V, 2.7±0.1 V, and 2.9±0.4 V for the implanted samples with same fluences. 
The diode curves are modeled using the Shockley equation, and estimates are made of the 
ideality factor of the diodes. These are 188±16, 224.5±5.8, and 185.4±9.2 for the ambient 
temperature samples, and 163.6±6.3, 124.3±5.3, and 333±12 for the high temperature samples. 
The high ideality factor is associated with the native oxide layer on the silicon substrate and with 
the non-uniform, defect-rich implanted region of the carbon ion implanted silicon.  
Red-orange visible light emission from the diodes is observed with voltage greater than 
the turn-on voltage applied across the diodes. The luminescence for the ambient temperature 
samples is attributed to porous silicon, and amorphous silicon. The high temperature implanted 
samples show luminescence associated with porous silicon, nanocrystalline silicon carbide, and 
defects in silicon related to ion implantation. The luminescent intensity observed for the ambient 
temperature samples is higher than for the high temperature samples. The dominant 
luminescence feature in the carbon ion-implanted silicon material is porous silicon, which is 
described by quantum confinement of excitons in silicon.   
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CHAPTER 1 
INTRODUCTION 
Computer technologies from supercomputers to personal computers operate using multi-
core processors [1], and the number of processing cores ranges from two up to several hundred 
cores on one chip [2]–[4]. These multi-core processors use traditional metal wire connections to 
transmit and receive information. The processing speed is limited by the scale of the wires used: 
as the wires become smaller and more closely packed, cross-coupling between them induces 
noise [5], and at nanoscale the properties of the wires can be very different [6]. Photonics 
research has the potential to overcome these limitations and aims to replace metallic connections, 
with silicon (Si) or other semiconductor materials that emit, transmit, modulate and receive light 
[3], [4]. The need for silicon-compatible components that can be included in currently existing 
manufacturing infrastructure is a topic of ongoing development [3], [7]–[9]. Optoelectronic high-
speed modulators [10]–[12], waveguides [13]–[15], and detectors [16]–[20] have been developed 
for silicon platforms, as have light-emitting diodes (LEDs) [21]–[23]. Some of these devices use 
other optoelectronic materials that need to be specially bonded to silicon platforms [24]–[26]. In 
order to avoid this added manufacturing step, there is interest in developing silicon-based 
components. The development of such components is challenging, in part because Si has an 
indirect band gap shown in Figure 1.1 [27]. The recombination of an electron-hole pair in a 
material with an indirect band gap requires the interaction between the electron, the photon, and 
a phonon, which has a lower probability than a direct band gap interaction that does not require a 
phonon [27]. 
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Figure 1.1 (a) Direct band gap materials may emit a photon when an electron in the conduction 
band combines with a hole in the valence band of the material. (b) In materials with an indirect 
band gap the electron must change momentum by electron-phonon interaction in order to 
undergo the recombination process. 
 
 It is appealing to use ion implantation processing when researching silicon photonic 
materials, since ion implantation is widely used in contemporary silicon device fabrication. The 
development of the implantation parameters could be easily implemented for use in industrial 
scale processing, with existing infrastructure and techniques. 
 The research presented here is motivated towards producing Si that is modified to emit 
light for photonic applications such as on-chip optical interconnects for multi-core processors. 
The materials discussed in this thesis may also be applied in high-voltage (HV) electronics and 
complimentary metal-oxide-semiconductor (CMOS) applications. In this work, silicon wafers 
with boron doping (p-type) are modified using ion beam synthesis (IBS) to implant mass-
selected carbon ions (C+), followed by annealing to facilitate the formation of silicon carbide 
(SiC) within the Si target [28]. Light emission from SiC was first reported by H. Round in the 
early 1900s [29], therefore the SiC is expected to contribute to the luminescence of light-emitting 
Schottky diodes fabricated for this study with the hope of accessing the green-blue region of the 
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emission spectrum. A subset of targets is heated during the implantation process to investigate 
the effect of in situ annealing on SiC formation in the C:Si, and on LED device performance. 
The ion implantation energy is selected with the goal of process transfer from IBS to Plasma 
Immersion Ion Implantation (PIII). The carbon ion implanted silicon (C:Si) is characterized 
using Fourier transform infrared (FTIR) and Raman spectroscopic techniques, as well as X-ray 
diffraction (XRD), transmission electron microscopy (TEM) and electron energy loss 
spectroscopy (EELS). This array of materials characterization techniques is used to identify the 
composition and structure of the synthesized C:Si material. Schottky diodes consisting of metal-
semiconductor interface with rectifying behavior are fabricated from the C:Si, and the current-
voltage (I-V) and electroluminescence (EL) characteristics are observed from working devices. 
The luminescence mechanisms for the LEDs are determined, the fabrication process and the 
suitability of further study and application are discussed as a result of this study.  
 
 Silicon Carbide Light-Emitting Diodes 1.1.
 Silicon carbide materials are studied for photovoltaic [30] and light-emitting applications, 
discussed in this section. The mechanical and structural properties of Si and SiC are summarized 
in Table 1.1. The first SiC diode fabricated using ion implantation was reported by Marsh and 
Dunlap in 1970, using n-type dopants in hexagonal and cubic SiC to generate p-n junctions [31]. 
Blue light-emitting SiC diodes are commercially available, patented by Cree Inc. in 1990 [32]. 
The similar structures of Si and SiC present an opportunity to work with stoichiometric and non-
stoichiometric compounds. The crystal structure of SiC may take on any of a range of polytypes, 
including cubic and hexagonal structures, shown in Figure 1.2, with the stacking of the layers in 
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Table 1.1 Properties of Si and SiC. 
 Silicon β-SiC α-SiC 
Crystal structure [33] diamond zinc blende (cubic) hexagonal 
Lattice constant (Å) [33] 5.4310 4.3596 3.0806, 
15.1173 
Density (g/cm3) [33] 2.3291 3.2142 3.2153 
Band gap  (eV) [33] 1.12 2.39 3.0 
Melting point (K) [33] 1687 2810 2810 
Thermal conductivity 
(mW/cm⋅K) [34], [35] 
1.240 3.6 4.9 
 
 
 
Figure 1.2 Illustration of (a) cubic and (b) hexagonal crystal structures. Adapted from: W.D. 
Kingery et al., “Introduction to Ceramics”, 2nd ed., Wiley, New York, 1976 [36]. 
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the unit cell having a range of offsets [33]. The most commonly discussed polytypes for our 
purposes are 3C-SiC (β-SiC) zinc blende (cubic), and 6H-SiC (α-SiC) hexagonal structure 
The high thermal conductivity, and the mechanical and chemical stability of SiC make it 
appealing for high-powered electronics and hostile operating environments, further expanding 
the applications for research in C:Si materials [37]. The luminescence properties of SiC are of 
interest for this work. The EL of SiC in blue, green, yellow and orange colours were first 
(briefly) remarked upon by H. J. Round in 1907 [29]. Early investigations into “The fabrication 
of SiC Electroluminescent displays” [38] were presented by Philips company [39] and General 
Electric company [Brander, R. W., G. E. C. J. Sci. Technol. 32, pp. 15, (1965)  [40] and [41]]. 
Brander included use of ion implantation to investigate cathodoluminescence (CL) (light 
emission stimulated by electron bombardment) in SiC implanted with krypton and helium. The 
same luminescence was seen by Hamilton, Choyke and Patrick near 540 nm (2.3 eV) at 77 K, 
and is attributed to exciton recombination in SiC [42].  
 
 Ion implantation for Synthesis of Silicon Carbide 1.2.
Ion implantation is a technique that is used to synthesize SiC for high-powered, 
photovoltaic and photonic applications. Two common implantation techniques are IBS [43]–[49] 
and PIII [50]–[52], details are discussed in Chapter 3. Early application of ion implantation for 
SiC semiconductor technology was focused on incorporation of dopants in crystalline SiC targets 
[41]. The main dopants for SiC are nitrogen (n-type) and aluminum (p-type) [37]. Implantation 
of inert elements (helium, argon, krypton, xenon), or implantation without the intention of 
incorporating the implanted ion (nitrogen that would outgas after annealing) has been used to 
explore structural defect-related properties of SiC [53].  
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The first application of C:Si for synthesis of SiC was presented by Borders [28], using 
IBS to implant C+ ions at a fluence of 1017 ions/cm2 at 200 keV into p-type Si. The adaptation of 
PIII for synthesis of SiC makes use of methane (CH4), acetylene (C2H2), or toluene (C7H8) as a 
precursor gas to generate C+ for implantation [50], [51], [54]–[56]. The molecular ions break 
apart on impact with the target surface, and each atom from the molecule is implanted with a 
fraction of the implant energy that is dependent on its atomic weight and the number of atoms in 
the molecule. Larger molecules result in smaller energy-fractions transferred to the component 
atoms, for example this would make toluene less suitable for C+ implantation than methane [51]. 
The formation mechanism of SiC crystallite inclusions from implanted materials is 
described by Wang et al. using the 3-dimensional Avrami equation for growth of a transformed 
volume of material from one phase to another [57], [58]. Carbon has poor solubility in silicon, 
the maximum concentration of carbon in silicon solid solution is reported as (4.5 × 1017 cm-3) 
[59], [60]. In the case of high-fluence ion implantation, used for C:Si materials, the carbon 
aggregates in carbon clusters [44], [61]. For the C:Si discussed in this thesis the carbon 
concentration is ≤1.2 × 1022 ions/cm3 in Si (density of 5 × 1022 atoms/cm3) which corresponds to 
a relative concentration of ≤24%.  
The implantation process results in breaking of the bonds of the Si crystal target, leaving 
Si available to bond with the alien C+. Annealing provides energy for Si—C bonds to form, 
which nucleates a cubic β-SiC cluster that has the same crystal orientation as the native lattice 
[46]. The SiC lattice constant is smaller than the Si lattice constant, leaving space for more  
Si—C bonds to form and grow the SiC inclusion [33], [46]. The formation of Si—O bonds (from 
oxygen impurities natural to the target, or implanted intentionally) also serves to create space for 
growth of SiC inclusions in ion-implanted silicon [43]. Carbon ion implantation through a 
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capping SiO2 layer is shown to promote growth of a buried SiC layer at the SiO2/Si interface 
[62]. The formation of ß-SiC in C:Si is limited by the formation of amorphous C, Si and SiC and 
by the number of ions implanted compared to the number of ions lost by sputtering in the 
implantation process [43], [51]. 
The work presented in this thesis uses IBS with mass-selected C+ ions to implant to Si 
targets. Based on previous work outlined in this section, the native oxide layer of the Si targets is 
not removed before ion treatment, since it is known to enhance SiC growth in the target [43].  
 
1.2.1. Ion Implantation Parameters 
The parameters for ion implantation synthesis are selected for the intended stoichiometry 
and physical position of the implanted layer. The stoichiometry depends on the energy and the 
fluence (ions/cm2) which are user-controlled parameters of a typical ion implantation treatment 
[28]. It is important to distinguish between ion fluence and concentration of implanted impurities 
in the target. The fluence is the number of ions implanted into the surface of the target per unit 
area (ions/cm2), it is sometimes called “dose” [63], [64]. The concentration of ions is used in the 
traditional meaning, the number of ions in a unit volume (ions/cm3) of material, and this can vary 
with depth in the sample. 
The energy of the implanted ions and the density of the target determine the distribution 
of implanted atoms within the target, and are calculated using a Stopping and Range of Ions in 
Matter (SRIM) program, discussed further in Chapter 3 [65]. The implant energy is determined 
by the desired position of implanted layer. Ion implantation studies of C:Si materials use 
implantation energies as low as 15 keV [55] and as high as 300 keV [66]. The ion fluence 
depends on the ion distribution in the target after implant, during the implantation process. The 
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fluence of C+ ions is selected for the desired stoichiometry of the implanted region based on the 
simulated ion distribution, described in section 3.1.3 [65]. Stoichiometric [28], [48], [67]–[69] 
and sub-stoichiometric (SixC1-x, x < 1) [66], [70] SiC, and hydrogenated amorphous SiC (a-
SiC:H) [50], [55] buried layers in Si have been generated by the C:Si process.  
The implantation process necessarily damages the structure of the target; higher fluence 
induces more damage. Oostra et al. report a hetero-junction bipolar transistor fabricated using 
ion implantation, and demonstrate that the device suffers from non-uniform interface between 
the implanted region and the substrate due to this effect [70]. This defect-rich region negatively 
affects device performance [70]. A low energy implant, with relatively thin implanted ion 
distribution could reduce the thickness of the defect region at the interface. The energy selected 
for ion implantation is chosen to be 20 keV for the present work, which has the added benefit of 
matching the capabilities of the PIII reactor at the University of Saskatchewan for a later stage in 
the C:Si project. 
The threshold for SiC formation based on ion fluence is determined by over-
stoichiometry and sputtering of atoms from the target. High-fluence implantations that result in 
carbon-silicon ratios above unity are shown to generate graphitic and amorphous carbon 
inclusions in addition to the SiC buried layer [44], [71]. The excess carbon inhibits growth of 
SiC crystals [44]. SiC has a distinct absorption band in the infrared (IR) spectrum that can be 
used to quantify the amount present [44]. The full width at half-maximum (FWHM) of the SiC 
IR band reaches a maximum at the saturation concentration, with corresponding fluence, for C:Si 
materials [56]. The saturation fluence for C:Si has been observed using PIII of methane  
(1.1 × 1018 ions/cm2 at -40 keV), and IBS with C+ (5 × 1017 ions/cm2 at 65 keV, and  
1.2 × 1018 ions/cm2 at 90 keV) [47], [51], [56].  
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Implantation of stoichiometric SiC with the hope of generating uniform, buried 
crystalline layers is one area of focus of previous work on C:Si materials. The use of target 
heating and post-implant heavy ion irradiation to induce re-crystallization are cited as techniques 
that assist in the formation of a single-crystal SiC layer [44], [49], [67]. However, some lattice 
defects persist after recrystallization of the implanted material [49].  In contrast, other studies are 
constructed to emulate the intense luminescence seen in porous silicon (p-Si)1 by synthesizing 
porous SiC (p-SiC) or amorphous SiC (a-SiC) by implanting with a heavy element such as 
germanium before C+ implantation, or implanting to electrochemically etched p-Si, or annealing 
then anodizing the C:Si [52], [68], [72]–[76]. These reports show luminescence from the p-SiC 
in the blue region of the visible spectrum [52], [68], [72]–[74].  
Silicon target density and formation of SiC are influenced by heating the target during 
implantation [77], [78]. It has been shown that heating the target during C+ ion implantation to Si 
enhances SiC bond formation and crystal growth [67], [78]. Temperatures from 400 °C to  
950 °C have been reported [46], [48]. In the case of PIII treatment with hydrocarbon molecules, 
target heating above 500 °C reduces the amount of hydrogen incorporated in the C:Si, and 
temperatures above 850 °C expel the accompanying hydrogen from the target [54].  
The purpose of this study is to examine EL of annealed C:Si with respect to ion dose and 
application of high temperature implantation at low energy. The energy for the implantation is 
chosen to be 20 keV for a thin (projected range ~660 Å see Section 3.1) buried layer, the energy 
is selected to match the capabilities of the PIII reactor at the University of Saskatchewan. The 
fluence of the implantation experiment is also limited by ion beam stability at low implant 
                                                
1 There may be confusion regarding p-Si referring to “porous” and p-type Si. Let it be clarified here that amorphous 
Si is denoted as “a-Si” and crystalline Si is “c-Si.” By this convention, the sensible notation for porous Si should be 
“p-Si” referring to the phase of the material, and “p-type Si” refers to the doping of the semiconductor. 
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energy, 20 keV. The fluences are selected as 3, 5, and 10 × 1017 ions/cm2. The target temperature 
is set to 400°C, based on the capabilities of the heating stage of the IBS implanter at the Center 
for Emerging Device Technologies (CEDT). 
 
1.2.2. Post-implant Treatment 
Ion implantation of carbon into silicon results in interstitial carbon and Si—C 
compounds, a-SiC, and carbon clusters [50], [61], [66]–[68]. Post-implant annealing is a 
common method for promoting the formation of Si—C bonds in C:Si materials. The melting 
point of silicon is 1414 ˚C and that of ß-SiC is 2797 ˚C [33]. Borders et al. showed that 
annealing at temperatures above 850 ˚C enhances crystalline ß-SiC growth in C:Si [28]. It is also 
shown that ß-SiC is stable during annealing of C:Si and that amorphous carbon introduced by 
high fluence implantation can be eliminated by the annealing process [50], [67], [79]. 
Additionally, high-temperature annealing is known to reduce defects that reduce carrier lifetime 
and mobility in ion implanted materials, resulting in improvement of device performance for p-n 
junctions fabricated from C:Si [66].  The non-uniformity of the interface between the implanted 
region and the substrate is also reduced (but not eliminated) after annealing above 900 ˚C [70]. 
The optimal annealing temperature for C:Si at 65 keV is reported to be 1100 ˚C [71]. The growth 
kinetics of SiC in C:Si during the annealing process is described by classical theory of crystal 
phase changes [57]. 
Recrystallization of SiC in C:Si has also been achieved by post-implant irradiation using 
Si+, xenon (Xe2+), and nickel (Ni8+) [45], [49], [80], with varying levels of success. Pérez-
Rodríguez et al. use Si+ ions to irradiate the C:Si, and report formation of SiC crystal inclusions 
with size varied by depth in the target [80]. Irradiation with Xe ions is shown to recrystallize the 
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C:Si, depending on the implant energy [45]. Use of Ni ions for irradiation did not result in 
crystallization of the prepared C:Si [49].  
Crystallization of the implanted region of C:Si materials is of major interest for improved 
device performance, and p-SiC is reported in the literature for applicability in  blue light-emitting 
applications [68], [72]–[74]. Porous Si on a c-Si substrate is synthesized by an anodization 
process using the post-anneal C:Si as an anode in a hydrofluoric acid:ethanol etching mixture. 
The porous layer is constructed with the intention of accessing quantum confinement of charge 
carriers to manipulate the colour of light emission [72], [76]. 
Post-implant annealing appears to be the more reliable and less expensive method for 
crystallizing the C:Si and improving device performance. The optimal annealing temperature is 
1100 ˚C, however, due to the capacity of the furnace available for the current work, an annealing 
temperature 1000 ˚C is used for this work, which is within the range of annealing temperatures 
reported in the literature [71]. The results of materials characterization methods (FTIR, PL and 
EL, XRD and scanning TEM) from previous work on C:Si experiments are used for comparison 
with the work presented in this thesis. The significance of each method is discussed in Chapter 3. 
 
 Characterization of Carbon Ion Implanted Silicon Materials 1.3.
Characterization of C:Si materials can be done using a wide range of tools for 
investigating the chemical and physical structure of the implanted region. For this work, the 
characterization methods are selected to be easily accessible, inexpensive, and widely used. 
FTIR and Raman spectroscopic techniques are used to verify the chemical composition of the 
materials. FTIR is used to identify the Si—C transverse-optical (TO) phonon peak in hexagonal 
and cubic SiC is observed at ~800 cm-1 [81], [82]. In as-implanted C:Si materials the Si—C peak 
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appears broadened with peak position at 700-740 cm-1, this is interpreted to be amorphous SiC 
[28]. After annealing at 800 ˚C the Si—C peak appears sharpened, with peak position ~800 cm-1 
[55]. Khamsuwan et al. demonstrate this change in SiC structure after irradiation with Xe ions at 
4 MeV as a post-implant treatment instead of annealing [45]. For annealing temperatures above 
600 ˚C, An et al. report a peak at 1080 cm-1 attributed to formation of silicon sub-oxide (SiOx,  
x < 2) [55]. The FWHM of the SiC peak may be compared to the implantation fluence [56]. For 
fluences above 1.2 × 1018 ions/cm2 at 90keV, the FWHM plateaus where the concentration of C 
is high enough to form carbon clusters. The area under the FTIR peak may similarly be used, and 
the saturation of C:Si is reported as 5 × 1017 ions/cm2 at 65 keV [47]. Compounds of Si, O, H 
and C are observed in C:Si experiments, and are expected in the current work. The characteristic 
IR bands have been observed at: 1100 cm-1 interstitial carbon, 1100 cm-1 SiO2, 670 cm-1 Si—C 
stretch or SiHn wagging, 1000 cm-1 CHn wagging, 1275 cm-1 C—O, 1450 cm-1, C—H2, and  
1590 cm-1 C=C [55]. 
Raman spectroscopy is used to examine Si—Si and C—C bonds in C:Si materials, the 
C—C band in Raman spectra indicates the formation of carbon clusters, and is interpreted to 
mean that implanted C+ is not fully incorporated into SiC [56]. There are two C—C bands 
commonly discussed in Raman spectra: the disordered D-band (~1350 cm-1) and graphitic  
G-band (1580 to 1600 cm-1) [83]. The graphitic band indicates carbon sp2 bonding, as is seen in 
graphite, the disordered band is related to contributions from sp2 and sp3 carbon bonds that are 
less organized. These bands are observed in as-implanted and in annealed C:Si for over-
stoichiometric fluences [67], [80]. Raman spectra are also sensitive to crystalline Si (520 cm-1, 
2nd order 970 cm-1), amorphous Si (broad peak 100-600 cm-1), amorphous carbon  
(770-780 cm-1), and Si—H (2800 cm-1) [43], [45], [47], [55], [56], [67], [80]. The probability of 
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observing a Si—C band in Raman spectra is low, however it has been reported in C:Si literature: 
ß-SiC at 817 cm-1, SiC at 668 cm-1, 4H-SiC at 615 cm-1, and ß-SiC at 800 cm-1 [45], [48], [50]. 
The crystal structure of C:Si before and after annealing is investigated by XRD [47], [84]. 
This technique provides information on the crystal structure and orientation of SiC precipitates. 
The XRD results of previous studies show that the implantation process results in an amorphous 
layer of Si and C, which crystallizes after annealing. In most cases, the Si and SiC are 
polycrystalline, having multiple orientations, and the SiC has cubic structure (ß-SiC) [45], [47], 
[49], [69], [71], [84]. However, heating the target is shown to promote the growth of ß-SiC 
precipitates that have the same orientation as the target [46], [67].  
 The structure of C:Si materials is also investigated using TEM techniques, which 
provides direct observation of buried structures, and regions of different chemical composition. 
The scanning TEM micrographs in the literature are consistent with each other, across varied 
implant energies (25 keV to 300 keV), and fluences (2.5 × 1016 ions/cm2 to 1 × 1018 
ions/cm2)[67], [70], [71], [80]. As-implanted samples show amorphous Si and C in the implanted 
regions, where the implanted carbon follows predictions made by SRIM calculations [49], [67], 
[71], [80]. Post-implant annealing has been shown to induce crystallization of the Si and C, and 
three distinct regions were reported: an amorphous silicon (a-Si) layer, a crystallized SiC layer, 
and a re-crystallized Si region on the bulk single-crystal substrate; [43], [46], [49], [67], [69]–
[71], [80], [84]. The size of the crystallites and depth of these regions is depends on implant 
energy and target temperature, as would be expected where the final concentration of the ions 
depends on the implant energy and the target density (which is temperature dependent)[65]. High 
temperature (HT) implantation treatment produces samples similar to the samples implanted 
without external heating (called ambient temperature, abbreviated AT). Samples that have been 
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heated  to >400 °C during implantation are observed to have sharper interfaces – a more box 
shaped distribution of SiC in the target [44]. The layers observed in HT samples are: a Si layer 
near the surface, with a buried ß-SiC layer with the same orientation as the substrate, and a 
damaged Si layer beneath [46], [67]. 
 Luminescence measurements are the most significant characteristic for materials 
application in photonics research. Early reports of ion implanted SiC demonstrate yellow 
cathodoluminescence, and green luminescence from ion implanted SiC p-n junctions [31], [41]. 
The luminescence of the C:Si based materials is reported with blue to IR emission. 
Photoluminescence (PL) measurements of annealed C:Si can be modeled with Gaussian curves 
that have peaks at ~390 nm (3.2 eV), 445 nm (2.8 eV), 480 nm (2.6 eV), and 560 nm (2.2 eV) 
[68], [72]–[74]. The peak at 390 nm is unidentified [68], [73]. The PL peak at 445 nm and  
480 nm are associated with quantum confinement in ß-SiC, with energies larger than the band 
gap of bulk ß-SiC (2.2 eV) [68], [72]–[74]. TEM images of the materials show porous structure 
with nanoscale SiC precipitates on the scale of 2-5 nm in the case of the 445 nm PL band, and  
2-10 nm sized particles for the C:Si with 480 nm emission [68], [72]. The emission energy 
decreases with increasing particle size, which is expected in quantum confinement effects, 
further discussed in section 2.2.2.1. These studies of PL in C:Si include ion implantation of C+ 
into p-Si, which was generated by etching of crystalline Si [72]. The PL of the p-Si without C+ 
implantation is reported as 560 nm, and this was used to explain the emission at that same energy 
in the C:Si materials [72]. 
Electroluminescence measurements show similar spectra, with peaks at 560 nm (2.2 eV), 
and 450 nm (2.8 eV) that are attributed to p-SiC [74]. The PL from PIII treatment of p-Si yields 
luminescence at 603 nm (2.1 eV) seen in the untreated p-Si, and 454 nm (2.7 eV) seen after ion 
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implantation. Annealing C:Si above 800 °C has been shown to enhance luminescence, by 
facilitating the growth of crystalline phase material, with long range period lattice structure, 
which has improved carrier mobility; or presents nanoscale crystalline precipitates that present 
emission from quantum confinement effects [41], [66], [71], [72]. Annealing temperatures above 
1250 ˚C the incorporation of O and H into the SiC compounds in the material contribute 
additional luminescence bands in the visible region of the spectrum [52], [85]. This annealing 
temperature is slightly higher than the observed optimal temperature for SiC formation, and is 
also above the range of operation of the furnace used in the current work [71].  
Silicon sub-oxide compounds are seen to contribute to the PL of C:Si at 430 nm (2.9 eV), 
with emission from p-SiC at 500 nm (2.5 eV) [55]. Infrared emission is also observed at  
1130 nm (1.1 eV) from nano-patterned Si, and 1278 nm (0.97 eV) from carbon clusters which 
disappear after annealing above 200 ˚C [86]. Baraban et al. measured EL using an “electrolyte-
insulator-semiconductor” system, using SiO2 implanted with Si+ and C+ [87]. The reported EL 
emission is from SiO2 defects at 653 nm (1.9 eV) and 539 nm (2.3eV), and from a Si—O 
complex luminescent center at 459 nm (2.7 eV) and 288 nm (4.3 eV). Emission from SiC is seen 
in the same EL measurements at 387 nm (3.2 eV), [87]. In the present EL measurements, 
luminescence from p-Si, p-SiC and sub-oxide complexes are expected. 
 The EL measurements reported in the literature were collected from a variety of device 
architectures, including p-n junction, Schottky diodes and other methods [74], [86]–[88]. Ghezzo 
et al. report a p-n junction diode fabricated from N+ ion implanted α-SiC that have turn-on 
voltage Von ≈ 1.5 V [88]. Similarly, Rotem et al. produce p-n junction devices with Von ≈ 1 V 
and no reverse breakdown up to -5 V, using C:Si [86]. Li et al. present a Schottky diode with  
Von < 5 V and no reverse breakdown up to -40 V [74]. Previous investigations of C:Si materials 
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for photonic applications include relatively few studies that produce or test electronic devices, 
such as the ones presented in this thesis.  
 
  Overview 1.4.
Silicon photonics research aims to improve the processing speed and chip communication 
quality using optical interconnects in multi-core processors. The aim is to introduce 
optoelectronic materials that can be fabricated using existing infrastructure in semiconductor 
manufacturing facilities. Ion implantation and thermal annealing are common methods used in 
the semiconductor industry. The work presented in this thesis uses high fluence, low energy ion 
implantation followed by thermal annealing to synthesize C:Si. The material is studied using a 
range of characterization techniques (Raman, FTIR, XRD, TEM, EELS). The XRD, TEM and 
EELS measurements were carried out at facilities external to the University of Saskatchewan, 
and the measurement parameters were defined by the author. Fabricating LEDs and testing the  
I-V characteristics and EL spectra of the devices demonstrates the use of the material for 
electronic applications. There are four major goals for the research: 
• Synthesis and materials characterization of C:Si, 
• Investigate C:Si produced at low-energy for LED applications as a demonstration for 
photonic devices,  
• Determine luminescence mechanisms,  
• Investigate the effect of specific treatment parameters: fluence and in situ annealing on 
luminescence spectra. 
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The thesis is laid out as follows: Chapter 1 outlines the motivation and objectives of this 
project.  Chapter 2 discusses the basic principles underlying the research done for this work: 
Schottky diodes and luminescence mechanisms. Chapter 3 briefly describes the characterization 
methods used for the materials and devices in this study. Chapter 4 presents and discusses the 
results of the experiments. Conclusions and future work are discussed in Chapter 5. 
The results and analysis of the materials characterization and device fabrication that are 
discussed in this thesis are published: S. Purdy, A. P. Knights, M. P. Bradley, G-S. Chang, in the 
Institute of Electrical and Electronics Engineers Transactions on Electron Devices, “Light-
Emitting Diodes Fabricated From Carbon Ions Implanted Into p-Type Silicon,” 62, 3, p.914-918 
(2015) [89]. The author’s contribution to this paper includes materials synthesis (simulation of 
processing treatment, thermal annealing); diode fabrication; data collection for FTIR, and Raman 
spectra, diode I-V curves, and EL spectra; data analysis and interpretation for all techniques; lead 
authorship on the paper, and leadership in the overall project design of all experiments.  
 Further investigation of the C:Si materials was conducted at the Canadian Light Source – 
Spherical Grating Monochomator (SGM) and Resonant Elastic and Inelastic X-Ray Scattering 
(REIXS) beam lines. X-Ray absorption spectroscopy measurements at the carbon K-edge, silicon 
K-edge, and Si L2,3-edge, as well as X-Ray emission spectroscopy measurements at the Si L2,3-
edge were collected. The synchrotron techniques are used to more clearly examine the chemical 
bond environment of the C:Si materials. Measurement of the density of states at the band-edges 
can provide direct evidence of band-tails and defect states. This work is drafted for submission to 
the Journal of Applied Physics in December, 2015: S. Purdy, A. Hunt, P. Bazylewski, R. Bauer, 
G-S. Chang, M. P. Bradley, A. Knights, “A comprehensive spectroscopic investigation of SiC 
nanoparticles prepared by low energy plasma ion implantation.” The author’s contribution to this 
 18 
paper includes the materials synthesis; sample preparation; data collection, analysis and 
interpretation; authorship of the paper; and leadership and design of the project. The work for 
this paper is based on the successful CLS beam-time proposal: “XANES2 and XEOL3 of 
electroluminescent diode material fabricated by carbon ion implantation and annealing in p-type 
Si,” S. Purdy, Jan. 2013 (accepted Sep. 2013). 
  
                                                
2 X-Ray absorption near edge spectroscopy (XANES) 
3 X-Ray excited optical luminescence (XEOL) 
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CHAPTER 2 
LIGHT-EMITTING DIODES 
The implementation of Si materials for photonic applications enables the use of currently 
existing processing technologies that rely on Si, with the added benefit of the use of SiO2 light 
conducting pathways that can be used to transmit information. In a functional photonic device, 
information must be transmitted from the part of the device that performs the calculations, to the 
communication layer and other parts of the device. Light-emitting diodes present a solution for 
the transmission aspect of this application. 
  
 Schottky Diodes 2.1.
The construction of test LEDs is a low-cost, simple approach to designing materials for 
photonic applications. The diode used in the present work has a simple metal-semiconductor 
(Schottky) architecture, consisting of two metal contacts on the C:Si material as a sandwich. The 
Al contact serves as an Ohmic contact, where charge carrier injection is driven by externally 
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Figure 2.1 Schematic of a Schottky barrier: interface of metal and semiconductor. results in 
“band bending” where electrons in the semiconductor that are thermally excited in the 
conduction band of the semiconductor can tunnel into the available (lower energy) states in the 
metal conduction band until equilibrium is reached. A forward bias applied electric field 
increased the number of available states in the metal conduction band, allowing current to flow. 
The barrier height, φb is indicated. 
 
applied voltage, and current increases linearly with applied potential. The Au contact is a metal-
semiconductor contact with the C:Si. This method is shown to be successful in producing 
Schottky diodes from ion-implanted silicon, even when p-type Si is used. The application of the 
metal contact on the p-type Si results in electron diffusion (before the presentation of an applied 
potential on the device). The electrons are attracted to the p-type dopant atoms, and contribute to 
the buildup of an electron deficient region on the metallic side of the interface (positively 
charged), and an electron-rich region on the semiconductor side of the interface (negatively 
charged) in a net-neutral device. At equilibrium, this charge distribution generates an electric 
field that opposes further electron migration [90]–[94]. 
In the case where voltage is applied across the diode in a forward bias configuration, 
carriers are thermally excited from the conduction band of the semiconductor into the metal, 
shown in Figure 2.1 [95]. Under reverse breakdown conditions the Fermi energy of the metal is 
equal to or larger than the energy of the conduction band (EF ≥ EC) and there are no available 
states to allow current flow. These contacts, of course, come with a plethora of interface effects  
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Figure 2.2 Schematic of an equivalent circuit for the Shockley equation consisting of an ideal 
diode in series with a resistor that represents the real resistance of the material, and a capacitor 
representing the parallel metal plates of the physical diode architecture. 
 
and impurities that impede current flow, therefore contact firing to reduce physical defects at the 
contact is necessary [91], [96]. The surface oxide layer of the C:Si material is not etched away 
since oxygen defects and SiO2/Si interfaces are known to contribute to luminescence [52], [97]. 
The Au contact is also made thin, to be semi-transparent to allow for light transmission and 
measurement of the EL spectrum [74], [91], [98].  
The turn-on voltage (Von) is determined using a piece-wise-linear model of the diode, 
where linear fit is applied to the “off” and “on” regions of the I-V curve, and the value of the 
voltage at the intersection of these two lines is taken as Von [91]. 
 A model for the current through the diode is constructed of an ideal diode, a series 
resistor and a parallel capacitor shown in Figure 2.2 [96], [99], [100]. The Shockley equation for 
current through an ideal diode is written as: 𝐼 = 𝐼!"# exp 𝑞𝑛𝑘𝑇 𝑉! − 1 + 𝐺!𝑉!                                                                                                                                                                         (2.1) 
The current, I, is given by the voltage drop across the diode, Vd, device temperature, T, and 
capacitance Gp. The remaining constants in Equation 2.1: Isat is the saturation current, q is the 
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charge of the electron, n is the ideality factor (how closely the diode resembles an ideal diode), 
and k is the Boltzmann constant. 
The parallel capacitance in this idealized circuit is negligible when the barrier height φb 
of the Schottky contact is large (0.830 eV).  𝐼 = 𝐼!"# exp 𝑞𝑛𝑘𝑇 𝑉! − 1                                                                                                                                                                                                   (2.2) 
In the real system, the diode has a resistance to current flow in forward bias mode that is 
modeled as a resistor in series, so the voltage drop across the device is that of the applied 
potential, V, and the drop due to the series resistance, Rser:  𝑉!   =   𝑉  −   𝐼𝑅!"#                                                                                                                                                                                                                                         (2.3) 
The inverse slope of the I-V curve gives the order of magnitude of the series resistance: 
𝑅!"# = 𝑑𝑉!𝑑𝐼                                                                                                                                                                                                                                                               (2.4) 
One method of modeling diodes is to set a value for Rser, informed by Equation 2.4, and generate 
a model using the Shockley Equation 2.1, using the line of best fit in the forward-bias region to 
extract the ideality factor, n, and the saturation current, Isat. The model is compared to the data, 
and the process is reiterated to achieve the best agreement. 
The Shockley equation for a non-ideal diode, with a series resistance, and small barrier 
height, is also expressed as a combination of Equations 2.1 and 2.3 [99]: 𝐼 = 𝐼!"# exp 𝑞𝑛𝑘𝑇 (𝑉 − 𝐼𝑅!"#) − 1                                                                                                                                                                   (2.5) 
This equation is also expressed as 𝐽 = 𝑎 𝑒𝑥𝑝 𝑏𝑉 − 1                                                                                                                                                                                                                                 (2.6) 
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where Rser is taken to be small, and I is normalized by the diode area to give the current density, 
J; a and b are fitting parameters. This equation is used in Origin 8.5 to calculate an exponential 
line of best fit of the forward-bias J-V curve where: 𝑎 = 𝐼!"#                                                                                                                                                                                                                                                                               2.7  𝑏 = 𝑞𝑛𝑘𝑇                                                                                                                                                                                                                                                                            2.8  
to determine n,  Equation 2.8 is rearranged as. 𝑛 = 𝑞𝑏𝑘𝑇                                                                                                                                                                                                                                                                           (2.9) 
The saturation current is also written as 𝐼!"# = 𝐴𝐴∗𝑇!exp 𝜑!𝑘𝑇                                                                                                                                                                                                                 (2.10) 
where A is the area of the diode contact, A* is Richardson’s constant 32 A/cm2K2 [92], [101], and 
φb is the barrier height. The barrier height is defined as the difference between the Fermi energy, 
EF, in the metal and EC, the energy of the conduction band in the semiconductor. Note that 
current and current density (J) are interchangeable, since Equation 2.10 includes an area factor. 
Rearranging Equation 2.10: 
𝜑! = log 𝐼!"# 𝐴𝐴∗𝑇! !! 𝑘𝑇                                                                                                                                                                                            (2.11) 
This is the typical method for modeling devices, especially for diodes with low ideality factors 
not much larger than n = 1. For high ideality factors, other methods have been developed, using 
forward-bias I-V measurements [99]. These methods include using the first derivative of the I-V 
data plotted against the current. In the work reported in this thesis, the measurement intervals are 
incompatible with these methods: the I-V measurements were done before calculation of device 
area, the I values were taken at regular intervals, not necessarily regular intervals of J, and the 
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derivative of the J-V data is skewed. Future work on ion-implanted diodes should be designed for 
use of these methods for high-ideality factor cases. 
The measurements reported in Chapter 4 also include the reverse-bias I-V curve, and the 
current in the reverse bias region is equivalent to the saturation current I = Isat. The barrier height 
may be calculated from the reverse-bias measurements and compared to the result for the 
forward bias results. 
 
 Electroluminescence and Emission Mechanisms 2.2.
The LEDs fabricated for this work are used to investigate the performance of the C:Si 
material for photonic applications. The ability to tune the color of the light-emission, especially 
in the visible region is most desirable [102], [103]. The electrical contacts of the diode are used 
to inject charge carriers into the sample for device operation, the sample charge remains neutral 
which is to say that the same number of electrons and holes are injected. The injection of charge 
carriers is dependent on the quality of the electrical contact, Therefore the diodes are fired after 
the metal contacts are applied [91]. Within the diode material the charge carriers lose energy in 
radiative and non-radiative processes which are discussed in this chapter [104]. 
The low energy of the implantation process is expected to produce a thin film of carbon-
rich silicon. The dose of carbon is not enough to saturate the implanted region, therefore SiC 
formation is expected to be complete, and no carbon clusters should remain after annealing. The 
implanted region is expected to be composed of amorphous and porous SiC and Si [73]. 
It is worth mentioning that in some cases researchers use photons from an external light 
source to drive luminescence in materials that are under study for photonic application [59], [68], 
[75], [105]–[110]. A light source with energy above the optical gap of the material is used to 
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excite the electrons in the material for photon-induced luminescence [104]. The PL and EL 
spectra are reported to be similar or identical [74], [111], [112]. The commonly cited 
luminescence mechanisms are reviewed below. Literature to date presents EL and PL in the 
visible region for C:Si, and attributes the luminescence bands to quantum confinement in 
nanocrystalline (nc-Si), porous and amorphous Si and SiC [52], [68], [72], [73], [113].  
 
2.2.1. Non-radiative Recombination 
The luminescence of the C:Si LEDs is generated by the radiative decay of charge carriers 
in the diode material. These mechanisms compete with non-radiative decay processes such as 
Auger recombination and phonon processes. In Auger recombination, an electron combines with 
a hole without photon emission, the energy lost by the electron is absorbed by another electron, 
which then has a higher energy than its initial state [104], [114]. Another non-radiative decay 
process is described as electron-phonon interactions. Excitation of electrons results in a change 
in electron momentum, which is then lost as heat [27]. The Shockley-Read-Hall effect explains 
that if an impurity is introduced to the crystal lattice, there can be a corresponding defect state, 
such as a lattice impurity (substitutional or interstitial), or an unsaturated valence state: “dangling 
bond,” within the band gap of the material, and this state serves as a center for inelastic electron-
phonon interactions [115]. This process is observed in indirect band gap materials like Si and 
SiC, and it limits the efficiency of light emission from devices made using bulk crystals.  
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2.2.2. Luminescence in Amorphous Silicon and Silicon Alloys 
One of the mechanisms that is cited as a source for luminescence in C:Si materials is 
amorphous Si and SiC, which is compiled and reviewed in  Properties of Amorphous Silicon and 
its Alloys [116]; this section relies heavily on these review articles unless otherwise cited [72], 
[73], [113]. The difference between the a-Si and p-Si materials is related to density and structure. 
For a-Si, the material is disordered, but closely packed, and although Si is likely to be bonded to 
other Si atoms, it may not necessarily have long-range crystalline ordered components. The 
luminescence in a-Si materials is described as having two bands: 0.9 eV “D-band” and 1.3 to  
1.4 eV “M-band” at 10 K (1.1 eV at room temperature). The D-band is associated with 
recombination between an electron energy band and a defect state. This recombination process 
appears to be enhanced by doping, and is associated with the quantity of dangling bonds in the 
material. An abundance of dangling bonds results in quenching of PL (and likely EL). For 
example: doping a-Si with boron reduces the contribution of the M-band, and enhances the D-
band luminescence. The M-band is consistent with recombination in band tails that would be 
analogous to that in doped materials. The band tails are regions of the conduction and valence 
bands that extend into the band gap due to a high density of defect states, a visualization of this is 
shown in Error! Reference source not found..  
 
2.2.2.1. Quantum Confinement 
 Additional work on C:Si reports emission from direct band-band recombination with 
quantum confinement [117], [118].The confinement effect is cited as the source of luminescence 
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Figure 2.3 (a) Trap states are caused by a crystal impurity such as a crystal defect or a dopant 
atom. A trap such as this can facilitate electron-hole recombination. (b) It is possible for there to 
be multiple impurities and their associated trap states. (c) In some cases there may be enough 
trap states, closely-packed together, and they are indistinguishable, this is referred to as a “band 
tail” as illustrated in the density of states (d) [119]. 
 
in p-Si, which is made up of nanoscale crystalline Si (c-Si) clusters or crystallites of Si[120]. The 
principles of quantum mechanics apply to this system, and are used here in a simplified form to 
conceptualize the emission from materials with quantum confinement. The basic concepts of 
quantum confinement are frequently discussed, for a discussion on quantum mechanics see R. 
Dick[121], and for quantum confinement in semiconductors see C. Kittel [122]. Within the 
crystallites in a porous material, an excited electron is close enough in real space to a hole that 
the Coulomb force is relevant. This bound exciton is described as a Rydberg atom made of two 
particles of opposite charge, the (Bohr) radius, rB, is: 
𝑟! = ℏ!ℇ𝑒! 1𝑚! + 1𝑚!                                                                                                                                                                                                                       (2.12) 
 
The exciton Bohr radius for silicon is 4.3 nm, and for β-SiC is 2.7 nm [123], [124]. This is a 
Frenkel type exciton where an electron is excited, and tightly bound by Coulomb force to the 
positive ion; any atom in the material may be excited in this way, and excited electrons may 
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excite neighboring atoms and the pair of excited electron and positive ion (electron-hole) pairs 
has mobility as a particle referred to as an “exciton” [27]. By contrast, there exist weakly bound 
excitons where the excited electron is separated by several primitive cell widths from the hole 
state on a fixed ion; this is a Wannier-Mott exciton [27]. 
 A small particle in colloidal solution or embedded in a solid may be treated as having a 
defined potential well with defined boundaries.  If the particle size of a cluster  (diameter,  
D = 2r, radius) is less than the Bohr radius for the material (D < rB) then the particle is analogous 
to a “particle in a box.” This confined particle has an effective mass, m*, depending on the mass 
of the charge carriers in the conduction (mc) and valence (mv) bands:  1𝑚∗ = 1𝑚! + 1𝑚! .                                                                                                                                                                                                                                          (2.13) 
 
The three-dimensional (3-D), time-independent Schrödinger equation is stated as 
𝐸!"𝜓 𝒙 = − ℏ𝟐2𝑚∗ ∆𝜓 𝒙 .                                                                                                                                                                                                        (2.14) 
 
The potential energy of the excited state, Eex, is an eigenvalue of the 3-D wave function 𝜓(𝒙), 
and ħ is Planck’s constant divided by 2π. The wave function for a particle confined in a sphere 
with radius, r, is 
𝜓 𝒙 = 2!𝐿!𝐿!𝐿! sin 𝑘!!𝑥 sin 𝑘!!𝑦 sin 𝑘!!𝑧 ,                                                                                                            (2.15) 
 
where 𝑘!! are the wavenumbers describing the energy state in direction i = x, y, z, and n ≥ 0 are 
integers. The energy eigenvalues of the excited state are 
𝐸!" = ℏ!𝜋!2𝑚∗ 𝑛!!𝐿!! + 𝑛!!𝐿!! + 𝑛!!𝐿!! .                                                                                                                                                                                          (2.16) 
 
This is the energy contribution of the confined charge carrier, for example an exciton in a 
nanoscale particle. The important point about this basic derivation is that the energy of the 
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exciton is proportional to the inverse-square of the dimension of the nanoparticle. This L-2 
relation has been used to calculate the energy gap of Si nanostructures [123], [125], [126].  
One further step for dielectric materials is to account for the shielding generated by the 
other electrons in the material that repel the excited electron by Coulomb force. The electron is 
treated as a new charge being added to the collection of charges in the quantum dot, and the 
charging energy associated with this action is 
𝑈 = 𝑒!4𝜋𝜀!𝜀𝑟 ,                                                                                                                                                                                                                                                      (2.17) 
where e is the charge of the electron, ε0 is the permittivity of free space, and ε is the relative 
permittivity of the material in a spherical quantum dot with radius r [122]. The total exciton 
energy, E, that includes the energy of the band gap, Eg is combined with Eex(n=1) and U [127]–
[129]: 𝐸 = 𝐸! + 𝐸!" − 𝑈,                                                                                                                                                                                                                                (2.18) 
 𝐸 = 𝐸! + ℏ!𝜋!2𝑚∗𝑟! − 𝑒!4𝜋𝜀!𝜀𝑟 .                                                                                                                                                                                              (2.19) 
This model for total exciton energy has been successfully applied to quantum dots made from  
β-SiC, with particle diameter d = 3.9 nm having a corresponding exciton total energy E = 2.7 eV 
(460 nm), and d = 8.8 nm showing E = 2.3 eV (540 nm) [128].  
 This simplified presentation of the principles of quantum confinement does not include 
things like band anisotropy or non-spherical dimensions that appear in physical systems. It serves 
to illustrate that a particle with fixed momentum (i.e. confined in space) has discrete allowed 
energies that depend on the dimension of the spatial confinement, and the total exciton energies 
must be larger than the band gap of the bulk material. Luminescence attributed to quantum 
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confinement effects are reported in semiconductor materials both in colloidal solution and in 
solid state [127], [129], [130]. 
 
2.2.2.2. Porous Silicon 
 Porous silicon is reported to have PL and EL between 700 and 850 nm, which is 
attributed to quantum confinement by both measurements and modeled systems [68], [131]–
[133]. In p-Si, the crystallites are arranged in an array, and have increased surface area that may 
be passivated by hydrogen, oxygen, carbon or other impurities. The luminescence from p-Si is 
vulnerable to degradation and aging as the surface passivation changes over time. The 
degradation is enhanced by device use, where electrical or luminescent excitation results in Joule 
heating of the material and encourages changes to the surface chemistry of the p-Si [131]. 
 In the case of p-Si, the PL is comparable to that of Si nanoparticles. For example, 
samples of p-Si grown by etching followed by implantation of carbon ions produce PL where the 
peak measured for un-implanted p-Si is observed from the implanted sample alongside a peak 
attributed to quantum confined electron-hole recombination in SiC [52]. Similar experiments 
including anodization of Si and SiC, demonstrate the same result: the luminescence of the p-Si is 
seen to contribute to the luminescence of the modified SiC [68], [72].  
 
2.2.2.3. Amorphous Si Alloys 
Different alloys of Si are seen to have different luminescent spectra. Amorphous Si with 
oxygen (a-SiOx, x < 2) presents a luminescent band between 1.8 and 9 eV for 0 < x < 2. The 
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oxygen acts to passivate the dangling bonds in the a-Si, and reduces the D-band contribution in 
PL measurements [116]. 
Amorphous sub-stoichiometric SiC (a-Si(1-y)Cy) films produce PL spectra with the peak 
energy dependent on carbon content and the synthesis method. The PL peak is reported at 1.3 eV 
to 2.0 eV at 77 K for stoichiometric concentrations of carbon up to y = 0.87 [116]. 
Photoluminescence from a-Si(1-y)Cy materials sometimes included the a-Si “M-band.” Studies on 
C:Si synthesis of a-SiC films report PL and EL near 480 nm (2.5-2.6 eV) [68], [74]. The 
mechanism in such cases is more complex; the carbon concentration does not necessarily affect 
the band gap at low concentrations (y < 0.5), and the luminescence may be attributed to planar 
(sp2) “graphitic” carbon states [113], [116].  
 Radiative decay in C:Si materials may happen via a variety of channels, which are 
dependent on the physical composition of the wafers. The ion implantation process leaves 
amorphous and porous material, and the annealing process helps to agglomerate the Si, C and O 
atoms into clusters or crystalline inclusions. Luminescence results reported in the literature are 
frequently attributed to p-Si, and Si alloys with O and C. Over-stoichiometric C:Si samples may 
also produce luminescence from carbon clusters. 
 
In the work presented in this thesis, the theory outlined in this chapter is used to analyze 
the LEDs fabricated from C:Si. The I-V behavior of the LEDs are be modeled using the Shockley 
equation, and the series resistance, ideality factor, and barrier height are determined. The EL may 
also be analyzed by Gaussian fitting of the spectra, and the possible luminescence mechanisms 
are a-Si, a-SiC, p-Si, p-SiC, SiC, and carbon sp2 states, based on previous work discussed in this 
and the previous chapter.   
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CHAPTER 3 
SYNTHESIS AND CHARACTERIZATION METHODS 
For this study, C:Si samples are synthesized using ion beam treatment of boron doped  
(p-type) silicon wafers, with in situ and post-implant annealing treatments. This chapter 
summarizes the techniques and methods used in the synthesis and characterization of the C:Si 
material and LEDs. Several characterization methods are used to identify the chemical and 
physical properties of the C:Si. Raman and FTIR spectroscopy are used to identify the chemical 
composition of the implanted carbon, specifically Si—C and C—C bonds. X-ray diffraction is 
used examine the physical structure of the C:Si, looking for the possible formation of crystalline 
inclusions. Scanning TEM is used to complete the picture of the physical structure of the C:Si 
looking for amorphous and porous structures that are common in materials treated with ion 
implantation. In tandem with scanning TEM, EELS is used to determine the distribution of 
carbon by depth into the Si substrate. In this way, the most basic properties of the C:Si material 
are examined. 
LEDs are fabricated using physical vapor deposition (PVD) of metal contacts onto the 
front and back faces of the C:Si wafers to create large-area diodes. Contact firing after deposition 
improves the quality of the interface between the metal coating and the C:Si wafer [91]. A water-
cooled test-bed is used as a platform for I-V and EL measurements. The test-bed also allows for 
collection of the emission spectra of the diodes [91].  
 
 33 
 Ion Implantation 3.1.
Ion implantation is a widely used technique in semiconductor research and manufacturing 
for doping and modifying materials, for CMOS and silicon-on-insulator (SOI) applications [24], 
[63], [134]–[138]. Using this technique for experimental materials synthesis is appealing because 
it is scalable for mass production and the facilities already exist on an industrial scale [63], [138]. 
The cost of integrating a new technology, like the proposed C:Si LEDs is reduced by using 
techniques familiar to the industry. Ion implantation techniques employ electric or magnetic 
fields to accelerate ionized material towards a target with sufficient energy to be embedded into 
the target. The depth and distribution of the ions into the target depends on the ion implantation 
energy, the mass of the implanted ion, and the density and composition of the target [64], [139]. 
An overview of ion implantation theory and techniques is given in this section. For more in 
depth presentations of ion implantation there are a number of useful sources for fabrication 
engineering (including discussion of diffusion and annealing) [63], ion implantation in general 
[64], [137], and plasma processing [138]. 
One of the goals for this project is to lead into using PIII to prototype devices for 
fabrication in larger scale facilities. The Bradley lab plasma reactor, with implantation energy 
rated to -20 kV, is used to inform the design decisions for the IBS treatments [140].  
During the ion implantation process, ions penetrate the surface of a target, where the 
average depth travelled by the ions is the projected range (Rp). The implanted ions lose energy 
and come to rest in the target due to nuclear and electronic interactions, which depend on the 
nature of the target and the implanted ion. The energy loss per unit length (the work done by the  
ion to move through the sample) in the target is referred to as the “stopping power” (S)  𝑆 = 𝑆! + 𝑆!.                   (3.1)  
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The stopping power has contributions from the electronic (Se) and nuclear (Sn) interactions with 
the implanted ions [63]. 
 The electrons in the target material are described as a viscous fluid that exerts a drag 
force, Fdrag, on the implanted ions. This force is assumed to be proportional to the ion velocity, 
vion, with is associate kinetic energy, Eion.  𝐹!"#$ ∝ 𝜐!"# ∝ 𝐸!"#.                                                                                                                                                                                                                          (3.2) 
The stopping power of the material only due to the electron-ion interaction is a depth (x) 
dependent gradient. 
𝑆! = 𝑑𝐸!"#𝑑𝑥 = 𝑘! 𝐸!"#.                                                                                                                                                                                                                      (3.3) 
The proportionality constant (ke) depends on the charge number (Z), and the atomic 
masses (M) of the implanted ion and target. 
𝑘! ∝ 𝑍!"#𝑍!"#$%!𝑀!"#! 𝑀!"#$%! 𝑀!"# +𝑀!"#$%! !/!𝑍!"#!/!+𝑍!!"#$%!/! .                                                                                                                                                  (3.4) 
This treatment breaks down at very high implantation energies, where the stopping power 
reaches a maximum and then decreases for higher implantation energy [63].  
In addition to the stopping power of the electrons, the implanted ions undergo inelastic 
scattering by the nuclei in the target and travel randomized paths. The implanted ion path length 
is the projected range (Rp), and the “longitudinal” straggle (σ) is the standard deviation of Rp, as 
shown in Figure 3.1. The random scattering also induces a lateral straggle (Ω), the deviation of 
the ion position from the axis of the incident ion velocity. In addition to Se, the projected range is 
dependent on the stopping power of the nuclei in the target, i.e. the energy lost during inelastic 
collisions with other nuclei in the target. For low implantation energy, on the scale of the energy  
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Figure 3.1 Illustration of ion path, projected range (Rp), longitudinal straggle (σ) and lateral 
straggle (Ω), which are simulated by SRIM software. 
 
used for the implantation treatments discussed in this thesis, Sn increases with implantation 
energy. As the implantation energy increases, Sn increases to a maximum value, S0 at energy E0.  
𝑆! = 2.8×10!!"eV ∙ cm! 𝑍!"#𝑍!"#$%!𝑍!"#!/! + 𝑍!"#$%!!/! 𝑀!"#𝑀!"# +𝑀!"#$%! .                                                                                  (3.5)   
At low ion implantation energies, Sn > Se, and the ion path in the target is determined by the 
scattering from target nuclei, which can be predicted using Monte Carlo simulations. A Gaussian 
distribution describes the random nature of the ion paths in the target [63], [64]. 
The projected range is the average displacement of the implanted ions in the depth of the 
target, and using equation 3.3: 
𝑅! = 𝑑𝑥 =!!! 𝑑𝐸!"#𝑑𝐸!"#/𝑑𝑥 =!!! 𝑑𝐸!"#(𝑆! + 𝑆!)!!! ,                                                                                                                                  (3.6) 
and the standard deviation of Rp within the target is  
𝜎 ≅ 23𝑅! 𝑀!"#𝑀!"#$%!𝑀!"# +𝑀!"#$%! .                                                                                                                                                                                                  (3.7) 
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This brief overview of ion implantation parameters is presented with the current treatment 
in mind – that is to say, low energy implantation. The use of higher energies for implantation 
presents complications that are beyond the scope of this thesis, but are discussed in more detail 
in sources like Ziegler’s coverage of ion implantation and Campbell’s book on micro- and 
nanoscale semiconductor fabrication [63], [64]. 
The stopping power, projected range, longitudinal and lateral straggle, are calculated by 
SRIM software discussed in further detail in Section 3.1.2. The “quick range” table for carbon 
ions implanted into silicon at 20 kV is presented in Figure 3.2 and shows the calculated estimates 
for the parameters discussed in this section. The simulations are used to inform decisions on the 
implantation parameters (energy and fluence).  
 
3.1.1. Implantation Effects and Considerations 
The process of ion implantation results in a variety of physical and chemical 
modifications of the target, as shown in Figure 3.3. Implanted ions can break apart bonds in the 
target material, which may or may not re-combine or be rearranged. The damage to a target 
lattice is to be mitigated by post-implant and in situ annealing [63], discussed further in Section 
3.2. Some broken bonds may combine with nearby hydrogen or oxygen impurities. Re-formed 
bonds may not satisfy available atomic valence states, resulting in a “dangling” bond. Native 
atoms of the target may be scattered or sputtered, leaving pores and vacancies in the target 
crystal lattice. The implanted ions may replace some of the native atoms in the lattice structure, 
remaining as a substitutional impurity. In the case of a relatively high dose of ions into the target, 
the implanted ions may bond with each other and form an embedded cluster. This has the added  
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Figure 3.2 SRIM range table calculated for C:Si from 5 to 25 keV at normal Si density, without 
target heating. The projected range of C+ ions at 20 keV is approximately 660 Å. 
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Figure 3.3 Cartoon picture of changes induced by implantation of ions into a crystalline target. 
 
effect of induced lattice strain between the cluster and surrounding matrix. Some ions may fit 
into the space between native atoms, and remain as an interstitial impurity.  
In addition to stoichiometric changes, the implanted ion causes damage to the physical 
target crystal lattice structure. If the energy transferred to a nucleus during a collision is larger 
than the lattice binding energy, then nucleus will be ejected from its position, leaving a lattice 
vacancy. The dislodged nucleus then has energy to collide with other nuclei in the target, which 
in turn may become dislodged. Interstitial impurities are formed when nuclei come to rest in 
positions that are not lattice points in the target structure. This type of physical defect can lead to 
extended defects and lattice dislocations in the material after annealing. Annealing treatments 
that reduce these defects require high temperature (~1000 °C) [63], [71]. An added advantage of 
annealing is the repositioning of implanted ions onto crystal lattice sites.  
The orientation of the target crystal lattice and the incident ion beam must be considered 
for ion implantation treatments, shown in Figure 3.4. When the target is oriented in such a way  
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Figure 3.4 Ion channeling. Insert by Vincent Herr, 2001, GNU free documentation license [141]. 
 
that there is a clear path (channel) that is free of native target nuclei, and having low electron 
density, an ion may travel with diminished stopping power from what would be expected. The 
result is disagreement between simulation and treatment, an impurity in an undesired location in 
the target. The critical angle (Ψ) between the incident ion velocity and the crystal plane 
orientation for channeling to occur depends on the charge number of the ion and target (Z), the 
incident energy of the ion beam (Einc), and the atomic spacing of the target (d) [63]. 
Ψ = 9.73° 𝑍!"#𝑍!"#$%!𝐸!"#𝑑 .                                                                                                                                                                                                                (3.8)     
For the current exercise, the implanted ion is carbon, Zion = 6, the target is Si(100) with  
Ztarget = 14, and d = 1.8 Å, and the implant energy Einc = 20 keV. The critical angle is Ψ = 15°. 
In order to eliminate unwanted effects due to ion channeling, ion implantation treatments 
are carried out off-axis, or the native lattice structure is amorphized by a pre-treatment of heavy 
ion implantation, or the implantation is executed with a surface oxide in place to randomize the 
incident ion paths into the target. When the implantation is done off-axis, the ion is more likely 
to collide with a target nucleus, and will not “see” any channels. For all intents and purposes the  
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Figure 3.5 Illustration of ion implantation shadow: implantation with a mask, at an angle creates 
a region of non-uniform coverage. 
 
ion does not see a lattice structure, and its behavior is based on the probability of collision. Since 
this is the case, the simulation of ion implantation can rely on an amorphous distribution of target 
atoms with the same density as the crystalline target [63], [64]. 
In addition to the defects caused by ion implantation, there are other concerns with ion 
implantation that should be discussed. When the ion implantation treatment involves a mask, if 
the implantation is done at an angle, the mask will create an ion beam shadow on the target, 
shown in Figure 3.5. This region will be neglected in the ion implantation treatment, and ion 
coverage will not be uniform. Unintentional masking may also occur with surface contaminants, 
which leaves an ion implant shadow on the target that can go unseen. Surface particles can come 
from improper wafer handling, improper vacuum equipment handling, use of unfiltered gas 
sources for venting vacuum chambers, and from the clamps used to hold the sample in place. 
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Care should be taken to avoid these issues by following proper procedures, and by using a 
clamp-less sample holder [63]. 
 
3.1.2. Simulations of Ion Implantation 
The effects of ion implantation, including ion distribution and damage effects are 
simulated using the SRIM software package [65], [142]. The program uses Monte Carlo 
simulations to calculate individual ion trajectories into simulated amorphous material that has the 
same density as the implantation target. The ion paths (energy, direction, position) are calculated 
sequentially, until the ion kinetic energy falls beneath a threshold (the lattice binding energy of 
the target), or if the ion leaves the target. The ion trajectories within the target are calculated 
based on inelastic nuclear collisions, shown in Figure 3.6. The ion range vs. energy plots for both 
AT and HT Si targets are shown in Figure 3.7. The simulation of the final ion distribution 
includes a variety of useful parameters, including Rp and σ of the ions, shown in Figure 3.8. A 
more detailed simulation of the implantation at a specified energy provides the number of 
vacancies and number of sputtered ions (ions and target nuclei that leave the target) per 
implanted ion. For this project, the implantation energy is limited by consideration for the limits 
of the experimental equipment: fluences that can reasonably be achieved using IBS at 20 keV. 
The input parameters used for the simulations used for this work are shown in Table 3.1.  
The use of target heating is included in this study for enhancement of SiC formation in Si. 
A target-holding plate with an electrical heater is installed in the target chamber to heat the Si 
wafer to 400 °C during ion implantation treatments, shown in Figure 3.9. 
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Figure 3.6 SRIM simulation of C:Si at 20 keV in AT target shows each ion path and collisions as 
the calculation progresses. 
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Figure 3.7 Projected range and longitudinal straggle for AT and HT Si. 
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Figure 3.8 SRIM simulation of ion distribution results for AT C:Si at 20 keV. Shortened 
simulation is shown here, using 35,000 ions. 
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Table 3.1 SRIM simulation input parameters 
Ion species Target layer Ion energy 
(keV) 
Target density 
(g/cm3) 
C+ Si 5 to 60 keV 
(range table) 
 2.32 
 
C+ Si 20 keV AT 
HT 
2.321 
2.182 
 
 
 
 
Figure 3.9 The electrical target heating stage with Si target, installed in the ion implantation 
chamber in the CEDT IBS system at McMaster University. 
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The HT implant at 400 °C (673 K) is expected to induce a change in density of the target, 
and therefore the calculated ion distribution and target damage/sputtering. A model of Si density 
as a function of temperature is reported by Endo et al. [77]. The model is based on molecular 
dynamics simulations from 100 to 3000 K. The potential of the atoms in the material (solid or 
liquid) is complex, but a reasonable representation of the potential energy for Si is reported by 
Stillinger and Weber [143], and used by Endo et al. in their calculations [143]. The details of this 
simulation are beyond the scope of this thesis. The model for density (ρ) of Si as a function of 
temperature (T), in degrees Kelvin, is determined using the equation presented by Endo et al. 
[77]:  𝜌 = 2.33− 2.19×10!!𝑇  g/c𝑚!,                                                                                                                                                                                  (3.9)  
which yields a value of 2.182 g/cm2 at 400 °C. 
The SRIM simulation of C:Si at 20 keV for AT samples results in Rp = 677 Å, σ = 279 Å, 
0.472 target atoms sputtered by implanted ions, and 305 vacancies/ion. For the HT target with 
reduced density, the simulation yields Rp = 720 Å, σ = 257 Å, 0.445 target atoms sputtered by 
implanted ions, and 159 vacancies/ion.  
 
3.1.3. Ion Implantation Parameters: Fluence, Dose, Time 
The implanted ion distribution in a target is described, to first order, by the Gaussian 
distribution, where the concentration of implanted ions, N(x), changes with target depth (x): 
𝑁 𝑥 = 𝑓2𝜋𝜎 exp −(𝑥 − 𝑅!)!2𝜎! .                                                                                                                                                                          (3.10) 
Note again, the difference between fluence, the number of ions implanted to the target area 
(ions/cm2), and concentration, the number of implanted ions in a unit volume of the implanted 
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region (ions/cm3). The application for the implanted material is used to select the desired N (and 
f), and implant energy. Range tables are used to estimate Rp and σ. The concentration is related to 
the fluence, f, and the width of the implanted region, w,  
𝑁 = 𝑓𝑤 .                                                                                                                                                                                                                                                                          (3.11) 
For a Gaussian distribution of ions the width of the implanted region can be estimated by 
applying a Gaussian approximation, with width 𝑤 = 2𝜋𝜎.                                                                                                                                                                                                                                                            (3.12) 
The fluence required for the desired concentration is  𝑓 = 2𝜋𝑁𝜎.                                                                                                                                                                                                                                                        (3.13) 
The desired fluence for an ion implantation treatment is reached by applying the 
implantation for an amount of time determined by 
  𝑡 = 𝑞!"#𝐴𝑓𝐼!"#$ .                                                                                                                                                                                                                                                  (3.14) 
The time, t, required for a desired f is dependent on the charge of the ion species, qion, the area of 
the implantation, A, and the ion beam current, Ibeam. 
The fluence values for this study are chosen to be 3, 5 and 10 × 1016 ions/cm2 onto targets 
3 × 3 cm2. The high fluence is based on a C:Si fluence study [47], but is limited by the length of 
time that is reasonable to maintain a stable ion beam in the IBS system at 20 keV. The 
implantation times for the treatments used in this thesis are shown in Table 3.2 with Ibeam, f, and t 
for the same implant using the PIII technique. 
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Table 3.2 Ion Implantation Parameters 
Total fluence 
(ions/cm2) 
Carbon 
concentration 
(ions/cm3) 
Beam current 
(μA) 
Actual IBS 
implantation time  
(min.) 
Predicted PIII 
implantation time 
(min.) 
Ambient Temperature 
3 × 1016 3.6 × 1021 ~14 71 15 
5 × 1016 6.0 × 1021 15 to 14 126 24 
10 × 1016 12 × 1021 10 to 14 239 50 
High Temperature 
3 × 1016 3.4 × 1021 7 to 10 60 15 
5 × 1016 5.7 × 1021 15 to 20 96 24 
10 × 1016 11 × 1021 13 to 22 178 50 
 
3.1.4. Ion Beam Synthesis 
Ion beam synthesis is used as the implantation method to prototype the C:Si material used 
for LED fabrication. A schematic of the ion implanter used at the CEDT is shown in Figure 3.10. 
The ion source is a hot cathode arc source that ejects electrons into a neutral gas [63], [144], 
[145]. The plasma reactor is maintained at a vacuum of 10-5 to 10-7 Torr in order to maintain a 
stable arc. The electrons excite the source gas, causing the molecules in the gas to lose any 
electrons with lower binding energy than the energy of the free electrons. For these experiments, 
CO2 is excited to form plasma containing many ion species (CO+, C+, O+). The positive ions are 
then extracted into the beam line by a magnetic field. The beam line is typically maintained at 
10-6 Torr to avoid contamination of other ion species form the beam line and maintain beam 
integrity. A second magnetic field is used to separate the ions based on the charge, q, and mass, 
m, as shown in Figure 3.11. In this way the user can select a particular ion species for 
implantation, such as C+ ions to be implanted to silicon. The force, F, exerted on the ions by the  
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Figure 3.10 Schematic of ion beam implantation system.  
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Figure 3.11 Schematic of mass analyzer section of ion beam line. 
 
analyzer magnet is 
𝑭 = 𝑞 𝒗×𝑩 = 𝑚𝑣!𝑅 .                                                                                                                                                                                                                  (3.15) 
The force exerted by an applied magnetic field, B applied perpendicular to the ion 
velocity (v) results in a curved ion path with radius, R. The analyzing magnet is used to apply B, 
that bends the paths of ions with the desired m/q. Undesired ions hit the beam chamber walls, or 
the surface of the analyzing slit. The m/q selected ions pass into the beam line. The ion beam is 
accelerated by an applied electric field, to the desired energy, and quadrupole magnets are used 
to set the beam dimensions. Electrostatic scanning plates direct the C+ ion beam onto the target 
area in a rastered scan. A Faraday cup measures Ibeam incident on the sample without removing 
ions from the beam. For high fluences of ions into a sample, and large target areas, the length of 
time required to execute the implant may be longer than is reasonable to maintain a stable beam 
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for a specific dose. The beam current may drift or become disrupted; this is a limiting factor in 
deciding the fluence for these experiments [63]. 
When using IBS for ion implantation treatments is it important to remember that ions 
from previous implants may exist in the beam line, heavy ions especially. Industrial facilities 
have two implanters for applications where treatments with heavy, then light ions are required 
(such as pre-amorphization of a target). Another issue is with large implant areas that require a 
wide range of angles with rater scanning, which present problems with masked implantation (ion 
beam shadows) [63]. 
 
3.1.5. Plasma Ion Immersion Implantation 
The process of PIII uses ions from a plasma reservoir as the ions source. An applied 
potential attracts and accelerates ions from the plasma towards the target. There are several 
advantages to using PIII: large and complex structures can be implanted with a uniform impurity 
layer, as long as the features of the target are smaller than the plasma sheath (discussed in this 
section). Objects or arrays of objects can be implanted without the need to control or focus an ion 
beam. Since the ion source is uniform and surrounds the target, the amount of time to implant a 
surface does not depend on its area. By using a pulsed bias to apply a high voltage to the target, 
the target is able to neutralize in between pulses, eliminating charge build-up that obscures ion 
beam implantation [146].  
The limitations of PIII include the difficulty of direct fluence measurement, where PIII 
operators rely on secondary measurement systems such as current probes and assumptions of 
plasma parameters. The uniformity of the implant layer is determined by the plasma sheath size, 
and is affected by any inhomogeneity in the applied potential. PIII is best applied to conductive 
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targets; insulating targets require special treatment to mediate surface charging effects since the 
insulating material will not drain the charge induced by ion implantation as effectively as other 
materials [138], [146]. Another, possibly undesirable, effect of using PIII is the introduction of 
multiple ion species, where the source gas is a molecule such as methane (CH4) and the plasma 
consists of multiple ion species, for example CH!!. The molecule breaks apart on contact impact 
with the target and both C+ and H+ are implanted to the target; if the molecule is implanted at 20 
keV, the C+ is implanted with (12 amu/16 amu * 20 keV) 15 keV and the H+ implant energy is  
(1 amu/16 amu * 20 keV) 1.3 keV. The implantation models that have been developed are 
successful in determining the amount and distribution of impurities as a result of both PIII and 
IBS[63]. It is important to remember that additional post-processing treatment like annealing 
may cause additional diffusion of the implanted impurities and defects in a sample [63]. 
 The Bradley Lab PIII equipment, shown in Figure 3.12, is the Plasmionique ICPIII-600 
Radio-Frequency Inductively Coupled Plasma (RF-ICP) reactor [91], [147]. The target bias is 
applied using a stackable Marx generator and a high voltage pulse 10x step-up transformer.  The 
Marx stages operate based on Insulated-Gate-Bipolar-Transistors (IGBTs) that are capable of 
high pulse, high power applications; 500 V to 2kV. The Marx stages provide fast rise and fall 
times, and less than 1% drop across the pulse peaks. They can be stacked to achieve higher 
voltages, the U of S system has used up to four 500 V stages in the past. The maximum voltage 
(~20kV) that can be applied to the platen is limited by the HV feed-through that connects the 
target platform in the plasma reactor to the HV electronics. The PIII implantation process is 
presented schematically in Figure 3.13 and described in more detail in [138]. The general 
principles are outlined in this section. 
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Figure 3.12 Plasma reactor (open) showing high voltage platform in the plasma reactor used for 
PIII processing. 
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Figure 3.13 Illustration of PIII processing: the target is immersed in plasma, and rests on a 
conductive platform. A high-voltage pulsed potential is applied to the platform, producing a high 
electric field that accelerates ions from the plasma sheath towards the target. 
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The plasma reactor is evacuated to ~10-6 Torr to reduce contaminants. When a feedstock 
gas is fed into the vacuum chamber, and the radiofrequency (RF) field is applied, the plasma 
forms within a few nanoseconds. The electrons in the plasma return to ground through the 
chamber walls and any available surfaces to ground, leaving the plasma floating at a positive 
potential ~40 eV. The outer regions of the plasma develop an electron poor sheath region that 
attracts ions, however the ions are much slower than the electrons, and the sheath stabilizes with 
a steady average electric field. The ions left in the plasma are no longer shielded by the electrons 
and respond to the RF field to form a “matrix sheath” in a non-equilibrium state with uniform ion 
density. The PIII setup can be treated like parallel conducting plates in a vacuum since from an 
electronic point of view it doesn’t matter if the charge carriers come from a metal plate (like the 
platen) or a plasma. The plasma reservoir is shielded by the collective charges of the ions being 
attracted towards the target platform, and electrons being repelled by the applied negative 
potential. The affected plasma is only a region on the same size scale as the target platform; the 
plasma reservoir acts like an electrode of a capacitor. The applied negative potential is pulsed to 
reduce charge-buildup on the sample and ensure uniform implantation. After a pulse, the ions 
move into the depleted sheath region with velocity 
𝑣!"!! = 𝑒𝑇!𝑚!"# .                                                                                                                                                                                                                                        (3.16) 
The Bohm velocity is the minimum velocity that an ion has when leaving the plasma with no 
applied electric field. This is the velocity with which ions are dragged by electrons leaving the 
plasma towards the chamber walls. It is used as a baseline for implantation calculations, since it 
is impossible to measure the ion velocity in the sheath without perturbation caused by the probe. 
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Note that ions moving with the Bohm velocity do not have enough energy to be implanted into a 
sample – an external voltage is required to accelerate the ions to significant implant energies. 
The ion current density, Jion, that is associated with the Bohm velocity is given by the 
charge state, q = 1 in most cases, the charge value, e, and the ion current density, nion. 𝐽!"# = 𝑞𝑒𝑛!"#𝑣!"!!.                                                                                                                                                                                                                            (3.17) 
The current density of ions leaving the sheath during an applied pulse is determined by the 
potential applied across the electrodes, V, the permittivity of free space, ε0, and d, the ion 
distance from the target, 
𝐽!"# = 4𝜀!9 2𝑞!"#𝑚!"# 𝑉!/!𝑑! .                                                                                                                                                                                                              (3.18) 
This is the Child law for space-charge-limited flow of charged particles in a vacuum [138]. 
The quantity and distribution of ions implanted into a surface is determined by the ion 
fluence and the implantation time. The fluence depends on parameters determined by an ion 
implantation model provided by open source software, outlined in this section. 
 During the implantation process, the applied voltage is pulsed to allow the pre-sheath to 
replenish with ions to implant and to prevent charge buildup on the target. The pulse peak width, 
tp, and the number of pulses, np, define the length of time that ions are being implanted to a 
target, so that the fluence of ions during each pulse is determined by the equation 
𝐹 = 𝐽!"#𝑛!𝑡!𝑞!"# .                                                                                                                                                                                                                                                    (3.19) 
For a desired f, the number of required pulses is determined, for example with tp = 13.8 µs at 
202.8 Hz, set by the pulse generator [147]–[149]. 
𝑛! = 𝐹𝑞!"#𝐽!"#𝑡! .                                                                                                                                                                                                                                                          (3.20) 
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The total time required for implantation treatment is the number of pulses multiplied by the 
period, T, of the applied pulse, 𝑡 = 𝑛!𝑇.                                                                                                                                                                                                                                                                  (3.21) 
The total ion implantation time for PIII processing of C:Si, where qion(C+) = 1.6 × 10-19 C,  
Jion ≈ 2 × 10-3 A/cm2 [148], is presented in Table 3.2. The time required for equivalent treatments 
of C:Si are significantly less for PIII than IBS processing.  
 
 Post-implant Treatment 3.2.
 The ion implantation process, especially at such high fluence, results in damage to the 
target lattice structure, which is mitigated by thermal annealing. Thermal processing is used to 
repair damage (vacancies) by promoting migration of displaced (interstitial) atoms to these 
vacancies, and to “activate” the implanted impurities by facilitating their migration to lattice sites 
in the implanted region. In silicon that has been amorphized by ion implantation, annealing 
temperatures of 500 to 600 °C results in diffusion and agglomeration of lattice vacancy defects, 
such that regions of extended lattice defects are formed. For higher annealing temperatures of  
> 850 °C these defects are reduced in number, with the possibility of void formation, depending 
on fluence and synthesis technique [63], [150]. The post-implant annealing process induces 
recrystallization by solid phase epitaxy, the amorphous material crystallizes onto the substrate, 
with the same crystal orientation [46], [63], [67], [151]. In C:Si materials, the precipitation of 
SiC crystallites in the implanted region, along with amorphous layers of carbon-rich silicon is 
discussed by Lindner et al. and Wang et al. [44], [57], [60]. The implantation of carbon results in 
formation of Si—C bonds, until the concentration of carbon reaches a maximum of  
4.5 × 1017 cm-3, after which carbon clusters are formed [57], [60]. For low fluence, or early in an 
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implantation treatment, the implanted carbon forms some SiC crystallites in the existing lattice 
structure of the c-Si target. The growth of these crystals is slow because of the low solubility of 
carbon in silicon, and the crystallites that form early in the implantation process are included in 
the structural damage caused by the continuing influx of ions. The Si—C bonds are destroyed by 
incident ions that scatter one of the atoms to an interstitial position in the implanted region. 
These interstitial atoms contribute to the amorphous carbon-rich silicon layers that are observed 
in C:Si materials [44]. The implanted carbon ions continue to form Si—C bonds or amorphous 
carbon clusters, and the C—Si dimers agglomerate on silicon interstitial sites. These become the 
nucleation sites for further SiC crystallization during post-implant annealing [44]. The growth of 
the SiC crystals in the C:Si layer is described as a phase transition between a-SiC and β-SiC 
using the Avrami equation [57], [58]. 
𝑋! = 1− exp − 𝑡 − 𝜏!𝜏! !!! .                                                                                                                                                                                (3.22) 
The fraction of the volume of transformed material, XT, is determined by the lag time for 
nucleation, τ0, the characteristic growth rate for the crystal, τc, the dimensions of growth  
m = 1, 2, 3, and the annealing time, t [57]. 
In this study, in addition to the post-implant annealing treatment, a subset of targets are 
annealed in situ for comparative study of the AT and HT C:Si materials. A heated target stage is 
used heat the target to 400 °C during the implantation process. These HT targets are treated with 
the same fluence (3, 5, 10 × 1016 ions/cm2) as the AT. The AT samples experience heating due to 
the energy imparted by the arriving ions, but the experimental apparatus is not equipped to 
measure this effect. After implantation, all samples are annealed in a tube furnace at 1000 °C for 
1 h in a flowing nitrogen gas atmosphere. As discussed in 1.2.2, this temperature is selected 
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based on previous work on annealing treatment C:Si that demonstrated that this temperature is 
sufficient for the purpose of this work [71].  
It should be noted here that the goal of these experiments is to produce C:Si LEDs, and it 
is known that oxygen enhances luminescence in similar devices [111], [152]. It is also known 
that oxygen plays a role in SiC formation in Si targets after ion implantation [43]. The native 
oxide layer on the Si wafers i.e. the native oxide layer is not removed before implantation or 
before application of electrodes for LED fabrication. Annealing in a nitrogen gas atmosphere 
reduces the enhancement of the oxide layer during post-implant annealing. 
 
 Diode Fabrication 3.3.
The diodes are fabricated using physical vapor deposition (PVD) of metal onto a sample 
of semiconductor trial material [91]. The procedure uses small pellets of the metal to be used in 
the coating, placed in an Al boat. The metal is evaporated by resistive heating of the boat, and 
travels through a vacuum chamber (10-6 Torr) and lands on the target. The target is held on a 
rotating platform, which enhances uniformity of the coating layer. The thickness of the layer is 
measured by a quartz crystal microbalance. The depositions for this work are completed at the 
University of Saskatchewan Chang Lab using an Ångstrom Engineering Åmod PVD system. 
The Schottky diode architecture is shown schematically in Figure 3.14. The device 
consists of a piece of the C:Si wafer with an Aluminum (Al) coating (600 nm) on the back, and a 
semi-transparent Gold (Au) contact (200 nm) on the implanted surface. After implantation, the 
wafer is cleaved to fit into a tube furnace, and annealed. The contacts are applied by PVD, 
followed by contact firing at 400 °C in flowing N2. An additional processing step of cleaning 
(sonication) before the application of metal contacts is discussed in section 4.6.1. 
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Figure 3.14 Schematic diagram of cross-section of the diodes fabricated for this study. The metal 
contacts are shown with sandwich architecture, the implanted ions are expected to have an 
approximately Gaussian distribution with depth into the sample. Adapted from Purdy et al. 2015, 
© 2015 IEEE [89]. 
 
 Materials Synthesis Parameters 3.4.
 The ion implantation of Si is conducted at the CEDT at McMaster University in 
collaboration with Dr. Andrew Knights and Doris Stevanovic. The details of the synthesis are 
outlined in Table 3.3. The silicon targets used for the implantation are boron doped (p-type) to  
1-10 Ω⋅cm, 500 µm thick <100> crystal orientation, grown using the Czochralski technique. 
 
 Raman and Infrared Spectroscopy 3.5.
 The C:Si material can be expected to contain some C—C and Si—C bonds, which can be 
quantified using IR and Raman spectroscopic techniques. These complimentary techniques are 
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Table 3.3: Parameters of ion implantation and post-implant processes. 
Ion beam energy: 20 kV 
Sample 
designation 
Beam current 
(μA/cm2) 
Implantation time 
(min.) 
Fluence 
(ions/cm2) 
A1 10 to 14 239 10 × 1016 
A2 14 71 3 × 1016 
A3 15 to 14 126 5 × 1016 
Samples heated at 400 °C during implant 
H1 7 to 10 60 10 × 1016 
H2 15 to 20 96 3 × 1016 
H3 10 to 12 190 5 × 1016 
All samples annealed at 1000 °C in flowing N2 after implant 
 
 
Figure 3.15 Raman and IR active vibrational modes. Vibrational modes in C—C bonds are 
Raman active and Si—C bonds are IR-active. 
 
used to examine vibrational modes of molecules or crystals. Raman is used to measure 
vibrational modes that result in a change in polarization of the electron clouds in the bond; and 
IR is used to measure vibrations that exhibit a change in the dipole moment of the molecule, as 
shown in Figure 3.15 [153]. 
It is expected that the Raman results would show C—C bonds with Raman shift peaks 
near 1350 to 1580 cm-1, being the disordered (or “glassy”) carbon and highly ordered pyrolitic 
graphite (HOPG) states of carbon [154]. The post-implant annealing process is expected to 
enhance growth of SiC, and reduce the amount of C—C bonds in the C:Si, which would be 
observed as a reduction in peak height in the Raman spectra. 
IR spectroscopy is used to identify the SiC bonds in the C:Si, which have a band near 
~800 cm-1 [28]. The spectra are collected using a Michelson-Morley type spectrometer, which 
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directs light of varying frequency onto a sample, which absorbs and reflects some of the light. 
The reflected beam is recombined with the incident beam to form an interferogram. Fourier 
transform infrared spectroscopy relies on the symmetry of the interferogram, where one half of 
the interferogram is measured from the central peak. The spectral width that is measured is 
increased, and the Fourier transform yields higher resolution results because of the virtually 
extended data set. The as-implanted samples are expected to show SiC spectra with peaks at 
lower wavenumbers (~740 cm-1), and these peaks would appear at ~800 cm-1 with higher 
intensity in the post-annealed samples [47], [56]. It is also expected that the as-implanted HT 
samples would have higher SiC peaks than the AT samples, since the annealing process is 
expected to facilitate SiC bond formation. The in-situ annealing during implantation is expected 
to be incomplete, and post-implant annealing should enhance the SiC quality. 
 The Raman and FTIR measurements are conducted at the Saskatchewan Structural 
Sciences Centre (SSSC) at the University of Saskatchewan (U of S), using the inVia Raman 
microscope with Smiths Detection IlluminatIR II microspectroscopy accessory. The Raman 
measurements were collected using a 514.5 nm laser, from 100 to 3200 cm-1. The FTIR 
measurements are collected using an all-reflective objective (ARO) lens, from 650 to 4000 cm-1.  
 
 Grazing-incidence X-ray Diffraction 3.6.
X-ray diffraction is used to determine the structure of the implanted samples [155]. The 
basic principle of this measurement is described as Bragg scattering of X-rays from planes of 
ordered atoms within a crystal, applied to determine surface or thin-film characteristics. 
Variations on the technique may be used to determine surface, or thin-film characteristics. The 
grazing-incidence X-ray diffraction (G-XRD) technique uses low angles of incidence that 
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promote evanescent waves to propagate on the surface of the sample, increasing the sensitivity to 
the surface and subsurface structure. This study makes use of G-XRD to investigate C:Si, and to 
compare with results from previous studies [47], [71]. The G-XRD measurements are collected 
by the McMaster Analytical X-ray (MAX) Diffraction Facility, with measurement parameters 
specified by the author [156]. The data are collected using the Bruker D8 Davinci diffractometer 
with a Vantec500 area detector, 3-circle goniometer, and parallel beam optics. The 2-
dimensional data are integrated into 1-dimensional plots. The X-ray source is a Cu rotating 
anode generator (Kα = 1.54 Å), the data are collected with a 2° angle of incidence, and 2θ range 
from 23.5° to 79.2°. 
In the classification of XRD analysis, Mercury software is used to calculate the 
diffraction pattern of a specific material (i.e. ß-SiC, Si), and experimental results are compared to 
this in order to identify crystalline structure [157]. For this work, Si (516688-ICSD) and ß-SiC 
(182362-ICSD) are modeled using Mercury and the Cambridge Crystallographic Data Centre 
database.  
 
 Transmission Electron Microscopy and Electron Energy Loss 3.7.
Spectroscopy 
 Transmission electron microscopy uses a beam of electrons, projected onto and through 
a sample to generate high-resolution images and diffraction patterns. This requires the sample to 
be thin enough for electron beam transmission (less than 500 nm). Two of the approaches to 
TEM imaging are bright field (BF) and dark field (DF) imaging: BF imaging makes use of the 
un-scattered transmitted electron beam, while DF imaging uses on of the diffracted electron 
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beam. The un-scattered transmitted electron beam may also be used for EELS, where the 
electron beam undergoes inelastic scattering with the target, and the scattered beam is used to 
identify elements in the scattering source. This method is especially sensitive for elements with 
lower atomic numbers, like carbon. The TEM and EELS techniques are used to examine effects 
that depend on bonding or crystal order, which are ideal for observation of ion implanted 
materials composed of amorphous and porous material.  
These techniques use an electron beam transmitted through the sample, which requires 
sample preparation using a focused ion beam (FIB) cross-sectional lift-out technique to etch or 
remove part of the surface, leaving a raised cross-section to be measured.  
In BF TEM, measuring the transmitted electron beam after it has passed through the 
sample, sometimes can be distorted due to diffraction effects from Bragg scattering. This is 
avoided by using high-angle annular dark field (HAADF) technique, shown schematically in 
Figure 3.16 [158], [159]. Measurement of incoherently scattered electrons using an annular dark 
field detector is useful in multiple ways. The diffraction effects seen in traditional scanning TEM 
measurements are eliminated, and the scattered electrons have different energies based on the 
atomic number of the scattering atoms in the sample. This results in a map of the sample with 
contrast dependent on the elemental composition. Use of an annular detector allows the main 
body of the beam to pass through to an EELS detector; scanning TEM and EELS measurements 
may be collected simultaneously [160]. 
As this measurement technique is expensive, and thus only the highest fluence samples 
are measured and presented in this thesis. The measurements are collected at the Canadian 
Centre for Electron Microscopy (CCEM) using a FEI Titan 80-300 HB microscope [161].
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Figure 3.16 Schematic of HAADF and EELS detector setup. Adapted from [160]. 
 
 Diode Characterization 3.8.
The diodes are characterized using a water-cooled I-V testing bed, shown in Figure 3.17. 
Temperature measurements are collected using a thermocouple attached to the top plate of the 
test-bed, through ~5 mm of Al from the sample surface. Two multimeters are used to measure I 
and V in the driving circuit. A collimating lens and fiber-optic cable is attached to the top Al 
plate to allow luminescence measurements to be collected with a bias voltage applied to the 
sample. A measurement of the diode area is required for current density calculation, and 
normalization of the samples to each other. This is measured by taking an image of the diodes 
with a known length for calibrating the scale of the image (like a Vernier scale). The number of 
pixels in the image corresponds to a chosen calibration length in the image, and the number of 
pixels in the diode image corresponds to the area of the diode, a sample of this is shown in 
Figure 3.18. 
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Figure 3.17 Photograph of water-cooled I-V testing platform with sample diode in place. 
 
 
Figure 3.18 Example image of diode used for measuring diode size (HT 10 × 1016 ions/cm2 seen 
here). The length of pixels and length on the ruler in the image are used to determine the scaling 
factor for the diode dimensions. Irregularities in the sample edges, and in the portion of the 
sample masked by clips used to secure the sample during coating application complicate the 
“pixel counting” method. The area is used to calculate the current density of the sample diode 
curve. 
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CHAPTER 4 
RESULTS AND DISCUSSION 
The results of the material characterization and device testing experiments are reported in 
this chapter. The first section, regarding materials characterization, includes the results from 
Raman and FTIR experiments, used to identify the chemical composition of the C:Si before and 
after annealing. The distribution of implanted ions is observed using EELS, combined with TEM 
and G-XRD measurements to form a picture of the physical structure of the C:Si. The results of 
the diode testing: I-V curve and diode parameters using the Shockley diode equation are 
discussed here. 
 
 Raman Spectra 4.1.
Raman spectra collected for the C:Si at all doses, before and after annealing, are shown in 
Figure 4.1 where the expected bulk crystalline Si Raman shift is 525 cm-1, and carbon D-band 
and G-band are 1366 cm-1 and 1563 cm-1, respectively. The spectra of the as-implanted AT C:Si 
shown in Figure 4.1 (a) has a broad peak at 466 cm-1, which is associated with a-Si [162]. The  
c-Si peak is observed at 518.7 cm-1, and it is understood that the Raman spectrum peak frequency 
decreases for smaller Si crystallites [162]. The second-order Si band at ~960 cm-1 is not observed 
in these samples due to the amorphous nature of the material resulting in low-intensity, broad Si 
bond peaks. A broad peak at 800 cm-1 is observed, which has been observed in Raman spectra of 
other C:Si materials, and corresponds to Si—C bond vibration [45], [50]. The probability of 
measuring Si—C vibration using Raman excitation is low compared to the Raman excitation and 
detection of Si—Si. However due to the amorphous nature of the samples, the SiC peak appears 
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in the Raman spectra obtained for this study. The expected carbon peaks between 1300 cm-1 and 
1600 cm-1 appear broad and weak, shown in Figure 4.2. The low fluence C:Si samples have 
smaller carbon bands, and therefore less C—C bonding than the higher fluence samples. This is 
consistent with previous work that indicates that carbon concentration increases with fluence and 
there is a threshold above which Si is saturated and the implanted carbon forms clusters [47], 
[56]. Annealing of the AT C:Si results in Si crystal formation, and the c-Si peak is observed at 
520.4 cm-1 in the annealed samples, as shown in Figure 4.1 (b). This indicates that the Si re-
crystallizes and the crystallites grow in size during the annealing process. The second-order c-Si 
band is observed for these samples, and the carbon bands disappear, as expected. The SiC band 
is also lost, where the probability of Si-Si Raman excitation is higher in the more crystalline 
material. The Raman spectra show that the annealing process for AT C:Si recrystallizes the 
implanted Si, and the carbon clusters are absent in the annealed samples.  
The as-implanted HT C:Si results shown in Figure 4.1 (c) have a stronger, more well 
defined c-Si peak at 518.7 cm-1, where the target heating enhances bond formation during the 
implant process. The Raman spectra for the carbon peak region shown in Figure 4.2 has a 
diminished response from the carbon peaks, compared to those in the AT as-implanted samples. 
The peak height of the carbon peaks corresponds to the fluence of the implant, but less so than in 
the AT samples. The post-anneal HT measurements seen in Figure 4.1 (d) again show that post 
implant annealing improves c-Si structure, eliminates C—C bonds in the C:Si. The changes 
produced by post–implantation thermal annealing show that the partial anneal that occurs during 
implantation with or without applied heat is incomplete without post-implant annealing. 
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Figure 4.1 Raman spectra, offset for clarity, of as-implanted (a) AT as-implanted, (b) AT post-
anneal, (c) HT as-implanted, and (d) HT post-anneal C:Si. In (a) the band at 466 cm-1 is 
attributed to a-Si. In all panels, the bands near 520 cm-1 and 960 cm-1 are first- and second-order 
c-Si. A broad peak associated with C—C bonds (1300-1600 cm-1) is observed for the as-
implanted samples (a) and (c) (refer to Figure 4.2), and not the post-anneal samples (b) and (d). 
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Figure 4.2 Raman spectra for as-implanted (a) AT and (b) HT C:Si, showing the carbon D- and 
G-bands between 1300 cm-1 and 1600 cm-1. The reduced intensity of the carbon bands in the 
spectra for the HT samples shows more integration of C+ after implantation, but the integration is 
not complete and further annealing is required to eliminate the carbon clusters. The elimination 
of the carbon clusters by post-implant annealing is shown in Figure 4.1. 
 71 
 Fourier-Transform Infrared Spectra 4.2.
 The FTIR spectra for the as-implanted and post-anneal C:Si samples are shown in Figure 
4.3. Based on previous work, the SiC peak is expected at ~800 cm-1. The peak height should 
increase with fluence until SiC saturation is reached, and the peak frequency may decrease with 
higher fluence as SiC crystallites grow in size due to more readily available carbon.  
The SiC phonon peak is observed for all samples; in the AT C:Si samples the peak is 
weak and broad after implantation, and is shifted to lower energy due to the amorphous state of 
the material [71]. In the post-anneal C:Si, the SiC peak is sharpened and shifted to higher energy, 
as shown in Figure 4.4. This confirms that annealing enhances SiC crystal formation in the C:Si 
materials. A second peak appears after annealing, at ~1100 cm-1, from the formation of a SiO2 
during the annealing process since the annealing environment is not entirely oxygen-free [55]. 
The FTIR measurements for the as-implanted HT samples have broadened, lower energy peaks 
than the post annealed samples. The peaks in the as-implanted HT C:Si are not as broad as for 
the AT samples. The change in SiC peak energy and sharpness after annealing is less pronounced 
in the HT samples as well; the in situ annealing treatment of the C:Si is an effective way to 
enhance SiC formation. The fluence of the implants is reflected by the peak intensity with 
smallest to largest peaks corresponding to lowest to highest fluence. The HT samples show 
smaller peak intensity than the AT samples since the carbon ions have a broadened distribution 
in the implanted region and the implanted ion concentration is lower. 
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Figure 4.3 FTIR spectra of (a) as-implanted and (b) post-anneal AT C:Si, and of (c) as-implanted 
and (d) post-annealed HT C:Si. The SiC phonon is seen around 800 cm-1 and increases with ion 
fluence. 
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Figure 4.4 A comparison of FTIR data for as-implanted and annealed AT and HT C:Si. All 
samples are ion-implanted with ion fluence of 10 × 1016 ions/cm2.   
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 Grazing X-ray Diffraction 4.3.
The crystal structure of the SiC within the C:Si samples is investigated using G-XRD. 
The low angle of incidence for the measurements makes it more sensitive to the thin implanted 
region. The G-XRD patterns are shown in Figure 4.5 for the highest fluence sample before and 
after annealing. Mercury software is used to simulate the XRD patterns for Si (516688-ICSD), 
3C- (cubic) (1011031-ICSD) and 6H-SiC (hexagonal) (182362-ICSD) [157]. 
Due to the high cost of the TEM measurements, only two samples are measured: the post-
anneal AT and HT highest fluence samples 10 × 1016 ions/cm2. The lower fluence samples are 
expected to demonstrate similar structure. In the low fluence C:Si the concentration of C, and the 
amount and size of SiC inclusions is too low to be measured in a reasonable amount of time. The 
G-XRD pattern for as-implanted, AT C:Si show crystalline Si (111), (220) and (311) at 2θ = 28°, 
47°, and 56°, and some hexagonal SiC (111) at 36°. The as-implanted HT C:Si shows little 
crystal structure, either because the reduced density of the heated target allows more complete 
amorphization or because the recrystallized regions are sputtered away at the high fluence. 
Annealing the C:Si results in recrystallization of the targets, the diffraction patterns for the AT 
targets have c-Si(111) at 36°, and 3C-SiC (111), (200), (220) and (311) at 39°, 45°, 65° and 78°, 
respectively. The HT targets show only polycrystalline 3C-SiC (111), (200), (220) and (311). 
The relative peak heights of the G-XRD measurements not the same as those predicted by the 
XRD model; this indicated preferential orientation of the crystal growth of the SiC and Si. The 
G-XRD results indicate that the annealing process enhances the formation of SiC and is 
necessary to reduce the damage caused by the implantation process. Heating the target during 
implantation enhances the formation of SiC.  
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Figure 4.5 G-XRD for C:Si with 10 × 10 16 ions/cm2 before (a) and after (b) annealing treatment. 
The simulated diffraction patterns for Si, hexagonal and cubic SiC are shown in panel (c). Figure 
adapted from Purdy et al. 2015 , © 2015 IEEE [89]. 
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 Electron Energy Loss Spectra 4.4.
The distribution of implanted carbon is measured alongside TEM imaging, using EELS.  
The EELS measurements for post-anneal AT and HT C:Si for 10 × 1016 ions/cm2 are shown in 
Figure 4.6. These measurements show only the distribution of the carbon ions implanted into the 
sample, a measurement of the absolute concentration of carbon requires measurements of Si and 
O. The SRIM calculation for C+ implanted into Si is shown here as well, the simulations do not 
include the annealing process, the comparison here is purely qualitative. 
In the ion implant simulations, the density of the target is included in the calculations. For 
the AT samples the target density of Si is input as 2.33 g/cm3, and for the HT samples is 
calculated using equation 3.9 to be 2.18 g/cm3 [77]. The ion distribution for the AT samples 
yields a projected range (Rp) = 677 Å, and straggle ΩR = 279 Å, for the HT samples, RP = 720 Å 
and ΩR= 257 Å. The damage to the target is calculated as the number of sputtered atoms, and the 
number of vacancies created in the target lattice for each implanted ion. For the AT samples 
these values are 0.472 sputtered ions/ion, and 305 vacancies/ion, and for the HT samples: 0.445 
sputtered ions/ion and 159 vacancies/ion. The SRIM simulation indicates that the HT samples 
suffer less damage, the ions have a larger implantation depth, and wider distribution within the 
material. The EELS measurements for the post-anneal, AT sample shows agreement with the 
simulation; however the carbon distribution measured in the post-anneal HT samples is closer to 
the surface than predicted by the SRIM simulation. This is explained by the fact that the SRIM 
simulation does not include the recrystallization of Si (seen in TEM results) at the substrate 
interface during the high temperature implantation process. The broadened distribution of a fixed 
number of implanted ions in the HT samples is necessarily related to a reduction in the peak  
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Figure 4.6 EELS measurement for post-annealed 10 × 1016 ions/cm2 samples, compared to SRIM 
simulations for (a) HT and (b) AT C:Si. The y-axis scales are arbitrary, without EELS 
measurement of other elements the absolute relative concentration of carbon in the sample 
cannot be shown. Adapted from Purdy et al. 2015 , © 2015 IEEE [89]. 
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concentration of the implanted carbon (broadened Gaussian curves with fixed area have reduced 
peak height). This results in a reduced SiC phonon peak compared to that of the AT samples. 
 
 Transmission Electron Microscopy Using High-Angle Annular 4.5.
Dark Field Imaging 
The highest fluence AT and HT samples are chosen for TEM measurement of the C:Si 
materials, to mitigate the high cost of TEM measurements. The selection of samples was done 
before completion of the other analysis techniques, which indicate that the three fluence values 
should be expected to have varied physical features. The cross section of the implanted material 
is observed using HAADF-TEM, the high fluence AT and HT samples are compared in this 
section. The HAADF-TEM images of the 10 × 1016 ions/cm2 post-anneal AT and HT samples 
after annealing are shown in Figure 4.7 and Figure 4.8. The image for the AT sample shows an 
amorphous layer containing a-Si, and nanoscale carbon-rich inclusions are observed in this 
region. Combined with the FTIR, Raman and G-XRD observations, we conclude that these 
inclusions are composed of SiC, with some crystalline order. The images for the HT samples 
show a similar layer, in addition to a polycrystalline layer of Si between the carbon-rich region 
and the substrate that does not appear in the AT samples [89]. Had TEM measurements been 
done on the other samples, the physical structure could be expected to be similar, where the low 
fluence samples would exhibit more c-Si with less complete amorphization of the target, and the 
mid-fluence samples might have fewer or smaller SiC inclusions. 
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Figure 4.7 HAADF-TEM images of post-anneal HT C:Si implanted with 10 × 1016 ions/cm2: (a) 
a multilayer structure with the same a-Si/a-SiC layer seen in the AT samples, as well as a  
polycrystalline Si layer on the c-Si substrate and a magnified portion of the a-Si/a-SiC layer, with 
carbon-rich Si inclusions (highlighted) ,© 2015 IEEE [89]. 
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Figure 4.8 HAADF-TEM images of 10 × 1016 ions/cm2 AT C:Si after annealing: (a) multilayer 
structure made up of a carbon-rich a-Si layer and the c-Si substrate and (b) a magnified section 
of the a-Si layer with carbon-rich Si inclusions (highlighted). The FTIR and G-XRD results 
indicate that the inclusions are made up of SiC, with some crystalline order. © 2015 IEEE [89]. 
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 Diode Characterization 4.6.
The annealed C:Si is used to produce Schottky diodes by applying metal contacts onto 
the front and back surfaces of the processed wafer. The results of the diode characterization and 
analysis of the diode curves are presented in this section. The I-V curves for the diodes are 
collected between -12 to 15 V, and temperatures during diode testing are measured to vary from 
<20  to >60 °C despite the use of water cooling and refrigerated water circulation systems, seen 
in Figure 4.9. 
 
4.6.1. Application of the Shockley Diode Model 
The Shockley equation is applied to the forward bias J-V data, assuming that V >> IRser. 
The J-V curves for the HT and AT samples are shown in Figure 4.10. The reverse bias region 
shows no reverse breakdown of the diodes to -12 V. The slope of the AT samples decreases at 
high current (~3.5 A/cm2), which might prove interesting to observe at higher current (beyond 
the capability of the power supply used in these measurements). The turn-on voltage, Von, is 
determined by linear fit to the “off” and “on” regions of the forward-bias J-V curve, where these 
regions are chosen to be the largest subset of data points that yield the best linear fit. The ideality 
factor, n, and the saturation current, Isat, are determined by applying an exponential best-fit of the 
form of the Shockley equation 2.5, simplified to equation 2.6. In cases where the diode exhibited 
non-linear behavior at high-current, a subset of the J-V data for each diode is used to obtain the 
diode parameters.  
The Shockley equation shows acceptable fit with the data, and formally verifies the diode 
behavior of the devices. The lines of best-fit (of the form of equation 2.6) have coefficients of  
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Figure 4.9 Current density – voltage curve for diode with coinciding temperature measurements 
during operation with water-cooling. 
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Figure 4.10 J-V curves for (a) HT and (b) AT diodes. No reverse-breakdown is observed to -
12V. 
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determination (R2) values of 0.971 to 0.996. The diode parameters are summarized in Table 
4.1.Entering the diode parameters to equation 2.5 and taking the residual sum of squares (RSS) 
of the simulated and measured J-V curves serves to check the fit of the Shockley model: the RSS 
values range from 0.015 to 0.25. The large contact area, and the presence of the surface oxide 
layer are known to produce large ideality factors in diodes, such as those seen in the data 
presented in this thesis [99]. On the other hand, oxygen enhances luminescence, it affects device 
performance by contributing to non-ideal diode behavior [59]. The defect-rich implanted region 
and the non-uniform nature of the interface between the implanted layer and the substrate also 
contribute to high ideality factors [70], [99], [131]. 
 
Table 4.1: Diode parameters extracted from forward bias J-V data 
Sample Turn-on 
voltage 
(V) 
Ideality 
factor 
Saturation 
current (A) 
Barrier 
height  
(eV) 
Goodness 
of fit,  
R2, RSS 
Ambient temperature 
3 × 1016 2.8 ± 0.6 188 ± 16 0.50 ± 0.09 0.3961 ± 
0.0043 
0.985, 
0.24 
5 × 1016 2.6 ± 0.1 224.5 ± 5.8 0.72 ± 0.07 0.3981 ± 
0.0025 
0.996,  
0.12 
10 × 1016 3.9 ± 0.1 185.4 ± 9.2 0.52 ± 0.06 0.3973 ± 
0.0028 
0.990,  
0.015 
High temperature   
3 × 1016 3.2 ± 0.1 163.6 ± 6.3 0.23 ± 0.02 0.4137 ± 
0.0022 
0.983,  
0.25 
5 × 1016 2.7 ± 0.1 124.3 ± 5.3 0.10 ± 0.01 0.4313 ± 
0.0024 
0.978,  
0.082 
10 × 1016 2.9 ± 0.4 202.8 ± 8.7 0.23 ± 0.02 0.4296 ± 
0.0026 
0.971,  
0.11 
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4.6.2. Diode Modeling Techniques for High Ideality Factor and Series 
Resistance 
The application of the traditional method for fitting the Shockley equation to diode curves 
presents high ideality factors. Given the non-ideal behavior of the diodes seen in Figure 4.11, the 
accuracy of the exponential fitting of the J-V curve is reduced; a subset of the data with the 
highest coefficient of determination (R2) is used. It is worth investigating diode fitting methods 
specifically for diodes with high ideality factors and series resistance [99]. A comparison of the 
application of the traditional and “optimal” methods of diode fitting for the samples under study 
is shown in Figure 4.12. Other methods have been developed in order to model diodes with high 
n, and are attempted with little success. The best approach, based on simplicity and sensitivity, 
according to Aubry et al. [99], is the Werner method where the differential conductance G = 
dI/dV applied to the Shockley equation which yields: 𝑑𝐼𝑑𝑉 = 𝑞𝑛𝑘𝑇 1− 𝑑𝐼𝑑𝑉 𝑅!"# ∗ 𝐼,                                                                                                                                                                                                        (4.1) 
 which is expressed as: 𝐺𝐼 = 𝑞𝑛𝑘𝑇 1− 𝐺𝑅!"# .                                                                                                                                                                                                                                  (4.2) 
The data for a forward bias I-V data may be plotted as G/I vs. G where the slope and y-intercept 
yield values for Rser and n. The application of this method to the current data does not present a 
plot with any reasonably linear behavior, future work may be designed for more effective 
application of this approach.  
A second commonly used method uses the forward bias J-V measurements, where the 
series resistance (Rser) is not neglected. The Shockley equation is then in its transcendental form,  
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Figure 4.11 An exponential fit for a subset of I-V data presents a better model than a fit for the 
full data set that includes a change of slope in the high-power region of the I-V curve. 
 87 
 
Figure 4.12 Comparison of diode fitting methods: exponential fit (pink) vs. including high 
ideality factor and series resistance (green). 
and solutions may be found by iterative process: The lnJ vs. Vd (the voltage across the diode) 
plot is corrected for Rser using Vd = V - JRser, and linear region is fit with a line that includes the 
largest number of data points with a “good fit.” Attempts are made to maximize Rser. The slope 
and y-intercept of the line of best-fit are used to calculate n and Isat, respectively.  
The application of this method to the measurements presented here is complicated by the 
large change in temperature during testing (<20 to >60 °C despite water cooling). The high 
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power used to drive the diodes results in Joule heating, with corresponding change in Rser. 
Therefore guesses for the Rser value are inaccurate for the complete data set. The method is 
modified to account for this. Assignment of a temperature threshold that could be considered 
“acceptable” would be arbitrary. Instead, the following is attempted: 
1) A guess at Rser is made using Ohm’s law: Rser = dV/dI, and this is used to form a plot lnJ 
vs. V-RserJ. 
2) A linear fit of a subset of the data is applied, the slope and y-intercept are used to 
calculate n and Jsat, as before. 
3) The results for n and Jsat are used to generate a modeled curve, plotted against the J-V 
data. 
4) The values of residual sum of squares (RSS) between the model and the data are 
calculated. 
5) Repeat to find a minimum RSS value. 
 
This procedure attempted for the HT 10 × 1016 ions/cm2 diode yields n = 183 and  
Jsat = 0.20 A/cm2 with RSS = 1.68. However, care must be taken with the modification discussed 
here. When using a finite set of data points, the line of best fit for similar subsets restricts the 
possible values for the slope and y-intercept, as demonstrated in Figure 4.13. Since smaller RSS 
values are achieved using an exponential fit to the traditional Shockley equation (ignoring Rser), 
this method is applied to acquire the diode parameters for the diodes in this study. It is worth 
considering that the methods outlined by Aubry et al. for large values of n would be considered 
the preferable method in this case [99].  
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The use of the method outlined by Aubry et al. is useful in such devices where the series 
resistance is comparable to the voltage across the diode (i.e. in this particular device, V = 12 V, 
and JRser = 1.2 V, which does not satisfy the assumption to neglect Rser) [99]. It is unsurprising 
that large-area diodes with an intact native oxide layer, fabricated from defect-rich material 
would have high Rser and n. Any further study of such devices should include:  
• Removing the native oxide layer and/or cleaning the surface of the diode before 
applying conductive contacts,  
• More effective temperature monitoring and control. (Passive cooling is insufficient for 
the power and heat applied during these measurements). 
• J-T and capacitance-voltage measurements in addition to J-V measurements for further 
analysis and verification. 
Commercial, bench top diode testing platforms, and temperature control systems exist and may 
be used to enhance the collection of data and controlled study of devices fabricated from ion 
implanted materials. 
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Figure 4.13 Demonstration of linear fit used to obtain n and φb, and fit to data resulting in the 
best RSS value. The intervals of the data points limit the possible slope and intercept values used 
for calculating the ideality factor and barrier height. If a different subset of data had been used, it 
would yield different results, but the accurate value might lie between the possible 
slope/intercept values from fitting to n number data points, or n+1 data points. 
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4.6.1. Added Sonication Step in Diode Fabrication 
 The diode fabrication and testing process reveals that the diodes exhibit non-ideal 
behavior, shown in Figure 4.14. It is believed that the inconsistent diode behavior is related to 
contact impurities due to surface contamination of the C:Si before coating, especially from debris 
related to the scoring and cleaving process. In order to remove possible surface contaminants, an 
additional processing step is investigated by I-V and FTIR measurement. After post-implant 
annealing, and before deposition of metal contacts, the treated wafers are cleaned in ethanol: 
acetone solution in a sonicator for 10 minutes. This is meant to remove debris from the cleaving 
process, and any contaminants from shipping, handling or exposure to atmosphere. The added 
step is shown to improve device performance with more stable I-V data shown in Figure 4.14. 
Further investigation by FTIR shows that there is no appreciable change in material composition 
after sonication, as seen in Figure 4.15. It is recommended that this practice be continued for 
future work. It is suggested that blowing with dry N2 gas, removal of the oxide layer, or surface 
sputtering in vacuum before contact coating may also improve contact quality. 
 
 Electroluminescence Spectra 4.7.
The light emitted from the samples under forward bias conditions is collected with 
varying current and is normalized for the area of the diode (assuming that the light emission is 
uniform on the surface covered by the testing platform). The red-orange luminescence is visible 
to the naked eye in a darkened room, and is bright enough to be captured with a handheld 
camera, shown in Figure 4.16. The luminescence spectra for the samples with increasing fluence 
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Figure 4.14 I-V curves for diodes with and without sonication before application of electrical 
contacts. The addition of the sonication process step results in the improvement of diode 
performance. 
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Figure 4.15 FTIR spectra for post-anneal HT 10 × 1016 ions/cm2 C:Si material with and without 
sonication. The effect of sonication is negligible and does not change the composition of the 
sample. 
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Figure 4.16 A photograph of light emission from a diode fabricated from C:Si  
(AT 5 × 1016 ions/cm2).  
 
 
 
 
Figure 4.17 EL spectra of (a) AT and (b) HT samples at 3, 5, 10 × 1016 ions/cm2 at 1.5 A/cm2. 
The HT diodes have lower emission intensity than the AT diodes, the in situ annealing process 
reduces the amount of a-Si material that is the primary source of EL in these samples. 
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are presented in Figure 4.17. The luminescent intensity is taken as photons counted by the 
detector, which is not calibrated; however the measurements are taken at the same time (within a 
few hours) and may be used to indicate (not quantify) trends in the behavior of the devices.  
In the EL spectra there appears to be some absorption at ~940 nm (1.32 eV), which is observed 
in other work using the same detector [90]. This behavior is taken to be a feature of the 
experiment system and not the samples; calibration of the detector is recommended, but is 
expensive and also affects other users. The luminescence of the C:Si LEDs increases with 
increasing applied current, as shown in Figure 4.18. The luminescence spectra are converted to 
energy units and fit with Gaussian peaks that correlate to luminescence bands seen in previous 
luminescence studies shown in Figure 4.19 and Figure 4.20. The Gaussian fit of the C:Si LED 
spectra shows several luminescent bands that are comparable to luminescence reported in 
literature on C:Si and p-Si materials, summarized in Table 4.2.  
The most dominant luminescence feature appears to be p-Si, with contribution to the 
luminescence of all samples. The p-Si luminescence appears in the energy range from 1.39 to 
1.77 eV. The luminescence peaks for the 3 and 5 × 1016 ions/cm2 AT samples is fit with multiple 
peaks, and those attributed to p-Si are evenly spaced in energy. This has been observed in other 
ion-implanted Si materials, and is explained as a distribution in Si nanoparticle size [163]. An 
additional peak appears in the fit for the mid-fluence AT sample, at 1.84 eV, attributed to a-Si 
[164]. In the case of the lower fluence sample, the a-Si contribution is absent because the lower 
fluence does not amorphize the Si to the same degree as the mid-fluence sample. In fact, the low-
fluence AT sample shows an additional luminescence peak at lower energy, which may be 
attributed to c-Si [89]. For the higher fluence sample, the amorphization is extended to such a 
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Figure 4.18 EL spectra for HT and AT samples shown with increasing applied current. The 
maximum luminescent intensity for the diode is beyond the output power limit of the power 
supply available for these experiments. 
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Figure 4.19 Gaussian fit of EL spectrum of AT 5 × 1016 ions/cm2 diode at highest applied 
current. Luminescence is attributed to a-Si and a-Si. 
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Figure 4.20 EL spectrum of HT 5 × 1016 ions/cm2 diode with Gaussian fit. EL is attributed to a-
Si, p-Si and p-SiC. 
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Table 4.2 EL peak fitting 
Sample EL peak 
eV (nm) 
Mechanism Reference 
Ambient temperature 
3 × 1016 1.56 (795) 
1.66 (747) 
p-Si 
p-Si 
[75], [163] 
[163] 
5 × 1016 1.39 (892) 
1.59 (780) 
1.70 (729) 
1.84 (674) 
p-Si 
p-Si 
p-Si 
a-Si 
[75] 
[163] 
[113], [163] 
[164] 
10 × 1016 1.67 (742) p-Si [163] 
High temperature 
3 × 1016 1.70 (729) p-Si [113], [163] 
5 × 1016 1.42 (873) 
1.75 (708) 
2.07 (599) 
p-Si 
p-Si 
nc-SiC 
[75], [163] 
[113], [163] 
[128], [165] 
10 × 1016 1.45 (855) 
1.77 (700) 
1.93 (642) 
p-Si 
p-Si 
defect states 
[75], [163] 
[113], [163], [165] 
[73], [166] 
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degree that little to no crystalline material remains to seed crystal growth. The recrystallization 
process during post-implant annealing produces a less of a distribution of nanoparticle size, 
resulting in the single p-Si peak observed. This is supported by the preferential crystallization 
observed in the G-XRD results, where the crystal orientation is not the same as the native target 
lattice, as had been observed in earlier work on C:Si [46]. 
The luminescence observed in the HT samples is also dominated by p-Si, and the same 
low energy peak (c-Si) is observed in the low-fluence sample. The mid-fluence HT sample 
demonstrates a luminescence band with peak at 2.07 eV, in the energy range of nano-crystalline 
SiC (nc-SiC) [128], [165]. The high-fluence HT samples has a peak at 1.93 eV, associated with 
defects in the implanted material [73], [166]. In the case of the HT implanted materials, the high 
fluence fully amorphizes the implanted region, including any SiC clusters that form during the 
implantation process, and the nc-SiC luminescence contribution is reduced with increasing 
fluence. Instead of nc-SiC luminescence, the luminescence in the high-fluence HT sample is 
related to defect states in the bad gap caused by the implanted impurities and remaining lattice 
damage from the implantation process. 
  
The luminescence of the C:Si materials is dominated by p-Si, which is described by 
quantum confinement. For both AT and HT samples the EL peak height increases from low to 
mid fluence, and decreases with mid to high fluence. The low fluence C:Si produces EL with a c-
Si component, demonstrating that there is less damage to the target, leaving some bulk c-Si 
intact. The high fluence C:Si also presents low EL peak height when compared with the mid-
range fluence data. Using the SRIM calculations, the number of sputtered ions at HT is 0.445 
sputtered atoms/implanted ion, for AT the value is 0.472 sputtered atoms/implanted ion [89]. The 
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medium fluence samples present the highest luminescent intensity. The optimal fluence for high 
luminescence at 20 kV C:Si must then be between 3 and 10 × 1016 ions/cm2, which is consistent 
with previous work on fluence of C:Si and concentrations of implanted carbon [47], [56]. The 
FTIR results for the mid and high-fluence samples indicates a plateau in the SiC phonon peak 
height, however the high fluence implantation process has over-extended the amorphization of 
the C:Si, and this reduces the EL peak in the high fluence C:Si. The reduced EL peak height 
results from the competition between luminescence effects and non-radiative recombination with 
the higher population of defect sites.  
 The fabrication of LEDs from C:Si synthesized at low energy  and high fluence is 
successful at both AT and HT implantation conditions. The AT implanted C:Si shows higher 
luminescent intensity, and the HT samples show luminescence at higher energy, with some 
contribution from SiC [89]. This work demonstrates that the luminescence of the C:Si material 
reaches a maximum and then decreases with increasing fluence. This indicates that competing 
mechanisms between luminescent recombination against non-luminescent recombination at 
defect sites limits the luminescent intensity. Comparing the EL data and TEM images, the Si 
nanoparticles that would contribute to luminescence are located in the amorphous region of the 
implanted layer. In the HT samples this layer is reduced in size, where Si recrystallization is 
enhanced by the HT implantation conditions; the luminescence from the Si nanoparticles is also 
reduced in these samples. 
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CHAPTER 5 
CONCLUSIONS AND FUTURE WORK 
The focus of the work presented here is on light-emitting devices fabricated with a 
synthesis technique 
• That can be incorporated to large scale manufacturing using existing technologies.  
• Using non-toxic materials. 
• Without wafer bonding as with III-V semiconductors. 
Carbon ion implantation into silicon is one method used to synthesize SiC, a known 
luminescent material and high-power semiconductor. Using ion implantation, the amount of 
carbon implanted into the target is well controlled, and the synthesis technique is already used in 
current manufacturing techniques. Previous work using C:Si demonstrated that the ion 
implantation technique results in damage to the treated wafer that both contributes to the 
luminescence and inhibits device performance because of the non-uniform interface between the 
implanted region and the substrate. The goals for the work presented here is to use low-energy 
implantation in order to mitigate this effect. Implantation into heated targets is investigated as a 
way to further mitigate the damage in the materials. Fabricating LEDs tests the application of the 
C:Si material for Si photonics. The material properties and luminescence mechanisms of the low-
energy implanted C:Si is investigated and discussed in detail in Chapter 4. 
 
 Results of Characterization 5.1.
 Low-energy carbon ion implantation to silicon followed by thermal annealing yields thin, 
multi-layer a-Si films with carbon-rich inclusions and polycrystalline Si. Measurement of Raman 
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and FTIR spectra confirm complete formation of SiC in the C:Si. The inclusions are observed by 
TEM to be nanoscale in size, and have amorphous and some crystalline composition. The 
embedded SiC clusters, and the recrystallized Si have some crystalline order, confirmed by G-
XRD; the orientation of these crystals is not necessarily aligned with the substrate. The ion 
implantation is well modeled by the SRIM suite of software, as confirmed by EELS 
measurement. The carbon ion distribution for the HT implantation is seen to be shifted towards 
the surface of the C:Si, with a re-crystallized layer of Si at the interface of the substrate. Heating 
the target during implantation is seen to enhance formation of SiC and recrystallization of Si in 
C:Si materials. Increasing fluence of C+ results in C—C bond formation, which is reduced or 
eliminated by post-implant annealing. Post-implant annealing also promotes re-crystallization of 
the damaged Si material. The result of the C:Si synthesis after post-implant annealing is a 
polycrystalline Si layer, a polycrystalline/amorphous Si and SiC layer in both HT and AT 
samples, the HT sample has an additional re-crystallized Si layer beneath the carbon-rich region.  
Light-emitting diodes are fabricated from the post-annealed C:Si material. The use of a 
sonication step to remove debris and impurities from the surface of the samples is shown to 
enhance the stability of the LED I-V curves. The LEDs function as Schottky diodes with visible 
orange-red luminescence. The EL mechanisms is primarily nanocrystalline silicon formed by the 
implantation and annealing process; it is the same luminescence as observed in pervious studies 
of p-Si luminescence. The luminescence spectra of the LEDs fabricated from the HT C:Si show 
some contribution from a-SiC. The AT LEDs demonstrate a change in the slope of the I-V curve 
at high power, which does not appear the HT LEDs up to 12 V. Higher doses of carbon into 
heated targets would enhance the luminescence from embedded SiC, however this is opposed by 
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the low-energy, high sputtering rate of the experiments discussed in this thesis. Implantation at 
higher energy implantation should be used for higher fluence C:Si. 
 
  Future Work 5.2.
 Target heating during implantation is attempted in this work in order to mitigate damage 
and defects in the synthesized material.. The practice of target heating may be realized by the use 
of an electric heater or by illumination of the target [167].  
The use of sonication of the C:Si wafers, before application of the electrical contacts, is 
tested for effect on material characteristics and on LED performance. It is shown to produce 
more accurate I-V data. Surface cleaning such as this is recommended for future work on any 
coating on ion-implanted materials. In cases where the use of liquid is undesirable, surface 
sputtering or blowing with dry gas could prove effective. Furthermore, removing the native 
oxide layer before application of electrodes will reduce the LED ideality factor. 
The I-V data that is presented in this thesis is limited by time, temperature control, and 
temperature measurement. The use of an automated I-V sweeping system would generate more 
data points in a shorter period of time. The testing bed may be enhanced by addition of a 
temperature sensor near the sample, and the use of a temperature controller to heat the sample at 
low driving power and cool the sample at high driving power instead of relying on passive 
cooling. The use of temperature control experiments would contribute current-temperature 
measurements that can be used to calculate and verify the ideality factor, saturation current and 
series resistance [99]. Researchers are encouraged to read Aubry et al. on modeling devices with 
high ideality factors when designing experiments on devices made with ion implanted materials 
[99]. 
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 Conclusion 5.3.
Silicon-based LEDs are successfully fabricated with visible red-orange light. The 
brightness of the devices is associated with an optimal fluence, which is limited by the amount of 
defects induced by the synthesis process, and sputtering of the surface. The existence of an 
optimal dose for SiC formation is also observed by Poudel et al., and Dibaji et al. [47], [56]. The 
luminescence is associated with p-Si, a-Si and a-SiC. The defects induced by the implantation 
technique interfere with device performance and are mitigated by target heating during the 
implantation process, and post-implant thermal annealing. Target heating of the HT samples to 
400 °C, and post-annealing treatment at 1000 °C of both AT and HT samples results in 
enhancement of SiC formation and recrystallization of Si. The HT samples show reduced 
luminescent intensity, and a smaller a-Si/p-Si region, but the mid-fluence sample produces 
luminescence with a SiC contribution. A wider implant region with multiple energy implant, and 
implantation at higher energy will help to increase the amount of SiC in the C:Si that will 
increase the luminescence from SiC and modify the emission spectrum towards higher energy 
emission. The degree of crystallization of the C:Si is an important consideration for the 
fabrication of C:Si LEDs, a high concentration of nanoparticles in the implanted region, and the 
composition of those particles are governing factors in the luminescence wavelength and 
intensity. Oostra et al. also pointed out that the quality of the interface between the implanted 
region and the substrate affects the performance of diodes fabricated from C:Si [70].  
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