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Abstract 
 
In this work, we are motivated by the need to produce particles of well-controlled size, shape and 
morphology for general application in catalysis, environmental remediation, nanomedicine, 
pharmaceuticals, the development of new materials, and other fields. Moreover, our approaches 
are guided by the desire for continuous and scalable production, in contrast to the batch-wise 
processes typically used. We employ the emulsion droplet solvent evaporation method, which is 
extremely versatile, to create, for example, magnetic nanoparticles, polymeric Janus beads, and 
crystalline particles. The emulsion droplets act as confined spaces, or templates, within which the 
particles can form. Upon removal of the solvent, primary magnetite nanoparticles pack into 
dense magnetic clusters, polymers precipitate as beads, or small molecules crystallize out of the 
solution to form spherical particulates. The thesis is comprised of experimental, theoretical and 
computational work that discusses the control of polymeric Janus bead morphology; 
demonstrates the potential of various operations for integration into large-scale manufacturing 
systems for monodisperse particle production; and offers insight into solvent and particle 
diffusion during the solvent evaporation process. 
The formation of Janus beads by solvent evaporation-induced phase separation of polymer 
blends is studied using a model system of polystyrene (PS), poly(propylene carbonate) (PPC) 
and chloroform. The phase separation of the polymer solutions in the bulk is analyzed and a 
phase diagram is constructed. PS/PPC Janus beads of varying composition are synthesized and 
we demonstrate the ability to tune the morphology by varying the type and concentration of the 
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surfactant. Thermodynamic models that describe the particle morphologies as functions of the 
interfacial tensions are discussed.    
The remainder of the thesis focuses on the development and characterization of continuous, high-
throughput synthesis methods for functional particles based on solvent evaporation techniques. 
We introduce membrane emulsification and pervaporation as operations that have the potential to 
be integrated into such a process. We develop a population balance model to describe the 
transport of solvent from nanocrystal- or polymer-laden droplets in an emulsion as it flows 
through a pervaporation unit. The solvent transport is simulated using a high-resolution finite 
volume algorithm, which affords a smooth solution with second-order accuracy. The simulations 
provide information regarding the evolution of the particle size distributions and the diffusional 
behavior of the droplets. Furthermore, the required fiber length to remove the solvent completely 
from an emulsion can be determined in terms of natural dimensionless constants that arise from 
the structure of the model equations, making the model useful as a design tool. For systems with 
a high Biot number, we show that a lumped capacitance assumption, which greatly simplifies the 
model and reduces the computational requirement, is valid. 
Finally, we investigate the evaporative crystallization of glycine and alanine, and the clustering 
of magnetite nanocrystals, in emulsion films flowing down an inclined plane. The temperature 
and the solvent evaporation configuration are shown to have a significant effect on the transport 
behavior of the solvent and droplets. The potential of the inclined plane system in particle 
production is established, and the flow of emulsion droplets of different sizes is studied, using an 
experimental test apparatus.  
 
 
 
 
 
Thesis Supervisor: T. Alan Hatton 
Title: Ralph Landau Professor,  
Director, David. H. Koch School of Chemical Engineering Practice 
5 
 
Acknowledgements 
 
I am sincerely grateful to my advisor Alan Hatton for his constant support and guidance 
throughout my time at MIT. He always challenged me to investigate questions to a greater depth, 
helped me to grow as a scientist, student and teacher, and showed me how truly rewarding 
venturing into unfamiliar territory can be.   
 
My thesis would also not have been possible without the direction provided by my thesis 
committee members Bill Green, Greg Rutledge, Michael Strano and Lev Bromberg. Their 
questions and suggestions were invaluable in showing me what I had to do in order to build a 
stronger thesis. Moreover, I would like to thank Lev for all of his help in the initial stages of this 
project. He taught me much of what I know about nanoparticles and through his example, I 
learned how to conduct and publish experimental work. I am thankful for the many 
collaborations we have had over the past few years. 
 
I would like to acknowledge all of the other MIT faculty who have collectively provided me with 
an amazing educational experience. In particular, Richard Braatz was instrumental in helping us 
with the computational work and I thank him for patiently spending hours with me to explain the 
concepts behind population balance modeling and solution methods. I would also like to thank 
Bob Fisher, who taught me what it takes to tell a good story.  
 
The people in our research group have almost completely changed since the time I joined, but the 
helpful, fun and friendly work environment provided by my labmates has remained a reliable 
constant. Thank you Nate Aumock and Mike Stern, my fellow safety rep/lab managers, for 
taking care of our lab and always knowing where I could find what I needed. Arpi Toldy helped 
me wrap up my final set of experiments and I am so thankful to have had his guidance, 
teamwork and camaraderie during my last few months working on this thesis. I was also blessed 
to have had the support and encouragement of wonderful friends in the MIT community and 
beyond. In particular, I would like to thank Arthur Lue, Daniel Sun, and Kay Hsi, who have each 
helped me persevere through graduate school in their own ways. 
 
Finally, a huge thank you goes to my family – to my parents, who were always there for me, and 
to Allison: it has been an incredible journey, and I’m so glad we did it together.  
6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7 
 
 
Table of Contents 
 
Chapter 1 Introduction............................................................................................................... 19 
1.1 Magnetic Nanoparticles....................................................................................................... 19 
1.1.1 Synthesis of Magnetic Nanoparticles ........................................................................... 20 
1.1.2 Coating of Magnetic Nanoparticles .............................................................................. 22 
1.1.3 Functional Magnetic Nanoparticles for Environmental Remediation .......................... 23 
1.2 Janus Beads ......................................................................................................................... 27 
1.2.1 Synthesis of Janus Beads .............................................................................................. 27 
1.3 Crystalline Particles for Pharmaceuticals ............................................................................ 30 
1.4 Emulsion Droplet Solvent Evaporation Method ................................................................. 30 
1.5 Research Overview ............................................................................................................. 32 
1.6 References ........................................................................................................................... 32 
 
Chapter 2 Janus Beads from Solvent Evaporation Induced Phase Separation .................... 37 
2.1 Introduction ......................................................................................................................... 37 
2.1.1 Janus Bead Formation by Phase Separation ................................................................. 38 
2.1.2 TEM Imaging of PS/PPC Blends ................................................................................. 41 
2.2 Experimental Section .......................................................................................................... 43 
2.2.1 Materials ....................................................................................................................... 43 
2.2.2 Bulk Phase Separation .................................................................................................. 43 
2.2.3 Preparation and Characterization of Janus Beads ......................................................... 44 
2.3 Results and Discussion ........................................................................................................ 45 
2.3.1 Phase Separation of PS/PPC in Solution ...................................................................... 45 
2.3.2 PS/PPC Janus Beads from Phase Separation ................................................................ 48 
2.3.3 Control of Particle Morphology by Interfacial Tensions .............................................. 49 
2.4 Conclusions ......................................................................................................................... 57 
2.5 References ........................................................................................................................... 58 
 
8 
 
Chapter 3 Membrane Emulsification........................................................................................ 63 
3.1 Introduction ......................................................................................................................... 63 
3.2 Experimental Section .......................................................................................................... 66 
3.2.1 Materials ....................................................................................................................... 66 
3.2.2 Synthesis ....................................................................................................................... 66 
3.2.3 Particle Characterization ............................................................................................... 67 
3.3 Results and Discussion ........................................................................................................ 69 
3.3.1 Preparation of Primary Magnetic Nanoparticles .......................................................... 69 
3.3.2 Formation of Magnetic Nanoclusters by Membrane Emulsification ........................... 72 
3.3.3 Encapsulation of Nanoclusters with Silica ................................................................... 75 
3.4 Conclusions ......................................................................................................................... 76 
3.5 References ........................................................................................................................... 78 
 
Chapter 4 Pervaporation ............................................................................................................ 83 
4.1 Introduction ......................................................................................................................... 83 
4.2 Experimental Section .......................................................................................................... 86 
4.2.1 Materials ....................................................................................................................... 86 
4.2.2 Synthesis ....................................................................................................................... 86 
4.2.3 Particle Characterization ............................................................................................... 87 
4.3 Plug Flow Model ................................................................................................................. 87 
4.4 Population Balance Model .................................................................................................. 90 
4.4.1 Model Development ..................................................................................................... 90 
4.4.2 Solution Method ........................................................................................................... 96 
4.4.3 Model Parameters ......................................................................................................... 99 
4.5 Results and Discussion ...................................................................................................... 101 
4.5.1 Solvent Removal by Pervaporation ............................................................................ 101 
4.5.2 Plug Flow Model Results ........................................................................................... 103 
4.5.3 Population Balance Model Results ............................................................................. 108 
4.6 Conclusions ....................................................................................................................... 121 
4.7 References ......................................................................................................................... 122 
 
9 
 
Chapter 5 Temperature Effects and Evaporation on an Inclined Plane ............................. 127 
5.1 Introduction ....................................................................................................................... 127 
5.2 Experimental Section ........................................................................................................ 129 
5.2.1 Materials ..................................................................................................................... 129 
5.2.2 Emulsification and Particle Production ...................................................................... 129 
5.2.3 Microscopy ................................................................................................................. 131 
5.3 Modeling Section .............................................................................................................. 132 
5.3.1 Physical Properties Affected by Temperature ............................................................ 132 
5.3.2 Inclined Plane Model .................................................................................................. 132 
5.4 Results and Discussion ...................................................................................................... 136 
5.4.1 Temperature Effects ................................................................................................... 136 
5.4.2 Modeling Results ........................................................................................................ 141 
5.4.3 Droplet Flow and Crystal Production on the Inclined Plane ...................................... 146 
5.4.4 Magnetite Nanocluster Production on the Inclined Plane .......................................... 155 
5.5 Conclusions ....................................................................................................................... 156 
5.6 References ......................................................................................................................... 158 
 
Chapter 6 Concluding Remarks and Future Directions ....................................................... 161 
 
Appendix .................................................................................................................................... 165 
A-1 Langevin Model Fitting ................................................................................................... 165 
A-2 Plug Flow Model Derivation............................................................................................ 173 
A-3 Population Balance Model Additional Analysis .............................................................. 179 
 
 
 
 
 
 
10 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
11 
 
 
List of Figures 
 
1-1: The number of publications per year with “magnetic nanoparticle” in the title, data 
collected from Web of Science in 2009. ........................................................................ 20 
1-2: (a) High-resolution TEM image of PHMBG-M/SiO2 (silica-encapsulated) nanoparticles. 
(b) SQUID data for aged (10 months) and fresh bactericidal particles. ........................ 25 
1-3: Plot of Langmuir model for MeHg adsorption by thiolated magnetic particles. ........... 26 
1-4: Schematic of the formation of clusters of nanocrystals using the emulsion droplet 
solvent evaporation method. .......................................................................................... 31 
 
2-1: Mechanisms for the formation of oligomer-type nanocrystalline heterodimers: (a) direct 
heterogeneous nucleation, (b and c) non-epitaxial deposition followed by thermally 
driven coalescence/crystallization and/or solid-state atomic diffusion, (d) reactions at 
liquid/liquid interfaces, (e and f) self-regulated homogeneous-heterogeneous nucleation. 
Schematic from [5]. ....................................................................................................... 39 
2-2: STEM and TEM images from [22] of nanoparticles composed of PS and PI 
homopolymers and diblock copolymers in various ratios. ............................................ 40 
2-3: The decrease in sensitivity to irradiation with increasing carbon content in polymers, 
from left to right: PTFE, PVC, PPC, PMMA, PC, PE and PS. ..................................... 42 
2-4: TEM image of PVC/SAN blend (a) at the start of irradiation, where PVC is darker than 
SAN and (b) after intense radiation, where PVC is brighter than SAN. PVC, with low 
carbon content, loses mass after electron irradiation [25]. ............................................ 43 
2-5: (a) The phase separation of a solution of PS and PPC in chloroform. The upper phase is 
PS-rich, while the lower phase is PPC-rich. (b) Fraction of total volume for the PS-rich 
and PPC-rich phases after phase separation for different PS:PPC ratios....................... 46 
2-6: Representative 
1
H NMR spectra for PS, PPC and PS/PPC blend samples. The 
characteristic chemical shifts for the different types of protons are shown by the colored 
circles. ............................................................................................................................ 46 
2-7: Phase diagram for PS/PPC/chloroform system. ............................................................. 48 
2-8: TEM images of PS/PPC Janus beads of varying compositions formed by the emulsion 
droplet solvent evaporation method. .............................................................................. 49 
12 
 
2-9: Map of possible Janus bead morphologies based on interfacial tensions between the 
polymer and aqueous phases. Low, medium and high relative interfacial tensions are 
abbreviated l, m and h, respectively. For each type of morphology, the interfacial 
tensions are listed as γP1-W, γP1-P2 and γP2-W from left to right. ....................................... 50 
2-10: Top: TEM images of PS/PPC Janus beads (50:50 PS:PPC by mass) produced using the 
emulsion droplet solvent evaporation method with varying concentrations of SDS in the 
aqueous phase. Bottom: Interfacial tension between polymer (10% PS or PPC in 
chloroform) and aqueous phases as a function of SDS concentration. .......................... 51 
2-11: Diagram of cross-section of polymeric Janus bead with various dimensions defined as 
shown [18, 19]. .............................................................................................................. 52 
2-12: The interfacial tension between the polymer/chloroform and aqueous SDS phases, as 
functions of (a) total polymer concentration, with 1% SDS in the aqueous phase, and (b) 
PS:PPC ratio (3% total polymer in chloroform as the oil phase). ................................. 55 
2-13: PS/PPC (50:50 by mass) Janus beads produced from emulsion droplet solvent 
evaporation with different concentrations of nonionic surfactants. ............................... 56 
 
3-1: (a) TEM image of Fe3O4-OA nanoparticles. (b) Magnetic behavior of Fe3O4-OA. Data 
points are fit with a modified Langevin function accounting for the particle 
polydispersity. (c) TGA data for Fe3O4-OA, indicating oleic acid contributed about 14% 
of the mass of the total nanoparticle. (d) TGA data for Fe3O4-OA, where the peaks at 
240°C and 350°C suggest interpenetration of oleic acid layers on adjacent nanoparticles.
........................................................................................................................................ 70 
3-2: Final particle size as a function of membrane pore size for the membrane emulsification 
system. ........................................................................................................................... 73 
3-3: Comparison of magnetic nanoclusters produced by  (a) membrane emulsification and (b) 
ultrasonic homogenization. ............................................................................................ 74 
3-4: Zeta-potential as a function of pH for magnetic nanoclusters formed by the membrane 
emulsification of Fe3O4-OA nanoparticles dispersed in hexane with a 0.1 wt% aqueous 
SDS solution. ................................................................................................................. 75 
3-5: Silica-encapsulated clusters produced using a modified Stöber method with magnetic 
clusters from membrane emulsification as seeds. .......................................................... 75 
3-6: Schematic depicting a continuous process for synthesizing monodisperse functional 
magnetic nanoparticles based on emulsification and solvent evaporation techniques. An 
13 
 
oil phase containing primary magnetic nanoparticles is emulsified with an aqueous 
phase containing surfactant by membrane emulsification. The emulsion is passed 
through a pervaporation unit to remove the solvent, which is condensed and recycled, 
forming dense clusters of the primary nanoparticles. Finally, the clusters are pumped 
into a continuous-stirred tank reactor for encapsulation and other functionalization steps.
........................................................................................................................................ 77 
3-7: Polystyrene beads produced using membrane emulsification, with chloroform as the 
solvent. ........................................................................................................................... 77 
 
4-1: Schematic of the removal of solvent through an organic-selective pervaporation unit. 84 
4-2: Particle size distributions at different axial positions, simulated using centered-
differencing for the discretization of Rp, which resulted in non-physical oscillations in 
the solution. .................................................................................................................... 97 
4-3: Magnetic clusters after (a) zero, (b) one, (c) two and (d) three passes through the 
pervaporation unit. ....................................................................................................... 102 
4-4: (a) Polystyrene beads partially coated with magnetic nanoparticles, formed by removing 
chloroform and hexane using pervaporation. (b) PS/PPC Janus beads from removing 
chloroform by pervaporation. ...................................................................................... 102 
4-5: Plug flow model simulation results. The concentration of hexane in the aqueous phase 
(a) initially falls rapidly to a steady level slightly below saturation and (b) slowly 
decreases as hexane diffuses out of the membrane. (c) The particle size and (d) the 
cumulative solvent transfer rate are shown as a function of axial position (number of 
passes through the 18 cm unit) for varying kM through the membrane from 2×10
-3
 to 
10×10
-3
 cm/s. ............................................................................................................... 104 
4-6: Plug flow model simulation results. The (a,b) dimensionless concentration of hexane in 
the aqueous phase, (c,d) dimensionless particle size and (e,f) cumulative solvent 
transfer rate as a function of axial position for varying fiber radius and flow rate. The 
value of R ranged from 60 to 240 µm (for a flow rate of 0.1 mL/min), and the flow rates 
ranged from 0.05 to 0.2 mL/min (for a fiber radius of 120 µm). ................................. 106 
4-7: The dimensionless length of the pervaporation unit at which all solvent is removed, as a 
function of the dimensionless constants α and β as predicted by the plug flow model.
...................................................................................................................................... 107 
14 
 
4-8: Population balance model simulation results. Continuous-phase concentration profiles 
for α = 4×10−4, β = 0.1, and κ = 100 for different Bi. .................................................. 109 
4-9: Population balance model simulation results. The combined parameter 12zf
*
Biβ/κ = 
2z
f
k
M
C
Asat
/(v
z
Rf
d
ρ
s
), which represents an inverse effectiveness factor for solvent 
transport through the membrane, as a function of 3β/κ = CAsat/(fdρs) for different Bi. 111 
4-10: Population balance model simulation results. Mixing-cup average particle size 
distributions at different axial positions for different β and κ conditions. The other 
dimensionless constants were α = 4×10−4 and Bi = 0.1. .............................................. 112 
4-11: Population balance model simulation results. Particle size distributions at different 
radial positions for different β and κ conditions. The other dimensionless constants 
were α = 4×10−4 and Bi = 0.1. For each radial position, the distribution at each axial 
position is shown.......................................................................................................... 115 
4-12: Concentration υ as a function of r at various times in a cylinder of radius α with zero 
initial concentration and surface concentration V for infinite Bi [32]. The numbers on 
the curves are the values of τ. Particles of sizes Rpf and Rp0 fall into the blue and red 
regions, respectively. ................................................................................................... 117 
4-13: Population balance model simulation results. The concentration profile (top), number 
density of particles of size Rpf (middle), and the total number density of all particles 
(bottom) as a function of radial and axial position for different β and κ conditions. The 
other dimensionless constants were α = 4×10−4 and Bi = 0.1. ............................................. 118 
4-14: Population balance model simulation results. The (a) cumulative solvent transfer rate 
and (b) flux as a function of axial position for different organic solvents. These rates 
were computed for a Bi of 0.1, total emulsion flow rate of 0.1 mL/min through a 180-
fiber pervaporation unit, and oil-phase volume fraction of 0.03. ................................ 120 
4-15: The fiber length at which all solvent is removed in cm, as predicted by the population 
balance and plug flow models for different solvents under Biot numbers ranging from 
0.01 to 10. .................................................................................................................... 121 
 
5-1: Schematic of evaporative crystallization, adapted from [2]. ........................................ 128 
5-2: Schematic of capillary microfluidics setup with cross intersection for droplet breakup.
...................................................................................................................................... 130 
5-3: CAD drawing of emulsion evaporation inclined plane test apparatus. ........................ 130 
5-4: Schematic of inclined plane system. ............................................................................ 133 
15 
 
5-5: The viscosity and density of dodecane as functions of temperature. Data from [3]. ... 136 
5-6: The viscosity of aqueous glycine solutions as a function of glycine concentration and 
temperature. Data from [4, 5]. ..................................................................................... 137 
5-7: The viscosity of water as a function of temperature. Data from [5]. ........................... 137 
5-8: The diffusivity of water through alkanes as a function of the number of carbons and 
viscosity at 295 K. Data from [6]................................................................................. 138 
5-9: The diffusivity of water through dodecane as a function of temperature. ................... 139 
5-10: Data and models for the solubility of water in alkanes as a function of temperature [7].
...................................................................................................................................... 139 
5-11: The solubility of water in dodecane as a function of temperature. ............................ 140 
5-12: Number density of dried particles for the pervaporation (top) and inclined plane 
(bottom) systems at different temperatures.................................................................. 142 
5-13: Total number density of particles for the pervaporation (top) and inclined plane 
(bottom) systems at different temperatures.................................................................. 143 
5-14: Concentration υ as functions of r and x at various times in a cylinder of radius α and a 
plane wall of length l with zero initial concentration and surface concentration V for 
infinite Bi [8]. The numbers on the curves are the values of τ. The blue and red regions 
correspond to the blue and red τ listed in Table 5-3 for particles of sizes Rp0 and Rpf in 
the two configurations.................................................................................................. 144 
5-15: Designs for the entry cap of the inclined plane apparatus. ......................................... 148 
5-16: Images of (a) small and (b) large water/glycine-in-dodecane emulsion droplets flowing 
down the stainless steel inclined surface. The small droplets were generated using flow 
rates of 200 and 20 µL/min of the dodecane and water phases, respectively. They are 
~70 µm in size. The large droplets were generated using flow rates of 100 and 20 
µL/min of the dodecane and water phases, respectively. Crystals are visible on the 
inclined plane surface in image (b). ............................................................................. 149 
5-17: Photograph of the evaporation apparatus with a black ABS film covering the inclined 
surface. ......................................................................................................................... 150 
5-18: Wetting of stainless steel (left) and ABS (right) surfaces by a drop of the dodecane 
phase. ........................................................................................................................... 150 
5-19: Images of (a) small and (b) large water/glycine-in-dodecane emulsion droplets flowing 
down the ABS-covered inclined surface. The small (70 µm) droplets were generated 
using flow rates of 200 and 20 µL/min of the dodecane and water phases, respectively. 
16 
 
The large (160 µm) droplets were generated using flow rates of 50 and 20 µL/min of 
the dodecane and water phases, respectively. .............................................................. 151 
5-20: Images of (a) small and (b) large spherical agglomerates of glycine crystals on the 
inclined stainless steel surface. The small particles were produced at 40°C using flow 
rates of 200 and 20 µL/min of the dodecane and water phases, respectively. The large 
particles were produced at 70°C using flow rates of 50 and 20 µL/min of the dodecane 
and water phases, respectively. The image of the large particles was taken when they 
were not yet completely dry. ........................................................................................ 152 
5-21: SEM images of spherical agglomerates (SAs) of glycine crystals produced using flow 
rates of 200 and 20 µL/min of the dodecane and water phases, respectively at (a) 40°C 
and (b) 70°C. There were essentially no intact SAs produced at 70°C. ...................... 152 
5-22: SEM images of spherical agglomerates (SAs) of glycine crystals produced using flow 
rates of 200 and 20 µL/min of the dodecane and water phases, respectively, on a PEEK 
surface at 60°C. Image (a) shows smaller satellite particles that appear much smoother 
and Image (b) shows a magnified satellite particle with individual crystals visible. .. 153 
5-23: SEM images of (a) small and (b) large spherical agglomerates (SAs) of alanine 
crystals. The small SAs were produced using flow rates of 200 and 20 µL/min of the 
dodecane and water phases, respectively. The large SAs and smaller satellite SAs were 
produced using flow rates of 50 and 20 µL/min of the dodecane and water phases, 
respectively. ................................................................................................................. 154 
5-24: SEM images of alanine crystals produced using flow rates of 50 and 20 µL/min of the 
dodecane and water phases, respectively, at 70°C. The crystals are present as (a) single 
crystals, spherical agglomerates (SAs) and (b) “flower-like” agglomerates. .............. 154 
5-25: SEM image of magnetite clusters produced by sonication. ....................................... 155 
5-26: TEM images of magnetite nanocrystal clusters that evaporated solely on the TEM grid 
or that were sampled from the inclined plane apparatus under different flow rate and 
temperature conditions. The scale bars are 100 nm. .................................................... 156 
5-27: Possible scaled-up configurations of the inclined plane evaporation system. ........... 157 
 
6-1: The number of publications per year with the topic “nanoparticles,” data collected from 
Web of Science in 2013. .............................................................................................. 161 
 
 
17 
 
 
List of Tables 
 
1-1: Summary of magnetic nanoparticle synthesis methods, reproduced from [1]. .............. 21 
1-2: Summary of Janus particle preparation methods [14]. ................................................... 28 
 
2-1: Compositions of polymer solutions studied for phase separation. ................................. 45 
2-2: Volumes and compositions of PS-rich and PPC-rich phases after phase separation. .... 47 
2-3: Janus bead morphologies (degree of engulfing) depending on values of the spreading 
coefficients SPS, SPPC and SW. ......................................................................................... 52 
2-4: Nonionic surfactants used in this study, their HLB values and chemical structures. .... 56 
 
4-1: Summary of relevant properties for representative solvents of interest. ........................ 99 
4-2: Typical pervaporation operating parameters as used in [24]. ...................................... 100 
4-3: Ranges of dimensionless constants for population balance model. ............................. 101 
 
5-1: Summary of physical properties relevant to the model as functions of temperature. .. 141 
5-2: Values for the density of dodecane, viscosity of dodecane, diffusivity of water through 
dodecane, and solubility of water in dodecane at three temperatures.......................... 141 
5-3: Values of τ for transport of particles of initial size Rp0 and final size Rpf in the 
pervaporation and inclined plane solvent evaporation systems. The colors of the 
numbers correspond to the regions marked in Figure 5-14. ........................................ 144 
5-4: Simulation results showing the length and time required to remove all solvent from the 
emulsion, and the average velocity, for the pervaporation system. ............................. 145 
5-5: Simulation results showing the length and time required to remove all solvent from the 
emulsion, and the average velocity, for inclined plane system.................................... 146 
5-6: Surface energies of liquids and materials for inclined plane apparatus. ...................... 147 
5-7: Summary of experimental conditions on the inclined plane apparatus. ....................... 151 
 
 
18 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
19 
 
Chapter 1  
 
Introduction 
 
We are interested in the production of particles using the emulsion droplet solvent evaporation 
method. This method, which is described later in the chapter, is extremely versatile, and can be 
applied to a range of materials, for example, to create magnetic nanoparticles, polymeric Janus 
beads, and crystalline particles. Nanoparticles and microparticles, collectively ranging from tens 
of nanometers to roughly 100 microns in size, have generated much interest in the past two 
decades because of the different properties they exhibit from bulk materials due to their small 
size, and the control over material properties that their small scale is anticipated to afford. Below, 
we present various types of particles, their synthesis methods and applications in greater detail. 
We are motivated by their potential utility in many areas to investigate how we may be able to 
produce particles of well-controlled size, shape and morphology in a continuous and scalable 
manner.  
 
1.1 Magnetic Nanoparticles 
The past decade has witnessed a substantial growth of interest in magnetic nanoparticles (NPs), 
as indicated by the number of publications on the topic each year, shown in Figure 1-1. Magnetic 
nanoparticles, which commonly consist of iron, nickel, cobalt and their chemical compounds, are 
applicable in a wide range of disciplines, including magnetic fluids, catalysis, drug delivery, 
enzyme immobilization and immunoassays, magnetic resonance imaging, data storage and 
environmental remediation [1, 2]. For example, PEG-modified iron oxide NPs and magnetic NPs 
coated with phosphonate and phosphate ligands display good biocompatibility and low toxicity, 
making the NPs useful in medical applications, such as MRI; magnetic NPs on whose surfaces 
are bound biological molecules such as protein, polypeptides, antibodies, biotin and avidin can 
be used in the separation of proteins, DNA, cells and biochemical products; and single-metal 
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functionalized iron oxide NPs, such as those coated by Au, Pd and Ag have been used to catalyze 
CO oxidation, the water-gas shift reaction, the cross-coupling of acrylic acid with iodobenzene, 
and the epoxidation of styrene [3]. 
 
Figure 1-1: The number of publications per year with “magnetic 
nanoparticle” in the title, data collected from Web of Science in 2009. 
 
1.1.1 Synthesis of Magnetic Nanoparticles 
Multiple synthesis methods have been reported for the formation of magnetic nanoparticles, and 
the most popular include co-precipitation, thermal decomposition, and using microemulsions [1]. 
Co-precipitation to produce iron oxides is likely the most facile and efficient pathway to obtain 
magnetic particles. In this method, a stoichiometric mixture of ferrous and ferric salts is aged in 
an aqueous medium, forming iron oxide through the following reaction: 
Fe
2+
 + 2Fe
3+
 + 8OH
-
  Fe3O4 + 4H2O 
The co-precipitation synthesis is simple and can be conducted at ambient conditions in a matter 
of minutes. A relatively narrow size distribution and high yield may be achieved; however, the 
nanoparticle shape can be difficult to control. One method that results in high yield as well as 
high monodispersity and very good shape control is thermal decomposition. This method entails 
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decomposing organometallic precursors at elevated temperatures in high-boiling organic solvents 
containing stabilizing surfactants. The precursors are typically metal acetylacetonates, where the 
metal is Fe, Mn, Co, Ni or Cr; metal cupferronates or metal carbonyls, such as Cr(CO)6, 
Mn(CO)6
+
 or Fe(CO)6
2+
. Possible surfactants include fatty acids, oleic acid and hexadecylamine. 
The microemulsion technique places soluble metal salts inside the aqueous microdroplets of a 
water-in-oil emulsion. Upon the mixing of two identical water-in-oil emulsions containing the 
desired reactants, the microdroplets continuously collide, coalesce and break; eventually, 
nanoparticles precipitate in the reverse micelles. The micelles act as nanoreactors, confining 
particle nucleation and growth, which gives relatively narrow size distributions and good shape 
control. However, the yield is low, and therefore not appropriate for larger scale syntheses. 
 
Table 1-1: Summary of magnetic nanoparticle synthesis methods, reproduced from [1]. 
Synthetic 
Method 
Synthesis 
Reaction 
Temp (°C) 
Reaction 
Period 
Solvent 
Surface-
capping 
Agents 
Size 
Distribution 
Shape 
Control 
Yield 
Co-
Precipitation 
Very simple, 
ambient 
conditions 
20-90 Minutes Water 
Needed, 
added 
during or 
after 
reaction 
Relatively 
narrow 
Not good 
High/ 
Scalable 
Thermal 
Decomposition 
Complicated, 
inert 
atmosphere 
100-320 
Hours-
Days 
Organic 
Compound 
Needed, 
added 
during 
reaction 
Very narrow Very good 
High/ 
Scalable 
Microemulsion 
Complicated, 
ambient 
conditions 
20-50 Hours 
Organic 
Compound 
Needed, 
added 
during 
reaction 
Relatively 
narrow 
Good Low 
 
Both chemical and colloidal stability are important in particle synthesis. Chemical stability refers 
to the ability of the nanoparticle to resist oxidation in air, which would result in a loss of 
magnetism and dispersibility. This happens easily to naked metallic nanoparticles; for example, 
magnetite is transformed into maghemite as follows: 
Fe3O4 + 2H
+
  γFe2O3 + Fe
2+
 + H2O 
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Colloidal stability is an issue due to the tendency of nanoparticles to form agglomerates in 
solution to reduce their high surface area to volume ratio. It depends on the balance of four 
forces. Two forces are relevant for all colloidal nanoparticles; these are the attractive van der 
Waals forces and the repulsive electrostatic forces. Magnetic nanoparticles can also experience 
attractive dipolar forces and repulsive steric forces.  
 
1.1.2 Coating of Magnetic Nanoparticles 
In order to protect the nanoparticles chemically and physically, the particles must be coated. This 
not only stabilizes the particles, but can also facilitate functionalization of the particles for 
specific technological applications, such as catalysis, separations and bio-labeling. There are two 
general types of coating: organic and inorganic. Organic shells may be composed of surfactants 
or polymers; those that contain carboxylate, phosphate or sulfate groups can bind to the surfaces 
of magnetite. Magnetic nanoparticles stabilized by surfactant or polymer, however, are not air 
stable and are easily leached by acidic solution, resulting in the loss of their magnetization. In 
addition, a thin polymer coating is not enough to prevent oxidation of highly reactive metal 
particles and the coating is relatively unstable at higher temperatures [4].  
Inorganic shell materials include silica, carbon, and precious metals such as gold. A silica 
coating prevents aggregation in solution, improves chemical stability and protects against 
toxicity. It promotes physical stability by shielding the magnetic dipole interaction; moreover, it 
confers a negative charge, thereby enhancing the Coulomb repulsion of the nanoparticles. It 
augments chemical stability by preventing the direct contact of the magnetic core with additional 
agents that contact or bind to the exterior of the silica shell. Silica shells are formed primarily 
through one of three processes. The first is the Stöber process, where the silica is formed in situ 
through the hydrolysis and condensation of a sol-gel precursor, tetraethyl orthosilicate (TEOS). 
The second method is the deposition of silica from a silicic acid solution; finally the silica 
coating can be formed within micelles or reverse micelles [4]. 
Gold coatings are appealing due to their low reactivity and ease with which they can be 
functionalized with thiolated ligands. However, it has been found that the direct coating of 
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magnetic particles with gold is very difficult because of the dissimilar nature of the two surfaces. 
The synthesis of gold-coated iron nanoparticles has been reported using a variety of methods. 
One coating was achieved through the addition of dehydrated tetrachloroauric acid to iron cores 
in 1-methyl-2-pyrrolidinone, a polar aprotic solvent. Another method was a reverse 
microemulsion, using cetyltrimethylammonium hydroxide (CTAB) as the surfactant, 1-butanol 
as the co-surfactant, octane as the continuous phase, sodium borohydride as the reducing agent, 
ferrous sulfate as the iron source and tetrachloroauric acid as the gold source. The laser 
irradiation of iron nanoparticles and gold powder in a liquid medium has also been described. 
Finally, gold nanoshells have been formed by attaching gold seed nanoparticles and magnetite 
nanoparticles to amino-modified silica particles, then growing a complete gold shell [1, 4]. 
 
1.1.3 Functional Magnetic Nanoparticles for Environmental Remediation  
The binding and catalytic capabilities of, as well as the potential to recapture, functionalized 
magnetic nanoparticles make them appealing for use in environmental remediation. The surface 
area per volume of the particle is extremely large and directly accessible to diffusing reactants, 
so diffusional limitations are negligible. Moreover, a suspension of nanoparticles behaves 
hydrodynamically as a single-phase system, avoiding the problems encountered in a multi-phase 
system, such as settling. Below, we present three examples of functional nanoparticles 
synthesized and studied in our group for treating contaminated water sources. The general 
structure of our particles is a magnetic core surrounded by a functional shell [5]. 
The first target compounds were organophosphates, which include harmful nerve agents, such as 
sarin, soman, tabun and VX, as well as widely used pesticides and insecticides.  
Organophosphate compounds damage the human nervous system and liver and may be 
carcinogenic. The number of intoxications and deaths/casualties per year due to organophosphate 
pesticides and insecticides are estimated at about 3,000,000 and greater than 300,000, 
respectively [6]. Therefore, there is considerable interest in reducing pollution caused by 
organophosphate esters, which are resistant to biological degradation and can accumulate in the 
biosphere and in organisms. 
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Paraoxon (O,O-diethyl O-(p-nitrophenyl)phosphate), which is the active metabolite in the 
insecticide parathion, and has approximately 70% the potency of sarin, was used as the model 
compound. Nanoparticles with 10-100 nm silver or cobalt cores were capped with oleic acid or 
9,10-epoxystearic acid, and subsequently bound to the nucleophilic imidazole moieties 2-
mercaptoimidazole or 4(5)-imidazoledithiocarboxylic acid. The functionalized nanoparticles 
enabled facile hydrolysis of paraoxon in aqueous media and acted as recoverable 
semiheterogeneous catalysts. In addition, the paraoxon hydrolysis was accelerated 10- to 50-fold 
by the formation of complexes between the nanoparticles with Co
2+
 ions [7]. 
In the second example, we investigated magnetite and metallic cobalt-based nanoparticles 
(PHMBG-PEI-M), 10 to 300 nm in size and surface-functionalized with a conjugate of 
poly(ethyleneimine) (PEI) and poly(hexamethylene biguanide) (PHMBG), as lipopolysaccharide 
(LPS)-sequestering agents. PHMBG is a well-known antiseptic. Lipopolysaccharides are 
prominent components of the outer membrane of Gram-negative bacteria like E. coli and act as 
endotoxins. The toxicity of LPS derives from its glycolipid component, lipid A. When bacterial 
cells are lysed by the immune system, membrane fragments containing lipid A are released into 
circulation, leading in the worst case scenario to septic shock, which accounts for over 200,000 
deaths in the United States annually [8].  
The nanoparticles were able to efficiently bind whole E. coli cells and can be used to separate the 
cells effectively from suspension using a magnet. A fluorescence dye displacement assay showed 
strong affinities of the nanoparticles for lipid A; and the affinity of smaller (<50 nm) magnetite 
particles modified with PHMBG for lipid A was several-fold higher than that of their larger 
counterparts (>100 nm) due to their higher surface area to volume ratio. The nanoparticles were 
also able to complex with double-stranded λDNA from E. coli, and inhibited E. coli viability and 
growth at concentrations less than 10 μg/mL [9]. 
We also studied bactericidal magnetic nanoparticles (PHMBG-M/SiO2) where magnetite 
particles were first encapsulated by a polysiloxane and PHMBG was subsequently attached to 
the polysiloxane shell through the amine/imine groups of PHMBG. These particles displayed 
enhanced long-term stability, as evidenced by the preservation of their high saturation 
magnetization for over 10 months while in contact with air in aqueous suspensions in Figure 1-2. 
25 
 
The encapsulated particles were also biocompatible and nontoxic to mammalian cells such as 
mouse fibroblasts. They were able to inhibit the growth of both Gram-negative and Gram-
positive bacteria, showing that they possess broad-range bactericidal activity. The binding of 
Gram-positive bacteria was determined to be a result of electrostatic and hydrogen bonding 
interactions between the polycationic particle and certain residues in the bacterial membrane. 
The cell-particle complexes can be captured, manipulated, and removed by means of a magnet 
[10]. 
 
Figure 1-2: (a) High-resolution TEM image of PHMBG-M/SiO2 (silica-encapsulated) 
nanoparticles. (b) SQUID data for aged (10 months) and fresh bactericidal particles. 
 
Finally, we worked with magnetic nanoparticle clusters designed to remove methylmercury 
chloride from aqueous media. The release of mercury into the environment has increased due to 
the combustion of fossil fuels, waste incineration, gold mining and other activities involving 
mercury; and methylmercury (MeHg) is the most toxic among the mercury species because of its 
volatility and its ability to pass through biological membranes such as the blood/brain barrier and 
the placenta. It has been shown that Hg
2+
 and CH3Hg
+
 ions possess strong affinities for sulfur 
atoms [11], a property that we exploited in the design of our nanoparticles. Silica-coated 
magnetite nanoparticles were thiolated using ethylene sulfide. These particles were suspended in 
MeHg solutions and the concentration of adsorbed methyl mercury (CMeHg adsorbed) was 
measured. 
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The shape of the adsorption isotherm resembled that of Langmuir isotherms, which can be 
expressed as: 
e
e
bC
bC
QQ


1
max ,                                                        (1.1) 
where Q is the amount (in mmol/g) of MeHg adsorbed per gram of particles, b is the equilibrium 
constant in L/mmol, and Ceq is the concentration of MeHg in the solution equilibrated with the 
particles in mM. Thus, values were fitted for Qmax and b using Matlab, and the results are 
presented in Figure 1-3. With a percent error of 6.58%, the values were determined to be  
Qmax = 0.8 mmol/g and b = 11.6 L/mmol. 
 
Figure 1-3: Plot of Langmuir model for MeHg adsorption by thiolated magnetic particles. 
 
Elemental analysis indicated that there was one mole of SH groups per 2491 grams of 
nanoparticles, or 2.0 mmol/g. Thus, there were 0.4 moles of methylmercury adsorbed per mole 
of SH groups, or one molecule of methylmercury is adsorbed per 2.5 molecules of SH groups on 
the nanoparticle shell. This may be explained by some steric hindrances of the thiol groups that 
are close to the particle surfaces. In addition, the SH-PEI-SiO2-M particles are positively charged 
at pH 4.6 (observed ζ -potential, 25.7  1.65 mV) and hence, can repulse the cationic CH3Hg
+
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species. These preliminary results encouraged our group to pursue further studies of 
functionalized magnetic particles for the capture of mercury and other heavy metal contaminants, 
the results of which can be found in Ref. [12]. 
 
1.2 Janus Beads 
Janus nanoparticles have become increasingly popular in the last few years because their 
asymmetric structure makes them useful as building blocks that can self-assemble into a variety 
of new smart materials [13, 14]. Their dual nature gives them unique surface properties, and 
allows them to respond to multiple stimuli and to form clusters with controlled shape and size. 
For example, due to their ability to possess two parts of different hydrophobicity, they can mimic 
the behavior of surfactants and reduce the interfacial tension between two phases. In the case of 
heterodimers, they can combine widely different properties, such as magnetic properties, in a 
single entity. Potential applications of Janus particles and other anisotropic “patchy” particles 
include the fabrication of photonic crystals, targeted drug delivery and electronics [13]. 
 
1.2.1 Synthesis of Janus Beads 
There are generally three ways to prepare Janus nanoparticles [14].  The first is via self-assembly, 
such as with block copolymers and mixtures of ligands that show competitive adsorption on the 
surface of the nanoparticles. Cross-linked Janus polymer nanoparticles were first prepared a 
decade ago by the self-assembly of terpolymers like PS-b-PB-b-PMMA. A wide variety of 
morphologies with a high degree of spatial control can be obtained during film casting of the 
terpolymers, depending on the chemical nature and molecular weights of the different blocks. 
Upon dissolution of the films, nanoparticles of different shapes (e.g. spherical, cylindrical and 
disk-like) can be formed. Other diblock and triblock copolymers that have been used in this 
method include P2VP-b-PMMA-b-PAA, a mixture of P2MVP-b-PEO and PAA-b-PAAm, a 
mixture of P2VP-b-PEO and P2VP-b-PNIPAm, PS-b-P2VP-b-PEO, and PEO-b-PCL-b-PAMA. 
Another type of self-assembly is the competitive adsorption of mixtures of ligands on the 
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surfaces of nanoparticles. For example, a mixture of a phosphinine and a thiol ligand, which have 
little affinity for each other, phase-separates on the surface of gold nanocrystals and results in the 
spontaneous formation of vesicles in the presence of water/organic solvent mixtures. Similarly, a 
mixture of hydrophilic and hydrophobic ligands, each with disulfide functionalities, also phase- 
separates on the surface of gold nanoparticles. 
 
Table 1-2: Summary of Janus particle preparation methods [14]. 
Synthetic Method Capabilities Scalability 
Self-assembly 
Flexible, can be applied to many different 
polymer types  
Limited scalability (assembly of block 
copolymers at high concentrations is 
not well-controlled) 
Masking 
The most flexible technique, applicable 
to virtually any type of material, can 
modify surfaces with wide variety of 
functional groups 
Limited scalability for particles 
deposited on flat solid substrates; 
options with greater scalability (e.g. 
dispersions) have fewer types of 
functionalization that can be 
performed 
Phase Separation 
Complex structures with advanced 
functionalization patterns and inorganic-
polymeric nanostructures can be created 
Good scalability can be achieved 
(e.g. emulsion processes, flame 
syntheses) 
 
The second method uses a masking step, where particles are trapped at the interface of two 
phases, permitting modification on only one side of the particles. Examples include silica 
particles drop-cast on a glass surface and then partially coated with gold, palladium, titanium or 
platinum. It is also possible to decorate the exposed particle surface or positively charged silica 
particles with negatively charged sulfate latex nanoparticles. Another group deposited gold 
nanoparticles on a silanized glass surface and functionalized the exposed parts of the 
nanoparticles with 11-mercapto-1-undecanol. The masking method can also be performed using 
soft flat substrates, such as electrospun polymer matrix or polymeric film, or particle dispersions. 
For example, gold nanoparticles were attached to the surface of silica particles using 
complementary oligomers; after functionalizing the free surfaces gold nanoparticles with an 
excess of oligomers, the gold Janus nanoparticles were liberated. In our own group, negatively 
charged PAA-coated nanoparticles were adsorbed electrostatically onto positively charged silica 
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beads, followed by functionalization of the non-masked hemispheres with charged or 
temperature responsive polymers. The Janus nanoparticles were released by increasing the pH of 
the solution, thereby reversing the charge on the silica beads.  
Other masking methods involve confining nanoparticles at the interface of two fluids or at an air-
water interface. An example of the former is the formation of half-cationic silica particles, where 
an oil-in-water Pickering emulsion of silica particles, with paraffin wax as the oil phase, is used. 
By cooling the wax to below its melting point, the particles become trapped, and the portions 
exposed to the water are further functionalized into cationic surfaces. In terms of the latter, 
hydrophobic gold nanocrystals may be trapped at the air-water interface, providing for a ligand 
exchange reaction on the water-half to make it hydrophilic. Subsequently, TiO2 nanocrystals can 
be grown from the hydrophilic side.  
The third approach, which was utilized in this project, involves the phase separation of two 
different substances, which are usually two inorganic materials, a polymer and an inorganic 
material, or two polymers. Nanocrystalline heterodimers, such as PtFe-CdS, Fe2O3-CdS, Fe2O3-
CdSe, Au-Fe3O4, CoPt3-Au, Fe3O4-Ag, and FePt-Fe3O4, that combine widely varying properties 
provided by two inorganic materials, have applications in electronics, catalysis, diagnostics and 
separations. A common combination is that of a gold nanocrystal or quantum dot (known for 
their exceptional optical properties) with a single magnetic nanocrystal. One of the most 
frequently used mechanisms to create these heterodimers is the epitaxial growth of one particle 
on the surface of another.  
Inorganic-inorganic Janus particles (e.g. SiO2-Fe2O3) and polymer-inorganic heterodimers (e.g. 
PS-SiO2) can also be produced via flame synthesis and seeded polymerization on the inorganic 
surface, respectively. Lastly, polymer-polymer Janus particles can be produced using the 
electrodynamic co-jetting of polymer solutions and the phase separation of polymers in emulsion 
droplets, which will be discussed in greater detail in Sections 1.4 and 2.1. 
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1.3 Crystalline Particles for Pharmaceuticals 
Crystallization is a major operation in the formation and purification of active ingredients and 
excipients in the pharmaceutical manufacturing process. It defines a large number of physical 
properties, including particle size and crystal structure. Variations in crystallinity result in a wide 
range of formulation problems, such as the loss of bioequivalence or of chemical and physical 
stability of the solid drugs in their final dosage forms [15].    
One way to obtain greater bioavailability of poorly soluble drug substances is to use fine crystals; 
however, micronization of crystals can negatively impact such properties as compressibility, 
packability and flowability, which would prevent efficient powder processing [16]. Mixing the 
micronized crystals with filler materials and agglomerating them by granulation is one solution 
to that problem. Kawashima et al. [16] found that it is also possible to directly crystallize the 
drug in the agglomerated form, thereby improving compressability and flowability. This method, 
known as emulsion droplet solvent evaporation, or evaporative crystallization, was shown to be 
effective for many active compounds, including salicylic acid, glycine, L-glutamic acid 
hydrochloride and ephedrine hydrochloride [16, 17, 18], and is described in the following section.  
 
1.4 Emulsion Droplet Solvent Evaporation Method 
The emulsion droplet solvent evaporation method is widely used in the preparation of nano- and 
microparticles. Typically, an organic solution of a nonvolatile species is emulsified in an 
aqueous phase, following which the organic solvent is evaporated, leading to the precipitation of 
the compound to form particles. One advantage of this method is the ease and efficiency with 
which numerous lipophilic compounds can be encapsulated, making it appealing for the 
production of nanoparticles for targeted drug delivery and other medical applications [19]. 
Uniform poly(lactic acid) and ethylcellulose particles have been prepared using this method [19, 
20, 21], while asymmetric Janus beads have been formed upon solvent removal from binary 
polymer solutions in which the two polymers are both soluble in the solvent at low 
concentrations, but are immiscible with each other as the solvent volume decreases  [22-27]. 
Water-in-oil emulsions, where the water is evaporated, have similarly been employed for the 
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production of crystalline particles for pharmaceuticals [16, 17, 18] and of colloidal clusters of 
polystyrene or silica micro-particles [28]. 
Emulsion-based approaches have also been used for the synthesis of colloidal aggregates of 
particles using nanocrystals comprised of a variety of materials, including semiconducting metal 
chalcogenides (e.g. sulfides and selenides), metal oxides, and rare-earth compounds as building 
blocks [29]. In this method, an emulsion (typically an oil-in-water (O/W) system) with the 
nanocrystals confined to be within the dispersed phase droplets undergoes controlled evaporation 
of the solvent, during which the nanocrystals self-assemble into “superparticles”. A schematic of 
the solvent evaporation method is shown below in Figure 1-4.  
 
 
Figure 1-4: Schematic of the formation of clusters of nanocrystals 
using the emulsion droplet solvent evaporation method. 
 
For O/W emulsions, the low-boiling solvent in the oil phase is simple to remove, and the 
multitude of nanocrystal building blocks that can be stabilized by surfactant ligands and well-
dispersed in non-polar oils makes this method extremely versatile. Combinations of polymer 
solutions and nanocrystals in the oil phase are also possible, with polystyrene and poly(lactic 
acid) nanospheres loaded with iron oxide nanocrystals as two examples [30, 31].  Isojima et al. 
used an oil phase composed of polystyrene and magnetite nanocrystals in a mixture of 
chloroform and hexane to form Janus particles upon the differential evaporation of the two 
solvents [30]. 
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1.5 Research Overview 
The broad objectives of this thesis are two-fold. First, we wish to study the transport and phase 
separation phenomena involved in the formation of particles for which those processes govern 
the morphology. The second objective is to develop and characterize high-throughput synthesis 
methods for particle production based on emulsion solvent evaporation techniques.  
In Chapter 2, we address the first point by examining the phase separation of a system composed 
of polystyrene, poly(propylene carbonate) and chloroform in both the bulk and within emulsion 
droplets to form Janus beads. The next three chapters are motivated by the second goal. In 
Chapter 3, we show how a method called membrane emulsification can produce particles, 
including magnetic and polymeric nanoparticles, of well-controlled size with narrow size 
distributions. Chapters 4 and 5 discuss solvent evaporation by pervaporation and on an inclined 
surface, and the effect of temperature. Mathematical models and simulation results describing the 
transport of solvent and droplets are presented. Concluding remarks and future directions are 
given in Chapter 6.  
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Chapter 2  
 
Janus Beads from Solvent Evaporation  
Induced Phase Separation 
 
2.1 Introduction 
The thermodynamics of polymer solutions have been well-studied. In its most classical form, the 
Flory-Huggins theory expresses the Gibbs free energy of mixing ΔGM of a ternary system as: 
1 1 2 2 3 3 1 2 12 1 3 13 2 3 23ln ln ln
MG n n n n n n
RT
        

      ,                   (2.1) 
where R is the ideal gas constant, T is the absolute temperature, ni and φi are the number of moles 
and the volume fraction, respectively, of component i, and χij is the interaction parameter 
between components i and j. The interaction parameter may be positive or negative, indicating a 
net repulsion between the components or free-energy drive towards mixing, respectively. 
According to the original Flory-Huggins theory, χij is inversely proportional to temperature and 
independent of composition and pressure; however, empirical expressions describing χij as a 
function of composition and temperature with other adjustable parameters have been found to be 
more comprehensive in explaining the full range of phase behavior observed for polymer blends 
and solutions [1, 2, 3].  
Phase separation of mixtures of polymers and/or other organic and inorganic components may 
occur via two mechanisms: nucleation and spinodal decomposition. Nucleation takes place at 
discrete sites, while spinodal decomposition occurs uniformly throughout the material. Phase 
diagrams show the conditions (e.g. composition, temperature, pressure) at which 
thermodynamically distinct phases can occur at equilibrium [4]. The metastable region, where 
two phases can coexist, is bounded by the binodal, or coexistence, curve. The spinodal curve, 
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which lies inside the binodal, bounds the unstable region in which spinodal decomposition takes 
place. The two curves meet at the critical point.  
The binodal curve is found by equating the chemical potentials of each component for every 
phase (A, B, etc.) [3]: 
, ,      ( 1,2,3)i A i B i                                                          (2.2) 
The spinodal curve is found by setting the second derivative of the free energy of mixing with 
respect to composition equal to zero: 
2
22 33 23( )G G G                                                           (2.3) 
2
M
ij ref
i j
G
G 
 
  
     
 ,                                                     (2.4) 
where 
MG  is the Gibbs free energy of mixing per unit volume and υref is the molar volume of 
the reference component (e.g. component 1) [3].   
 
2.1.1 Janus Bead Formation by Phase Separation 
As introduced in the previous chapter, phase separation phenomena by both nucleation and 
spinodal decomposition have been exploited in the formation of Janus beads. Various nucleation 
mechanisms, such as direct heterogeneous nucleation, non-epitaxial deposition followed by 
coalescence or crystallization, reactions at liquid/liquid interfaces, and homogeneous nucleation, 
to produce heterodimer nanocrystals are shown in Figure 2-1. Examples of heterodimers 
produced by nucleation of one particle onto another include PtFe-CdS, Fe2O3-CdS, Fe2O3-CdSe, 
Au-Fe3O4, CoPt3-Au, Fe3O4-Ag, and FePt-Fe3O4 [5]. 
Heterodimers of hydrophilic silica and hydrophobic polystyrene (PS) have been synthesized a 
number of different ways based on the incompatibility of the two components. In one study, 
silica particles were hydrophobically modified with low surface densities of a polymerizable 
moiety, after which seeded polymerization of polystyrene resulted in heterodimer formation [6]. 
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In a separate work, a mini-emulsion of styrene and two silicon precursors were polymerized to 
produce a polystyrene core, which was subsequently treated with ammonia to induce nucleation 
of the silica on the polystyrene [7]. Magnetite-PS-silica Janus nanoparticles were prepared by 
mini-emulsifying magnetite, TEOS and styrene, and obtaining a phase separation of TEOS and 
PS after polymerization; magnetic-PS-silica heterodimers were obtained upon addition of 
ammonia [8]. The synthesis of magnetic PS Janus nanoparticles has also been reported by 
swelling ferrofluid oil droplets with styrene monomer and initiating polymerization, thereby 
inducing phase separation of magnetite from the polymer [9]. PS-gold hybrids, where one gold 
nanocrystal protrudes from the surface of a polystyrene particle, have been obtained by adding 
gold nanocrystals a few minutes after beginning conventional precipitation polymerization of 
polystyrene [10].  
 
Figure 2-1: Mechanisms for the formation of oligomer-type nanocrystalline 
heterodimers: (a) direct heterogeneous nucleation, (b and c) non-epitaxial 
deposition followed by thermally driven coalescence/crystallization and/or 
solid-state atomic diffusion, (d) reactions at liquid/liquid interfaces, (e and f) 
self-regulated homogeneous-heterogeneous nucleation. Schematic from [5]. 
 
(a)
(b)
(c)
(d)
(e)
(f)
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Janus magnetic nanoparticles comprised of silica and maghemite have been prepared via flame 
synthesis, where a mixture of an iron precursor and silicon precursor dissolved in methanol was 
ignited; during combustion, the iron oxide and silica phase-separated, presumably while still in 
the liquid phase [11]. Flame pyrolysis has also been used to produce Janus heterodimers of silver 
and maghemite [12]. 
Finally, polymeric Janus particles can be created with solutions containing two immiscible 
polymers. One method is the electrodynamic co-jetting of two polymer solutions followed by 
thermal cross-linking, for example, where one solution contains a dye and the other contains gold 
nanoparticles, or where the solutions contain two different nanocrystals (TiO2 and Fe3O4) [13-
15].  
Another method is the emulsification of an oil phase containing polymers that are miscible with 
the solvent but not with each other, followed by removal of the solvent to induce precipitation of 
the polymers. Janus particles of poly(methyl methacrylate) (PMMA) and polystyrene (PS) have 
been the subject of multiple works [16-21]. In a different study, spherical particles were created 
using incompatible block copolymers and polymer blends of polystyrene and polyisoprene in 
THF [22]. The resulting nanoparticles had complex internal morphologies, as shown in Figure  
2-2.    
 
Figure 2-2: STEM and TEM images from [22] of nanoparticles composed of PS and 
PI homopolymers and diblock copolymers in various ratios. 
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Our group previously used this emulsion-based method to prepare magnetic Janus particles by 
combining PS and oleic acid/oleylamine-coated magnetite nanocrystals in a hexane/chloroform 
oil phase. The chloroform evaporated first, causing precipitation of PS, which is not soluble in 
hexane. The magnetite nanocrystals, which were incompatible with the polymer phase, 
accumulated in the hexane-rich phase on one side of the PS particle. Upon evaporation of the 
hexane, the nanocrystals became fixed to the side of the particle surface [23].   
In order to study the control of particle morphology through phase separation phenomena, we 
chose a model system consisting of polystyrene (PS) and poly(propylene carbonate) (PPC), and 
chloroform as the solvent, which was introduced by Landfester’s group [24]. One advantage of 
this system is that under transmission electron microscopy, PPC appears transparent in contrast 
to the darker PS, which facilitates the identification of the particle morphology.  
 
2.1.2 TEM Imaging of PS/PPC Blends 
Polystyrene and poly(propylene carbonate) are naturally distinguishable under electron 
microscopy, as PS appears black and PPC appears white. In general, polymers are composed of 
low atomic number elements (e.g. C, H, O) with similar density, and thus contrast due to 
differences in mass-thickness would not be expected for an image focused in the Gaussian image 
plane. It is possible for mass-thickness contrast to be caused by variations in the local specimen 
thickness. One way to induce these variations is to stretch a sample of originally homogeneous 
thickness in a tensile stage. Differently strained areas would have different thicknesses and 
therefore display contrast [25].  
Another way contrast could appear, which is the case for PS/PPC samples, is if certain fractions 
of the polymer chains are damaged by the electron beam, thereby reducing the thickness of the 
portion exposed to the beam. The primary effects of electrons interacting with organic matter are 
ionization and the breakage of chemical bonds. Secondary effects include chain scission, cross-
linking, loss of mass or crystallinity, heat generation and charging-up. The sensitivity of 
polymers to irradiation decreases with increasing carbon content [25], as shown in Figure 2-3. PS 
has high carbon content, and therefore is unaffected by the electron beam. We have taken TEM 
42 
 
images of pure polystyrene beads (see Chapter 3) that were observed to remain stable under 
irradiation. On the other hand, PPC has low carbon content, rendering it sensitive to beam 
damage. Indeed, during imaging, the PPC only became visible (turning white) after exposure to 
the electron beam. 
 
Figure 2-3: The decrease in sensitivity to irradiation with increasing carbon content 
in polymers, from left to right: PTFE, PVC, PPC, PMMA, PC, PE and PS. 
 
Irradiation damage in electron microscopy occurs rapidly after exposure to the beam (within 
seconds in our experiments). Possible methods to counteract beam damage include applying 
chemical fixation and staining treatments (i.e. cross-linking the macromolecules and 
incorporating atoms of heavy elements); using “low-dose” techniques, where focusing is 
performed on one portion of the sample and images are quickly taken of a different, previously 
non-irradiated, portion; and cryomicroscopy, where the specimens are cooled to reduce the 
extent of beam damage (although polymer samples would need to be cooled to liquid helium 
temperatures, which is currently too difficult to do as a routine operation for polymer samples). 
However, it is known that the morphology (supramolecular structure) of amorphous polymers is 
generally unaltered by the molecular processes caused by irradiation [25]. An example of a 
PVC/SAN sample before and after electron beam damage is shown in Figure 2-4. It is apparent 
that the irradiation-induced changes would not impede any investigations of morphology. Thus, 
we proceeded with studying the morphology of the PS/PPC Janus beads under regular TEM 
conditions.  
 
Increasing carbon content, decreasing sensitivity to irradiation
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Figure 2-4: TEM image of PVC/SAN blend (a) at the start of irradiation, where 
PVC is darker than SAN and (b) after intense radiation, where PVC is brighter 
than SAN. PVC, with low carbon content, loses mass after electron irradiation [25]. 
 
2.2 Experimental Section 
2.2.1 Materials 
Sodium dodecyl sulfate (SDS) (99%), poly(propylene carbonate) (PPC) (Mw: 50,000), Tween® 
20 (polyoxyethylenesorbitan monolaurate), and chloroform were purchased from Sigma-Aldrich 
Chemical Co. Polystyrene (PS) (Mw: 125,000-250,000) and deuterated chloroform (Chloroform-
D, 99.8%) were purchased from Alfa Aesar and Cambridge Isotope Laboratories, Inc., 
respectively. Brij® 35 (polyoxyethylene lauryl ether) and Span® 20 (sorbitan monolaurate) were 
purchased from ICI Surfactants. All chemicals were used as received. All water utilized in the 
experiments was Milli-Q (Millipore) deionized water. 
 
2.2.2 Bulk Phase Separation  
PS/PPC/chloroform solutions of various concentrations were prepared. Sonication for 30 minutes 
was used to ensure complete dissolution. The solutions were left undisturbed for at least one day 
PVC
SAN
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to observe whether phase separation occurred. Solutions comprised of 3:3:94, 1:9:90, 3:7:90, 
5:5:90 and 7:3:90 (w/w/w) PS/PPC/chloroform were placed into graduated cylinders and sealed. 
The volume ratio of the PS and PPC-rich phases was measured by visual inspection of the 
graduated cylinders after one and two days. The weight ratio of PS to PPC in each phase was 
measured by 
1
H NMR with a Bruker AVANCE-400 NMR Spectrometer.  
Turbidometric titration [4] was used to determine the composition at which phase separation 
occured. Briefly, 5 g solutions of 10% total polymer (w/w) in chloroform were placed into 20 
mL vials and sealed with rubber septa. Using a syringe and needle, chloroform was added under 
vigorous stirring until the solution became clear. The mass and volume changes were then 
recorded. 
 
2.2.3 Preparation and Characterization of Janus Beads 
PS/PPC Janus beads were formed as follows. 0.3 mL of an oil phase comprised of varying 
concentrations of PS and PPC (3 wt% total) dissolved in chloroform was emulsified with 10 mL 
water containing surfactant (SDS, Tween® 20, Brij® 35 or Span® 20 at 0-1% w/w) by 
ultrasonic homogenization for one minute. The chloroform was evaporated under stirring at ~950 
RPM and ambient conditions for one day.  
Transmission Electron Microscopy (TEM) imaging was performed on a JEOL-200CX at an 
accelerating voltage of 120 kV. Samples were prepared by placing a few drops of the 
nanoparticle dispersion on carbon-coated 200 mesh copper grids by Electron Microscopy 
Sciences. 
Drop Shape Analysis to measure the interfacial tension between the oil and aqueous phases was 
performed using a Krüss DSA 10 MK2 Drop Shape Analysis System. The pendant drop method 
was used and the oil phase was squeezed through a straight needle of approximately 2.4 mm 
diameter to form droplets in the aqueous phase. 
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2.3 Results and Discussion 
2.3.1 Phase Separation of PS/PPC in Solution 
We conducted several studies with solutions of PS and PPC in chloroform to understand the 
phase separation process on a macroscopic scale prior to investigating the formation of PS/PPC 
Janus beads. First, solutions with the compositions (by mass) listed in Table 2-1 were prepared, 
and the resulting volume ratio and PS:PPC ratio of the individual phases after they separated 
were investigated. The volumes were measured in graduated cylinders in which the phase 
separation took place, and the compositions were measured using 
1
H NMR. 
Table 2-1: Compositions of polymer solutions studied for phase separation. 
 
PS : PPC : CHCl3 
1 3 : 3 : 94 
2 1 : 9 : 90 
3 3 : 7 : 90 
4 5 : 5 : 90 
5 7 : 3 : 90 
 
The experiment, which was carried over two days, indicated that equilibrium was reached after 
one day. The upper phase was rich in PS, while the lower phase was rich in PPC; the phase 
separation was visible to the unaided eye, as shown in Figure 2-5(a). The volumes of the two 
phases for Samples 2 to 5, which contained a total polymer concentration of 10 wt%, are shown 
in Figure 2-5(b). Representative 
1
H NMR data are presented in Figure 2-6, where the 
characteristic chemical shift for each type of proton in PS and PPC is indicated by a differently 
colored circle. The relative masses of PS and PPC in each sample were quantified by integration 
of the characteristic peaks. Table 2-2 lists the volumes and compositions of the PS-rich and PPC-
rich phases after phase separation occurred.  
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Figure 2-5: (a) The phase separation of a solution of PS and PPC in chloroform. The 
upper phase is PS-rich, while the lower phase is PPC-rich. (b) Fraction of total volume for 
the PS-rich and PPC-rich phases after phase separation for different PS:PPC ratios. 
 
 
 
Figure 2-6: Representative 
1
H NMR spectra for PS, PPC and PS/PPC blend samples. 
The characteristic chemical shifts for the different types of protons are shown by the 
colored circles. 
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Table 2-2: Volumes and compositions of PS-rich and PPC-rich phases after phase separation. 
 
PS : PPCtot VolPS (mL) VolPPC(mL) PS : PPCPS PS : PPCPPC 
1 3 : 3 2.6 4.0 4.4 : 1 1 : 2.7 
2 1 : 9 0.3 6.0 1.6 : 1 1: 44 
3 3 : 7 1.4 5.1 12 : 1 1 : 23 
4 5 : 5 3.0 3.2 13 : 1 1 : 17 
5 7 : 3 4.3 2.3 14 : 1 1 : 12 
 
Samples 1 (6 wt% polymer solution) and 4 (10 wt% polymer solution), which both contained 
equal masses of PS and PPC, indicate that chloroform partitions more strongly into the PPC-rich 
phase, and hence, that PPC is more soluble than PS in chloroform. The differences between these 
two samples also suggest that the separation is more complete with higher total polymer 
concentrations. In particular, the volume ratio was closer to 1:1 for Sample 4 than for Sample 1. 
Moreover, the phases were more pure for Sample 4; for Sample 1, the percentages of PS in the 
PS-rich phase and of PPC in the PPC-rich phase were only 81% and 73%, respectively, while 
they were 93% and 94% for Sample 4.  
From the experimental data, a phase diagram was constructed, as shown in Figure 2-7, to 
describe at which compositions phase separation would occur. The closed and open blue points 
indicate compositions at which phase separation did and did not occur, respectively, when the 
solution was left undisturbed for a period of time. The binodal curve was determined using 
turbidometric titration, where a 10 wt% polymer solution, whose cloudiness indicated a two-
phase system, was titrated with chloroform until it turned clear, at which point it was assumed 
that a stable one-phase system had been achieved. Note that the phase diagram only covers 
compositions of at least 90% chloroform. It is not uncommon for phase separation at relatively 
low total polymer concentrations to occur with polymers of high molecular weight [1].  
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Figure 2-7: Phase diagram for PS/PPC/chloroform system. 
 
2.3.2 PS/PPC Janus Beads from Phase Separation 
PS/PPC Janus beads were produced using the emulsion droplet solvent evaporation method. 
Chloroform solutions of 3 wt% polymer with varying PS:PPC ratios were emulsified with 1% 
aqueous SDS solutions by sonication. The chloroform was evaporated under stirring at ambient 
conditions for one day. TEM images of the Janus beads are shown in Figure 2-8. It is evident that 
as the PS:PPC ratio increases, the proportion of the PS-rich phase (darker) in the Janus beads 
increases as expected. Based on the phase diagram and previous phase separation experiments, 
the phases likely became increasingly pure as the chloroform evaporated (thereby increasing the 
total polymer concentration) such that there was very little PPC in the PS-rich phase and vice-
versa. 
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Figure 2-8: TEM images of PS/PPC Janus beads of varying compositions 
formed by the emulsion droplet solvent evaporation method. 
 
2.3.3 Control of Particle Morphology by Interfacial Tensions 
The phase separation of polymer phases is driven by the minimization of surface free energy. 
Therefore, Janus bead morphology can be controlled by changing the interfacial tension between 
the three (two polymer and one aqueous) phases. Figure 2-9 illustrates the particle morphologies 
that would be expected given the relative interfacial tensions between the two polymer phases 
(P1 and P2) and the water phase (W). Low, medium and high relative interfacial tensions are 
indicated by l, m and h, respectively. For example, a system with low interfacial tensions 
between the polymer and aqueous phases and high interfacial tension between the two polymer 
phases would result in a Janus particle with two fairly separated halves. At the opposite end of 
the spectrum, a system with high interfacial tensions between the polymer and aqueous phases 
and low interfacial tension between the two polymer phases would produce spherical Janus 
beads with flat polymer-polymer interfaces. Core-shell particles would form if the interfacial 
tension between one polymer phase and the aqueous phase were significantly higher than that 
between the other polymer phase and the aqueous phase and between the two polymer phases.  
 
PS:PPC = 1:9 PS:PPC = 3:7 PS:PPC = 1:1 PS:PPC = 7:3 PS:PPC = 9:1
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Figure 2-9: Map of possible Janus bead morphologies based on interfacial tensions 
between the polymer and aqueous phases. Low, medium and high relative interfacial 
tensions are abbreviated l, m and h, respectively. For each type of morphology, the 
interfacial tensions are listed as γ
P1-W
, γ
P1-P2 
and γ
P2-W 
from left to right. 
 
Results for different SDS concentrations are shown in Figure 2-10. Interfacial tensions, as 
measured by drop shape analysis, between the polymer and aqueous phases for different SDS 
concentrations are shown at the bottom and TEM images of the Janus beads produced under 
different SDS concentrations are shown at the top. The critical micelle concentration (CMC) of 
SDS in water occurs at approximately 0.2 wt% [26]. At concentrations below the CMC, the 
interfacial tension decreases rapidly with increasing SDS concentration, while above the CMC, 
the interfacial tension decreases at a significantly flatter slope. The interfacial tension for 
PS/CHCl3(chloroform)-W is higher than that for PPC/CHCl3-W, so when no SDS is used, we 
obtain PS core-PPC shell particles. As SDS is added, it adsorbs first at the polymer-water 
interfaces, so the interfacial tensions for both PS/CHCl3-W and PPC/CHCl3-W fall and become 
closer to each other. At 0.1% SDS, the two phases split fairly evenly into a spherical Janus bead. 
At SDS concentrations higher than the CMC, the interfacial tensions at both polymer/CHCl3-W 
interfaces are quite low and thus more comparable to the PS-PPC interfacial tension, resulting in 
a snowman-like Janus bead. The seemingly larger volume of PPC in the Janus bead shown for 1% 
SDS may be attributed to greater swelling of the PPC phase by chloroform than of the PS phase. 
l-h-l
m-m-m
h-l-h
h-m-l l-m-h
h-l-l l-l-h
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Figure 2-10: Top: TEM images of PS/PPC Janus beads (50:50 PS:PPC by mass) produced 
using the emulsion droplet solvent evaporation method with varying concentrations of 
SDS in the aqueous phase. Bottom: Interfacial tension between polymer (10% PS or PPC 
in chloroform) and aqueous phases as a function of SDS concentration. 
 
The model shown in Figure 2-9 of the effect of the interfacial tensions on Janus bead 
morphology can be quantitatively described in part using spreading coefficients Si, as defined by 
the following equations [16, 21]:  
 i jk i j ikS                                                                       (2.5) 
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The degree of engulfing (complete, partial or none) can be determined by the values of the three 
spreading coefficients for the system, as shown in Table 2-3. Complete engulfing would indicate 
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a core-shell particle (PS core-PPC shell for the case in Table 2-3), while no engulfing would 
imply two individual particles (i.e. the l-h-l morphology from Figure 2-9). Any morphology in 
between would be considered partial engulfing.  
 
Table 2-3: Janus bead morphologies (degree of engulfing) depending 
on values of the spreading coefficients S
PS
, S
PPC
 and S
W
. 
Degree of Engulfing S
PS
 S
PPC
 S
W
 
Complete (Core-Shell) < 0 > 0 < 0 
Partial < 0 < 0 < 0 
None < 0 < 0 > 0 
 
More precise predictions of Janus bead morphology could be obtained using a geometrical model 
as shown in Figure 2-11 [18, 19]. The two portions of the Janus bead are colored dark (P1) and 
light (P2) blue. Various dimensions are defined by the three circles with radii R, r1 and r2.  
 
 
Figure 2-11: Diagram of cross-section of polymeric Janus 
bead with various dimensions defined as shown [18, 19]. 
H
a
R
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h
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The volume of a spherical cap, which is a region of a sphere above or below a given plane, is 
given by: 
   2 2 3
1
3 3
3
capV b r b rb b     ,                                        (2.6) 
where r and b are the radius of the sphere and the height of the cap (i.e. the distance between the 
plane and the pole of the sphere). Note that the cap would be a hemisphere for b = r. The 
volumes of P1 and P2 can be calculated by adding or subtracting the volumes of spherical caps 
as follows: 
   2 3 2 31 1 / 3 / 3V r h h Ra a                                              (2.7) 
     2 3 2 32 2 / 3 / 3V r H h H h Ra a                                       (2.8) 
In addition, the length highlighted by the yellow chord in Figure 2-11 can be calculated by the 
Pythagorean Theorem, providing the following geometrical constraint: 
     
22 22 2 2
1 1 2 2r h r r H h r R R a                                          (2.9) 
The particle morphology can be determined through the following optimization problem, where 
the total free energy, calculated based on the interfacial tensions and areas, is minimized subject 
to the geometric and physical constraints.  
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The radius of the original droplet and the interfacial tension between the original droplet and the 
surrounding medium are denoted R0 and γ0, respectively. The polymer for which the interfacial 
tension between the polymer and aqueous phases is the highest should be set as P1. The final 
terms are comprised of the pressure difference between the inside and outside of a phase 
(Laplace pressure) times the volume of the phase, where the Laplace pressure depends on the 
interfacial tension and the radius of curvature (ΔP = 2γ/R) [27]. 
Both the objective function for ΔG and the constraint set are specified by nonlinear equations, 
and hence this problem must be solved by nonlinear programming algorithms [28]. Solution 
methods for this model will not be discussed in this thesis, but for interested readers, various 
software are available to solve such problems, including Matlab, where functions such as 
fmincon may be used for constrained linear and nonlinear optimization problems; additionally, 
Matlab’s Optimization Toolbox includes four algorithms to solve constrained nonlinear 
programming problems: interior-point, sequential quadratic programming (SQP), active-set and 
trust-region reflective [29]. Okubo’s group has shown computational results using a similar 
model for a PS/PMMA system where ΔG was minimized to solve for two geometric variables (h 
and H) given the volumes of both phases and the interfacial tensions measured or calculated for 
total polymer concentrations of 17, 24 and 32%; it was assumed that the morphologies for dried 
particles (high polymer concentrations) would not change significantly from those at 32% since 
the polymer chain mobility would be very limited [18, 19].  
Other parameters that can affect the interfacial tension include the total polymer concentration, 
composition of polymer blend and surfactant type. As shown in Figure 2-12, the interfacial 
tension increases with increasing total polymer concentration. This is likely due to the adsorption 
of the SDS molecules through hydrophobic and electrostatic interactions onto the polymer chains 
[30, 31], preventing the SDS molecules from adsorbing at the interface of the 
polymer/chloroform and aqueous solutions and leading to an increase in the interfacial tension. 
The interfacial tension also increases with an increasing proportion of PS, which is consistent 
with our measurement that the interfacial tension between a pure PS solution and aqueous SDS is 
higher than that between a pure PPC solution and aqueous SDS solution.  
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Figure 2-12: The interfacial tension between the polymer/chloroform and aqueous SDS 
phases, as functions of (a) total polymer concentration, with 1% SDS in the aqueous 
phase, and (b) PS:PPC ratio (3% total polymer in chloroform as the oil phase). 
 
Finally, we explored the effect of nonionic surfactants on the particle morphology. In all 
previous studies, we had used SDS, an anionic surfactant. At phase transfer equilibrium, both 
ionic and nonionic surfactants are found in the aqueous phase, but for nonionic surfactants, some 
or most of the surfactant partitions to the oil phase. The adsorption of nonionic surfactants 
through their hydrophobic segments onto polymer surfaces has been studied, where results 
indicated that the adsorption strength can be determined by the hydrophilic/hydrophobic balance 
of the surfactant; moreover, nonionic surfactants would preferentially adsorb to polymer surfaces 
due to their higher hydrophobicity [30, 31, 32]. If a surfactant partitions into the oil phase, the 
interfacial tension between the polymer and aqueous phases would be lowered (by up to an order 
of magnitude) to a degree comparable to that between the polymer phases, which is typically low 
and not expected to be affected by the nonionic surfactant [19]. It is also known that the 
polymer-polymer interfacial tension would increase with increasing polymer concentration, so 
during solvent evaporation, the particle morphology would adjust in order to reduce the polymer-
polymer interfacial area. Nonionic surfactants are characterized by the hydrophilic-lipophilic 
balance (HLB), which is a measure of the degree to which the surfactant is hydrophilic or 
lipophilic, and ranges between 1 and 20. Higher HLB values indicate greater hydrophilicity and 
surfactants with HLB 8-18 are considered O/W emulsifiers [33].  
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Janus beads composed of 50:50 PS:PPC (by mass) were produced using different concentrations 
of Span® 20, Tween® 20, and Brij® 35. The HLB values and chemical structures of these 
surfactants are shown in Table 2-4. The particle morphologies can be seen in Figure 2-13.  
 
Table 2-4: Nonionic surfactants used in this study, their HLB values and chemical structures. 
Surfactant HLB [33] Structure 
Span® 20 9 
 
Tween® 20 16.7 
 
Brij® 35 17 
 
 
 
 
Figure 2-13: PS/PPC (50:50 by mass) Janus beads produced from emulsion droplet 
solvent evaporation with different concentrations of nonionic surfactants. 
CH3 O
OH
23
Span® 20, 0.01% Tween® 20, 0.1% Brij® 35, 1%
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To varying degrees, all of the surfactants result in Janus beads where the visible PPC portion is 
smaller than the PS portion. As PS is more hydrophobic than PPC, it is expected that the 
nonionic surfactants adsorb preferentially to PS over PPC, thereby increasing the solubility of PS 
in chloroform, which is the opposite of what occurs in PS/PPC solutions in chloroform without 
surfactants. This would result in the PPC precipitating first with PS forming a cap over the PPC 
after complete solvent removal. Moreover, the interface between the polymer phases is 
noticeably smaller than those observed for the Janus beads produced using SDS, suggesting that 
the nonionic surfactants did indeed partition into the oil phase, thereby lowering the polymer-
aqueous phase interfacial tensions. The lower the HLB (higher lipophilicity), the lower the 
concentration of nonionic surfactant needed to produce this morphology; Janus beads 
synthesized with Span®20, the most lipophilic of the surfactants tested, showed this structure at 
surfactant concentrations of only 0.01%. 
 
2.4 Conclusions 
In this part of the thesis, we studied the phase separation of polystyrene (PS) and poly(propylene 
carbonate (PPC) in chloroform, both in the bulk and within emulsion droplets. Our results 
showed that as the polymer weight fraction increases, there arises a higher and more uniform 
degree of separation in the volumes and compositions of the two phases. We also determined that 
chloroform partitions more into the PPC phase than into the PS phase, suggesting that PPC is 
more soluble in chloroform than is PS. We further constructed a ternary phase diagram of 
PS/PPC/chloroform, which has not been previously found in the literature.   
PS/PPC Janus beads of different polymer ratios were produced by the emulsion droplet solvent 
evaporation method. Moreover, we studied the variation of their morphology by exploring 
different surfactants and surfactant concentrations. With no surfactant, PS-core/PPC-shell 
particles were obtained. Addition of SDS produced hemispherical Janus particles, while the use 
of nonionic surfactants resulted in Janus particles with very small polymer-polymer interfaces, 
likely due to the reduction of interfacial tension at the polymer-water interfaces. A simple model 
describing the particle morphology as a function of relative interfacial tensions was developed 
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and compared to other more complex thermodynamic models. Investigations of the morphology 
of polymeric Janus beads on the nanoscale produced with the anionic and nonionic surfactants 
used in this work have previously been unreported in the literature.  
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Chapter 3  
 
Membrane Emulsification 
 
3.1 Introduction 
Magnetic nanoparticles are known for their applications in data storage technology, 
environmental and biomolecular separation, magnetic resonance imaging, drug delivery, enzyme 
immobilization and immunoassays [1]. Their small length scale confers unique properties not 
seen in the bulk, including superparamagnetism, which is characterized by high saturation 
magnetization and zero magnetic remanence. The desire to produce functionalized magnetic 
nanoparticles commercially is manifest in the rise over the past few decades of a handful of 
companies ranging from start-ups to global chemical firms that sell magnetic fluids or magnetic 
beads designed to bind target compounds [2]. For example, Turbobeads are cobalt nanoparticles 
coated with layers of graphene, produced using flame aerosol synthesis [3]; they 
characteristically have broad size and shape distributions. Dynabeads, which are porous polymer 
particles embedded with iron oxide nanoparticles, are monodisperse but are larger than one 
micron in size and are prepared in small scale batch systems [4]. Our interest is in the 
development of processes that can produce magnetic nanoparticles of uniform shape and size on 
a large-scale, continuous basis.  
It is common to coat magnetic nanoparticles with silica, which prevents nanoparticle aggregation 
in aqueous solution over a wide pH range, provides a versatile surface for further 
functionalization to meet various application needs, imparts biological compatibility, and 
protects the particles from oxidation and other reactions [5, 6]. In the absence of the protecting 
silica shells, many organic nucleophilic ligands of interest, such as oximates and imidazoles, 
chelate strongly with iron ions [7], rendering the nanoparticle core chemically unstable and 
leading to a loss of magnetization. Similarly, redox-active ligands such as iodosobenzoates and 
hydroperoxides degrade iron oxide through redox reactions [8]. Our group has synthesized 
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magnetic particles functionalized with imidazole derivatives for the decomposition of 
organophosphates [9]. We also investigated the bactericidal properties of silica-encapsulated 
magnetite nanoparticles functionalized with the antiseptic compound poly(hexamethylene 
biguanide), and showed that the particles were more chemically stable than their counterparts 
synthesized without the silica shell [10]. The silica coating can be attained via a modified Stöber 
process, in which the silica precursor tetraethyl orthosilicate (TEOS) is hydrolyzed around 
magnetite seed particles. However, such a core-shell structure significantly decreases the 
magnetization of the overall particle, which can make magnetic manipulation difficult. It is 
possible to decrease the fraction of silica in the overall particle either by replacing the Stöber 
reaction with the addition of the neat silane compound to the magnetite nanoparticles or by using 
larger particles as seeds. However, the first method results in large aggregates of the primary 
nanoparticles with no control over the shape and size; a drawback of the second method is that 
particles large enough (~50 nm) to be captured by high gradient magnetic separation (HGMS) 
[11, 12] do not possess superparamagnetism, which is present only in nanoparticles between 
about 2 and 20 nm [13]. 
The clustering of magnetic nanoparticles is a promising approach for the synthesis of magnetic 
cores for core-shell particles that possess a strong magnetic response even with the silica coating. 
Bai et al. developed a clustering method where micro-emulsion oil droplets are used as confining 
templates within which primary nanoparticles are assembled upon evaporation of low-boiling 
solvents [14]. Other groups have used this approach with combinations of polymers and 
magnetic nanocrystals to create composite materials [15-18]. The clusters, even those that are 
hundreds of nanometers in size, retain the superparamagnetism of the primary magnetic 
nanoparticles. The clusters themselves may also act as building blocks for new structures, as they 
are known to form chains in the presence of a magnetic field [18]. Previously, our group 
produced single- or multi-domain crystalline superlattices, amorphous spherical aggregates, and 
toroidal clusters of magnetite [18]. These different morphologies were obtained by emulsifying a 
hexane phase containing monodisperse magnetite nanocrystals with an aqueous phase containing 
sodium dodecyl sulfate (SDS), followed by evaporation of the hexane at different temperatures. 
The emulsification was achieved by ultrasonic homogenization, resulting in a broad range of 
particle sizes; however, as potential building blocks for new materials, particles of uniform size 
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and shape, with no variation in morphology or chemical heterogeneity, are desired. Ademtech 
manufactures monodisperse magnetic particles of 100-500 nm using ferrofluid emulsions. The 
technique involves applying shear to a crude emulsion, thereby elongating the large droplets into 
long cylinders until they fragment into smaller droplets due to Rayleigh instability. 
Monodisperse fragmentation is restricted to viscosity ratios in the range 0.01-2 between the 
dispersed and continuous phases [19]. Such methods also require high-energy inputs and cannot 
be applied to shear-sensitive components such as proteins and starches, which may lose 
functional properties [20].  
In this study, membrane emulsification, employing a microporous membrane with a highly 
uniform pore size as the emulsifying element, is used to obtain better control over the particle 
size. The droplet size is controlled primarily by the pore size of the membrane and not by the 
degree of turbulence that causes droplet break-up in more conventional approaches. The 
dispersed phase is pressurized and forced through the membrane, forming droplets at the pore 
mouths on the surface of the membrane contacted by the aqueous phase. Advantages of this 
technique, when compared to conventional turbulence-based methods, are its simplicity, 
potentially lower energy demands, need for less surfactant, and narrow droplet size distributions 
[21]. Disadvantages include a relatively low flux of the dispersed phase through the membrane, 
which necessitates a large membrane surface area to ensure high production rates. A modified 
technique called premix emulsification has been developed recently, where a premade coarse 
emulsion is forced through the microporous membrane. This method results in a narrow droplet 
size distribution at low energy costs and high flows of the dispersed phase (up to 1000 times 
greater production rate than that for straight membrane emulsification) [21-23]. 
The emulsification membranes used in this work are composed of Shirasu porous glass (SPG), 
which is made by the phase separation of calcium aluminoborosilicate glass synthesized from a 
volcanic ash called Shirasu [24]. The membranes have high mechanical strength and can be 
regenerated after use with a high temperature acid treatment.  
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3.2 Experimental Section 
3.2.1 Materials 
Iron (III) chloride hexahydrate (FeCl3·6H2O) (98%) and iron (II) chloride tetrahydrate 
(FeCl2·4H2O) (99%), oleic acid (OA) (90%), sodium dodecyl sulfate (SDS) (99%), tetraethyl 
orthosilicate (TEOS) (99%) and chloroform were purchased from Sigma-Aldrich Chemical Co. 
Polystyrene (PS) (Mw: 125,000-250,000) was purchased from Alfa Aesar. Ammonium 
hydroxide (28-30 wt% in solution) was purchased from Acros Organics. Hexane, methanol and 
ethanol were purchased from Mallinkrodt, EMD Chemicals and Pharmoco-AAPER, respectively. 
All chemicals were used as received. All water utilized in the experiments was Milli-Q 
(Millipore) deionized water. 
 
3.2.2 Synthesis 
Preparation of Primary Magnetite Nanoparticles (Fe3O4-OA) 
Magnetite nanoparticles were synthesized by the co-precipitation of iron(II) and iron(III) 
chlorides. Briefly, 0.60 g (3 mmol) of FeCl2·4H2O and 1.62 g (6 mmol) of FeCl3·6H2O were 
added to 30 mL of degassed, deionized water and heated to 80°C under nitrogen protection. 
After the iron chlorides were dissolved, 15 mL of a 28% ammonium hydroxide solution were 
added. The resulting black precipitate was stirred vigorously and then kept at 80°C under 
nitrogen protection for one hour. The nanoparticles were separated by an electromagnet 
(magnetic separator model L-1; S.G. Frantz Co. Inc.) and washed twice with deionized water. 
They were redispersed in 60 mL of a 1% ammonium hydroxide solution, and oleic acid (24 
mmol) was added. The mixture was stirred for one hour. Hydrochloric acid (1 M) was added to 
bring the pH to slightly acidic, leaving an oily precipitate. The nanoparticles were redispersed in 
60 mL of hexane and precipitated with excess methanol. They were separated with the 
electromagnet and dried at 80°C.   
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Nanoparticle Cluster Formation 
Emulsification of 2 mL of 3 wt% Fe3O4-OA nanoparticles in hexane with 70 mL of 0.1 wt% 
SDS in water was carried out by membrane emulsification at pressures ranging from 320 to 800 
kPa. The membrane emulsification was performed using an External Pressure Micro Kit from 
SPG Technology Co., Ltd with three hydrophilic membranes, each with a different pore size of 
either 0.1, 0.2 or 0.3 µm, and required between two and three hours. Evaporation of the hexane 
was achieved using mechanical stirring under ambient conditions for two days.  
Similarly, polystyrene (PS) beads were produced by emulsifying 3 mL of 3 wt% polystyrene in 
chloroform with 100 mL 1 wt% SDS in water using a 0.2 µm-pore membrane. The operating 
pressure was 310 kPa and emulsification took about three hours. The chloroform was evaporated 
under ambient conditions with magnetic stirring.  
 
Coating of Magnetic Clusters with Silica 
The magnetic clusters were concentrated to about 10 mg/mL, and 2.7 mL of the suspension were 
placed in 12 mL ethanol. 0.3 mL of 28 wt% ammonium hydroxide was added, and the mixture 
was sonicated for several minutes. Under sonication, 1 mL of a 0.66% (v/v) solution of TEOS in 
ethanol was added dropwise. The reaction mixture was stirred vigorously overnight, and then 
centrifuged at 9500 rpm for 5 minutes to collect the particles. The particles were washed once 
with ethanol and then redispersed in ethanol with a final concentration of about 7.5 mg/mL. 
 
3.2.3 Particle Characterization 
Transmission Electron Microscopy (TEM) imaging was performed on a JEOL-200CX at an 
accelerating voltage of 120 kV. High resolution imaging and energy-dispersive X-ray 
spectroscopy (EDS) were performed on a JEOL-2010 at an accelerating voltage of 200 kV. 
Samples were prepared by placing a few drops of the nanoparticle dispersion on carbon-coated 
200 mesh copper grids by Electron Microscopy Sciences. 
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Superconducting Quantum Interference Device (SQUID) measurements were conducted 
using a Magnetic Property Measurement System model MPMS-5S (Quantum Design) to 
determine the magnetization of the particles in an applied magnetic field. All SQUID 
measurements were performed at 300 K over a field range of -10 to 10 kOe on dried samples 
weighing 1-5 mg.  
Thermogravimetric Analysis (TGA) measurements were performed on a TGA Q50 (TA 
Instruments). All measurements were made under a constant flow of nitrogen at 100 mL/min. 
The temperature was ramped from room temperature to 1000°C at a rate of 20°C/min. The 
sample was dried at 80°C prior to the measurement. 
Drop Shape Analysis to measure the interfacial tension between the oil and aqueous phases was 
performed using a Krüss DSA 10 MK2 Drop Shape Analysis System. The pendant drop method 
was used and the oil phase was squeezed through a U-shaped needle of approximately 1.5 mm 
diameter to form droplets in the aqueous phase. 
Zeta-potential measurements were performed using a Brookhaven ZetaPALS zeta-potential 
analyzer (Brookhaven Instruments Corp). The Smoluchowski equation was used to calculate the 
zeta-potential from the electrophoretic mobility. Reported values are the averages of ten 
measurements. 
Dynamic Light Scattering (DLS) experiments were performed using a Brookhaven BI-200SM 
light scattering system (Brookhaven Instruments Corp.) at a detection angle of 90°. Samples 
were measured for 2 minutes. The non-negative least squares (NNLS) algorithm was used to 
determine the particle size distribution and distribution averages from the DLS correlation 
functions. Reported values are the averages of five repeated measurements. 
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3.3 Results and Discussion 
3.3.1 Preparation of Primary Magnetic Nanoparticles 
Magnetite nanoparticles stabilized by oleic acid (Fe3O4-OA) and dispersed in hexane were 
synthesized and are shown in Figure 3-1. The TEM image indicates that the nanoparticles were 
polydisperse, ranging from about 5 to 20 nm. SQUID data, measured at 300 K, show that the 
nanoparticles were superparamagnetic, with the typical features of zero coercivity and zero 
remanence.  
 
The magnetic behavior of a sample of monodisperse nanoparticles can be described by the 
Langevin function [25]: 
( ) / (coth 1/ )sL M M                                                  (3.1) 
with 0
mH
kT

  , and where M is the magnetization and Ms the saturation magnetization of the 
collection of dry particles, µ0 is the vacuum magnetic permeability (= 1 in Gaussian units), m is 
the magnitude of the magnetic moment of an individual particle, H is the magnetic field strength, 
k is the Boltzmann constant and T is the absolute temperature. 
 
The particle size polydispersity can be described by the lognormal distribution function 
2
2
1 (ln )
( ) exp
22
y
f y
y  
 
  
 
                                   (3.2) 
where y = D/Dv (D is the particle diameter and Dv is the median diameter of the distribution) and 
σ is the standard deviation of lny. The standard deviation of y is then  
2 2
1e e   . It has been 
shown that this distribution generally fits experimental results well for fine particle systems [25]. 
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Figure 3-1: (a) TEM image of Fe
3
O
4
-OA nanoparticles. (b) Magnetic behavior of Fe
3
O
4
-
OA. Data points are fit with a modified Langevin function accounting for the particle 
polydispersity. (c) TGA data for Fe
3
O
4
-OA, indicating oleic acid contributed about 14% 
of the mass of the total nanoparticle. (d) TGA data for Fe
3
O
4
-OA, where the peaks at 
240°C and 350°C suggest interpenetration of oleic acid layers on adjacent nanoparticles. 
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Thus, the magnetic behavior of a polydisperse sample is given by  
 
2
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We can fit this equation to M vs. H data to extract values for the saturation magnetization of the 
nanoparticles, the average particle size, and the standard deviation of the distribution. A detailed 
description of the derivation and parameter fitting is given in Appendix A-1. The results for the 
Fe3O4-OA nanoparticles are shown in Figure 3-1(b), with Ms = 42.7 emu/g particle, an average 
particle size of 11.2 nm and standard deviation of 0.635. The excellent fit (error = 0.4%) justifies 
the assumption of the model that the system of particles is non-interacting and thus the saturation 
magnetization of the sample is simply the sum of the individual particle moments [26]. The 
saturation magnetization of the particles is comparable to that found in studies that used similar 
synthesis methods [27, 28] and falls within the 30-50 emu/g range that is typically achieved for 
magnetite nanoparticles formed by co-precipitation [29]. It is lower than the saturation 
magnetization of the bulk material because reactions between the carboxylic group of the 
stabilizing surfactant and the iron oxide surface result in the formation of less-magnetic or non-
magnetic layers, in which the spins are disordered and not collinear with the magnetic field [25, 
26, 30, 31]. This also means that the magnetic diameter of the particles is likely smaller than the 
physical diameter. The particle size measured by dynamic light scattering is about 43 nm and the 
distribution is monodisperse, suggesting that clusters of 3-4 nanoparticles form when dispersed 
in the solvent. The formation of such small clusters is discussed in previous work [32].  
Thermogravimetric analysis (TGA) of the Fe3O4-OA nanoparticles reveals that the oleic acid 
shell contributed about 14 wt% to the total mass of the particles (Figure 3-1(c)). The two 
transitions at 240°C and 350°C in the TGA derivative curves (Figure 3-1(d)) suggest two 
desorption processes, which have been discussed in other works with similarly coated 
nanoparticles [33, 34]. Zhang et al. show that the oleic acid is chemisorbed to the magnetite 
surface as a carboxylate [33]. Thus, the fatty acid chains are either exposed to the solvent or to 
the chains attached to other nanoparticles. The interpenetration of the fatty acid coatings between 
adjacent nanoparticles accounts for the observed desorption behavior that is characteristic of a 
bilayer. Such interpenetration of surfactant alkyl tails has been analyzed previously [26].  
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3.3.2 Formation of Magnetic Nanoclusters by Membrane Emulsification  
Spherical clusters of magnetite nanoparticles were formed by the membrane emulsification of a 
hexane phase containing magnetite nanoparticles in an aqueous phase containing the surfactant 
sodium dodecyl sulfate (SDS), followed by solvent evaporation. The membranes had pore sizes 
of 0.1, 0.2 or 0.3 microns and the trans-membrane pressures used for those pore sizes were 800, 
480 and 320 kPa, respectively. It is known that the critical pressure needed to force the dispersed 
phase into the continuous phase is  
4 cosow
c
m
P
D
 
  ,                                                         (3.4)  
where γow is the interfacial tension of the O/W interface, θ is the oil contact angle with the 
membrane surface wetted by the continuous phase and Dm is the pore size. The operating 
pressures for the 0.2 and 0.3 µm pores, taken to be those at which dispersed phase droplets were 
first observed in the continuous phase as the pressure was slowly increased, were roughly 20-30% 
higher than the critical pressures. The operating pressure for the 0.1 µm pores was proportionally 
lower than the operating pressures for the other two pore sizes because the maximum pressure 
allowed for the apparatus was 800 kPa. The oil phase flux through the membrane for all pore 
sizes was approximately 2.5 L/m
2
/hr. 
The interfacial tensions between the hexane and aqueous phases were 44, 19 and 7 mN/m for 
SDS concentrations of 0, 0.1 and 0.75 wt%, respectively. For a contact angle of 0, valid if the 
pore has straight edges [35, 36], the critical pressures for a 0.2 µm pore size should be 880 kPa, 
380 kPa and 140 kPa for the three SDS concentrations, respectively. It was observed that at 0.75 
wt% SDS, the pores of the membrane became wetted with the aqueous phase, resulting in a fast 
and uncontrollable flow of the dispersed phase through the membrane and thus a loss of control 
over the particle size. The surface area per molecule of SDS at saturated adsorption has been 
reported to be 40-52 Å
2
 [37],
 
and thus, a concentration of 0.1 wt% SDS was sufficient to cover 
monodisperse droplets with an initial size greater than 200 nm in an emulsion with a dispersed-
to-continuous ratio of 3:100 (v/v). 
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Low concentrations of nanoparticles within the hexane phase were not observed to have a 
significant effect on the interfacial properties between the hexane and aqueous phases, as the 
interfacial tension was not considerably different for nanoparticle concentrations ranging from 0 
to 3 wt% for a given SDS concentration. The measurements for the hexane phase in pure water 
were consistent with values in the literature for the interfacial tension between pure hexane and 
pure water of ~50 mN/m [38]. 
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Figure 3-2: Final particle size as a function of membrane 
pore size for the membrane emulsification system. 
 
As shown in Figure 3-2, the final cluster size could be controlled by selecting different 
membrane pore sizes. The final clusters were reasonably uniform in size, with average relative 
variations in the range 6-8%. The droplets produced by emulsification were about 6.5 times 
larger than the pore size, within the typical reported range of 2 to 10 for the droplet to pore size 
ratio [24].
 
Based on the composition of the hexane phase, the final clusters should have been 
about 15.5% the size of the original droplets in diameter, i.e., of diameter similar to that of the 
pores, which is indeed what we observed. 
A comparison of the final cluster sizes, and an indication of the variation in these sizes, for 
clusters obtained using membrane emulsification and those using sonication to form the droplets 
is shown in Figure 3-3. The average relative variation for clusters obtained by sonication was 
about 22%, which is 3-4 times higher than the variation seen for the clusters obtained by 
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membrane emulsification. The greater polydispersity appears to be due to the multitude of small 
solvent droplets (with their dispersed nanoparticles) generated by the ultrasonic mixing. 
 
Figure 3-3: Comparison of magnetic nanoclusters produced by  
(a) membrane emulsification and (b) ultrasonic homogenization. 
 
The clusters had the same magnetic behavior as the primary magnetite nanoparticles and were 
colloidally stable in water with a zeta-potential of about -70 mV at neutral pH. The zeta-potential 
of the clusters as a function of pH is plotted in Figure 3-4. Even under very acidic conditions, the 
clusters were negatively charged due to their surface coverage by the anionic surfactant SDS, 
which has been reported to have a pKa of 1.9 [39]. The zeta-potential dropped sharply at pH 5, at 
which point the oleic acid, with a pKa of about 5 [40], became negatively charged. This indicates 
that both oleic acid and SDS were present on the particle surfaces. 
Under basic conditions, the zeta-potential became less negative with increasing pH. It has been 
shown that the point of zero charge (PZC) for magnetite nanoparticles synthesized by the co-
precipitation of Fe(II) and Fe(III) salts occurs at about pH 8 [41]. We hypothesize that at higher 
pH values, the surface charge of the magnetite became sufficiently negative to cause some of the 
oleic acid to desorb. This is consistent with our observation that the particles became less 
charged at pH values greater than 8, where the measurement at pH 12 was still more negative 
than the measurements at very low pHs. Similar instances of such extrema in zeta-potential can 
be found in the literature for other species [42, 43]. 
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Figure 3-4: Zeta-potential as a function of pH for magnetic nanoclusters formed by the membrane 
emulsification of Fe
3
O
4
-OA nanoparticles dispersed in hexane with a 0.1 wt% aqueous SDS solution. 
 
3.3.3 Encapsulation of Nanoclusters with Silica 
A modified Stöber method [44] was used to coat the magnetite clusters with silica, where the 
clusters were used as seeds around which TEOS was hydrolyzed into silica. As shown in Figure 
3-5, a uniform coating was achieved around the clusters. As discussed earlier, the highly basic 
conditions under which the reaction was performed would decrease the colloidal stability of the 
clusters; however, adding the TEOS to the reaction mixture under sonication, rather than stirring 
or shaking, was observed to prevent the aggregation of clusters that would result in several 
clusters being coated together. 
       
Figure 3-5: Silica-encapsulated clusters produced using a modified Stöber 
method with magnetic clusters from membrane emulsification as seeds. 
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SQUID data indicate that the silica coating decreased the magnetization of the overall particles 
by roughly 78%. A small part of the loss of magnetization of the overall particle can be attributed 
to reactions during the encapsulation process that created more non-magnetic layers near the 
particle surface; however, the main cause is likely that the silica coating added a significant 
amount of non-magnetic mass to the particles. This is consistent with the EDS measurements for 
elemental composition, which indicate that the coated clusters were approximately 71% silica by 
mass. The thickness of the shell can be tuned by altering the amount of TEOS added or the 
reaction time.  
The encapsulated clusters were robust and could withstand washing using centrifugation and 
sonication without breaking apart. Thus, they should be stable in a variety of reaction 
environments for the attachment of desired ligands. For evidence of the chemical stability of 
silica-coated magnetite nanoparticles, we refer the reader to works published elsewhere [10].  
 
3.4 Conclusions 
We have introduced the use of membrane emulsification as a continuous operation in the 
production of magnetic clusters of controlled size and shape. To our knowledge, this is the first 
time that magnetic clusters of primary magnetic nanoparticles were made using the SPG 
emulsification technique, which has most commonly been used for producing food emulsions or 
polymeric and silica microspheres for drug delivery and other applications [21, 24]. Recently, 
other groups have reported the synthesis of silver nanoparticles [45] and polymeric microspheres 
containing magnetite nanoparticles [46], but in both methods, membrane emulsification was used 
to create the reaction spaces in which the metal or metal oxide precursors were reacted to form 
the final product. The method described in this paper does not require any further reactions after 
the emulsification. Simply, a hexane phase containing primary magnetite nanoparticles (~10 nm) 
is dispersed through a membrane of a fixed pore size into an aqueous phase containing a minimal 
amount of surfactant. Droplets of the hexane phase with narrow size distributions are formed, 
and dense clusters of magnetite nanoparticles remain after the solvent is removed. The clusters 
can be easily coated with a layer of silica using the Stöber method, providing them with a 
protective shell and functionalizable surface. We envision that such operations can be integrated 
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into a continuous process, as depicted in Figure 3-6. Moreover, this method is applicable to a 
broad range of materials, such as polymers and other inorganic nanocrystals. For example, we 
show in Figure 3-7 polystyrene particles ~200 nm of narrow size distribution produced using our 
membrane emulsification unit.  
 
Figure 3-6: Schematic depicting a continuous process for synthesizing monodisperse 
functional magnetic nanoparticles based on emulsification and solvent evaporation 
techniques. An oil phase containing primary magnetic nanoparticles is emulsified with an 
aqueous phase containing surfactant by membrane emulsification. The emulsion is passed 
through a pervaporation unit to remove the solvent, which is condensed and recycled, 
forming dense clusters of the primary nanoparticles. Finally, the clusters are pumped into a 
continuous-stirred tank reactor for encapsulation and other functionalization steps. 
 
 
Figure 3-7: Polystyrene beads produced using membrane 
emulsification, with chloroform as the solvent. 
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The flux of the oil phase for the production of oil-in-water emulsions typically ranges from 2 to 
20 L/m
2
/h for hydrophilic membranes with an average pore size of 0.2 µm; it has also been 
suggested to use a pressure between 2 and 10 times the critical pressure in order to achieve a 
reasonable emulsification time. Such production rates, while slow for many disciplines (e.g. the 
food industry), are acceptable for the synthesis of “special ‘high technology’ products and 
applications” [21], such as functionalized magnetic nanoparticles. 
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Chapter 4  
 
Pervaporation 
 
4.1 Introduction 
In a number of examples of particles produced using emulsion droplet solvent evaporation, the 
conditions under which the solvent was evaporated were central in determining the size and 
morphology of the polymer nanoparticles or self-assembled “superparticles”. Results by 
Desgouilles et al. [1] suggest that, for sufficiently long evaporation times, emulsion droplets can 
aggregate and coalesce to eventually form larger polymer nanoparticles, as in the case of 
ethylcellulose in ethylacetate. Isojima et al. [2] showed that a variety of “superparticle” 
morphologies could be obtained by varying the processing temperature, and thus the solvent 
evaporation rate. For example, single-domain crystalline superlattices were formed with solvent 
evaporation at room temperature, whereas toroidal structures were formed with temperatures 
above the solvent boiling point [2]. Furthermore, they showed that, in the case of polystyrene and 
magnetite nanocrystals dispersed in a mixture of chloroform and hexane, the chloroform must be 
removed first to form a Janus particle. Hexane is a poor solvent for polystyrene; hence, upon 
evaporation of the chloroform, the polystyrene precipitated as a bead and the nanocrystal-
containing hexane phase accumulated on one side of this bead to accommodate surface energy 
minimization restrictions. A polystyrene particle partially coated with magnetite nanocrystals 
remained after the hexane was removed.  
These observations indicate that there is a particular need in this method for the control of 
solvent evaporation rates and the order in which the solvents of a multi-component system are 
removed. Moreover, as the desire to produce such complex particles grows commercially, a 
scalable method for their production is also required.  
Solvent removal from the emulsions can be completed using pervaporation, a membrane 
separation process in which the liquid feed is placed in contact with one side of the membrane 
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and the permeated product is removed as a vapor from the other side. The vapor can then be 
condensed or released as desired (see Figure 4-1). It is commonly used to dehydrate organic 
solvents, to remove organic compounds from aqueous solutions and to separate anhydrous 
organic mixtures [3]. The rate at which a compound is transported through the membrane is 
controlled by the permeability of that compound within the membrane; the driving force for the 
mass transport is the chemical potential gradient across the membrane, which can be created by 
either applying a vacuum or flowing an inert purge gas on the permeate side. Typical polymeric 
membranes used include those composed of silicone rubber, cellulose acetate, nitrile-butadiene 
and styrene-butadiene copolymers, and composite membranes where a permselective layer is 
deposited on a porous support [4].  
 
Figure 4-1: Schematic of the removal of solvent through an organic-selective pervaporation unit. 
 
The solvent transport from the droplets through the continuous phase and out of the membrane is 
complex because, even if the entering droplets are monodisperse, diffusive and convective forces 
drive the droplets down different paths through the unit, causing them to lose solvent at different 
rates. The behavior of the droplets can be described by a population balance model, which is a 
balance on a defined set of dispersed entities, such as particles of a given size, that accounts for 
the net accumulation of these entities in a given system as a result of all phenomena that add and 
remove the entities from the set. Population balances are used in many chemical processes 
involving particulate systems, such as polymerization, solution crystallization, cloud formation 
and cell dynamics [5]. Population balances are characterized by both internal and external 
coordinates, where the internal coordinates represent quantities associated with the particle (e.g., 
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size, composition, temperature), and the external coordinates x denote the spatial position of the 
particle. The general population balance equation for the number density n of spherical droplets 
of size V is of the form [5]:      
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where the four terms on the left-hand side of the equation are accumulation, convective, diffusive, 
and growth terms, where , D and G are the velocity, diffusion coefficient, and growth rate of 
the droplets, respectively; and α is the coalescence kernel, β is the breakage kernel, and P is the 
daughter distribution function. The four terms on the right-hand side represent birth due to 
aggregation, death due to aggregation, birth due to breakage, and death due to breakage. The 
equation is often of the integro-partial differential form, and several solution methods have been 
developed over the past two decades, including discretization and finite-element methods, and 
the method of moments [5, 6].  
In this work, we present a high-resolution finite volume algorithm to solve a population balance 
model for the removal of solvent from dispersed phase emulsion droplets flowing through a 
hollow fiber pervaporation unit. The model system is an emulsion composed of a solvent 
containing suspended nanocrystals or dissolved polymers dispersed stably as droplets within a 
continuous phase flowing through one of the many cylindrical fibers in the pervaporation unit. 
Typical emulsions of interest include hexane, toluene, chloroform, or ethyl acetate dispersed in 
an aqueous continuous phase, or water dispersed in a suitable non-volatile organic phase, such as 
dodecane. For simplicity of nomenclature, we will refer to the dispersed phase as the solvent, 
although the system may be either oil in an aqueous phase or water in an organic phase. Such a 
model enables the evaluation of overall mass transfer rates in the removal of solvent from the 
unit, and provides insight into the evolution of the droplet populations with time, and into 
relative solvent transport rates within the flowing fluid and across the membranes. 
u
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4.2 Experimental Section 
4.2.1 Materials 
Sodium dodecyl sulfate (SDS) (99%), poly(propylene carbonate) (PPC) (Mw: 50,000) and 
chloroform were purchased from Sigma-Aldrich Chemical Co. Polystyrene (PS) (Mw: 125,000-
250,000) was purchased from Alfa Aesar. Hexane and ethanol were purchased from Mallinkrodt, 
and Pharmoco-AAPER, respectively. All chemicals were used as received. All water utilized in 
the experiments was Milli-Q (Millipore) deionized water. Primary magnetite nanoparticles 
coated with oleic acid (Fe3O4-OA) were obtained from the synthesis described in Section 3.2.2. 
Plastic syringes (10 mL) were purchased from BD. 
 
4.2.2 Synthesis 
Nanoparticle Cluster Formation 
Emulsification of 0.3 mL of 3 wt% Fe3O4-OA nanoparticles in hexane with 10 mL of 1 wt% 
SDS in water was carried out by ultrasonic homogenization for 30-60 seconds. The emulsion 
was immediately transferred into a 10 mL syringe and connected to a syringe pump (Harvard 
Apparatus Pump 22). The hexane was removed by pervaporation using a mini unit from Applied 
Membrane Technology, Inc., containing polysiloxane fibers, at a flow rate of 0.1 mL/min.  
 
Hybrid Bead Formation 
Polystyrene beads partially coated with magnetic nanoparticles were created as follows. 
Polystyrene and primary magnetite nanoparticles were dissolved and dispersed in chloroform to 
a concentration of 3 wt% and 1 wt%, respectively. An equal volume of hexane was added. 0.6 
mL of this oil phase was emulsified with 10 mL 1 wt% SDS by ultrasonic homogenization for 
one minute. Polystyrene and poly(propylene carbonate) (PPC) Janus beads were also produced 
using a similar method, where 0.3 mL of an oil phase comprised of PS and PPC (3 wt% each) 
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dissolved in chloroform was emulsified with 10 mL 1 wt% SDS by ultrasonic homogenization. 
The solvents were removed from the emulsions by pervaporation at a flow rate of 0.1 mL/min.  
 
4.2.3 Particle Characterization 
Transmission Electron Microscopy (TEM) imaging was performed on a JEOL-200CX at an 
accelerating voltage of 120 kV. Samples were prepared by placing a few drops of the 
nanoparticle dispersion on carbon-coated 200 mesh copper grids by Electron Microscopy 
Sciences. 
 
4.3 Plug Flow Model  
Under certain conditions to be discussed later, the axial variations in the concentration of solvent 
in the aqueous phase, CA(z), and the droplet size (or the final cluster size, once the solvent has 
been removed), Rp(z), can be determined by assuming that the system can be treated as if in plug 
flow, with no radial variations in concentration or size, as reflected in the coupled set of 
equations given below. A more detailed derivation of the equations is provided in Appendix A-2. 
The axial variation in the continuous phase concentration is affected both by the loss of solvent 
by permeation through the membrane and by the gain of solvent from the shrinking droplets: 
22 4 0
pA M
z A p s z p
dRdC k
v C N v R
dz R dz
 
 
   
 
                                             (4.2) 
 
The droplet size change as solvent is lost by diffusional transport from the droplet surface to the 
bulk aqueous continuous phase is given by 
 
1
( )
p A
Asat A
s z p
dR D
C C z
dz v R
                           (4.3) 
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In these equations, vz is the fluid velocity, DA is the diffusion coefficient of the solvent through 
the aqueous phase, kM is the overall mass transfer coefficient through the membrane, R is the 
inner radius of a fiber, ρs is the solvent density, and CAsat is the saturated concentration of solvent 
in water. In Equation (4.3), which gives the mass balance around a single droplet, the mass 
transfer coefficient is based on the assumption that the Sherwood number is 2, which is valid for 
dilute dispersions in which we can assume a locally static medium. 
 
The membrane is composed of a microporous polypropylene substrate coated with a thin layer of 
non-porous polysiloxane. Thus, the overall mass transfer coefficient kM can be determined by 
adding the resistances to transport in the porous and non-porous layers [7]: 
/
1 1 1
( / ) ( / )M p lm i M A np o ik k d d S k d d
                                                 (4.4) 
where SM/A is the partition coefficient between the polysiloxane layer and aqueous phase, do and 
di are the outer and inner diameters of the fiber, respectively, 
ln( / )
o i
lm
o i
d d
d
d d

  is the log mean 
diameter, and Ap
p
D
k
t


  and 
np
np
np
D
k
t
  are the mass transfer coefficients through the porous 
and non-porous (polysiloxane) layers, respectively [7]. Here, Dnp is the diffusion coefficient of 
the solvent through the polysiloxane layer; tp and tnp are the thicknesses of the porous and non-
porous layers, respectively; and ε is the porosity and τ the tortuosity of the porous layer.  
 
The number density is 
 
N
p
=
V
o
/ (V
o
+V
w
)
4 / 3pR
p0
3
, where Vo and Vw are the volumes of the dispersed (oil) 
and continuous (water) phases, respectively, and Rp0 is the initial droplet size. 
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Non-dimensionalizing Equations (4.2) and (4.3), we obtain: 
 
 
1
1
1 ,    
0,                     
f
f
d
d
d
d

  

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

 
   

  
 
 
 
    (4.5) 
 
(4.6) 
with the initial conditions (at η=0) θ=1 and φ=1, where θ, φ and η are the dimensionless 
concentration in the aqueous phase, dimensionless particle size and dimensionless axial position, 
respectively. We have assumed that the feed aqueous phase is saturated with solvent. The 
nanoparticles within the droplets imply the existence of a finite final size, φf, which depends on 
the concentration of nanocrystals and/or polymer in the original solvent phase. 
 
The dimensionless variables and constants are  
2 2
0 0 0
3 1
,  ,  ,   ,    and   
2 2
2
p o AsatA A A
zAsat p o w M p s M p
M
R V CC D Dz R R
RC R V V k R k R
k
    
 
    
 
 
 
.    
The aqueous phase concentration and particle size were scaled with the saturation concentration 
and the initial particle size, respectively. The dimensionless axial position is the ratio of the 
characteristic transport time in the axial direction to that in the lateral direction. 
 
The solvent flux through the membrane is 
" M A M Asatm k C k C                                                                                                                   (4.7) 
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4.4 Population Balance Model 
4.4.1 Model Development 
In our process, all droplets shrink (but do not break) to particles of finite final size determined by 
the volume of the nanocrystals or polymers inside each droplet, while the emulsion is assumed to 
be sufficiently dilute such that the droplets can be assumed to remain separate and distinct (i.e., 
no coalescence or Ostwald ripening). Thus, there are no birth or death processes. We make the 
following additional assumptions in deriving the model equations. 
 
The system operates continuously and has reached steady state. It is axisymmetric (no angular 
variations), and the flow is unidirectional in the axial direction. The Reynolds number is 
Red
Ud

 ~ 0.1, where ρ and µ are the density and viscosity of the continuous phase, 
respectively, U is the average velocity, and d is the diameter of the fiber. The hydrodynamic 
entrance length for a fiber diameter of d~0.02 cm is 0.05 Refd dx d ~10
−4
 cm and so fully 
developed laminar flow conditions can be assumed. 
 
Under typical operating conditions, the Peclet number for the solvent dissolved in the continuous 
phase is 
L
A
LU
Pe
D
 ~10
4–105, where L is the length of the fiber and DA is the solvent molecular 
diffusion coefficient, while for the dispersed-phase droplets, Pe ~10
7–108; thus, axial diffusion of 
the solvent molecules and droplets relative to the bulk flow can be assumed to be negligible. 
Moreover, the droplets can be assumed to move at the same velocity as the continuous phase and 
thus local solvent transport rates between the two phases are effectively those that would occur 
in a static medium. This is a valid assumption for dilute concentrations with no inertial effects. 
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Finally, the initial particle size distribution is assumed to be monodisperse. The continuous phase 
is considered to be saturated with solvent at the entrance to the pervaporation unit, and the 
concentration of solvent in the purge gas is specified to be negligible (this restriction can be 
readily relaxed if desired). The membrane is composed of a microporous substrate coated with a 
thin non-porous solvent-selective layer. The continuous phase wets the pores of the substrate [7], 
but its flux through the solvent-selective layer is negligible. 
 
Population Balance Equation 
From the aforementioned assumptions, it follows that the evolution of particles (both solvent 
droplets that contain nanocrystals/polymers, and polymer nanoparticles or clusters of 
nanocrystals with all solvent removed) in our pervaporation system can be represented by the 
following population balance equation (PBE): 
1 p
z p z
p
dRn n
v D r v n
z r r r R dz
     
    
      
                                                                                    (4.8) 
where r and z are the radial and axial coordinates, respectively, vz is the velocity, Dp is the 
diffusion coefficient of particles of size (radius) Rp, and n(Rp,r,z) is the number density of 
particles of size Rp at position (r,z). 
 
The fully-developed laminar conditions imply Hagen-Poiseuille flow, which is characterized by 
a parabolic velocity profile: 
2
,max 2
1z z
r
v v
R
 
  
 
, where vz,max is the centerline (maximum) 
velocity and R is the fiber radius. 
 
The diffusion coefficient of the particles can be calculated from the Stokes-Einstein equation, 
which is valid for the diffusion of spherical particles through a liquid with a low Reynolds 
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number. Hence, 
6
B
p
p
k T
D
R
 , where kB is the Boltzmann constant, T is the temperature, and μ is 
the viscosity of the continuous phase.  
 
The emulsification is assumed to produce monodisperse droplets of size Rp0. Then the initial 
overall number density of the droplets is 
 34 03
0 34
03
d p d
p
tot p
V R f
N
V R


  , where V
d
 and V
tot
 are 
the dispersed-phase and total volumes, respectively, and f
d
 is the dispersed-phase volume fraction. 
 
Furthermore, because the continuous phase is assumed to be saturated with solvent prior to 
emulsification, the droplets enter the pervaporation unit with size Rp0 and only shrink once the 
solvent begins to be removed from the continuous phase. Therefore, the initial condition is 
   0 0, ,0p p p pn R r N R R   and the boundary conditions are 
0
0  and 0
r r R
n n
r r 
 
 
 
. 
In addition, the derivative ∂n/∂Rp requires no-flux boundary conditions at the largest and smallest 
particle sizes to ensure that no particles grow or shrink out of the parameter space.  
 
Growth Rate 
An expression for dRp/dz may be derived by performing a mass balance around a single droplet 
in a similar fashion to that described for Equation (4.3): 
 , ( , )
p
s m p p A Asat
dV
h A C r z C
dt
   ,                                                                                              (4.9) 
where ρs is the solvent density, Vp and Ap are the droplet volume and surface area, respectively, 
hm,p is the mass transfer coefficient for the transport from the droplet to the continuous phase, and 
CA and CAsat are the actual and saturated solvent concentrations, respectively, in the continuous 
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phase. The driving force for mass transport is the concentration gradient, which increases as the 
concentration in the aqueous phase decreases. 
 
Our assumption of a static medium implies an average Sherwood number Sh 2 , and therefore 
, Sh
A A
m p
p p
D D
h
d R
  , where DA is the diffusion coefficient of the solvent in the continuous phase.  
 
The final kinetic expression is: 
 
1
( , ) ,  
0,                                           
A
Asat A p pfp
s z p
p pf
D
C C r z R RdR
v R
dz
R R


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 
                                                                           
(4.10) 
where Rpf is the final particle size, as determined by the volume of nanocrystals or dissolved 
polymers inside the droplets. 
 
Solvent Transport Equation 
An expression is needed for the concentration profile CA(r,z) in Equation (4.10) in order to solve 
the population balance model. An expression can be determined from a mass balance around a 
control volume of the continuous phase, leading to 
0
1
( , , )
pA A
z A p s p
dVC C
v D r n R r z dR
z r r r dt

   
  
   
                                                               (4.11) 
The last term accounts for the solvent entering the continuous phase as it leaves the droplets and 
depends on the kinetic expression given in Equation (4.10). 
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The initial and boundary conditions are: 
 
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   (4.12) 
(4.13) 
(4.14) 
where C
VA
 is the hypothetical liquid-phase concentration in equilibrium with the gas-phase 
concentration at the membrane boundary, kM is the overall mass transfer coefficient for transport 
through the composite membrane, R is the inner radius of the membrane and δ is the membrane 
thickness. Equation (4.14) assumes that the solvent concentration outside the membrane is 
negligible. 
The overall mass transfer coefficient of the pervaporation membrane kM can be determined as 
described in Section 4.3. 
 
Non-Dimensionalized Problem 
Equations (4.8) and (4.11) are non-dimensionalized with appropriate scaling of the variables: 
0
2
,max 0 0
* ,       * ,       * ,       * ,       *
p pA
A p
z A Asat p p
R R nCr z
r z C R n
R v R D C R N
     . 
The radial position, concentration and particle size are scaled with the fiber radius, saturation 
concentration, and initial droplet size, respectively. The scaling for the axial position is the 
distance traveled over a time period given by the characteristic time for solvent diffusional 
transport in the radial direction. The number density per droplet size is scaled by the initial 
number density divided by the initial droplet size. 
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The resulting coupled set of partial differential equations, incorporating the kinetic expression 
from Equation (4.10), is given below. All of the variables are in their dimensionless forms, with 
the * excluded to simplify the notation. 
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(4.15) 
 
(4.16) 
 
The initial and boundary conditions are: 
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(4.18) 
(4.19) 
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(4.20) 
(4.21) 
(4.22) 
With regard to the ∂n/∂Rp derivative term in Equation (4.15), boundary conditions are placed on 
n at the largest and smallest Rp to ensure that no particles grow or shrink out of the Rp space, as 
discussed in the Solution Method (Section 4.4.2) below. The dimensionless constants in these 
equations are: 
2 2
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,
 
 
where 0
06
B
p
p
k T
D
R
  is the initial particle diffusion coefficient and the Biot number Bi is the 
ratio of the mass transfer resistance offered by the continuous phase to the membrane mass 
transfer resistance.  
 
4.4.2 Solution Method 
The type of growth problem described above is governed by parabolic partial differential 
equations that were solved numerically. Note that the method of moments would have provided 
less information (due to averaging over the radial direction) and required more effort (due to the 
non-linearities present in the equations); thus, it was more efficient to solve the equations 
numerically. Due to the presence of the internal coordinate (particle size), the PBE is of higher 
dimensionality than the solvent transport equation. This PBE was first discretized spatially with 
respect to the internal coordinate Rp to derive a PDE system with only r and z as the dependent 
variables. Then, a numerical solver was used to solve the coupled equations. 
The internal coordinate Rp in the PBE was discretized into N bins, resulting in a system of N+1 
equations. With this discretization, the solvent transport equation (4.16) becomes: 
   2 ,
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1
1 1
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A A
A q p q p
q f
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r r C n R R
z r r r

 
   
     
   
                                                           (4.23) 
 
Discontinuities in the system (e.g., delta function as the initial condition, accumulation of 
particles of finite final size) result in numerical difficulties if the ∂n/∂Rp term of the PBE (4.15) is 
replaced by classical finite differencing. First-order methods tend to produce numerical diffusion, 
such that the solution is smeared or damped; most second-order methods produce numerical 
dispersion, resulting in non-physical oscillations (see Figure 4-2). In this work, we use a high-
resolution method that provides second-order accuracy where the solution is smooth and does 
not introduce numerical dispersion (for a detailed description of such methods, see [8, 9] and 
citations therein). 
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Figure 4-2: Particle size distributions at different axial positions, simulated using centered-
differencing for the discretization of R
p
, which resulted in non-physical oscillations in the solution. 
 
The high-resolution scheme used to approximate the derivative in the PBE was: 
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The first half of the right-hand side represents the inward flux to bin i and the second half is the 
outward flux. The flux-limiter function  i i    depends on the smoothness of the distribution, 
which is quantified by the ratio of two consecutive gradients: 
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The characteristics and options for flux-limiter functions are discussed elsewhere [8, 9]. This 
work uses the Van Leer flux limiter: 
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It can be shown that, for very large gradients ( i = 2) or negative and zero gradients ( i  = 0), this 
algorithm is nearly identical to first-order differencing. For intermediate gradients (θi ~ 1, i = 
1i   = 1), the algorithm is nearly identical to second-order (centered) differencing. 
The no-flux boundary conditions on Rp imply that particles do not shrink into or out of the 
system. To implement these conditions, the high-resolution term has no inward flux for the 
largest particle size, and no outward flux for the smallest particle size. That is, the equations for 
ni, where i = f (the smallest particle size) and i = N (the largest particle size), are: 
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For all other i, the PBE with discretized internal coordinate Rp is: 
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Equations (4.23) and (4.27)–(4.29) were solved using the Matlab solver pdepe subject to the 
initial and boundary conditions for CA given in Equations (4.20)–(4.22) and for the ni given by 
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4.4.3 Model Parameters 
Relevant properties for some representative solvents of interest in the emulsion solvent 
evaporation method for particle preparation are listed in Table 4-1. 
Table 4-1: Summary of relevant properties for representative solvents of interest. 
Dispersed 
Phase 
Continuous 
Phase 
C
Asat
 (g/L)  
[10-13] 
ρ
s
 (g/mL) 
[10, 11] 
P D
A
 (cm
2
/s)  
[11, 14-18] 
Hexane Water 0.01 0.66 1.5 × 10
-5
 8 × 10
-6
 
Toluene Water 0.5 0.86 5.8 × 10
-4
 9 × 10
-6
 
Chloroform Water 8 1.48 5.4 × 10
-3
 1 × 10
-5
 
Ethyl Acetate Water 80 0.90 8.9 × 10
-2
 1 × 10
-5
 
Water Hexadecane 0.04 1.00 4.0 × 10
-5
 1 × 10
-5
 
Water Dodecane 0.05 1.00 5.0 × 10
-5
 2 × 10
-5
 
Water Toluene 0.5 1.00 5.0 × 10
-4
 6 × 10
-5
 
 
The partition coefficient P is the ratio CAsat/ρs. The value for CAsat was approximated as the 
solubility of each solvent in the continuous phase at 20°C since the volume fraction of the 
dispersed phase is generally quite small. These solvents were chosen because their solubilities 
vary widely across different orders of magnitude. Moreover, they have all been reported in the 
literature for use in the emulsion droplet solvent evaporation method: hexane-in-water for 
magnetite clusters or Janus beads containing primary magnetite nanoparticles [2]; toluene-in-
water for PS/PMMA Janus beads [19]; chloroform-in-water for PS/PPC and PFB/F8BT Janus 
beads [20]; ethyl acetate-in-water for ethyl cellulose and poly(lactic acid) particles [1]; water-in-
toluene and water-in-hexadecane for colloidal clusters of polystyrene and silica micro-particles, 
respectively [21]; and water-in-dodecane for crystalline glycine particles [22, 23].  
 
Typical parameter values for the emulsification and pervaporation systems in our laboratory are 
listed in Table 4-2. 
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Table 4-2: Typical pervaporation operating parameters as used in [24]. 
Parameter Value 
Number of fibers 180 
Fiber radius 0.12 mm 
Fiber length 180 mm 
Flow rate through unit 0.1 mL/min 
Temperature 298 K 
Dispersed phase volume fraction fd 0.03 
Initial droplet radius Rp0 645 nm 
Final droplet radius Rpf 100 nm 
 
The mass transfer coefficient of the solvent through the membrane, kM, depends on the 
resistances of the porous and non-porous layers, which have thicknesses of 30 µm and 400 nm, 
respectively, in our system. Typical ranges of the porosity and tortuosity for porous supports are 
0.4–0.83 and 1–3, respectively [25]. The permeability, which is the product of Dnp and SM/A, of 
hexane in a polysiloxane membrane is known to be 9.4×10
−7
 cm
3
(STP)·cm/(s·cm
2
·cmHg) [26], 
which is equivalent to about 7.8×10
−5
 cm
2
/s for an ideal gas at 300 K. With these values, kM for 
our membrane would be on the order of 10
−4
 cm/s.  
Representative ranges of values for the four dimensionless constants, based on the physical 
properties of the solvents (e.g., as in Table 4-1) and other realistic process parameters (e.g., as 
given in Table 4-2), are shown in Table 4-3. 
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Table 4-3: Ranges of dimensionless constants for population balance model. 
Dimensionless Constant Range 
 4x10
-5
 – 1x10
-3
 
 0.05 – 5x10
4
 
 10 – 8x10
4
 
 0.01 – 10 
 
 
4.5 Results and Discussion 
4.5.1 Solvent Removal by Pervaporation 
Solvent removal by pervaporation was studied for samples produced using ultrasonic 
homogenization. The change in particle morphology as the solvent was removed by 
pervaporation is shown in Figure 4-3. Figure 4-3(a) shows clusters immediately after 
emulsification, when the nanocrystals appear to be loosely associated within the droplets; thus, 
when placed onto a TEM grid, the nanocrystals spread out to varying degrees as the solvent 
evaporated from the grid, leaving irregularly shaped aggregates as the suspension dried. In 
contrast, the clusters that were completely dried by pervaporation rather than on a TEM grid 
were more spherical and densely packed (Figure 4-3(d)). The average particle size, measured by 
DLS, was roughly 200 nm for all samples after one, two and three passes. (Note that the 
emulsions were produced by sonication in order to minimize the time between emulsion 
generation and solvent evaporation and hence, the clusters were polydisperse like those 
described in Section 3.3.2, which had an average relative variation in size of about 22%.) This 
0p
A
D
D
 
2
0
Asat
s p
C R
R


 
   
 
2
0
3 d
p
R
f
R

 
   
 
Bi M
A
k R
D

102 
 
suggests not that all of the solvent was removed during the first pass, but rather, that the 
nanocrystals in one solvent droplet began to pack into a fairly dense cluster within the first pass; 
and it was only the nanocrystals on the outside of the sphere that were not tightly packed until all 
of the solvent evaporated. Clustering results from a combination of interparticle interactions and 
confinement due to solvent evaporation.  
 
 
Figure 4-3: Magnetic clusters after (a) zero, (b) one, (c) two 
and (d) three passes through the pervaporation unit. 
 
To demonstrate the applicability of the pervaporation technique towards the synthesis of a 
variety of different beads, we also produced polystyrene beads partially coated with magnetic 
nanoparticles and PS/PPC Janus beads, as shown in Figure 4-4, using pervaporation. 
 
 
Figure 4-4: (a) Polystyrene beads partially coated with magnetic nanoparticles, 
formed by removing chloroform and hexane using pervaporation. (b) PS/PPC 
Janus beads from removing chloroform by pervaporation. 
 
(a) (b) (c) (d)
(a) (b)
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Phase separation occurred in these two cases. For the PS/PPC Janus beads, polystyrene and 
poly(propylene carbonate) are not miscible with each other, although both are soluble in 
chloroform; hence, once the chloroform was removed, we observed macrophase separation of the 
two polymers to form the Janus bead. For the beads partially coated with magnetic nanoparticles, 
chloroform evaporated more quickly than did hexane, and since polystyrene is poorly soluble in 
hexane, it eventually precipitated to form a bead, while the nanoparticles accumulated on one 
side of the bead. In such cases with more than one solvent, the ability to control the order in 
which the solvents are removed by adjusting the solvent concentrations in the purge gas makes 
the use of pervaporation particularly appealing. 
 
4.5.2 Plug Flow Model Results 
The plug flow model described by Equations (4.5) and (4.6) was solved for a unit containing 180 
fibers, each of length 18 cm, inner and outer diameters of 240 and 300 µm, respectively, and a 
polysiloxane layer thickness of about 400 nm. Results are shown in Figure 4-5 for 2×10
-3
 ≤ kM ≤ 
10×10
-3
 cm/s. Initial and final cluster sizes of 1290 nm and 200 nm and a flow rate of 0.1 
mL/min were used. The values of the density, saturation concentration in water and diffusion 
coefficient in water of hexane were 0.655 g/cm
3
, 1.3×10
-5
 g/cm
3
 and 1×10
-5
 cm
2
/s, respectively 
[10, 14]. To provide a better physical understanding of the results, the axial position in the 
following figures is scaled by the length of our unit (18 cm), and thus may be interpreted as the 
number of passes through the unit.  
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Figure 4-5: Plug flow model simulation results. The concentration of hexane in the aqueous 
phase (a) initially falls rapidly to a steady level slightly below saturation and (b) slowly 
decreases as hexane diffuses out of the membrane. (c) The particle size and (d) the 
cumulative solvent transfer rate are shown as a function of axial position (number of passes 
through the 18 cm unit) for varying k
M
 through the membrane from 2×10
-3
 to 10×10
-3
 cm/s. 
 
The plots show that CA falls to a level slightly below saturation almost immediately (roughly 
0.02% down the length of the unit) (Figure 4-5(a)) and then decreases slowly until all of the 
solvent is removed, at which point CA drops to zero (Figure 4-5(b)). As expected, the droplet size 
shrinks more rapidly as the permeability increases (Figure 4-5(c)). This plug flow model 
suggests that the mass transfer coefficient for our membrane is ~4×10
-3
 cm/s since we observed 
all solvent to be removed between two and three passes through the pervaporation unit, 
indicating that the polypropylene layer has a relatively high mass transfer coefficient compared 
to typical porous supports.  
Figure 4-5(d) shows the cumulative solvent transfer rate as a function of axial position, 
calculated by integrating the flux, Equation (4.7), over the surface area of the fibers. The flux is 
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directly proportional to CA, and hence displays the same behavior; it is fairly constant until the 
solvent is completely removed, resulting in a linearly increasing cumulative solvent transfer rate 
with increasing axial position. The maximum rate is equal to the flow rate of the oil phase that 
enters the unit, which is about 0.17 mL/h, and is achieved in all systems from which the solvent 
is completely removed. The system with the largest mass transfer coefficient results in the fastest 
solvent transfer, despite having the lowest concentration gradient. For the process used in this 
work, with kM  = 4×10
-3
 cm/s and a flow rate through the pervaporation unit of 0.1 mL/min, the 
model indicates that the solvent flux was about 0.5 L/m
2
/h. 
 
We also explored the effects of using units of varying sizes and of changing the flow rate 
through the unit. For example, Figure 4-6(a,c,e) shows the results for radii 60, 120 and 240 µm, 
with a kM of 4×10
-3
 cm/s. The length of the unit, number of fibers and flow rate through the unit 
were fixed at 18 cm, 180, and 0.1 mL/min, respectively. As expected, the solvent transfer rate is 
directly proportional to the total surface area of the fibers. It can be increased two-fold by 
doubling the radius of the unit and doubling either the number of fibers or radius of each fiber. 
Therefore, to reduce the footprint of the pervaporation process, two 9 cm long units could be 
used in parallel in place of one 18 cm long unit of the same radius. The simulation also shows 
that higher average values of CA can be achieved with larger fiber radii, due to the larger distance 
the solvent molecules must travel to reach the membrane boundary. 
 
Results for different flow rates, with a fiber radius of 120 µm and kM fixed at 4×10
-3
 cm/s, are 
shown in Figure 4-6(b,d,f), which confirms that for this model, the residence time required to 
remove a given amount of solvent is the same regardless of the flow rate; the emulsion must 
simply be passed through the unit more times, or through a longer unit, for faster flow rates. The 
solvent concentration in the aqueous phase is constant for all flow rates; the solvent transfer rate 
per length of the unit is also constant for all flow rates, but the maximum cumulative solvent 
transfer rate increases proportionally with the flow rate since the solvent enters the unit at a faster 
rate. 
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Figure 4-6: Plug flow model simulation results. The (a,b) dimensionless concentration of hexane in 
the aqueous phase, (c,d) dimensionless particle size and (e,f) cumulative solvent transfer rate as a 
function of axial position for varying fiber radius and flow rate. The value of R ranged from 60 to 
240 µm (for a flow rate of 0.1 mL/min), and the flow rates ranged from 0.05 to 0.2 mL/min (for a 
fiber radius of 120 µm). 
 
Finally, the temperature of the system can be adjusted to achieve different solvent transfer rates. 
The diffusion coefficient of the solvent through the membrane, Dmem, varies with temperature 
following an Arrhenius type relation, that is, that ln(Dmem) varies inversely with (-1/T) [27-29]. 
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Thus the solvent transfer rate would be greater at higher temperatures. Moreover, the solubility 
of hexane in water (CAsat) increases with temperature [30], resulting in a larger driving force for 
solvent transfer through the membrane. Our simulations indicate that the solvent transfer rate is 
indeed proportional to CAsat. The collective effect of temperature on the solvent transfer rate in 
our system will be discussed in Chapter 5. 
 
Figure 4-7 shows the non-dimensional length at which all of the solvent is removed as a function 
of the two dimensionless constants α and β. This length increases with increasing α and 
decreases with increasing β. These trends are not surprising given that α contains the fraction of 
the emulsion that is solvent, and more time would be needed to remove a greater amount of 
solvent; β contains the saturated concentration of the solvent in the aqueous phase, and higher 
values of CAsat would reduce the length required due to faster solvent transfer rates. Note that the 
length scale, as defined in the Section 4.3, is about 0.03 cm and that the values of α and β shown 
for kM = 4×10
-3
 cm/s are 75 and 0.018, respectively. Such a plot can be used to evaluate the 
combined effects of multiple parameters in the design of a pervaporation unit. 
 
Figure 4-7: The dimensionless length of the pervaporation unit at which all solvent is removed, 
as a function of the dimensionless constants α and β as predicted by the plug flow model. 
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4.5.3 Population Balance Model Results 
We have formulated a population balance model to describe the transport of solvent in an 
emulsion passing through a pervaporation hollow fiber membrane as the solvent is lost first from 
the emulsion droplets to the continuous phase and is then removed by a sweep stream on the 
shell side of the membrane. Continuous-phase solvent concentration profiles obtained from these 
simulations for three different Biot numbers are shown in Figure 4-8 for the conditions α = 
4×10
−4
, β = 0.1, and κ = 100, which represent a low dispersed-phase volume fraction of a low 
solubility solvent such as hexane in water. For low Biot numbers, e.g., Bi = 0.1, the transport 
resistance within the continuous phase is much lower than that offered by the membrane; thus, 
there is little variation in the continuous-phase concentration across the fiber cross-section, and it 
remains close to saturation throughout the fiber interior, as indicated by the red color in the 
figure. As the solvent in the continuous phase is removed through the membrane, it is 
replenished from the reservoir of solvent in the droplets; it is only when the particles are dry that 
the remaining solvent is removed rapidly and the continuous-phase concentration drops sharply 
to zero. In contrast, concentration gradients become more prominent with higher Bi, when the 
transport resistance offered by the continuous phase is commensurate with or exceeds that of the 
membrane, and the solvent is removed more quickly than when the membrane resistance is 
relatively higher. This pattern, where significant concentration gradients, particularly in the 
radial direction, are only observed for Bi ≥ 1, was consistent across all simulated conditions (e.g., 
higher solubility solvents, larger oil-phase volume fraction).  
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Figure 4-8: Population balance model simulation results. Continuous-phase 
concentration profiles for α = 4×10−4, β = 0.1, and κ = 100 for different Bi. 
 
The impact of the dimensionless constants α, β, κ, and Bi on the rate of solvent removal was 
assessed through a parametric study, in which we used as a metric the dimensionless fiber length 
at which essentially all solvent is removed, *
fz , i.e., the position at which the dimensionless 
concentration in the aqueous phase at the wall (CA(R)) dropped to 10
−6
.
1
 Note that for this 
position, we will use fz  and 
*
fz  to denote the dimensional and dimensionless values, 
respectively.  
                                                          
1
 The value of 
*
fz varies depending on the cut-off value for CA(R) in many cases, but the trend is the same as long as 
the cut-off value is consistent across all simulations. 
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The dimensionless constant α represents the ratio of the diffusion rate of the initial droplets to 
that of the solvent in the continuous phase, and the constant β is proportional to the solvent 
solubility, which can vary widely (see Table 4-3). For very low β, *
fz  decreases with increasing α, 
since, for solvents with low solubilities, the diffusion of droplets through the continuous phase is 
important and contributes to the overall solvent transport rate. However, over the practical 
operating parameter ranges, α is small in comparison to β, and upon inspection of Equation 
(4.15), it is clear that α would have a negligible effect on the solvent transport rate, except in 
cases of very low β. Indeed, the simulation results show that even at β = 0.1, *
fz  varies by less 
than two-fold over a 10
4
-fold range of α. 
    
A summary of the results for the effects of variations in β, κ, and Bi on *
fz  is shown in Figure  
4-9. The ordinate variable 
*
2
2
12 Bi
f M Asat
f
z d s
Rz k C
z
v R f


  
   represents the membrane fiber length 
required for complete removal of the solvent, zf, relative to the fiber length 
2
,min
2
z d s
f
M Asat
v R f
z
Rk C
 

  
that would be required if the rate of solvent removal from the droplets were at its maximum 
possible value (which would occur if the continuous phase were at the saturated concentration, 
CAsat, everywhere).
2
 Thus, ζ can be interpreted as an inverse effectiveness factor and must be 
greater than or equal to unity since transport through the membrane under saturated conditions 
occurs at the maximum rate and can be significantly greater than the transport when the 
continuous phase is undersaturated. The abscissa variable, 3 Asat
d s
C
f

 
 , in Figure 4-9 represents 
the solvent capacity in the continuous phase relative to the total solvent in the feed dispersed 
phase, per unit volume of emulsion (assuming that the initial crystal or polymer volume fraction 
in the dispersed phase is small).   
                                                          
2
 Strictly speaking, the numerator of z
f,min
, should be  2 1z d sv R f     , where  
3
0pf pR R   is the 
volume fraction of crystals or polymers in the dispersed-phase feed to the membrane unit. For small  , this 
quantity can be approximated by 
2
z d sv R f  . 
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Figure 4-9: Population balance model simulation results. The combined parameter 
12z
f
*
Biβ/κ = 2z
f
k
M
C
Asat
/(v
z
Rf
d
ρ
s
), which represents an inverse effectiveness factor for solvent 
transport through the membrane, as a function of 3β/κ = C
Asat
/(f
d
ρ
s
) for different Bi. 
 
The relationship between the solvent transport rate and CAsat/fdρs can be divided into two regimes. 
For CAsat/fdρs > 1, zf remains fairly constant (and thus ζ vs. CAsat/fdρs is linear) for a given Bi 
because the continuous phase already has the capacity to dissolve all of the solvent in the 
droplets, and increasing this capacity would not significantly increase the driving force for 
transport out of the droplets. In contrast, for CAsat/fdρs < 1, increasing the solvent solubility or 
lowering the dispersed-phase volume fraction would increase the transport rate. The ratio 
CAsat/fdρs (or β/κ) can be adjusted by changing to a solvent with different physical properties or 
by using a different dispersed-phase volume fraction.  
The results for *
fz  are insensitive to Bi for Bi << 1, as indicated by the overlapping curves for 
Biot numbers 0.01 and 0.1 for all values of CAsat/fdρs, since the membrane dominates the overall 
transport in the system under these conditions. In contrast, Biot numbers greater than one signify 
that the resistances offered by the fluid phase control the overall transport rates, and the trans-
membrane driving force is less than if the concentration were uniform over the flow cross-
section. For Bi >> 1, further increases in the membrane mass transfer coefficient have no impact 
on the overall solvent transport rate, and zf becomes independent of Bi.  
1
10
100
1000
10000
0.001 0.01 0.1 1 10 100
ζ
=
 1
2
z
f*
B
iβ
/κ
3β/κ
Bi = 10
Bi = 1
Bi = 0.1
Bi = 0.01
112 
 
 
Figure 4-10: Population balance model simulation results. Mixing-cup average particle size 
distributions at different axial positions for different β and κ conditions. The other 
dimensionless constants were α = 4×10−4 and Bi = 0.1. 
 
0
5
10
20
80
140
200
0
5
10
20
80
140
200
A
v
e
ra
g
e
 N
u
m
b
e
r 
D
e
n
s
it
y
0                    1  0                   1   0                   1  0                   1  0                       1
β = 10, κ = 100
β = 10, κ = 1000
A
v
e
ra
g
e
 N
u
m
b
e
r 
D
e
n
s
it
y
0                    1  0                   1   0                   1  0                   1  0                       1
z = 0
z/zf = 0
z = 2
z/zf = 0.04
z = 4
z/zf = 0.09
z = 6
z/zf = 0.13
z = 8
z/zf = 0.18
z = 0
z/zf = 0
z = 20
z/zf = 0.16
z = 40
z/zf = 0.32
z = 60
z/zf = 0.48
z = 80
z/zf = 0.64
0
5
10
15
20
40
120
200
A
v
e
ra
g
e
 N
u
m
b
e
r 
D
e
n
s
it
y
Rp (Particle Size)
0                    1  0                   1   0                   1  0                   1  0                       1
β = 0.1, κ = 1000
z = 0
z/zf = 0
z = 2000
z/zf = 0.23
z = 4000
z/zf = 0.47
z = 6000
z/zf = 0.70
z = 8000
z/zf = 0.94
113 
 
The evolution of the particle size distribution as the emulsion is convected through the fiber was 
also studied. The mixing-cup average particle size distribution 
     
1 1
0 0
, , 2 2p z zn R r z v r rdr v r rdr    at various axial positions is shown in Figure 4-10 for 
different solvent solubilities (β = 0.1 and 10) and dispersed-phase volume fractions (κ = 100 and 
1000); this average is representative of the size distribution of particles discharged from a fiber 
of the given length accounting for radially-dependent particle velocities and is different from the 
simple radially-averaged size distribution. The particles are monodisperse at z = 0, but bifurcate 
into two different populations, one population representing particles from which all solvent has 
been removed, and which grows with increasing z (the left peak), and the other population giving 
the size distribution of droplets that still contain solvent and are in the process of shrinking (the 
right peak); this latter peak becomes smaller with increasing z.   
For β = 10 and κ = 100, most (~80%) of the particles are dry within the first 20% of the length 
taken for complete removal of the solvent from the emulsion, and the remaining 80% of zf is 
required for removal of the residual dissolved solvent from the continuous phase through the 
membrane. The same drying pattern is achieved with κ = 1000 provided that β ~ 1000. In contrast, 
for β = 10 and κ = 1000, more than 60% of zf is required for about 80% of the particles to be 
dried and less than 40% of zf is used for residual solvent removal. For κ = 1000 and β = 0.1, over 
90% of zf is required to dry just over half the particles. These results regarding the rate at which 
the particles become dry relative to the rate at which the solvent is completely removed from the 
emulsion show that, with higher solubility solvents, a larger proportion of the overall solvent 
transport time is devoted to removing the residual solvent from the continuous phase after the 
particles are dry because, as the pervaporation began under saturated initial conditions, more 
solvent would have been dissolved in the continuous phase to begin with. Moreover, with very 
low dispersed-phase volume fractions (low κ), or very soluble solvents (high β), the continuous 
phase has sufficient capacity to extract most of the solvent from the droplets very early into the 
process; thus there is very little solvent in the dispersed phase remaining to replenish the solvent 
in the continuous phase as it is removed by diffusional processes through the continuous phase to 
the membrane and subsequently across the membrane itself.  
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The evolution of the particle size distribution with increasing residence time in the pervaporation 
fiber is likewise noticeably different for different β and κ conditions. In terms of the mean and 
variance that characterize the distributions, a low κ with a high β, or a very low β with a high κ, 
both result (though for different reasons to be discussed below) in the peak at the right shifting to 
the left and broadening before the solvent is completely removed from all of the particles. This 
effect is more evident for the latter case. Conversely, if both β and κ are higher, the majority of 
the particles at all axial positions appear to be either of size Rpf or of size Rp0, with few particles 
of intermediate size.   
Additional insight into these distributions can be gained by inspection of the particle size 
distributions at different radial positions as they evolve with residence time in the fibers (see 
Figure 4-11). For both κ = 100 and κ = 1000 at β = 10, only dry particles of size Rpf are observed 
at the wall (r =1) with no larger solvent-containing particles. This indicates that, in these cases, 
any solvent in the droplets is immediately removed once they reach the wall. However, 
consistent with the particle size distributions in Figure 4-10, the particle size distributions show 
more variation with radial position within the fiber with κ = 100 than with κ = 1000 at β = 10. 
For κ = 100, the particle size distribution shifts rapidly towards the left with increasing z, 
particularly in regions closer to the wall. For example, for r = 0.75, at a travel distance of only  
z = 2, about 20% of the particles are already dry and the average droplet size of the remaining 
droplets is about 85% of the initial droplet size. On the other hand, for κ = 1000, most of the 
particles between the wall and the center of the fiber are either of size Rpf or Rp0. This result 
suggests that, with the larger dispersed-phase volume fraction, there is a sufficiently high 
concentration of droplets that droplets in the interior of the fiber lose solvent fairly slowly. For a 
large portion of the droplets, it is only when they reach the wall that they shrink rapidly to Rpf, 
and the appearance of these dry droplets away from the wall is due to their subsequent diffusion 
back towards the fiber center. The diffusion rates of the dry particles would be significantly 
greater than those of the solvent-laden particles because of large size differences, and thus the 
dry particles move away from the wall much more rapidly than the solvent-containing particles 
move to the wall. This behavior results in a population at each axial position composed primarily 
of very large droplets and dry (no solvent) particles, but relatively few droplets of intermediate 
size. 
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Figure 4-11: Population balance model simulation results. Particle size distributions at different 
radial positions for different β and κ conditions. The other dimensionless constants were α = 4×10−4 
and Bi = 0.1. For each radial position, the distribution at each axial position is shown. 
 
The particle size distributions at different radial positions for β = 0.1 and κ = 1000 were, 
interestingly, all roughly the same as the overall distribution shown in Figure 4-10. The radial 
particle diffusion rate is significant compared to the solvent transport rate because of the very 
low solubility of the solvent in the continuous phase, resulting in essentially the same particle 
size distributions across the radial direction that all gradually shift to the left with increasing z. 
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The solvent is removed very slowly due to the large amount and low solubility of the solvent that 
prevents a significant amount of the solvent from leaving the droplets for the continuous phase at 
any given time. In contrast to the conditions with κ = 100 and 1000 at β = 10, the droplets do not 
immediately dry out upon reaching the wall because the solvent solubility limitations are quite 
severe. 
 
The dimensionless quantity 
2
f z
p
z v
R D
  , compares the timescale for solvent removal (i.e., the 
time required to travel a distance of zf down the fiber) with the timescale for radial particle 
diffusion (R
2
/Dp). In general, for τ > 0.2, particles at the fiber walls can be assumed to have 
penetrated, by diffusion, significantly into the fiber center [31, 32]. Concentration profiles (with 
concentration as a function of radial position) for different τ are shown in Figure 4-12 [32]. The 
plot illustrates a transient transport scenario in which a cylinder with an initial concentration Ci 
of zero is suddenly exposed to a medium with concentration C∞. Note that this chart is plotted for 
infinite Bi, but the trends are applicable to lower Bi as well. The ordinate variable is defined as 
i
i
C C
V C C





. For large τ, the fiber center has a concentration nearly equal to C∞; the higher the 
value of τ, the greater the degree of penetration into the fiber center.  
 
Particle density profiles are shown in Figure 4-13, where the plots in the middle and bottom rows 
display the number densities of particles of size Rpf (n(Rpf)) and of all particles (ntotal), 
respectively, as functions of the spatial coordinates. The corresponding solvent concentration 
profiles are displayed at the top of the figure. The diffusion of dry particles, with τ ~ 0.65 
(denoted by the blue region in Figure 4-12), towards the fiber center is evident, as the maximum 
of n(Rpf) occurs at the fiber center at the axial position at which all particles become dry. After all 
of the particles are dry, the particles continue to diffuse radially until the number density is 
uniform across the entire fiber.  
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Figure 4-12: Concentration υ as a function of r at various times in a cylinder of radius α with zero 
initial concentration and surface concentration V for infinite Bi [32]. The numbers on the curves 
are the values of τ. Particles of sizes R
pf
 and R
p0
 fall into the blue and red regions, respectively. 
 
For the β = 0.1 case, consistent with previous observations, there is uniformity across the fiber 
cross-section for the entire length of the fiber in terms of the particle size distribution. For the β = 
10 cases, interesting wavy behavior in the total particle density at different radial positions 
results from the diffusion of the dry particles towards the center, which is faster than diffusion of 
wet particles towards the wall, momentarily increasing the total number density of the particles 
at each radial position; when the wet particles at those positions dry out, these peaks dissipate as 
the dry particles diffuse away owing to the concentration gradient driving force established in 
that region on drying of the wet particles. The spatial variations are sharper near the entrance for 
the low dispersed-phase volume fraction κ = 100, where the changes in particle density occur 
relatively quickly due to the small amount of solvent that must be removed.  
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Figure 4-13: Population balance model simulation results. The concentration profile (top), number 
density of particles of size Rpf (middle), and the total number density of all particles (bottom) as a 
function of radial and axial position for different β and κ conditions. The other dimensionless 
constants were α = 4×10−4 and Bi = 0.1. 
In the case of κ = 1000, the simulations show that, while CA across the fiber is high, the particles 
only become dry at the wall, after which they diffuse away from the wall to the fiber center, to 
distribute quite evenly over the tube cross section, so that the average number density of the dry 
droplets even at the center of the tube approaches the feed density n0; similarly, the large droplets 
of initial size Rp0, for which τ ~ 0.1, initially at the fiber center do not migrate significantly from 
the center of the tube, so their number density remains close to the feed density, i.e., to n0. Thus, 
the total number density of particles at the center of the tube approaches the sum of these two 
particle densities, i.e., ntotal ~2n0. Once CA falls significantly, however, the driving force for 
solvent transport through the continuous phase to the membrane surface is sufficiently large to 
allow for complete drying of the wet particles originally confined to the fiber center; the large 
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spike in the number density at r = 0 near z/zf = 0.7 is therefore due to both dry particles that have 
diffused to the center from the wall and particles that had been in the fiber center from the 
beginning, and only lost all of their solvent at the very end, so the concentration of dry particles 
approaches a number density of 2n0. This sudden increase in concentration of the smaller 
particles at the center generates a large driving force for diffusion of these particles away from 
the center to redistribute over the entire flow cross-section, and hence the rapid decay in the 
number density of particles at the center of the flow; the time constant for this decay in center 
line number density is consistent with the characteristic radial diffusional time for entities of the 
size of the dry particles. Further analysis of the diffusion behavior of wet and dry particles is 
provided in Appendix A-3. 
 
Simulation results for aqueous dispersions of the four representative organic solvents listed in 
Table 4-1, which have a wide range of solvent transport rates and fluxes due to their different 
physical properties, are presented below. Solvent transport rates are higher for more soluble 
solvents, i.e., larger β, which determines the magnitude of the term in the population balance 
equations that governs the rate of the change in the particle size distribution due to the shrinking 
of the droplets. This coefficient varies by orders of magnitude between the different solvents due 
to their solubility differences.  
 
Solvent transfer rates and fluxes through the membrane as functions of axial position are shown 
in Figure 4-14 for a Biot number of 0.1 and other conditions listed in Table 4-2. The cumulative 
solvent transfer rate is the total volume of solvent removed per hour for a given length of fiber, 
and therefore provides an indication as to what flow rates are reasonable to use for a certain unit 
size. The maximum cumulative solvent transfer rate must equal the flow rate of solvent into the 
unit, and achieving that rate at a particular axial position would imply that all solvent is removed 
by that point within the unit. It is evident that complete solvent removal within one pass through 
an 18 cm bench scale unit is realistic when the more water-soluble organic solvents are used. For 
the less soluble solvents toluene and hexane, the solvent flux remains constant and low, such that 
much longer residence times would be required to remove all of the solvent.    
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Figure 4-14: Population balance model simulation results. The (a) cumulative solvent transfer rate 
and (b) flux as a function of axial position for different organic solvents. These rates were computed 
for a Bi of 0.1, total emulsion flow rate of 0.1 mL/min through a 180-fiber pervaporation unit, and 
oil-phase volume fraction of 0.03. 
 
Previously, we had developed a simpler model to describe the solvent transport from emulsions 
flowing through pervaporation fibers ([24], also see Section 4.3 and results in Section 4.5.2). The 
model assumed plug flow with no solvent concentration or droplet size variations in the radial 
direction. This assumption is valid if the solvent diffusion rate through the aqueous phase is so 
fast relative to transport through the membrane that there is essentially complete mixing and 
hence, uniformity, across the fiber. Our simulation results confirm that such uniformity is 
achieved under lumped capacitance conditions, where the Biot number is ~0.1 or lower (Figure 
4-8).  
Indeed, as shown in Figure 4-15, the plug flow and population balance models predict similar 
values for the fiber length at which all solvent is removed (given the parameters listed in Table 
4-2) for Bi ≤ 0.1, where the relationship between zf and Bi is linear. The percent error in the 
values of zf estimated using the plug flow model as compared to those calculated using the 
population balance (PB) model relative to the PB predictions, generally decreases with 
decreasing Bi; the percent error is less than 10% for all of the simulations where Bi ≤ 0.1, but 
~30–40% for Bi = 1, and greater than 80% for Bi = 10. 
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Figure 4-15: The fiber length at which all solvent is removed in cm, as predicted by the population 
balance and plug flow models for different solvents under Biot numbers ranging from 0.01 to 10. 
 
4.6 Conclusions 
We have shown pervaporation to be a facile and effective method of removing solvent from an 
emulsion. In addition, we have developed a population balance model to describe the transport of 
solvent from nanocrystal- or polymer-laden emulsion droplets flowing through pervaporation 
fibers. The solvent diffuses from the droplets into the surrounding aqueous medium and leaves 
the system via diffusion through the pervaporation membrane. The population balance model is 
comprised of a coupled set of partial differential equations describing the steady-state solvent 
concentration in the aqueous phase and the number of particles of a particular size as functions of 
the radial and axial positions in a fiber. It was solved using a high-resolution finite volume 
algorithm, where a flux limiter function was used to provide a smooth solution with second-order 
accuracy.  
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The simulation results provide information regarding the effect of various parameters on the 
solvent transport, and the behavior of the droplets as they flow through the pervaporation fibers. 
Concentration gradients in the continuous phase become prominent when the resistance to 
solvent transport in the continuous phase dominates that in the membrane. In contrast, with the 
membrane resistance controlling the overall transport rate, a lumped capacitance assumption can 
be made and a simpler plug flow model would be sufficient. The required fiber length to remove 
the solvent completely from an emulsion can be determined in terms of natural dimensionless 
constants that arise from the structure of the model equations, as shown in Figures 4-9 and 4-15. 
Such plots may be used as design tools for pervaporation units to be used in the solvent removal 
from emulsions.  
The model is applicable to both O/W and W/O emulsions and it is straightforward to modify the 
equations to fit solvent evaporation configurations other than a hollow pervaporation fiber. For 
example, the population balance model and algorithm developed here may be used to analyze the 
solvent evaporation from an emulsion sitting on a heated flat substrate, such as that described by 
Toldy et. al [23], or a similar substrate that is inclined to provide for a flow system. In future 
studies, we may also relax some of the assumptions to solve more complex problems, for 
instance, multi-solvent systems where the concentration of both solvents in the sweep gas must 
be controlled. 
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Chapter 5  
 
Temperature Effects and 
Evaporation on an Inclined Plane 
 
5.1 Introduction 
The goals in this chapter are two-fold. The first is to investigate solvent and particle transport 
processes in emulsions at elevated temperatures. Experimental evidence indicates that the 
temperature at which the solvent is evaporated can dramatically affect the final particle 
morphology. Indeed, our group observed that in the clustering of monodisperse magnetite 
nanocrystals through the evaporation of hexane, single-domain crystalline lattices, multi-domain 
crystalline lattices, amorphous clusters and toroidal (donut-shaped) structures formed at 25°C, 
50°C, 60°C and 80°C, respectively [1]. At higher temperatures, the rapid evaporation did not 
allow the nanocrystals to array in a well-organized manner; moreover, at 80°C, which is well 
above the boiling point of hexane, a hexane vapor bubble is thought to form within the emulsion 
droplet, forcing the nanocrystals into a shell around the vapor core. The “donut hole” remains 
after the bubble breaks, and surface tension holds the nanocrystal shell in its curved structure.  
An important theme within this thesis is continuous and scalable processing to produce particles 
using emulsion solvent evaporation approaches. The previous two chapters focused on 
membrane emulsification and pervaporation as operations with the potential to be integrated into 
a continuous particle production system. The second purpose of this chapter is to study another 
solvent evaporation configuration – an inclined plane down which the emulsion can flow – 
where the emulsion is exposed to open air or a gas stream on one side and hence little resistance 
to solvent transport out of the emulsion.  
Both objectives are motivated by recent studies in which Toldy et al. investigated the generation 
of monodisperse emulsion droplets using a capillary microfluidics device followed by the 
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crystallization of spherical agglomerates of glycine through evaporation of water on a heated 
glass slide [2]. The authors found that with a system of dodecane as the continuous phase and an 
aqueous glycine solution as the dispersed phase, emulsion droplet shrinkage in thin films on a 
heated glass slide of 84°C, as depicted below in Figure 5-1, occurred rapidly, by about 50% 
within 10 seconds. Overall crystallization times were on the order of minutes, as compared to 
hours in conventional batch processes. However, the combined emulsion generation and water 
removal method was semi-batch in nature due to the evaporation step. We envision that the 
heated glass slide concept may be made continuous by inclining the slide such that the emulsion 
flows down in a thin film, with sufficient residence time on the slide for adequate droplet 
shrinkage.  
 
 
Figure 5-1: Schematic of evaporative crystallization, adapted from [2]. 
 
In this chapter, we will present simulation results of water removal from the water/glycine-
dodecane system at different temperatures for both pervaporation and the inclined plane. We will 
also discuss preliminary experimental findings on emulsion flow and particle production on a 
heated inclined plane apparatus. 
 
Evaporation and 
drop shrinkage
Nucleation Growth Aging
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5.2 Experimental Section 
5.2.1 Materials 
Glycine (99%), l-alanine (98%), Span® 20, Span® 80, sodium dodecyl sulfate (SDS) (99%) and 
dodecane (99%) were purchased from Sigma-Aldrich Chemical Co. Hexane was purchased from 
Mallinkrodt. All chemicals were used as received. All water utilized in the experiments was 
Milli-Q (Millipore) deionized water. Primary magnetite nanoparticles coated with oleic acid 
(Fe3O4-OA) were obtained from the synthesis described in Section 3.2.2. Plastic syringes (10 mL) 
and single-use needles (21 G 1 ½”) were purchased from BD. Syringe filters (0.45 µm) were 
purchased from Pall Corporation. PTFE tubing of 1/32” and 0.25 mm ID were purchased from 
Cole-Parmer and MicroSolv Technology Corporation, respectively. ABS and other plastic and 
rubber films were purchased from McMaster-Carr. Black PEEK (APTIV®) films were provided 
by Victrex. 
 
5.2.2 Emulsification and Particle Production 
Glycine and Alanine Spherical Agglomerates 
Monodisperse emulsions were produced using a capillary microfluidics device by KAUST, in 
which the emulsion droplets formed at a cross intersection of two capillaries, each one 
containing a different immiscible liquid, as shown in Figure 5-2. The continuous phase was 
comprised of a 2% (w/w) surfactant mixture in dodecane; the surfactant mixture consisted of 70% 
Span® 20 and 30% Span® 80 (w/w). A saturated glycine solution, prepared by dissolving about 
24.4 g of glycine in 100 g of water and cooling the solution to room temperature, was used as the 
dispersed phase. The glycine solution was filtered through a 0.45 µm syringe filter before each 
experiment. Saturated l-alanine solutions were prepared and used in the same fashion. The two 
phases were loaded into separate syringes and infused into the capillary emulsion generator using 
syringe pumps (Harvard Apparatus Pump 22 and KD Scientific KDS 220) at various flow rates.  
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Figure 5-2: Schematic of capillary microfluidics setup with cross intersection for droplet breakup. 
 
The emulsions were directly dispensed onto an inclined plane apparatus constructed by Joshua 
Dittrich, whose design is shown in Figure 5-3. The apparatus consisted of a 2 x 14 mm stainless 
steel plate enclosed by Delrin® (polyoxymethylene (POM)) walls around the sides and a glass 
covering on top. The plate’s surface temperature could be adjusted using a PID controller. The 
angle of incline could also be changed. The head and end pieces each had a hole in the middle 
allowing for the flow of a gas stream across the surface of the plate.   
 
Figure 5-3: CAD drawing of emulsion evaporation inclined plane test apparatus. 
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Magnetite Clusters 
Emulsification of 0.3 mL of 3 wt% Fe3O4-OA nanocrystals dispersed in hexane with 10 mL of 1 
wt% SDS in water was carried out by ultrasonic homogenization for approximately 45 seconds. 
The emulsion was immediately transferred into a 10 mL syringe and connected to a syringe 
pump (Harvard Apparatus Pump 22). The emulsion was pumped onto the evaporation apparatus 
described above (see Figure 5-3) at 0.05, 0.1 and 0.2 mL/min, at room temperature and at 
elevated temperatures. TEM samples were collected from the bottom of the inclined plane.  
 
5.2.3 Microscopy 
Digital Microscopy of emulsion droplets flowing down the inclined plane and imaging of 
crystals was performed using a Dino-Lite AM3011 handheld microscope placed on top of the 
inclined plane apparatus. Photography and video recording were accomplished using the 
associated computer software. 
Scanning Electron Microscopy (SEM) imaging of glycine and alanine crystals was performed 
on a JEOL JSM-6060 and a JEOL JSM-6010LA at accelerating voltages of 1 kV and 15 kV, 
respectively. In the case of crystalline SAs, samples were prepared by gently pressing carbon-
coated SEM stubs (carbon adhesive tabs and aluminum mounts from Electron Microscopy 
Sciences) onto the inclined plane to lift up the crystals collected on the surface. For clusters of 
magnetite nanocrystals, a sample was prepared by pipetting a droplet of the emulsion onto a 
carbon-coated SEM stub. The samples were allowed to dry in air and were sputter-coated with 
gold/palladium using a SC7640 Sputter Coater (Quorum Technologies) for 30 seconds prior to 
imaging.  
Transmission Electron Microscopy (TEM) imaging of magnetite nanocrystal clusters was 
performed on a JEOL-200CX at an accelerating voltage of 120 kV. Samples were prepared by 
placing a few drops of the nanoparticle dispersion on carbon-coated 200 mesh copper grids by 
Electron Microscopy Sciences. 
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5.3 Modeling Section  
5.3.1 Physical Properties Affected by Temperature 
The viscosity and density of both phases, in addition the solubility and diffusivity of the 
dispersed phase in the continuous phase, would be affected by the temperature. In order to study 
the effect of temperature on these properties and consequently on the solvent and particle 
transport, we collected data from the literature of these properties at different temperatures. The 
data were plotted, linearized, and fitted with trend lines.  
 
5.3.2 Inclined Plane Model 
The inclined plane system is illustrated in Figure 5-4. The x-y coordinate system is adjusted so 
that the x and y planes run parallel and perpendicular to the inclined surface, respectively. The 
angle of incline and height of the emulsion film are denoted θ and h. The velocity in the x-
direction is parabolic, and is a function of y as follows: 
,max 2x x
y y
v v
h h
 
  
 
                                                      (5.1) 
2
,max
sin
2
B
x
B
gh
v
 

 ,                                                     (5.2) 
where ρB and μB are the density and viscosity of the continuous phase, and g is the gravitational 
constant.  
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Figure 5-4: Schematic of inclined plane system. 
 
The flow rate per unit width of the inclined plane can be calculated by integrating the velocity vx 
over the range 0 < y < h. Hence, the film height may be determined if the flow rate Q is set: 
1/3
3
sin
B
B
Q
h
g

 
 
  
 
                                                      (5.3) 
Analogous to the population balance model for the pervaporation unit, the model for the inclined 
plane is comprised of a coupled set of partial differential equations for CA (the concentration of 
solvent in the continuous phase at position (r,z)) and n (the number of particles of size Rp at 
position (r,z)), and a kinetic term describing the rate of change of the particle size. The equations 
are:   
2
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where DAB, Dp and ρA are diffusivities of the solvent and particles through the continuous phase 
and the density of the solvent (dispersed phase), respectively. Rpf is the final particle size. 
The model equations are non-dimensionalized using the following variables:  
0
2
,max 0
* ,       * ,       * ,       * ,       *
p pA
A p
x Asat p p
AB
R R nCy x
y x C R n
v hh C R N
D
     . 
As in the pervaporation model, the ordinate (y) position, concentration and particle size are 
scaled with the emulsion film thickness, saturation concentration and initial droplet size, 
respectively. The scaling for the abscissa (x) position is the distance traveled over a time period 
given by the characteristic time for solvent diffusional transport in the y-direction. The number 
density per droplet size is scaled by the initial number density divided by the initial droplet size. 
 
The resulting coupled set of partial different equations, incorporating the kinetic expression, and 
initial and boundary conditions are given below. All of the variables are in their dimensionless 
forms, but we exclude the * to simplify the notation. 
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Due to the presence of the ∂n/∂Rp derivative term in Equation (5.7), we place boundary 
conditions on n at the largest and smallest Rp to ensure that no particles grow or shrink out of the 
Rp space.  
The dimensionless constants in these equations are: 
 
2 2
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, 
where 0
06
B
p
B p
k T
D
R
  is the initial particle diffusion coefficient. The Biot number Bi is the ratio 
of the mass transfer resistance offered by the continuous phase in the film to the convective mass 
transfer resistance. The convective mass transfer coefficient between the liquid emulsion and 
vapor phase outside of it is denoted hm,lv.  
The model was solved using the same high-resolution finite volume algorithm described in 
Chapter 4 for the pervaporation system (see Solution Method, Section 4.4.2). 
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5.4 Results and Discussion 
5.4.1 Temperature Effects 
Relevant physical properties as functions of temperature are presented in the figures below. The 
functions were formulated in this thesis using data compiled from the literature. Most properties 
follow an Arrhenius-type dependence on temperature, except for the density of dodecane (see 
Figure 5-5), which decreases linearly with temperature. The impact of containing 2% (w/w) of 
surfactant on the viscosity and density of dodecane was assumed to be negligible.    
 
Figure 5-5: The viscosity and density of dodecane as functions of temperature. Data from [3]. 
 
The viscosity of aqueous glycine solutions as a function of glycine concentration and 
temperature is shown in Figure 5-6. It is evident that the viscosity does not change significantly 
with glycine concentration; the viscosity as a function of temperature for water alone (Figure 5-7) 
was therefore assumed to be representative for a saturated glycine solution. Similarly, the density 
of water, which is fairly constant at ~ 0.99 g/cm
3
 over the relevant temperature range, was used 
as the density of a saturated glycine solution.  
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Figure 5-6: The viscosity of aqueous glycine solutions as a function of 
glycine concentration and temperature. Data from [4, 5]. 
 
 
Figure 5-7: The viscosity of water as a function of temperature. Data from [5]. 
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The diffusivity of water through dodecane as a function of temperature was determined using the 
Stokes-Einstein model with a reference value at 295 K. The diffusivity of water through selected 
alkanes, though not including dodecane, as a function of the number of carbons is plotted in 
Figure 5-8. A second plot of the diffusivity vs. alkane viscosity is shown as well. Both sets of 
data were collected at 295 K.  
 
Figure 5-8: The diffusivity of water through alkanes as a function of 
the number of carbons and viscosity at 295 K. Data from [6]. 
 
From each, the diffusivity of dodecane at 295 K was interpolated, and their average (2.66 x 10
-5
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/s) was entered into the Stokes-Einstein model: 
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where μ(T) was given by the viscosity function shown in Figure 5-5. Diffusivities over the 
temperature range 273 K < T < 373 K were subsequently calculated, plotted and line-fitted, the 
result of which is shown in Figure 5-9. 
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Figure 5-9: The diffusivity of water through dodecane as a function of temperature. 
 
There appears to be little variation in the solubility of water in alkanes for different alkane 
compounds, as illustrated by both experimental data and simulations for C6-C11 hydrocarbons in 
Figure 5-10. We assumed by extrapolation that the temperature dependence of C12 would be 
well-represented by a curve fit through all of the points in Figure 5-10. 
 
Figure 5-10: Data and models for the solubility of water in alkanes as a function of temperature [7]. 
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The following equation was then used to convert the units of CAsat from mole fractions to g/cm
3
: 
*
1 1 (1 )
water water
Asat
water water water dodecane
water dodecane
x MW
C
x MW x MW
 

 
,                       (5.16)  
where MW is the molecular weight and xwater is the mole fraction of water soluble in dodecane. 
The final result for the solubility of water in dodecane as a function of temperature is shown in 
Figure 5-11 below. Again, it was assumed that the result for water was representative for a 
saturated glycine solution.  
 
Figure 5-11: The solubility of water in dodecane as a function of temperature. 
 
Table 5-1 summarizes the functions for physical properties used in the model that change with 
temperature; Table 5-2 lists the values of those properties for 22°C, 53°C and 84°C.  
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Table 5-1: Summary of physical properties relevant to the model as functions of temperature. 
Physical Property Temperature Dependence Reference 
Density of Dodecane 0.0007387 0.96536B T     [3] 
Viscosity of Dodecane 
1464.7
ln 9.21B
T
    [3] 
Diffusivity of Water in Dodecane 
1794.7
ln 4.4546ABD
T
    [6] 
Solubility of Water in Dodecane 
4708.2
ln 6.37AsatC
T
    [7] 
 
 
Table 5-2: Values for the density of dodecane, viscosity of dodecane, diffusivity of water through 
dodecane, and solubility of water in dodecane at three temperatures. 
 22°C 53°C 84°C 
ρB (g/cm
3
) 0.747 0.725 0.702 
μB (g/cm.s) 1.43 x 10
-2
 8.94 x 10
-3
 6.05 x 10
-3
 
DAB (cm
2
/s) 3.84 x 10
-5
 1.63 x 10
-4
 5.39 x 10
-4
 
CAsat (g/cm
3
) 2.65 x 10
-5
 4.73 x 10
-5
 7.62 x 10
-5
 
 
 
5.4.2 Modeling Results 
We simulated the transport of water from a water-in-dodecane emulsion, with Rp0 = 645 nm,  
fd = 0.03 and Rpf/Rp0 = 0.5 for temperatures 22, 53 and 84°C for an inclined plane, as well as for a 
pervaporation fiber, for comparison. We used Biot numbers of 0.1 and 1000 for the 
pervaporation and inclined plane systems, respectively. (Note that we assumed almost no 
resistance at the liquid/air boundary for the inclined plane, i.e., Bi = 1000 results in the same 
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transport behavior as setting CA = 0 at the boundary. This is an assumption that can be relaxed in 
future simulations if necessary.) The fiber radius and film thickness were 0.012 cm and 0.03 cm 
for the pervaporation and inclined plane systems, respectively.  
The conditions simulated for the pervaporation system were similar to those for the conditions  
β = 10 κ = 1000 (presented in Chapter 4); hence, the particles exhibit the same patterns of 
behavior as described for that case. For the inclined plane system, the particle size distributions 
were again bimodal, with most particles of either size Rp0 or Rpf with relatively few particles of 
intermediate size. Particle densities as functions of the spatial coordinates for the pervaporation 
and inclined plane systems at different temperatures are shown in Figure 5-12 (number density of 
dried particles) and Figure 5-13 (total number density).  
 
Figure 5-12: Number density of dried particles for the pervaporation 
(top) and inclined plane (bottom) systems at different temperatures. 
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Figure 5-13: Total number density of particles for the pervaporation 
(top) and inclined plane (bottom) systems at different temperatures. 
 
Interestingly, the plots for solvent removal by pervaporation show that the largest spreads in 
particle densities occur at the intermediate temperature of 53°C. An explanation can again be 
provided by calculating the values of τ (the ratio of the timescale for solvent removal to that for 
particle diffusion in the r and y directions), which are listed in Table 5-3 below, with graphical 
representations in Figure 5-14 [8]. The plots, in both cylindrical (for the pervaporation fiber) and 
rectangular (for the inclined plane) coordinates, illustrate the transient mass transport of a species 
into an object (cylinder or plane wall) with an initial concentration of zero. The higher the value 
of τ, the greater the degree of penetration into the object’s center (e.g., r = 0). The blue and red 
numbers in Table 5-3 correspond to the blue and red regions in Figure 5-14, respectively.  
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Table 5-3: Values of τ for transport of particles of initial size R
p0
 and final size R
pf
 in the 
pervaporation and inclined plane solvent evaporation systems. The colors of the numbers 
correspond to the regions marked in Figure 5-14. 
 τ
pervaporation,0
 τ
pervaporation,f
 τ
inclined,0
 τ
inclined,f
 
22°C 0.32 0.63 0.03 0.06 
53°C 0.08 0.16 0.007 0.01 
84°C 0.03 0.06 0.002 0.005 
 
 
Figure 5-14: Concentration υ as functions of r and x at various times in a cylinder of radius α and a 
plane wall of length l with zero initial concentration and surface concentration V for infinite Bi [8]. 
The numbers on the curves are the values of τ. The blue and red regions correspond to the blue and 
red τ listed in Table 5-3 for particles of sizes R
p0
 and R
pf
 in the two configurations. 
 
For a cylinder, τ > 0.15 implies that there is sufficient time for diffusion across the entire fiber 
cross-section to occur. Moreover, τ < 0.06 indicates that the fiber can be treated as semi-infinite 
in the radial direction, that is, that particles at the wall do not penetrate significantly into the fiber 
interior and vice versa in the time before all solvent is removed. The values of τ for the 
pervaporation system suggest that there is significant diffusion of both wet and dry particles at 
22°C and of dry particles at 53°C, while wet particles at 53°C and all particles at 84°C have 
Pervaporation Inclined Plane
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small penetration depths. Thus, the particularly high and low amounts of diffusion at 22°C and 
84°C, respectively, contribute to keeping the number densities for those two temperatures closer 
to the average (initial) number density. At 53°C, however, the combination of diffusion of dry 
particles to the center and lack of diffusion of wet particles away from the center results in the 
larger spike in the number density at the center. 
A different pattern is observed for the inclined plane system, where the values of τ are all quite 
low (τ < 0.1 for a plane implies that a semi-infinite assumption can be made). The particle 
densities remain fairly uniform throughout the film, with a small proportion of dried particles 
diffusing towards y = 0. The higher the temperature, the lower the value of τ, and the less 
diffusion occurs in the time before all solvent is removed (see Figure 5-13). Another notable 
feature for the inclined plane is that the number densities never really fall below the average 
(initial) value, which is due to the fact that the small number of dried particles diffusing towards 
y = 0 diffuse into a slower-moving region (rather than a faster-moving region as in the 
pervaporation fiber). Thus, they accumulate near the substrate surface while the number density 
everywhere else stays constant.  
Results related to the scale and production rates of the two systems, presented below in Tables  
5-4 and 5-5, show the importance of the operating temperature, as increasing it from room 
temperature to 84°C decreases tf, the required residence time to remove all of the solvent, by 
over 30-fold in both cases. The low values of tf at 84°C are consistent (though not exactly the 
same since different particle sizes were simulated) with the short crystallization times that were 
observed experimentally in [2].    
Table 5-4: Simulation results showing the length and time required to 
remove all solvent from the emulsion, and the average velocity, for the 
pervaporation system. 
 z
f
 (cm)  t
f
 (min)  v
avg
 (cm/s)  
22°C  400 326 0.02  
53°C  58 47 0.02  
84°C  13 10 0.02  
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Table 5-5: Simulation results showing the length and time required to 
remove all solvent from the emulsion, and the average velocity, for 
inclined plane system. 
 x
f
 (cm)  t
f
 (min)  v
avg
 (cm/s)  
22°C  2237 139 0.27  
53°C  499 20 0.42  
84°C  148 4 0.60  
 
The simulations indicate that under the conditions described earlier, an inclined plane system 1 
cm-wide with a film thickness of 0.03 cm and angle of inclination of 1° would have a throughput 
of about 1 mL/min at 84°C. A length of about 1.5 m would be needed, in which case the unit 
should be designed with a spiral ramp or a similar configuration to reduce the unit’s footprint. In 
order to obtain a comparable production rate with a pervaporation system, we would need close 
to 2000 fibers of radius 120 μm and length 13 cm. While at this bench-scale production rate, the 
two systems would be comparable in size, it is clear that the inclined plane would be much easier 
to scale up (e.g. by increasing the width of the plane) and to clean and maintain, encouraging us 
to investigate this setup further. 
 
5.4.3 Droplet Flow and Crystal Production on the Inclined Plane 
We explored the evaporation of water from and the flow of a W/O emulsion using an inclined 
plane apparatus on which the emulsion’s residence time and evaporation rate could be adjusted 
through controllable parameters such as the flow rate from the emulsion generator, the angle of 
incline and the temperature. Preliminary experiments with the inclined plane apparatus focused 
on optimizing various features of the apparatus, including the emulsion’s entry into the apparatus 
and the inclined plane surface material, to obtain a more well-controlled flow and better 
microscopic imaging on the surface.  
The surface energies of the materials used have a significant impact on whether a uniform flow 
of the emulsion across the entire inclined plane channel can be achieved. Namely, the emulsion 
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must have good wettability on the inclined plane surface, but not on the walls or the entry cap of 
the apparatus. As shown in Table 5-6 below, metals are high surface energy materials while 
polymers have low surface energy. A liquid must have a surface tension as low or lower than a 
material in order to wet it.  
 
Table 5-6: Surface energies of liquids and materials for inclined plane apparatus. 
Material  Surface Energy (mN/m) 
@ 20°C 
Reference 
Dodecane  25.4 [9] 
Water  72.8 [9] 
Stainless Steel  71.0 [10] 
PTFE 22.2 [11] 
POM (Delrin®)  39.0 [11] 
PEEK  42.1 [11] 
ABS  43.6 [11] 
 
The surface tension of dodecane is quite low and hence, the emulsion was able to wet all of the 
surfaces of the apparatus, including the entry cap. Two designs for the entry cap, shown in 
Figure 5-15 (original design and showerhead design), encountered the same obstacle, which was 
that the wetting of the emulsion on the POM (polyoxymethylene) entry cap prevented it from 
flowing as desired down the inclined plane; after exiting the holes, the emulsion climbed onto the 
bottom edge of the entry cap and then flowed down the side edges of the inclined plane without 
contacting the middle of the channel.    
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Figure 5-15: Designs for the entry cap of the inclined plane apparatus. 
 
Those observations motivated a new design (Figure 5-15, tube design) where the tubes from the 
emulsion generator were threaded through the entry cap from the top to the bottom to directly 
dispense the emulsion onto the inclined plane. The tubes, which are composed of PTFE 
(polytetrafluoroethylene) and thus less likely to be wetted by the emulsion, extended out from 
the holes and lay flat on the inclined plane surface. This design was successful in directing the 
emulsion down the middle of the channel from which it could spread to the edges of the channel 
through surface tension. 
The original stainless steel surface, which was chosen for its solvent wettability and its thermal 
conductivity (for temperature control), presented an additional problem for imaging because it 
was very reflective and, while smooth, was patterned such that the surface appeared 
inhomogeneous (see Figure 5-16).  
Original Design
Pumped into hole on the 
side of the entry cap
Extruded out of 4 small 
nozzles
Showerhead Design
Extruded out of 4 small 
holes spaced evenly 
across bottom of entry cap 
opening onto inclined 
plane surface
Pumped into 
hole on the side 
of the entry cap
Tube Design
Tubes from emulsion 
generator are threaded 
into entry cap
Pumped directly onto 
inclined plane surface
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Figure 5-16: Images of (a) small and (b) large water/glycine-in-dodecane emulsion droplets flowing 
down the stainless steel inclined surface. The small droplets were generated using flow rates of 200 
and 20 µL/min of the dodecane and water phases, respectively. They are ~70 µm in size. The large 
droplets were generated using flow rates of 100 and 20 µL/min of the dodecane and water phases, 
respectively. Crystals are visible on the inclined plane surface in image (b). 
 
Thus, several different polymeric surfaces were tested; these included PEEK 
(polyetheretherketone), ABS (acrylonitrile butadiene styrene), polyethylene, polypropylene, 
ECH (epichlorohydrin) rubber, Buna-N-Rubber (nitrile) and silicone rubber. All of the rubbers 
and polypropylene were too rough, with surface imperfections that interfered with the 
microscopy. The other plastics worked well in terms of wetting and imaging. Figure 5-17 shows 
the modified apparatus with a black ABS film covering the stainless steel inclined surface. While 
the wetting of flat stainless steel and ABS surfaces by the dodecane phase does not appear to be 
significantly different (see Figure 5-18) as expected based on the surface energies listed in Table 
5-6, the emulsion was observed to fill up the channel more easily on the ABS surface, perhaps 
because the stainless steel surface was more slippery and thus more anti-wetting once inclined.  
(a) (b)
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Figure 5-17: Photograph of the evaporation apparatus 
with a black ABS film covering the inclined surface. 
 
 
Figure 5-18: Wetting of stainless steel (left) and ABS 
(right) surfaces by a drop of the dodecane phase. 
 
Experiments on the inclined plane apparatus were conducted under the flow rate and temperature 
conditions listed in Table 5-7 for both glycine and alanine, with a 20° angle of incline. Note that 
the stainless steel surface temperature was measured to be about 37°C and 61°C when the 
temperature controller was set at 40°C and 70°C, respectively. The PID controller did not 
maintain as stable of a temperature when set at 70°C, and oscillated quite a bit, with temperatures 
occasionally surpassing 100°C. Droplet sizes were calculated based on previous experimental 
findings by Toldy et al. that glycine SAs are about 60% the size of the initial droplets.  
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Table 5-7: Summary of experimental conditions on the inclined plane apparatus. 
 Dodecane Phase  
Flow Rate (µL/min) 
Water/Glycine Phase 
Flow Rate (µL/min) 
Average Droplet 
Size (µm) 
Temperatures (°C) 
Small 200 20 85 40, 70 
Large 50 20 231 40, 70 
 
Digital microscope images of the emulsion flow on the ABS surface are presented in Figure 5-19. 
Videos showed that for both small and large droplet populations, the droplets in the middle of the 
channel flowed more quickly than those at the edges of the fluid, as would be expected since the 
edges of the film are thinner than the middle. Moreover, it was evident that with these droplet 
sizes, the film was thick enough (~0.2-0.3 mm, which is similar to what was measured for film 
thicknesses of this emulsion on a flat substrate [2]) for only one droplet in the vertical dimension. 
However, the small (average size 85 µm) droplets had more freedom to move in the vertical 
dimension such that they were present at different distances from the surface, accounting for the 
slightly different particle sizes and velocities observed. The population of small droplets was not 
as regularly packed (Figure 5-19(a)) as that of the large (average size 231 µm) droplets (Figure 
5-19(b)), which likely remained more regularly packed and appeared more monodisperse 
because the droplets were so large relative to the film thickness that they were all in the same 
vertical plane. Based on previous studies [2], the microfluidics device likely generated droplets 
with standard deviations of <1% in size. 
 
Figure 5-19: Images of (a) small and (b) large water/glycine-in-dodecane emulsion 
droplets flowing down the ABS-covered inclined surface. The small (70 µm) droplets 
were generated using flow rates of 200 and 20 µL/min of the dodecane and water 
phases, respectively. The large (160 µm) droplets were generated using flow rates of 
50 and 20 µL/min of the dodecane and water phases, respectively. 
(a) (b)
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Elevated temperatures of 40°C and higher were explored to induce crystallization on the inclined 
plane; indeed, at those temperatures, crystals were observed to form and remain attached on the 
inclined plane surface, as shown in Figure 5-20. SEM samples of glycine and alanine spherical 
agglomerates (SAs) were taken off the surface, and images are shown in Figures 5-21 to 5-24. 
 
 
Figure 5-20: Images of (a) small and (b) large spherical agglomerates of glycine crystals on the 
inclined stainless steel surface. The small particles were produced at 40°C using flow rates of 200 
and 20 µL/min of the dodecane and water phases, respectively. The large particles were produced 
at 70°C using flow rates of 50 and 20 µL/min of the dodecane and water phases, respectively. The 
image of the large particles was taken when they were not yet completely dry. 
 
 
Figure 5-21: SEM images of spherical agglomerates (SAs) of glycine crystals produced using flow 
rates of 200 and 20 µL/min of the dodecane and water phases, respectively at (a) 40°C and (b) 70°C. 
There were essentially no intact SAs produced at 70°C. 
(a) (b)
(a) (b)
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Intact SAs (51±4 µm) of glycine were produced from the small droplets at 40°C (Figure  
5-21(a)). Glycine has three known polymorphs, where at ambient conditions, the γ-form is the 
most stable, although the α-form crystallizes the most readily [12]. At higher temperatures, the 
order of stability inverts and the α-form becomes the most stable above ~170°C. The β-form is 
metastable at all temperatures. Based on previous studies [2, 13, 14], the SAs were likely 
comprised of α-glycine, β-glycine, or a mixture of the two polymorphs. The individual crystals 
constituting the SAs were smaller for smaller SAs (satellite particles), resulting in SAs with 
smoother surfaces (Figure 5-22), as has been observed in other studies [2]. The droplets are 
highly supersaturated at all temperatures and the growth mechanism is known to be the same in 
the small and large droplets [2]; hence, it is likely that for all temperature and droplet size 
conditions, the β-polymorph crystallized first [15, 16].  
 
Figure 5-22: SEM images of spherical agglomerates (SAs) of glycine crystals produced using flow 
rates of 200 and 20 µL/min of the dodecane and water phases, respectively, on a PEEK surface at 
60°C. Image (a) shows smaller satellite particles that appear much smoother and Image (b) shows a 
magnified satellite particle with individual crystals visible.  
Small droplets at 70°C and large droplets at both 40°C and 70°C resulted in agglomerates that 
were extremely susceptible to breakage (Figure 5-21(b)) during handling and characterization. 
The breakage likely resulted from the polymorphic transformation of glycine from the β- to the 
α-form, which occurs readily in the presence of water [15], and which we have verified 
experimentally using Raman microscopy. The solvent-mediated transformation to α-glycine 
would have been faster at the higher temperature [17]. The large droplets, with more water to 
evaporate, would have provided more time and space for the transformation to occur.   
(a) (b)
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Indeed, alanine, which has no known polymorphs [18], did not have this problem; all of the 
tested conditions produced spherical intact SAs (30±4 and 81±5 µm SAs for the small and large 
droplets, respectively), as shown in Figure 5-23. The large SAs were accompanied by smaller 
satellite SAs (31±3 µm) (Figure 5-23(b)) that were produced by the droplet breakup of the 
water/glycine stream in a slower-moving dodecane stream. Again, the smaller the SA, the 
smaller the individual crystals comprising the SA, giving the appearance of a smoother surface. 
Alanine crystals were also found to be present in the samples in small amounts as single large 
faceted crystals or as “flower-like” agglomerates (Figure 5-24). The cause of these morphologies 
requires further investigation.  
 
Figure 5-23: SEM images of (a) small and (b) large spherical agglomerates (SAs) of alanine crystals. 
The small SAs were produced using flow rates of 200 and 20 µL/min of the dodecane and water 
phases, respectively. The large SAs and smaller satellite SAs were produced using flow rates of 50 
and 20 µL/min of the dodecane and water phases, respectively. 
 
 
Figure 5-24: SEM images of alanine crystals produced using flow rates of 50 and 20 µL/min of the 
dodecane and water phases, respectively, at 70°C. The crystals are present as (a) single crystals, 
spherical agglomerates (SAs) and (b) “flower-like” agglomerates. 
(a) (b)
(a) (b)
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5.4.4 Magnetite Nanocluster Production on the Inclined Plane 
The potential of the inclined plane setup for solvent evaporation was further evaluated for the 
magnetite cluster system, whose solvent evaporation by pervaporation was considered in Chapter 
4. In this case, the emulsion droplets and particles are significantly smaller in dimension than the 
film thickness such that dried particles would not stick to the inclined plane surface as observed 
for the glycine and alanine crystals (Figures 5-16 and 5-20). 
The emulsification was achieved by sonication, resulting in polydisperse spherical particles, 
similar to those discussed in Sections 3.3.2 and 4.5.1 (average relative variation in size of about 
22%), upon evaporation of the hexane (Figure 5-25). Evaporation conditions on the inclined 
plane included three flow rates (50, 100, 200 µL/min) and two temperatures (room temperature 
~22°C, elevated temperature ~50°C). TEM images of samples collected from the bottom of the 
inclined plane are shown in Figure 5-26. The TEM sample taken directly from emulsification, 
such that solvent evaporation took place solely on the sample grid, contained a large proportion 
of loosely-packed clusters. A similar amount of loosely-packed and non-spherical clusters was 
observed for the samples taken from the inclined plane at room temperature. At the higher 
temperature, however, the majority of the clusters were densely packed and spherical, suggesting 
that most of the solvent evaporation had taken place on the inclined plane surface and not on the 
sample grid. In the higher temperature cases, the slower the flow rate, the more densely packed 
and spherical the clusters. This proof-of-concept experiment shows that the inclined plane 
configuration, particularly with temperature control, is promising as a continuous and scalable 
method of solvent evaporation for particle production.    
 
Figure 5-25: SEM image of magnetite clusters produced by sonication. 
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Figure 5-26: TEM images of magnetite nanocrystal clusters that evaporated solely on the TEM grid 
or that were sampled from the inclined plane apparatus under different flow rate and temperature 
conditions. The scale bars are 100 nm. 
 
 
5.5 Conclusions 
In this chapter, we studied the effect of temperature on emulsion solvent and particle transport 
during pervaporation and solvent evaporation on an inclined plane. The operating temperature is 
an important parameter in the solvent transport rate, as increasing it from room temperature to 
84°C decreased  the required residence time to remove all of the solvent by over 30-fold. Our 
simulation results showed that for pervaporation, the degree of diffusion of wet and dry particles 
fluctuates greatly with different temperatures, leading to varied number-density profiles. In 
contrast, on the inclined plane, the particle densities remain fairly uniform throughout the film, 
with a small proportion of dried particles diffusing towards the surface of the plane. The higher 
the temperature, the less diffusion occurs prior to complete solvent removal. Furthermore, there 
is accumulation of dried particles near the substrate surface because the small number of dried 
particles diffusing towards the surface of the plane diffuse into a slower-moving region.  
50  C
22  C
50 µL/min100 µL/min200 µL/min
Evaporation on 
TEM Grid
Evaporation on Inclined Plane
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We experimentally tested the inclined plane configuration for solvent evaporation from two 
types of emulsions. In the first, water was removed from a W/O emulsion to induce droplet 
shrinkage and crystallization of glycine and alanine as spherical agglomerates. We showed that 
glycine was more susceptible to form faceted crystals and broken agglomerates due to 
polymorphic transitions under less stable conditions, whereas alanine, which does not have any 
known polymorphs, reliably formed intact spherical agglomerates under all conditions tested. In 
the second example, hexane was removed from an O/W emulsion to form dense clusters of 
magnetite nanocrystals. Here, we demonstrated that increased solvent evaporation due to longer 
residence times or elevated temperatures would result in denser and more spherical clusters, as 
expected. 
We envision that the inclined plane can be made continuous and scalable by stacking several 
inclined planes as shown in Figure 5-27 or winding them in a spiral down a cylinder to provide 
more surface area. Flow rates used in our bench-scale system were ~0.1 mL/min, but the inclined 
plane could easily be scaled up 100-fold by increasing the dimensions of the plane or number of 
planes. 
 
 
Figure 5-27: Possible scaled-up configurations of the inclined plane evaporation system.  
 
 
Stack of Inclined Plates Stack of Cones
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Chapter 6  
 
Concluding Remarks and Future Directions 
 
The interest in nanoparticle research has grown exponentially over the past three decades, as 
indicated by a Web of Science search of publications with the topic “nanoparticles” (Figure 6-1) 
conducted in 2013. With applications spanning catalysis, separations, environmental remediation, 
biotechnology and nanomedicine, a process to manufacture nanoparticles and other particles 
(spherical crystalline particles for pharmaceuticals, for example) on a large production scale 
becomes a relevant and necessary one for chemical engineers to develop.    
 
 
Figure 6-1: The number of publications per year with the topic 
“nanoparticles,” data collected from Web of Science in 2013. 
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This thesis broadly explored, with both experimental and computational work, the production of 
particles using emulsion-based approaches with the goal of contributing to the development of a 
continuous and scalable process. Moreover, we were interested in such a process where the size, 
shape and morphology of the particles could be controlled. A diverse range of particles were 
studied, including clusters of magnetite nanocrystals; polystyrene nanoparticles; Janus beads 
composed of polystyrene and poly(propylene carbonate); Janus beads composed of polystyrene 
and magnetite nanocrystals; and spherical agglomerates of glycine or alanine crystals. 
We worked with two emulsion generation techniques – membrane emulsification for 
nanoparticles (~100 nm) and capillary microfluidics for microparticles (~100 µm) – that allowed 
us to obtain fairly monodisperse spherical particles, thereby addressing the question of size and 
shape. We also showed that a variety of morphologies for composite (Janus) polymeric particles 
could be obtained by altering the type and concentration of the surfactant used to stabilize the 
emulsion droplets. Pervaporation and evaporation on an inclined plane were studied and shown 
to be effective in removing the dispersed phase liquid (the solvent). Importantly, membrane 
emulsification and capillary microfluidics, as well as pervaporation and evaporation on an 
inclined plane, are all continuous flow systems that can be scaled up. 
The transport of solvent and particles in a pervaporation fiber and on an inclined plane surface 
was investigated in depth using mathematical simulations. A population balance model was 
necessary to capture the full range of behavior of the solvent and particles, which our simulations 
showed underwent significant diffusion. A high-resolution finite volume algorithm was 
developed to solve the model, the results of which are useful as design tools on the macroscopic 
level, providing information such as the overall solvent transport rate, and interesting at the 
micro- and nano-scales, providing a picture of the paths traversed by the particles.  
The results of this thesis have prompted a number of potential future research directions. The 
solution of the optimization problem presented in Section 2.2.3 and comparison of model 
predictions to observed morphologies would be important steps in elucidating the formation of 
different Janus bead morphologies (particularly those observed for the nonionic surfactants), 
which is not yet completely understood. Additionally, the construction of a more comprehensive 
phase diagram and the study of it in conjunction with solvent transport simulations would allow 
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us to identify the degree of phase separation within the droplets located at different positions 
within the pervaporation fiber (or emulsion film, in the case of the inclined plane apparatus). It 
may be possible to use cryogenic-TEM to image the droplets at different stages of dryness and 
phase separation. Another area for further study and development would be in the production of 
particles with more complex morphologies, including non-spherical ones.  
The primary limitation we identified for membrane emulsification as an emulsion generation 
method for nanoparticles is the relatively slow flux of the dispersed phase through the membrane, 
as discussed in Chapter 3. It may be worthwhile to pursue a modified technique known as premix 
emulsification, where a coarse emulsion, rather than the pure dispersed phase, is forced through 
the microporous membrane. A comparison of production rates between premix emulsification 
and traditional membrane emulsification for the production of magnetite clusters and polymeric 
particles is recommended. Another potential method for generating monodisperse nanoparticles 
is to use capillary microfluidics, where the concentration of primary nanocrystals (and/or 
polymers, small molecules, etc.) dispersed (and/or dissolved) in the solvent is extremely dilute 
such that once all of the solvent is removed, the remaining particles are ~100 nm or smaller in 
size, even if the initial droplets were ~10-100 µm. This method would be less efficient in solvent 
usage, but would likely allow for significantly higher particle production rates.  
Though the population balance model alone provides a good deal of insight into the solvent and 
particle transport for different simulated conditions, it must be validated with experimental data. 
For example, the model results must be compared to experimentally-observed solvent transport 
rates in order to verify the mass transfer coefficients through the membrane (for pervaporation) 
and at the emulsion/air boundary (for the inclined plane). Solvent transport rates may be 
measured using gas chromatography to analyze the composition of the gas stream carrying the 
solvent away from the pervaporation fiber or inclined plane surface. It may also be possible to 
validate the droplet/particle size distributions by collecting samples after different residence 
times in each evaporation setup and measuring the particle sizes using dynamic light scattering. 
Another method to check the evolution of the distributions experimentally may be to dissolve 
monomers in the continuous phase such that after steady state is reached, the emulsion may be 
polymerized, thereby fixing the particles in place. The product can then be microtomed and 
analyzed using microscopy. Subsequent to validating the model, different initial conditions may 
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be simulated, for instance, a polydisperse sample that more closely represents the particle size 
distributions obtained using our emulsion generators.   
The experimental results obtained using the inclined plane apparatus are yet quite preliminary 
but motivate additional studies and method development, particularly with nano-scale systems 
where the dried particles would likely remain dispersed in the emulsion film rather than attaching 
to the inclined surface as in the case of the spherical agglomerates of glycine. In order for the 
inclined plane apparatus to be effective as a continuous production platform for the spherical 
agglomerates, intermittent flushing of the inclined surface with the dodecane phase would be 
necessary to keep the dried crystals suspended and flowing down the plane. In addition, for 
emulsions produced using microfluidics devices like the one described in this thesis, different 
solvent transport models must be formulated, since the relative dimensions of the droplets to the 
thickness of the emulsion film imply that certain assumptions (e.g., droplets are not affected by 
surrounding droplets) made for the population balance model no longer hold true.  
While it is evident that the results presented here have generated many other questions, we hope 
that they also inspire and guide further research in the study and development of emulsion 
evaporation methods for the large-scale production of particles. 
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Appendix A-1 
 
Langevin Model Fitting 
 
This section describes the derivation and fitting of Equation (3.3) in Section 3.3.1 to obtain 
values for Ms, Dm and σ in greater detail. 
The magnetic behavior of monodisperse particles can be described by the Langevin function: 
( ) (coth 1/ )d sM M L M                                                                                              (A.1.1) 
with the (dimensionless) Langevin parameter 0
mH
kT

  , 
where the variables are defined as follows. 
Symbol Description SI units Gaussian units 
Variables    
M particle magnetization Am
2
/kg emu/g 
ε volume fraction of magnetic oxide -- -- 
Md domain magnetization of bulk material Am
2
/kg emu/g 
Ms particle saturation magnetization  Am
2
/kg emu/g 
m particle magnetic moment J/T = Am
2
 10
-3
 erg/G = 10
-3
 emu 
H magnetic field strength A/m 10
3
/4π Oe 
Constants    
µ0 vacuum magnetic permeability 4π x 10
-7
 Tm/A 1 
k Boltzmann’s constant 1.38 x 10
-23
 J/K 1.38 x 10
-16
 erg/K 
T temperature 300 K 300 K 
 
The saturation magnetization of the particle is equal to the product of the volume fraction of the 
magnetic oxide and the domain magnetization of the bulk material (92 emu/g for magnetite), i.e. 
Ms = εMd. Ms is always less than Md because reactions between the stabilizing surfactant and 
particle surface results in the formation of non-magnetic surface layers, making the magnetic 
diameter of the particles smaller than the physical diameter (Chantrell, 1978). 
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The saturation magnetization occurs when all particles are oriented with the same orientation of 
the magnetic moment, so it would be equal to the magnetic moment of a particle divided by the 
mass of the particle. The mass of the particle is equal to the product of the density of the material 
and the volume of the particle. Assuming that the particles are spherical, we can calculate the 
particle size D as: 
3
1/3
4
3 2
6
s
s
s
VM m
D m
M
m
D
M





 
 
 
 
  
 
 
(A.1.2) 
(A.1.3) 
(A.1.4) 
 
We can account for polydispersity in the sample by including the distribution function 
2
2
1 (ln )
( ) exp
22
y
f y
y  
 
  
 
 
m
Dy
D
 , 
 
(A.1.5) 
 
 
(A.1.6) 
where D is the particle diameter and Dm is the average diameter of the distribution. 
 
The magnetization for a polydisperse sample is given by the sum of the contributions from each 
particle diameter, weighted by the distribution function: 
 
2
2
0 0
1 (ln )
( ) (coth 1/ ) exp
22
s s
y
M M L f y dy M dy
y
  
 
   
    
 
                                (A.1.7) 
Recall 
3
0
6
s
H D
M
kT
 
  . 
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Thus,  
3 3 2
0
3 3 2
00
6 1 (ln )
coth exp
6 22
s m
s
s m
M H D y kT y
M M dy
kT M H D y y
 
   
     
     
   
            (A.1.8) 
The equation above can be fit to M vs. H data to obtain values for Ms, Dm and σ.  
Note that we don’t know the density of the overall particle, but we do know the density of 
magnetite (ρm = 5.18 g/cm
3
) and the mass fraction x of magnetite (86% from TGA data). Thus, 
we can fit the following equation: 
3 3 2
0
3 3 2
00
6 1 (ln )
coth exp
6 22
s m m
s
s m m
M H D y kTx y
M M dy
kTx M H D y y
  
    
     
     
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         (A.1.9) 
 
In addition to fitting Equation (A.1.9), the parameters Ms, Dm and σ can be approximated using 
the following methods: 
For large H, the Langevin function can be approximated by 
3
0
6
( ) 1 1/ 1
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L
M H D
 
  
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Thus, plotting M vs. 1/H for large H should yield a linear relationship with Ms as the y-intercept. 
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In addition, at the x-intercept 1/H0 (where M = 0), we would have: 
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For small H, the Langevin function can be approximated by 
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The initial susceptibility of the system is given by: 
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Let’s evaluate the integrals 
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Therefore, 
For large H, 
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For small H, 
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We can solve these two equations for Dm and σ. 
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Results 
To approximate the solution, we can plot M vs. 1/H for large H. The y-intercept would be Ms, 
and the x-intercept would be 1/H0. 
 
Based on the plot above, we have: Ms = 42.621 emu/g, 1/H0 = 42.621/24677 = 1.73 x 10
-3
 1/Oe. 
 
We can plot M vs. H for low H to obtain χi. The values of χi, Ms and 1/H0 can then be used to 
calculate σ and Dm.  
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χi = (dM/dH)H-->0 = 0.0538 
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To summarize, the values approximated by the plots and calculations above are: 
Ms = 42.62 emu/g 
Dm = 9.24 nm 
σ = 0.295 
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More exact values can be obtained by parameter-fitting Equation (A.1.8) (reproduced below). 
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Ms = 42.74 emu/g 
Dm = 11.2 nm 
σ = 0.518 
% error of fitting = 0.36 
 
 
 
 
-10 -8 -6 -4 -2 0 2 4 6 8 10
-50
-40
-30
-20
-10
0
10
20
30
40
50
Applied Field (kOe)
M
a
g
n
e
ti
z
a
ti
o
n
 (
e
m
u
/g
)
173 
 
Appendix A-2 
 
Plug Flow Model Derivation 
 
This section describes the derivation of Equations (4.5) and (4.6) in Section 4.3 in greater detail. 
 
During the pervaporation process, solvent diffuses out of the nanoparticle-containing droplets 
into the aqueous medium and then diffuses through the pervaporation membrane into the vacuum 
or gas stream on the outside of the membrane. The driving force for the diffusion out of the 
droplets is the concentration gradient between the aqueous medium and the droplet surface; 
similarly, the driving force at the membrane is the concentration gradient between the inner and 
outer surfaces of the membrane. These two driving forces can be represented as follows. 
At the droplet boundary: 
 , ( , )m p p Asat Am h A C C r z   ,                                                                                                (A.2.1) 
where m  is the mass transfer rate, hm,p is the mass transfer coefficient, and Ap is the surface area 
of the droplet.  
Assuming that the droplets move with the same velocity as the fluid stream, we can use the 
Sherwood number for spheres in a static medium. 
,
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Rewriting the mass balance in terms of particle radius, we obtain: 
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                                                   (A.2.4) 
where CA(r,z) is the concentration of solvent in the aqueous phase, Rp(r,z) is the droplet size, 
CAsat is the saturated concentration of solvent in the aqueous medium, DA is the diffusion 
coefficient of solvent through the aqueous medium, ρs is the solvent density and vz is the velocity 
of the fluid stream. 
 
At the membrane boundary: 
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                                                               (A.2.5) 
where CVA is the hypothetical liquid-phase concentration in equilibrium with the gas-phase 
concentration at the membrane boundary, kM is the overall mass transfer coefficient for transport 
through the composite membrane, R is the inner radius of the membrane and δ is the membrane 
thickness. Note that we have assumed that the solvent concentration outside the membrane is 
negligible. 
Equation (A.2.4) must be coupled with a mass balance around a control volume of the aqueous 
phase in order to solve for CA(r,z) and Rp(r,z) simultaneously. It can be shown that given the 
dimensions of the membrane fibers and the slow velocity, we can assume fully developed 
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laminar flow (very small Reynold’s number) and negligible diffusion in the axial direction (very 
large Peclet number). In addition, we will assume unidirectional flow in the axial direction and 
no variations in the θ direction. At steady state, the mass balance would be:   
1A A
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v D r R
z r r r
   
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,                   (A.2.6) 
where RvA, the generation term, is present due to the diffusion of solvent from the droplets into 
the aqueous phase. In this model, we will assume that the number density of droplets within the 
aqueous phase, Np, remains constant and that radial diffusion of the droplets is significant such 
that all droplets shrink at the same rate. It can be shown that this assumption is valid for 
sufficiently low velocities. 
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We are interested in how the average droplet size changes as it flows down the fiber. In addition, 
because the fiber length is more than 1000 times greater than the radius, as a first approximation 
we will assume variations in the radial direction to be negligible in comparison to variations in 
the axial direction. First, let’s assume an average velocity in place of the velocity profile.  
Then, we can modify Equation (A.2.4) as follows:  
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And Equation (A.2.6) can be rewritten, using the radial boundary conditions, as follows: 
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The number density Np is 3
0
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
, where Vo and Vw are the volumes of the dispersed (oil) 
and continuous (water) phases, respectively, and Rp0 is the initial droplet size. 
 
Note that we have assumed that the covariance of CA and vz and the covariance of Rp and vz are 
zero, i.e.: 
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Let’s non-dimensionalize Equations (A.2.8) and (A.2.9) using the following scaled variables: 
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The final problem is: 
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Appendix A-3 
 
Population Balance Model Additional Analysis 
 
Different Initial Conditions 
Previously, we used a monodisperse initial condition across the entire cross-section, i.e., 
n(Rp0,r,0)ΔRp = 1. Here, we present results for different initial conditions. We used the set of 
dimensionless constants that resulted in the sharp number density peak in Figure 4-13 (the 
middle case): α = 4×10-4, β = 10, κ = 1000, and Bi = 0.1. The values of Rp0 and Rpf remained the 
same as in the Chapter 4 simulations. The initial condition for CA was also fixed at CA(r,0) = 1. 
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As expected, this delta function initial condition results in a sharp peak in the total number 
density ntot at the entrance of the fiber and in the number density of dried particles n(Rpf) shortly 
after the entrance. The particles, which enter at size Rp0, rapidly diffuse and dry out at all radial 
positions due to the low concentration of particles. Subsequently, the dried particles diffuse until 
n(Rpf) (r,z) ntot (r,z)
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the number density is uniform over the cross-section. The final number density (~0.008) is 
consistent with the distribution of the initial number of particles over a circular cross-section 
where the vector r has been discretized into 100 bins.  
 
The n vs. z plots above for different r positions show the peaks near/at z = 0 and also that the 
entering particles dry out almost immediately, after which the profiles for n(Rpf) and ntot are 
identical as the dry particles diffuse over the fiber cross-section. The rapid loss of solvent from 
the droplets is also evident in the evolution of the particle size distributions, shown below. 
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Case 2: 
Initial condition 0
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In this case, we fed in particles of size Rp0 at the center and particles of size Rpf at the wall. In 
addition, no solvent was removed such that the particles remained at their initial sizes. The 
number density profiles are shown below. Not surprisingly, both the wet and dry particles diffuse 
quickly, towards the wall and center, respectively. The number density of dry particles at r = 1 
drops noticeably more rapidly than does the number density of wet particles at r = 0, confirming 
that diffusion of dry particles from the wall to the center is faster than the diffusion of wet 
particles from the center to the wall. Note that the final number density of dry particles is higher 
than that of wet particles because of the larger cross-sectional area at r = 1 than at r = 0.  
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