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ABSTRACT  
   
A new challenge on the horizon is to utilize the large amounts of 
protein found in the atmosphere to identify different organisms from which 
the protein originated. Included here is work investigating the presence of 
identifiable patterns of different proteins collected from the air and 
biological samples for the purposes of remote identification. Protein 
patterns were generated using high performance liquid chromatography 
(HPLC). Patterns created could identify high-traffic and low-traffic indoor 
spaces. Samples were collected from the air using air pumps to draw air 
through a filter paper trapping particulates, including large amounts of 
shed protein matter. In complimentary research aerosolized biological 
samples were collected from various ecosystems throughout Ecuador to 
explore the relationship between environmental setting and aerosolized 
protein concentrations.  
In order to further enhance protein separation and produce more 
detailed patterns for the identification of individual organisms of interest; a 
novel separation device was constructed and characterized. The 
separation device incorporates a longitudinal gradient as well as insulating 
dielectrophoretic features within a single channel. This design allows for 
the production of stronger local field gradients along a global gradient 
allowing particles to enter, initially transported through the channel by 
electrophoresis and electroosmosis, and to be isolated according to their 
characteristic physical properties, including charge, polarizability, 
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deformability, surface charge mobility, dielectric features, and local 
capacitance. Thus, different types of particles are simultaneously 
separated at different points along the channel distance given small 
variations of properties. The device has shown the ability to separate 
analytes over a large dynamic range of size, from 20 nm to 1 μm, roughly 
the size of proteins to the size of cells. In the study of different sized 
sulfate capped polystyrene particles were shown to be selectively 
captured as well as concentrating particles from 103 to 106 times. 
Qualitative capture and manipulation of β-amyloid fibrils were also shown. 
The results demonstrate the selective focusing ability of the technique; 
and it may form the foundation for a versatile tool for separating complex 
mixtures. Combined this work shows promise for future identification of 
individual organisms from aerosolized protein as well as for applications in 
biomedical research. 
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DEDICATION  
   
There is something fascinating about science.  One gets such wholesale 
returns of conjecture out of such a trifling investment of fact.   
~Mark Twain, Life on the Mississippi, 1883 
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CHAPTER 1 
AN INTRODUCTION TO TRACE ANALYSIS AND SEPARATION USING 
DC INSULATOR GRADIENT DIELECTROPHORESIS WITH 
APPLICATIONS TO BIOAEROSOLS AND BIOPARTICLES 
  
Looking forward, the ability to take trace aerosolized material that 
originated from the shed skin, hair, scales, etc. of humans and animals, 
and to be able to pinpoint the organism of origin would represent a new 
world for forensic science as well as having numerous applications from 
defense detection to environmental monitoring. As surreal as this goal 
may appear today and perhaps even sound slightly like science fiction, the 
foundation leading toward the remote identification of organisms via shed 
biological material is currently being laid. Progress toward this and any 
other scientific end are not made generally in leaps, but instead by the 
filling in of small holes of knowledge – one by one. Although this process 
is far from glamorous, it is important so that the “big picture” goals can be 
addressed. In doing so, layer upon layer of knowledge enables fantastic 
ends to become achievable. The goal of this dissertation is to move 
knowledge toward the end of remote identification by addressing two main 
areas of knowledge. The first is a crude description of aerosolized 
biological material using analytical techniques currently available to 
answer the questions of material availability and unique pattern 
generation. The second area of knowledge aims to increase the sensitivity 
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and resolution of separating the complex samples of aerosolized material 
in order to be able to create better profiles of the material’s sub-species. 
Although the investigations contained within this dissertation do not 
by themselves form a device capable of being field deployed to search for 
the lost in the desert, they do comprise fundamental building blocks for the 
future creation of such a device. Currently, the understanding of the 
importance, presence, and composition of aerosolized biological material, 
otherwise known as bioaerosols, has been largely ignored and neglected. 
It has only been within the last decade that bioaerosols have been 
recognized to exist in sizable quantities as well as being determined to 
encompass significant portion of the atmospheric aerosol budget. 
Contained within this newly recognized bioaerosol pool lies a large variety 
of materials including bacteria, viruses, and spores along with shed skin, 
hair, scales, feathers, and plant material. The spread of communicable 
diseases and bioterrorism has focused current research efforts on the 
aerosolized detection of bacteria, viruses, and spores. This research also 
faces unique challenges to evaluate the viability and pathogencity of the 
bacteria, viruses, and spores collected. However, the utilization of the 
other types of bioaerosols has received considerably less attention.  
The other portions of the bioaerosol pool composed of the 
discarded biological material from the skin, hair, scales, feathers, and 
plant material are not a direct concern for disease transmission. Though 
recently their presence in indoor environments have been linked to Sick 
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Building Syndrome, with building inhabitants having sicknesses 
associated with increased indoor exposure in older buildings.  Outside of 
buildings this material is playing a role in atmospheric studies due to its 
potential for acting as a nucleation center, leading to limited research 
addressing bioaerosols in the atmosphere. Current estimates gauge that 
bioaerosols could total as high as 25% of the total global aerosol budget, 
though this percentage is still a point of debate. Nevertheless, measurable 
amounts of bioaerosol material are recognized in both indoor and outdoor 
environments.  
But why should the presence of bioaerosol material be of interest? 
What is contained within this bioaerosol material that could be exploited to 
enable remote identification? Within bioaerosols lies a large variety of 
biomolecules including truncated DNA, structural proteins, and lipids 
(Table 1.1). The DNA in bioaerosols is generally truncated, if present, 
making even ultra sensitive forensic sequencing methods with detection 
limits as low as 100 pg challenging, but not impossible.  
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Table 1.1 Biomolecules Found in Common Shed Materials.   
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Limited success has also been achieved using lipid profiling. However, 
with larger quantities of structural proteins like keratin, which are more 
structurally robust than DNA and RNA, could also represent valid targets 
for identification and profiling. Currently, there exists research exploring 
the variations in keratin and protein profiling between species and even 
between individuals within the same species. More simplistic approaches 
are still yielding promising results, including bulk amino acid composition 
with individual component analysis being less important and complex 
profiles of biomolecules creating fingerprints for different organisms.  
 Even with these advances much is left to understand regarding the 
possible uses of “raw” total bioaerosol environmental samples, from direct 
analysis, how their concentrations vary in different environments, and how 
these bioaerosol signatures change over time. In Chapter 2 “Indentifying 
Environmental Patterns from Bioaerosol Material Using HPLC” is an 
experimental study that tackles the question of whether using basic 
bioaerosol sampling techniques, e. g. filtration, and a basic traditional 
separation scheme, e. g. high performance liquid chromatography 
(HPLC), could be combined to produce unique chromatographic 
signatures that identify the environment of origin. In this preliminary study 
two environments are compared. Each is an indoor room with various 
degrees of human habitation. Utilizing these basic methods for collection 
and separation in combination with mathematical pattern recognition 
algorithms demonstrated statistically distinguishable variations observable 
  6 
between these two levels of habitation. This work speaks directly to the 
value of bioaerosols for identification, indicating that even with the most 
basic methods unique pattern generation is possible. Thus, it illuminates 
the promise of using bioaerosols for a wide range of identification 
purposes, especially as methods of separating and isolating sub-
populations of biomolecules become more developed. 
 Further expanding the general description of bioaerosol 
concentrations in a range of ecosystems is Chapter 3, “Bioaerosol 
Concentrations in Various Ecuadorian Environments: Future Uses of 
Aerosolized Protein for Ecological Research.” In contrast to the study 
found in Chapter 2, the pilot study described in Chapter 3 focuses on 
determining the recoverable concentration of bioaerosols in different 
outdoor environments throughout Ecuador, a small country composed of a 
wide variety of environmental types. The study not only catalogs the 
bioaerosol concentrations in a pristine rainforest, secondary transitional 
forests, and montane environment; but also probes multiple environmental 
relationships, including sampling effects as well as deviations in inter- and 
intra-environmental levels of primary production or total plant life 
production. This exploration allows the correlation of bulk total bioaerosol 
concentration to be evaluated as a potential rubric of environmental 
health. This study is the first of its kind to tackle bioaerosol concentrations 
in several environments at ground level while exploring potential uses for 
bioaerosols as bioindicators. 
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 The work described in both Chapter 2 and 3 provide forward 
momentum toward the use of bioaerosol material for remote identification 
by showing that there is sufficient variation tracked in bioaerosol material 
for relationships like the degree of habitation to be discerned. While 
displaying the pervasive existence of bioaerosols in all of the 
environments tested in Ecuador, it also demonstrates that their 
concentrations appear to correlate with environmental health indicators 
like the extent of primary production. Both of these studies are promising; 
however, without a superior means of separating and analyzing bioaerosol 
material this momentum will be lost. 
 In response to this need to have high resolution separations of 
small volume bioaerosol material, as well as several other interesting 
sample types, development of a new direct current insulator gradient 
dielectrophoresis (DC-iGDEP) based separation device was advanced. 
The DC-iGDEP platform combines the separatory forces of both 
electrophoresis and dielectrophoresis. This allows particles to be 
separated according to their characteristic physical properties, including 
size, charge, polarizability, deformability, surface charge mobility, 
dielectric features, and local capacitance. Along with separation, the 
microdevice can isolate and concentrate multiple analytes simultaneously 
at different positions within a single channel. The device is dependent 
upon dielectrophoretic and electrokinetic forces incorporating a global 
longitudinal direct current field as well as using shaped insulating features 
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within the channel to induce local gradients. This design allows for the 
production of strong local field gradients along a global field causing 
particles to enter the channel, initially transported through by 
electrophoresis and electroosmosis (electrokinetics), and to be isolated via 
repulsive dielectrophoretic forces that are proportional to an exponent of 
the field gradient.  
In order to investigate the separation capabilities of DC-iGDEP, 
sulfate-capped polystyrene nano and microparticles (20 nm, 200 nm, and 
1 µm) were used as probes to demonstrate the influence of channel 
geometry and applied longitudinal field on separation behavior. These 
results are presented in Chapter 4, “Characterization of Particle Capture in 
a Sawtooth Patterned Insulating Electrokinetic Microfluidic Device.” 
Observed capture behavior was consistent with models using similar 
channel geometry. Through the use of these model polystyrene particles it 
was found that specific particulate species can be isolated within a distinct 
portion of the device, while concentrating particles by factors from 103 to 
potentially as high as 106. Specifically, controlled manipulation of each of 
the three particle sizes was observed in addition to the co-capture of the 
200 nm and 1 µm particles within the same channel. Along with displaying 
the ability to isolate and manipulate polystyrene particles that are 
comparable in size to large proteins, viruses and bacteria, the capture 
times were short, on the order of a few seconds to minutes. The steady 
state capture of 200 nm particles was achieved in less than 10 seconds. 
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Not only has DC-iGDEP through this demonstration shown that it has a 
wide separation size range that can be adapted, but that the technique 
has short analysis times and large enrichment factors. All of these 
features would be desirable for bioaerosol analysis. 
Further testing of the DC-iGDEP platform for potential biomedical 
research applications was conducted by looking at β amyloid proteins, 
with these findings being detailed in Chapter 5, “Manipulation and Capture 
of β Amlyoid Protein Fibrils and Monomers by DC Insulator Gradient 
Dielectrophoresis (DC-iGDEP).” The purification of the protein constituents 
(e.g. monomer, oligomer, fibril, etc.) of the β amyloid equilibria represents 
a unique opportunity to expand current understanding of their fundamental 
pathogenic properties. The β amyloid protein is specifically of interest as it 
is believed to play a critical role in Alzheimer’s disease as well as acting 
as a gateway for greater understanding of other misfolded protein systems 
and diseases. Within Chapter 5 an alternative method for the manipulation 
and concentration of β amyloid proto-fibrils using DC-iGDEP is reported.  
The application of DC-iGDEP represents a potential advancement in the 
tools utilized to investigate the β amyloid proteins by not only 
differentiating monomer from proto-fibril via their electrokinetic properties 
like capillary electrophoresis, but also by concentrating the proto-fibrils 
upon capture. For this test, samples of laboratory prepared proto-fibrils 
and monomers were individually introduced to the DC-iGDEP device, and 
their behavior was tested over a range of global applied voltages (400- 
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1000 V). Over the range of applied voltages the enrichment of proto-fibrils 
in the DC-iGDEP system was found to be approximately 400%, while the 
amyloid monomers were not observed to capture in the current DC-iGDEP 
configuration. Theoretical estimates model that adapting the channel 
geometry by minimizing the final channel width could enable the full size 
range of amyloid protein structures to be captured at various points along 
the channel. Whereas the test results cannot currently compete with other 
methods used to purify amyloid proteins, like capillary electrophoresis, the 
results do display the ability of DC-iGDEP to manipulate and concentrate 
species. In the future, this combined ability may be where DC-iGDEP will 
present gains over traditional analytical techniques that suffer from dilution 
challenges.  
Building on the work found in Chapters 4 and 5, the abilities of DC-
iGDEP have shown promise as a mobile, inexpensive technique that could 
be applied to several separation scenarios where small volumes, high 
resolution, and pre-concentration are required. With continued future 
development, including adapting geometries, the application of DC-iGDEP 
could provide separation in a variety of settings. More research is also 
necessary to mate DC-iGDEP technology with a detection scheme so that 
the analytes can be tested without the need of fluorescent tagging, 
currently the means used for analyte detection. Although the technique 
has yet to be applied directly to bioaerosol samples, DC-iGDEP has 
displayed separation of analytes over a compatible range of sizes. In time, 
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DC-iGDEP may prove to be useful for bioaerosol and biomedical 
separation needs. 
Finally, culminating in Chapter 6, “Concluding Thoughts” is a brief 
review of the findings contained in the previous chapters. Chapter 6 acts 
as a summary of the accomplishments of the experimental work housed in 
Chapters 2-5. Also included in this dissertation are several Appendices 
containing a selection of collaborative works. The first is a review of 
bioaerosols, composition, and their potential for use as a trace material 
used in remote detection, including what current techniques are available. 
The review acts as a basic assessment of the argument of whether 
bioaerosols could legitimately be used for remote identification, and if so, 
what analysis would be necessary. This is followed by a study utilizing 
DC-iGDEP to differentiate lysed and whole red blood cells as well as a 
second study modeling the parameters controlling capture of analytes in 
the DC-iGDEP platform.  
Reflecting on how the summation of the work contained in this 
dissertation aids in the production of a remote identification device shows 
clear incremental gains towards that end. Through this work the ability to 
generate unique identifiable patterns even while using basic separation 
methods has been shown. This first step harbors promise that there is 
value in this approach and that increased understanding of the individual 
components and variations contained within various bioaerosol pools can 
only increase their distinguishability. The basic premise is a proof-of-
  12 
concept for the future of a remote identification device. Next, the survey of 
Ecuadorian environments continues to reinforce the idea that bioaerosols 
are ubiquitous in all environments, and at levels that are measurable by 
current techniques. This work combines direct exploration of bioaerosols 
for their potential as identifying biomolecular “calling cards” by 
investigating concentration levels and environmental relationships. Not 
only does this work build our understanding of bioaerosols in the 
environment, but also moves to describe their relationship to 
environmental variations, like seasons, which will be critical for their use in 
remote detection. Combining these findings about bioaerosols together 
with the new technical capacity described in the efforts exploring the 
separation characteristics of DC-iGDEP addresses both technical 
concerns and material analysis. Together the work brought forth in this 
dissertation moves to increase current understanding of bioaerosols and 
advance technical capabilities, both necessary goals on the road to 
achieving a field deployable remote detection device based on bioaerosol 
identification. 
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CHAPTER 2 
IDENTIFYING ENVIRONMENTAL PATTERNS FROM BIOAEROSOL 
MATERIAL USING HPLC 
 
Introduction 
Bioaerosols are ubiquitous bits of biological material found 
suspended in the air.(Jaenicke, Matthias-Maser and Gruber; Matthias-
Maser, Peters and Jaenicke)  These materials are bacteria, viruses, and 
pollen as well as byproducts of skin and hair of humans and animals along 
with insect and plant debris.  The particles range in size from 0.3 to 100 
µm (Cox and Wathes) and contain a variety of different information-
bearing biomolecules.  For example, bioaerosols from vertebrates are 
largely composed of structural proteins like keratins. (Brush; Chao and 
Nylander-French; Fuchs; Inoue, Kizawa and Ito; Klingman; Mischke and 
Wild; Morley; Plowman; Wood and Bladon)  These proteins are more 
stable and robust than other information-rich biomolecules (DNA for 
example), given their function as the barrier layer in the skin.  Other 
potential information-bearing molecules found in shed skin and hair 
include truncated pieces of DNA, lipids, nucleic acids, amino acids, and 
glycolsylated species.(Cox and Wathes)   Consequently, bioaerosols 
could be seen as biochemical “calling cards” of the organism of origin that 
could be utilized for identification.  The shedding and aerosolization of 
material represents a fundamental biological process. The exploitation of 
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bioaerosol material could expand current forensic detection tools allowing 
organisms to be tracked or found that currently would be undetectable or 
forensically “naked.”  
Bioaerosols are omnipresent in both outdoor and indoor 
environments.  In the atmosphere proteins have recently been found to 
compose a much larger portion of the atmospheric particle budget than 
the trace amount previously assumed, with potentially up to 25% of 
atmospheric particles having a biological origin.(Borodulin et al.; Guedes 
et al.; Jaenicke; Jaenicke, Matthias-Maser and Gruber; A. Peter  Snyder et 
al.; A. Peter Snyder et al.; Wittmaack) Human bioaerosols rich in keratin 
have been reported in large quantities in indoor environments, such as 
classrooms, and have been linked to “Sick Building Syndrome.”(Fox et al.; 
Gul et al.; Luoma and Batterman)  Aerosolized keratins are so prolific that 
they are also the most common contaminate in protein gels.(Arnott, 
Henzel and Stults)  This is reasonable because the daily losses of the 
outer layer of human skin, called the stratum corneum, are reported to 
range from 0.5 – 1.5 grams per day in normal skin and up to 17 grams per 
day in particular skin diseases.(Cox and Clark; Klingman)  Over the 
course of a lifetime this material can accumulate to upwards of ~40 kg of 
skin debris for normal individuals.   
By collecting bioaerosol material, natural variations of protein 
expression in the skin and hair of different organisms can be exploited for 
identification.  These protein patterns can be determined using a 
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combination of different proteomic and separation techniques in 
conjunction with mathematical pattern recognition methods.  Variations in 
protein expression of different types of skin and hair related proteins have 
been studied.(Brush; Inoue, Kizawa and Ito; Knosel et al.; Ku, Liao and 
Omary; Linder; Mischke and Wild; Nitsche, Wang and Kasting; Plowman)  
Limited research has also explored using these natural variations for 
pattern generation, including the use of bulk amino acid patterns from 
feathers to identify different bird species.(Zhongwu et al.)  
The focus of the study presented in this chapter is to demonstrate a 
comprehensive analytical approach using complex bioaerosol composition 
for source identification, in contrast to single component analysis of 
bioaerosols.  This was achieved by collecting complex environmental 
bioaerosol mixtures with human traffic as a variable, building on current 
research that shows the importance of traffic levels on bioaerosol 
concentration.(Chen and Hildemann) These samples were then coarsely 
separated into reproducible patterns and the resulting data was used to 
uniquely correlate to the conditions during sampling.  Comparison of 
bioaerosols from indoor environments of varying human occupation levels 
(and to directly sample freshly shed human epidermis) resulted in 
statistically significant and reproducible correlations.   
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Methods 
Total suspended particulate matter (TSP) samples were collected 
onto 47 mm Teflon filters (Pall Gellman, Port Washington, NY) fitted on an 
open face 47 mm filter holder (Advantec, Dublin, CA) using a linear piston 
pump (Medo® model VP0125, Hanover Park, IL).  Samples were collected 
in indoor human “high-” and “low-traffic” environments as well as directly 
induced human epidermis bioaerosol samples. Sampling times varied 
from minutes (induced source samples) to 3 days (indoor samples).  
The indoor air samples were collected in an occupied room “high-traffic” 
area (at least 3 or more people on average over a 10 hour work day) and 
inside an unoccupied room “low-traffic” area (1 person or less for less than 
an hour on average over a 24 hour period).  Source bioaerosol samples 
were collected by induced shedding.  Specifically, the induced human 
sample had fresh clean and dry human epidermis collected using the side 
of a sterile glass to scrape skin into a Petri dish that was then placed near 
the sampling apparatus.  After collection the filter samples were stored 
frozen in the dark at ~20 ºC until analysis.  Prior to analysis, the filters 
were divided in 4 equal sections using a surgical blade, 1 filter section was 
used for bulk protein quantification while the remaining 3 sections were 
used for high performance liquid chromatography (HPLC) 
characterization.  
Bulk protein quantification was performed using the standard 
protocol (Boreson, Dillner and Pecci; Mandalakis et al.; Menetrez, Foarde, 
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Dean, et al.; Menetrez, Foarde and Ensor; Menetrez, Foarde, Esch, et al.) 
given in the Nanoorange Total Protein Quantitation Kit (Invitrogen®, 
Carlsbad, CA) and analyzed using a fluorometer (Shimadzu RF 551, 
Columbia, MD) at the excitation/emission wavelengths of 470/570 nm, 
respectively.  The filter sections were extracted using ultrapure water 
(>18MΩ, Millipore) under ultra-sonication (Ultrasonic Power Corporation 
model 2000U 120- V, Freeport, IL) for 15 minutes.  The resulting extracts 
were filtered through a 0.2 μm syringe filter, Puradisc 25 mm (Whatman, 
Kent, U.K.).   
The particulate matter on the remaining three-quarters of the filter 
sample was extracted with 3 mL of HPLC grade methanol (Fisher 
Scientific, Pittsburgh, PA).  This solution was then ultra-sonicated for 15 
minutes to lyse any cells.  After sonication the solution was filtered through 
a 0.2 µm syringe filter.  The aerosol extract was then analyzed using a 
reverse phase Agilent 1100 HPLC system consisting of a 1100 binary 
pump, a 20 µL sample loop and a 1100 variable wavelength detector 
(VWD) (Agilent, Santa Clara, CA).  The samples were separated with an 
Agilent Zorbax SB-C3 Analytical HPLC column 4.6mm x 150mm with a 
Zorbax guard column (Agilent, Santa Clara, CA), using an isocratic mobile 
phase consisting of 90/10 methanol/water at a flow rate of 1 mL/min.  
Detection was performed through absorbance at 254 nm.  Average run 
times were on the order of 2.6-3 minutes long.  
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Recognition and distinction of HPLC traces were approached with 
strategies established in the pattern recognition community. (Arriaga and 
Vempala; Bingham and Mannil; Dasgupta; Jolliffe; Kaski; A. Peter  Snyder 
et al.)   Methodologies for constructing and training automated classifiers, 
as well as establishing their characteristics, were made using Euclidean 
distance; which in this case amounted to the root-mean-square difference 
between pairs of HPLC chromatograms.  The data was regarded as high-
dimensional: each chromatogram is a list of thousands of numbers, each 
representing absorbance at a particular time as sampled at two hundred 
Hertz, essentially representing a vector in thousands of dimensions. 
Automated classification was facilitated by dimension reduction methods.  
One of these is visual inspection, which requires that the reduced 
dimension be less than or equal to three so that the data can be projected 
into three-dimensional or two-dimensional space.  Optimal dimension 
reduction for data analysis, to whatever dimension, is the dimension 
reduction which best preserves distances between data points.  Two 
different strategies have been employed in this regard (Abe).  The first 
strategy is principal component reduction, which projects onto the three 
orthogonal directions which capture the most variability of the data.  The 
second is based on random projections onto three dimensions, where the 
underlying Johnson-Lindenstrauss theorem guarantees that random 
projections are highly probable to preserve distances between data points 
well, and present generic properties of the data set.  In any case when 
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data are separable under such a projection, they are guaranteed to be at 
least as separable in higher dimensions. 
 
Results 
 Measurable quantities of protein were found in most samples. In 
those environments where initial measurements showed that protein 
concentrations were below the quantifiable detection limit or very low, 
extended sampling times were used to boost levels to measurable 
amounts of material (Table 2.1).  
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Table 2.1: Protein Concentrations of Various Air Samples. Concentration 
range of total protein found in “high-traffic”, “low-traffic”, and induced 
human epidermis samples. Concentrations are reported in µg of protein 
material per cubic meter of air collected. 
 
   
Sample Type Protein Concentration Range(µg/m3) Reference 
   
  
 
 
“High-Traffic” Indoor 
Environment 
 
0.05-1.2 This work 
 
“Low-Traffic” Indoor 
Environment  
 
0.03-0.05 This work 
Fresh Human 
Epidermis 
 
 
0.07-1.1 
 
This work 
Indoor Average Over All 
Particle Sizes (<2.5 - 
>10 µm) 
0.6 Chen and Hildemann 2009 
Average Occupied 
Classroom 86.8 (Total dust) Fox, et al., 2008 
Average Unoccupied 
Classroom 6.44 (Total dust) Fox, et al., 2008 
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Protein concentrations are expressed as µg of protein per cubic meter of 
air sampled relative to the BSA standard used in the Nanoorange Total 
Protein Quantitation Kit. The largest consistent amount of protein was 
collected through the induced sampling (0.07-1.1 µg/m3), which could be 
expected given the assisted protein release near to the filtered collection.  
The induced samples were directly collected skin debris created by 
scraping visible amounts of material that were then subsequently collected 
using the air sampling assemblies resulting in more stable protein 
concentrations.  Environmental samples showed a degree of variability in 
total protein concentration, from 0.03 to 1.2 µg/m3. This variation is likely 
the result of small differences in the exact amount of occupation, air 
handler activity, and the amount of shed material released by different 
individuals. The amounts of aerosolized protein recovered in these 
samples are in the same range as other indoor protein studies previously 
reported.(Chen and Hildemann; Fox et al.) 
A coarse level of separation was achieved using HPLC generating 
reproducible patterns from the material collected on the filters (Figure 2.1).  
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Figure 2.1: Comparison of HPLC Chromatograms of Two Environmental 
Sample Types. The average of three samples of “high-traffic” indoor space 
and seven sample of “low-traffic” indoor space. The two samples types are 
offset to aid in visualizing variations in the HPLC traces that are plotted in 
arbitrary absorbance units versus time in minutes.  
 
 
 
 
 
 
 
 
  23 
This material includes both the soluble organic and inorganic material 
collected on the filter that absorbs at the detection wavelength.  The 
individual components of the sample were not determined for this study 
nor completely resolved.  The averaged HPLC trace displays three 
separate collections from “high-traffic” indoor space and seven collections 
of a “low-traffic” indoor space. The traces have been offset to aid in 
visualizing the details in each sample’s trace. Even with simple visual 
inspection of the traces differences are apparent at approximately times 
1.5 and 1.85 minutes. In order to better visualize the variations between 
the “high-“ and “low-traffic” chromatograms the two averaged 
chromatograms were subtracted from each other (Figure 2.2). This allows 
the many differences between the two data sets are apparent. However 
using pattern recognition tools, other distinctions and their significance 
were determined. 
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Figure 2.2: Difference Between the “High-“ and “Low-Traffic” 
Chromatograms. The average chromatograms found in Figure 2.1 were 
subtracted from each other and plotted in ABS versus time. The peaks 
represent areas of variations and uniqueness between the two data sets.  
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Several different types of pattern analysis were performed, 
including cluster analysis of Euclidean distances and support vector 
hyperplane classification.  The data from the "high-traffic" and "low-traffic" 
environments consists of HPLC separations truncated to a maximum 
common length of 821 segments, with each segment representing 5 
milliseconds. The data from the segmented traces were treated as vectors 
in an 821 dimensional vector space.  These vectors were normalized to 
minimize the effects of total concentration and focus the analysis on 
relative concentration.  The principle components (Jolliffe) for the 
ensemble of samples from both environments were determined and 
ordered by singular values from the largest to the smallest. From this 
ordered list, the three directions with the largest magnitudes were selected 
to be used in the three dimensional visual cluster analysis. This treatment, 
while increasing the ability to visualize the distinction between traces, 
actually decreases the amount of difference between the traces of 
samples by only looking at the three largest distances. Therefore, 
distinguishable differences derived from cluster analysis are at least as 
valid as had the analysis included all of the 821 dimensions. These three 
largest Euclidean distances are visualized (Figure 2.3) in order to inspect 
the similarities and differences in these points.   
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Figure 2.3: Cluster Analysis of “High-” and “Low-Traffic” Indoor Samples. 
Multiple perspectives of randomly projected Euclidean distances of “high-
traffic” (spheres) and “low-traffic” (cubes) samples. Self-grouping of similar 
sample types are apparent the tighter the grouping representing the 
distinctions existing between the two sample types. Note that in the 
second view the two “high-traffic” spheres lie atop each other. 
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Clusters of similar samples show the variances within a sample type, while 
the space between types indicates the amount of difference.  Two clusters 
representing the “high-” and “low-traffic” sample types (Figure 2.3) are 
shown with greater scatter being visible in the “low-traffic” samples. 
The two sample classes are distinguishable numerically.  In dealing 
with classification of high dimensional data, “viewpoint” plays an important 
role in establishing classifiability of distinct classes of data. (Kaski)  One 
common procedure of automated classification, the Support Vector 
Machine (Arriaga and Vempala; Bingham and Mannil), calculates a 
“maximum margin separating hyperplane."  In this case two classes fall on 
a hyperplane within the 821 dimensions such that the minimum 
perpendicular distance of the data points of both classes to the hyperplane 
is maximized. The maximum margin separating hyperplane was computed 
for the two high traffic HPLC traces (Figure 2.4), and the five low-traffic 
HPLC traces.   
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Figure 2.4: Illustration of the Dividing Hyperplane Separating 
Environmental Sample Types. “High-traffic” (sphere) and “low-traffic” 
(cube) Euclidean distances are shown separated via a hyperplane for 
support vector machine classification. The distance from the samples to 
the hyperplane (numerically given below the image) determine the 
statistical distinguishability of the two sample classes. 
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The one dimensional displacements perpendicular to the hyperplane show 
not only the amount of separation between the two classes and the 
hyperplane, but also describe the variance amongst the class samples as 
they vary in distance to the plane.    
A large proportion of the data in the “low-traffic” class is within one 
standard deviation of the mean of the data in the “high-traffic” class, by 
which it might be judged that there is no significant difference between 
these two classes.   However, this interpretation of the data illuminates 
some of the limitation of the concentration normalization designed to 
minimize its effects.  The “low-traffic” data consists of a laboratory and an 
office which were putatively unoccupied.  Nevertheless two values of the 
“low-traffic” indoor space are more than sixteen standard deviations 
outside of the rest of the “low-traffic” spaces, while the remaining “low-
traffic” indoor space values are quite close.  These two ”low-traffic” data 
points show very  low concentrations with UV-Vis absorbencies less than 
one absorbance unit for their maximum absorbance feature; therefore, 
these two data points were removed as outliers.  Similarly, the first “high-
traffic” HPLC trace was also removed due to its low concentration, also 
below one absorbance unit.  
The low concentration samples were removed due to their variation 
in peak width and resolution differences.  These disparities greatly 
complicate the pattern recognition process leading to the concentration 
match cutoff for samples whose maximum concentration feature was less 
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than 1 absorbance unit.  The use of the concentration cutoff illustrates the 
lower limit of concentration normalization as well as the difficulties of using 
chromatographic methods in pattern recognition regimes where size, 
shape, and resolution can all be affected by multiple variables including 
concentration.  With the low concentration outliers removed, each of the 
points in the “high-traffic” and “low-traffic” data classes are more than 
three standard deviations from the mean of the other class, suggesting 
that the “high traffic” and “low traffic” may be very well distinguishable by 
HPLC. Given the sample resolution of three standard deviations this 
equates to a 97% confidence interval that these sample types are 
distinguishable.  
 
Discussion 
 Environmental samples are messy, complicated, and full of 
variables. It was the goal of this study to see whether given all of the 
complicating factors, whether differentiable patterns could arise from these 
messy samples using only a basic separation scheme, e. g. HPLC.  It was 
found that both of the two indoor locations and the induced human 
epidermis samples producing measureable quantities of protein within 
three days, or approximately 30 m3 of air, with most samples needing less 
than a day or 10 m3 of air sampling.  Shorter sampling time could be 
achieved by using higher volume air pumps.  Protein, as expected, was 
found to be ubiquitous in both environments used in collection, including 
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the indoor environment with minimal human activity and no plants or 
animal presence.  The exact composition and source of the proteinaceous 
material was not determined in this study, because the interest was in 
pattern recognition of the sample as a whole rather than its individual 
components. The range of protein concentration appears to largely 
depend on activity level within the indoor space, which stands to reason if 
human activity is the main source of the protein material. Variations in 
protein concentration maybe partially attributed to changes in air handler 
activity, environmental weathering from bacterial degradation and 
photolytic processes, as well as a number of other processes that are 
currently poorly understood.  Other differences in the protein 
concentrations arose from the diffuse environmental sampling used for the 
“high-“ and “low-traffic” samples in comparison to the consistently large 
quantities of protein observed in the actively induced samples of human 
epidermis. This trend is consistent with predicted direct transmission of 
protein containing fragments from the skin or hair in front of the filter 
assembly.  
Coarse level separation of the bioaerosol containing air samples 
was achieved using HPLC, and created reproducible patterns of the 
particular sample types over several duplicate samples from the same 
environments. Separation of the extracted TSP samples included all of the 
soluble components smaller than 0.2 µm, both organic and inorganic. 
Although the resulting pattern generated was reproducible, the individual 
  32 
component peaks were not resolved or identified given the use of UV-Vis 
detection at a generic protein absorption wavelength. The overall peak-
pattern for the two sample types displays visible differences in the 
chromatograms (Figure 2.1). These variations allow for a gross qualitative 
identification using only HPLC separation illuminated when the two 
chromatograms are subtracted from each other (Figure 2.2).  Given the 
coarse nature of the separation, including the short retention times, 
generic C3 column used, and the nonspecific UV-Vis detection mode, 
these results show early promise, with the possibility that with the use of 
more advanced separation methods more information could be gleaned 
from separating bioaerosols for the purposes of identification. The HPLC 
traces were normalized in order to diminish differences due to 
concentration variations; however, lower concentration limitations arose 
due to changes in peak size, width, and resolution.  These variations 
result in peaks growing into each other forming complex shapes that could 
not be resolved using the two pattern recognition methods utilized for this 
study. The use of the low concentration cutoff minimized these effects 
allowing for the subsequent cluster and hyperplane analysis. 
 Two different pattern recognition methodologies were employed to 
characterize the distinguishability of the high-dimensional data of the 
HPLC traces from different environments. The first collapsed the data into 
a three dimensional projection that permits visualization, without artificially 
increasing the amount of difference observable in the different samples. It 
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is known that in this case that this use of three Euclidean distances can 
only reduce the observable differences between the various data sets. 
One such three dimensional analysis tool used was cluster analysis of the 
three largest Euclidean distance vectors of the various indoor 
environmental samples projected. This method allows the self grouping 
nature of similar samples to become visually apparent as the samples 
group the more similar environments coalesce more closely and while 
samples from distinct environments are disperse.  The grouping of “high-
traffic” (sphere) from “low-traffic” (cube) indoor samples can be seen from 
multiple angles within a cube to show the tight clustering of each sample 
type together (Figure 2.3). A clear plane separates the two samples types 
from each other. This might be expect as human debris is expected to be 
a large contributor to indoor protein contamination and is stable enough to 
survive past the time of direct human activity. The stability of human 
epidermis makes it a likely protein source in both “high-” and “low-traffic” 
environments; however, the material maybe at different states of 
decomposition. The cluster analysis treatment aids the eye in seeing the 
differences in these sample types; however, it does not give an explicit 
numerical characterization of the differences between the two sample 
types. 
 A more direct analysis of the variance of the samples was 
performed via principal components dimension reduction to three 
dimensions (Jolliffe) for visual cluster analysis. The remaining distances 
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plotted show that “high-traffic” (sphere) and “low-traffic” (cube), for which 
was constructed an optimally separating two dimensional plane (Figure 
2.4) (Bingham and Mannil; Kaski). The displacement perpendicular to this 
plane offers a measure of separability of the two data sets. The mean 
perpendicular displacement of these two groups of samples center the two 
groups on opposite sides of the separating plane. The displacement 
standard deviations of the displacements of the “low-traffic” and high-
traffic shapes are small enough that it can identify the two groups as 
statistically distinct with 97% confidence: This strongly supports the idea 
that distinguishing these environments via bioaerosol samples is feasible.  
Even using basic methods of collection (impact filtration) and coarse 
separation (HPLC), distinguishing features are observable at levels 
comparable to more developed and accepted technologies. 
 An alternative method of evaluating the use of bioaerosols for 
identification purposes could have involved the production of synthetic 
samples that were well characterized and artificially simple. Although this 
approach is valid and has strengths, directly evaluating the challenges 
faced by using real, complex, and messy environmental samples has 
insured that the results found here directly reflect the viability of the 
method. More testing is definitely warranted, including synthetic 
standards; however, by tackling the environmental samples first this 
method has shown those tests worthy of being performed.  The use of 
bioaerosols for the purpose of identification displays a large untapped 
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wealth of possibilities for future research and applications.  Even at the 
current level of this technology seen here shows the ability to sense the 
presence of different level of habitation simply through air collection. 
Although this technology is still in its infancy the promise this work has 
shown warrants further inquiry.  One of the most powerful attributes of this 
type of investigation is its remote and non-invasive nature. Without having 
to come into direct contact with the organism of interest and exploiting a 
fundamental biological process of most species the release of bioaerosol 
material represents a potentially powerful forensic tool.  Expanding this 
method by using more high resolution separations and detection of 
specific motifs to determine the species of origin could find several future 
applications.  Those potential applications could include the remote 
detection of criminals and their movements as well as the impact on the 
environment of different policies. However, even in its current state the 
use of non-invasive air sampling of bioaerosols have opened the doors to 
a new and unique means to detect the habitation of an environment 
without direct contact, which could prove valuable to several fields.  
 
Conclusions 
The results of this preliminary study suggest that even with all the 
complexity of minimally controlled real environmental samples, standard 
protein analysis strategies (HPLC with UV detection) together with 
standard pattern recognition algorithms show statistically significant 
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features that can differentiate and group correctly the types of 
environmental bioaerosols collected. When these samples are 
concentration matched and normalized, “high-traffic” indoor samples can 
be differentiated from “low-traffic” indoor samples with a 97% confidence 
interval. The results of this work strongly suggest that with an adequate 
amount of sample and resolution in separation, various types and 
subtypes of samples can generate distinct patterns supporting the idea of 
bioaerosol “fingerprinting.” The ability to determine the level of habitation 
remotely via air sampling could have several applications from defense to 
environmental settings. With further development this technique could 
hold promise of identifying different humans and potentially animals 
remotely from environmental air samples.  
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CHAPTER 3 
BIOAEROSOL CONCENTRATIONS IN VARIOUS ECUADORIAN 
ENVIRONMENTS: FUTURE USES OF AEROSOLIZED PROTEIN FOR 
ECOLOGICAL RESEARCH 
 
Introduction 
 Being able to remotely and non-invasively measure indicators of 
environmental and biological health has been a motivating factor in 
ecological research over the past decade from satellite imagery of 
deforestation to non-invasive DNA testing of various animal populations 
using shed materials.(Jha and Bawa; Mena, Bilsborrow and McClain; 
Mucci and Randi; Rudnick et al.; Vina, Echavarria and Rundquist; 
Garshellis) With the concept of environmental health encompassing such 
a complicated system, from dynamic food-webs to geographical 
influences, multiple indicators are necessary in order to gain information 
about the effect of various meteorological, anthropological, and 
environmental changes upon the system as a whole. Expanding current 
understanding of the fundamental processes occurring in different 
environments can add insight into their internal growth dynamics as well 
as the effects of human and climatic changes. To non-invasively gain 
valuable information about the health state of the environment could 
provide a new tool for land use policy and conservation.  
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 One such fundamental process that could be exploited for its 
valuable information on the environments and organisms of origin comes 
from shed proteins in the air. It has been recognized that the air 
surrounding us is composed of a “protein soup” containing bacteria, 
viruses, spores, pollen, and a slew of biological debris from humans, 
animals, insects, and plants.(Jaenicke; Jaenicke, Matthias-Maser and 
Gruber; Cox and Wathes; Ariya et al.; Mandalakis et al.) Most research 
examining aerosols in the Amazon have taken a broad view measuring 
various sized aerosol constituents and elemental composition.(Artaxo, 
Fernandes, et al.; Echalar et al.; Graham et al.; Artaxo, Gerab, et al.) 
Currently most measurements are taken using airplane based sampling. 
Worldwide, outdoor bioaerosol research has generally focused on the 
possible pathogenic transmission of aerobacteria and viruses, with some 
studies looking at bioaerosol generation, especially over 
forests.(Menetrez, Foarde, Dean, et al.; Pyankov et al.; Alvarez, Buttner 
and Stetzenbach; Rogers et al.; Williams and Fisher) 
Atmospheric protein studies have confirmed the existence of large 
quantities of aerosolized material of biological origins, bioaerosols; 
however, there have been few to no examples of studies investigating the 
localized ground concentrations of bioaerosols as well as how these 
concentrations vary in different environment types. The quantity of these 
bioaerosols not only could harbor information detailing their origin through 
DNA and protein profiling, but also potentially the sheer amount of 
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bioaerosol material in the air could reflect information about the amount of 
plant life in the area or primary production, as well as the extent of 
decomposition. Large scale shed proteins in the form of sloughed skin, 
feathers, and shells have already been utilized as a source of DNA, amino 
acid and protein profiling.(Swanson et al.; Waits and Paetkau; Hansen, 
Ben-David and McDonald; Janssens et al.; Valle et al.; Ball et al.; Bidlack 
et al.; Boulanger et al.; Fernandes et al.; Hogan et al.)  These studies 
have focused their investigations using this material to collect information 
about a single population or species from animals, for example seals, 
cranes, and turtles.(Swanson et al.; Zhongwu et al.; Espinoza and Baker)  
However, large scale environmental interest in these bioaerosols as 
marker for environmental health has been largely unexplored.  
 The aim of this study was to survey collected bioaerosol samples 
from the diverse environments throughout Ecuador, including pristine 
rainforest, secondary transitional forests, and suburban montane, in an 
effort to evaluate both the availability of bioaerosol material in these 
environments and the relationship of their concentration to the 
environment of origin. Specific intra-environmental comparisons were also 
conducted including variations from the wet and dry seasons, forest edge 
effects, and the effects of sampling height. Rationale for these intra-
environmental tests was driven by the desire to understand how the 
presence of bioaerosols might evolve through time, variations in seasons, 
proximity to human habitation, and vertical profiling. This is an effort to not 
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only understand the variations between environments, but also within a 
single environment, which would be important if bioaerosol material is 
used as an environmental health indicator.  
 Future applications using bioaerosol material include tracking 
primary production rates and environmental changes due to external 
stressors. Current methods to determine primary production utilize time 
and resource intensive ground studies or satellite imaging. The more 
versatile satellite monitoring suffers from time and sensitivity delays due to 
the severity of environmental degradation necessary to be observable 
from space. In contrast, the time interval between ground studies and their 
limited coverage greatly restrict widespread application. Bulk bioaerosol 
measurement could provide a numeric indicator, which when combined 
with other indicators could paint a more holistic view of the health state of 
the environment. Field collection of bulk bioaerosols does not require 
extensive teams of scientists, and could be collected by local populations 
with relatively inexpensive equipment. Bulk bioaerosol measurement could 
represent a low-cost option to generate a valuable numeric indicator of 
environmental health once its relationships and preservation in various 
environments is better understood. With sufficient resolution of the 
components of bioaerosols to generate profiles, it may even be possible to 
detect animals and insects remotely. 
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Methods 
Total suspended particulate (TSP) samples were collected onto 47 
mm Teflon filters (Pall Gellman, Port Washington, NY) fitted on an open 
face 47 mm filter holder (Advantec, Dublin, CA) using a linear piston pump 
(Medo® model VP0435A, Hanover Park, IL). Samples were collected for 
24 hours for each sample with each environment being sampled for a 
minimum of 3 days, thus generating a minimum of 3 samples per location. 
Unless stated differently, the sampling height was 0.76 m. After collection, 
filter papers were dried at 35º C for 24 hours before being vacuum sealed 
in plastic petri filter holders for protection from the elements and transport. 
Samples were collected in a variety of different outdoor environments 
throughout Ecuador (detailed in Table 3.1 and visualized in Figure 3.1). 
The samples labeled Tena were collected on the grounds of the Andes 
and Amazon Field School located on the Napo River. The samples 
labeled Itapoá were collected from the Itapoá Reserve outside of Puerto 
Quito. The samples labeled Tiputini were taken on the grounds of the 
Tiputini Biodiversity Station sponsored by the Universidad San Francisco 
de Quito. Finally, the samples labeled Tumbaco were collected at a 
private residence in Tumbaco, a southeastern suburb of Quito. 
Environmental blanks were collected at each location and consisted of 
filter papers exposed to the environment in the filter holder without the 
application of suction. Photos of the equipment assembled at the locations 
near Tena and the Tiputini Biodiversity Station can be seen in Figure 3.2. 
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Table 3.1: Ecuadorian Sampled Location Names and Description of 
Physical Locations. 
 
   
Location Name Location Description GPS Coordinates 
   
   
Tena Buffered 
Secondary 
Transitional Forest 
Western side of the 
Andes in a secondary 
transitional forest at 445 
m elevation buffered by a 
kilometer of forest. 
S 01º 02’ 36.7” 
W 077º 43’ 05.0” 
 
Tena Edge Secondary 
Transitional Forest 
 
Western side of the 
Andes in a secondary 
transitional forest at 445 
m elevation constrained 
by a river and road within 
25 m on each side. 
S 01º 02’ 21.8” 
W 077º 43’ 09.0” 
 
Ipatoá Edge Secondary 
Transitional Forest 
 
 
Eastern side of the 
Andes in a transitional 
secondary forest with 
significant agricultural 
activity at 135 m 
elevation within 25 m of a 
road. 
N 00º 07’ 22.0” 
W 079º 16’ 16.9” 
Tiputini Pristine 
Rainforest 0.76 m 
 
Amazon basin in the 
Tiputini River watershed 
at 229 m elevation 
composed of pristine 
primary rainforest with 
sampling at 0.76 m 
(ground level). 
S 00º 38’ 12.9” 
W 076º 08’ 59.2” 
Tiputini Pristine 
Rainforest 10 m 
Amazon basin in the 
Tiputini River watershed 
in pristine primary 
rainforest with a base 
elevation of 229 m and a 
     
S 00º 38’ 12.6” 
W 076º 08’ 59.1” 
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Tumbaco Suburban  
Montane 
Andean suburb of Quito 
at 2,432 m elevation in a 
residential area. 
S 00º 13’ 51.0” 
W 078º 23’ 42.8” 
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Figure 3.1: Map of Ecuador with Sampled Locations Indicated with Sun 
Symbols. 
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Figure 3.2: Photographs of the On-site Air Sampling Assemblies.  
Collection sites at Tena Buffered Secondary Transitional Forest (A) and 
Tiputini Pristine Rainforest 0.76 m (B). 
 
Bulk protein quantification was performed on the collected filter 
paper samples using the standard protocol given in the Nanoorange Total 
Protein Quantitation Kit (Invitrogen®, Carlsbad, CA). The Nanoorange 
Total Protein Quantitation Kit utilizes a fluorescent tag with an excitation of 
485 nm and emission 590 nm. The samples were analyzed using a 
fluorometer (Shimadzu RF 551, Columbia, MD) at the emission 
wavelength of 590 nm. In preparation for the Nanoorange tag the filter 
papers were extracted once with 7- 1mL aliquots of HPLC grade methanol 
Fisher Scientific, Pittsburgh, PA) and then ultra-sonicated (Ultrasonic 
Power Corporation model 2000U 120- V, Freeport, IL) for 30 minutes. 
Vials used to prepare the standard protein curve using the protein 
standard provided in the kit were also prepared with 7 mL of HPLC grade 
methanol. All of the extracted samples and the standard curve prepared 
vials were dried at 72º C until dryness. Then the standard protocol was 
followed with the samples being vortexed for 30 seconds to 1 minute to 
insure the reincorporation of protein into the solution.  
 
Results 
 Measurable protein concentrations were recovered from all of the 
sample locations. Total protein concentrations are reported in µg of protein 
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per 36 m3 of air sampled. During the 24 hour sampling period 36 m3 of air 
were sampled and all samples were collected over 24 hours. Therefore, all 
samples are normalized to the same amount of air collected. Given the 
type of analysis performed, the type of protein recovered was not 
determined, but only the total protein concentration.  Each protein 
concentration was corrected for background protein signal using the 
location-specific environmental blank collected at each location. The 
average and standard deviation of each location was calculated for each 
relationship from a minimum of 3 sampling days and a maximum of 17 
sampling days. This represents a conservative approach for comparing 
different sample types, but it does lump together error from the analytical 
method as well as natural variations from the environment. These 
environmental variations could contain valuable information. 
 Several environmental relationships were compared on the basis of 
bioaerosolized protein concentrations in order to test some of the potential 
uses of bulk bioaerosol concentrations. The first relationship explored was 
to compare the bioaerosol concentrations from the primary rainforest, 
secondary transitional forests, and suburban montane (Figure 3.3). The 
average concentration of the bioaerosolized protein is highest in the 
primary rainforest with decreasing amounts being found in the secondary 
transitional forest and suburban montane samples. The least amount of 
protein was found in the suburban montane location samples. Within one 
standard deviation the average concentration in primary rainforest 
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samples are distinguishable from both the secondary transitional forest 
and suburban montane locations. The secondary transitional forests and 
suburban montane samples are not distinguishable due to an overlap of 
0.4 µg/36 m3; however, a clear trend in the average protein concentrations 
in the three locations is observable. 
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Figure 3.3: Graph Comparing Total Protein Concentration in Three 
Ecosystems. The  mean concentration of total protein from air samples 
measured in µg of protein per 36 cubic meter of air sampled during a 24 
hour period. The samples respresent the average from a primary 
rainforest, a secondary transitional forest, and a suburban montane 
location. Also graphed are error bars for a single standard deviation for 
each of the three sample types. 
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The next relationship plotted investigates the influence of seasonal 
weather changes on the amount of bioaerosol material available in the air 
for collection. Two locations were selected for this type of testing: the 
Tena secondary transitional forest and the Tumbaco suburban montane. 
At the Tena location, wet season sampling was performed in July 2009 
and dry season sampling in October 2009. At the Tumbaco location, wet 
season sampling was performed in November of 2009 while dry season 
sampling was performed in August 2009. Neither location displayed a 
significant change in the concentration of bioaerosols from wet to dry 
season. Although the average concentration of protein was consistently 
reduced slightly in the wet season at both locations. Also of note is that 
the standard deviation of the wet season samples at each location was 
slightly smaller than the standard deviation of the dry season samples at 
the same locations.  
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Figure 3.4: Graph Comparing Total Protein ConcentrationBetween the 
Wet and Dry Seasons. The mean concentration of total protein from air 
samples measured in µg of protein per 36 cubic meter of air sampled 
during a 24 hour period. The samples respresent the average protein 
concentration from a secondary transitional forest and a suburban 
montane location. For each of the sampled locations are samples from 
both the dry and wet seasons. Also graphed are error bars for a single 
standard deviation for each of the four sample types. 
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Also evaluated was the influence of sampling height on the 
concentration of bioaerosols sampled. Two sampling heights were tested: 
0.76 m and 10 m. This type of testing was only performed at a single 
location, Tiputini, with testing occurring within a week of each other to 
reduce the effect of changing seasons. The 0.76 m approximated ground 
level sampling. The average concentration of bioaerosolized protein found 
at ground level is higher than the concentration at 10 m. However, the 
standard deviation of the ground level samples is twice the standard 
deviation of the 10 m samples. The 10 m samples appear to have a 
consistently lower concentrations than the ground level samples, though 
they are not statistically distinguishable. 
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Figure 3.5: Graph Comparing the Effect of Sampling Height. The mean 
concentration of total protein from air samples measured in µg of protein 
per 36 cubic meter of air sampled during the 24 hour period. The samples 
respresent the average from a primary rainforest at ground level (0.76 m) 
and 10 m sampling height. Also graphed are error bars for a single 
standard deviation for each of the two sample types. 
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The final relationship examined this way compared samples 
collected in areas surrounded by undisturbed forest for at least 1 km and 
areas that are closely constrained by physical boundaries (25 m) like 
roads and rivers. These samples were collected at a single location at the 
Tena secondary transitional forest locale. This location contained within 
the same tract of forest both types of locations. The averaged protein 
concentrations are taken from both the wet and dry seasons for both 
locations. Although the standard deviation of the two sample types overlap 
greatly, there does appear to be a slight decrease in the quantity of protein 
found in the constrained or “edge” location which is a thin approximately 
50 m tract of secondary transitional forest located between a regional 
black top highway and a medium sized river, the Napo River.  
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Figure 3.6: Graph Comparing “Edge” Effects. The mean concentration of 
total protein from air samples measured in µg of protein per 36 cubic 
meter of air sampled during the 24 hour period. The samples respresent 
the average protein concentration from two locations within a secondary 
transitional forest. One is buffered by at least 1 kilometer of forest 
surrounding it while the other is closely closed-in on two sides. Also 
graphed are error bars for a single standard deviation for each of the two 
sample types. 
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Discussion 
 Assessing the possibility that bulk bioaerosol concentrations could 
be used as a fast, inexpensive, low-tech indicator of environmental health 
was addressed in this small scale pilot study, with several environmental 
variables being evaluated as well. This pilot study represents the first 
appraisal of the natural variations of bioaerosol concentrations in different 
environments, looking for trends in their concentrations along with what 
information about the environment could be tied to their concentrations. 
The motivation to collect samples for this pilot study in Ecuador lies in the 
richness of environmental diversity within the small, relatively traversable 
country such that a wide variety of sample types could be collected 
comparatively easily. An additional motivation to assess bioaerosol 
concentrations in Ecuador lies in the country’s pristine rainforest. 
Ecuador’s rainforest is believed to contain some of the most biodiverse 
areas on the planet as well as from a bioaerosol preservation vantage 
point, rainforests are the most inhospitable environment for bioaerosol 
preservation. The reason for this is that protein degradation is 
exacerbated by both heat and moisture, with both of these factors being 
amply available in the tropical rainforest.  Therefore, bioaerosols should 
be most quickly degraded there with this testing representing a worst case 
scenario.  
Bioaerosol samples were collected throughout a seven month 
period from June to December of 2009. The environmental samples were 
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collected in a suburban montane environment located outside of the 
capital city Quito in a residential area in Tumbaco at 2,432 m. This 
location is marked by a high degree of human alteration to the 
environment, deforestation, and air pollution intensified by several fires 
occurring during the time of testing. The location was tested during both 
the wet and dry seasons, but it is worth noting that during the year tested 
a large drought occurred in Ecuador reducing overall rainfall amounts.  
Environmental samples were also collected from two different 
secondary transitional forests. One forest is located on the eastern Pacific 
Ocean facing side of the Andes Mountains at an elevation of 135 m. This 
area is a transitional forest leading to the once massive Chocó Rainforest 
that ran the northeastern coast of South America that is now highly 
fragmented with large sections being converted to agriculture, specifically 
mono-culture plantations. During sample collection in November of 2009 
the drought was most severe of all of the sampled locations, with several 
crop failures and extensive dust problems. The sample location was 
located at the edge of the Itapoá Reserve which is constrained by a dirt 
road 25 m away and a small agricultural venture.  
The second transitional forest setting near Tena is located on the 
western Amazonia facing side of the Andes Mountains at an elevation of 
445 m. This area is a transitional forest leading into the Amazon rainforest 
at lower elevation. The area also represents a secondary forest, meaning 
the forest has experienced alteration by humans including deforestation 
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activity, agriculture, and human population. The location near Tena is not 
as agriculturally active as the area near the Itapoá Reserve, and more 
intact forest areas are there as well. Sample collection there was the most 
extensive, including wet and dry season collections as well as samples 
collected to investigate the relationship between natural environments 
insulated by large areas of intact environment (buffered) versus areas that 
are constrained by physical boundaries, like roads, rivers, agricultural 
activities, etc (edge). Wet season samples were collected in July of 2009 
while dry season samples were collected during late September and early 
October of 2009. Wet and dry season samples were collect at two 
locations. The first location was surrounded by a minimum of 1 km of 
undeveloped secondary transitional forest in all directions. This condition 
will be referred to as a buffered environment. In contrast, the second 
location was a thin tract of the same secondary transitional forest that was 
constrained on one side by a local black-top highway, approximately 25 m 
away. Parallel to the road 25 m on the other side of the sampled location 
was bound-in by a river, the Napo River. This location type will be referred 
as an edge effect location.  
The final location sampled was a pristine primary rainforest located 
in the Tiputini Biodiversity Reserve.  The reserve is located on a tributary 
of the Amazon River, the Tiputini River. Directly across the river is the 
largest national park in Ecuador, Yasuni National Park. Both are situated 
in the far western portion of the country with minimal amounts of human 
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population, mostly indigenous populations, and removed currently from 
the activities of petroleum companies and loggers. The elevation at the 
test area was 229 m at ground level. Samples collected at the Tiputini 
location investigated the importance of sampling height on bioaerosol 
concentration. Two heights were used for sample collection: 0.76 m 
considered ground level and 10 m. The generalized canopy height of the 
Tiputini location was approximately 45 m. Wildlife activity was observed 
near the installation of the air pumps, including squirrel and woolley 
monkeys within 5-15 m while spider monkeys and golden mantled 
tamarins were within 25-50 m. The animals observed did not appear to be 
disturbed by the sound of the air pumps nor the generator; an important 
consideration both to insure minimal negative effects to the tested 
environment including noise pollution as well as the possibility of collecting 
animal or insect related material for their potential identification. 
The most basic understanding gained through this pilot study is the 
fact that within a short sampling time (24 hours) using basic filter paper 
sampling, measurable quantities of protein are available in the bioaerosols 
contained in all of those environmental types. This was the most 
fundamental result necessary for this work to have any application in 
environmental monitoring. Although at this point the concentration of the 
bioaerosol material is not tightly correlated to the amount of primary 
production or the exact health state of the sampled locations, it justifies 
the pursuit of comparing traditional means of assessment to bioaerosol 
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concentration in order to have a measure of sensitivity. Also, combining 
larger collected samples to traditional trace protein analysis could open 
avenues to the application of bioaerosol profiles for the detection and 
tracking of organisms.  
Several important environmental relationships between sample 
location, time, and bioaerosol concentration were tested. The first was 
whether primary rainforest, secondary transitional forest, and suburban 
montane would produce differing amounts of bioaerosol material (Figure 
3.3). The primary pristine rainforest has one of the highest densities of 
living things on Earth. To support all of the animals and non-
photosynthetic life a high level of primary photosynthetic production must 
exist. This is visually evident by the density of the jungle plants. Therefore, 
of the three tested area types the primary pristine rainforest should have 
the highest degree of both primary production and biodiversity. In contrast, 
with its high degree of human alteration to the environment and elevation, 
the suburban montane environment would be expected to have the lowest 
degree of primary production and biodiversity. Finally, the secondary 
transitional forest would lie between them in the amount of primary 
production and in terms of biodiversity, bracketed by the primary and 
suburban environments. The average bioaerosol concentrations collected 
from these three highly varied environments also conform to this trend. 
The concentration for the primary pristine forest is statistically different 
from either of the other samples and is higher. The average 
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concentrations for the secondary transitional forest and the suburban 
montane have descending protein concentrations respectively; however, 
they are not statistically differentiable.  
In environments like the transitional forest where there are two 
seasons, the effect of these seasonal changes is of concern for 
aerosolized protein concentrations as rain has a cleansing effect on the 
air. The relationship between bioaerosol concentrations and season were 
tested in the Tena secondary transitional forest as well as the Tumbaco 
suburban montane location. Given that rain cleans the air of dust and 
other types of airborne particles it could be expected that overall 
bioaerosol concentration would be reduced during the wet seasons at both 
locations. The average protein concentrations were slightly reduced at 
both locations, but not to a statistically significant degree. It is an 
interesting note that the standard deviation of the wet season samples are 
reduced as compared to the dry season, which could indicate that aloft 
bioaerosols are closer to their equilibrium output during the wet season. 
However, without further systematic study absolute determination of the 
reason is not possible as so many factors are changed, like increased 
decomposition rates during the moist wet season. 
Next, a trial at the pristine primary forest briefly investigated the 
importance in sampling height to the concentration of bioaerosols that 
would be collected. Two sampling heights were tested; ground level (0.76 
m) and 10 m, to see if the air column between the ground and 10 m 
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supported a consistent concentration of bioaerosols or whether there 
would be a significant concentration gradient with height. The study found 
that at both the ground level and 10 m protein concentrations were 
statistically indistinguishable though the average concentration of 
bioaerosols does appear to slightly decrease with height. This would be 
expected for several reasons. First, the increased amount of decomposing 
biological material found near the ground is a likely source of 
bioaerosolized material. Next, bioaerosols are also likely to settle toward 
the ground due to their mass. Finally, it is possible that reduced 
contributions of bioaerosols are affected by the reduced quantities of 
organisms living higher in the canopy. Future testing would look at more 
heights throughout the approximately 45 m canopy and even above the 
canopy to help elucidate this relationship. 
The final relationship explored was that of the influence of edge 
effects. This relationship has grown out of an understanding that physical 
boundaries like roads, colonization activities, and even natural boundaries 
like rivers contribute to a thinning of the forest density and composition. 
This gradient in forest density and composition is important as different 
organisms require varying degrees of environment intactness to be able to 
survive. An example of this is the scarlet macaw, scarlet macaws have 
been observed to require tracts of pristine forests to live in, and respond to 
the advent of human activities by retreating further into the forest. But with 
largely fragmented environments where islands are created by physical 
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boundaries no area of intact forest may exist large enough to support the 
needs of the macaws. The findings here show a reduced amount of 
bioaerosol material in the edge environment, but not to a statistically 
significant degree. Though, the experimental approach could be adapted 
to address this as well as other listed issues with large deviations 
apparent in this study and many other kinds of environmental samples. 
A response to tighten the wide standard deviations is to increase 
sampling times so that day-to-day variations could be averaged out. 
Conversely, higher volume air pumps could also be utilized to collect 
larger amounts of bioaerosol material within a shorter period of time. Both 
of these methods could help to reduce the amount of variation by 
averaging it out over either more time and/or collecting more sampled 
material. Depending on the application desired for measuring bioaerosols 
these could be valuable adaptations, especially if testing is being used to 
investigate slower changing phenomena, like primary production. 
This study represents the first attempt to measure bioaerosol 
concentrations systematically throughout several highly varied 
environments. It also sought to relate bioaerosol concentration to 
significant environmental situations and sampling questions, including the 
degree of human alternation of the environment and sampling height. 
Although limitations have appeared in the form of non-statistically 
significant variations in concentration, definite trends in the average 
concentration of bioaerosol material are apparent. These trends also 
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appear to match current understanding of those relationships using 
current ecological methods. This study has provided insight into the value 
that further examination of bioaerosol concentration and composition 
could harbor for ecological research and conservation. It has also afforded 
a view of the feasibility of bioaerosol concentration measurements, and 
imparted the importance that may allow additional bioaerosol research to 
continue. 
 
Conclusions 
Measurable concentrations of aerosolized proteins, bioaerosols, 
were measured in all environments tested. The environments tested 
included primary rainforest, secondary transitional forest, and suburban 
montane. Overall bioaerosol concentrations display a correlation with 
expected primary production levels in the three environments. Other 
tested relationships between wet and dry season variations, area of intact 
environment tested, and sampling height yielding non-statistically 
significant results. However, a trend in the average concentration of 
bioaerosol were observable in all three cases with reduced protein 
concentrations being found in the wet season, marginalized environments, 
and 10 m above ground sampling height. This study has displayed 
promise that the technologically simple bulk bioaerosol concentration 
investigation could prove to be an important indicator for environmental 
health as well as other ecologically relevant subjects. 
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CHAPTER 4 
CHARACTERIZATION OF PARTICLE CAPTURE IN A SAWTOOTH 
PATTERNED INSULATING ELECTROKINETIC MICROFLUIDIC DEVICE 
 
Introduction 
In addition to traditional methods (e.g. size exclusion, filtration, 
centrifugation, etc.), the separation of particulates (100 nm to 10 microns) 
has employed either electrophoretic (EP) or dielectrophoretic (DEP) 
forces.  In EP size and surface charge define the interactions, while the 
DEP force is influenced by all physical electrostatic and electrodynamic 
properties of the particles and surrounding solution.  As described by Pohl 
(Pohl Dielectrophoresis) in the 1950s, DEP utilizes non-uniform electric 
fields to take advantage of polarization and permeability of neutral bodies 
as well as the permeability of their surrounding medium to create 
separations.  When applied to biological targets, these features allow 
subtle changes in biochemistry that effect cell polarizability to be exploited 
for separating bioanalytes, including discriminating living vs. dead or 
various metabolic states.(Alper; Borgatti et al.; Pysher and Hayes)  The 
application of DEP extends far beyond bioseparations, ranging from 
simple statically charged amber to the ground breaking foundational work 
of Pohl which focused on the action of DEP on suspensions.(Pohl "The 
Motion and Precipitations of Suspensiods in Divergent Electric Fields")  
The DEP forces can be induced by both AC and DC fields, and is used for 
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environmental samples and blood based diagnostics (Kovarik and 
Jacobson; Cheng et al.; C.  de la Rosa et al.; Carlos De la Rosa et al.; 
Beck et al.; Park and Beskok; Varshney and Li), along with viral 
isolation.(Docoslis et al.; Park, Akin and Bashir; Hubner et al.)  DEP-based 
systems have successfully separated, isolated, and manipulated particles 
from a few nanometers to approximately 100 µm, encompassing many 
targets of great interest.(Meighan, Staton and Hayes)  
 Conventional applications of DEP are generally limited to the 
bifurcation of samples where one component of a mixture is retained while 
others flow through or mixtures are separated into two sub-populations. 
This is true in both the DC and AC regimes. Also, embedded electrodes 
are often used, leading to several negative impacts on separations; 
including undesirable chemical reactions at the electrode surface and gas 
formation due to electrolysis of the surrounding fluid. Some of these 
effects are minimized by using AC fields; however, using solely AC fields 
prevents the use EP forces for separation. The separative advantage of 
DEP and EP in comparison to more traditional technique like standard 
filtration and ultracentrifugation is the richness of the vectors of separation 
inherent to DEP and EP. Where both filtration and ultracentrifugation 
depend on the size and mass of the analyte, DEP and EP can fine tuned 
multiple physical property vectors. As a result DEP and EP are capable of 
yielding a higher resolution separation.  
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This chapter builds on the insulator-based DEP (iDEP) work of 
Cummings and Singh.(Cummings and Singh)  This technique utilizes 
insulating material to shape the electric field, and allows for the electrodes 
to be placed distal from the area of the separation.(Pysher and Hayes; 
Cummings and Singh;Lapizco-Encinas et al.; Gallo-Villanueva et al.; 
Martinez-Lopez et al.; Calander; Hindson et al.; Clarke et al.)  Moving the 
electrodes away from the separation zone minimizes the impact of 
reactions and gas production.  With these problems mitigated, DC fields 
can be used so that both EP and DEP forces can be simultaneously 
exploited.  Whereas early iDEP designs depended on insulating features 
in parallel that obstruct the channel, in this work the insulator structures 
are placed at the edge of the channel (Figure 4.1) to shape gradients and 
allow multiple distinct traps of differing strength along the length of the 
device.  This combination of global channel taper and non-uniform field 
gradients produces a design that utilizes both EP and DEP forces in 
opposition as modeled in Chen et al.(Chen et al.)  The use of both EP and 
DEP allows size, charge, polarizability, deformability, surface charge 
mobility, dielectric features, and local capacitance to be exploited for 
separation and the resolution of the analytes.  
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Figure 4.1: Diagram of the Basic Unit of the Insulating Gradient Structure 
Including Vocabulary. The vocabulary describes the geography of the 
particle position within the structure. Below is a schematic of the total 
device that is made from several repeats of different sized basic units. The 
insulating gradient structure (IGS) is connected with straight walled 
channels to reservoirs used for sample introduction and electrode 
placement. 
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The DC-iGDEP strategy has proven very useful for separation of 
several species live/dead bacteria.(Pysher and Hayes) While this proved 
its utility, the DEP forces are extremely difficult to quantify because of the 
complexity of the physical properties of the bacteria. In contrast, this work 
examines the behaviors of well described polystyrene particles in a DC-
iGDEP system to better understand the underlying forces.  Further, the 
range of influence is established across a wider range of the analyte sizes 
(20 nm, 200 nm, and 1 µm) mimicking bioanalytes from viruses to cells. 
Upon introduction to the more open end of the channel, particle movement 
is dominated by EP and electroosmotic flow (EOF). Once the particles 
enter the saw tooth patterned portion of the channel described further as 
the insulating gradient structure (IGS), particle motion combines EP and 
EOF with a countering DEP force. The balance of these forces and their 
action on the various physical properties of the analytes enables device to 
act as an amalgamation of single separation processes. Selective capture 
and resolution of polystyrene particles is shown over the range of 20 nm – 
1 µm individually as well as some co-capture of two different sizes using 
DC-iGDEP.  
 
Materials and methods 
Fluorescent Particles. Sulfate-capped fluorescent green polystyrene 
particles of 20 nm, 200 nm, and 1 µm diameter with 505/515 
excitation/emission properties were used as well as 1 µm red polystyrene 
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particles with 580/605 excitation/emission (Invitrogen, Carlsbad, CA). 
Particles were suspended in a circumneutral 2 mM phosphate buffer. A 
portion of the particle solution was introduced to the channel via the 
reservoir at the broader end of the device (Figure 4.1).   
Device Fabrication. The microfluidic devices were fabricated using 
standard photolithography, fabrication, and bonding techniques.(Mack) 
Devices were cast using Sylgard 184 silicone elastomer kit 
polydimethylsiloxane (PDMS) (Dow/Corning, Midland, MI U.S.A.). The 
photomasks were designed using AutoCAD (Autodesk, Inc., San Rafael, 
CA) and photolithographic positive stamps were made using AZ P4620 
photoresist (AZ Electronic Materials, Branchburg, NJ) and contrast 
enhancement material CEM388SS (Shin-Etsu MicroSi, Inc., Phoenix, AZ). 
Devices were fabricated from PDMS with a glass cover plate (Home 
Depot door glass replacement squares, Tempe, AZ). The glass cover 
plates were triple washed with alconox, 18 MΩ water, and isopropyl 
alcohol. After which they were baked overnight at 450º C. Shortly after the 
PDMS portion of the device was fabricated access holes were made using 
a hole punch, 3 mm diameter through 0.5-1 cm of PDMS, and then was 
sealed to a glass cover plate by plasma oxidation, followed by contact 
sealing.(Haubert, Drier and Beebe) For some devices, the only one, or the 
other, surface was treated with the plasma.  
The geometry of the insulating gradient structure consisted of 
successive triangular units that extended into the open volume to induce 
  71 
local electric field gradients. The insulating PDMS 60˚ triangles begin with 
a base length of 6 µm and a height of 5.2 µm. Their side length and width 
increase by 40 µm after every 6 repeat (Figure 4.1), resulting in an initial 
gap distance is 945 µm and the final gap distance being 27 µm. The IGS 
connects the two reservoirs created by the hole punch where sample and 
buffer were introduced to the channel. The channel depth ranged from 13-
16 µm. 
Experimental Settings. Sample was introduced via the reservoir at the end 
of the IGS with the larger gap distance. After sample introduction, platinum 
wire electrodes (0.404 mm external diameter 99.9% purity, Alfa Aesar, 
Ward Hill, MA) were placed in each of the reservoirs in contact with the 
solution and attached to a power supply (Series 225, Bertram). The 
voltage was set at the specified potential, between 50 to 1200 V, for the 
time specified, between a few seconds to several hours for each 
experiment. 
Visualization was achieved using an Olympus inverted IX70 
microscope with a mercury short arc H30 103 w/2 light source from 
OSRAM and an Olympus DAPI, FITC, Texas Red triple band pass cube 
(Olympus, Center Valley, PA). Images of the device were captured using a 
miniVID video camera (LW Scientific, Inc., Lawrenceville, GA) that saved 
color .avi formatted files.  
Image Processing. Images of the IGS as single still frames were taken 
from the raw date file (stored in the .avi format) using Microsoft Windows 
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Movie Maker. From these still frames images of each cell (Figure 4.1) 
along the channel were stored as individual images. These images were 
used to construct mosaics of the entire channel as well as used in 
Mathematica to quantitate the red, green, and blue channels of the image. 
The data presented represents multiple replicates (n>3) with isolation 
events occurring in the same position. 
 
Results 
 Polystyrene particles were used as probes of the electrokinetic and 
dielectrophoretic behaviors of the device. Isolation and concentration of 
sulfate-capped 20 nm, 200 nm, and 1 µm (two types, red and green) 
diameter particles were demonstrated under a variety of conditions.   
Two terms are defined here to facilitate discussion. Gate is defined as the 
area directly between the narrowest portions of local IGS immediately 
between the teeth points, defined by the insulating wall material. A cell is 
defined as the volume between and within two gates (Figure 4.1).  Further, 
the diverging (increasing channel width) and converging (decreasing 
width) faces are also defined.  The designation of diverging and 
converging is given relative to the direction of the electrophoretic 
movement of a positively charged particle.  This unit is repeated several 
times within the complete device with varying physical dimensions. Within 
the cell the local field gradient is defined by the diverging and converging 
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faces of the insulating wall of the IGS in response to the global applied 
field.  
Surface treatment variations resulted in slightly differing behaviors 
of the probe particles. Plasma oxidation was used to convert the PDMS 
surface temporarily to hydrophilic silanol groups and allow bonding to the 
glass cover plate. By treating both the PDMS surface and glass cover 
plate, a non-reversible bond is created while only treating the PDMS 
channel and then contact-sealing to the glass resulted in a reversible 
bond.  Depending upon whether one or both surfaces were treated, 
characteristic behaviors were observed, described in details below, which 
are attributable to variations in local electroosmotic flow.  By treating only 
the PDMS portion the movement and the behavior of the particles within 
the IGS appeared more orderly, while when both surfaces are treated the 
movement appears to be more chaotic.    
 One set of experiments focused on the behaviors of a mixture of 
200 nm and 1 micron diameter particles. Fluorescent micrographs (with 
some white light illumination to accent wall features) of the narrowest 
portion of the IGS containing 200 nm green spheres as well as 1 µm red 
and green spheres were captured (Figure 4.2).   
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Figure 4.2: Comparison of 200 nm Particle Capture and Diffusion. Side by 
side comparison of the DC-iGDEP channel separated by the middle black 
line of the device with and without an applied electric field. The channel 
contains 1 µm red and green particles in addition to 200 nm green 
particles. The top panel shows the channel and its contents exposed to 
150 V/cm. Within 5 seconds capture of the 200 nm particles on the 
converging face near the gates small arcs were observed while the 1 µm 
particles stream through. The bottom panel shows the channel and all of 
the particles dispersed completely throughout the channel without voltage 
being applied. Note that the 200 nm green particles are not detectable in 
the absence of the applied electric field.  
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The device had been prepared by plasma treating only the PDMS channel 
that was then contact-sealed to a glass cover plate producing a reversible 
bond.  Matched images of the colloid dispersed throughout the IGS 
(Figure 4.2, bottom), absent an applied electric field, and with the field 
applied (Figure 4.2, top) were compared.  Observing the differences 
before and after application of the external electric field demonstrated 
typical behavior for these particles within the IGS. Upon application of the 
field (150 V/cm, average global), the 200 nm green particles are forced 
immediately (<1 s) into discrete arcs on the converging face and establish 
a steady state after just 5 seconds. The arc occupied a volume of 
approximately 100 pL. These 200 nm particles are not visible as individual 
particles (below the optical diffraction limit) or at the initial concentration 
chosen for these experiments. They only become visible upon the 
isolation and concentration processes upon application of an external 
electric field. While the 200 nm green particles are collected in these arcs 
at the converging faces the 1 µm red and green particles were observed to 
stream quickly through the cells and gates in the opposite direction of the 
200 nm particle capture. Effectively the 1 µm particles were separated and 
removed from the 200 nm particles.  
 The capacity for this technique to concentrate particles was 
investigated using the 200 nm particle data. In order to define and 
quantitate an enrichment factor or the amount of concentration increase of 
the analytes, several approaches were taken. First, the light intensity 
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within the focused arc was compared to an area within the cell with no 
detected fluorescence (prior to application of potential). To compensate for 
the bright field illumination the blue channel intensity was subtracted, 
since the particle fluorescence was in the green channel only. From this 
spectroscopic approach an increase of ~4 x 103 was determined at a 
single gate. Within the IGS there are six gates of the same gap distance. 
Assuming the same enrichment factor for each of those six gates the 
global device would have an enrichment factor of 2.4 x 104 times 
assuming identical capture along the six gates.  Alternatively, this 
enrichment could also be viewed in terms of particles isolated. Using the 
volume of a 200 nm spherical particle, 2.4 x 104 particles could reside in 
the 100 pL capture volume. Extended to the six gates, ~1.4 x 105 particles 
are isolated. Finally, the enrichment factor could be as high as 3 x 106 —
given the entire particle load, meaning the device is not overloaded, in a 
sample volume of 50 µL was completely captured in a volume of 100 pL at 
the gates as observed in the experimental data.  
 The individual intensities of the red, green, and blue channels of the 
raw data file for each cell over the length of the IGS were used to assess 
the selectivity of processes (Figure 4.3).   
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Figure 4.3: Intensity Graph of 20 nm Particle Capture. Graph of the 
intensity of the red, green, and blue channel intensity axially along the 
insulating gradient structure. The device contained 1 µm red and 20 nm 
green particles exposed to 287 V/cm. Cell number is counted from the 
narrow end of the insulating gradient structure to the broadest portion. 
Clear capture of the 20 nm green particles was observed in cell numbers 1 
and 2 as can be seen in the photo mosaic of the insulating gradient 
structure in the upper portion of the graph. 
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The cell number is counted from the exit at the narrowest portion of 
the device (cell #1) toward the widest portion of the device.  Cell number is 
counted from the narrowest end arbitrarily to minimize the cell number 
magnitude where isolation is achieved.  Above the graph (Figure 4.3) is a 
photo composite of the channel from which the red, green, and blue 
intensities were extracted using in-house developed Mathematica 
program.  The background was established from the average of cell 
numbers 7-9 (black in the photo mosaic), where the resulting magnitude 
was subtracted from the rest of the cell values.  The device was plasma-
treated only on the PDMS channel portion and was filled with 20 nm green 
particles and 1 µm red particles.  The sample was exposed to 287 V/cm 
(average global field) for approximately four minutes.  Isolation and 
concentration was observed via the increased signal response in the 
green channel, along with visual evidence, of only the 20 nm particles in 
the first and second cell of the device.  The capture of the particles 
appears to be throughout the cell with slightly increased particle density 
toward the converging face of the cell.   
 Given a similar treatment, 1 µm green particles are shown to isolate 
and concentrate in a discrete zone found in cells 5 and 6 after 150 V/cm 
(average global) was applied (Figure 4.4).  
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Figure 4.4: Total Intensity Graph of 1 µm Particle Capture. Total intensity 
of the red, green, and blue channel intensities combined graphed along 
the insulating gradient structure. The channel contained 1 µm green 
particles exposed to 150 V/cm. Clear capture of the 1 µm green particles 
was observed in cell numbers 5 and 6 observable as bright spots in those 
cells in the above mosaic.  
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The image was captured using both bright field illumination and 
fluorescence to aid in determining the geography of the particle capture 
along the IGS’s length. The zone of particle isolation is clearly observable 
in the increased intensity found in cells 5 and 6 along with the bright spots 
visualized in the device mosaic above the plot. Especially when compared 
to the rest of the device’s intensity where little to no fluorescence can be 
observed indicating the ability of the device to concentrate and localize the 
analyte. The captured particles are on the converging face of the cell. The 
background was averaged and used for subtraction using the intensity 
from cells 1, 2, and 9-25. 
 Treating both the PDMS channel as well as the glass cover plate 
with the plasma created a non-reversibly bonded device that was able to 
simultaneously capture 200 nm green particles in one zone while 
capturing 1 µm red and green particles in a different zone (Figure 4.5).  
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Figure 4.5: Intensity Graph of the Co-capture of 200 nm and 1 µm 
Particles. Graph of a section of the insulating gradient structure containing 
1 µm red and green particles along with 200 nm green particles exposed 
to 150 V/cm divided into the total intensity of the red, green, and blue 
channel intensity. Clear capture of the 200 nm green particles was 
observed in cell number 2 with capture of 1 µm particles up field of cell 11, 
specifically in cells 12 and 13 as seen in the mosaic of the insulating 
gradient structure. Some particle overloading was observed in the form of 
non-specific absorbed spots of particles further explored in the results 
section.   
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The background was taken as the average of cells 1 and 3. The channel 
was exposed to 150 V/m (global average) to elicit capture. Although the 
channel was greatly overloaded with particles as evident from the bright 
spots of non-specific absorption, these zones were distinguishable from 
areas of field controlled capture by noting particle relaxation after the 
voltage was removed. If no relaxation was observed then the spots were 
masked (effectively subtracted) during the intensity determination. Capture 
of the 200 nm green particles in cell 2 as well as capture of most of the 1 
µm particles both red and green were observed at cells 11 and higher. 
The 200 nm particles appear to have been captured both at the 
converging face and throughout the upper portion of cell 2. While the 1 µm 
particles were observed at the converging faces of the cells where they 
were captured.   
 
 Discussion 
 Expanding current understanding of the abilities of DC-iGDEP to 
isolate particles over a biologically relevant range of particle sizes was 
accomplished using fluorescent polystyrene particles with well defined 
physical properties. In this study, the particle size ranged from 20 nm – 1 
µm, consistent with several biologically and biomedically relevant 
bioanalytes (Figure 4.6).  
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Figure 4.6: Sizes of Common Bioanalytes. Size range of common 
bioanalytes compared to the necessary methods of visualization. Adapted 
from www.invitrogen.com. 
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For instance, several different types of bacteria range in size from 1 µm – 
10 µm (Matthews, Ahern and Holde) with some common water- borne 
pathogenic bacteria Cryptosporidium parvum and Giardia intestinalis 
being ~5 µm and ~10 µm respectively.(Ortega) These bacteria are known 
to be common sources of infection from untreated or improperly treated 
water in both the underdeveloped and industrialized world.(Medem et al.) 
This size range overlaps the current work as well as the previous bacterial 
separations of Pysher and Hayes.(Pysher and Hayes) Viruses generally 
range in size from several tens of nanometers to roughly 100 nm. 
(Matthews, Ahern and Holde) This includes common viruses like the 
influenza virus strain H1N1 (120 nm)(Ackermann and Berthiaume; Palmer 
and Martin) or the lethal human immunodeficiency virus (HIV) (120 nm). 
(Levy) These potential future targets fit well within the size range of 
particles tested and may point to new application for this technology. The 
benefits of DC-iGDEP technology over current methods for these 
applications would be its ability to capture multiple analytes along the 
length the device, its open channel design (compared to filter 
approaches), and its speed of separation. The co-capture of several 
bioanalytical targets could allow for simultaneous testing as well as 
separate purification within a single step process. In combination with the 
open channel design in IGS could allow for in-channel detection elements 
or for the system to be pressurized for further off-line analysis without 
further preparative steps to remove interfering sample matrix, like gels, or 
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culturing media which could hamper testing. Finally, the ability for DC-
iGDEP to quickly separate targets on the order of tens of seconds to a few 
minutes exceeds current technology used for these applications. 
Therefore, this work displays great promise by manipulating particles in 
this size range for future applications expanding for several bioanalytes: 
viruses, organelles, bacteria, and animal cells.  
 The capability to manipulate 200 nm particles quickly and 
economically would prove to be a serious breakthrough for several 
different industries working with analytes from a few nanometers to 100 
µm.(Meighan, Staton and Hayes) As shown in Figure 4.2, 200 nm 
particles were discretely concentrated in several bright arcs, each 100 pL. 
The particles were shown to collect after only five seconds of applied field. 
However, not only were the 200 nm green particles shown to selectively 
capture, but 1 µm green and red particles were free to stream through the 
device toward the reservoirs where they could be collected or removed. 
Current methods like laser light scattering can be used to analyze size 
distribution in complex sample, but to be able to physically separate the 
current methods generally employed are filtration, gradient 
ultracentrifugation, and size exclusion chromatography.(Skoog, Holler and 
Nieman) The time necessary for filtration which is currently the fastest 
method takes a few seconds, but it only bifurcates the sample around a 
single size cut-off and needs larger samples. Size exclusion 
chromatography is more time intensive (tens of minutes or longer), but 
  86 
does physically separate analytes from a few nanometers up to several 
hundred nanometers.(Skoog, Holler and Nieman) The dynamic size range 
for size exclusion chromatography is slightly smaller than DC-iGDEP the 
separation is also only based on size limiting the resolving ability of the 
technique. Other methods utilizing DEP for the bifurcation of samples do 
work more quickly. Yet, these methods depend solely on DEP and are 
subject to the limitations of purely DEP forces detailed in the introduction, 
specifically the inability to exploit EP and its ability to separate based on 
size and surface charge.   
 In addition to the ease of isolation, the time of separation is also an 
important factor when hoping to mate a separative preparation system to 
either direct detection or further processing off-line in order to maintain 
bioanalyte viability. For these reasons the ability to maintain the viability of 
the bioanalyte is highly desirable. Although there has not been extensive 
amounts of research looking at the effects of separation on the viability of 
different bioanalytes, Gupta et al. have shown that both yeast and 
fibroblasts are able to withstand field strengths from 150 to 170 V cm-1 for 
approximately 45 minutes.(Gupta et al.) These field strengths are 
consistent with the global field strengths used in this study while the 
exposure times were lower, from 5 seconds to 20 minutes. It stands to 
reason that minimizing the time of exposure would be preferable in order 
to minimize the disturbance the cell sustains. Therefore, there is a high 
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probability that this method could maintain bioanalyte viability allowing for 
further analysis.  
 To be able to evaluate the effectiveness of DC-iGDEP in 
comparison to other separation schemes some measure of resolution 
must be determined. One metric of the method’s resolution is to compare 
to the dielectrophoretic size limit. This size limit is created when the 
thermal mixing forces (Brownian motion) exceeds the ability of the DEP 
force to separate and isolate. The force associated with thermal mixing 
increases as particle size is reduced making it more difficult to use DEP to 
manipulate smaller target bioanalytes. As treated by Pohl(Pohl 
Dielectrophoresis) the DEP lower size limit ranges lies from 10-100 nm. 
Using Pohl’s approach DC-iGDEP is capable of overcoming the 2.07 x  
10-12 N per particle forces in order to be able to capture and isolate the 20 
nm polystyrene particles. The 20 nm particles captured here lie toward the 
lower end of the size limit range. This size of particle manipulation has 
been found in other types of iDEP(Gallo-Villanueva et al.; Calander; 
Clarke et al.) making DC-iGDEP comparable to these methods. However, 
DC-iGDEP also allows for the exploitation of EP forces and separation as 
well as repeated multiple traps leading to the advantages of not being 
limited to bifurcation of the sample (co-capture) and higher capture yields 
than single trap systems like Clarke or Calander.(Clarke et al.; Calander) 
 Building upon this work along with the theoretical work of Chen et 
al.(Chen et al.) and the bacterial separations of Pysher and Hayes (Pysher 
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and Hayes) the direction of predictive design of DC-iGDEP for specific 
bioanalytes could be achieved through the control of several tunable 
parameters. In addition to the experimental conditions of varying voltage 
and buffer composition and strength there are several device design 
conditions that could be tailored to particular bioanalyte. The electrical 
field can be shaped and manipulated by changing the shape, dimensions, 
and spacing of the insulating features. These parameters influence the not 
only the shape of the electric field, but also changes the electric field 
gradient on which DEP depends. Different materials, varying plasma 
treatments, and surface coatings can also be used to alter properties like 
electroosmotic flow.(Cummings et al.) By understanding the 
electrophoretic and dielectrophoretic mobilities of a target bioanalytes 
combined with the theoretical model of Chen et al. these different 
fabrication and experimental conditions can be manipulated to fit the 
necessary conditions.  
 Several lines of evidence presented here display promise for the 
separation of complex mixtures and the tunable nature of the DC-iGDEP. 
Given the diverse targets already tested from biological (bacteria) to 
variously sized polystyrene particles (20 nm – 1 µm) DC-iGDEP may have 
applications is several settings where target analytes are low in 
concentration. For example, environmental applications could include 
waste water monitoring for harmful bacteria where small colonies are 
greatly diluted in large volumes of liquid. While biomedical applications 
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could benefit from the quick separation times to be better able to detect 
small amounts of blood borne bacteria or virus.  
 
Conclusions 
 The research presented here demonstrates the broad size range 
that current DC-iGDEP technology can separate, isolate, and concentrate. 
The polystyrene particle sizes used (20 nm, 200 nm, and 1 µm) represent 
the sizes of several bioanalytes of interest: animal cells, bacteria, and 
viruses. Here DC-iGDEP demonstrated its ability to isolate and 
concentrate each of the sizes individually as well as co-capturing 1 µm 
and 200 nm particles simultaneously and reproducibly. Moreover this 
capture was quick (few seconds to a few minutes) and reversible, opening 
up the possibilities for further analysis. The method has also shown its 
ability to resolve 20 nm particles, which lies toward the lower size limit of 
separation due to Brownian motion. Finally, the enrichment factor found 
for 200 nm particles experimentally was 103 and could be expected to be 
as high as 106 in systems that are not overloaded with respect to particles. 
Combining the size range covered with the high levels of enrichment DC-
iGDEP shows promise for future applications in separation and 
concentration of bioanalytes found in low levels like bacteria and viruses in 
blood.  
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CHAPTER 5 
MANIPULATION AND CAPTURE OF β AMYLOID PROTEIN FIBRILS 
AND MONOMERS BY DC INSULATOR GRADIENT 
DIELECTROPHORESIS (DC-IGDEP) 
 
Thirty different human diseases have been associated with non-
natively folded proteins, where the toxic species are believed to be 
specific conformers or aggregates.(Chiti and Dobson) This has resulted in 
active research in medical, biochemical, and analytical chemistry fields to 
identify the bad actor, where the ability to manipulate and concentrate 
various conformers and aggregates is of paramount importance. An 
example is the amyloid cascade theory associated with Alzhiemer’s 
disease, where only certain structures of the amyloid are believed to be 
toxic.(Golde, Eckman and Younkin; Irvine et al.; Rambaran and Serpell; 
Roher et al.; Roychaudhuri et al.; Walsh and Selkoe) To effectively 
develop therapeutics, specific knowledge of all constituent conformers and 
aggregates is needed. Disease treatment and prevention is focused on 
the individual species of monomers, conformers, and oligomers species 
resulting from the transformation of the β amyloid protein monomers to the 
final mature fibrils. Each of these different species has unique properties 
with certain moieties believed to contribute more to the pathology of the 
disease state. Traditional means of purifying various sub-species of β 
amyloid protein and other mis-folded protein types have relied heavily on 
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techniques such as sedimentation and capillary electrophoresis 
(CE).(Alper and Schmidt; Colombo et al.; Kato et al.; Lewczuk et al.; 
Mohamadi et al.; O'Nuallain et al.; Rambaldi et al.; Sabella et al.; Verpillot 
et al.; Picou et al.) Sedimentation usually uses larger volume preparations 
and cannot effectively separate sub-species, being generally limited to 
resolving only insoluble from soluble components. While CE uses small 
volume samples and provides greater resolution of species, it however 
dilutes the targets. Several other methods are also unable to overcome 
these limitations including high performance liquid chromtography (HPLC), 
gel electrophoresis, tunneling electron microscopy (TEM), etc.   
The addition of new separatory forces can be used to both resolve 
and concentrate the various species in the β amyloid aggregation process. 
Exploring these options, direct current based insulator gradient 
dielectrophoresis (DC-iGDEP) was applied to the ‘bookends’ of the 
process: monomers and proto-fibrils. DC-iGDEP combines the separatory 
forces of electrophoresis and dielectrophoresis to potentially create high-
resolution separations that can also concentrate analytes at the collection 
points.  Previously, DC-iGDEP has shown the capability of separating and 
concentrating analytes in a size range pertinent to β amyloid proteins and 
fibrils, from 20 nm to 1 µm.(Staton et al.; Pysher and Hayes) Here in this 
chapter is shown preliminary evidence that DC-iGDEP provides a 
separatory platform to be able to purify and concentrate β amyloid 
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aggregates (represented by fibrils), and with further tailoring of the 
channel design be able to address the other species of amyloid protein.  
In comparison, CE employs a small portion of electrokinetic forces 
(net monopole versus viscosity) possible and sedimentation bifurcates 
samples around a single size range cutoff. Using DC-iGDEP provides an 
expanded suite of separation differentiators to gain resolution by offsetting 
electrophoresis and dielectrophoresis within a single separation channel. 
The addition of dielectrophoretic forces increases the analyte-specific 
separation vectors to include the permeability and conductivity of the 
particle as well as the same parameters for the surrounding medium, 
which can be tuned. Combining these forces in opposition translate to 
discrete collection points that also concentrate the target species. This 
achieves both the separation and concentration of β amyloid protein-
related structures for direct quantification or use in downstream research 
on the properties of those structures.   
 
 
 
 
 
 
 
 
  93 
 
 
 
 
 
 
Figure 5.1. Diagram of the Direct Current Insulator Gradient Dielectro-
phoresis (DC-iGDEP) Device. The open tapered microfluidic channel 
integrates an insulated sawtooth pattern which generates localized non-
uniform electric field gradients of increasing strengthen from left to right. 
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The design and construction of the DC-iGDEP device is detailed in 
Staton et al. (Staton et al.) The polydimethylsiloxane (PDMS) and glass 
fabricated microfluidic DC-iGDEP channel (Figure 5.1) had the β amyloid 
protein sample introduced into the reservoir at the broader end of the 
channel. The β amyloid protein samples, monomer and proto-fibrils, were 
prepared in the same manner detailed in Picou et al.(Picou et al.) The 
monomer and proto-fibril samples were tested separately. The reported 
behaviors were consistent and representative of multiple experiments 
using three independent preparations of the monomer and proto-fibril. 
Separation behavior was observed using global applied voltages between 
400 to 1000V for times from 1 to 15 minutes for each experiment.  
Separation behavior was monitored via fluorescent microscopy. 
When introduced into the DC-iGDEP channel the monomers consistently 
created streaming patterns under all of the applied voltages applied (400 
to 1000 V, Figure 5.2). The monomer sample penetrated completely 
throughout the channel. At the two higher voltages tested, 800 and 1000 
V, streamlines of the monomer material along the centerline of the 
channel appear indicating significant influence of electrokinetic forces. 
However, none of the conditions tested resulted in the monomers being 
captured with current channel configuration.  
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Figure 5.2. Monomer Behavior in the DC-iGDEP Device at Four Voltages. 
Four pane close-up of the narrowest portion of the DC-iGDEP channel 
during testing of the β amyloid monomer samples under various global 
applied voltages, (A) 400 V, (B) 600 V, (C) 800 V, and (D) 1000 V. The 
diffuse light areas show the fluorescently tagged monomers evenly 
distributed throughout the channel without response over the tested 
voltages. 
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In contrast when the β amyloid proto-fibril samples were tested 
using the DC-iGDEP channel separation and collection of the proto-fibrils 
was observed (Figure 5.3). Images of the proto-fibril behavior indicated 
movement below 400 V (global) and capture above 400 V. The 
concentration of proto-fibrils continued over the entire tested range of 
global applied voltages with the local intensity increasing at increased 
applied voltages.  
Small amounts of non-specific adsorption of the amyloid material 
were also observed along the channel surface. Without surface treatments 
or coatings, non-specific protein adsorption is common. In order to 
differentiate between non-specific and DC-iGDEP- controlled capture, the 
applied voltage was removed and bright areas were monitored for 
evidence of volume diffusion. Following a short period of time the voltage 
was reapplied to allow selective capture to occur again. This process was 
repeated several times to verify that the capture was the result of the DC-
iGDEP as well as an indicator of the ability the technique to reproducibly 
manipulate the proto-fibrils. The proto-fibril material controllably collected 
at tips of the sawtooth-patterned insulating channel. The position of the 
capture indicates that, under the experimental conditions, the proto-fibrils 
exhibited behaviors consistent with positive dielectrophoresis, meaning 
that the collection points were where the electric field intensity is greatest. 
According to classic theory, particles that undergo positive 
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dielectrophoretic capture are less permeable than the surrounding 
medium.  
Evaluating the ability of the DC-iGDEP method to concentrate the 
proto-fibrils was performed. The fluorescence intensity at the collection 
points was compared to background levels the channel where no obvious 
capture had occurred. Under some experimental conditions, the channel 
was overloaded with proto-fibrils and the enrichment was approximately 
400%. However, under lower loading, the theoretical capture efficiency 
can be as high as 600%. Variations in the enrichment over the voltage 
range tested were from 400% to 500% with increased amounts of material 
being collected at higher voltages, but peaking at 600 V.  
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Figure 5.3. Fibril Capture in the DC-iGDEP Device at Four Voltages. Four 
pane close-up of the narrowest portion of the DC-iGDEP channel during 
the β amyloid proto-fibril samples under various global applied voltages, 
(A) 400 V, (B) 600 V, (C) 800 V, and (D) 1000 V. The bright areas 
localized at the tips of the sawtooth patterned insultor indicate points 
where the proto-fibrils were captured and concentrated. 
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Influencing and separating all of the various components of the β 
amyloid aggregation process is the goal of this strategy. Designing and 
fabricating a DC-iGDEP platform to control and manipulate all of the β 
amyloid protein components is the ideal outcome. COMSOL (finite 
element multiphysics modeling software) modeling of the current DC-
iGDEP design confirms that under no feasible experimental conditions 
would there be capture of the monomer. However, reducing gap distances 
from the nearly 27 µm size of the smallest gap of the current design to 1 
µm could provide increased field gradient strength sufficient to allow 
monomer capture and all intermediate species. 
In conclusion, DC-iGDEP has shown the ability to manipulate and 
capture β amyloid proto-fibrils, while influencing but not capturing the 
monomer. The enrichment of the proto-fibrils achieved by this technique 
was from 400 to 500%. Analysis times are short from 1 to 15 minutes, 
while production costs for the DC-iGDEP system using PDMS are very 
low. DC-iGDEP has successfully combined high enrichment of fibrils with 
short analysis times on a cost effective platform. In this preliminary work 
DC-iGDEP has demonstrated the necessary specificity to isolate and 
concentrate proto-fibrils, a sign of future promise for the application of this 
technique on β amyloid proteins as well as other non-natively folding 
protein systems that cause disease in humans.  
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CHAPTER 6 
CONCLUDING THOUGHTS 
 
 The research included here within this dissertation spans several 
areas of chemistry with a singular goal of promoting knowledge of 
bioaerosols as a target for remote identification. Much of the work 
represents boundary pushing studies that explore new ground in an area 
of study still in its infancy. The breadth of work includes various types of 
research from controlled laboratory-based measurement of DC-iGDEP to 
on-site field study of environmental levels of bioaerosols. Approaching the 
question of bioaerosols as a legitimate target for remote detection 
schemes yielded several important incremental advances that established 
that bioaerosols symbolize a largely untapped resource for tracking 
analysis and may be recognized as such after this series of feasibility 
studies. 
 Even as individual components, each line of research harbors 
unique value. The distinctive contributions presented here include the 
proof-of-concept study demonstrating the ability of coarsely separated 
bioaerosols samples to distinguish between levels of human habitation. 
This important first step has established the potential of environmental 
bioaerosols to be used to identify different environmental factors. The next 
research study spoke to the ubiquity of bioaerosols with the first 
systematic study of ground-level bioaerosol concentrations spanning the 
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varied ecosystems in Ecuador. Beyond a study of Ecuador, this was the 
first study to explore bioaerosols and their relationships in environments 
as dissimilar as pristine primary rainforest and suburban montane. This 
study is a stepping stone for the potential application and use of 
bioaerosols in the fields of ecology and environmental monitoring. Already, 
apparent relationships between primary and secondary forest bioaerosol 
production as well as the degree of human alteration have been shown to 
exist through this study.  
 The exploration of DC-iGDEP in the context of bioaerosol research 
as well as a general technique to afford separation, isolation, and pre-
concentration was achieved. Although the direct application of DC-iGDEP 
technology to bioaerosols was not accomplished, the need for superior 
analytical tools to separate the complex samples of bioaerosols is 
absolutely necessary. The DC-iGDEP research helped to establish a 
dynamic size range that the current configuration of the device can 
controllably manipulate, isolate, and pre-concentrate. Using polystyrene 
model particles this range was determined to be 20 nm to 1 µm, and 
combined with the red blood cell work included in Appendix D, the proven 
size range expands to 8 µm. These sizes cover a wide range of interesting 
biological sample types including proteins, viruses, bacteria, spores, and 
cells. Also determined was the technique’s ability to pre-concentrate viral 
sized particles (200 nm) with enrichments from 103 as high as 106 in 
device conditions where it is not overloaded. Thus, the polystyrene particle 
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study has shown DC-iGDEP to be capable of separating a large variety of 
analytes. 
 Investigating the separation of β amyloid monomers and fibrils by 
DC-iGDEP expands knowledge of bioanalytes, specifically proteins, with 
the device over a size range of interest for small proteinaceous debris. 
The preliminary study displayed the ability to manipulate proto-fibril 
amyloids, while enriching them by 400-500%. Using the current channel 
geometry the monomers were not trapped; however, by reducing the 
space between the channel sawtooth features this may be possible in the 
future. While this study harbors inherent interesting for amyloid disease 
research it also holds important information for the application of DC-
iGDEP for bioaerosols by pushing the lower size limit. 
 In conclusion, the work included within this dissertation takes 
significant strides towards its stated goal of using bioaerosol materials for 
remote detection. However, several components could also be applied to 
the realm of biomedical research. This research has helped to fill-in 
knowledge gaps in basic bioaerosol characterization and separation 
technology. Hopefully this work will enable further studies in bioaerosol 
detection technology, building upon the findings illustrated here. 
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Abstract 
The purpose of this review is to explore the feasibility of bioaerosol 
fingerprinting based on current understanding of cellular debris (with an 
emphasis on human-emitted particulates) in aerosols and arguments 
regarding sampling, sensitivity, separations and detection schemes. 
Target aerosol particles (particles of cellular material and proteins emitted 
by humans, animals and plants) can be considered information- rich 
packets that carry biochemical information specific to the living organisms 
present in the collection settings.  In this work we review sampling and 
analysis techniques that can be integrated with molecular (e.g. protein) 
detection protocols to properly asses the aerosolized cellular material of 
interest. Developing a detailed understanding of bioaerosol molecular 
profiles in various environments suggests exciting possibilities of 
bioaerosol analysis with applications ranging from military defense to 
medical diagnosis and wildlife identification.  
Keyword: bioaerosols, skin debris, fingerprinting, identification 
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1. Introduction  
Bioaerosols are diverse and complex dispersed particles that are 
either living or of biological origin.  These include viruses, pollen, fungal 
spores, bacteria and cells, and debris from vertebrates, including humans, 
and other biota (plants, insects, etc).  These particles range from ~10 nm 
to 100 µm (Ariya et al., 2009) and their existence has been recognized for 
well over a century (Tyndall, 1884).  Currently, the central topics of 
bioaerosol studies focus on health hazards, effects on the atmosphere, 
terrorism detection, and global climate. 
Over the past decade, several studies focused on molecular and 
isotopic markers that can be used to track bioaerosol; specially for tracing 
particles released from soils and various agricultural environments (Hoefs, 
2003; Rogge et al., 2006, 2007). Molecular marker studies have mainly 
focused on organic marker compounds such as saccharides, alkanes and 
steroids for the tracing of soil dust and plant bioaerosols (Rogge, et al., 
2006, 2007).  Beyond these studies, viewing animal and human 
bioaerosols as an information rich marker of its source has not been 
seriously considered. Reasons for this absence are lack of sufficient (bio) 
analytical capabilities and poor understanding of the biochemical 
fingerprints that are likely present in this type of debris. Considering the 
body of evidence that does exist indicating abundant cellular material and 
proteins in the atmosphere (Belan et al., 2000; Hock et al., 2008; 
Jaenicke, 2005), this is somewhat surprising—limited analytical 
capabilities notwithstanding.  Even though there is imperfect knowledge of 
“dead” and fragmented biological fraction of particles in the atmosphere, 
the mere existence of this type of debris creates an opportunity for its use 
in many potential applications.  Living organisms, including humans, 
constantly emit a surprisingly large amount of dead skin cells and 
fragments into the environment.  As analytical capabilities are improved 
and focused on the characterization of this fraction (and the living 
fraction), detailed biochemical information within the aerosol will be 
identified.  This has the potential to significantly impact fields ranging from 
biochemical forensics and biodiversity studies to medical profiling and 
environmental studies.  
Accurately characterizing bioaerosol to differentiate its source 
appears to be fighting against the basic concept that many biological 
structures and metabolic pathways are common to all humans (and many 
other species) resulting in apparently common biochemical profiles.  
However, and importantly, structures and pathways exhibit the extensive 
polymorphisms and divergent post-translational modifications (PTMs) that 
reflect individual genetics, familial and tribal background, personal history, 
living environment and health.  This variability yields an array of 
biochemical fingerprints indicative of these polymorphisms and 
modifications.  Analogous to facial-recognitions and more recent 
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technologies such as “odorprint,” the idea is not to rely on a specific 
feature (or compound) for recognition, but to obtain multi-component 
signatures that reflect individuality (Amato, 2009; "Face Recognition Home 
Page,").   Furthermore, it is possible that the concentration, degradation, 
and type of aerosolized material of interest is dependent on time from 
human presence, and potentially this information can be used to time-
stamp human and individual occupancy.  By exploiting the capabilities of 
current and emerging analytical technology it is likely that interpretable 
patterns can be generated, as will be supported in detail below.  
The purpose of this work is to discuss the role of bioaerosols, with a 
focus on human-originated bioparticles, as carriers of biochemical 
information as well as to outline the current state of knowledge for the 
study of biological aerosols.  This work is not intended to provide an 
exhaustive review of previous studies on aerosol and bioaerosols, but 
instead to provide examples of how analytical chemistry performed in the 
field and in the laboratory that can shed new light in our understanding 
and analysis of unexploited biochemical fingerprints contained in 
aerosolized human debris.  The final part of this work provides some key 
issues and technological challenges to be met for the development of this 
novel field of bioaerosols analysis, major open questions, and research 
perspectives regarding possible applications once this technology is 
developed.  
 
2. Sources of molecular “signatures” in bioaerosols 
The concept of detecting unique molecular signatures from a 
biological source is predicated on the premise that a unique pattern 
exists—whether it can be detected or not.  Several lines of reasoning and 
sources of information suggest that, indeed, this signature is generated 
and released to the environment. A variety of biochemical processes are 
distinctive to each individual and enough material is released into the 
environment to potentially be detectable according to skin sloughing data 
(described in detail below).  Skin cells are jettisoned in gram quantities per 
day and remain suspended as an aerosol for hours to days (Jaenicke, 
2005; Milstone, 2004) and each of these skin cells retains a  biochemical 
fingerprint of the originator. 
The aim of this section is to review current knowledge about these 
sources of molecular signatures that can most likely be found in skin 
debris. The basis of skin sloughing and the biochemical and physical 
changes associated with this process are first discussed. Then the 
possible role of DNA as a primary identification molecule is summarized.  
This is followed by a discussion of the potential of obtaining profiles of 
proteins and other molecules for fingerprinting (also called footprinting) 
purposes.  Lastly, remarks about skin biota will be included as a more 
unusual but potentially valuable source of molecular targets. We include 
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the advantages and limitations that could arise from using each type of 
biomolecule (and physical structures) as well as current knowledge 
regarding their potential use as organism signatures. 
 
2.1 Skin cells: sloughing processes and biochemical signature  
Aerosolized skin cells, along with other forms of animal debris (e.g. 
dander), are a type of non-viable bioaerosol.  They are generated from 
viable organisms then released into the air spontaneously, as a 
consequence of environmental conditions, or some other mechanical 
disturbance.  The existence of aerosolized skin in airborne particulate 
matter has been recognized for more than three decades (Clark, 1974; 
Clark & Shirley, 1973) and it continues to be investigated and better 
understood in more recent years (Jaenicke, 2005; Tovey et al., 2007). 
Skin flakes comprise a substantial proportion of the recognizable 
particles of indoor air.  It is also a major constituent of house dust which is 
constantly re-aerosolized allowing the skin flakes to re-circulate in this air 
mass (Tovey, et al., 2007).  Bahadori and coworkers reported mean 
concentrations of such dust in the breathing zone (44±3µg/m3) is more 
than twice that in the ambient air (Bahadori et al., 1999). Popular culture 
notes the large amount of sloughed cells with an urban myth that suggests 
bed mattresses double in mass over ten years from dead skin cells and 
dust mites (http://dsc.discovery.com/videos/dirty-jobs-dead-skin-
weight.html).  The role these particles play has also been a major concern 
in the sick building syndrome (health effects and discomfort experienced 
by building occupants) (Laumbach & Kipen, 2005).  
Aerosolized skin cells are the result of the continuous regeneration 
of the epidermis. This structure is the external, uppermost multilayer 
compartment of the skin where cornification (or keratinization, culminating 
in cell death) occurs resulting in spontaneous detachment (desquamation) 
of corneocytes (Candi et al., 2005; Fuchs, 1995; Milstone, 2004; Sun & 
Green, 1976).  The cornification process is the highly organized 
differentiation of keratinocytes going from a proliferating cell type in the 
basal layer of the epidermis to an association of flattened, corneocytes in 
the outermost layer (stratum corneum, SC) (Candi, et al., 2005).  The SC, 
also called the cornified layer of the skin, consists of approximately fifteen 
layers from which cells are continuously discharged into the environment 
(Figure 2). The released corneocytes are dead cells, but form the physical 
layer that protects the skin.   
Through the desquamation process, a single human sheds 
approximately one gram of aerosolized skin flakes daily, releasing an 
estimated 107 particles per person per day (Rothman, 1954; Tovey, et al., 
2007).  The average size of these particles is much smaller than the 
interweave pores of the majority of clothing fabrics allowing the skin flakes 
to move freely through clothing and be released into the airstreams 
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(Lidwell et al., 1978; Mackintosh et al., 1978).  Earlier studies described 
the majority of particles circulating in the air as small (less than 1-2 
micrometers in diameter), while the majority of skin cells freshly emitted by 
humans are larger with diameters of 5-15 micrometers (Clark, 1974; Tham 
& Zuraimi, 2005).  Each shed skin flake contains a complex mixture of 
proteins, lipids, small peptides and other biomolecules that is 
characteristic of its specific source (Tovey, et al., 2007).  
The product of epidermal desquamation as a source of biochemical 
information has been largely ignored.  Furthermore, aerosolized skin cells 
have not been considered signature carriers of the individual from which 
they originate.  As a result, there has been little interest in the 
biomolecules associated with human skin (as well as animals)—how these 
molecules differ with age, conditions and identity of the source and their 
evolution post-desquamation.  Some studies have addressed ethnic 
differences in the desquamation process. However, results remain 
inconclusive and the majority of skin properties studied (e.g. water 
content, pH gradients, etc) are not applicable to the analysis of 
aerosolized skin cells (Wesley & Maibach, 2003).  In feathers, for 
example, preliminary work has shown the use of bulk amino acids to 
determine the species of origin within a subset of birds, demonstrating the 
information that can be gleaned through shed material (Zhongwu et al., 
2008) 
A trivial argument can be made that unique biomolecular systems 
result in unique biophysical structures and these structures can be used 
for fingerprinting purposes. This is the underlying assumption to many 
microscopic and histological strategies. In terms of an analytical approach 
to extract the necessary molecular information, the structure of 
corneocytes alone may initially be used to categorize the source.  Skin 
cells obtained by stripping methods (removing layers of cells in adhesive 
coated tape), as well other traditional techniques (e.g. detergent scrubs), 
show that the geometry of corneocytes can be correlated with the type of 
skin epidermis (Plewig, 1970; Plewig & Marples, 1970), its age(Grove & 
Kligman, 1983; Guz et al., 2009 and its health {Fluhr, 2001 #201).  These 
correlations are for dermatological treatment (Grove & Kligman, 1983; 
Guz, et al., 2009; Leveque et al., 1984) and their applicability to proposed 
system of bioaerosol fingerprinting is not known.  Other studies show that 
women shed larger squames (shed skin cells) than men and that squame 
size increases with age (Plewig, 1970). Some studies have addressed 
environmental effects (e.g. solar exposure) (Corcuff & Leveque, 1988) on 
corneocytes. However, many inconsistencies exist among the reports 
(Milstone, 2004).  Further, there are no studies of corneocyte geometry 
changes from cells collected from air samples. The extent to which 
corneocyte geometry assessment will be valuable to bioaerosol 
fingerprinting is unknown, but it does provide a valuable line of inquiry.   
 
  123 
2.2 DNA  
The oldest and best known method of forensic identification of 
humans is the comparison of physical fingerprints left at a scene of crime 
with known fingerprints from a database of suspects. However, since the 
mid-1980s more advanced technology has allowed the DNA-typing of 
biological material to become the most powerful tool for identification 
purposes.  In both, the physical fingerprint or DNA profile from an 
individual is largely unique and identification can be made from one 
fingerprint/DNA profile only.  For DNA typing, short tandem repeats 
(STRs) polymorphism provides the basis of personal identification (A. 
Edwards et al., 1992; Kimpton et al., 1993; Van Hoofstat et al., 1999).   
Traditionally, DNA-typing has been a routinely-used tool in 
forensics for the analysis of biological fluids, tissues and uprooted hair.  
More recent studies have reported DNA typing from fingerprints and skin 
debris left by a even a single skin contact on objects and clothes (Martin 
Manfred Schulz et al., 2004; Van Hoofstat, et al., 1999; vanOorschot & 
Jones, 1997).  Van Oorschot and Jones reported that substantial transfer 
of material (approximately 1-75 ng of DNA) occurs during initial contact 
(vanOorschot & Jones, 1997).  Kisilevly and Wickenheiser profiled DNA of 
skin cells transferred through handling (Kisilevsky & Wickenheiser, 1999).  
They reported that the amount of DNA transferred to a substrate depends 
on the handler.  As described by the authors, “certain individuals are 
‘good’ epithelial cell donors (‘sloughers’), while others individuals are 
‘poor’ epithelial cell donors (‘non-sloughers’).” Obviously, the probabilities 
of obtaining a full DNA profile are maximized with the former kind 
(Kisilevsky & Wickenheiser, 1999; Wickenheiser, 2002). Schulz and 
Reichert reported preliminary tests showing successful DNA typing in 
archived fingerprints that have been manipulated using soot powder, 
magnetic powder, and scotch tape (M. M. Schulz & Reichert, 2002; Martin 
Manfred Schulz, et al., 2004).  Reports such as this demonstrate the 
ability for DNA profiling in samples that have been not only stored, but 
also significantly contaminated.  DNA traces, such as the ones left in 
fingerprints, can also be easily wiped or brushed off from surfaces (Van 
Hoofstat, et al., 1999), suggesting they can also be easily aerosolized.   
Further, the DNA typing of a single human dandruff particle was 
demonstrated by Herber and Herold (Herber & Herold, 1998).  Dandruff 
can be a constituent of bioaerosols and is derived from the horny layer of 
the skin where the cells do not completely differentiate and its aggregates 
contain nuclei. This is in distinct contrast to fully cornified cells (emitted 
skin flakes) where the nuclei completely disappears and no nuclear 
fragments or remnants remain (Lippens et al., 2005). In their study, Herber 
and Herold reported an estimated range of 0.8-1.5 ng DNA per dandruff.  
Additionally, they were able to obtain successful STR analysis for 90% of 
their samples. In loosely related results, DNA profiling for the identification 
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of viruses and bacteria from bioaerosol samples (discussed in later 
sections) has been reported in the literature.  These results support the 
general idea that emitted skin (and other human-related biota) particles 
can serve as a source of a biochemical signature utilizing DNA analysis. 
Limiting this line of reasoning are fingerprint DNA-typing studies 
showing that more than 1 ng of DNA (equivalent to 200 cells) is required 
(DNA typing in single cells has been demonstrated, but only for the buccal 
cell type (Findlay et al., 1997)).  Picogram levels of DNA have also been 
reported to provide satisfactory DNA typing.  However, the analysis of 
minute sample sizes is highly complicated by contamination issues (Gill et 
al., 2000), which presumably is a significant concern for aerosolized 
samples.   Degradation and environmental effects will further limit the 
usefulness of DNA as an information source.  Currently, there are no 
reports of DNA typing being applied to aerosolized human skin cells for 
identification purposes.  Further, considering that fully cornified cells do 
not contain any DNA (Lippens, et al., 2005); the probability of finding 
useful amounts of DNA is not favorable.  
 
2.2 Protein Variants and Polymorphisms 
Cellular proteins (along with other biomolecules) contained within 
aerosolized skin debris can presumably be used for identification 
purposes, but unlike other identifiers, such as DNA and fingerprints, can 
also give information on the individual's state of health, where she or he 
has been living, and in which environmental conditions.  Since protein 
sequences are linked to gene sequences, proteins can be considered a 
more characteristic biomarker of an individual than other type of molecules 
(e.g. lipids).  Polymorphisms in DNA coding regions are precisely reflected 
in the polymorphisms of proteins and their derivatives. The same 
information that allows for DNA analysis to reflect genealogy, family and 
individuality may thus be obtained from specific proteins.     
In humans, the SC contains 75-80% proteins (dry weight) (Williams 
& Barry, 1992).  Protein analysis in the SC has been performed mainly in 
order to address desquamation abnormalities.  Furthermore, variability in 
the expression of SC proteins may or may not exist among various 
individuals, but in either case, the extensive literature documenting protein 
and DNA polymorphisms (Ayala, 1982; Ramshaw et al., 1979) suggest 
that differences in expression are likely; and therefore, proteins make 
good candidates for the obtaining of molecular signatures.  Of specific 
interest are the reports regarding the inter-variation shown for epidermal 
keratin proteins (Korge et al., 1992) that exist in dead skin cells and have 
also been identified as an abundant protein in airborne dust (Fox et al., 
2008). 
Protein profiling has already been demonstrated with automated 
systems capable of detecting aerosolized bacterial cells and spores based 
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(Fruetel et al., 2008; Stachowiak et al., 2007).   In a moderately warm and 
humid environment the larger human aerosol settle and are digested first 
by the fungus Aspergillus Repens and then by dust mites.  Thus, the 
concentration and type of aerosolized proteins are dependent on time 
from human presence, and potentially this information can be used to 
time-stamp human and individual occupancy.  With the development of 
necessary technology it may be possible that systems such as these could 
be used for applications involving human presence in aerosol collection 
sites or even human identification. 
Protein variants among populations are already an area of high 
interest to emerging fields such as personalized medicine (Anderson & 
Anderson, 2002).  Beyond protein quantification, the search for disease 
biomarkers has heavily involved the study protein polymorphism as well 
as posttranslational modifications such as oxidation, glycosylation, and 
truncation within the products of a single gene between healthy and 
unhealthy individuals.  Borges and coworkers state that these type of 
modifications "extend the diversity of human gene products dramatically 
beyond 20,000-25,000 genes in the human genome" (Borges et al., 2010).   
Quantifying these variants by means of proteomics and mass 
spectroscopy methods has elucidated the immense diversity of proteins 
(and protein modifications) in samples such as human plasma, and along 
with other studies, it has lead the field of population proteomics (Anderson 
et al., 2004; Borges, et al., 2010; Nedelkov et al., 2005; Nedelkov et al., 
2007).  Pioneers in this field have already proposed the creation of protein 
diversity databases in which protein variants are indexed relative to age, 
sex, race, geographical region, disease, as well as other useful metrics 
(Nedelkov et al., 2004).  As the efforts towards expanding the knowledge 
of protein variability in humans (and other organisms) continue, it is 
expected that other fields such as fingerprinting technologies based on 
biomolecular profiles undergo a parallel progress. Unlike other areas, 
protein fingerprinting would not require the complete isolation and 
characterization of low abundance proteins or variants.  Instead, the sole 
acquisition of protein profiles generated by these variabilities can become 
the basis of obtaining a biochemical pattern for database generation and 
identification purposes.   
 
   2.3.1 Keratin Polymorphisms 
Skin cells consist of more than 80% keratins cross linked to other 
cornified proteins (Lippens, et al., 2005), and  is the most probably protein 
target when seeking individual variability.  Keratins consist of more than 
20 polypeptides (K1-K20) that are classified into relatively acidic Type I 
(K9- K20) and neutral- to-basic Type II (K1-K8) keratins (Moll et al., 
1982).  All epithelial cells typically express at least one Type I and one 
Type II keratin. For example, K4 and K13 are characteristic of the buccal 
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mucosa while K1 and K10 are found on the dry surface of the skin 
(Morley, 1997).   
Keratin is the major non-aqueous component (wt/wt) of SC.  Dead 
skin cells mostly consist of keratin intermediate filaments (KIFs) which are 
keratin structures that form the cytoskeleton of all cells (Candi, et al., 
2005).  As skin flakes are spontaneously released into air stream as a 
result of the desquamation process, human keratins become part of the 
bioaerosol in areas where humans are (were) present.  The epithelial 
human keratin K10, derived from shed human skin and its associated 
bacteria, has recently been determined by Fox and coworkers as the most 
abundant protein in airborne dust of both occupied and unoccupied school 
rooms (Fox, et al., 2008).  In addition, keratins have also been identified 
as a common contaminant in protein analysis such as gel electrophoresis 
and mass spectroscopy.  It is believed that the source of these keratins is 
the laboratory air in which skin particles can be pervasive (Fox, et al., 
2008).  
  Heterogeneity in keratin structures has been reported for both 
animal (Brush, 1986) and human (Korge, et al., 1992; Mischke & Wild, 
1987) subjects.  The subunit composition of keratin filaments not only 
varies in a given organism, but it also has been shown to have 
pronounced differences in the same epithelial tissue among different 
individuals.  Polymorphisms in keratin genes give rise to protein 
heterogeneity in various types of epithelium including epidermis.  More 
than a decade ago, Mischke and Wild identified these polymorphisms as 
important factors that could impact forensics sciences. The material could 
easily be scraped from the respective tissue (Mischke & Wild, 1987), 
which could correspond to obtaining aerosolized skin debris for analysis.  
Even though their study mainly emphasized keratin polymorphism from 
epidermis samples obtained by means of surgery, they also reported inter-
individual variation in the processed keratins from the layers of the SC.  
These proteins have been suggested to be derived from existing keratin, 
synthesized in the living cell layers by proteolytic modification and 
processing during terminal differentiation.  In particular a precursor-
product relationship has been reported for K1 (basic) as well as K10 
(acidic) and certain SC polypeptides (Mischke & Wild, 1987). 
Mischke and Wild showed that polymorphic keratins were present 
in human epidermis and some were identified among the individuals for 
specific constituent protein subunits, but this pattern does not correlate 
with sex, age, or ethnic origin (Mischke & Wild, 1987).  Three sets of 
varying keratins between individuals were distinguished though small, but 
distinct differences in their electrophoretic properties: the basic keratin 1a 
and 1b as well as 5a and 5b and the acidic keratins 10a and 10b.  In each 
set, either a doublet (showing a 1:1 ratio of polypeptide) or just one of the 
variants was detected together with keratin 14 which did not display any 
variation in the series of 148 individual tissue samples tested.  Keratin 
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composition was summarized by the authors as (1a v 1b) + (5a v 5b) + 
(10a v 10b) +14.  In their study, they concluded that keratin 
polymorphisms can generally be expresses in all human epithelial capable 
of expressing keratins 1, 4, 5, and 10 (Mischke & Wild, 1987).  As 
previously mentioned, keratins 1 and 10 are expressed in the dry surface 
of the skin. Therefore, keratin polymorphisms are expected to exist in the 
dead skin cells that eventually detach from the skin surface to become 
aerosolized human particulates in the environment. 
In 1992, Korge and coworkers reported that human K10 is more 
polymorphic than was previously thought.  Their results confirmed that the 
human K10 intermediate filament protein is polymorphic in amino acid 
sequence and in size.   The nature of the protein polymorphism was 
determined by using PCR amplification followed by sequence analysis on 
DNA.  They observed variations in the V2 subdomain near the C-terminus 
in glycine-rich sequences with variations of as much as 114 base pairs (38 
amino acids), with all individuals having one or two variants.  The K10 
polymorphism is restricted to insertions and deletions of the glycine-rich 
quasipeptide repeats that form the glycine-loop motif in the terminal 
domain.  They also reported that the polymorphisms can be described by 
simple allelic variations that segregate by normal Mendelian mechanisms 
(Korge, et al., 1992).  
To some extent keratin proteins have been neglected because 
cytosolic proteins present less difficulty for analysis (Plowman, 2007).  
However and clearly, there are potential benefits from understanding 
keratins and their polymorphisms (and variants), not only for diagnostic 
tools and other already recognized applications, but pattern generation.  
Some of the potential benefits of keratin analysis for the application 
proposed here include their abundance in aerosolized material, the 
evidence of polymorphism, as well as their structural robustness in 
comparison with other protein material.  The robustness of keratins may in 
fact be the key factor to obtaining crucial information from aerosolized 
particles in environment where other type of biochemical “stamps” would 
be highly degraded.  It is important to note that the studies mentioned 
above did not particularly use aerosolized skin cells as their samples, but 
most certainly these signatures remain after the desquamation process.  
The development of a bioaerosol fingerprinting technology heavily relies 
on understanding how this keratin polymorphisms remain in skin cells 
post-desquamation and finding strategies for practical detection from 
aerosolized human debris. 
 
2.4 Other Classes of Molecular Targets  
As previously mentioned, the SC is composed of ~15 layers of 
corneocytes in a lipid matrix. The SC is 5-15% lipids (dry weight), 
however, the lipid composition is unusual when compared to well known 
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biological membranes since it contains primarily cholesterol, free fatty 
acids, ceramides and cholesterol sulfate with little phospholipids (Gray et 
al., 1982; Hatfield & Fung, 1995; Wertz et al., 1987).  
Interestingly, the lipid content of the SC is markedly different from 
the epidermis from which it is produced (Marks, 2004).  Non-polar lipids 
are present rather than the polar ones predominant in the epidermis. 
Holleran and coworkers reported that approximately 50% of lipids in the 
SC are glycolipids and include at least nine major ceramide fractions 
(Holleran et al., 2006).  Presumably these glycolipids, along with other 
molecules such as antigens and antimicrobial peptides, remain in skin 
flakes after desquamation(Tovey, et al., 2007).  
Lipids contained in skin flakes were first used for general 
identification purposes aerosolized skin flakes approximately three 
decades ago.  Analysis of surface fat material in recovered airborne 
particulate matter allowed the identification of skin particles in material that 
was previously dismissed as "dust of unknown origin" (Clark & Shirley, 
1973). This study relied on an earlier assessment of the composition of fat 
from human skin surface from the forearm and its comparison to the 
waxes from the surface of leaves, well documented at the time.  The 
identification protocol specifically relied in the presence of squalene, which 
is present in human skin surface cells but absent in the surface layers of 
leaves. The presence of this compound in particulates from air samples 
from various collection sites was confirmed by using GC-MS and standard 
data processing (Clark & Shirley, 1973). 
Regional variations in SC lipids have been addressed by many 
studies (Lampe et al., 1983).  However, the lipid makeup of dead skin cells 
post-desquamation is not well-known.  Consequently, inter-individual 
variability in lipid content from skin flakes has not been addressed; where 
understanding how this composition varies may be used to generate 
additional molecular fingerprints for aerosolize material.   Presumably, 
lipids in aerosolized skin cells may not be as readily available in 
comparison to other biomolecules, since the mixture of ceramides, 
cholesterol and fatty acids is primarily located in the intercellular spaces of 
the SC (Dayan, 2008) rather than within the individual corneocytes.   
 
2.5 Exotic Sources of Molecular Targets: Skin Biota  
The human skin harbors a complex microbial ecosystem that 
appears to be unique to each individual, however, little is known in detail 
about its species composition. Recently, Gao et al. reported the variability 
of bacteria species existing in the surface of the skin (Gao et al., 2007). 
The study consisted of the PCR-based examination of samples obtained 
from six healthy individuals.  Biota in superficial human skin expresses 
great diversity among individuals, with a few conserved and well 
represented genera, but otherwise low level interpersonal consensus. The 
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importance of this study in the context of this work is that once the 
individual variabilities in skin biota composition are better understood it 
can potentially be another source for pattern recognition.  This idea of 
using bacteria as a source of information is also supported by the results 
obtained by Tham and Zuraimi, who concluded that the main contributors 
of viable bacteria in indoor environments are in fact from humans (Tham & 
Zuraimi, 2005).  
 It is important to keep in mind that environmental factors such as 
temperature, humidity, and light exposure as well as host factors including 
genotype, health, gender, immune status, and cosmetic use may affect 
microbial composition, population size and community structure (Gao, et 
al., 2007).  These factors may increase the complexity of the biota and its 
variability, but also suggests a better, more information-rich source of 
patterns—if interpretable. 
 
3. Molecular Profile Success Stories  
Specific cases involving the use of molecular profiles for 
identification or differentiation offer some insight into molecular 
fingerprinting strategies.   In the first case keratin profiles are used to 
identify different species.  In the second case DNA-typing is used to detect 
and identify viruses and bacteria in bioaerosol samples (mentioned briefly 
above). The last strategy discusses the detection schemes for airborne 
signatures of humans based on volatile organic compounds (VOCs) of 
human scent. 
 
  3.1 Keratin patterns for the identification of species. 
In 1998, Edwards and coworkers analyzed a variety of mammalian 
and reptilian keratins (horn, hoof, and tortoiseshell) using Fourier-
transform Raman spectroscopy (H. G. M. Edwards et al., 1998). Almost a 
decade later, Espinoza and coworkers used diffuse reflectance Fourier-
transform spectroscopy (DRIFT) to distinguish protein-based plastics (i.e. 
casein) from keratins, and differentiating keratins from a broad range of 
sea turtles and bovid species.  Discriminant analysis was used to 
distinguish and identify species-specific keratins.  Spectral library 
searches allowed for a comparison of the unknown to a set of possible 
matches (species population) (Espinoza & Baker, 2007).  Using their 
system, they were able to determine if the materials in question were of 
keratin origin or simple plastic substitutes.  Furthermore, the level of 
statistical confidence for each specific assignment could be calculated.  
Even though the study by Espinoza and coworkers was specifically 
tailored to the identification of two different sources of keratins (tortoise 
shell from bovid horn), their work is a significant example of how analytical 
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methods combined with statistical assessment is a powerful quantitative 
technique for identification of species. 
 
3.2 Aerosolized DNA: identification of viruses and bacteria 
Environmental assessments for viruses, fungal spores and bacteria 
have been expanded greatly by applying PCR-based strategies (Pace, 
1997).  Unlike in traditional culture-based methods, the presence of 
culturable or living organisms is not necessary if PCR-based approaches 
are used (Kuske, 2006).  Peccia and Hernandez have reviewed the 
emerging technologies incorporating PCR-based approaches with aerosol 
science for the identification, characterization and quantification of 
microorganisms for both indoor and outdoor environments (Peccia & 
Hernandez, 2006).   
Bacterial populations were identified using DNA fingerprinting 
methods for bioaerosols obtained from rural, urban, and industrial settings 
in La Plata (Argentina) (Negrin et al., 2007), and similar assessments from 
samples collected in North France (Maron et al., 2005).  The identification 
of virus and bacteria from aerosolized DNA has also been demonstrated 
in smaller sampling devices.  Pyankov and coworkers reported a personal 
sampler that could rapidly detect viable airborne microorganisms including 
bacteria, fungi and viruses (Pyankov et al., 2007).  The identification of the 
influenza and vaccinia viruses (Agranovski et al., 2006) as well as the 
mumps and measles viruses (Agranovski et al., 2008) from bioaerosol 
samples has also been reported.  
Targeted PCR analysis is not the most appropriate approach for 
obtaining molecular fingerprints from skin flakes emitted by humans.  
However, these reports are extremely valuable especially because they 
show identification of species from bioaerosol samples in natural 
environments.  These analyses overcame substantial contamination in 
terms of a large number of microorganisms and other material commonly 
found in ambient air. This demonstrates that large and complex 
backgrounds such as these do not preclude molecular pattern recognition 
strategies from being successful.  
 
3.3  Odorprint Technology: VOCs signatures 
Individuals are thought to have their own distinctive odor 
characteristics, hence, the utilization of canine scent discrimination in law 
enforcement cases.  Individual human odor can be determined by several 
factors including genetics, health state and environmental conditions.  The 
“primary odor” contains the constituents that are persistent over time 
regardless of time, diet or environmental factors (including exogenous 
sources such as lotions and soaps), and therefore, it is of principle interest 
when searching for individual odor signatures (Curran et al., 2005).  
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Human scent is made up of VOCs that are secreted into the 
environment.  Using the volatile organics that makeup the human scent as 
means for medical diagnosis as well as markers of genetic individuality 
has been demonstrated within the past decade (Curran et al., 2010; 
Curran, et al., 2005; Curran et al., 2007, Penn, 2007 #185).  A variety of 
extraction techniques have been combined with gas chromatography-
mass spectroscopy technologies to elucidate the VOCs profiles that 
determine human scent.  In many instances, pattern-recognition strategies 
have been used to analyze these profiles in search for an odor "signature" 
that can serve an identifier from human subjects or their health state.  
Curran and coworkers first determined the ability to distinguish 
among primary odor compounds among various subjects.  The VOCs 
profiles for their study were obtained by using solid-phase microextraction 
gas chromatography-mass spectrometry (SPME-GC-MS).   Even though 
the profiles obtained were qualitatively similar, they observed quantitative 
differences that supported the premise that individuals have a signature 
odor that could be used for identification (Curran, et al., 2005; Curran et 
al., 2006).  In 2007, they reported a more extensive survey of VOCs by 
extracting over sixty compounds from the collected odor samples. These 
included acids, alcohols, aldehydes, hydrocarbons, esters, ketones and 
nitrogen-containing compounds (Curran, et al., 2007).  Three years later, 
Curran and coworkers again reported a study showing reproducible and 
individualized profile based on relative ratio of primary odor compounds.  
Similarly to other identification systems, they stated how these profiles 
could be stored in a searchable database for a proof-of-concept for human 
scent as a biometric measure. By performing comparisons via Spearman 
Rank Correlations and narrowing the compounds considered for their 
profiles they were able to obtain a greater degree of both individualization 
and discrimination.  This study showed that at both correlation thresholds 
of 0.9 and 0.8, the individuals were correctly discriminated and identified in 
99.54% of the cases (Curran, et al., 2010).  
Penn and coworker also reported individual patterns for human 
odor collected from the sweat, urine and saliva of 197 individuals. They 
sampled the largest amount of individuals reported and they were able to 
elucidate a gender signature.  Differences among sexes were identified 
based on 12 different compounds while 44 compounds were identified 
(Penn et al., 2007).  Significant genetic influences in body odor have also 
been identified for identical twins by human sniffers; suggesting that, even 
in cases with the great genetic similarity highly specific identity can be 
revealed by individual odor (Roberts et al., 2005). 
Even though the existences of valid VOCs signatures have been 
demonstrated, this strategy has significant limitations.  Airborne signatures 
rely upon volatile compounds which are relatively in small number, can be 
confused with background compounds, disperse rapidly and have poor 
detection limits. 
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4.  Existing Protocols for Bioaerosols 
Various sampling and pattern generation techniques are surveyed 
that are currently available for the study of bioaerosols. As described 
above, there is currently insufficient evidence to completely describe the 
expected molecular constituents of bioaerosols; and therefore, the design 
of integrated sampling and analysis systems cannot be fully envisioned. 
However, it is instructive to catalog and describe existing systems that can 
help to generate molecular patterns.  
 
4.1 Sample Acquisition 
Several reviews are available on bioaerosol samplers and the 
specific types of analysis that can be performed on resulting samples 
(Griffiths & Decosemo, 1994; Lacey & Venette, 1995; Levetin, 2004; 
Muilenberg, 2003).  Here, we briefly include a general description of such 
samplers for the collection of aerosols in indoor and outdoor 
environments.   
Aerosolized particles can be collected passively by gravity, 
however, the most commonly used samplers actively separate particles 
from air streams by impaction, impingements or filtration (Burge, 1992; 
Buttner et al., 2002; Crook, 1995; Lacey & Venette, 1995; Levetin, 2004; 
Muilenberg, 2003; Solomon, 2003). 
Gravity allows for collection onto coated microscope slides or Petri 
dishes by simple exposure of the substrate to the environment for a set 
period of time.  This passive approach is the least expensive, however, it 
is also the least accurate and it is not quantitative.  Gravity sampling is 
currently used commercially in mold-test kits and it has been employed for 
the collection of large (heavier) pollen and spore particles.  
 Impactors are the most widely used samplers, where the air 
stream is pulled into the sampler and where a sudden change in direction 
causes deposition onto a collection surface, such as a solid substrate or 
agar.  This type of sampler is available for indoor and outdoor samples 
and they are routinely used for the collection of spores, pollen and fungi.  
Samples collected by impactors are usually analyzed by microscopy or 
culturing.   
Impingers separate particles from the air stream by bubbling 
through a liquid medium.  Samples collected by this method can be 
analyzed with a variety of techniques including microscopy, culturing, and 
immunoassays. Impingement preserves the viability of the bioparticles 
which has made this approach the one of choice for the collection of 
airborne bacteria. 
With filtration, aerosolized particles are collected from air streams 
by trapping them as the pulled air passes through porous or fibrous 
substrates. Sampling protocols based on filtration are highly versatile.  
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This type of sampler can serve not just as personal collectors in small 
cassettes worn in clothing and powered by small DC pumps, but also can 
be used as filtration surfaces (measuring a square foot or more) for static 
applications involving high volumes and collection rates of up to 
thousands of liters per hour (Solomon, 2003).  The diversity of filter media 
also contributes to this versatility allowing for a variety of pore diameters 
for different size ranges as well as subsequent analysis based on a wide 
variety of techniques.  When sampling by filtration dehydration of viable 
samples becomes a problem, which is an important limitation if samples 
need to be cultured.  
Additional sampling methods that are not as widely used include 
electrostatic precipitation (ionizers), thermal precipitation, and cyclone 
sampling (Mandrioli et al., 1998; Parvaneh et al., 2000).  Ionizers collect 
particles from air streams by first charging them and then attraction to an 
oppositely-charged plate in the sampler.  Commercially available ionizers 
(i.e. Ionic Breeze®) have been previously used for dust collections with 
keratin protein abundance studies in occupied and unoccupied indoor 
environments (Fox, et al., 2008).  However, many of these devices 
actually emit ozone (http://www.epa.gov/iaq/pubs/ozonegen.html) and 
could substantially age or alter the sample of interest for applications such 
the fingerprinting of human and animal bioaerosols.     
To gain statistical significance, a sampling plan that obtains an 
accurate representation during an adequate collection time needs to be 
defined.  The necessary collection time depends on the efficiency of the 
sampler, the particles size capture range, “cut-off” size (d50, the particle 
size above which 50% or more of the particles are collected), and the 
volume flow rate. In many circumstances, the power requirements can 
also be an important factor (especially for field applications).  Usually a 
compromise must be achieved regarding the levels of particle count and 
particle degradation. Cost and convenience also drive the choice of the 
sampling system.  Flow rates can vary from a few L/min to several tens of 
L/min. In one instance, approximately 200 L/min flow rate was estimated 
for a handheld device meant for easy collection of microorganisms 
(Macher & First, 1983).  Many DC-powered pumps with wearable personal 
filter units can operate for extended periods of time, and some approaches 
can even operate without any power source (nasally adapted filters (J. A. 
H. Graham et al., 2000)). Other issues include calibration and placement 
of the sampler.    
As bioaerosol studies are better defined, adaptations of current 
sampling techniques can be expected to be developed for their specific 
use in a bioaerosol fingerprinting technology.  In Section 5, we further 
discuss the criteria to select and appropriate sampling protocol in context 
with the needs and challenges involved in the development of the 
proposed technology. 
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4.2  Analytical Systems for Bioaerosols 
Here we briefly outline the most common methods for the analysis 
of bioaerosols.  These approaches have been extensively reviewed in the 
literature (Ariya, et al., 2009; Burge, 1992; Buttner, et al., 2002; Eduard & 
Heederik, 1998; Griffiths & Decosemo, 1994; Menetrez et al., 2009).  
Bioaerosols are currently and most commonly analyzed though culture, 
microscopy, biochemistry, immunochemistry, molecular biology and flow 
cytometry.    
Culturing is used for viable organisms such as fungal spores or 
bacteria after being captured by impactors, impingers or even filter 
samplers. Its success depends on the proper selection of culture medium 
and incubation conditions.  Only a sub-fraction of the viable 
microorganisms are able to grow in cultures (Eduard & Heederik, 1998), 
which is an important limitation for this technique.   
Microscopy is also used for samples collected by impactors, 
impingers and filters and is widely used for examining pollen and fungal 
spores collected from outdoor samples.  Generally, samples are stained 
and then examined. Commonly, microscopy is used to identify viable 
organisms for subsequent culturing.  Besides optical microscopy, 
scanning electron microscopy (SEM) and transmission electron 
microscopy (TEM) are also used to reveal distinct morphology including 
fungal spores, pollen grains, and bacteria.  Since microscopy analysis 
relies on distinguishable features within the collected particles, sometimes 
it is not possible to identify them to more than a generic level (Levetin, 
2004).  Some limitations for this type of analysis include the time required, 
equipment expenses as well as the need for trained personal for 
identification of collected particles.  
 Bioaerosol samples can also be analyzed by biochemical 
approaches.  These types of analyses focus on the identification of 
microorganisms as well as specific compounds associated with them (e.g. 
ergosterol, a sterol occurring in fungal cell membranes). Some analyses 
involve techniques based on  high performance liquid chromatography 
(HPLC) (Robine et al., 2005) or gas chromatography (GC) (Prasad et al., 
2006) to complete the identification of the specific compounds.  
Immunoassays are also used for the analysis of bioaerosols when in 
search for specific microorganism (i.e. allergen).  This requires the binding 
of antibodies to the microorganism of interest; and therefore, requires the 
development of such antibodies prior to performing the assay.  The 
expense and time required to develop the needed antibodies are a distinct 
disadvantage for this approach.  However, after this step, the method is 
generally easy to use while having high specificity and sensitivity. 
Antibody binding is typically detected by linking a label (fluorescent dye, 
radio label or enzyme) to the antibody.  Immunoassays can be found 
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commercially for the detection of dust mites and a variety of allergens 
(cockroach, cat, dog, etc) (Levetin, 2004). 
Air samples collected by impactors, impingers or filters have also 
been analyzed by using the PCR.  This molecular biology approach is 
extremely sensitive (10-100 organisms (Lim et al., 2005)) for this 
application, however, it requires specific sequence primers for the 
organism of interest.  It has been used for organisms that cannot be easily 
identified using culture or microscopy.  Even for those than can be grown 
in culture, PCR also allows for faster identification of microorganisms.  
Size, shape and selected biological properties can be measured 
simultaneously for a large number of cells by using flow cytometry (FC).  
Flow cytometry allows for the analysis of a suspension of cells that are 
autofluorescent or that have been treated with a fluorescent probe.  This 
technique has been used to differentiate a variety of fungal spores from air 
samples. However, in general, FC is not widely used for aerosol samples 
for cost and equipment and power requirements. It will most likely not 
replace other conventional analysis, though there have been many 
attempts to adapt this technique to a field-friendly version, as well as real-
time monitoring of bioaerosols (P. S. Chen & Li, 2007). 
The analyses techniques discussed above are the more 
conventional methods for bioaerosol analyses. Recently emerged 
technologies such as a fluorescent aerodynamic particle sizer (FLAPS) 
and fluorescence in situ hybridization (FISH) among others have also 
been applied for the analysis of bioaerosol samples (Ho, 2002).  A variety 
of pattern generation techniques have also been applied for the study of 
bioaerosols and are included in the following section.    
 
4.2.1 Profile generation techniques  
To generate a pattern related to the molecular constituents of 
bioaerosols, spectrometric, spectroscopic, and/or separation (including 
molecular recognition) strategies can be used.  The underlying principle is 
to be very inclusive towards any technique or approach that can help 
differentiate one sample from another.  This can take the form of 
separated chromatographic or electrophoretic peaks, molecular 
recognition strategies, differing absorption or emissions at varying 
wavelengths or mass spectrometric analysis.  
Many mass spectrometric (MS)  techniques have already been 
applied to the analysis of bioaerosols (Canagaratna et al., 2007; Kim et 
al., 2005; Kleefsman et al., 2007; Stowers et al., 2006; van Wuijckhuijse et 
al., 2005) included the Bioaerosol Mass Spectrometer (BMAS) developed 
for the detection of microorganisms (Srivastava et al., 2005; Steele et al., 
2003).  The analyses of specific compounds in aerosolized samples have 
been routinely performed by gas chromatography (GC) and liquid 
chromatography (LC), most commonly coupled with MS detection.  
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Analyses with these techniques have allowed identification and 
quantification compounds of biological origin within aerosols (Ariya, et al., 
2009).  GC/MS has been the method of choice to study volatile organic 
compounds, including the study by Penn and coworkers in which human 
odors were analyzed and subjected to pattern recognition strategies to 
exploit a possible molecular-based signature (Penn, et al., 2007).  Ariya 
and coworkers recently reviewed the compounds used to identify the 
specific bioaerosol sources that were separated and detected by GC/MS.  
They report that detection limits for individual compounds are typically in 
the low pg/m3 for GC and LC-MS and that even overlapping compounds in 
very complex mixtures could be successfully interpreted (Ariya, et al., 
2009).  The main disadvantages with chromatographic approaches are 
they labor-intensive, generally requiring additional steps (e.g. extract 
fractionation), and also that sample analysis is not performed in real time.  
Enzymatic methods for cellulose in aerosols applied directly to samples 
from filters or impactor plates preclude the need of pre-fractionation (Kunit 
& Puxbaum, 1996).  Additionally, laser-induced florescence (LIF) studies 
have been used to identify spectral features from likely microbial sources 
in large (>1 µm) organic aerosolized particles (Pan et al., 2007).  
Technologies based on spectroscopic techniques such as Raman 
spectroscopy (Rosch et al., 2006; Sengupta et al., 2007) and Fourier 
transformer infrared spectroscopy (Ben-David & Ren, 2003) have also 
been used for the characterization of bioaerosols  
Additionally, emerging capillary electrophoresis techniques as well 
as other separation protocols are promising avenues for generating 
biomolecular profiles in aerosolized human debris (K. P. Chen et al., 2009; 
Meighan et al., 2009).  The miniaturization of instrumentation such as 
mass spectrometers (time-of-flight spectrometers as small as 3 inches are 
currently available (Prieto et al., 2002)) will certainly be beneficial for 
expanding the capabilities and applications of current technology. 
 Mathematic post-processing is often necessary to maximize the 
information that can be interpreted from complex data generated from 
molecular patterns.  Chemometric techniques offer a much higher 
possibility of discovering individualized signatures in separations or 
spectroscopic data.  For example, discriminant analysis was used to 
process vibrational data to determine the origin of various keratin samples 
(Section 3.1) (Enlow et al., 2005).  Bacterial taxonomy (Amiel et al., 2001) 
and geographical sourcing of medicinal plants (Dharmaraj et al., 2006) 
was aided through the classification of data into groups via related 
strategies.  Additionally, chemometric characterization of aerosol bacteria 
by LIF has also been demonstrated by Cabredo and coworkers.  Air 
samples were analyzed and treated with various chemometric approaches 
including principal component analysis, linear discriminant analysis and 
hierarchical cluster analysis to classify the microorganisms according to 
family, morphology and gram-test (Cabredo et al., 2009). 
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Merging powerful analytical techniques with effective mathematical 
post-processing is ideal for obtaining large amount of informational vectors 
and achieving molecular profiles differentiation among aerosolized 
samples.  
 
4.2.1 Microorganism detection and identification  
 
The success of the detection and identification of aerosolized 
microorganisms provides a vivid example of pattern generation and 
recognition.  Even though the nature of these approaches is not 
completely analogous to the proposed goal, the ability of detect and 
identify species from an extremely complex matrix is impressive. These 
data and results were obtained from routine sampling (impaction, 
impingement, or filtration), detection, and identification methods for 
microorganisms from aerosol samples (Douwes et al., 2003; Eduard & 
Heederik, 1998; Georgakopoulos et al., 2009; Laumbach & Kipen, 2005; 
Levetin & Horner, 2002).  Samples have been analyzed by culture-based 
and non-culture based methods including microscopy, immunoassays, 
PCR, flow cytometry and mass spectrometry (Demirev & Fenselau, 
2008a; Larsson, 1994).      
The idea of obtaining unique biomarkers from microorganisms and 
determining taxonomic distinctions based on “fingerprint” signatures for 
individual organisms can be traced back to the work involving the 
identification of bacteria using MS by Anhalt and Fenselau (Anhalt & 
Fenselau, 1975). Their strategy demonstrated the power of bioinformatics 
(statistical models and scoring algorithms) to match molecular signatures 
of unknown organisms against a database. The signatures correspond to 
the mass spectrum -predominantly made of peptide and proteins- that is 
acquired for a particular organism under a variety of conditions, which can 
then be matched to the predicted masses of organisms with sequenced 
genomes. (Anhalt & Fenselau, 1975; Demirev & Fenselau, 2008a).  The 
use of MS for the detection and characterization of intact microorganism 
as well as in a variety of matrices, including air, has been extensively 
reviewed (Demirev & Fenselau, 2008a, 2008b; Fenselau & Demirev, 
2001; R. L. Graham et al., 2007; Russell, 2009; Sauer & Kliem).  
Ground breaking examples of detection and speciation of viruses, 
bacteria and fungal spores have also been achieved using PCR 
(Agranovski et al., 2005; Agranovski, et al., 2006; Pyankov, et al., 2007). 
Field fractionation, capillary electrophoresis as well as electrophoresis 
technologies on microfluidic formats have been used to resolve a variety 
of microorganisms, and  smaller particles such as viruses and DNA 
fragments (Desai & Armstrong, 2003; Ebersole & McCormick, 1993; Ho, 
2002; Lee et al., 2003).  An autonomous microfluidic device has also been 
demonstrated for the detection of aerosolized bacterial and spores based 
on protein profiles (Stachowiak, et al., 2007).  Similar technology has been 
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also reported by Fruetel and coworkers for the protein profiling of viruses, 
however, not in aerosol samples (Fruetel, et al., 2008).  These 
technologies and other protocols could be applied to obtaining protein 
profiles of bioaerosols (Renzi et al., 2005).  
Additionally, technologies based on vibrational spectroscopy have 
been demonstrated for the identification and characterization of 
microorganisms.  These include techniques such as FTIR and Raman 
spectroscopy which have been reviewed in the literature with regards to 
their use for the detection of microorganisms (Maquelin et al., 2002; 
Mariey et al., 2001).  These approaches may, or may not, be appropriate 
for the bioaerosol fingerprinting technology proposed here.  Nonetheless, 
they demonstrate the power of analytical tools for the accurate 
characterization of wide variety of microorganisms.   
  
5. Analysis Needs and Challenges  
In order to utilize information-bearing aerosolized biomolecules and 
cells to discover their origin certain criteria must be achieved.  The vital 
first step to any investigation examining aerosolized material is to capture 
sufficient amounts of material to generate statistically distinguishable and 
reproducible patterns for classification. In addition to the identification of 
bacteria and viruses the ability to also determine whether these 
bioparticles maintain their pathogenic properties has important 
implications both for communicable disease and bioterrorism research. 
However, a plethora of complicating organism-specific and environmental 
variables will require refinement when collecting a bioanalyte of interest.  
The concentration of these target proteins in the air range largely 
depending on the environment measured. Current measurements of total 
aerosolized protein range in concentration from 0.1 to 3 µg/m3 (up to 8 
µg/m3 for induced samples) in the presence of humans, and can vary 
across in 0 to 2 µg/m3 for outdoor situations with limited human presence  
(Jaenicke, 2005; Peccia & Hernandez, 2006; S. J. R.; Staton et al.).  
Within this amount of total protein are thousands of fractions of different 
individual species and mixtures with varying magnitudes of individual 
concentration.  The detection limits for individual molecular species of 
proteins is conservatively in the 100 pg range depending on the protein 
purification and detection strategy used. Detection schemes focusing on 
the DNA in certain sample types, e.g. buccal, use as few as a single cell to 
functionally create a DNA profile (Findlay, et al., 1997).  These limits of 
detection illuminate some of the challenging aspects of accurately 
detecting biomolecular sub-fractions using current technology both for the 
detection as well as the purification of these proteins and other molecules. 
As stated in previous sections most of the current techniques depend on 
DNA replication via PCR, conjugated mass spectrometry systems, or 
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immunoassay. However, expanding this portfolio of methods may lead to 
a richer suite of probe biomolecules while the concentrations necessary 
for detection are reduced. Focusing detection technology on a singular 
objective has empirically lead to advances in the technology related to that 
goal. 
All of these methods and any future methods will produce data that 
must be interpreted so that the various patterns of protein can be used to 
identify biological threats or simply the origin of the biological material. The 
undertaking of discerning complex patterns for identification is well 
developed within the data mining community. However, as with any 
pattern recognition, the accuracy of the analytical technique can impact 
interpretation—essentially defining the number of values that can uniquely 
be assigned to each fraction.  To create a rough range for what protein 
concentration levels would be necessary to be a part of pattern recognition 
a standard assessment of signal to noise can be employed. By using 
rough estimations of three times the detection limit as the accuracy and 
setting the dynamic range at four orders of magnitude suggests there are 
possibly 107 unique signatures available from current strategies.  This can 
also be described as having n number of vectors (fractions) have m 
discernable values giving n × m unique solutions for truly random 
projections.  Real world sample will not give this high a number of 
signatures, since it is not a random system—this is simply an estimate of 
the order magnitude that can be obtained.  Other pattern generating 
molecular targets can expand this range. These strategies can be viewed 
as an integral means of combing environmentally and biologically complex 
samples and distilling them into statistically relevant signatures for the 
source of the material.  
The ability to combine sample collection, analytical treatment, and 
pattern recognition will define how much information can be garnered.  
Different levels of information that are contextually interesting could be 
achieved depending on the specificity of the identification desired.  For 
instance, is it sufficient in certain applications to discern the simple 
presence of any person? Conversely, it may be desirable to find a specific 
signature in the presence of other family and clan members, among other 
complicating signatures.  Further, the sampling requirements will be highly 
variable with the detection and pattern generation strategies chosen.  
However, current available techniques for aerosol sampling have existing 
strategies to mate to analytical instrumentation laying the fundamental 
foundation for the automation of sample transfer. It is similarly true that 
while refinement of detection technology is necessary instrumentation 
currently exists capable of creating differentiable patterns using pattern 
recognition algorithms. Although this demonstration does not obtain a high 
level of identification specificity it does warrant the evaluation of what 
information is available in bioaerosol intrinsically as well as what analysis 
would be necessary to access this information.  
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5.1 Sources and composition  
When considering which of the various biomolecules and cells 
described in previous sections for detection and identification it is 
important to understand what information can be collected from each type. 
For example, the detection of bio-terrorism threats focus on the collection 
and analysis of bacterial and viral particles, specifically those that maintain 
their pathogenicity.  As with this or any other application of this technology 
is knitted in with a knowledge of what biomolecules or cells should be 
targeted for detection in order to maximize unique identification and 
detectabiliy, e.g. what biomolecules are more easily detected or are more 
abundant.  
Again, bioaerosols encompass a diverse cross-section of material 
together ranging in size from approximately 10 nm to 100 µm. This 
material includes cells (bacteria, viruses, pollen, spores) as well as cellular 
debris from the skin, hair, scales, and nails of animals along with the 
debris and decomposition products of plant material (Table 1) (Jaenicke et 
al., 2007).  However, it is the composition of these materials that could 
harbor information of their origin. While intact cellular particles contain 
DNA that could be probed used in traditional DNA amplification and 
sequencing methods, and to a less successful extent using culturing 
techniques, both of these methods cannot be applied toward other classes 
of bioaerosol material.  One reason for this is simply the lack of intact DNA 
in most debris material, and although there has been some success using 
human epidermis for identification, most cellular debris and decomposition 
products contain highly truncated DNA if at all (Monn & Koren, 1999). 
Instead of focusing on using DNA for identification, examining other 
proteinaceous material for identifying signatures available in bioaerosols 
may be the key.  There are a slew of different potentially exploitable 
classes of biomolecules found in aerosolized biological material.  These 
molecules include primarily lipids and structural proteins.  Not only could 
the presence of particular types of lipids or proteins be used to indicate 
certain source organisms, but compositional ratios of each type of 
biomolecule could also be to produce identifying information.   Going one 
step further, a pattern could be obtained from comparing the sugars used 
in the glycosylation of the cells or more simply in the bulk amino acids 
used in the total protein profile (Wang et al., 2003; Zhongwu, et al., 2008).   
However, neither looking for DNA nor protein signatures actually 
determines the biological viability of the bioaerosols like bacteria and 
viruses.  Employing traditional methods like culturing could be a first step 
in determining viability, though culturing has several disadvantages 
including high failure rates, long timeframes, and high resource demands.  
New methods for the determination of viability include methods focused on 
probing the biochemical state of the bioparticle directly in order to reduce 
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analysis time and the failure rates associated with needing to match 
culturing conditions perfectly to allow for growth for each type of organism. 
Potential methods include the use of impedance measurements and the 
application of dielectrophoretic separation to quickly asses the portion of 
living and non-living bioparticles in a given sample (Meighan, et al., 2009; 
Pysher & Hayes, 2007; S. J. R. Staton et al., 2010).  The automatization of 
this type or similar technology could enable the rapid assessment of 
potential bioterrorism threats in real-time.  Another application that could 
benefit from fast and portable technology is looking at the skin biotic 
community on individuals as a means to track someone origin and travels.  
Research has shown that the bacterial communities of the skin do hold 
some information to the whereabouts of the individual; however, the 
complex dynamics of how this evolves with travel and other environmental 
variables is currently poorly understood. As the research develops this 
could present a method to non-invasively query the travels of an individual 
without relying on forgeable documents like a passport or visa. 
 
5.2 Criteria for choosing adequate analysis  
A more in depth understanding of bioaerosol material is still 
required and performance of specific analytics remains to be established 
to allow separation and detection of molecular patterns.  For example, the 
detection of biochemical signatures from cellular debris is consistently 
complicated by physical stresses, degradation, and changes in the 
environmental conditions.  Even though dead skin cells and dander can be 
considered robust particles with respect other bioaerosols, their 
characteristics can be affected by being in the aerosolized state, being 
collected in the sampler, being handled and analyzed.  Currently, little is 
known about the effects that these stresses have on aerosolized human 
debris and the biochemical information that may be contained within it 
(Griffiths & Decosemo, 1994).  However, unlike for other bioaerosols, the 
shear and static forces that result from samples used to collect airborne 
dust particles most likely are not going to damaged the target skin debris.  
Aerosolized corneocytes and dander are more robust that viable 
microorganisms usually targeted for bioaerosol analysis.  The particle size 
range of interest will also affect the choice of sampler with freshly skin 
particles emitted by humans are in the range of 5-15 microns (Tovey, et 
al., 2007). 
As bioaerosol studies are better defined, devices tailored for this 
specific application can be expected to be developed. The known levels of 
aerosols should also be considered when choosing a particular sampler 
as well as the needed collection efficiency and the effect of unavoidable 
interferences (presence of irrelevant aerosol).  Usually a compromise 
must be achieved regarding the levels of particle count and collection 
efficiency.  In non-viable bioaerosols types obtaining a high number of cell 
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counts (debris or dander) will be particularly important to maximize the 
chance of obtaining a detectable signature.  However, since the 
degradation of biochemical content in aerosolized human debris has not 
been explored the consequences of longer sampling times for obtaining a 
greater quantity of sample are unknown.  Choosing the optimal sampling 
device will depend largely on the pattern generation technique that proves 
more useful to elucidate a biochemical fingerprint after the debris has 
being collected and separated. Although this determination will require 
some degree of trial and error considerations for potential sampling 
devices can be built on the selection criteria sampling strategies such as 
the ones reported by Griffith and DeCosemo (Griffiths & Decosemo, 
1994).   
Focusing on human detection, samples gathered by employing 
either personal or static samplers are expected to be found useful 
depending on the specific setting.  Statics samplers will be required within 
individual facilities or target areas in order to monitor a site or even search 
for specific subjects.  For example, for defense applications a static 
sampler can be used in remote areas to monitor the presence and 
movement of adversary troops.  Additionally, personal samplers may be 
more appropriate if a new setting needs to be screened.  For example, 
during a rescue mission for trapped miners a more portable device will be 
more beneficial to search for aerosolized human fingerprints in potential 
sites were individuals could be trapped.  The sampling and detection 
method also depend on the specificity required.  Since the collection of 
human debris is of interest, the specificity with regards to the sampling 
protocol will most likely not be an issue.  However, the subsequent 
separation of the debris of interest from other background particulates will 
have to be an important addition to the system.   
Due to the wide variety of envisioned applications once a 
technology such as these developing sampling could be targeted for 
indoor or outdoor environments. The amount of bioaerosol particles is 
likely to be variable, but consistently larger when longer (and even 
continuous) collection times are utilized.  In all settings the sampling 
assembly must be able to collect bioaerosol material without blocking.  For 
outdoor samplers, durability is important as variable meteorological 
conditions will be encountered and should be considered when choosing a 
sampler. The critical concentration of human debris (aerosolized skin cells 
or dander) required for obtaining a valuable signal at different levels of 
“sensitivity” needs to be addressed.  These values are currently unknown 
since the biochemical content of aerosolized skin cells has not been 
properly addressed.  
The level of sensitivity will also be a significant aspect in the profile-
generation technique chosen rather than the sample protocol.  The 
method chosen will have to be sensitive, as the concentration of 
biomolecules of interest and contained within human debris are most likely 
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low.  Also, since a measure of relative concentration for various 
components (proteins, etc) will most likely generate a signature, the more 
components that can be detected the more information vectors will be 
available to generate a pattern.  However, as the total concentration is 
separated into its multitude of components the concentration of the 
individual components could be quite small. Therefore, the total count of 
particles collected will be extremely important for accurate and 
reproducible signatures. 
The particle collection system is the all-important first step that 
must be capable of successfully collecting bioaerosols in various 
environments. The sampling apparatus must be durable and capable of 
standing up the environmental factors like rain, extreme sun, and wind.  
Throughout all of these challenges the sampler must also provide high 
collection efficiency.  This is difficult not only because extreme weather 
conditions often are regional in scope, several affected stations might 
coordinate data during outliers periods of temperature, rainfall, solar input, 
and wind extremes, with basic insights resulting, but also from the sampler 
chosen.   
Cost and convenience generally drive the choice of the sampling 
system.  Current commercially available sampling systems range in 
volume flow rate up to 200 L/min (Lach, 1985; Macher & First, 1983).  
Depending on the amount of material necessary for detection this 
information could be used to discern the sampling time period necessary 
for detectable patterns to be obtained.  These samplers are generally 
based on filtration, impaction, vortex, and air sampling impingers (Spurný, 
1998). The choice to use one of these different sampling techniques 
hinges on the ease of use, cost, and stability of the biomolecules of 
interest.  Also, the ability to directly mate the sampler to the separation or 
signature generation method will be of paramount interest for automation 
and field deployment (Alvarez et al., 1995; Hindson et al., 2005; Starodub 
et al., 2000).   
Although optimal separation or identify technology has not been 
determined as this line of research is still in its infancy; however, there are 
several traditional protein analysis methods that can be potentially utilized 
to generate signatures.  Several standard analytical techniques have been 
applied to environmental samples from GC and LC for separation to 
biomolecular techniques.  For example, FISH has been shown to be 
complementary with flow cytometry in assessment of biological material 
collected from the environment (Ho, 2002).  While biomolecular 
techniques are powerful given the complexity of the samples likely to be 
produced will be difficult for them to analyze them directly.  Therefore, 
some sort of separation or preparative step would be necessary to utilize 
these techniques that have the required sensitivity.  As discussed 
previously the use of any separative technique will end up reducing the 
overall concentration of the sample by isolating the sub-components. 
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There are also complications due to the stability and molecular weight of 
the proteins. However, like any protein analysis using techniques that 
maintain stability like LC or MS teamed with soft ionization methods like 
electrospray or MALDI may prove key techniques in introducing these 
samples to analysis. 
 
5.3 Envisioned Technology 
When looking to the future as to how technology might appear for 
directly detecting bioaerosol signatures to aid in security, military, and 
medical settings certain combinations of technology and advances would 
have to be made.  Ideally the need for preparative and tagging steps 
would be limited or eliminated. The ability to analyze the bioaerosol 
material without the aid of fluorescent or other tags would be beneficial not 
only to simplify, but also to remove delicate reagents.  The need for 
delicate reagents that require specialized handling and/or temperature 
control would greatly limit the far ranging applicably of this method both in 
terms of cost and mobility. Also the ability for this technology to not require 
a highly trained technician could expand its uses beyond purely scientific 
endeavors.  
The future capabilities of this technology to perform gross 
identification would build upon the current possibilities of determining the 
presence of humans by expanding to distinguishing different types of 
organisms (S. J. R.; Staton, et al.).   In addition to determining the 
presence of organisms, the looking at the degree of degradation might 
also be exploited to also give a timeline for how much time has passed 
since the occupation.  To further develop the capabilities to be able to 
determine the viability and pathogenic state of the bioaerosols with more 
advanced analysis being able to detect genetic alteration. 
 
6. Envisioned Application of Technology once developed 
We envision a few different types of devices utilizing varying levels 
of technology and supplying various capabilities—from portable, relatively 
information-poor devices, to fixed information-rich systems. Several 
examples are outlined below: 
Active and passive TTL (tag, track and locate): Once a molecular 
biometric signal is established, field samples can be analyzed for 
information regarding the current or forensic location of individuals. 
This capability can be used in concert with other visual, audio, 
intelligence and forensic tools. The absence or presence of a signal in 
a suspect location could provide valuable authentication or discounting 
of intelligence information.  
Check Points (Military)/ Airport Security: This assessment system adds 
an additional biometric to visual, audio, forensic molecular 
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(polynucleotides) and identification motifs that are difficult 
(impossible?) to alter or hide, offering non-invasive confirmation or 
refutation of other information. This feature will be most effective 
before the general concept of the system is well known publically.  
Forensics: Many standard forensics investigations could be aided by 
using airborne identifiers of the people that had been present. These 
identifiers could be archived for future comparison with suspects or 
persons of interest, similar to the use of fingerprints or DNA evidence.  
Building security: In a building, the system could be set up so that any 
unknown bioaerosol signature would trip an alarm. The system could 
also be used to confirm or discount other building security measures. 
Area security could be strengthened by using bioaerosol identification.  
Healthcare: Airborne diseases or the altered signatures that result from 
the disease could be monitored by bioaerosol detection. More 
generally, all bioanalysis strategies can be improved by applying the 
‘increased signal’/ ‘reduced background’ approach described here. A 
broad statement, but it is defensible in terms of increased specificity 
and signal to noise ratio.  
Personnel Identification: This is similar to iris and facial recognition or 
active fingerprint strategies. A benign aerosol sampling device would 
confirm or reject other information. 
Non-invasive biological and environmental monitoring: Monitoring can be 
used to quantify a region’s biodiversity or ecosystem health. The 
system could sample air and water equivalently. Quantifying total 
airborne protein could be an effective way of monitoring ecosystem 
health by an indirect assessment of bioaerosol sources.    
Anti-poaching: A radio transmitter could be attached to endangered 
organisms. When the presence of humans is identified, a signal is sent 
to wildlife rangers for action.  
Archeology and Paleontology: Many proteins are less prone to 
degradation than DNA. The proteomic assay of archeological sites has 
the potential to provide access to detailed information about the 
kinship, ancestry and migration patterns of previous occupants. 
Rescue Missions: Searching for bioaerosol signatures in aerosolized 
samples can better guide rescuers within a remote site with current or 
past human presence.  In cases were miners are trapped such device 
can give a better indication for a drill site closer to where humans are 
located.   
 
7. Summary and Outlook  
It may be premature to conclude whether aerosolized human and 
animal debris along with the excess protein content in the air can be used 
to identify individual sources of emitted particles.  However, the results of 
recent studies have shown differentiation between areas of “high traffic” 
and “low traffic” human indoor environments (S. J. R.; Staton, et al.). 
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These initial results along with considering the unexploited information that 
exists in aerosolized human and animal cells are certainly encouraging 
with regards to their use as "stamps" from the trail left by the biological 
sources (humans or animals present in the area of air sampling).   
The concept described throughout this review provides new 
direction and opportunities for research. Obtaining molecular profiles from 
glycolipids, keratins and other biomolecules associated with aerosolized 
SC/keratin particles is required.  Research should be directed at the 
identification of the biomolecules within the aerosolized skin cells and 
other aerosolized debris that provide maximized differentiation among 
sources. Strategies to exploit the information from these molecules must 
be examined and improved in order to take full advantage of the 
biochemical signatures contained within the aerosolized flakes.  As it has 
been already identified in the general aerosol community, the 
understanding of transformations and aging processes of bioaerosols 
needs to be further improved (Fuzzi et al., 2006; Poschl, 2005).  Current 
reports  involving the study these changes in organic aerosol (Rudich et 
al., 2007) as well as cell-derived (Geddes et al., 2009)are without a doubt 
important steps toward recognizing opportunities for the time-stamp 
aspects of a bioaerosol fingerprinting technology.    
As this field moves forward it is clear that the extraction of 
information from aerosolized human debris needs to be better understood. 
Over the past decade, there has been a tremendous amount of growth in 
the number of analytical measurement techniques being developed to 
measure atmospheric aerosol that could be potentially applied to the study 
of human debris in bioaerosols. However, additional instruments that can 
separate and make rapid, real time measurements of the protein makeup 
in aerosolized human debris are still needed. Accurate information will 
ultimately allow for a wider range and levels of the makeup of the 
collection site in specific human presence and identification. 
In this review we have highlighted the critical need for synergism 
between the various available techniques for sampling, separation and 
analysis to achieve the necessary depth in obtaining information from 
human-emitted bioaerosol particles. This combined effort will allow us to 
be in a much better position for the development of novel state of the art 
technologies for the complete analysis of aerosolized cells.   
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Figure 1. Overall Schematic of Bioaerosol Fingerprinting Technology.  
The proposed technology consists of the development of devices for 
collection and analysis of bioaerosol signatures as a new “fingerprinting” 
technology. Target bioaerosol particles such as human-emitted dead skin 
cells, pervasively exist as suspended aerosolized particulates that contain 
biochemical information unique to their source.  This information, most 
likely in the form of DNA and protein polymorphisms, could be exploited to 
obtain a biochemical signature from a location of interest.  Signal analysis 
involving biometric comparison of signatures to a database can provide 
insights into potential and/or actual presence of individuals in a particular 
area. The development of such technology will require integration and 
refinement of existing but cutting-edge technologies for aerosol sample 
collection and automated biochemical analysis.     
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Figure 2. Diagram of the epidermal desquamation process (Milstone, 
2004). Humans shed approximately billions of cells per day.  Each skin 
flake is the product of a program of differentiation that ends on easily-
detachable corneocytes.  As desquamation occurs, dead skin cells settle 
slowly in the air providing an unexploited opportunity to obtain biochemical 
information unique to their source from aerosolized samples.   
 
Table 1.  Possible sources for biochemical signatures in bioaerosols from 
various sample types 
 
 
 
 
 
 
Sample 
Type 
Skin Debris Fur/Hair 
 
Feathers Scales 
Insect 
Debris 
Plant 
Debris 
DNA occasionally
, truncated 
only in 
root-bulb 
yes occasionally
, truncated 
yes yes 
RNA yes unlikely 
outside of 
root-bulb 
unlikely unlikely yes yes 
Proteins yes, 
structural 
(e.g. 
keratin) 
yes, 
structural 
(e.g. 
keratin) 
yes, 
structural 
(e.g. 
keratin) 
yes, 
structural 
(e.g. 
keratin) 
structural 
(e.g. 
chitin) 
yes, 
structural 
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Nucleic 
Acids 
small 
amounts 
unlikely 
outside of 
root-bulb 
small 
amounts 
small 
amounts 
yes small 
amounts 
Lipids yes, large 
amounts 
no no no yes yes 
Glycosyl
ated 
Species 
yes no no no likely likely 
Amino 
Acids 
yes yes yes yes yes yes 
 
 
 
Table 2.  General analysis techniques for the detection of primary 
biomolecules 
 
Biomolecules Technique   
DNA Amplification by PCR (LOD – 100 pg); separation and 
purification by HPLC; ELISA (LOD- 1 fg); MS (LOD-10-20 
fmol, purified); NMR (LOD – 15 µg, purified); UV-Vis 
(requires purification) 
RNA Amplification by PCR (LOD – 100 IU/ml); separation and 
purification by HPLC; ELISA (LOD- 200 pg); MS (LOD-
10-20 fmol, purified); NMR (LOD – 15 µg, purified); UV-
Vis (requires purification) 
Protein  Separation and purification by HPLC; ELISA (LOD- 5 
pg); MS (LOD-10-20 fmol, purified); NMR (LOD – 15 µg, 
purified); UV-Vis (requires purification) 
Nucleic Acids Separation and purification by HPLC; ELISA (LOD- 5 pg); 
MS (LOD-10-20 fmol, purified); NMR (LOD – 15 µg, 
purified); UV-Vis (requires purification) 
Lipids Separation and purification by HPLC; MS (LOD-10-20 
fmol, purified); NMR (LOD – 15 µg, purified); UV-Vis 
(requires purification) 
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 Abstract 
Biological fluids can be considered to contain information-rich 
mixtures of biochemicals and particles that enable clinicians to accurately 
diagnose a wide range of pathologies.  Rapid and inexpensive analysis of 
blood and other bodily fluids is a topic gaining substantial attention in both 
science and medicine.  Current limitations to these analyses include long 
culture times, expensive reagents, and the need for specialized laboratory 
facilities and personnel.  Improving these tests and overcoming their 
limitations would allow faster and more widespread testing for disease and 
pathogens, potentially providing a significant impact for healthcare in 
developing nations.  One strain of development involves microfluidic 
approaches that provide unique advantages over entrenched 
technologies, including rapid analysis times, microliter sample and reagent 
volumes, and portability.  The present study focuses on the isolation and 
concentration of human blood cells from small-volume samples of diluted 
whole blood.  Separation of cells from the matrix of whole blood was 
accomplished using DC insulator-based gradient dielectrophoresis in a 
converging, sawtooth-patterned microchannel.  The channel design 
enabled high-resolution capture by exploiting variations in the 
characteristic physical properties of cells and other bioparticles.  
Reproducible capture occurred at specific locales within the channel, over 
a global applied voltage range of 200 to 700 V.  Separation was achieved 
in isotonic buffers, allowing capture of whole cells. 
  
Introduction 
Along with all vertebrates and many invertebrates, humans rely on 
blood for life.  Blood is a rich, heterogeneous complex fluid that fulfills 
many indispensable physiologic roles, far beyond the realm of simple 
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oxygen delivery.  The circulatory system continuously delivers key 
nutrients to distant tissues of the body, while simultaneously removing 
metabolic byproducts to prevent toxic buildup.  In addition, it acts as a 
rapid transit system for a variety of cells and chemical messengers. 
Human blood is composed of two primary constituents: plasma and 
cells.  Both of these contain diverse subgroupings of materials.  The 
plasma is an aqueous medium, composed of 90 percent water.  Proteins 
contribute another six to eight percent of total, the most abundant being 
albumins, globulins, and fibrinogen [1].  Other solutes include a variety of 
ions and small molecules, such as cofactors, hormones, lipids, 
carbohydrates, and amino acids.  Blood cells are typically classified as 
erythrocytes, leukocytes, or thrombocytes.  Erythrocytes, or red blood 
cells (RBCs), constitute the vast bulk of total cell volume within blood, 
making up roughly 45 percent of total blood volume and accounting for 
more than 99 percent of all blood cells.  RBC populations are relatively 
homogeneous within a single individual, but their physical characteristics 
can vary with blood type, cell age, and disease state [2].  Pathologies that 
affect red blood cells include genetic disorders such anemia and 
spherocytosis, as well as parasitic infections such as malaria [3].  
Leukocytes, or white blood cells (WBCs), vary widely in form and function.  
The five primary categories of WBCs include neutrophils, eosinophils, 
basophils, lymphocytes, and monocytes.  The abundance and even the 
individual characteristics of WBCs vary according to disease state and 
immune response.  Lastly, thrombocytes are the smallest cells within the 
bloodstream and play an important role in hemostasis, as well as tissue 
repair. 
The complex heterogeneity of blood and its compositional variation 
in response to the physiologic state of the organism make it a rich source 
of information.  Clinicians rely on blood tests for accurate diagnosis of a 
wide array of diseases.  Interestingly, some analytical procedures, such as 
the peripheral blood smear, have persisted unchanged for decades. 
These methods, while technologically archaic, can still yield valuable and 
accurate results.  Their chief limitations arise from the need for 
experienced technologists or hematologists and the difficulty of evaluating 
a large number of samples from multiple individuals.  Culturing or assays 
are often used to detect pathogens, but such approaches are time-
consuming and expensive.  State-of-the-art diagnostic solutions usually 
involve flow-cytometry, which improves the accuracy and throughput of 
hematologic tests, but requires sophisticated laboratory facilities, 
expensive equipment, and trained specialists [4]. 
Emergent bioanalytical technologies attempt to improve upon 
existing methods by decreasing the time from sample collection to 
analysis and integrating multiple diagnostic vectors, while reducing costs 
and increasing portability.  So-called lab-on-a-chip devices may offer the 
possibility of comprehensive analysis performed at the patient’s bedside: a 
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prospect that would likely have a profound impact on the practice of 
medicine, especially in developing nations.   
Electrokinetic approaches have proven extremely versatile in 
microfluidic applications, including separations [5].  Dielectrophoresis 
(DEP), in particular, provides several key benefits over other traditional 
separation schemes.  Centrifugation, for example, can separate 
bioparticles based on their size and mass, but separation of similar 
particles may require high speeds and long run-times [6].  Similarly sized 
bioparticles often differ radically in their structure, deformability, and 
polarizability and dielectrophoretic forces can uniquely couple with these 
physical traits, allowing sorting and capture based on far more than size or 
density alone [7].  
Dielectrophoretic force arises when spatially varying electric fields 
act upon permanent or field-induced dipoles [8].  DEP is classically 
defined as the movement of neutral particles in a non-uniform electric 
field.  However, DEP can also act on charged species, in combination with 
other electrokinetic forces such as electrophoresis (EP) and 
electroosmotic flow (EOF).  DEP occurs in both alternating current (AC) 
and direct current (DC) fields.  The dielectrophoretic force experienced by 
a particle depends on complex variables, including the particle’s size, its 
structural and dielectric properties, and the dielectric properties of its 
surrounding medium.  These characteristics can vary significantly between 
biological targets, based on slight differences in their physicochemical 
makeup.  Using DEP, seemingly similar cells can be differentiated based 
on subtle distinctions such as antigen type on erythrocytes, or living 
versus dead bacteria [9, 10].  
Much of the recent focus on dielectrophoretic bioseparations has 
emphasized the use of AC fields, attributable to certain advantages such 
as minimized electro-chemical reactions and frequency-dependent 
electrokinetics.  Innovative researchers have studied a variety of 
phenomena at micro- or nanoscopic dimensions, including DEP, 
electrorotation, and dielectric levitation [11, 12, 13].  Both novel and 
informative, many of these techniques enable analysis of small, even 
single-cell samples [14].  However, these devices often leave unsolved the 
problems of sample dilution, continuous high-throughput testing, or 
“messy” biological samples.   
In 2003, Cummings described the use of insulating features in a 
microchannel to shape DC electric fields and generate DEP forces [15].  
While the more traditional electrode-based DEP allowed large electrical 
gradients to form with lower voltages, insulator-based dielectrophoresis 
(iDEP) allowed placement of the electrodes in remote reservoirs, 
eliminating problems created by electrochemical reactions in the 
separation zone.  Recent iDEP designs frequently insert a series of 
uniformly sized insulating posts along the length of a channel [16, 17, 18].  
The posts shape gradients in the electric field and create DEP traps.  
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The research presented here utilized insulating sawtooth shapes 
along the edge of a microchannel to create electric field variations.  DC 
fields were used to drive bulk motion of the sample, as well as create 
dielectrophoresis-inducing field non-uniformities.  Rather than being driven 
hydrodynamically, particles were thus propelled down-channel through a 
combination of EP and EOF.  The superposition of these electrokinetic 
forces allows differentiation and therefore analysis of a wider variety of 
particles than EP or DEP alone.  The sawtooth pattern facilitates the 
formation of differing and distinct local gradients, or DEP traps, along the 
overall channel length.  Like a mechanical coin sorter, this causes 
particles to stop at unique points along the device, based on their 
characteristic electrophoretic and dielectrophoretic properties.  Biological 
samples, like blood, contain a complex mixture of cells, proteins, debris, 
and other materials.  With adequate design, the “coin-sorter” approach 
provides a unique strategy for coping with sample complexity, while 
maximizing the extraction of useful information from a single sample.  By 
investigating the behavior of blood samples within an insulator-based 
gradient DEP channel (DC-iGDEP), this research lays the groundwork for 
using the technique to achieve clinically relevant separation of 
bioanalytes.  
 
Materials and Methods 
As a brief overview, experiments were conducted in microfluidic 
devices constructed from glass and polydimethylsiloxane (PDMS).  Blood 
cells suspended in isotonic phosphate buffer were introduced into the 
channel from one end.  External platinum electrodes connected to a high-
voltage power supply were inserted into access reservoirs at each end of 
the microchannel and used to apply a DC potential across the entire 
device (Figure 1).  RBCs and other materials were transported and 
captured within the channel. 
Microdevice Fabrication.  Microfluidic devices were fabricated using 
adaptations of standard soft lithographic techniques [19].  Microchannel 
templates were created on Si wafers with AZ P4620 positive photoresist 
(AZ Electronic Materials, Branchburg, NJ) and contrast enhancement 
material CEM388SS (Shin-Etsu MicroSi, Inc., Phoenix, AZ) [7, 20].  The 
resist was exposed via contact photolithography with a photomask 
designed and created using AutoCAD (Autodesk, Inc., San Rafael, CA).  
PDMS (Sylgard 184, Dow/Corning, Midland, MI) was poured over the 
template and allowed to cure for one hour at 70ºC.  Afterwards, 2 mm 
diameter access holes were punched through the PDMS into reservoirs at 
each end of the microchannel.  The imprinted PDMS surface was oxidized 
using a handheld corona discharge emitter (Electro-Technic Products, 
Inc., Chicago, IL) set to 50 kV.  The PDMS slab was then contact-sealed 
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to a glass coverplate, which had previously been triple-washed with an 
Alconox solution, rinsed with 18 MΩ water and 100% isopropyl alcohol, 
then dried for six hours at 450ºC. 
The microchannel geometry was composed of successively larger, 
equilateral triangular units lining each side of the channel [20].  The apex 
of each triangle coincided with another on the opposite side, forming 
sequentially narrower gaps, or gates, along a gradually converging 
sawtooth pattern.  The smallest triangles consisted of 6 µm sides and a 
5.2 µm height.  The side-length of the triangles increased by 40 µm after 
every sixth repeat.  This yielded an overall design with an initial gate width 
of 945 µm and a final gate width of 27 µm.  The whole channel length was 
4.1 cm with an average depth of 14 ±1 µm. 
Sample Preparation.  Fresh, whole blood was obtained from a 
human donor by venipuncture or capillary blood draw.  Samples obtained 
via venipuncture were collected in vacutainers containing 1.8 mg/mL 
K2EDTA and stored in a refrigerator at 4ºC for up to 4 days.  Samples 
obtained via fingerstick were collected in a microcentrifuge tube containing 
1 mL isotonic sodium phosphate buffer with EDTA.  Samples obtained in 
this manner were used within a few hours of collection.  In certain 
experiments, diluted whole blood was used for analysis.  In others, the 
sample was centrifuged and cells were washed with additional phosphate 
buffer to remove plasma and serum proteins.   
For staining, blood cells were suspended in buffer containing 5 µM 
Vybrant DiO dye (Invitrogen, Inc., Carlsbad, CA) at 0.5% hematocrit.  The 
sample was incubated for 15 minutes at 37ºC then centrifuged and 
washed three times in order to remove free dye molecules.  The final cell 
pellet was resuspended in enough buffer to yield an absolute cell count of 
22-56 cells/nL, based on a presumed mean corpuscular volume (MCV) of 
90 fL [21]. 
Experimental Procedure.  A small amount of buffer was pipetted 
into the sample port on the wide-gated end of the channel, hereafter 
referred to as the inlet reservoir, allowing the channel to fill passively via 
capillarity.  The device was inspected under optical magnification for 
uniform fluid distribution, absence of debris, and well-formed 
microstructures.  A blood sample was then pipetted into the inlet reservoir.  
Once cells had entered the device hydrodynamically, achieving uniform 
distribution within the channel, buffer was added to the opposite access 
port to balance the hydrodynamic pressure.  The loaded device was then 
situated on top of a microscope stage.  Platinum electrodes (0.404 mm 
external diameter 99.9% purity, Alfa Aesar, Ward Hill, MA) were inserted 
through the access ports into the terminal reservoirs and connected via 
alligator clips to a Series 225 DC power supply (Bertan High Voltage 
Corp., Hicksville, NY).  
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Figure 1.  Schematic of the apparatus used in these experiments.  A high-
voltage, DC power supply was used to generate field potentials within the 
microchannel.  Platinum wires were inserted into access reservoirs 
punched through the PDMS cast.  A microscope slide or a glass plate was 
used to seal the channel, following oxygen plasma treatment of the PDMS 
surface.  
 
Data Collection.  Experiments were observed on an Olympus IX70 
inverted microscope.  Samples were illuminated with a mercury short arc 
lamp (H30 102 w/2, OSRAM) and an Olympus DAPI, FITC, Texas Red 
triple band-pass cube (Olympus, Center Vally, PA).  Videos and still 
images were collected with a monochrome QICAM cooled CCD camera 
(QImaging, Inc., Surrey, BC) and Streampix III image capture software 
(Norpix, Inc., Montreal, QC). 
Safety Considerations.  All experiments were carried out in a 
Biosafety Level II laboratory, with approval from the Institutional Review 
Board for human subjects. 
 
Results 
A number of different complex biological samples, including diluted 
whole blood, washed cells, isolated RBCs, and diluted blood plasma were 
used to investigate microdevice performance.  Capture of RBCs and other 
particles was produced in a variety of experimental systems.  While the 
ionic strength of the suspension buffer was varied to some extent, 
significant departures from isotonicity resulted in lysis of fragile RBCs.   As 
such, buffers typically ranged between 100 to 130 mM sodium phosphate 
maintained near a physiological pH of 7.4.  Conductivities for these buffers 
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were 12.5 and 15.5 mS, respectively.  These buffer concentrations 
correspond roughly to osmolarities of 225 to 325 mOsM, thus bracketing 
the mean physiological value of 289 mOsM for human serum [22].  
Suspension in near-isotonic buffers reduces the osmotic pressure, 
minimizing stress and deformation of erythrocytes.  A limited number of 
experiments were performed using buffer concentrations as low as 20 mM 
(σ = 0.38 mS), but rapid hemolysis during sample preparation and 
experimentation restricted the range of observational outcomes.  
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Figure 2.  A schematic representation of the patterned microchannel, 
showing unhindered passage (a), Type 2 capture (b), and Type 1 capture 
(c) of RBCs.  Also shown is a generalized model of electrical field 
properties within the channel, computed using COMSOL Multiphysics (d).  
In this representation, the solid colored surface represents the local 
potential, contour lines correspond to the magnitude of the electric field 
(E), and arrows (normalized) indicate the direction of dielectrophoretic 
forces (α ∇|E|2) for negative DEP.  Under the conditions used in these 
experiments, EOF was the primary driving force, causing RBCs to move 
from the inlet to the outlet reservoir. As particles travel through 
successively narrower gates, they encounter increasing DEP forces.  
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When a particle reaches a gap with a sufficiently large gradient, the DEP 
and EP forces overcome EOF, effectively trapping the particle at that site. 
 
 
 
Figure 3.  Fluorescently labeled cells moving freely from left to right 
through the wider portion of the channel.  The gates in this region do not 
produce strong enough field gradients to serve as DEP traps.  Image was 
obtained using fluorescently stained blood cells suspended in 115mM 
sodium phosphate buffer, pH 7.4.  The channel edges are visible due to 
specular highlights from a secondary light source. 
 
Certain characteristic behaviors were encountered in nearly all 
experiments.  Immediately after a DC potential (Vgloba l) wa s  a pplie d the  
channel, particles moved towards the outlet reservoir, where the negative 
electrode was located.  Removal of the potential caused all observable 
motion to cease immediately.  Little or no particle capture was detected in 
the wider segments of the channel (Figure 3).  Instead, cells and debris in 
these regions followed continuous paths towards the outlet.  The pathlines 
traced by the particles exhibited marked similitude to the expected electric 
field lines based on channel geometry.  At narrow gates, cells and other 
particles appeared more likely to divert from field pathlines and become 
trapped.  In these cases particles were seen to stop both centrally, within 
the suspending medium, and peripherally, at or near the channel walls. 
Two general types of capture were observed within the sawtooth 
channel (Figure 4).  The first category (Type 1 capture) was observed 
immediately after application of a sufficient global potential field.  RBCs 
began to collect around the channel centerline, immediately upstream of 
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the first 27 µm gate, located approximately three-quarters of the way along 
the patterned section. These RBCs appeared to be whole and 
unfragmented, resisted bulk fluid motion, appeared to float freely in 
solution, and aggregation between particles was minimal.  In some cases, 
the captured RBCs formed short pearl-chains of three to six cells axially 
oriented along field lines.  Smaller particles exhibited different 
electrokinetic behavior (Type 2 capture) that was typically observable only 
after 3-5 minutes of applied voltage.  These materials collected primarily at 
the apices of PDMS teeth.  Under typical experimental conditions, this 
behavior was observed primarily at the 97 µm gates.  Particles captured in 
this manner exhibited a high degree of aggregation. 
Unstained blood samples were used to determine the effect of 
certain carbocyanine dyes on DEP capture in these samples.  Bright field 
microscopy was used to verify that both Type 1 and Type 2 capture 
occurred with unstained samples, when all other factors were held 
constant (Figure 5). 
 
 
 
Figure 4.  Cell capture in the narrower channel segment.  (a) In Type 2 
capture, material collects near the apices of PDMS while other cells and 
particles continue to flow unhindered from left to right.  In a positive DEP 
regime, the large gradients near tooth points act as DEP traps for passing 
particles with a sufficiently high µDEP.  The gate width shown here is 97 
µm.  Inset shows a magnified view.  (b) In Type 1 capture, cells are 
captured upstream of the 27 µm gate.  After several minutes of collection 
a plug forms and saturates the gate.  Farther upstream, cells continue to 
flow towards the outlet, until they reach the saturation site.  Inset shows 
magnified view. 
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 Figure 5.  Capture of unlabeled (dye-free) cells.  (a) Type 2 capture is 
observed with an unstained blood sample, at 97 µm gates.  The refractive 
index of cells and biomaterials differs from that of the surrounding 
medium, allowing visualization with simple bright field microscopy.  (b) 
Saturation of a 27 µm gate is shown under similar conditions. 
 
The voltage-dependence of capture was investigated by varying 
ΔVglobal in multiple trials (Figure 6).  Electrokinetic capture was most 
evident and reproducible when ΔVglobal ranged between 500 and 600V. At 
lower potentials capture zones appeared to destabilize or shift 
downstream (towards the outlet).  Type 1 capture of whole cells was only 
observed when ΔVglobal exceeded 200V.  Below this value, no Type 1 
capture was observed, and Type 2 capture shifted down-channel from the 
97 µm gates to the 27 µm gates. At higher potentials RBCs were more 
prone to rupture and fragment. 
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Figure 6.  Differences in cell capture based on field strength and gate 
width. a) 130 V/cm. Type 2 capture is observed at 97 µm gates.  b) 50 
V/cm.  At lower potentials, no capture is observed at 97 µm gates.  c) 130 
V/cm.  Type 1 capture has caused cells to accumulate at a 27 µm gate, 
contributing to near-saturation of that gate.  d) 50 V/cm.  At lower 
potentials, no Type 1 capture was observed.  Type 2 capture, however, 
now occurs at the 27 µm gates.  t = 15 min for all images.  
 
In many experiments, the abundance of small particles moving 
down-channel from the inlet reservoir increased with time.  After 10 to 15 
minutes at high ΔVglobal, the aggregates grew large enough to plug the first 
27 µm gate.  Saturation, or complete blockage in this manner, led to the 
rapid, non-specific accumulation of solid material at that gate.  This effect 
was investigated further by lysing RBC samples in a hypotonic buffer 
solution prior to microfluidic analysis.  Dynamic light scattering revealed 
that the mean fragment size after buffer-induced hemolysis was 
approximately 2.5 µm.  Experimental surveillance of these samples at field 
potentials of 500 to 600 V yielded results consistent with Type 2 capture.  
No Type 1 capture was observed (Figure 7).  
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Figure 7.  Type 2 capture of pre-lysed RBCs.  Fluorescence microscopy of 
RBC fragments in the microchannel revealed trapping and aggregation of 
particles consistent with Type 2 capture.  Dynamic light scattering 
established a mean initial particle diameter of 2.5 µm. 
 
Discussion 
The use of DC fields to drive particle motion within a shaped 
insulating (glass or PDMS) microstructure gives rise to complex 
phenomena.  According to basic DEP theory, three primary variables are 
relevant for simple spheres in a DC field: the gradient of the square of the 
electric field (∇|E|2), the particle radius, and the conductivities of the 
particle (σp) and medium (σm) [23].  DEP force is proportional to the former 
two variables, while the sign of the resulting vector force is described by 
the Clausius-Mossotti relation.  Depending on the conductivity of the 
particle and its surrounding medium, the DEP force will either be oriented 
in the direction of increasing field strength (positive DEP), or decreasing 
field strength (negative DEP).  For small particles, EP force is proportional 
to a particle’s net surface charge and the electric field strength.  At 
physiological pH RBCs have a net negative charge, so EP force will be 
directed along field lines towards the positive electrode [24].  The 
negatively charged surfaces of glass and oxidized PDMS will cause EOF 
directed towards the negative electrode.  In channels configurations with 
low Reynolds number, EOF also follows electric field lines [25].  Under 
these experimental conditions, EOF is expected to contribute more 
significantly to translational forces than EP.  This is consistent with the 
observed motion of particles towards the outlet reservoir, which houses 
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the negative electrode (Figure 2).  Furthermore, particles distant from the 
capture zones followed scalloped paths similar to the expected electric 
field lines and resultant flowlines (fluid streamlines) due to EOF. 
Capture of RBCs and other material correlates well with existing 
models [26] and basic theories of DEP.  The PDMS teeth within the 
channel impinge locally upon the passage of current induced by the 
globally applied electric potential.  This creates intense, local field 
gradients with greatest magnitude near the vertices (Figure 2d).  An 
approaching particle with negative dielectrophoretic mobility (μDEP) will 
experience a repulsive DEP force, directed away from the vertices and the 
transverse midline of the gate, while a particle with positive μDEP will 
experience an oppositely directed, attractive force.  As a particle travels 
down-channel, it moves into and out of sequentially increasing local 
gradients.  If a particle’s μDEP is small or the gates are wide, combined 
EP and EOF will exceed the effects of DEP.  Under these conditions, the 
particle will pass the gate and travel continuously towards the device 
outlet.  If, however, μDEP is large or the gate is sufficiently narrow, DEP 
can overcome the other forces, resulting in particle capture.  Type 1 
capture consisted of RBC trapping upstream of a given gate, indicating a 
gradient-induced repulsion consistent with negative DEP.  Other 
researchers have demonstrated negative DEP with erythrocytes in low-
frequency AC fields and determined that this effect is expected when 
erythrocyte electrical conductivities are modeled as a single-shell oblate 
sphere [27].  Also observed in association with Type 1 capture was the 
alignment of cells into short pearl chains.  Pearl chain formation with 
RBCs has been observed in both AC and DC applications of DEP [28]; it 
is attributed to induced polarization of cells and subsequent dipole-dipole 
interactions, along with micro-heterogeneities in the electric field created 
by the cells [29].  
Repeated trials with varied electric field strength demonstrated that 
appreciable capture only occurs above a certain threshold voltage.  The 
magnitude of Elocal is proportional to the globally applied potential, and 
inversely proportional to the cross-sectional area of the channel.  Altering 
ΔVglobal will change local magnitudes of Δ|E|2 and the resulting DEP force.  
When ΔVglobal was less than 50 V/cm, dielectrophoretic force was 
insufficient to effectively capture cells and cell fragments. Perhaps more 
interesting was an apparent shift of capture up- or down-channel with a 
respective increase or decrease in ΔVglobal. Type 2 capture, for example, 
was observed at 97 µm gates when ΔVglobal exceeded 130 V/cm, but 
occurred exclusively at 27 µm gates as ΔVglobal approached 50 V/cm.  
Most experiments were visualized via fluorescence microscopy.  
Labeling the membranes of RBCs and other cells with a lipophilic 
carbocyanine dye facilitated convenient detection and monitoring.  While 
the dye molecules are positively charged, control experiments with 
unlabeled blood and RBC samples established that capture was not 
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dependent on the inclusion of intercalated dye molecules within whole or 
fragmented cell membranes (Figure 6).  
Localized accumulation of bioanalyte was typically evident within 
one or two minutes of ΔV application.  Selective accretion usually 
continued for 10 to 15 minutes, until enough material had collected to 
span the width of the channel.  Continued buildup at such saturation 
points was presumed to be non-specific, and indicated that the blockage 
site was still permeable to aqueous buffer, since upstream particle motion 
was still consistent with EOF-driven bulk flow.  These results are 
promising, since selective and localized capture occurred within a short 
time-scale. At the voltages used in these experiments, RBCs began to 
lyse after five to ten minutes of continuously applied potential.  Observed 
via fluorescence, lysis was noted by observing a marked decrease in 
fluorescence intensity of the particulates associated with erythrocyte 
morphology, accompanied by the appearance of increasingly abundant 
debris and small fragments.  Lysis always began at the narrow end of the 
channel taper then gradually progressed upstream.  Under certain 
conditions an erythrocyte’s membrane may be perforated or torn while 
retaining some of its overall physical structure.  Once the bilayer integrity 
has been compromised and the cytoplasm is lost, the remaining shell is 
referred to as a ghost [30].  RBC ghosts and other cell fragments exhibited 
different electrokinetic behavior than intact RBCs.  Ghosts and fragments 
were both more likely to participate in Type 2 capture.  Another distinction 
was the greater degree of particle aggregation observed in this scenario.  
Whole cells appeared to engage primarily in Type 1 capture.  Very little 
particle aggregation occurred apart from pearl chain formation.  Cells 
captured in this manner had not simply adhered to the glass or PDMS 
surfaces, which were confirmed by observing their release from capture 
zones upon removal of applied electric field. 
Cell lysis may have resulted from joule heating resulting from the 
use of relatively high-conductivity buffers and a low heat transfer 
coefficient, compared to other electrophoretic techniques [31, 32].  Greater 
electrical resistance across the narrowest gates probably contributes to 
greater power dissipation in this section of the channel.  Accumulation of 
thermal energy may cause the formation of a longitudinal temperature 
gradient along the microdevice, thus explaining the progressive lysis of 
RBCs as they move down-channel.  If joule heating does indeed cause or 
contribute to the destruction of cells, these effects might be ameliorated by 
the use of low-conductivity zwitterion buffers [27].  Since EOF appeared to 
be a strong contributor to overall fluid velocity within the channel, reducing 
the zeta potential of the channel walls will also reduce the field strength 
required for particle capture [33].  Dynamic surface coatings can decrease 
the electric field strength required for particle capture, while maintaining 
the biocompatible nature of iDEP-based techniques [34].   
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Methods for isolating or selectively staining WBCs and platelets 
were not pursued for this study.  Instead we focused on capturing a single 
analyte (RBCs) from a complex biological fluid in the form of diluted whole 
blood. Favorable comparisons were observed between samples enriched 
for RBCs, and samples in which no such enrichment occurred.  Trials with 
human serum samples further established that the ability to capture RBCs 
was not dependent on the presence or absence of other fluid components 
such as serum proteins or cofactors. Spatially resolved separation of 
blood’s distinct cellular components within a single channel may be 
possible with iterative modeling and design improvements. Optimization of 
channel geometry, surface treatments, and buffer composition all promise 
to augment the bioseparatory power of this technique.  Promising results 
recently generated in this laboratory indicate this possibility, with spatially 
resolved separation of bacteria [7], fluorescent microspheres [20], and 
amyloid Aβ protein fibrils.  
 
Conclusion 
The strategy investigated here exploited a simple design and a DC 
field to combine the effects of distinct electrokinetic forces.  Specifically, 
the summation of EP, DEP, and EOF in a tapering, sawtooth channel 
facilitates separation, capture, and concentration of distinct bioanalytes 
from complex native suspensions such as whole blood.  DC-iGDEP, which 
was used in this study, is a natural extension of iDEP work pioneered 
within the last decade and presents certain unique advantages over other 
designs.  The use of variable insulating geometry and a series of 
increasing local field gradients allows capture of multiple bioanalytes 
within a single channel.  In this particular device, the angular geometry 
may enhance dielectrophoretic effects by creating more intense sources of 
electric field gradient than rounded designs.   
Using this device, we successfully demonstrated the capture of 
RBCs and other materials from human blood samples. Mathematical 
modeling demonstrated that capture zones coincided with areas of high 
DEP force.  Further modeling of channel geometry and bioparticle physics 
will enable optimization of DC-iGDEP devices for separation of 
bioanalytes from complex, naturally heterogenous fluids.  Refinement of 
the physical characteristics of the device will lead to the development of 
clinical bioanalytical tools. The simple glass-PDMS construction used here 
demonstrates that favorable results can be obtained with inexpensive, 
disposable materials.  Treatment with surface coatings to modulate EOF 
and reduce fouling will likely improve things further.  In the future, 
engineering of DC-based microdevices may eliminate the need for bulky 
power supplies and allow construction of portable, battery-operated 
diagnostic tools.  
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Abstract 
Insulator-based dielectrophoretic separation of small particles in a 
sawtooth channel is studied in the limit of dilute concentration. Pathlines 
for the movements of infinitesimal particles are constructed and the 
geometric changes of these pathlines are used to establish the criterion 
for blocking and trapping particles with different physical properties. The 
sharp corners of the sawtooth channel create much stronger 
dielectrophoretic force than channels with smooth corners for blocking 
particle movements. Particle blocking and trapping depend on particle 
properties and the geometry of the device. It is shown that once the 
channel geometric aspect ratios are specified, the blocking criterion 
depends on only a single dimensionless parameter C defined in terms of 
the particle mobility ratio (dielectrophoretic versus electrokinetic), the 
applied voltage and the spacing between the teeth. Selective blocking and 
trapping of particles can be realized by varying the geometry of the 
channel progressively. High-resolution separation can be achieved by 
tuning the differential in the parameter C to a desired level.  
 
Keywords: Dielectrophoresis / Particle trapping / Separation  
 
1. Introduction 
There is growing interest in developing efficient, highresolution 
techniques for separating mixtures of complex biological particles and 
structures. Much of the recent work has focused on developing electric-
field-based microfluidic separation devices. These devices are particularly 
attractive due to their promise of high separation efficiencies, short 
analysis times and minimal sample consumption. Most of the currently 
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employed methods rely on either electrophoretic force for linear 
separations or dielectrophoretic force for bifurcation strategies. However, 
enhanced and unique capabilities can be achieved by utilizing the effects 
of both forces in a linear separation mode. Growing from the work of Pohl 
[1], dielectrophoresis (DEP) can be used as a counter force to achieve 
local equilibrium. In this mode, DEP-based forces trap particles by 
countering bulk particle motion, which can be induced by pressure-driven 
flow, electroosmosis, electrophoresis or a combination of the three, with 
local dielectrophoretic forces. Dielectrophoretic force is exerted by a non-
uniform electric field on a polarizable particle, which depends on the 
dielectric properties of the particle and the suspending medium. Since the 
dielectric properties of a particle are a function of both its structure and 
composition, DEP-based techniques access a much richer set of particle 
properties than electrophoresis [1–7]. This feature enables DEP-based 
techniques to offer electrically controllable trapping, focusing, translation, 
fractionation and characterization of particles within a fluid suspending 
medium with enhanced selectivity and sensitivity (Fig. 1). Impressive 
results have been achieved with DEP-based separation, including 
separating cancer cells from blood cells [8–11], parasitized cells from 
normal cells [10–23], and live from dead cells [14]. 
The work presented here is in distinct contrast with the widely used 
electrode-based DEP separation, which relies on the high electric fields 
and field gradients created by the embedded electrodes with a relatively 
low applied potential. There are a variety of inherent limitations with the 
electrodebased system. One is that the electrodes used to establish the 
required non-uniform electric field are embedded within the separation 
chamber. These can cause undesirable electrochemical reactions and gas 
generation at the surfaces 
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of these electrodes. Although the use of AC rather than DC voltage helps 
to minimize these effects, it does not eliminate them. Traditional DEP 
separation devices of this kind are also generally limited to separating two 
distinctly different components, one that collects in the high field strength 
regions (typically located on, or near, the electrodes) and one that does 
not. Consequently, separating particles with similar properties requires 
optimizing the specific experimental parameters, such as buffer 
conductivity, field strength and frequency. Various techniques have 
emerged in response to these limitations [23–29]. 
More recently, insulator-based DEP (DC-iDEP) has emerged [30–
39]. This method differs from traditional DEP separation in that a DC 
voltage is applied to electrodes located in remote inlet and outlet 
reservoirs and the field nonuniformities are generated by arrays of 
insulating posts located within the channel. Cummings and Singh [30] 
described a theoretical basis of the technique and demonstrated proof-of -
principle using latex spheres. In subsequent studies, the technique was 
used to concentrate and isolate live and dead bacteria [31, 33]. Geometric 
shapes were exploited for bacteria separation from latex particles [34]. 
DC-iDEP offers several advantages compared with traditional DEP. The 
use of remote electrodes avoids many of the problems associated with 
embedded electrodes, such as electrochemical reactions and gas 
generation at the electrode surfaces. Additionally, the field can be 
generated by applying DC rather than AC voltage. The use of a DC field 
can be advantageous because it can be used to drive both electrophoretic 
and dielectrophoretic transports, allowing greater control over particle 
movement. 
  189 
Pysher and Hayes [39] recently developed a new DC-iDEP device 
with a converging sawtooth microchannel for separating mixtures of 
bioparticles and demonstrated proof-of-principle using bacteria cells as a 
model system for separating biological structures. The geometry of the 
converging sawtooth channel allows controlled variation of the gradient of 
electric field strength and thus the strength of the DEP force acting on the 
particles. Electrophoresis and electroosmosis are used to transport the 
particles through this channel containing a series of progressively stronger 
field gradient regions. As the particles are transported through the 
channel, they are isolated according to their characteristic physical 
properties in response to electrophoretic and dielectrophoretic forces. The 
promising results obtained in their work suggest that the technique may 
form the basis for a highly versatile and useful tool for separating 
biological particles. To this end, we study in this paper the particle 
transport and separation mechanism in detail for a sawtooth channel. To 
focus on particle behavior and to simplify analysis, the channel is here 
assumed to be non-converging with seven identical teeth (Fig. 2). This unit 
of non-converging sawtooth channel can be used as a basic building block 
to construct a separation device. Although particle interaction and 
aggregation are important for separation efficiency, this study is limited to 
a single infinitesimal particle, since the motion of a single particle in a DC-
iDEP device is still not fully understood. Some salient features of particle 
motion are revealed and criteria are established for particle blocking and 
trapping in this device in terms of a dimensionless parameter, which 
involves an electrophoretic and dielectrophoretic mobility ratio, the applied 
voltage and the spacing between the teeth. 
 
2. Motion of an infinitesimal particle suspended in an electrolyte solution 
Consider the motion of a small charged particle in a dielectric fluid under 
the influence of a DC electric field in a sawtooth-shaped channel (Fig. 2). 
The electric field is generated by two remote electrodes just outside the 
channel, and the channel walls are insulated. Assuming the particle size is 
much smaller than the length scale of the spatial variation of the electric 
field, the point-dipole model [6] can be applied and the dielectrophoretic 
force acting on a particle can be expressed in terms of the electric field 
unperturbed by the presence of the particle. If the electric double layer 
formed around the particle is thin compared with the size of the particle, 
then the translational velocity of the particle is governed by Newton’s 
second law: 
  
where vp is the instantaneous particle velocity in an inertial frame of 
reference, u is the velocity of the fluid, E is the unperturbed electric field. 
In (1), mp is the mass of the particle, q the charge on the particle, and Z 
and ef are the viscosity and permittivity of the suspending fluid,  
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respectively. b is the Clausius–Mossotti factor, which in the DC limit for a 
dielectric particle is given by β = ep - ef /ep + 2ef, where ep is the 
permittivity of the particle [6]. Positive DEP (movement toward field 
maxima) occurs if a particle is more polarizable than the medium (β >0), 
whereas negative DEP (movement toward field minima) occurs if a 
particle is less polarizable (β < 0). For simplicity, the particle is assumed to 
be spherical with a radius of a. The first term on the right-hand side of Eq. 
(1) is the  Stokes drag on the particle due to the viscous fluid; the second 
and third terms represent the electrophoretic force and the 
dielectrophoretic force acting on the particle, respectively. This equation is 
also valid in the dilute particle concentration limit, so long as the inter-
particle separation r is large, since the particle–particle interactions decay 
as 1/r5 [40]. 
When these conditions are not satisfied, however, the perturbed 
electric field has to be computed, and the forces acting on the particle can 
be obtained from the integration of the Maxwell stress tensor [41]. With the 
above assumptions, the particle velocity vp can be found in terms of the 
local fields by integrating Eq. (1). Typically a particle reaches its terminal 
velocity in the order of 104 s, and the particle moves with its terminal 
velocity (this is equivalent to the statement that particle inertial effect is 
negligible): 
 
 where µEM=q/6πηa is the particle electrophoretic mobility, and µDEP=2ef 
a2β/3η (>0, for negative DEP) is the particle dielectrophoretic mobility. For 
definitiveness, we assume that the electrode near the channel entrance 
has a higher potential so that the electric current flows from left to right. 
Thus only particles with positive charge (q>0) can enter the channel. This 
also implies that µDEP >0. 
The fluid velocity in the channel is electroosmotic: u = µEOE with µEO = ef 
ζw/η being the electroosmotic mobility, ζw the zeta-potential on the wall, 
and E the local electric field. We shall assume ζw > 0 so that both fluid 
electroosmosis and particle electrophoresis drive the motion of the particle 
from the entrance to the exit as shown in Fig. 2. The particle velocity (2) 
can be expressed as 
 
In (3), rp = xpi + ypj is the particle position vector, (et, en) are the unit 
tangential vector and unit normal vector on the electric field line, with en 
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pointing away from the center of curvature. s is the arc-length along the 
electric field line and R is the radius of curvature of the electric field line. 
Clearly when the electric field lines are curved, the particle no longer 
moves along the electric field line when dielectrophoretic effect is present. 
The axial velocity (horizontal) of the particle is given by 
 
where θ is the angle between the tangent on the electric field line and the 
x-axis. The two terms with negative signs in Up are due to 
dielectrophoretic force. Thus the axial particle velocity is determined by 
the local electric field line properties. If the electric field line is locally 
straight, then R=∞, and the sine term is identically zero. Only in this case a 
particle will travel along the electric field line. The statement that the flux 
along the electric field lines needs to be zero in order to trap particles [31, 
32] is incorrect when the electric field lines are curved, as particle motions 
do not follow the electric field lines. In fact, Up becomes zero at a certain 
cross-section of the channel is only a necessary condition for blocking 
particles. It will be demonstrated in Section 4 that the existence of a 
reverse velocity zone is sufficient to block the movements of particles. 
 
3 Trajectories of infinitesimal particles in a sawtooth channel 
3.1 The electric field and particle trajectories 
The electric potential f satisfies the Laplace equation 
 
outside the electric double layers and the electric field is given by E = -
φ. Since φ is the solution to a Laplace equation, the extrema of φ can 
occur only on the domain boundaries. We prescribe the differential in the 
values of the electric potential at the two electrode is Δ φ 0, and the 
apparent electric intensity is Eapp = Δ φ 0/(n+2)L, with n=7 being the 
number of teeth and L the spacing between the tips of two adjacent teeth. 
To make the problem dimensionless, we scale length with L and the 
electric potential with Δ φ 0. Then the following parameters emerge: 
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The dimensional electric field strength ~E is related to the computed 
dimensionless electric field E by the relation  
 
The advantage of using the point-dipole model [6] is that once the 
electric field is determined, the particle velocity is given by Eq. (3). The 
particle trajectory can be determined by integrating its velocity vp over time 
for a given initial particle position from Eq. (3). Thus by plotting all 
pathlines yp = yp(xp), the trajectories of particles can be readily determined 
from their initial positions upstream at the entrance of the channel. If we 
scale the particle velocity with (µEO+µEM)Δφ0/L, the dimensionless particle 
velocity is then given by 
 
where 
 
In (7), we have kept the same notations as before, but the particle 
velocity, the electric intensity and the gradient operator in (7) are all 
dimensionless. Thus, once the geometry of the channel is specified via 
parameters hT, hC and n the velocity of the particle, the pathline of the 
particle is controlled by the dimensionless parameter C and the initial 
position of the particle. Note that the parameter C can be altered 
independently by the mobility ratio λ=µDEP/µEO+µEM, the applied voltage 
across the channel DF0 and the dimension of the width of the teeth L. 
These three factors can be used effectively to manipulate the movement 
of a particle within a sawtooth channel. 
A non-staggered non-uniform grid layout is employed to solve the 
Laplace equation (3) with a multigrid method. Readers may consult 
Pacheco [42] and Pacheco and Peck [43] for more in-depth technical 
details on the computational technique. 
 
3.2 Particle behavior near a sharp corner 
Early studies using insulated DEP have used diamondshaped 
insulator posts in the interior to create gradients in the electric field [30, 31, 
33–34]. These diamond-shaped insulators and the sawtooth-shaped 
channel considered here all involve sharp corners, which can create 
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strong gradients in the electric intensity and thus strong dielectrophoretic 
forces on particles. Thus the property of the electric field and its gradient 
near such sharp corners is of interest. 
The electric field near a sharp corner is analyzed (see 
Appendix in Supportig Information) and the behavior of a particle near 
such a corner is summarized below, where a is the included angle of the 
corner as shown in Fig. 3: 
 
These results are illustrated for a particle with negative DEP in Fig. 3, and 
they are used in conjunction with computations to understand particle 
movements in a sawtooth channel in Section 4. 
 
3.3 Dielectrophoretic motion and saddle points 
As shown in Eq. (3), the velocity of a particle is induced by 
electroosmosis of the fluid, particle electrophoretic motion and particle 
dielectrophoretic motion. Electroosmosis and electrophoretic velocities are 
proportional to the local electric field E while the dielectrophoretic velocity 
is proportional to ΔlEl2. The dimensionless (-ΔlEl2) is plotted for h=1.0, 
h=2.0 in Fig. 4. There are several important features of the vector field 
ΔlEl2. The first feature is that the horizontal component of 
ΔlEl2 alternates its direction as one moves from the divergent part of a cell 
(defined as the space between two adjacent teeth) to the convergent part 
of the cell and vice versa. For negative DEP, the dielectrophoretic motion 
of a particle is in the negative direction of ΔlEl2. Figure 4 shows that in the 
divergent part of the cell, the particle moves in the x-direction (positive x-
component velocity) and in the convergent part of the cell, the particle 
moves in the negative x-direction. These two distinct zones are separated 
by a saddle point (hyperbolic fixed point), located along the centerline (e.g. 
point B1). At a saddle point, ΔlEl2= 0, which is a stationary point but not a 
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local extremum. A saddle point divides the ΔlEl2 lines into four distinct 
branches. For negative DEP, particles move from lEl2 maximum at the tips 
of the teeth to lEl2 minimum at the bottom vertices at the base of the teeth. 
There are 13 such saddle points along the centerline in the seven-cell 
sawtooth channel and they act like barriers so that particles cannot travel 
from one zone to another based on dielectrophoretic motion alone. These 
barriers can be overcome only when the combined electroosmosis and 
electrophoretic effects are stronger than the opposing dielectrophoretic 
effect. 
 
4. Particle trapping criteria in a sawtoothchannel 
As discussed previously, only particles with positive charge can 
enter the channel when the electric current is in the positive 
 
x-direction. In what follows, we shall focus on the movements of particles 
with negative DEP (C=0). Our objective is to establish a criterion under 
which particles with different properties can be separated by virtue of 
selectively blocking and trapping one type of particle within the basic unit 
while other types of particles pass through this unit completely. Note that, 
in a functional device, the sawtooth structures can be combined to trap 
various particles. Since themotion of a particle is completely characterized 
by Eq. (7), this blocking criterion is fully specified by the dimensionless 
parameter C, once the geometric parameters hT, hC and n are prescribed. 
Thus the different types of particles referred here are characterized 
by the parameter C, which is in essence a measure of the strength of 
dielectrophoretic force relative to the electrophoretic force acting on the 
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particle. In this paper, we limit our study to seven teeth: n=7 and hC=1.0, 
with hT=2.0 or 1.0. 
We start with the geometry hT=2.0. At low values of C, 
dielectrophoretic effect is relatively weak and a particle will pass the unit 
completely regardless of its initial position at the entrance of the channel. 
Near the entrance of the channel, the repelling corner A elevates particles 
by forming a bump and pushes the particles toward the centerline (Fig. 
5A). Similar repelling effects are observed near tips B and C, where ridges 
are formed in the particle pathlines. This is due to the repelling property of 
the sharp corners analyzed in Section 3.2. A further increase in the 
strength of the dielectrophoretic parameter C to 4.0 makes the particle 
pathlines even more sinuous, and the existence of saddle points in the 
particle pathlines becomes apparent (S1, S2 in Fig. 5B). These saddle 
points divide the nearby pathlines into four separate zones. 
Owing to symmetry, saddle points appear in pairs, with one on 
each side of the channel centerline. For C=4.0, all particles started from 
the channel entrance still pass the sawtooth unit completely. Structural 
changes occur as the value of C is further increased. At C=6.5, strong 
dielectrophoretic effect emanating from the sharp corners focuses the 
particles to the centerline (Fig. 5C). At C=7.0, a wall-like structure appears 
near the exit (Fig. 5D). A line plot for the velocity of a particle traveling 
along the centerline shows that this ‘‘wall’’ structure brings down the 
particle velocity significantly as the particle moves toward the ‘‘wall’’ (Fig. 
5E). The particle velocity, however, remains positive immediately after the 
particle past the ‘‘wall’’. Thus the appearance of the wall-like structure in 
particle pathlines does not necessarily block the motions of particles 
toward the unit exit. 
When the value of C is further increased to 14, the two symmetrical 
saddle points on the two sides of the channel centerline are squeezed 
toward the centerline and they nearly coalesce (Fig. 6A). This repels 
particles near the centerline to the sides of the centerline, toward the 
valley of the cell. The reverse velocity zones behind the saddle point then 
seizes the entire cross section of the channel. Thus, no particles can 
travel across this barrier and particle blocking occurs. The velocity of a 
particle traveling along the centerline for C=14 is shown in Fig. 6B. There 
are many wall-like structures in the particle pathlines for this high value of 
C. The particle velocity experiences a spike near every wall-like structure: 
the velocity is brought down dramatically when it hits the ‘‘wall’’, and it 
spikes back up as soon as it crosses the ‘‘wall’’. An example of this 
behavior is near x=7. No reverse velocity occurs near x=7, however, and 
the particle continues to move in the x-direction. Near x=7.8, the velocity 
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along the centerline first 
 
drops to zero at the saddle point and it then becomes negative, with a 
reverse velocity zone lying between x=7.8 and 8. Thus, particles can no 
longer move past the cross section near x=7.8. The coalescence of the 
two saddle points from the two sides of the centerline followed by the 
complete seizure of the cross section by a reverse velocity zone 
characterizes the blocking and the trapping of the particles. 
The critical value of C for blocking the motion of a particle for the 
geometry hC=1.0, hT=2.0 is C=14. Thus particles with C<14 will pass this 
unit completely, regardless of their initial positions at the entrance, and 
particles with C≥14 will be prevented from passing through this unit. 
Therefore, a single sawtooth channel unit of this geometry successfully 
separates all particles into two groups, one with C<14 and another with 
C≥14. Similar computations were performed for hC=1.0 but hT=1.0, which 
has relatively shallower valleys compared with the geometry with hT=2.0. 
As in the case of hT=2.0, the two distinct features are the appearance of 
walllike structures and the squeezing of the saddle points toward the 
centerline as the dielectrophoretic effect becomes stronger (increasing C 
value). Only when the two symmetrical saddle points on the two sides of 
the centerline coalesce followed by a reverse velocity zone over the entire 
cross section that particles will be blocked and trapped. Again this first 
occurs near the exit of the channel unit, near x=8. The critical value for this 
shallower channel is C=18 versus C=14 for hT=2.0. This larger critical 
value reflects the weaker dielectrophoretic effect in this geometry 
compared with hT=2.0, which has a deeper valley. Similarly we can tune 
the strength of the dielectrophoretic effects by changing hC while holding a 
constant value of hT. 
We also carried out a study on a sinusoidal channel with seven 
periods. The only difference between this geometry and that of the 
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sawtooth channel with hC=1.0, hT=2.0, is that the sharper corners have 
been smoothed out. The wall-like structures in particle pathlines at large 
values of C observed in sawtooth channels disappeared, and particles 
traveling along the centerline no longer experience velocity spikes (Fig. 7). 
Thus, wall-like structures in particle pathlines and velocity spikes are 
characteristics only for geometries with sharp corners. We also found that 
the critical value of C is 17 for the sinusoidal channel, which is much 
higher than 14 for the sawtooth channel as a consequence of weaker 
dielectrophoretic effect (sharp corners induces stronger dielectrophoretic 
effect). As in the sawtooth channel, this critical condition occurs when two 
saddle points on the opposite side of the centerline coalesce, with a 
reverse velocity zone occupying the entire channel cross section (near 
x=8 in Fig. 7). 
The above examples demonstrated that once the geometric aspect 
ratios hC, hT and n are specified for a sawtooth channel unit, particle 
blocking is determined by the dimensionless parameter C: there is a 
critical value Cr, so that when C≥Cr particles will be blocked. For hC=1.0, 
hT=2.0, Cr=14, and for hC=1.0, hT=1.0, Cr=18. Since C is defined by Eq. 
(8), for any particle with a mobility ratio µDEP=µEO/µEM, we can always block 
the passage of this particle by varying the voltage across the channel unit 
DF0, or by varying the spacing between the teeth L, or a combination of 
both, so that the resulting value of C is greater than the critical value for 
particle blocking for this sawtooth unit. In other words, an elementary unit 
of the sawtooth channel alone is capable of blocking any particle. 
If a device is constructed with a sawtooth unit with hT=1.0 and 
another unit with hT=2.0 connected sequentially, then this device will block 
particles with C418 in the first segment with hT=1.0, and particles with 
14>C>18 will be trapped in the sequential segment with hT=2.0. At the 
mean time, particles with C>14 pass this two-segment device completely. 
To trap particles with smaller values of C, stronger gradient in the electric 
field is required. In this case, stronger gradient is created by a deeper 
valley in the sawtooth structure. 
We can easily add another segment in the device with even 
stronger electric field gradient to trap certain particles with C>14, say, 
10>C>14. This exercise is equivalent to separating particles with different 
mobility ratios (µDEP=µEO/µEM) (this ratio is dimensional), if the voltage drop 
and teeth spacing are the same for these two different units. It is thus 
possible to separate very similar particles by simply adjusting geometric 
parameters for these basic sawtooth units and connect them in a series to 
build a device. In the ultimately limit, we can adjust each cell, so that a 
spectrum of similar particles can be separated in a continuous manner, as 
in the converging sawtooth channel used in [39]. In this case, each cell will 
trap a different particle. 
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5 Further discussion on particle pathline structures in sawtooth channels 
As discussed previously, the appearance of DEP wall-like 
structures in particle pathlines and the velocity spikes near such a 
structure are common features of particle motion in a sawtooth channel 
when dielectrophoretic effect is strong (large values of C). To delineate the 
details of such features, a computation was carried out for hc=1.0, hT=2.0 
and C=50. Only the sections from x=6.4 to 7.6 are shown in Fig. 8. In this 
section of the unit, there are two DEP ‘‘walls’’, one near x=6.52 and 
another near x=6.95 (‘‘W1’’ and ‘‘W2’’ in Fig. 8A). For a particle travelling 
along the centerline, its velocity experiences a sharp decrease as it moves 
toward W1 at x=6.52. The particle velocity reaches a local minimum when 
the particle reaches W1 at x=6.52. The velocity remains positive, however. 
 It then resumes its decrease as the particle moves toward the 
saddle point S1 at x=6.65, at which point, the velocity becomes zero (Fig. 
8B). A reverse velocity zone follows, as the velocity dips below zero (R1). 
Another saddle point S2 appears near x=6.85 and the velocity recovers to 
zero. It becomes positive for a short distance before it drops back to zero 
again at W2 near x=6.95. A very short reverse velocity zone exists 
immediately after this wall (R2), which makes this wall different from wall 
W1 at x=6.52. The velocity then spikes back to positive after this narrow 
reverse velocity zone and remains positive till the particle reaches the 
saddle point S3 near x=7.5. Another reverse velocity zone appears after 
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x=7.5. Note that not all saddle points are equal: S1 and S3 are followed by 
reverse velocity zones while S2 is not; not all DEP ‘‘walls’’ are the same: 
wallW2 is followed by a reverse velocity zone and wall W1 is not. 
This detailed study further enforces the revelation that there are rich 
structures in particle pathlines when dieletrophoretic effect is strong, which 
corresponds to large values of C. These salient features include DEP wall-
like structures and the associated spikes in particle velocity; the 
coalescence of symmetric saddle points onto the centerline, which may or 
may not be followed by a reverse velocity zone. 
Blockage of particle motion occurs only when a reverse velocity 
zone occupies an entire cross section of the channel. 
 
6. Concluding remarks 
In this paper, we studied particle movements in a nonconverging 
sawtooth channel in detail. Certain salient features of the particle pathlines 
are found, in particular wall-like structures, velocity spikes and saddle 
points. The DEP wall-like structures and velocity spikes are characteristic 
for channels with sharp corners only. Particle blockage occurs only when 
the symmetrical saddle points on the two sides of the centerline coalesce 
onto the centerline followed by a reverse velocity zone occupying the 
entire channel cross section. It is shown that a single dimensionless 
parameter C(= (µDEP)/( µEO + µEM)Δφ0/L2) can be used to establish such a 
particle blocking condition for a single basic channel unit when 
dimensionless geometric parameters are specified. Sharp corners are 
beneficial to separation since the critical value of C for blockage is lower 
than channels with smooth corners. 
Combining units with different geometric properties in a series can 
be used to selectively block and trap particles with different properties. 
The study indicates that the basic channel unit can be further simplified to 
contain only one cell (instead of seven used in this paper) and a channel 
with multiple cells of progressively stronger field gradient can be built and 
tuned geometrically to separate diverse particle mixture. This confirms the 
principle illustrated experimentally by Pysher and Hayes [39]. If two 
particles have nearly identical values of mobility ratio µDEP=µEO/µEM, we 
can always adjust the value of Δφ0/L2 so that the difference in the 
respective values of parameter C for these two particles is significant. This 
will then allow these two particles to be separated easily using the 
sawtooth channel device. Thus it can be argued that the resolution of this 
type of device can be tuned to any desired level. It is expected that further 
investigations combined with experiments with well-characterized particles 
in the future will drive home the idea of continuously separation using 
sawtooth channels. 
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