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Character-Correcting Convolutional Self-Orthogonal Codes 
S. Y. TONG 
Bell Telephone Laboratories, Inc., Holmdel, New Jersey 07733 
A class of convolutlonal, character-error-correcting codes with l imited error 
propagation is presented. Th is  class of codes is derived from binary con- 
volutional self-orthogonal codes (BCSOC). By character-error-correcting, 
we mean that the code is character oriented, where each character can be 
thought  of as a string of binary or higher base symbols of fixed length or as a 
single nonbinary symbol  of correspondingly higher base. It is shown that, 
given a t-error-correcting BCSOC of rate b-  1/b, a character-error correcting 
convolutional self-orthogonal code (CCSOC) of rate h(b - -  1)/(h(b - -  1) -~ 1) 
can be constructed for any integer h, the rate expansion factor. The  CCSOC 
so constructed corrects t character errors, and also possesses large simulta- 
neous burst-error-correct ing capabilities. Lower bounds on the burst-error-  
correcting capability for both BCSOC and CCSOC are found. 
Decoding consists of a mixture of majority logic decoding and algebraic 
computation. The  decoding algorithm seems practical if either the rate expan- 
sion factor h or the number  of errors corrected t are not large. Such codes are 
most  suitable for channels with both random and burst  noise, and also effect 
a compromise between the cost of terminal equipment  and the efficient use of 
channels. 
INTRODUCTION 
Random error correcting convolutional codes defined over a nonbinary 
finite field were first studied by Ebert and Tong (Ebert-Tong, 1969). These 
codes are highly efficient and, in one alternate form, optimal. However, they 
are generally difficult to decode. 
In this report, a different construction of random-error-correcting con- 
volutional codes over a nonbinary finite field is proposed. These codes 
combine the number-theoretic construction of the Robinson-Bernstein codes 
(Robinson-Bernstein, 1967) with the algebraic properties of the Bose- 
Chaudhuri-Hocquenghen codes. In Sections II and I I I  tue construction 
procedures and justifications are given. In Section IV decoding algorithms 
are discussed. In Section V the burst-error-correcting capabilities of codes 
in this class are found. 
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I. DEFINITIONS AND PRELIMINARIES 
Linear convolutional codes can be described by a semiinfinite parity 
check matrix A. The code words are semiinfinite sequences X = (x I , x 2 ,...) 
such that 
x = 0. (1) 
We consider such codes over a finite field GF(pZ). The elements of GF(p ~) 
are called characters; the "character size" of GF(p ~) is l. The matrix A is 
given schematically in Fig. 1, where b is the smallest integer such that an 
N × b matrix B 0 can generate the matrix A; as shown in the figure, b is 
called the basic block length of the code and m is the number of check 
characters per basic block. The code so defined has rate (b -- m)/b and its 
actual constraint length is given by n = (b/m) • N; we assume that m divides 
N evenly. 
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FIG. 1. Schematic diagram of the semiinfinite parity check matrix A. The nonzero 
elements are in the shaded areas. 
Since the decoding of a convolutional code proceeds equentially by blocks 
of b characters the error-correcting properties of the codes are determined 
by the decoding of the first block. Thus it is sufficient to examine only A N , 
the first N rows of A. 
The minimum distance d of the code is defined as the smallest number 
of nonzero characters in the first n positions of X such that A N • X = 0, 
provided there is at least one nonzero character in the first basic block. That 
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is, d is the smallest number of columns of A n , including at least one column 
from the first block, whose linear combination over GF(p  t) is zero. Clearly, 
every pattern of t or fewer errors in n consecutive bits can be corrected if 
and only if d >/2t  + 1. Generally, t will be used to denote the error- 
correcting capability. 
II. CONSTRUCTION PROCEDURE 
For the sake of simplicity we shall limit our discussion to codes with 
m=l .  
Given a B 0 matrix of a binary convolutional self-orthogonal code (BCSOC) 
of rate (b - -  1)/b, the B 0 matrix of a character-correcting convolutional self- 
orthogonal code (CCSOC) of rate k(b - -  1)/(k(b - -  1) -[- 1) is constructed 
by the following procedure: 
1. Given Boa, the B 0 matrix of a BCSOC, for the i-th nonzero element 
in the j th  column of Bob, replace it by a row vector (1, ~i-1,..., ak(i-l~), 
where a is a primitive element of GF(pZ) .  
2. Replace all zero entries by zero row vectors of dimension k. 
3. The last column (check column) of B0~ remains unchanged. 
The parameter k is called the rate expansion rate factor. 
EXAMPLE 1. From a rate 2/3 double-error-correcting (t = 2) BCSOC 
a CCSOC of rate 6/7 is constructed as shown below, where k = 3. 
BOb 
r l  1 1- 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 1 0 
0 0 0 
1 0 0 
1 0 0 
0 0 0 
0 1 0 
1 0 0 
_0 1 O_ 
r-1 1 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
B°~ = 0 0 
1 ,x 
1 a 2 
0 0 
0 0 
1 a s 
LO 0 
1 1 1 1 11 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 1 c~ ~ 0 
0 0 0 0 0 
c~  0 0 0 0 
c~ 4 0 0 0 0 
0 0 0 0 0 
0 1 c~2 ~4 0 
~6 0 0 0 0 
0 1 c~ ~6 0d 
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To get a CCSOC of rate slightly lower, say, 5/6, one may delete any one 
of the columns of the rate 6/7 except he last, which is the check column. 
It is seen that Boa matrix can be thought of as the concatenation of the 
matrices D 1 , D 2 ,..., Db-1 and check column C; i.e., 
Boc = D1 : D2 : D3 : " ' "  : Db-1 : C, 
where D~ is the expansion matrix derived from the i-th column of the Bob. 
In the previous example, 
01 = 
-1 1 11 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 ~ ~2 
1 o~ 2 5 4 
0 0 0 
0 0 0 
1 o~3 ~6 
.0 0 0.3 
r-1 
0 
0 
0 
0 
0 
1 
D2= 0 
0 
0 
0 
1 
0 
[..1 
1 11 
0 0 
0 0 
0 0 
0 0 
0 0 
o/, c~ 2 
0 0 
0 0 
0 0 
0 0 
~x 2 o~ 4
0 0 
(~3 C~6_ 
DEFINITION. Matrix Di' is defined as the matrix consisting of all nonzero 
rows of Di. 
In the example, 
D1 t = 02  ~ = F1111 c~ ~2 c~ 2 c~ 4 " 
~3 ~6 
Observe that the D{ are all the same. Therefore, we shall drop the subscript 
in the sequel. 
THEOREM 1. A CCSOC that is generated by a t-error correcting BCSOC 
of rate (b --  1)/b corrects t-character errors if  and only if all the h-th order 
minors of D' are nonsingular: 
= 1, 2,..., min(k, 2t). 
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Proof. Consider any linear combination of h columns of Di ,  and let S 
be the resultant column vector. We have 
S = D i " I, (2) 
where I is a column vector whose entries are the coefficients of the linear 
combination. Let W(*) be the number of nonzero entries of *. Clearly, the 
weight of I is W(I) = h. Recall that Di is generated by the i-th column of 
the BCSOC and all columns of BCSOC are self-orthogonal. It follows that 
every column other than those in Di can cancel at most one nonzero entry 
of S. Thus at least W(S) additional columns must be combined with S to 
produce a eodeword. This codeword has weight W(I) + W(S) = h + W(S). 
Hence the minimum distance d, of the code is d ----- mina{h + W(S)}. If one 
can assure W(S) >/2t -- h + t, then d = min{h + W(S)} >/min(2t + 1) = 
2t + 1 and the code can correct errors. 
To assure this, observe that (2) is equivalent to 
S' = D ' - I  (3) 
by deleting all the zero rows of Di .  Obviously, W(S') = W(S) since only 
zero entries of S are deleted. To assure W(S') ~ 2t -- A -]- 1, for any set 
of A equations among the 2t equations of (3), it is necessary that there be at 
most h --  1 zeroes in S'. But that is equivalent to requiring that any matrices 
Ea, formed by first picking any A columns of D' then picking any ;~ rows of 
the A chosen columns, must be nonsingular. But Ea is precisely a h-th order 
minor of D'. Thus W(S') = W(S) ~ 2t --  h + 1, if all E~, ~ = 1, 2,..., 
min(k, 2t), are nonsingular. 
Conversely, if a particular Ea is singular, then there exists an I such that 
Ea .I----0. 
Hence there is one combination of A columns that makes at least h compo- 
nents of S' zero. 
i.e., W(S') ~ 2t -- h. 
One can construct a codeword by using this particular combination of h 
columns, and since only W(S') nonzero columns remain, one can cancel each 
of these nonzero entries of S' by choosing the parity check column corre- 
sponding to that nonzero entry. There are a total of W(S') such check 
columns o that the code has minimum weight = W(S') + h ~ 2t, therefore 
d ~ 2t. Hence the code does not correct all t-error patterns. Q.E.D. 
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Observe that the/z-th order of the minors of D' are of the form 
m~(~) = 
cxiuJx cczu0u 
O <~ i's <~ k - -1 ,  
O <~j's < 2t--1,  
which can be rewritten as 
m~(x)  = 
. . .  
L ". 
Such a determinant is called an alternant in the variables 
(xl "" x,), 
where x~ = W,, s = 1, 2,..., tz. 
To assure that the minors of D' are nonsingular, one must find out the 
zeroes of m,(~) and select ~ so that m,(~) is nonzero for all/~. In the following 
section, the zeroes of m~(~) are evaluated, and from this, constraints on ~ are 
determined. 
I I I .  EVALUATION OF THE ZEROS 
Consider all the minors of D', a k x 2t matrix. Let r = rain(k, 2t). Then 
the minors to be considered are m~(a), or simply m~, 1 ~/~ ~< ~-. 
(1) Every 1 X 1 minor o fD' ,  m~, is nonsingular since all entries of D'  
are powers of a, which is nonzero. 
(2) Every 2 X 2 minor, ms, is nonsingular if ~ is a primitive element 
of GF(pZ), where 
1 >/ log,[ (k  - -  1)(2t - -  1) + 2]. 
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Proof. 
where 
Without  loss of generality, assume i x < is ,  Jx < L .  Then  
. . . .  
o~Zl~l o~Zl~2 
m s ~ . . . .  
o~2~i 0~232 
I 
O i~jl+ilj 2 1 1 1, 
1 O~ ( i2 - i l )  (J2--~'1) I 
o <.. il < is <.. k -1 ,  
0 <~Jx <.h <~ 2t - -  1. 
(7) 
(8) 
I t  follows that m s =/= 0 if and only if 
~(irip(J~-h) =/= 1 for all i, j .  (9) 
But max(i  2 - - /~) (A  - -  Jr) = (k - -  1)(2t - -  1), as 
a 2 'z -1= 1 and a ~: / :1 ,  k<pt - -1 .  
Therefore m s is nonsingular if 
pZ  1 > (k - -  1)(2t - -  1) (lo) 
or  
l >/ log~[(k - -  1)(2t - -  1) + 2] (11) 
(3) m, is a Van-der -monde determinant;  therefore it is nonsingular if 
no pairs of columns (rows) are identical 
Case 1. k <~ 2t. Then  r = k 
m~. 
Ii 1 1 .-. 1 
o~il ~2il , , ,  ~ (/~--1)il 
Ogik--1 . . .  0~(/~-I) ik-1 
=0,  
i f~  i, = ~ ' ,  0 <~i~ <i ,  ~<r - -  1. 
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Case 2. 2t < k. Then  r : 2t, 
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1 1 .-. 1 1 ] 
~J l  " ' "  O~ J2 O~ "2~--1 
m. : l ~ 2J1 " ' "  (X 2j2 
• . 
1 ~(2t-1)J l  __ o~(2t-1)J2,_l 
=0,  
if aJ" = ~J~, 0 ~< j~ < j~ < z - -  1. In particular, rn, will be nonsingular if 
p~- - I  > (k - -1 ) (2 t  - -1 ) ,  
l >/ log~[(k - -  1)(2t - -  1) + 2]. 
F rom the above three results we see that for ~- ~ 3, the CCSOC defined by 
B0c is t error correcting, if ~ is a primit ive element of GF(pt), where 
l />  log~[(k - -  1)(2t - -  1) + 2]. 
EXAMPLE 2. The  rate 6[7 CCSOC of Example 1 is double-character-  
correcting since 
r = min(k, 2t) = min(3, 4) = 3, 
provided that ~ is a primit ive element of GF(2t), where 
1 >~ log~[(3 - -  1)(4 - -  1) + 2] ---= 3. 
Special Codes 
Consider the case of t = 4. We have that ml ,  m 2 , and m 4 are nonsingular 
if l >~ log~[(k - -  1)(2t - -  1) + 2]. To  evaluate mz, we have 
m 8 = c~qJ~ 
fX~I~3 
(X$2J2 0~Z3"~2 
~xt~J3 ~ts& 
(12) 
where, without the loss of generality, by reordering i and j and by changing 
the designation of i and j we may assume 
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and 
where 
Let  
O~<k <J2<Ja~<3- -1 ,  
8 = max{k, 2t}. 
X 1 = 0~1 X 2 = 0~ 2, X 3 = O~ ;3, 
The determinant in (12) is called an alternant. Let  us denote an alternant 
by its power indices, as shown in the Appendix. We have, by using (A4) in 
the Appendix,  
mz = I A(il, i2, i8)1 = ] A(0,  1, 2)1 • E. (13) 
There  are four combinations of i 1 , i2, i 3 , viz., 
ma = I A(0, 1, 2)1, (14) 
or  
ma = I A(1, 2, 3)1 = I A(0, 1, 2)[ " az,  (15) 
or  
mz = I A(0, 2, 3)] = I A(0, 1, 2)L " a2, (16) 
or  
m 3 = [ A(0, 1, 3)I = I A(0, 1, 2)I • a l ,  (17) 
where ai is the i-th degree elementary symmetr ic  function. Thus  the zeroes 
of m 8 are the zeroes of [ A(0, 1, 2)] plus the zeroes of a l ,  as,  a 3 . 
/ A(0, 1, 2)1 is a Vandermonde determinant if 
l ~> log~[(k - -  1)(2t - -  1) + 2]. 
Therefore, A(0, 1, 2) v6 0, 
a 3 = X lX2X 3 = ~ j l+j2+ja ~ 0,  
a 2 =- x lx  2 -~ x2x  3 -~ XlX 3 = O~Jl+J2 -]- O~J2+J3 -~- R~a+Jl 
= ~'*+"(1 + ~;3-;= + ~J3-a), 
a I : x 1~-  x 2 ~-x  3 = off :t-~- a '2_[_  a~a 
643/ I8 /2 -6  
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The zeroes of a 1 and a2 are the zeroes of the polynomials 
f l=  1 +x j2 -h+x h-h  
and 
where 
A = 1 + x j"-j~ + x J"-h, 
O ~ j~ < j2 < j3 <~ 3 --1.  
Thus, if a is generated by a primitive polynomial G(x) over GF(p) of degree 
3 or more, then F(~) @ 0 for all polynomial F of degree less than & It  follows 
that al # 0, a2 # 0 if 
l~>3.  
Thus a sufficient condition for m 3 :/: 0 is 
lm ~ max{log~[(k - - 1)(2/ - -  1) -}- 2], 3}, 
where 
Now 
T -= min(k, 2t) = 4. 
3 = max{k, 2t} ~> log~[(k - -  1)(2/ - -  1) + 2] 
min{k, 2t} = 4. 
We have the simplified expression 
if 
l~ ~ max{k, 2t}, 
r = min{k, 2t} = 4. 
The condition on l is an upper bound, sometimes it is possible to do better 
than this by choosing specific generator polynomials for a such that a 1 , a S 
are nonzero for all possible choices of J l ,  J~, J3. Table I shows some codes 
obtained by exhaustive search. 
Similarly, one may evaluate the character size for ~ = min[k, 2t] = 5. 
It can be shown in this case that the upper bound on the size of a is 
lm >i 2~- - -  3 = 2[max{k, 2t}] - -  3. (20) 
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d t l G(x) lm 
k=4 
5 2 4 Unrestricted 4 
6 2 5 Unrestricted 5 
7 3 5 75 ~ 6 
8 3 5 75 7 
9 4 5 75 8 
10 4 6 147 9 
11 5 6 147 10 
12 5 6 147 11 
13 6 6 147 12 
k t G(x) l~ 
2t = 4 
4 4 Unrestricted 4 
5 5 Unrestricted 5 
6 5 75 6 
7 5 75 7 
8 5 75 8 
9 6 147 9 
10 6 147 10 
11 6 147 11 
12 6 147 12 
a Octal representation f G(x), e.g., is 75 = x 5 + x 4 + x 3 + x 2 + 1 = 111101. 
IV. THE DECODING TECHNIQUES AND ERROR PROPAGATION 
We first note that  decoding of CCSOC involves only the correct decoding 
of the first block of the code. 
Consider  a t -error  correct ing CCSOC,  and assume that  the first error 
occurs in the i - th  subblock of the first block, and there are A errors (~t ~ t) 
in that  subblock.  I t  follows that  at least 2t - -  (A - -  1) check symbols out  of 
the 2t check symbols that  check the subblock are nonzero.  By hypothesis,  
there  can be at most  t -  A addit ional  errors in the first constra int  length 
wh ich  are checked by the same set of check symbols;  hence,  at least 
2t - -  (h - -  1) - -  (t - -  A) = t + 1 check symbols  are nonzero.  Thus ,  ~ errors 
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(h ~ t) in the i-th subblock are detected whenever a majority of check 
symbols that check the subblock are nonzero. On the other hand, if there is 
no error in the i-th subblock, with at most t errors outside of the block, at 
most t check symbols that check the i-th subblock can be nonzero; hence, 
the majority detection rule still gives the right answer. 
Given that errors in the i-th subblock are detected, the next step is to 
correct them. There are at least 2t - -  (t - -  A) = t + A check equations that 
involve only the errors in the i-th block and nothing else. The A error values 
and locations can be found by using any 2A of the t + A equations, and the 
result must check wkh the t + A check equations. Hence, after the effect of 
the errors are removed from the parity checks at most 2t - -  (t + A) = t - -  A 
parity checks can be nonzero. It follows that the weight of the syndrome 
vector can only decrease if a correction (right or wrong) is made. Thus, 
even if a decoding error is made, the number of nonzero elements in the 
syndrome register must go to zero eventually. Thus, the decoder will recover 
from any decoding error; hence, error propagation is limited. It can be 
shown that the length of the maximum error propagation L is bounded in 
the same way as the BCSOC from which the CCSOC is derived. Such 
bounds have been derived by Robinson and Bernstein (1967). 
From the above discussion, we see that, in principle, the CCSOC can be 
decode by exhaustive search. The correct solutions are those which check 
with at least t + 1 parity checks. Since there are only k possible error loca- 
tions and at most min(k, t) errors can occur in the i-th subblock, the search 
is not unduly complex, if either k or t are reasonably small. 
V. DECODING ALGORITHMS FOR SOME SPECIAL CODES 
We present a simplified decoding algorithm for those CCSOC which 
satisfy the conditions 
rain[k, t] ~ 2. (21) 
First, note that if (21) is satisfied, for each subblock, one may have none, 
one, or two errors in that block. 
Given that there are no more than t errors in a constraint length, we see 
that 
(1) If there are no errors in the subblock, then at least t of the 2t parity 
checks of that subblock must be zero. 
(2) Conversely, if a majority of the 2t parity checks are nonzero, either 
one or two errors must have occurred in the subblock. 
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A. Assume that one error occurs at position j ( j  = 1, 2,..., k). The checks 
are 
S~ = ~(~-l)e 1 (i = 0, 1,..., 2t -- 1) (22) 
with a majority of 
e~-~(3-1)31 = e I (23) 
for some value of i. I f  the majority of the S /are  equal, the first position is 
in error; if not, one multiplies S, by ~-1 and compares again. Do this 
recursively for k times. A single error is located and corrected by this 
procedure. 
B. I f  no majority agreement is made in procedure A,  there can be at most 
two errors in the subblock. 
Case 1. t = 2. The error may be corrected by solving the simultaneous 
equations 
Si  = o~riel -t- a~'e~, i = 0, 1, 2, 3. (24) 
The error locations r, s ~ 1, 2 ..... k may be found by using Peterson's 
(Peterson, 1961) decoding algorithm for BCH codes, i.e., we solve the 
quadratic equation 
~0 x~ - -  ~lx + ~ = O, (25) 
where 
% = SoS~ --  $1 ~, 
(~1 = $3So --  $1S2, 
, ,2 = S l&  - &~. 
If  no solution is found, errors are detected; otherwise the values e 1 , e 2 are 
found by substituting the error locations and solving for (24). 
Case 2. k -= 2. The error locations are known, viz., r = 0, s = I from 
(24); then 
Si = el + o~ie2, i = O, 1 ..... 2t - -  1. (26)  
Consider the set 
Ui = ~-~(Si + S~+1) = (1 + a) e2, i -= O, 1,..., 2t --  2. (26) 
One partitions the set Ui into equivalent classes by the relation "equal." 
We claim that those Si whose Ui belong to the class of largest membership 
are not corrupted by noise. 
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This statement is true since it is a special case of Lemma 2 of Reed and 
Solomon (1960). 
From any U i of this class, we have 
and 
u, 
= (28) e~ 1 +~ 
el = & + ~U¢ 
l+a  
~& + &+i 
1+~ 
(29) 
I f  there is a tie in finding the largest class, errors are detected. Note that 
modification of this technique for k ~ 3 is possible, although the complexity 
of computation grows quickly. 
VI. BURST ERROR-CORRECTING CAPACITY OF SELF-ORTHOGONAL CODES 
Following Wyner and Ash (1963), we first defined two types of bursts 
which will be considered in the sequel. 
DEFINITION. A type B1 burst of length 1 is an error pattern that is 
confined to l consecutive symbols. 
DEFINITION. A type B2 burst of length l is a type B1 burst of length l 
with the additional restriction that the burst is also confined to lib conse- 
cutive blocks; each block has b symbols, and we assume b [ I. 
The burst error-correcting capacities of BSCOC and its derivative, the 
CCSOC, are closely related. We shall first give a bound for BCSOC, then 
generalize it to CCSOC. 
To simplify the discussion, we confine ourselves to a subclass of such 
codes that appear to be interesting. 
The class of BCSOC we consider is that of the form due to Robinson 
and Bernstein (1967). The properties are: 
(P1) Codes are of rate (b - -  1)/b (b ---- 2, 3,...). 
(P2) The B 0 matrix of the code has its first row all "1." That is, the 
check bit of the first block checks all the b --  1 information bits of that 
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block. We also restrict he CCSOC to be considered to those having the 
following property: 
(P3) All CCSOC are derived from the R-B (Robinson-Bernstein) 
type BCSOC. 
Consider the decoding of an R-B type BCSOC. We observe that 
Situation A. I f  the i-th bit of the first block is in error, then the error is 
correctable if and only if, at most t - -  1 of the 2t parity checks, C 1 ".  C~t 
that check the i-th bit are changed by other errors. 
Situation B. I f  the i-th bit of the first block is not in error, then no 
decoding error of the i-th bit is possible if and only if no more than t of the 
set {Ci} are changed by other errors. 
By (P2) any other error in the first block can be involved in only C 1 . 
Thus in Situation A the i-th error is correctable if no more than t - -  2 parity 
checks of C s "- C2~ are changed by errors in the subsequent blocks. 
By (P1) there is one check bit in each block. Consider a block. I f  its check 
bit, say, O, is a member of {Ci} then all information bits of the i-th block can 
have only one common check with the i-th bit of the first block, viz., 0. 
As the code is self-orthogonal, there can be no other common checks. 
Conversely, if 0 is not a member of {Ci} then each information bit of the 
block can have at most one check common to the {Ct}. So there can be at 
most b - -  1 check bits common to the information bits of that block and 
the {Ci}. Consequently, for any errors in the j - th  block, at most b - -  1 checks 
of {C~} may be changed. It  follows that the number of subsequent blocks 
allowed to have errors is at least [(t - -  2)/(b - -  1)]. 1 
Thus an error in the i-th position is correctable if the error pattern consists 
of m blocks of errors, where 
r 1 t - -2  
m ~ [~] - ] -+-1 .  
Since each block consists of p bits, so, in particular, a single type B2 burst 
of length 
b l  t -2  [t +b- -3 ]b i t s  
is correctable. 
1 [x] = greatest integer ~< x. 
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Consider the Situation (B). There are two cases to consider: 
(i) There are errors in the first block. By P2, only the first check bit 
of the i-th bit can be corrupted by errors in the first block. The number of 
error blocks allowed is 
r 1 t - -1  
ul = [~-~]  + 1. 
(ii) All errors are in subsequent blocks. Then the number of error 
blocks allowed is 
[,_1] 
u2= ~ ~ +l=u l "  
So we may ignore (i). Thus if the i-th bit of the first block is not in error, 
there can be no decoding error if the error pattern consists of m blocks of 
errors, where 
1] 
To ensure correct decoding, both situations (i) and (ii) must be satisfied. 
Hence, we have 
t - -2  
Observe that 
t - -2  
for b = 2,3. Hence we have 
THEOREM 2. Every t-error correcting R-B type BCSOC of rate (b --  1)/b 
corrects all error patterns that are confined to (t --  1) blocks, not necessarily 
consecutive i f b = 2, and [t/b --  1] blocks i f  b ~ 3. 
COROLLARY. Any t-error correcting R-B type BCSOC corrects type B2 
bursts of length at least 2(t - -  1) bits i f  b = 2, and b[t/(b --  1)] bits i f  b >/3. 
We now consider the burst-error-correcting capacity of a CCSOC derived 
from R-B type BCSOC. Consider the Situation A. As each subblock may 
have at most k errors which may produce a maximum of k - -  1 zero syn- 
dromes. Any other errors in the first block would interfere with the first check 
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symbol. Consequently, a maximum of (t - -  1)  - -  (k  - -  1)  - -  1 = t - -  k - -  1 
check symbol changes from errors in the subsequent blocks can be tolerated. 
Hence, for Case 1, one may have 
.t - -  k - -  1]  
b- -1  
subsequent blocks in error without affecting the correction of errors in the 
first block. 
Next consider the Situation B, with the approach similar to that employed 
in the BCSOC case. One needs to consider only (B). Here, with no error in 
the first block, a decoding error is avoided if not more than t check symbols 
are nonzero. This implies that one may have [ t / (b -  1)] blocks in error. 
Therefore, to avoid a decoding error, it is sufficient that all the errors are 
restricted to m blocks where 
m=min l [ t  b_  +l , [b  t~]  I 
We state this result formally. 
THEOREM 3. Every t-character correcting CCSOC of rate 
k(b -- 1) 
k(b -- 1) + 1 
derived from a R-B type BCSOC of rate b -- l/b, corrects all error patterns 
that are confined to [t/(b --  1)] blocks if  k + 2 ~ b and corrects all error patterns 
confined to 
b - -1  + 
blocks if k + 2 > b. 
COROLLARY. Any t-character correcting CCSOC of rate 
k(b -- 1) 
k(b -- 1) + 1 
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derived from an R-B type BCSOC of rate b -- lib corrects type B2 bursts of 
length at least 
(k (b -  1)+ 1) [b~t  1] characters 
if k + 2 ~ b and corrects B2 bursts of length at least 
(k(b- -1)+l ) , f f - -b_ lk - -1  + 1] if k+2>b.  
EXAMPLE. The best-known rate 1/2 six-error correcting BCSOC 
(Robinson-Bernstein, 1967) has constraint length of 256 bits and guaranteed 
burst (B2) correcting capacity of 
2(t -- 1) = 10 bits. 
The corresponding CCSOC with k ~- 2 is a code of rate 2/3, with constraint 
length 384 characters and corrects bursts (B2) of 
[ .6 - -2 - -11  + 1](2 + 1) = 12characters. 
This compares well with the best-known (Robinson-Bernstein, 1967) rate 
2/3 BCSOC of constraint length 867 bits which also corrects ix random 
errors and with a burst (B2) correcting capability of nine bits. 
VII. CONCLUSIONS 
We have presented a new class of character-error correcting convolutional 
codes. 
This class of codes is seen to be a generalization of self-orthogonal con- 
volutional codes and shares many advantages of the self-orthogonal codes. 
It has the additional advantages of being more efficient and has larger burst- 
error-correcting ability although decoding is more difficult. 
Furthermore, this class of codes is generally easier to decode than the 
previously known character-error correcting convolutional codes of Ebert 
and Tong (1969). However, these codes are not as efficient as the Ebert-Tong 
codes. 
Thus, this class of codes seems to be a compromise between the two 
extremes, viz., the easy-to-decode but inefficient self-orthogonal codes and 
the hard-to-decode but efficient Ebert-Tong codes. 
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APPENDIX 
Propert ies  o f  A l te rnants  
Let  us denote an alternant by its power indices (leaving out the arguments) 
as follows: 
1 X~ 1 X~' "" X~ "-~ 
I A(O, k , ,  k 2 ... k,_~)[ = : . (A1) 
1 .. .  xgo-1  
There are two useful identities (Aitkin, 1956): 
[A(0,  k l ,  k2 ,..., k~_l)l =- IN(0, 1,..., n - -  1)1 " H, 
where 
H = 
/to hk 1 . . .  hk~_l 
0 
0 
0 hkl-~+l "'" hk~_i-,~+l 
(A2) 
(A3) 
f A(O, 1,..., n - -  1)1 
=H= 
as 1 as  2 • .. asr 
as1-1 
asl--r+X asr--r+X 
= E, (A4) 
where a i is the elementary symmetr ic  function of degree i, which is the sum 
of the (~) products of x 1 , x 2 ,..., Xn taken i at a t ime without repetition. We 
note ai = 0 if i > n or i < 0 and a 0 = 1. The  set {s~} is b icomplementary 
with respect to k~_ I to the set {hi}. That  is, the collection defined by the 
members  of the two sets {hi} + {h~_ 1 - -  si} consists of exactly the k~_ 1 + 1 
integers: 0, 1,..., h~_ 1 . 
RECEIVED: March 16, 1970; REVISED: August 15, 1970 
I A(O, kx ..... k~-l)] 
The [ A(0, 1,..., n - -  1)1 is identif ied as a n × n Vandermode determinant 
and H is called a bialternant. Each h i denotes the complete homogeneous 
symmetr ic  function of degree i which is the sum of the (n+~-l) products of 
the x x "" Xn taken i at a t ime and with unrestr icted repetit ion of any xi in 
a product.  We note that h 0 = 1 and h, = 0, i < 0. 
By the aid of Jacobi's theorem (Aitkin, 1956) on minors of the adjoint, 
the second identity can be written as 
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