ABSTRACT Video based person re-identification aims to associate video clips with the same identity by designing discriminative and representative features. Existing approaches simply compute representations for video clips via frame-level or region-level feature aggregation, where fine-grained local information is inaccessible. To address this issue, we propose a novel module called fine-grained fusion with distractor suppression (short as FFDS) to fully exploit the local features towards better representation of a specific video clip. Concretely, in the proposed FFDS module, the importance of each local feature of an anchor image is calculated by pixel-wise correlation mining with other intra-sequence frames. In this way, 'good' local features co-exist across the video frames are enhanced in the attention map, while sparse 'distractors' can be suppressed. Moreover, to maintain the high-level semantic information of deep CNN features as well as enjoying the fine-grained local information, we adopt the feature mimicking scheme during the training process. Extensive experiments on two challenging large-scale datasets demonstrate effectiveness of the proposed method.
I. INTRODUCTION
The aim of person re-identification (Re-ID) is to associate images with the same identity across different camera views. With promising applications in smart video surveillance, human-computer interaction etc., great efforts have been devoted to this field. Although extensively studied, person re-identification is far from being solved. The main challenges come from large variations in human poses, camera views, illumination changes and similar dressing. Besides, blur, occlusions, poor lighting and detection failure also degrade the performance.
Compared with static images, videos contain richer information and are more in line with practical scenarios. Therefore, video based person re-identification has evolved as an important branch in the Re-ID community. Inspired by the attention mechanism, the authors [1] proposed to jointly discover a diverse set of distinctive body parts and assign them with different weights across different frames. In [2] , intra and inter sequence attentions are utilized
The associate editor coordinating the review of this article and approving it for publication was Juan Wang. for feature refinement and alignment. However, existing spatial-temporal attention mining is based on frame-level or semantic-part level features, fine-grained local information (e.g., pixel-wise local features of intermediate feature maps) is ignored.
In this paper, we present a proper way to fuse the pixel-wise local features by enhancing the 'good' ones that benefit the Re-ID process, while suppressing the 'distractors' that harm the recognition performance. We define 'good' local features as those co-exist across the video frames, representing the target person, and 'distractors' as those sudden occlusions that are sparse within or across different scenes. In order to distinguish the 'good' local features from 'distractors', we propose to mine the importance of each local feature according to its responses to all the other intra-sequence frames. During the Re-ID process, local features with high responses among the video clip are enhanced, meanwhile, 'distractors' with low responses are suppressed. The proposed FFDS module naturally brings the following advantages: (1) Fine-grained local features can enrich the final representation of the video clip, otherwise, detailed information may be overwhelmed by global pooling; (2) Intra-sequence response FIGURE 1. Illustration of the attention maps generated on the anchor images. The first column shows two anchor images with different identities. The second column presents related attention maps generated by the proposed FFDS module. Images in the dashed bounding box are sampled intra-sequence frames (references) for the related anchor image. In our approach, the attention map is generated by pixel-wise correlations between the anchor image and all the other intra-sequence images. As shown in the attention maps of the related anchor images, useful information with high responses is enhanced, while 'distractors' (occlusions or background clutters) are suppressed.
calculation helps to distinguish 'good' local features from 'distractors', making the final representation more robust; (3) Furthermore, we adopt multiple filters to capture responses with different semantic meanings (i.e., each output channel corresponds to the response of a certain semantic attribute). Figure 1 illustrates the generated attention maps of some sample images, from which we can see that the proposed FFDS module can capture the useful body parts for recognition by referring to other intra-sequence images.
There exists a dilemma in the implementation of the proposed FFDS module. Mid-level CNN features contain more detailed spatial information, while the representative ability of them is inferior to high-level features. In order to exploit the accurate spatial information of mid-level features, meanwhile enjoying the discriminability of deep features, we adopt the mimicking scheme between features at different depths to mutually learn shared representations. In this way, the finegrained attention can be utilized to guide the deep feature learning. Vice versa, the high-level semantic information can be propagated to benefit the spatial attention mining process.
We summarize the main contributions of the method in three folds as following:
• We propose a novel module called fine-grained fusion with distractor suppression (FFDS) to fully exploit the detailed information of local features. By intra-sequence response mining, our model can distinguish 'good' local features from 'distractors', alleviating the influence of sudden occlusions, extreme scale changes, background clusters etc.
• The feature mimicking scheme is utilized to enable the fine-grained spatial attentions and deep high-level semantic features to mutually benefit each other.
• Extensive experiments on large-scale datasets demonstrate effectiveness of the proposed algorithm.
II. RELATED WORKS
Discriminative feature extraction and robust distance metric learning are two dominant branches in person reidentification. The former dedicates to obtain representative features which are invariant to background, viewpoint changes while the latter such as XQDA [3] , KISSME [4] pays more attention to design discriminative metric to compare the similarity between the inputs. Recently, numerous deep learning based methods have been proposed and dominate the Re-ID community for their superiority performances on large-scale datasets. Apart from multi-label cross entropy loss, according to the unique nature of this task, contrastive loss [5] and triplet loss [6] , [7] are widely adopted to push negative pairs further and meanwhile to pull positive pairs closer. Furthermore, additional information such as pose and attribute [8] , [9] is utilized to tackle the commonly occurred spatial misalignment problem. On the other hand, attention mechanism is utilized to assign important parts with higher weights, simulating human attention. Mutual learning [10] is also utilized to reduce memory and speed up models.
Compared with static image, videos contain rich information and are more in line with practical applications. Recently, some researchers have turned their eyes to video-based Re-ID. We roughly divide the existing video based Re-ID methods into four categories: 1) Some works aim to capture motion changes with optical flow or to model sequence structure. McLaughlin et al. [11] takes RGB images and their optical flow as inputs, after extracting the feature with CNN, RNN is utilized to obtain their hidden states followed by temporal pooling. 2) Inspired by attention mechanism in natural language processing [12] , spatial and temporal attentions are widely adopted in Re-ID to explore the various importance of different spatial locations, feature channels as well as temporal steps. These weights can be parametric or nonparametric. For example, Li et al. [13] proposed a harmonious attention module which fuses spatial, channel-wise and hard attention [14] together through three sub-networks. Shen et al. [15] proposed Kronecker Product Matching to softly align pair-wise features. Inspired by SENet [16] , Wang et al. [17] proposed to utilize a sub-network to draw channel-wise attention while maintaining the spatial structure. 3) Some works focused on the quality of different frames in the video. Through statistical calculation, You et al. [18] figured out that more ambiguities exist in videos than still images. Liu et al. [19] proposed a network with two branches, one is utilized to extract features and the other is utilized to compute quality scores. 4) Liu et al. [19] regarded video-based Re-ID as a set-to-set recognition VOLUME 7, 2019 FIGURE 2. The computation of the attention map in the proposed FFDS module. The attention map of a specific anchor image is generated by the fusion of pixel-wise correlations with all the sampled intra-sequence frames. For simplicity, we only illustrate the result generated by one reference image. c mn is the abbreviation of c m,n i ,j . problem, the aim of which is to find a metric to better calculate the distance between these two image sets.
Different from above mentioned approaches, we mine fine-grained local information (e.g., pixel-wise features of intermediate feature maps) to enhance the co-exist local features and suppress the sparse distractors (e.g., sudden occlusions). We propose a novel module called fine-grained fusion with distractor suppression (short as FFDS). To measure the importance of each fine-grained local feature, we compute its response according to all the pixels of other intra-sequence frames. Furthermore, we adopt multiple filters to capture responses with different semantic meanings inspired by SENet [16] .
Network mimicking or distilling [20] , [21] is originally proposed to transfer knowledge of a large teacher network to an ensemble of small student networks in model acceleration and compression. In this paper, we guide network training with feature mimicking to share information between mid-level features filtered by the proposed FFDS module and high-level semantic features to learn a more informative representation of a sampled video clip.
The most related work to ours are self-attention module [12] and non-local operation [22] . In [12] , the authors proposed to capture long-range context information to better represent the entire sequence by taking all the positions into consideration. In [22] , the authors generalized it to spatial, temporal or spatio-temporal non-local operation. Different from their aim to catch long-range dependencies in sequences, we aim to utilize pixel-wise attention to suppress the 'distractors' local features while enhancing the 'good' ones, considering the misalignment occurred in video Re-ID, so that the obtained features are more robust.
III. METHOD
In this section, we illustrate the proposed fine-grained fusion with distractor suppression (FFDS) module in Section III-B after introducing the basic notations in III-A. Then, we will introduce the proposed feature mimicking loss in Section III-C and elaborate on the overall instantiation network in Section III-D. 
A. NOTATION
We summarize the notations utilized in the Section III in Table 1 for better understanding the proposed approach.
B. FFDS MODULE
Traditional attention-based framework on video-based Re-ID mostly do not take full advantage of fine-grained (e.g., pixelwise) local features. In this paper, we propose the fine-grained fusion with distractor suppression (FFDS) module to alleviate the influence of distractors while enhance the fine-grained local features that co-exist across the frames of the video clip. The detailed framework of the proposed FFDS module is presented in Figure 2 . The attention map of a specific anchor image is generated by the fusion (i.e., max pooling) of pixel-wise correlations with all the sampled intra-sequence frames. For simplicity, we only illustrate the process of FFDS with one reference image in Figure 2 .
Denote a video clip with L frames as 
where M = H ×W refers to the number of pixels in the intermediate feature maps. For each frame V i ∈ V, its attention map is calculated according to its correlation matrices with respect to V j ∈ V, j ∈ {1, 2, · · · , L}, j = i, the corresponding set of local feature is F j . Denote the correlation matrix between F i and F j as C i,j , it is mathematically calculated as follows,
where [; ] denotes the concatenation operation. Feature dimension reduction can be utilized to lower the computational load when incorporated with shallow feature maps. φ refers to the sub-network in Figure 2 to transform the set of coupled local features {[f i,m ; f j,n ]}, where i, j ∈ {1, 2, · · · , L}, m, n ∈ {1, 2, · · · , M } into attention maps. The detailed architecture of the sub-network is illustrated in Table 2 . Please note that in order to capture attentions for different semantic parts, multiple attention maps are generated. As presented in Table 2 , the attention sub-network is composed of two subsequent Conv+BN +ReLU layers, followed by a Sigmoid layer to map the attention values to [0, 1]. Inspired by [16] , we introduce the scale parameter to reduce the computational load.
C i,j contains the correlations between each local feature in F i and F j (e.g., c
. In order to get the attention for F i , we sum the matrix C i,j by row as follows,
Accordingly, by referring to all the other images in the video clip, we can get a set of attention maps for F i , denoted as A i = {A i←j }, j ∈ {1, 2, · · · , L}, j = i. The attention map A i of anchor frame V i is calculated as follows,
A i is a set of matrices A i←j ∈ R C×M . The max operation here refers to finding the maximum value of the corresponding position of all the matrices in the set. The final attention map A i is obtained by reshaping the
reduction is applied to the original feature map, we upsample the attention map to the original dimension of the feature F i .
As is pointed out in attention residual learning [25] , element-wise production with weights range from zero to one can potentially break the identical mapping of Residual Unit of the backbone network, leading to performance decrease. Our experimental results validate this conclusion as well. We can see from Table 3 that without attention residual learning, the mAP drops by 0.8% and Rank-1 drops by 1%. Therefore, we adopt attention residual learning [25] to avoid the attention maps degrading the value of features. More specifically, with the obtained attention maps A i for each image V i , the weighted feature maps are calculated as follows,
where * denotes element-wise production. With A i approaching 0, F i will approximate to original feature F i .
C. FEATURE MIMICKING LOSS
Mid-level CNN features contain more fine-grained spatial information which is helpful in Re-ID but they are inferior to high-level features in terms of representative ability. High-level features are more semantically meaningful, but they lack detailed spatial information. In order to jointly utilize the detailed spatial information as well as the high-level semantic meaning, we adopt the mimicking scheme to mutually learn shared representations between mid-level and high-level features. Specifically, the Conv4-6 feature maps are embedded with FFDS module, followed by global average pooling to form the compact feature for each frame. The frame-level features are then temporally pooled followed by a fully connected layer to form the final representation r Conv4−6 ∈ R 1024 . The output feature maps of Conv5-3 are fed into a point-wise convolution layer to cut the channel of the feature from 2048 to 1024, which is denoted as r Conv5−3 ∈ R 1024 . The feature mimicking loss is then calculated as follows,
where · refers to inner product. The prediction results of the high-level features are more accurate, while the mid-level features are more fine-grained. We enforce them to be close to ensure that the calculation of attentions is based on a rather accurate prediction, and meanwhile, through feature mimicking, we can softly convey the fine-grained attention information to the high-level features. Figure 3 illustrates the overall framework of utilizing the proposed FFDS module for person re-identification. Video frames are first fed into the backbone network to extract per-frame intermediate feature maps. FFDS is then applied to the mid-level feature maps to explore more accurate spatial information. Both mid-level features embedded by the FFDS FIGURE 3. The overall pipeline of utilizing the proposed fine-grained fusion with distractor suppression (FFDS) module for person re-identification. We adopt ResNet-50 [23] pretrained on ImageNet [24] as the backbone network. The proposed FFDS module is applied to the mid-level branch (feature maps after the Conv4-6 layer of Resnet-50) to exploit fine-grained spatial information, enhancing the 'good' local features while suppressing the 'distractors'. Furthermore, feature mimicking scheme is introduced to guide the FFDS module with more semantic information.
D. NETWORK
module and high-level features are supervised by the cross entropy loss. Feature mimicking loss is further introduced to jointly exploit the fine-grained spatial attention and the semantic information of high-level features. Triplet loss is also adopted for ranking to take advantage of more supervisory information. During testing, the high-level branch features after global average pooling (GAP) and temporal pooling is adopted as the feature representation for the video clip.
1) BACKBONE NETWORK
We adopt ResNet-50 [23] pretrained on ImageNet [24] as the backbone network, where intermediate features after the Conv4-6 and Conv5-3 layers are extracted for further processing.
2) FFDS MODULE
The mid-level branch (Conv4-6) features are fed into the FFDS module to extract fine-grained attention maps. Regarding each location as a pixel, the pixel-wise correlations are explored to enhance the 'good' local features that co-exist across the frames, while 'distractors' are suppressed.
3) OVERALL OBJECTIVE
The cross entropy loss function is commonly utilized in classification tasks. In [26] , [27] , cross entropy loss is utilized in Re-ID to extract discriminative features. In view of the particularity of the Re-ID task, the batch hard triplet loss [7] is proposed to pull the features of the images within same IDs and push those within different IDs (the features of hard samples). In [5] , the authors suggest that the best baseline network is to utilize both loss functions at the same time. Based on this baseline mdoel, we propose feature mimicking loss to improve the performance accompanied by the proposed FFDS module. Therefore, the overall loss function is as follows:
triplet + fm (6) where (1) is computed with the mid-level branch features and (2) is calculated from the high-level branch.
IV. EXPERIMENTS
In this section, we first present the experimental settings of the proposed approach, including a brief introduction to the datasets and the evaluation protocols. The implementation details including the adopted sampler as well as the detailed parameter setting will also be presented in this part. In Sec IV-B, we will demonstrate the effectiveness of different components through detailed ablation study. Finally, we will present the comparison results with some stateof-the-arts to demonstrate the superior performance of our approach.
A. EXPERIMENTAL SETTINGS 1) DATASETS
MARS [26] is one of the largest video-based Re-ID benchmark. It consists of around 20000 tracklets from 1251 identities captured by 6 cameras on campus, among which 3248 tracklets are distractors. On average, each identity contains 13 tracklets and each tracklet is within 59 frames. The dataset is divided into training and testing set with 625 and 636 identities respectively. The bounding boxes are generated by Deformable Part Model (DPM) and GMCP tracker. DukeMTMC-VideoReID [28] is a newly released largescale dataset in video-based Re-ID. It is composed of 4832 tracklets from 1812 identities. Each person has only one tracklet under the camera and each tracklet contains 168 frames on average. The bounding boxes and labels are manually annotated.
2) EVALUATION PROTOCOLS
To evaluate the performance fairly, in our experiment, we report the Cumulated Matching Characteristics (CMC) curve at rank-n as well as the mean Average Precision (mAP). The former indicates the ratio of correct matches in the first n ranks and the latter complement CMC by taking recall into consideration which is more reasonable when multiple groundtruths exist.
3) SAMPLER
Inspired by Restricted Random Sampling [1] , we divide the raw video into L chunks (where L denotes the final sampled length of the video clip) and randomly select one frame in each chunk to form the final video clip for training.
4) PARAMETER SETTING
We adopt ResNet-50 [23] pretrained on ImageNet [24] as our backbone network. We resize each frame into 224 × 112. The data augmentation utilized in our method includes random 2D translation, random horizon flip, normalization and random erasing [29] . We train on a 2-GPU machine and the batch size of each GPU is 16 (including P identities with K video clips.) In our experiment, we set P = 4, K = 4. The margin in triplet loss is set to 0.3. The hyperparamter scale in Table 2 is set to 16. We train our model for 800 epochs, starting with a learning rate of 0.0001 and decay it by a factor of 10 every 200 epochs. The optimal model is selected via cross validation on the evaluation set. We use Adam [30] optimization. All of the experiments throughout this paper follows the above-mentioned settings.
B. ABLATION STUDY
The main contributions of our approach are two folds: the novel fine-grained fusion with distractor suppression (FFDS) module to capture fine-grained local information and the feature mimicking scheme to supervise the proposed FFDS module with more semantic information. To evaluate the effectiveness of each component, we conduct qualitative analysis as well as quantitative analysis, which is detailed in the following part.
1) EFFECTIVENESS OF FFDS MODULE a: QUALITATIVE ANALYSIS
The proposed FFDS module captures both the spatial and channel-wise attention for fine-grained local features. To quantitatively validate effectiveness of the proposed FFDS module, we visualize the spatial and channel-wise attentions in Figure 4 and Figure 5 by averaging the attention maps along the channel and spatial dimension respectively. We also visualize the spatial attention of each local features in the anchor frame as presented in Figure 6 .
SPATIAL ATTENTION
In Figure 4 , each row presents a video clip (the length L = 4) of a certain pedestrian. As shown, due to the complexity of the real-world scenario, distractors (e.g., sudden occlusion, extreme scale changes and background clusters), intra-sequence images can be visually very dissimilar, making it challenging for Re-ID in practical scenarios. The spatial attentions generated by FFDS are presented in the second column in Figure 4 .
As shown in the spatial attention maps, useful body parts of the anchor image are highlighted regardless of occlusions or severe background clutters. This is because the proposed FFDS module can capture and enhance the co-existing body parts, meanwhile suppress the distractors that rarely occur across the video clip.
CHANNEL-WISE ATTENTION
In Figure 5 , we randomly select eight video clips from DukeMTMC-VideoReID and MARS to evaluate the effectiveness of channel-wise attention. As shown in Figure 5 , different output channels correspond to various high-level semantic concepts, which plays different roles in Re-ID task. Therefore the average active values differs from channel to channel. The mean response to different semantics denotes the identification information.
PIXEL-WISE CORRELATION
To generate more insights into the FFDS module, we visualize the pixel-wise correlation in Figure 6 . In particular, each grid of the pixel-wise correlation map presents the VOLUME 7, 2019 FIGURE 5. Visualization of the channel-wise attention. The X-axis and Y-axis denote channel index of the attention matrix and the corresponding activation. We randomly select eight video clips with different identities from MARS and DukeMTMC-VideoReID. For each video clip, the obtained attention maps are spatially and temporally averaged to analyse the influence of channel-wise attention. FIGURE 6. Visualization of the pixel-wise correlation between the anchor frame and the reference image (only select one frame from the entire video clip as an example).
correlations of a specific anchor pixel with respect to all the pixels in the reference image. (In our case, the intermediate feature maps of the anchor and reference images are of size 7 × 4). We can see from the first line that the first three positions are background regions and their correlation to the reference is similar. However, the fourth position is different because it contains the head of the target person. The second and the third line follows the same rule. As for the fourth line, the positions are between the target person and the car. Therefore, the attentions at these locations are similar to the third line. The bottom three lines are the regions of the car so the pixel-wise attention values between them and the reference are small.
RETRIEVAL RESULTS
In Figure 7 , we visualize some retrieval results on DukeMTMC-VideoReID. The upper row shows top-3 results of FFDS and lower row shows the results of baseline model. Images in red boxes are negative results. It should be noticed that in the first line, AP = 1 for the FFDS module, which means that all the positive results have been found. We can see from the figure that the top-1 results of FFDS and the baseline model is the same. However, the baseline model missing the second positive video for it contains many distractors. The baseline model is not robust to represent such a sequence.
b: QUANTITATIVE ANALYSIS
Except for the above qualitative analysis, we also conduct experiments to quantitatively validate effectiveness of the proposed approach.
BASELINE
We adopt the baseline implemented in [31] with slight change on the sampler as mentioned in Section IV-A. In particular, the sampled video clips augmented by random erasing [29] are fed into ResNet-50 [23] pretrained on ImageNet [24] where intermediate feature maps of Conv5 − 3 are extracted and further average pooled along the spatial and temporal dimension to form the compact representation of the video clip. Label smooth cross-entropy loss [32] and batch hard triplet loss [7] are adopted to train the baseline network.
As presented in Table 3 , we report the results on a naive baseline and a strong baseline with REA data augmentation as well. Compared with the naive baseline, FFDS improves the mAP by 1.1% and Rank-1 by 1.4%. Feature mimicking loss improves the mAP by 2.5% and Rank-1 by 1.7%. These two proposed modules boost the mAP by 3.8% and Rank-1 by 2% together. In addition, compared with the strong baseline, FFDS improves the mAP by 0.7% and Rank-1 by 0.4%. Feature mimicking loss improves the mAP by 1.1% and Rank-1 by 0.3%. These two proposed modules boost the mAP by 2.8% and Rank-1 by 1.6% together. We can see from these experimental results that the proposed FFDS module and feature mimicking loss can consistently improve the performance, no matter a naive baseline or a strong baseline. The overall performance gain can be attributed to the following reasons: (1) Through pixel-wise correlation mining across the video clip, FFDS enhances the good local features and suppresses the distractors, which makes the feature more robust; (2) The feature mimicking scheme improves the accuracy of the attentions obtained by the FFDS module by introducing high-level semantic information.
FEATURE DEPTH
We further analyse the influence of feature depths on the Re-ID performance. Specifically, we record the performance of FFDS with intermediate feature maps extracted from the Conv5_3, Conv4_6, Conv3_4, Conv2_3 layers respectively, the detailed performance is illustrated in Table 4 . As is shown in Table 4 , the performances of Conv5_3, Conv4_6 are better than Conv3_4, Conv2_3, which validates the fact that high-level features are more representative even though low-level features contain fine-grained local information. This also demonstrates that semantics is critical to the recognition performance, because low-level (e.g., color or texture) information is not robust. Besides, low-level features contain much redundancy, leading to large computational load. Another interesting phenomenon is that the performance of Conv4_6 is better than Conv5_3, which indicates that mid-level features with fine-grained local information is advantageous over high-level features.
REDUCTION RATIO
The reduction ratio scale introduced in Table 2 is a hyperparameter to trade off between the capacity of the model and computational cost [33] . To analyze the influence of reduction ratio on recognition performance, we conduct experiments on setting scale = 4, 8, 16 respectively, the detailed comparison results are illustrated in Table 5 . We can achieve the best recognition performance with lowest computational cost by setting scale = 16. Heavy model (more parameters when scale is a small value) leading to deteriorated performance may be attributed to the over-fitting on the training set. The quantity of parameters when setting scale = 16 is ideal for the MARS dataset while more parameters make the model overfitting on the training set.
2) EFFECTIVENESS OF FEATURE MIMICKING
As presented in Table 3 , compared with the naive baseline model, feature mimicking scheme improves the Re-ID performance. Specifically, the improvement at mAP is 2.5%, and the improvement in terms of Rank-1 is 1.7%. Compared with the strong baseline model with REA data augmentation, feature mimicking loss improves the mAP by 2.1% and Rank-1 by 0.3%. This experimental result demonstrates that mid-level features embedded with the proposed FFDS module and the high-level features can mutually benefit each other to form a more discriminative feature representation.
C. COMPARISON WITH STATE-OF-THE-ART METHODS
We evaluates the overall effectiveness of the proposed approach by comparing with some state-of-the-art algorithms in this Section. The detailed comparison results are presented in the following part.
1) RESULTS ON MARS
On the MARS dataset, we compare with RCN [11] , ASTPN [34] , SeeForest [35] , RQEN [36] , ETAP-Net [28] , DuATM [2] , CSACSE [37] , DRSTA [1] , STMP [38] , Two-stream M3D [39] and RTM [31] , and the comparison results are illustrated in Table 6 . As shown in Table 6 , the proposed method outperforms all state-of-the-art video-based Re-ID approaches. In particular, the proposed approach outperforms RTM [31] by 4.3% in rank-1 and 4.9% on mAP. Considering that the main difference between our approach and RTM is that that we take intra-sequence attention into consideration, we can draw the conclusion that the FFDS module indeed can generate more discriminative feature representation by fine-grained correlation mining. The proposed approach outperforms SeeForest [35] , where hidden states of Recurrent Neural Networks are utilized to draw temporal attention. According to the comparison results, we can see that utilizing fine-grained spatial correlation to assign each location in each frame with different attentions is more effective than regarding the video as an entirety to draw sequence-level attention. We outperform DuATM [2] that transforms per-frame features into their embeddings and compute similarity by dot product inter and intra sequences. Different from the method, we considers spatial misalignment when fusing the per-frame features along temporal dimension.
2) RESULTS ON DukeMTMC-VideoReID
We evaluate the proposed FFDS module on the guidance of feature mimicking on DukeMTMC-VideoReID as presented in Table 7 . This dataset is newly released in ETAP-Net [28] . Therefore, we compare our approach with the baseline model introduced in ETAP-Net. We can see from Table 7 that the proposed approach outperforms the baseline by 13.0% on mAP and 9.0% on Rank-1.
To sum up, on the basis of the performance improved by the proposed approach on two large video-based ReID benchmarks, our method is effective on large datasets for it weakens the interference from distracotrs by computing the fine-grained importance of each local feature based on its correlation with all the other per-frame intra-sequence local features.
V. CONCLUSION
In this paper, we propose a novel Fine-Grained Fusion with Distractor Suppression module to fully exploit the rich information embedded in pixel-wise local features. By intra-sequence pixel-wise response mining, the informative features are enhanced while 'distractors' are suppressed. The adopted feature mimicking scheme further enables the joint exploration of both fine-grained spatial information and high-level semantic information. The proposed module can be flexibly plugged into existing deep models and can generally benefit other classification or recognition tasks by providing more discriminative feature representations. Extensive experiments on two challenging large-scale datasets demonstrate effectiveness of the proposed approach. 
