We study the self-avoiding walk on complex fractal networks called the (u, v)-flower by mapping it to the N -vector model in a generating function formalism. First, we analytically calculate the critical exponent ν and the connective constant by a renormalization-group analysis in arbitrary fractal dimensions. We find that the exponent ν is equal to the displacement exponent, which describes the speed of diffusion in terms of the shortest distance. Second, by obtaining an exact solution for the (u, u)-flower, we provide an example which supports the conjecture that the universality class of the self-avoiding walk on graphs is not determined only by the fractal dimension.
I. INTRODUCTION
In this paper, we consider the self-avoiding walk on fractal graphs called the (u, v)-flower.
The self-avoiding walk is important both in graph theory and statistical mechanics. In graph theory, a self-avoiding walk is usually called a path. Enumeration of paths is a classical problem in computer science [1] and enumeration algorithms of all paths connecting two nodes (s-t paths) have been actively studied [2] . Furthermore, paths appear in many graph algorithms such as the depth-first search [3] . On the other hand, the self-avoiding walk in the Euclidian spaces is one of the simplest models of a polymer and its scaling properties have been of statistical physicists' interest [4] . This model of a polymer can be mapped to the N → 0 limit of the N-vector model as de Gennes pointed out [4, 5] ; the connection enabled us to understand the model from the viewpoint of critical phenomena of usual spin systems.
The properties of the self-avoiding walk is poorly understood in the Euclidian dimensions, in particular in two, three, and four dimensions. For the problems of the self-avoiding walk on fractals embedded in the Euclidian space, analysis becomes easier and we can obtain exact solutions on some fractals, e.g., the Sierpinski gasket [6, 7] . Such exact solutions have helped us deepen our understanding of the self-avoiding walk. However, fractals on which the model is exactly solvable in arbitrary fractal dimensions have not been obtained to the author's knowledge. In the present paper, generalizing the problem to the self-avoiding walk on fractals graphs, we obtain exact results in arbitrary fractal dimensions. We thereby verify that critical exponents in fractal graphs are not solely determined by the fractal dimension.
This fact was conjectured in the 1980s [6, 8, 9] , but has never been proved because of the lack of exactly solvable models in arbitrary fractal dimensions.
Song et al. found that a few graphs in real networks are indeed fractal [10, 11] . They noticed that complex networks thad had been studied many times were fractal, e.g., the WWW network, actors' collaboration network, and biological networks of protein-protein interactions. After the discovery in the real networks, several artificial fractal complex networks have been devised [12] . One of such networks is the (u, v)-flower [13] . As deterministic fractals such as the Sierpinski gasket and the Cantor set helped us understand real fractals in the Euclidian spaces, deterministic fractal complex networks can deepen our understanding of dynamics on fractal complex networks in the real world.
Is it possible to understand the scaling properties of paths on graphs in terms of critical phenomena? In this paper, through the mapping to the N-vector model, we extend the theory of the self-avoiding walk on regular lattices to that on graphs by using the shortest distance as a distance rather than the Euclidian distance. We perform an exact renormalization-group analysis on the self-avoiding walk on the (u, v)-flower in order to obtain the effective coordination number of a walker (namely, the connective constant) and a critical exponent of the mapped N-vector model in the limit N → 0, namely the zerocomponent ferromagnet. We thereby answer the questions as to (i) how the number of paths with a fixed length and a fixed starting point increases and (ii) how the mean shortest distance between the two end points grows as the path length increases. This paper is organized as follows. In Sec. II, we define an ensemble of fixed length paths, the connective constant and the displacement exponent of the self-avoiding walk on a graph. In Sec. III, we review the (u, v)-flower. We see that the (u, v)-flower has several properties which many real networks possess, i.e., a fat-tailed degree distribution [14] , hubs, and fractality [15] .
In Sec. IV, we extend the theory of the self-avoiding walk in the Euclidian spaces [6, 7, 16] to the graphs of the (u, v)-flower, on which the shortest distance is used as a distance instead of the Euclidian distance. By conducting a renormalization-group analysis, we calculate the connective constant µ and the critical exponent ν, which is associated with the correlation length of the zero-component ferromagnet on the (u, v)-flowers with ∀u, v ≥ 2. We thereby write down the critical exponent ν in arbitrary fractal dimensions greater than unity. We also compare the results with a tree approximation, which is usually referred to as a mean-field approximation in the context of the study of complex networks.
In Sec. V, we exactly obtain the two-point function for the (u, u)-flower and prove that ν = 1 regardless of the fractal dimension between one and two.
In Sec. VI, we conduct numerical simulations of the self-avoiding walk and observe that the number of paths starting from a hub s behaves as in C (s) k ∝ µ k k γ−1 and that the mean shortest distance between the starting point and the end point increases as d
k is the length of a path and γ is the critical exponent associated with the susceptibility of the mapped zero-component ferromagnet.
II. ENSEMBLE OF FIXED LENGTH PATHS
In the model of the self-avoiding walk, all the paths of the same length starting from a fixed node without self-intersection appear with the same probability. In order to describe this accurately, let us define an ensemble. Let G = (V, E) be a connected finite graph. A path of length k is defined as
Let us denote by Ω (s)
k the set of the paths of length k for a fixed starting node and a free end node.
In order to consider the typical end-to-end distance, we define a probability distribution.
Fixing a path length k and a starting node s, we introduce a uniform measure such that
Though this is not a serious problem, note that when the graph is too small, it may not contain a path of length k and hence #Ω (s) k = 0. In order to discuss the speed of diffusion of a graph, we next define a distance on a graph.
For any nodes v 1 , v 2 ∈ V , we let d(v 1 , v 2 ) denote the shortest distance (the length of the shortest path(s)) between the nodes v 1 and v 2 . The mean shortest distance between the ends of paths whose length is k and which start from node s is then given by
where we took the average over the uniform distribution (4). We define the connective constant µ and the displacement exponent ν as
Here we assumed that #Ω graph and the typical distance from the starting point. The goal of this paper is to calculate these two quantities on graphs in arbitrary fractal dimensions.
III. MODEL OF FRACTAL COMPLEX NETWORK: THE (u, v)-FLOWER
The fractal graph that we consider here is the (u, v)-flower, which was devised by Dorogovtsev et al. and Rozenfeld et al. [13, 17] . The (u, v)-flower is defined in the following way.
First, we prepare a cycle of length u + v as the first generation. Second, given a graph of generation n, we obtain the (n + 1)th generation by replacing each link by two parallel paths of length u and v (Fig. 1) . We can assume 1 ≤ u ≤ v without losing generality.
Let M n and N n be the number of edges and nodes, respectively. From the definition of the (u, v)-flower, it straightforwardly follows that
where
The (u, v)-flowers have only nodes of degree k = 2 m , where m = 1, 2, · · · , n. Let N n (m) be the number of nodes of degree 2 m in the nth generation. We thereby have
Solving this recurrence relation under the initial condition N 1 (1) = w, we have
which is related to the degree distribution P (k) in the form |N n (m)dm| = |P (k)dk|. We therefore have the degree distribution of the (u, v)-flower with u, v ≥ 1 as
This means that the (u, v)-flower is scale-free as many real networks are [10, 11] .
The dimensionality of the (u, v)-flowers is totally different for u = 1 and u > 1. When u = 1 the diameter d n of the nth generation is proportional to the generation n, while the diameter d n is a power of u when u > 1:
Since N n ∼ w n , we can transform Eq. (14) to
This means that the (u, v)-flowers have a small-world property [18] only when u = 1, while the flowers have finite fractal dimensions for u > 1. When u > 1, it is clear from the construction of flowers that the fractal dimension (the similarity dimension) [19] of the
IV. EXACT RENORMALIZATION-GROUP ANALYSIS OF THE GENERAL (u, v)-FLOWERS
The (u, v)-flower is a fractal when u, v ≥ 2 as we mentioned in the previous section. We always assume that v ≥ u ≥ 2 from now on, because the target of this paper is the selfavoiding walk on fractals. In this section, we define a two-point function and apply an exact renormalization to it. We thus obtain the connective constant µ and the critical exponent ν of the zero-component ferromagnet. Next we consider the mean-field theory of the selfavoiding walk and compare the result with the prediction from the exact renormalization.
A. Generating function
Let O and R be nodes which are separated by a distance u in the first generation and r n be the shortest distance between O and R in the nth generation. The nodes O and R have the largest degree and hence are called hubs. Because each edge is replaced by two parallel lines of length u and v in the construction, the shortest distance r n increases as
Defining C (n) k (R) as the number of self-avoiding paths of length k starting from the node O and ending at the node R in the nth generation, we can construct the two-point function as
The correspondence between the self-avoiding walk and the N-vector model [20] tells us that x corresponds to the inverse temperature β of the ferromagnet and that the two-point function is the correlation function of the N-component spins placed at O and R in the limit of N → 0:
denotes the ith component of the spin at a node v.
This suggests that the two-point function becomes in the thermodynamic limit
where ξ(x) is the correlation length, which should behave as
As we noted above, the exponent ν defined here should be equal to the one in Eq. (7). We will see this in Sec. VI B.
Let us assume that C (18) behaves asymptotically as
because at each step a walker has µ options to go next on average. Then the convergence disk of (18) is |x| < 1/µ =: x c , where x c is a critical point. The critical point x c is therefore equal to the ferromagnetic transition temperature β c . In the Euclidian spaces, it is believed that the critical temperature µ = 1/β c and the critical exponent ν associated with the correlation length of the zero-component ferromagnet are identical with the ones defined in Eqs. (6) and (7) when the shortest distance d(·, ·) is replaced by the Euclidian distance [20] .
We assume that µ and ν defined in the two different ways are equal on the (u, v)-flower too.
We will check the validity of this assumption in Sec. VI.
We can calculate the two-point function in the following way. The two-point function of the first generation is
by definition. Since the (n + 1)th generation can be regarded as a cycle of (u + v) pieces of the nth generation graphs,
FIG. 2. Diagrammatic representations of the two-point function G n (x). The (n + 1)th generation can be regarded as a cycle of (u + v) pieces of graphs in the nth generation.
The diagrammatic representation of Eq. (24) is shown in Fig. 2 . Therefore, we have
Repeated use of this relation yields
B. Renormalization-group analysis
We define a renormalization procedure for the (u, v)-flower as the inverse transformation of the constructing procedure of the flower (Fig. 3) . When the (n + 1)th generation is given, we coarse-grain the minute structure and obtain the nth generation. Every cycle of length (u + v) is therefore replaced by a single edge. Renormalization of self-avoiding paths is also defined in a similar way.
Let ǫ be a sufficiently small positive number. We define the variable x n such that
The variable x n is the scaling variable of our theory; we observe how it transforms under the renormalization transformation (Fig. 4) . We will prove in Sec. IV C the unique existence of x n which satisfies Eq. (27) .
The two-point function of the (n + 1)th generation and that of the nth generation are related as This specifies how the scaling variable x is renormalized. From Eqs. (26) and (28), we obtain
The scaling variable therefore changes under the renormalization transformation as
We will show in Sec. IV C that the scaling variable x n changes as shown in Fig. 4 .
Next, we obtain the critical exponent ν by studying ξ(x) near the fixed point x c . From
and hence
in the limit n → ∞. The critical exponent ν is therefore expressed as
The Taylor expansion around the nontrivial fixed point enables us to express ν in terms of
with
Feeding this equation into Eq. (33), we obtain the final expression as
Equation (35) cannot be solved by hand in general, and hence we will rely on a numerical solver when we compare this result with the value of numerical simulation in Sec. VI.
C. Existence and uniqueness of a nontrivial fixed point
In the above argument, we assumed the existence of a positive fixed point x c satisfying Eq. (35) and the solution x n which meets Eq. (27) . We prove the existence and the uniqueness of x c > 0 and that of x n as follows. Let us study how the scaling variable x changes under the renormalization-group equation (30). We define the difference of a scaling variable in the original system and a coarsegrained system as
Because 2 ≤ u ≤ v,
Therefore, there exists exactly one positive number x c which satisfies 0 < x c < 1 and f (x c ) = 0 (Fig. 5) . In other words, the renormalization-group equation of the self-avoiding walk on the (u, v)-flower has exactly one nontrivial fixed point for 2 ≤ u, v. It straightforwardly follows that
This result is natural because µ means the effective coordination number. If µ were smaller than unity, a walker would quickly come to a dead end and a path could not spread out.
Next, we show using mathematical induction that G n (x) is a monotonically increasing function of x in x > 0 for ∀n ∈ N and that G n (x) satisfies G n (0) = 0 and G n (x c ) = x c .
(i) For n = 1,
We have
Therefore, the statement is true for n = 1.
(ii) Suppose that the statement is true for G n (x). We first prove the monotonicity of G n+1 (x), which is given by
Since both G 1 and G n are monotonically increasing functions, the composition of G n and G 1 is also a monotonically increasing function. Furthermore, we have
Therefore, the statement is also satisfied for G n+1 .
Together with the continuity of G n (x), we have now proved the unique existence of x n ∈ (0, x c ) which satisfies Eq. (27) for an arbitrary constant ǫ ∈ (0, x c ).
D. Range of ν
We can study the range of the critical exponent ν in Eq. (36) by using inequalities. We define x c as the unique positive solution of Eq. (35) from now on:
First, we can obtain the upper bound of ν as
The equality holds iif u = v.
We next bound ν from below. Since 0 < x c < 1 and u ≤ v, we have
Furthermore, by setting x c = y
, we have 
According to its definition, the exponent ν should satisfy 0 ≤ ν ≤ 1, which is consistent with the prediction of the renormalization-group analysis above. We can interpret the limit v → ∞ with u being fixed as follows. When v ≫ u, the distance between the starting point and the end point increases slowly, because the lines of length u serve as shortcuts.
Therefore, ν takes a small value.
In conclusion, the range of ν is 0 < ν ≤ 1. The equality ν = 1 holds true iif u = v, while ν can become arbitrarily close to 0 for u = v.
E. Exact results
As we noted previously, the solution of Eq. (35) cannot be written down explicitly in general. There are, however, exceptional cases where we can obtain x c , µ, and ν explicitly.
First for the (u, u)-flower, Eq. (35) reduces to
from which we obtain
We will see in Sec.V that this result coincides with the exact solution which we will derive without using the renormalization-group analysis.
Next for the (u, 2u − 1)-flower, by setting y = x u−1 c , we can reduce Eq. (35) to the quadratic equation
which yields
because y > 0, and then
We thereby obtain
In this case, ν is a monotonically increasing function of u and converges to unity in the limit of u → ∞.
F. Comparison to the mean-field theory
Let us compare our analytic expressions with mean-field theory. A tree approximation is usually referred to as a mean-field theory when we discuss stochastic processes on complex networks. Under the mean-field approximation, the (u, v)-flower is approximated to a tree whose nodes have the same degree as the mean degree of the original flower.
The self-avoiding walk on this tree is identical with the random walk with an immediate return being forbidden (namely, the non-reversal random walk) [21, 22] . Since the connective constant µ is the effective coordination number, the tree approximation gives Since we have neglected loops, the expression in Eq. (64) is expected to overestimate the value of µ; a walker may encounter a visited site on a graph with loops, and hence the effective coordination number µ should be smaller compared to a tree with the same average degree. We confirm that our expectation is correct both analytically and numerically. In this section, we first show analytic results (Fig. 6 ). We will explain our numerical simulation in Sec. VI.
First for the (u, u)-flower, we obtain from Eqs. (57) and (64)
which means
Second for the (u, 2u − 1)-flower, we obtain from Eqs. (62) and (64) the following:
We can show µ MF > µ by setting z = 1/(u − 1) with 0 < z ≤ 1.
We can indeed obtain the exact solution for the (u, u)-flower without relying on the renormalization-group analysis in Sec. IV. Using Eq. (24) repeatedly, we obtain
which are cast into the form
We then have 0 < ξ(x) < ∞ when 0 < x < x
In the thermodynamic limit n → ∞, we arrive at
which agree with Eqs. (57) and (58). The critical point x (n) c is shifted from x c because of a finite-size effect. This effect disappears when the system size becomes infinite and the critical point reaches the correct value in the thermodynamic limit.
In this section, we have proved that the critical exponent ν of the self-avoiding walk on the (u, u)-flower is ν = 1 for ∀u > 1. On the other hand, the fractal dimension of the
, which takes a value in the range 1 < d f ≤ 2. We therefore confirm that there is no one-to-one correspondence between the fractal dimension and the critical exponent ν.
The critical exponents of the self-avoiding walk in the Euclidian space are considered to be determined only by the dimensionality. It is indeed conjectured that ν = 3/4 in R 2 [20] .
Extension of the self-avoiding walk from the Euclidian space to fractals makes an infinite number of universality classes.
VI. NUMERICAL SIMULATIONS
In Sec. IV, we used some hypotheses to derive the connective constant µ and the critical exponent ν. In order to confirm the hypotheses, we here present our numerical simulations.
Only in this section and Appendix A, we write the displacement exponent ν defined in Eq. (7) as ν ′ so as to distinguish it from the critical exponent ν defined in the other way,
Eq. (21).

A. The number of paths
We hypothesized that the number of paths of length k increases exponentially in Eq. (22) .
In order to check the validity of this assumption, we counted up the number of paths of length k which start from a hub and have a free end point, using the depth-first search algorithm [3] .
Note that the end point was fixed in Eq. (22), but we adapt a free end point here. This is because we can expect the leading term of the asymptotic form the number of paths does not depend on whether the end point is fixed or free as in the self-avoiding walk in the Euclidian space.
We carry out the depth-first search in the following way [3] . . We first define a tree of height k max , whose node represents a self-avoiding path, and next explore the tree by a depth-first manner. Nodes of depth k consist of all self-avoiding paths of length k starting from a node s. Two nodes are connected if the path of the child node can be generated by appending an edge to that of the parent node.
Drawing an analogy to the self-avoiding walk in the Euclidian spaces, we assume that the number of paths of length k starting from a node s with a free end point behaves as
where γ is the critical exponent associated with the susceptibility. Because C (s) k increases exponentially, it is easy to acquire the value of µ, but γ, which is of more interest from the perspective of critical phenomena, is difficult to obtain accurately.
Choosing a node with the largest degree, namely a hub, as a starting point s, we computed 
We obtained only µ in high precision (Fig. 7) . The value of µ of the simulation agrees well with the one of the renormalization-group analysis, while the tree approximation overestimate µ because the existence of loops is not taken into consideration. This figure supports the plausibility of Eq. (22) . The upper-right points correspond to the (2, 2)-flower. These points are off the line x = y because the finite site effect appears most strongly for the smallest flower, i.e., the (2, 2)-flower.
B. The displacement exponent
We hypothesized in Eq. (7) that the mean shortest distance from the starting point increases as a power function of the path length with the displacement exponent ν ′ . We here confirm it by the depth-first search algorithm [3] . Choosing a node with the largest degree, namely a hub, as a starting point s, we computed ln d 
Next, we also hypothesized that the critical exponent ν, which is defined through the two-point function by Eq. (21), is equal to the displacement exponent ν ′ in Eq. (7):
We conducted a Monte-Carlo simulation in order to check the validity of this assumption (Fig. 9) . We need to evaluate long paths to obtain ν ′ in high precision. Because the number of paths grows exponentially, we cannot use the depth-first search algorithm, which enumerates all the paths. We therefore adapted the biased sampling algorithm [23] , which is a kind of Monte-Carlo algorithm, to generate long paths. In the biased sampling algorithm, we make a walker select the next site randomly among adjacent unvisited sites, and thereby define P ′ (ω) as a distribution that the trajectory of the walker follows. Let l i be the number of sites to which a walker can go next in the step i. Then a path appears with a probability proportional to 1/ i l i . We can express the average of any quantity X in the form
Here ω (i) for 1 ≤ i ≤ M is a random variable (path) which follows the distribution P ′ (ω).
The simulation condition is 2 ≤ u ≤ 5 and 2 ≤ v ≤ 10. We computed the average d (s) k over 10, 000 configurations of paths, using Eq. (86) for various values of u and v. We used a hub as the starting node s. Assuming the relation (7), we fitted the estimate of the obtained
We rejected the data point for (u, v) = (2, 2) because the finite size effect appeared so strongly that fitting could not be done. Detail of analysis is written in Appendix A. Figure 9 supports our assumption that the exponents defined in the two ways are indeed equal to each other: ν = ν ′ .
VII. CONCLUSION
We studied the scaling properties of the self-avoiding walk on the (u, v)-flower. By obtaining the connective constant µ and the critical exponent ν, we studied that (i) how the number of paths with a fixed length and a fixed starting point increases and (ii) how the mean shortest distance between the two end points grows as the path length increases.
In the Euclidian space, it is widely believed that the critical exponents of the self-avoiding walk depends only on the Euclidian dimension. In contrast, for the generalized problem on fractals, it has been conjectured since the 1980s [6, 8, 9 ] that critical exponents of the selfavoiding walk are not determined only by the similarity dimension. Critical exponents are difficult to obtain exactly except for a few cases in the Euclidian spaces [6, 7] and hence the direct verification of the conjecture had never been done. Adaptation of the (u, v)-flowers, on which we can easily carry out the renormalization-group analysis, enabled us to confirm this conjecture directly. We expect that fractal complex networks are useful in understanding scaling of other stochastic models in fractals as well.
In contrast to scaling theories for Markovian processes on complex networks [24] [25] [26] [27] , those for non-Markovian processes such as the self-avoiding walk are poorly understood.
The present methodology of the renormalization group, however, is also applicable to nonMarkovian dynamics on graphs as well as Markovian processes. We believe that this direction of research will deepen our understanding of non-Markovian dynamics on complex networks.
It will be interesting to consider the extension of Flory's approximation of ν to fractal graphs. Flory's approximation is to approximate ν by the Euclidian dimension: ν = 3/(2 + d). Extension of this formula to fractals embedded in the Euclidian space has been studied [6, 8, 9] . It is impossible to apply the renormalization-group analysis used in the present paper to real complex networks because graphs for which the exact renormalization can be applied are limited; this is the fundamental limit of the present renormalization-group analysis. We, however, expect that the scaling properties of paths on networks are determined only by a few parameters including not only the similarity dimension but also other parameters. Our exact results will serve as a basic model to develop a scaling theory which is generally applicable.
For example, we found that the speed of the increase of the mean shortest distance between end-to-end points is related with the critical exponent of the zero-component ferromagnet on the (u, v)-flower. If ν can be expressed as a function of a few parameters, we can predict the number of the s-t paths and the mean shortest end-to-end distance. It is also of interest to study whether the critical exponent ν of the N-vector model in the limit N → 0 is the same on other fractal networks as that of the displacement exponent ν, which is defined by 
