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ON THE REPLICA SYMMETRY PHASE OF
THE INDEPENDENT SET PROBLEM
NICOLA KISTLER AND MARIUS A. SCHMIDT
Abstract. The independent set problem, ISP for short, asks for the maximal number
of vertices in a (large) graph which can be occupied such that none of them are neighbors.
We address the question from a statistical mechanics perspective, in the case of Erdo˝s-
Re´nyi random graphs. We thereby introduce a Hamiltonian penalizing configurations
which do not satisfy the non-neighboring constraint: the ground state of the ensuing
disordered system corresponds to the solution of the ISP. Identifying the ground state
amounts, in turns, to control the phase where replica symmetry is broken, which is
way beyond our current understanding. By means of Talagrand’s cavity method, we
rigorously establish the existence of a replica symmetry phase, computing, in particular,
the free energy in the limit of large graphs. A conjectural formula for the ground state,
hence for the solution of the ISP, is also derived. Being based on the Parisi theory, the
emerging picture is that of a staggering complexity.
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1. Introduction
The ISP is a fundamental question in computer science, see e.g. [5, 4, 6, 8, 10, 25]
and references therein. Given a graph, what is the largest fraction of vertices which can
be occupied such that none of them are neighbors? With applications in mind where the
graph is large, we address here the question in the case of the paradigmatical Erdo˝s-Re´nyi
random graph GN,p, i.e. the complete graph on N vertices where each edge is retained
with probability p independently of each other. We are interested in the ISP for a given
realization of the graph GN,p in the large N -limit.
To formalize, we consider a configuration space ΣN ≡ {0, 1}
N . Given a configuration
σ = (σ1, . . . , σN ) ∈ ΣN we refer to σi as the spin at site i. We say that site i is occupied if
σi = 1, and unoccupied otherwise. Consider then random variables {gij, 1 ≤ i < j ≤ N}
on some probability space (Ω,F ,P); these are assumed to be independent, Bernoulli-
distributed with success probability γ/N . (Expectation w.r.t. such random variables will
be denoted by E). Site i and j are neighbors if gij = 1. This construction thus corresponds
to the ISP onGN,p, where p ≡ γ/N . In other words, the parameter γ measures the amount
of dilution: the larger it gets, the more connected the underlying random graph. Finally,
we consider the random function HN : ΣN → N defined as
HN(σ) ≡
{∑N
i=1 σi if
∑
1≤i<j≤N gijσiσj = 0,
−∞ otherwise.
(1.1)
Thus, the largest fraction of non-neighboring sites which can be occupied is, on average,
E
[
1
N
max
σ∈ΣN
HN(σ)
]
≡ ISPN(γ). (1.2)
In the form given above, the non-neighboring condition is a hard-core constraint which
makes the problem all the more challenging. In this paper, we adopt a statistical me-
chanics perspective. We refer the reader to the lecture notes of Montanari [13] for an
excellent exposition of this point of view, the relation with combinatorial problems, as
well as relevant references (see also, e.g., [7]). Precisely, we introduce the Hamiltonian
HN,β,h,γ(σ) ≡ h
∑
i≤N
σi − β
∑
1≤i<j≤N
gijσiσj , (1.3)
where h, β ≥ 0 are, respectively, the external magnetic field, and the inverse of tempera-
ture. The associated Gibbs measure is then
GN,β,h,γ(σ) ≡
expHN,β,h,γ(σ)
ZN(β, h, γ)
, σ ∈ ΣN , (1.4)
where
ZN(β, h, γ) ≡
∑
σ∈ΣN
expHN,β,h,γ(σ) (1.5)
is the partition function. Remark that the Gibbs measure is a random (”quenched”)
probability measure on ΣN , the randomness stemming from the g-disorder. The ensuing
disordered system may be seen as a soft version of the ISP: the configurations not satisfy-
ing the non-neighboring condition, although not suppressed, are exponentially penalized.
Intuitively, the Gibbs measure will thus charge, for large β, only configurations which
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’overwhelmingly’ satisfy the hard-core constraint. For finite N , this intuition is indeed
correct: the largest fraction of sites which can be occupied on average may be recovered
from the mean free energy
fN (β, h, γ) ≡ E
[
1
N
logZN(β, h, γ)
]
, (1.6)
for then it clearly holds that
lim
h→∞
lim
β→∞
fN(β, h, γ)
h
= ISPN(γ). (1.7)
Therefore, assuming that one can i) compute the limiting free energy for all β, h and γ,
and ii) justify the interchange of (β, h)- and N -limit, the statistical mechanics approach
would yield the solution of the ISP in the case of infinite Erdo˝s-Re´nyi graphs. The first
issue is the crux of the method, while the second may be considered a technical, albeit
challenging, difficulty. In fact, computing the low temperature (large β) limit of disordered
systems is a notorious problem which leads into the realm of replica symmetry breaking
[16], a phenomenon that remains to these days rather perplexing (we will dwell on this in
Section 2.2 below).
As a first, modest step we tackle here the phase of replica symmetry, computing, in
particular, the large-N free energy in the high temperature regime (small β), or low
connectivity (small γ). This is done by an adaptation of Talagrand’s cavity method [24],
to date the most powerful, and flexible tool to address the replica symmetry phase of a
(any?) diluted disordered system of mean field type.
Finally, we also provide an explicit, albeit conjectural formula the low temperature free
energy (for any β, h and γ), hence for the solution of the ISP: the method relies on the
interpolation akin to the one first introduced by Guerra in [12] and then Aizenman-Sims-
Starr [1] for mean filed models, and implemented for diluted models by Franz-Leone [9]
and Panchenko-Talagrand [22].
2. Main results
2.1. The phase of replica symmetry. The key idea is natural, and simple: for small β
(high temperature), or small γ (strong dilution) the Gibbs measure EGN,β,h,γ restricted to
a finite number of spins should approach a product measure in the large N -limit; assuming
that the system settles down to a ”steady state”, the law of the spins must then satisfy
a natural self-consistency. The cavity method implements this insight by integrating out
one spin at a time (creating cavities), thereby showing that the procedure is indeed a
contraction.
To see how this precisely goes, we need some notation. For ease of exposition we will
henceforth drop the subscripts in the Hamiltonian, i.e. we write H(σ) for the Hamiltonian
HN,β,h,γ(σ) on the N -system, and denote by 〈〉 expectation w.r.t. the quenched Gibbs
measure. By H−(σ) we understand the Hamiltonian on the N − 1 system at parameters
β, h but slightly increased dilution γ′ ≡ N−1
N
γ, and 〈〉− stands for the associated quenched
average over ΣN−1. Finally, for Y = (yi)i∈N with yi ∈ [0, 1], we denote by 〈〉Y the product
measure on spins with marginals given by 〈σi〉Y = yi.
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Let us work out some implications of the intuition that Gibbs measure should resemble
a product measure. Under this assumption, and since spins take values in {0, 1} only, the
quenched Gibbs measure is specified by the ”magnetization” of the spins: for instance at
site N , this reads
〈σN〉 =
∑
σ∈ΣN
σN expH(σ)∑
σ∈ΣN
expH(σ)
(2.1)
We now write H(σ) = H−(σ1, . . . σN−1)+σN
(
h− β
∑N−1
i=1 gi,Nσi
)
, perform the trace over
σN ∈ {0, 1}, and finally divide both numerator and denominator in (2.1) by the partition
function on ΣN−1 associated to the Hamiltonian H−. This leads to
〈σN 〉 =
〈
exp
(
h− β
∑N−1
i=1 gi,Nσi
)〉
−
1 +
〈
exp
(
h− β
∑N−1
i=1 gi,Nσi
)〉
−
=

1 +
〈
exp
(
h− β
N−1∑
i=1
gi,Nσi
)〉−1
−


−1
(2.2)
The sum on the r.h.s. of (2.2) is over the (random) set {i ≤ N−1 : gi,N = 1}; in the large
N -limit its cardinality weakly approaches a Poisson random variable of mean γ, which we
denote by r. In other words, the distribution of 〈σN 〉 should be close to the law of
1 +
〈
exp
(
h− β
∑
i≤r
σi
)〉−1
Y


−1
, (2.3)
where Y ≡
(
〈σi〉−
)
i≤r
are the magnetizations on the (N − 1)-system. Exploiting the
product measure property, (2.3) may be written as(
1 + e−h
∏
i≤r
(
1−
(
1− e−β
)
〈σi〉−
)−1)−1
. (2.4)
To summarize, we should have
L (〈σN〉) ≈ L


(
1 + e−h
∏
i≤r
(
1−
(
1− e−β
)
〈σi〉−
)−1)−1 , (2.5)
where L stands for law. Remark that the r.h.s of (2.5) involves the magnetizations on the
(N − 1)-system, whereas the l.h.s refers to the N -system: it seems plausible that there
shouldn’t be any difference in the large N -limit, in which case (2.5) would appear as a
natural self-consistency property.
To rigorously formulate the above line of reasoning we introduce an operator T =
Tβ,h,γ acting on (M, d), the space of probability measures on [0, 1] equipped with the
Monge-Kantorovich distance. The latter is defined as d(µ1, µ2) ≡ inf E |X − Y |, where
the infimum is taken over all couplings (X, Y ) such that L(X) = µ1 and L(Y ) = µ2.
(The associated convergence is equivalent to the usual weak-convergence of probability
measures: d(µn, µ) → 0 if and only if
∫
fdµn →
∫
fdµ, for all f which are continuous
and bounded, see e.g. [24] for details.)
REPLICA SYMMETRY OF ISP 5
Given ν ∈ M, we consider an infinite sequence X = (Xi)i∈N of independent, ν-
distributed random variables taking values in [0, 1]. The aforementioned operator Tβ,h,γ :
M→M is then
Tβ,h,γ(ν) ≡ L



1 +
〈
exp
(
h− β
∑
i≤r
σi
)〉−1
X


−1
 . (2.6)
The self-consistency standing behind (2.3) or, which is the same, (2.5), corresponds then
to the fixpoints
ν = Tβ,h,γ(ν). (2.7)
Existence, uniqueness, and properties of solutions to this equation will naturally depend
on the underlying parameters β, h, γ. Let us set
C(β, γ) ≡ 7
(
γ + γ3
) (
e2β − 1
)
exp
(
γ
(
e2β − 1
))
. (2.8)
Here is a first result.
Proposition 1. With the above notation:
i) Assume that β, γ are such that C(β, γ) < 1. Then the T -operator is a contraction
on (M, d). In particular, there exists a unique solution ν⋆ = ν⋆(β, h, γ) of the
fixpoint-equation Tβ,h,γ(ν) = ν.
ii) Assume that β, γ, γ′ are such that C(β, γ) < 1 and C(β, γ′) < 1. For ν⋆ (β, h, γ)
and ν⋆ (β, h, γ
′) solutions of the corresponding fixpoints, the continuity estimate
holds:
d(ν⋆ (β, h, γ) , ν⋆ (β, h, γ
′)) ≤ Kβ,γ,γ′ |γ − γ
′| , (2.9)
where Kβ,γ,γ′ ≡ min
{
(1− C(β, γ))−1 , (1− C(β, γ′))−1
}
.
A cautionary note is compulsive. The requirement C(β, γ) < 1 identifies a region of
parameters we refer here and throughout as replica symmetry phase. It should be however
stressed right away that our definition presumably covers only a wee-tiny region of the
’true’ replica symmetry phase. It is natural to conjecture that the latter coincides with the
largest region in the (β, h, γ)-space where the fixpoint equation admits a unique solution.
This guess is however based on nothing more than (some) similarities with models which
are (only slightly) better understood than the ISP.
Next is our main result concerning the Gibbs measure in the replica symmetry phase.
It puts on rigorous ground the key insight that finitely many spins ”decouple” in the large
N -limit (provided β, γ are small enough). In order to formulate this precisely we need
some notation.
For any function f : R → R we denote by ‖f‖∞ ≡ supx |f(x)| its supremum norm; for
L ∈ R, we say that f is L-Lipschitz if |f(x)− f(y)| ≤ L|x − y| for any x, y ∈ R (or any
subset on which f is defined).
Theorem 2. Let k,N ∈ N. For any function f : {0, 1}k → R, and any function g which
is Lg-Lipschitz on [min f,max f ], there exists a function α(β, γ) which is increasing in
both coordinates (not depending on k,N, f, g) and finite for C(β, γ) < 1, such that the
following is true:
|Eg (〈f (σ1, .., σk)〉)− Eg (E [f (B1, .., Bk) |X ])| ≤ α(β, γ)‖f‖∞Lg
k3
N
,
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where ν⋆ is the unique fixpoint of Tβ,γ,h, X = (X1, .., Xk) is a vector of independent ν⋆-
distributed random variables and, given X, the B′is are independent, and Bernoulli(Xi)-
distributed.
The decoupling of spins in the largeN -limit plays a fundamental role in the computation
of the free energy in the phase of replica symmetry. Here is the upshot.
Theorem 3. Assume that β, γ are such that C(β, γ) < 1. Then the limiting free energy
f(β, h, γ) ≡ lim
N→∞
fN(β, h, γ)
exists, and is given by
f(β, h, γ) = E log
(
1 + eh
∏
i≤r
(
1−Xi
(
1− e−β
)))
+
γ
2
E log
(
1−
(
1− e−β
)
X1X2
)
,
where the X’s are independent, ν⋆-distributed, and r is Poisson(γ)-distributed, indepen-
dent of all X.
The proof of Theorem 3 is given in Section 3: it relies on the cavity method, i.e. on
integrating out one spin at a time, and on Proposition 1 and Theorem 2. The simple
proof of Proposition 1 is given in Section 4. The proof of Theorem 2, being technically
involved, is deferred to Section 5. Before that, we however briefly discuss what might
happen for large β. Perhaps not surprisingly, the Parisi Theory [15] suggests a behavior
of stunning intricacy.
2.2. The phase of broken replica symmetry: a fact, and a conjecture. We unfor-
tunately need an arsenal of notations, concepts and definitions. Let K ∈ N. Recall that
M1 stands for the space of probability measures on [0, 1]. For i = 1 . . .K + 1 we define
inductively Mi as the space of probability measures on Mi−1.
Definition 4. A measure ζ ∈MK+1 is a K-level directing measure.
Here is another definition; the reason for the terminology will become clear below. We
denote by il ≡ (i1, . . . , il) ∈ N
l a multi-index of length l ∈ N.
Definition 5. The quenched magnetizations driven by the directing measure (ζ,K) is a
collection of random variables Xi
(K)
∈ [0, 1] which are constructed as follows. Consider
first a ζ-distributed random variable, denoted by η∅ and inductively construct the array
of random variables
(
η
(l)
i
(l−1),j
, j ∈ N
)
: these are assumed to be independent and η
(l−1)
i
l−1 -
distributed. We then set Xi
(K)
≡ η
(K)
i
K .
We also need to recall the so-called Derrida-Ruelle cascades [23]. These are point
process on [0, 1] with an in-built tree-like (hierarchical) structure.
Definition 6. Consider an array mK = (m1, m2, . . . , mK) where 0 < m1 < m2 < · · · <
mK < 1. For any i
l−1 we denote by (e
(l)
i
l−1,j
)j∈N a Poisson point process on R+ with
intensity t−ml−1dt; the point processes (e
(l)
i
l−1,j
)j∈N and (e
(l)
k
l−1,j
)j∈N are independent as soon
as il−1 6= kl−1. The ”levels” e(k) and e(l) are also assumed to be independent as soon as
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k 6= l. We define the point process E = (ei)i∈NK , where ei ≡ e
(1)
i1
· e(2)i1,i2 · · · e
(K)
i1,...,iK
. A
K-levels Derrida-Ruelle cascade with parameters m is the point process
Vm ≡ (vδ)δ∈NK , where vδ ≡
eδ∑
τ∈NK eτ
.
We are not done with definitions. The following will play an absolutely crucial role.
Definition 7. A K-levels Me´zard-Parisi structure is a couple (ζ,Vm) consisting of a K-
levels directing measure ζ, and a K-levels Derrida-Ruelle cascade Vm which is independent
of ζ.
Let us assume henceforth to be given an MP-structure (ζ,Vm = (vδ)δ). Recalling
that (β, h, γ) are the parameters associated to the ISP (inverse of temperature/magnetic
field/dilution), and for t ∈ [0, 1], we consider the interpolating Hamiltonian
HδN,t(σ) ≡ −β
∑
1≤i<j≤N
g∗i,jσiσj +
N∑
i,j=1
gˆi,jσi log
〈
e−βε
〉
Xδi,j
+ h
N∑
i=1
σi
where:
• δ ∈ NK is a multi-index.
• The g∗ are Bernoulli(γt/N)-distributed, the gˆ are Bernoulli(γ(1− t)/N)- dis-
tributed, all independent.
• The (Xδi,j)δ are independent quenched magnetizations driven by the K-levels di-
recting measure ζ , all independent, and independent of the g∗ as well as the gˆ.
(The ε appearing in the logarithm is of course a spin taking values 0 or 1).
We define the interpolating Gibbs measure on ΣN × N
K according to
Gt(σ, δ) :=
vδ exp
(
HδN,t(σ)
)
Z
,
where Z is the obvious normalization. We write 〈〉t for expectation w.r.t. Gt, and 〈〉
⊗n
t
for expectation w.r.t. G⊗nt . We also introduce the ”interpolating free energy”
ϕ(t) :=
1
N
E log
∑
δ∈NK
∑
σ∈ΣN
vδ exp
(
HδN,t(σ)
)
.
and the Me´zard-Parisi functional
MPβ,h,γ(ζ,Vm) ≡ E log
∑
δ∈NK
vδ
(
1 + eh
r∏
j=1
〈
e−βε
〉
Xδj
)
−
γ
2
E log
∑
δ∈NK
vδ
〈
e−βε1ε2
〉
(Xδ1 ,Xδ2 )
In the above, r is a Poisson(γ) random variable which is independent of everything else
and the X are the quenched magnetizations driven by the K-level directing measure
(independent of each other for different subindeces, and ”hierarchically dependent” what
pertains the superindeces). Remark that the MP-functional does not depend on the size
of the system N .
With these definitions, by the fundamental theorem of calculus,
ϕ(1) = ϕ(0) +
∫ 1
0
ϕ′(t)dt .
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But for t = 1 the Hamiltonian HδN,t=1 coincides with the original ISP, hence
fN(β, h, γ) = ϕ(0) +
∫ 1
0
ϕ′(t)dt , (2.10)
since
∑
δ
vδ = 1. Under the light of (2.10), it would be useful to get a handle on ϕ(0)
and ϕ′(t). The computations behind this step are straightforward, but long: they are
postponed to the Appendix. Here we shall simply state the upshot, relating (2.10) and
the PM-functional just introduced.
Fact 1. For any N ∈ N, (β, h, γ) and K-levels MP-structure (ζ,Vm), it holds:
fN(β, h, γ) = MPβ,h,γ(ζ,Vm) +RN,β,h,γ(ζ,Vm), (2.11)
where the ”rest-term” is given by
RN,β,h,γ(ζ,Vm) = −
γ
2
∞∑
n=1
(
e−β − 1
)n
n
∫ 1
0
dtE
〈(
1
N
∑
i≤N
n∏
l=1
σli − EX
∏
l≤n
Xδ
l
)2〉⊗n
t
.
(2.12)
(The superindeces on the r.h.s. above, i.e. those in σl, l = 1 . . . n, refer to configurations
drawn from G⊗nt .) We can now finally move to
Conjecture 8. To given (β, h, γ) there exists a unique K⋆-levels MP-structure S⋆ =
S⋆(β, h, γ) ≡ (ζ⋆,V⋆
m
) such that
lim
N→∞
RN,β,h,γ(S
⋆) = 0 .
(The case K⋆ =∞ is also possible!)
This conjecture would imply that the limiting free energy of the ISP is given by
f(β, h, γ) = MPβ,h,γ(S
⋆) ,
with S⋆ the (unique) Parisi-Me´zard structure associated to the parameters (β, h, γ). As
explained in the introduction, this would also yield a solution of the ISP in case of infinite
Erdo˝s-Re´nyi random graphs, for any dilution-parameter γ. Indeed, it would hold that
ISP(γ) = lim
h↑∞
lim
β↑∞
MPβ,h,γ(S
⋆)
h
.
For this, we should focus the attention on the RN -term in (2.12). A moment’s thought
suggests that, should this term indeed vanish (for well chosen MP-structure), the following
picture emerges: under the Gibbs measure, finitely many spins behave like a mixture of
random variables! Slightly more precisely, it would follow that given a realization of the
quenched magnetizations driven by the directing measure, spins are independent. Under
the light of exchangeability and de Finetti-type theorems, see e.g. [2], such a result is
perhaps not really surprising, half-jokingly: if not mixtures, what else? What is way less
obvious is that the de Finetti measure driving the mixture should be ultrametric, i.e.
hierarchically organized (a property which is inherited from the Derrida-Ruelle cascades).
We have no convincing explanation for this: it is simply in line with the Me´zard-Parisi
Ansatz [14] for diluted models. For more on the role of exchangeability in spin glasses
(mean field or diluted) with a particular focus on hierarchical structures, see [3].
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A rigorous approach to the Me´zard-Parisi Ansatz, of which our conjecture is but one
concrete case, is laid out in the works [17, 18, 19, 20, 21]. The approach is based on many
ingredients, such as perturbations of the ISP-Hamiltonian, the Ghirlanda-Guerra identi-
ties [11], computations a` la Aizenman-Sims-Starr [1], ultrametricity [17], exchangeability
[19], Franz-Leone [9] upper-bounds, etc. It would take too long to explain any of this in
detail, so we refer in particular to the introduction of [21] for an overview.
We finally point out that the appeal of ultrametricity goes well beyond what may be
perceived as some form of aesthetic beauty. In fact, a hands-on approach to the issue,
by this we mean a disorder-dependent construction of the ”growing tree”, would have
considerable impact on applications: it would open the gate towards efficient algorithms
for the construction of the maximal independent set, for given realization of the Erdo˝s-
Re´nyi random graph. The latter problem is naturally way more challenging than the
mere (...) computation of the free energy. (The above conjecture, with the complexity
lying underneath the surface, should be seen as a cautionary note). Progress on this type
of questions is yet nowhere in sight. To date, interpolations a` la Guerra are the finest
weapons available to address the low temperature behavior of spin glasses (be it diluted or
mean field). In a wealth of models, these tools have proven tremendously effective for the
computation of extensive quantities such as free energy, entropy, etc. Unfortunately, they
also possibly change irreparably the models as far as the finer quantities are concerned.
The remainder of the paper is devoted to the proofs.
3. The free energy
In this section we give a proof of Theorem 3 assuming Proposition 1 and Theorem 2. As
mentioned, the approach is based on integrating out one spin at a time (creating cavities),
and exploiting the asymptotical decoupling. Some caution is needed, since the procedure
of creating cavities induces small (but relevant) changes in the dilution-parameter: this is
taken care by a telescopic decomposition. Precisely, denoting by FN(β, h, γ) the unnor-
malized free energy, we write
fN(β, h, γ) =
1
N
N∑
i=2
(
Fi(β, h, γ)− Fi−1
(
β, h,
i− 1
i
γ
))
−
(
Fi−1(β, h, γ)− Fi−1
(
β, h,
i− 1
i
γ
))
+
F1(β, h, γ)
N
.
(3.1)
Recalling that γ′ = N−1
N
γ, we shorten
AN ≡ FN (β, h, γ)− FN−1 (β, h, γ
′) ,
BN ≡ FN−1(β, h, γ)− FN−1 (β, h, γ
′) .
(3.2)
With this notation, it follows from (3.1) that
lim
N→∞
fN (β, γ, h) = lim
N→∞
AN − lim
N→∞
BN , (3.3)
provided that both A- and B-limits exist.
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3.1. The A-limit. It holds
AN = E log
∑
σ∈ΣN
expH(σ)∑
σ∈ΣN−1
expH−(σ)
. (3.4)
We now proceed along the lines of (2.1) and (2.2), i.e. we write H(σ) in terms of
H−(σ1, . . . , σN−1), and perform the trace over σN ∈ {0, 1}. Equation (3.4) then reads
AN = E log

1 +
〈
exp
(
h− β
∑
i≤N−1
gi,Nσi
)〉
−

 (3.5)
As the randomness in the Gibbs measure is independent of the gi,N , and since the Gibbs
measure is invariant (in distribution) under permutations of spins, we have in fact that
AN = E log

1 +
〈
exp
(
h− β
∑
i≤S
σi
)〉
−

 , (3.6)
where S =
∑
i<N
gi,N .
We introduce
fk(x1, .., xk) ≡ exp
(
h− β
∑
i≤k
xi
)
, (3.7)
and
g(x) ≡ log (1 + x) . (3.8)
With this notation, and integrating out S, (3.6) yields
AN =
N−1∑
k=0
P(S = k)E log

1 +
〈
exp
(
h− β
∑
i≤k
σi
)〉
−


=
N−1∑
k=0
P(S = k)Eg
(
〈fk(σ1, .., σk)〉−
)
.
(3.9)
Now denote by X ′ = (X ′1, .., X
′
k) a vector of independent ν⋆(β, h, γ
′)-distributed ran-
dom variables, and conditionally on X ′, consider B1, .., Bk independent, Bernoulli(X
′
i)
distributed random variables. We rewrite (3.9) as
AN =
N−1∑
k=0
P(S = k)Eg (E [fk(B1, .., Bk)|X
′]) + rN , (3.10)
where
rN ≡
N−1∑
k=0
P(S = k)
(
Eg
(
〈fk(σ1, .., σk)〉−
)
− Eg (E [fk(B1, .., Bk)|X
′])
)
, (3.11)
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Applying the triangle inequality and Theorem 2 with parameters N − 1, β, γ′, h for each
k gives
|rN | ≤
N−1∑
k=0
P(S = k)
∣∣Eg (E [fk(B1, .., Bk)|X ′])− Eg (〈fk(B1, .., Bk)〉−)∣∣
≤
N−1∑
k=0
P(S = k)α(β, γ′)‖fk‖∞Lg
k3
N − 1
.
(3.12)
We observe that all fk introduced in (3.7) map to a subset of R
+: restricted to this set,
the function g introduced in (3.8) is Lg-Lipschitz with Lg = 1. Furthermore, all fk are
bounded by 1, and α(β, γ′) ≤ α(β, γ) since γ′ ≤ γ. This yields
|rN | ≤
α(β, γ)
N − 1
N−1∑
k=0
P(S = k)k3 =
α(β, γ)
N − 1
ES3 = o(1) (N →∞) (3.13)
the last step since S is a Binomial(N − 1, γ
N
), in which case its third moment is bounded
uniformly in N (see Appendix). Using (3.13) in (3.10), and ”undoing” the S-integration,
we therefore see that
AN = Eg (E [fS(B1, .., BS)|X
′, S]) + o(1) .
Clearly S converges weakly to a Poisson(γ)-distributed random variable; furthermore,
given S, X ′ converges weakly to a vector of independent ν⋆(β, h, γ)-distributed random
variables, by Proposition 1-ii). Remark that for any k ∈ N it holds that 0 ≤ fk ≤ e
h; but
the restriction of g on [0, eh] is bounded and continuous, so we may safely replace S,X ′
by its weak limit r,X , at the price of a vanishing (in N) error, to wit:
AN = Eg (E [fr(B1, .., Br)|X, r]) + o(1) .
All in all,
lim
N→∞
AN = E ln
(
1 + E
[
exp
(
h− β
∑
i≤r
Bi
)
|X, r
])
(3.14)
= E ln
(
1 + eh
∏
i≤r
E [exp (−βBi) |X ]
)
(3.15)
= E ln
(
1 + eh
∏
i≤r
[
1− (1− e−β)Xi
])
. (3.16)
3.2. The B-limit. Recall that
BN = FN−1(β, h, γ)− FN−1(β, h, γ
′), where γ′ =
N − 1
N
γ.
We are thus comparing two systems defined on the same configuration space ΣN−1, but
with slightly different dilution-parameters. This can be taken into account by a coupling
procedure, i.e. introducing fresh random variables
(gˆij)1≤i<j≤N−1 independent Bernoulli with success probability
γ
(N − 1)(N − γ)
,
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independent of the g′s, in which case, using that the (gij)1≤i<j≤N−1 are independent
Bernoulli(γ′/ (N − 1)), it is immediate to check that
(gij + 1{gij = 0}gˆij)1≤i<j≤N−1 are independent Bernoulli
(
γ
N − 1
)
.
The following representation therefore arises:
BN = E log
∑
σ∈ΣN−1
exp
(
h
∑
i σi − β
∑
i<j [gij + 1{gij = 0}gˆij]σiσj
)
∑
σ∈ΣN−1
exp
(
h
∑
i σi − β
∑
i<j gijσiσj
) ,
or, which is the same,
BN = E log
〈
exp
(
−β
∑
i<j
1{gij = 0}gˆijσiσj
)〉
−
. (3.17)
We now write
exp
(
−β
∑
i<j
1{gij = 0}gˆijσiσj
)
= exp
(
−β
∑
i<j
gˆijσiσj
)
exp
(
β
∑
i<j
(1− 1{gij = 0}) gˆijσiσj
)
= exp
(
−β
∑
i<j
gˆijσiσj
)
rN , say.
(3.18)
It is easily seen that
| log rN |≤ β♯ {(i, j) : 1 ≤ i < j ≤ N − 1, and gij = gˆij = 1} . (3.19)
The r.h.s. of (3.19) is β times a Binomial random variable of mean γ
2(N−2)
2N(N−γ)
, and this in
turns implies that
BN = E log
〈
exp
(
−β
∑
i<j
gˆijσiσj
)〉
−
+ o(1) (N →∞). (3.20)
We now claim that
”spins appearing in the exponential on the
r.h.s. of (3.20) can do it only once.”
(3.21)
Precisely, we consider the event
ΩN ≡
⋂
1≤i<j≤N−1
{
gˆij = 1⇒ gˆik = 0 ∀k≤N−1,k 6=j and gˆkj = 0 ∀k≤N−1,k 6=i
}
. (3.22)
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An upper bound for the total contribution of the complement ΩcN to BN is obtained by
setting σiσj = 1 for all pairs (i, j); this steadily yields the estimate∣∣∣∣∣∣E

1Ωc
N
log
〈
exp
(
−β
∑
i<j
gˆijσiσj
)〉
Y


∣∣∣∣∣∣ ≤ βE
[
1Ωc
N
∑
i<j
gˆij
]
. (3.23)
Estimating the indicator by the number of pairs of gˆ that do not satisfy its condition gives
1Ωc
N
≤
∑
1≤i<j<j′<N
gˆij gˆij′ +
∑
1≤i<i′<j′<N
gˆij gˆi′j . (3.24)
Applying this estimate using that the gˆ′s are independent Bernoulli with success proba-
bility γ
(N−1)(N−γ)
, a simple computation shows that
E
[
1Ωc
N
∑
i<j
gˆij
]
≤ N3
(
γ
(N − 1) (N − γ)
)2
+N5
(
γ
(N − 1) (N − γ)
)3
, (3.25)
which is indeed vanishing in the limit N →∞: this proves (and formalizes) claim (3.21).
But on ΩN , all spins appearing in the exponential of (3.20) are different: since the
Gibbs measure is independent of the event ΩN (and invariant in distribution under spin-
permutation), setting S ≡
∑
i<j<N
gˆij , we get
BN = E1ΩN log
〈
exp
(
−β
S∑
i=1
σ2i−1σ2i
)〉
−
+ o(1) (N →∞). (3.26)
Integrating out S, we thus obtain
BN =
(N−1)/2∑
k=0
P(S = k,ΩN )E log
〈
exp
(
−β
k∑
i=1
σ2i−1σ2i
)〉
−
+ o(1) . (3.27)
(The above sum runs to (N − 1)/2 only because for bigger k it plainly holds that {S =
k} ∩ ΩN = ∅). Using Theorem 2 along the lines of (3.6)-(3.12), but in this case with
fk(B) ≡ exp
(
−β
k∑
i=1
B2i−1B2i
)
,
and gk the natural logarithm restricted to [min fk,max fk], we obtain
BN = E1ΩN logE
[
exp
(
−β
S∑
i=1
B2i−1B2i
)
|X ′, S
]
+QN , (3.28)
where
QN ≡
α(β, γ′)
N − 1
E
[
S3‖fS‖∞Lg
]
+ o(1) (N →∞) .
Observe that fS(B) ∈ [e
−βS, 1]; on this set (the restriction of) gS is LgS -Lipschitz where
LgS ≡ e
βS. This implies
QN ≤
α(β, γ)
N − 1
E
[
S3eβS
]
+ o(1) . (3.29)
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It is not difficult to check (see the Appendix) that E
[
S3eβS
]
is uniformly bounded in N ,
hence (3.29) vanishes in the large N -limit.
Concerning the first term on the r.h.s. of (3.28): analogous arguments as those used
to introduce the 1ΩN -restriction (see in particular (3.21) and ff.) steadily yield
E(1− 1ΩN ) logE
[
exp
(
−β
S∑
i=1
B2i−1B2i
)
|X ′, S
]
= o(1). (3.30)
All in all,
BN = E logE
[
exp
(
−β
S∑
i=1
B2i−1B2i
)
|X ′, S
]
+ o(1). (3.31)
Using the fact that given X the Bi are independent we have
BN = E
S∑
i=1
logE [exp (−βB2i−1B2i) |X
′, S] + o(1). (3.32)
Computing the conditional expectation gives
BN = E
S∑
i=1
log
[
1− (1− e−β)X ′2i−1X
′
2i
]
+ o(1). (3.33)
and since all involved random variables are independent,
BN = E[S]E log
[
1− (1− e−β)X ′1X
′
2
]
+ o(1)
=
γ
2
E log
[
1− (1− e−β)X ′1X
′
2
]
+ o(1).
(3.34)
Since (X ′1, X
′
2) converges weakly to ν⋆(β, h, γ)
⊗2, it steadily follows from Proposition 1
that
lim
N→∞
BN =
γ
2
E log
(
1−
(
1− e−β
)
X1X2
)
, (3.35)
where X1, X2 are independent random variables, distributed according to the fixpoint-
solution of ν = Tβ,h,γν. Theorem 3 thus follows from (3.16) and (3.35).

4. The T -operator, and continuity of the fixpoints
We present here a proof of Proposition 1. We first show that the T -operator is, in the
replica symmetry phase, a contraction.
Proof of Proposition 1-i). For µ, ν probability measures on [0, 1], we claim that
d (Tβ,h,γ(µ), Tβ,h,γ(ν)) ≤ C(β, γ)d(µ, ν) , (4.1)
where C(β, γ) is given by (2.8): this will naturally imply Proposition 1-i).
To see (4.1) we first observe that, by definition of Tβ,h,γ, it holds
d (Tβ,h,γ(µ), Tβ,h,γ(ν))
≤ inf E
∣∣∣∣∣ 11 + 〈exp (h− β∑ri=1 σi)〉−1X −
1
1 + 〈exp (h− β
∑r
i=1 σi)〉
−1
Y
∣∣∣∣∣ , (4.2)
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where X is a sequence of independent µ-distributed random variables, Y is a sequence of
independent ν-distributed random variables, the infimum is over all couplings of X and
Y , and r is Poisson(γ)-distributed random variable which is independent of (X, Y ).
Introduce now the function m : [0, 1]r → [0, 1],
x 7→ m(x) ≡

1 +
〈
exp
(
h− β
r∑
i=1
σi
)〉−1
x


−1
.
One easily checks that
‖∂xim‖∞ ≤
eβ − 1
4
,
if i ≤ r, and zero otherwise. It therefore follows that
(4.2) ≤ inf E
∞∑
i=1
‖∂xim‖∞ |Xi − Yi| ≤
eβ − 1
4
inf E
r∑
i=1
|Xi − Yi| .
We now upper-bound the r.h.s. above by restricting the infimum to couplings for which
(Xi, Yi)i∈N is an i.i.d. sequence : since the Poisson(γ) is independent of everything else,
we have
(4.2) ≤
eβ − 1
4
E[r] inf E |X1 − Y1| =
eβ − 1
4
E[r]d (µ, ν) =
eβ − 1
4
γd (µ, ν) .
It is immediate to check that
eβ − 1
4
γ ≤ C(γ, β) < 1,
hence claim (4.1) is proven, and Proposition 1-i) follows. 
We next prove the continuity estimates on the solution of the fixpoint-equations.
Proof of Proposition 1-ii). Without loss of generality, we assume that γ ≤ γ′, in which
case one immediately checks that (1 − C(β, γ))−1 ≤ (1 − C(β, γ′))−1. Shorten ν⋆ ≡
ν⋆ (β, h, γ), and ν
′
⋆ ≡ ν⋆ (β, h, γ
′), as well as T ≡ Tβ,h,γ, and T
′ ≡ Tβ,h,γ′. Since ν⋆ and ν
′
⋆
are the (unique) fixpoints of the corresponding operators,
d (ν⋆, ν
′
⋆) = d (Tν⋆, T
′ν ′⋆) ≤ d (Tν⋆, T ν
′
⋆) + d (Tν
′
⋆, T
′ν ′⋆) , (4.3)
the second step by the triangle inequality. We now apply Proposition 1-i) to the first
term of (4.3) to get
d (ν⋆, ν
′
⋆) ≤ C(γ, β)d (ν⋆, ν
′
⋆) + d (Tν
′
⋆, T
′ν ′⋆) ,
or, which is the same,
d (ν⋆, ν
′
⋆) ≤
1
1− C(γ, β)
d (Tν ′⋆, T
′ν ′⋆) . (4.4)
We now focus on the r.h.s of (4.4): since Tν ′⋆ and T
′ν ′⋆ are both probability measures on
[0, 1], for any event Ω˜ ⊂ Ω, and with Z and Z ′ random variables distributed according to
Tν ′⋆ and, respectively, T
′ν ′⋆, it holds:
d (Tν ′⋆, T
′ν ′⋆) ≤ E1Ω˜ |Z − Z
′|+ P
(
Ω˜c
)
. (4.5)
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As for a concrete choice of the random variables appearing in (4.5), we proceed as follows:
we let r to be Poisson(γ)-distributed, r′ Poisson(γ′)-distributed, and the sequence X
consists of independent ν ′⋆-distributed random variables. By definition of the T -operator,
we may choose Z,Z ′ as follows:
Z ≡

1 +
〈
exp
(
h− β
r∑
i=1
σi
)〉−1
X


−1
,
Z ′ ≡

1 +
〈
exp
(
h− β
r′∑
i=1
σi
)〉−1
X


−1
.
We now come to a specific choice of the Ω˜-event, to wit:
Ω˜ ≡ {ω ∈ Ω : r(ω) = r′(ω)}.
Picking a coupling of r, r′ which maximizes P(r = r′) yields
P
[
Ω˜c
]
≤
1
2
dTV (r, r
′),
and since Z = Z ′ on Ω˜ , (4.5) becomes
d (Tν ′⋆, T
′ν ′⋆) ≤ P
(
Ω˜c
)
≤
1
2
dTV (r, r
′) ≤ |γ − γ′| , (4.6)
the last inequality by well-known estimates on the total variation distance of two Poisson
distributions. Plugging (4.6) in (4.4) settles the claim of Proposition1-ii). 
5. Asymptotical decoupling
The proof of Theorem 2 is done in two steps, In a first step, Section 5.1 below, we prove
a quenched decoupling: the quenched Gibbs measure can be replaced by a random product
measure with identical marginals (remark that the latter is uniquely characterized by the
magnetizations). In a second step we will prove the annealed decoupling, namely that the
magnetizations, under the g-disorder, are approximately independent, and ν⋆-distributed:
this will be done in Section 5.2. We will then show in Section 5.3 how to combine quenched
and annealed decoupling to derive Theorem 2.
5.1. Quenched decoupling. In this section we prove that the Gibbs measure restricted
to finitely many spins approaches, for large N , a (quenched) product measure. This is
encoded in the following (at first sight presumably opaque) statement.
Proposition 9. Let C1, C2, h, β, γ ≥ 0 and suppose C(β, γ) < 1 holds. Then for all
f : Σk → R,f
′ : Σk → R
+ with the properties
• |f | ≤ f ′
• |f(x) − f(xˆ)| ≤ C1f
′(x) for all x, xˆ ∈ Σk where x and xˆ are different in one
coordinate
• |f ′(x) − f ′(xˆ)| ≤ C2f
′(x) for all x, xˆ ∈ Σk where x and xˆ are different in one
coordinate
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the following holds:
E
∣∣∣∣ 〈f (σ1, .., σk)〉〈f ′ (σ1, .., σk)〉 −
〈f (σ1, .., σk)〉Y
〈f ′ (σ1, .., σk)〉Y
∣∣∣∣ ≤ k (C1 + C2) kB +B∗N , (5.1)
where Y = (〈σi〉)i≤N and B,B
∗ are increasing in β,γ and are given by
B =
γ
1− C (γ, β)
and B∗ =
1
2
γ2e2βC (γ, β)
1− C (γ, β)
.
To see that the above Proposition indeed implies the approximate decoupling of the
(quenched) Gibbs measure, consider the following situation: let f be a bounded (non-
zero) function, and set f ′ ≡ ‖f‖∞. By Proposition 9 with C1 = 2 and C2 = 0 it follows
that
E |〈f (σ1, .., σk)〉 − 〈f (σ1, .., σk)〉Y | ≤ 2k‖f‖∞
kB +B∗
N
. (5.2)
The error when approximating the quenched Gibbs measure with a product measure is
therefore vanishing.
Although the proof of Proposition 9 relies on the simple idea of decoupling on spin at
a time, the rigorous implementation is quite involved. Controlling the error generated
by a single step of the procedure is the content of the following Lemma. Before that,
we need to introduce some additional notation which captures the concept of ”partially
decoupled” (the meaning of which will become clear in the course of the proof).
This is achieved by considering replicas σ0, σ1, .., σn ∈ ΣN , namely configurations
which are independently drawn from GN,β,γ,h. More precisely, given GN,β,γ,h, the vector
(σ0, σ1, .., σn) ∈ ΣnN is G
⊗n+1
N,β,γ,h-distributed. To lighten notations, we stick to the conven-
tion of omitting the underlying parameters, i.e. we write 〈〉⊗n for (quenched) expectation
w.r.t. G⊗nN,β,γ,h on the N -system, and 〈〉
⊗n
− for expectation w.r.t. G
⊗n
N−1,β,γ′,h on the (N−1)-
system, where γ′ = N−1
N
γ is the reduced dilution-parameter. Remark that, by these very
definitions, the following identities hold true:
〈
f
(
σ0, σ1, .., σn
)〉⊗n
=
∑
σ1,..,σn∈ΣN
f
(
σ0, σ1, .., σn
) n∏
l=0
G
(
σl
)
,
and 〈
f(σ11 , σ
1
2.., σ
1
N)
〉⊗n
= 〈f(σ1, σ2.., σN )〉 .
Furthermore, for Y = (〈σi〉)i≤N , it holds that〈
f(σ11, σ
2
2.., σ
N
N )
〉⊗n
= 〈f(σ1, σ2.., σN )〉Y .
Finally, since we will consider functions that depend only on a fixed number of sites, it
is convenient to denote the rows of the matrix
(
σli
)
1≤i≤N,1≤l≤n
by bold σi = (σ
1
i , σ
2
i .., σ
n
i ).
(Not to be confused with the columns of the matrix, which stand for the replicas σ1 to σn).
In order to prove Proposition 9, the following Lemma is needed:
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Lemma 10. Assume β, γ are such that C(β, γ) < 1. Let m ≤ k ≤ n ≤ N ∈ N. For
functions f : Σnk → R, f
′ : Σnk → R
+ with the property, that |f(x)− f(xˆ)| ≤ f ′(x) for all
x, xˆ that are only different in one of the kn entries, the following holds:
E
∣∣∣∣∣
〈
f
(
σ1, ..,σm,σ
↔
m+1, ..,σ
↔
k
)
− f (σ1, ..,σm−1,σ
↔
m , ..,σ
↔
k )
〉⊗n〈
f ′
(
σ1, ..,σm,σ↔m+1, ..,σ
↔
k
)〉⊗n
∣∣∣∣∣ ≤ kB +B
∗
N
, (5.3)
where B,B∗ are the constants from proposition 9 and σ↔i = (σ
0
i , σ
2
i .., σ
n
i ).
Proof. We first clarify the relation between the Hamiltonians H and H−, and between the
Gibbs measures G and G−: plainly,
H(σ) = H− (σ) + σN
(
h− β
∑
i<N
gi,Nσi
)
, (5.4)
by a slight abuse of notation (H− does not depend on σN ).It follows from (5.4) that for
any function f of (σ0, .., σn)
〈f〉⊗n =
1
Z
∑
σ0,..,σn∈Σn+1
N−1

 ∑
σ0
N
,..,σn
N
∈{0,1}
fE
∏
0≤l≤n
expH−
(
σl
) = Z−
Z
〈 ∑
σ0
N
,..,σn
N
∈{0,1}
fE
〉⊗n
−
,
where E = Eh,β,γ,N (σ
0, .., σn) = exp
( ∑
0≤l≤n
σlN
(
h− β
∑
i<N
gi,Nσ
l
i
))
. Considering the frac-
tion of two such expectations gives a self similar link between the N -system and the
N − 1-system
〈f〉⊗n
〈f ′〉⊗n
=
〈Av fE〉⊗n−
〈Av f ′E〉⊗n−
, (5.5)
where Av denotes the average over all σiN ∈ {0, 1}.
We now proceed to prove the claim: this is done by induction on N , i.e. propagating
the estimate from the N − 1- to the N -system, thereby using equation (5.5).
For N = 1 and any choice of γ, B,B∗ ≥ 0 we have k ≤ 1 therefore f only depends
on one coordinate at most. f is constant for k = 0, whereas for k = 1, by symmetry,
〈f (σ1)− f (σ
↔
1 )〉 = 0. It follows that the numerator of the left hand side of (5.3) is zero.
This proves the lemma for N = 1. Let N ≥ 2, assume C(β, γ) < 1 and that the lemma
holds for N − 1 and all γ′ ≤ γ. Let f : Σnk → R, f
′ : Σnk → R
+ be functions with the
property, that |f(x) − f(xˆ)| ≤ f ′(x) for all x, xˆ that are only different in one of the kn
entries. We set f1 = f
(
σ1, ..,σm,σ
↔
m , ..,σ
↔
k−1,σN
)
, f2 = f
(
σ1, ..,σm,σ
↔
m , ..,σ
↔
k−1,σ
↔
N
)
and f ′ = f ′
(
σ1, ..,σm,σ
↔
m , ..,σ
↔
k−1,σN
)
. As the the replicated Gibbs measure is invariant
in distribution among swapping of sites we have
l.h.s.(5.3) = E
∣∣∣∣〈f1 − f2〉
⊗n
〈f ′〉⊗n
∣∣∣∣ .
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Conditioning on (gi,N)i<N , for any event Ω˜ ⊂ Ω which is measurable with respect to
(gi,N)i<N , it holds:
l.h.s. of (5.3) ≤ E1Ω˜E
[∣∣∣∣〈f1 − f2〉
⊗n
〈f ′〉⊗n
∣∣∣∣ | (gi,N)i<N
]
+ P(Ω˜c) . (5.6)
(Remark that the fraction is bounded by one). Using (5.5) and writing EN for this
conditional expectation
EN
∣∣∣∣〈f1 − f2〉
⊗n
〈f ′〉⊗n
∣∣∣∣ = EN
∣∣∣∣∣〈Av (f1 − f2) E〉
⊗n
−
〈Av f ′E〉⊗n−
∣∣∣∣∣ . (5.7)
The next step amounts to decomposing the expression Av (f1 − f2) E in such a way that
the induction hypothesis kicks in. To do this we first introduce
Ω˜ ≡ {gi,N = 0 for i = 1, .., k − 1}, and J ≡ {i < N |gi,N 6= 0} .
Observe that, on Ω˜, the function f1 − f2 does not depend on the coordinates which
appear in J , whereas E depends solely on these, and the N -coordinate: this ”separation”
will naturally turn out to be very useful. Writing Ti for the operator that swaps σ
0
i and
σ1i we have
(Av (f1 − f2) E) ◦
∏
i∈J
Ti = Av
[
(f1 − f2)
(
E ◦
∏
i∈J
Ti
)]
.
Remark that Av is invariant under swapping of σ0N and σ
1
N , yet the procedure turns f1
into f2, in particular it holds that (f1 − f2) ◦ TN = f2 − f1 and therefore
Av (f1 − f2) E = − (Av (f1 − f2) E) ◦
∏
i∈J
Ti,
since E ◦
∏
i∈J∪{N}
Ti = E . Decomposing telescopically by swapping one spin at a time gives
Av (f1 − f2) E =
1
2
(Av (f1 − f2) E − (Av (f1 − f2) E) ◦
∏
i∈J
Ti) =
1
2
|J |∑
s=1
fs − fs ◦ Tis, (5.8)
where fs = (Av (f1 − f2) E)◦
∏
1≤s′<s
Ti′s with the convention that J = {i1, ..., i|J |}. Applying
this decomposition to (5.7), by the triangle inequality
1Ω˜EN
∣∣∣∣〈f1 − f2〉
⊗n
〈f ′〉⊗n
∣∣∣∣ ≤ 1Ω˜12
|J |∑
s=1
EN
∣∣∣∣∣〈fs − fs ◦ Tis〉
⊗n
−
〈Av f ′E〉⊗n−
∣∣∣∣∣ .
Plugging this into (5.6), we therefore obtain the estimate
l.h.s. of (5.3) ≤ E1Ω˜
1
2
|J |∑
s=1
EN
∣∣∣∣∣〈fs − fs ◦ Tis〉
⊗n
−
〈Av f ′E〉⊗n−
∣∣∣∣∣+ P(Ω˜c) (5.9)
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The only missing ingredient is to find C > 0 such that |fs− fs ◦ Tis| ≤ C Av f
′E , for then
we could apply the induction assumption to get
CEN
∣∣∣∣∣〈fs − fs ◦ Tis〉
⊗n
−
〈C Av f ′E〉⊗n−
∣∣∣∣∣ ≤ C (k + |J |)B +B
∗
N − 1
. (5.10)
To identify such a C, we set E l ≡ exp(σlN(h − β
∑
i<N
gi,Nσ
l
i)) in which case E =
∏
0≤l≤n
E l,
and analyse the construction of fs on Ω˜. By definition
|fs − fs ◦ Tis| =
∣∣∣∣∣(Av (f1 − f2) E) ◦
∏
1≤s′<s
Ti′s − (Av (f1 − f2) E) ◦
∏
1≤s′≤s
Ti′s
∣∣∣∣∣ .
Separating the terms that depend on the permutation Tis , the above equals, on Ω˜,∣∣∣∣∣∣Av (f1 − f2)
∏
2≤l≤n
E l

∏
l=0,1
exp

σlN

h− β ∑
1≤s′≤|J |,s′ 6=s
σlis′



 ◦ ∏
1≤s′<s
Tis′

 ·
·
(∏
l=0,1
e−σ
l
N
βσlis −
∏
l=0,1
e−σ
l
N
βσlis ◦ Tis
)∣∣∣∣∣ .
(5.11)
This is bounded above by
|Av (f1 − f2) E| sup
σ1,σ2∈ΣN


∏
l=0,1
exp
(
σlN
(
h− β
∑
1≤s′≤|J |,s′ 6=s
σlis′
))
◦
∏
1≤s′<s
Tis′
E0E1


(
1− e−2β
)
.
By definition of E l, the sup is equal to
sup
σ1,σ2∈ΣN
∏
l=0,1
exp

σlN



h− β ∑
1≤s′≤|J |,s′ 6=s
σlis′

 ◦ ∏
1≤s′<s
Tis′ −

h− β ∑
1≤s′≤|J |
σli′s





 ,
hence h and all σis′ for s
′ > s cancel, and the above equals
sup
σ1,σ2∈ΣN
∏
l=0,1
exp
(
σlNβ
[
σlis +
∑
1≤s′<s
σlis′ − σ
l
is′
◦ Tis′
])
≤ e2β|J |.
Using, this and the fact that
|Av (f1 − f2) E| ≤ Av |f1 − f2| E ≤ Av f
′E
since |f1 − f2| ≤ f
′ by assumption yields
|fs − fs ◦ Tis | ≤
(
1− e−2β
)
e2β|J |Av f ′E .
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Therefore we can use (5.10) with C ≡
(
1− e−2β
)
e2β|J | to estimate (5.9) further. The
upshot is
l.h.s. of (5.3) ≤ E
1
2
|J |∑
s=1
C
(k + |J |)B +B∗
N − 1
+ P(Ωc) ≤ E|J |C
(k + |J |)B +B∗
N
+ P(Ω˜c).
Using (1− x)k ≥ 1− kx, which holds for any k ∈ N0 and x ∈ [0, 1],
P(Ω˜c) = 1−
(
1−
γ
N
)k−1
≤
γk
N
.
Next are the estimates for E|J |e2β|J | and E|J |2e2β|J |. Recall that |J | =
N−1∑
i=1
gi,N , and that
the gi,N are i.i.d. Bernoulli(γ/N). It thus holds
E|J |e2β|J | = (N − 1)
γ
N
e2β
(
1 +
γ
N
(e2β − 1)
)N−2
≤ γ exp
(
γ(e2β − 1) + 2β
)
=: aβ,γ ,
where the inequality uses that (1 + x
N
)N ≤ ex. Similar considerations yield
E|J |2e2β|J | ≤
γ2
2
exp
(
γ(e2β − 1) + 4β
)
=: bγ,β .
With these estimates we see that
l.h.s (5.3) ≤
1
N
[
k (BC(β, γ) + γ) + bγ,β
(
1− e−2β
)
B + C(β, γ)B∗
]
(5.12)
since aβ,γ
(
1− e−2β
)
≤ C(β, γ). The proof of Lemma 10 is therefore concluded by setting
B ≡
γ
1− C(β, γ)
, B∗ ≡
bγ,β
(
1− e−2β
)
B
1− C(β, γ)
.

Proof of Proposition 9. Let C(β, γ) < 1 and f : Σk → R, f
′ : Σk → R
+ be functions
having the three properties stated in the assumption of the Proposition. Remembering
that we want to decouple one spin at a time we set
fm = f
(
σ11 , .., σ
m
m, σ
1
m+1, .., σ
1
k
)
and f ′m = f
′
(
σ11, .., σ
m
m, σ
1
m+1, .., σ
1
k
)
.
With this notation the left hand side of (5.1) is equal to
E
∣∣∣∣〈f1〉
⊗n
〈f ′1〉
⊗n −
〈fk〉
⊗n
〈f ′k〉
⊗n
∣∣∣∣ ,
and using the triangle inequality after telescopic decomposition yields
l.h.s.(5.1) ≤
k−1∑
m=1
E
∣∣∣∣∣〈fm〉
⊗n
〈f ′m〉
⊗n −
〈fm+1〉
⊗n〈
f ′m+1
〉⊗n
∣∣∣∣∣ .
Clearly, ∣∣∣∣∣〈fm〉
⊗n
〈f ′m〉
⊗n −
〈fm+1〉
⊗n〈
f ′m+1
〉⊗n
∣∣∣∣∣ =
∣∣∣∣∣〈fm − fm+1〉
⊗n
〈f ′m〉
⊗n +
〈fm+1〉
⊗n 〈f ′m − f ′m+1〉⊗n〈
f ′m+1
〉⊗n
−
〈f ′m〉
⊗n
∣∣∣∣∣ ,
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which again by the triangle inequality is at most∣∣∣∣〈fm − fm+1〉
⊗n
〈f ′m〉
⊗n
∣∣∣∣+
∣∣∣∣∣〈fm+1〉
⊗n 〈f ′m − f ′m+1〉⊗n〈
f ′m+1
〉⊗n
−
〈f ′m〉
⊗n
∣∣∣∣∣ ≤
∣∣∣∣〈fm − fm+1〉
⊗n
〈f ′m〉
⊗n
∣∣∣∣+
∣∣∣∣∣
〈
f ′m − f
′
m+1
〉⊗n
〈f ′m〉
⊗n
∣∣∣∣∣ ,
where the last estimate is due to |fm+1| ≤ f
′
m+1. Expanding the terms by C1,C2 re-
spectively, taking expectations and applying Lemma 10 settles the proof of Proposition
9. 
5.2. Annealed decoupling. In this section we prove that finitely many magnetizations
are independent, ν⋆-distributed random variables. Precisely:
Lemma 11. Assume that β, γ0 ≥ 0. For any k ∈ N, it then holds:
sup
γ≤γ0
d
(
L (〈σi〉)i≤k , ν⋆ (β, h, γ)
⊗k
)
≤ D(β, γ0)
k3
N
, (5.13)
with the function (β, γ) 7→ D(β, γ) increasing in both variables and finite for C(β, γ0) < 1.
Proof. Let β, γ0, h ≥ 0 satisfy C(γ0, β) < 1 and let 0 ≤ γ ≤ γ0. The proof will be done by
induction on N . Getting some technicalities out of the way first we note that the model
is not well defined for γ > N as then p = γ
N
> 1. Replacing in these cases p by one will
not harm any of the estimates we do for the induction step as they are all increasing in
γ. With this convention, for N = 1 the claim is trivial by picking D(β, γ) > 1 since k can
only be zero or one. For general N , D(β, γ) > 2 and k ≥ N/2 the claim is also trivial as
the left hand side of (5.13) is bounded by k and the right hand side in this case is at least
k2. As for the interesting case, let N ∈ N and k < N/2. We set
C = exp
(
k∑
j=1
σN−k+j
(
h− β
∑
i≤N−k+j
gi,N−k+jσi
))
.
We denote by 〈〉−k the expectation w.r.t. Gh,β,N−k
N
γ,N−k, and by Y =
(
〈σi〉−k
)
i≤N−k
the
vector of magnetizations on the N − k system. (Considering the last k spins instead of
the first ones leads to lighter notation). What is absolutely crucial for the whole analysis
is that C is independent of the randomness in 〈〉−k. We also notice that following (2.1)
and (2.2) for k-many spins (instead of one) gives the identity
〈σj〉 =
〈Av σjC〉−k
〈Av C〉−k
(5.14)
for N − k < j ≤ N . Here the average is taken over σN−k+1, .., σN ∈ {0, 1}.
For the remainder of this proof we setX ′ to be a sequence of independent ν⋆
(
β, h, N−k
N
γ
)
-
distributed random variables.
With the above notations, and by the triangle inequality, we have
d
(
L (〈σi〉)N−k<i≤N , ν⋆ (β, h, γ)
⊗k
)
≤ I.+ II.+ III. (5.15)
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where
I. ≡ d
(
L (〈σj〉)N−k<j≤N ,L
(
〈Av σjC〉Y
〈Av C〉Y
)
N−k<j≤N
)
,
II. ≡ d
(
L
(
〈Av σjC〉Y
〈Av C〉Y
)
N−k<j≤N
,L
(
〈Av σjC〉X′
〈Av C〉X′
)
N−k<j≤N
)
,
III. ≡ d
(
L
(
〈Av σjC〉X′
〈Av C〉X′
)
N−k<j≤N
, ν⋆ (β, h, γ)
⊗k
)
,
where all all averages are taken over σN−k+1, .., σN ∈ {0, 1}. The proof of Lemma 11 boils
down to showing that:
I. is ’small’ by Proposition 9.
II. is ’small’ by the induction.
III. is ’small’ by construction of the T -operator.
(For the meaning of ’small’, see below: (5.20), (5.26) and (5.31) respectively).
A first estimate on the Monge-Kantorovich distance behind I. is established by consid-
ering the coupling which is already given, and using (5.14). It holds:
I. ≤
k∑
j=1
E
∣∣∣∣〈Av σN−k+jC〉−k〈Av C〉−k −
〈Av σN−k+jC〉Y
〈Av C〉Y
∣∣∣∣ . (5.16)
To estimate the above we will use Lemma 9, which in turns requires a control of C. To
this end, let
Ω1 ≡ {gi,j = 0, ∀ i, j > N − k} (5.17)
be the event that there are no ”direct” interactions between the last k spins. Furthermore,
let
Ω2 ≡ {gi,j = 0 or gi,j′ = 0 ∀i ≤ N − k, j < j
′ > N − k}
be the event that there are no interactions of the last k spins ”via” a single other spin.
Finally, let
Ω˜ := Ω1 ∩ Ω2 .
(Remark that for fixed k both Ω˜1 and Ω˜2 are likely to happen, for larger and larger N ,
and so is Ω˜).
We observe that all fractions appearing in (5.16) are on [0, 1], which implies that the
sum is bounded by k: using this rough estimate, we thus obtain
I. ≤
k∑
j=1
E1Ω˜
∣∣∣∣〈Av σN−k+jC〉−k〈Av C〉−k −
〈Av σN−k+jC〉Y
〈Av C〉Y
∣∣∣∣ + kP(Ω˜c) . (5.18)
Under the light of Lemma 9, we set f ≡ 1Ω˜Av σN−k+jC and f
′ ≡ Av C. Using that on Ω˜
each spin in C appears at most once, changing the value of one spin changes the exponent
by β, at most. We apply Lemma 9 with C1 = C2 = e
β − 1. This yields
I. ≤ 2kES
(
eβ − 1
) SB +B∗
N
+ kP
(
Ω˜c
)
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where S is the number of spins C depends on, to wit:
S =
N∑
j=N−k+1
j−1∑
i=1
gi,j,
which is Binomial(kN+ k(k+1)
2
, γ
N
)-distributed. Rough estimates on the first two moments
of S, recalling that k ≤ N
2
, yield
E[S] ≤ 2kγ and E[S2] ≤ 6k2(γ + γ2)
It holds:
P
(
Ω˜c1
)
= 1−
(
1−
γ
N
)k(k−1)
≤
γk2
N
(5.19)
P
(
Ω˜c2
)
≤
N−k∑
i=1
N∑
j=N−k+1
N∑
j′=j+1
P(gi,j = gi,j′ = 1) ≤
γ2k2
N
and therefore P(Ω˜c) ≤ (γ+γ
2)k2
N
. All in all,
I. ≤
(
eβ − 1
) 12(γ + γ2)B + 4γB∗
N
k3 +
(γ + γ2) k3
N
=: wβ,γ
k3
N
, (5.20)
where wβ,γ stands (here and throughout) for a constant depending on β, γ only, which is
increasing in both variables.
We next address II. We estimate the Monge-Kantorovich distance using that the ran-
domness in C is independent of X ′, Y and taking the infimum over any coupling of X ′
and Y :
II. ≤ inf
k∑
j=1
E
∣∣∣∣〈Av σiC〉Y〈Av C〉Y −
〈Av σiC〉
′
X
〈Av C〉′X
∣∣∣∣
By the same estimate which leads to (5.18),
II. ≤ inf
k∑
j=1
E
∣∣∣∣1Ω˜ 〈Av σiC〉Y〈Av C〉Y − 1Ω˜
〈Av σiC〉
′
X
〈Av C〉′X
∣∣∣∣ + kP(Ω˜c). (5.21)
Consider the random functions
sj : [0, 1]
N−k → [0, 1], x→ 1Ω˜
〈Av σN−k+jC〉x
〈Av C〉x
.
for j ≤ k. On Ω˜ the representation C =
k∏
l=1
Cl holds, where
Cl ≡ exp
(
σN−k+l
(
h− β
∑
i≤N−k
gi,N−k+lσi
))
.
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We use this expand the s-functions: precisely we write:
sj(x) = 1Ω˜
〈
Av σN−k+j
k∏
l=1
Cl
〉
x〈
Av
k∏
l=1
Cl
〉
x
= 1Ω˜
〈
Avj σN−k+jCj
k∏
l=1,l 6=j
Avl Cl
〉
x〈
k∏
l=1
Avl Cl
〉
x
, (5.22)
where Avl is the Average over σN−k+l ∈ {0, 1}. Since 〈.〉x is a product measure, and since
the Cl depend, on Ω˜, on disjoint sets of σ, cancellations lead to
sj(x) = 1Ω˜
〈Avj σN−k+jCj〉x
〈Avj Cj〉x
. (5.23)
Since Cj depends only on those σi for which gi,N−k+1 = 1, sj (x) only depends on those
xi. Consider the derivative in such a direction:
|∂xisj(x)| = 1Ω˜
∣∣∣∣∣ ∂∂xi
(
eh
∏
l≤N−k
〈exp (−βgl,jσl)〉x
)∣∣∣∣∣(
1 + eh
∏
l≤N−k
〈exp (−βgl,jσl)〉x
)2 . (5.24)
The numerator is given by∣∣∣∣∣eh (e−β − 1)
∏
l≤N−k,l 6=i
〈exp (−βgl,jσl)〉x
∣∣∣∣∣ ≤ (eβ − 1) eh
∏
l≤N−k
〈exp (−βgl,jσl)〉x ,
hence the following estimate holds
‖∂xjsj‖∞ ≤ 1Ω˜1{gi,j=1}
(
eβ − 1
)
sup
t≥0
t
(1 + t)2
≤ 1Ω˜1{gi,j=1}
eβ − 1
4
. (5.25)
Using this in (5.21),
II.− kP(Ω˜c) ≤ inf
N∑
j=N−k+1
E1Ω˜
N−k∑
i=1
∣∣∣∣∂sj∂xi
∣∣∣∣
∞
|Xi − Yi|
≤
eβ − 1
4
inf
N−k∑
i=1
E1Ω˜
k∑
j=1
1{gi,N−k+j=1} |Xi − Yi| .
Introduce now the event Ai ≡ {∃j ≤ k : gi,N−k+j = 1}. On Ω˜ it plainly holds that
k∑
j=1
1{gi,N−k+j=1} = 1Ai ,
and since the newly introduced A-events are independent, and independent of X ′ and Y ,
we get
II.− kP(Ω˜c) ≤
eβ − 1
4
inf
N−k∑
i=1
E1Ai |Xi − Yi| .
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By the induction assumption, conditionally on all Ai for i ≤ N − k, we have
II. ≤
eβ − 1
4
D(β, γ)
E
(
N−k∑
i=1
1Ai
)3
N − k
+ kP(Ω˜c),
since N−k
N
γ < γ0. We now observe that
N−k∑
i=1
1Ai
(d)
= Binomial
(
N − k, 1−
(
1−
γ
N
)k)
,
hence, by simple estimates,
E
(
N−k∑
i=1
1Ai
)3
≤
(
γ3 + 3γ2 + γ
)
k3
Recalling the estimates on P
(
Ω˜c
)
, since k ≤ N/2, we therefore have
II. ≤
eβ − 1
2
(
γ3 + 3γ2 + γ
)
D(β, γ)
k3
N
+
(γ + γ2) k3
N
≤ C(β, γ)D(β, γ)
k3
N
+
(γ + γ2) k3
N
.
(5.26)
We next move to III. By the triangle inequality
III. ≤ d
(
L
(
〈Av σjC〉X′
〈Av C〉X′
)
N−k<j≤N
, ν⋆
(
β, h,
N − k
N
γ
)⊗k)
+ d
(
ν⋆
(
β, h,
N − k
N
γ
)⊗k
, ν⋆ (β, h, γ)
⊗k
)
.
Consider now independent random variables Z1, .., Zk which are ν⋆ (β, h, γ)
⊗k-distributed.
(Remark that the Z’s may depend on the randomness appearing in X ′, C: a concrete
choice will be given only later, see (5.28) and (5.29) below). By definition of the Monge-
Kantorovich distance we have that
d
(
L
(
〈Av σiC〉X′
〈Av C〉X′
)
N−k<i≤N
, ν⋆
(
β, h,
N − k
N
γ
)⊗k)
≤
k∑
j=1
E
∣∣∣∣〈Av σN−k+jC〉X′〈Av C〉X′ − Zj
∣∣∣∣
≤
k∑
j=1
E1Ω˜
∣∣∣∣〈Av σN−k+jC〉X′〈Av C〉X′ − Zj
∣∣∣∣ + kP(Ω˜c),
the last step by restricting to Ω˜. Recall from (5.22) that
1Ω˜
〈Av σN−k+jC〉X′
〈Av C〉X′
= 1Ω˜
〈Avj σN−k+jCj〉X′
〈Avj Cj〉X′
(5.27)
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holds and that on Ω˜ the Cj depend on different σi. Therefore the right hand side depends
for each j on different Xi. Computing the averages, and plugging in the definition of Cj ,
leads to
(5.27) = 1Ω˜
〈
exp
(
h− β
∑
i∈Jj
σi
)〉
X′
1 +
〈
exp
(
h− β
∑
i∈Jj
σi
)〉
X′
= 1Ω˜

1 +
〈
exp

h− β∑
i∈Jj
σi

〉
−1
X′


−1
where Jj = {i ≤ N − k : gi,N−k+j = 1} are disjoint sets on Ω˜. We now consider rj to
be a Poisson(N−k
N
γ)-distributed random variables independent of each other and X ′, but
optimally coupled to |Jj|. This is possible since the |Jj| are independent of each other. If
Ω˜ occurs and rj = |Jj|, which are events independent of X
′ we set
Zj =

1 +
〈
exp

h− β∑
i∈Jj
σi

〉
−1
X′


−1
, (5.28)
otherwise we set
Zj =

1 +
〈
exp

h− β∑
i≤rj
σi

〉
−1
Xj


−1
, (5.29)
where Xj = (Xj,1, Xj,2, ...) is a sequence of independent ν⋆ (β, h, γ) distributed random
variables independently of X ′ and of Xl for l 6= j. With this, the Zj are independent
random variables, with identical distribution given by
Tβ,h,N−k
N
γν⋆
(
β, h,
N − k
N
γ
)
= ν⋆
(
β, h,
N − k
N
γ
)
.
It then holds:
1Ω˜
∣∣∣∣〈Av σN−k+jC〉X′〈Av C〉X′ − Zj
∣∣∣∣ ≤ 1{|Jj |6=rj} ,
since the term is zero on {|Jj| = rj} and bounded by one no-matter-what. Collecting all
estimates we thus have
III. ≤
k∑
j=1
P (|Jj| 6= rj) + kP(Ω˜
c) + d
(
ν⋆
(
β, h,
N − k
N
γ
)⊗k
, ν⋆ (β, h, γ)
⊗k
)
(5.30)
Taking the infimum only coordinate by coordinate, the rightmost term above is at most
kd
(
ν⋆
(
β, h,
N − k
N
γ
)
, ν⋆ (β, h, γ)
)
≤ k
∣∣∣∣N − kN γ − γ
∣∣∣∣ = γ k2N ≤ γ k
3
N
,
the first inequality by Proposition 1.
As for the first term on the r.h.s. of (5.30), by the optimality of the coupling and since
all summands are identical, we see that it equals, in fact, k
2
dTV (L(|J1|),L(r1)). Since
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|Jj| is Binomial
(
N − k, γ
N
)
-distributed and rj is Poisson(
N−k
N
γ)-distributed, their total
variation is, by well-known estimates, at most
γ2 (N − k)
N2
≤ γ2
k3
N
.
The middle term in (5.30) is bounded by (γ + γ2) k
3
N
by (5.19) and ff.. All in all, we have
III. ≤ 2
(
γ + γ2
) k3
N
. (5.31)
Putting together the estimates (5.20), (5.26) and (5.31), we thus have that
I.+ II.+ III. ≤
(
C(β, γ)D(β, γ) + 3γ + 3γ2 + wβ,γ
) k3
N
.
The above holds for any choice of D ”inherited” from the induction step, but we now
specify a concrete choice: we let
D(β, γ) ≡ max
{
2,
3γ + 3γ2 + wβ,γ
1− C(β, γ)
}
.
(It is immediate to check that this function satisfies the required monotonicity).
The proof of Lemma 11 is therefore concluded by observing that
C(β, γ)D(β, γ) + 3γ + 3γ2 + wβ,γ ≤ D(β, γ0).

5.3. Proof of Theorem 2. Let h, β, γ ≥ 0 with C(β, γ) < 1 and k ≤ N ∈ N. Consider
a function f : {0, 1}k → R and a Lipschitz continuous function g : [min f,max f ] → R.
By the triangle inequality,
|Eg (〈f (σ1, .., σk)〉)− Eg (E [f (B1, .., Bk) |X ])| ≤ I.+ II.,
where
I. ≡ E |g (〈f (σ1, .., σk)〉)− g (〈f (σ1, .., σk)〉Y )| ,
II. ≡ |Eg (〈f (σ1, .., σk)〉Y )− Eg (E [f (B1, .., Bk) |X ])| ,
and Y ≡ (〈σi〉)i≤N .
As for I., since g is Lg-Lipschitz,
I. ≤ LgE |〈f (σ1, .., σk)〉 − 〈f (σ1, .., σk)〉Y | .
Therefore Lemma 9 implies, with f ′ ≡ max |f |, C1 ≡ 2 and C2 ≡ 0, that
I. ≤ Lg2k‖f‖∞
kB +B∗
N
≤ Lg‖f‖∞ (2B + 2B
∗)
k3
N
, (5.32)
where the second estimate simply uses that k ∈ N.
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As for II., we compute the conditional expectation
E [f (B1, .., Bk) |X ] =
∑
σ∈Σk
(
k∏
i=1
P(Bi = σi|X)
)
f (σ1, .., σk)
=
∑
σ∈Σk
k∏
i=1
(Xi1σi=1 + (1−Xi)1σi=0) f (σ1, .., σk) = 〈f (σ1, .., σk)〉X .
Hence, by the Lipschitz-continuity of g, and for any coupling of X and Y , it holds:
II. ≤ LgE |〈f (σ1, .., σk)〉Y − 〈f (σ1, .., σk)〉X |
Consider the function s : [0, 1]k → R, x→ 〈f (σ1, .., σk)〉x. One easily sees that ‖∂xis‖∞ ≤
2‖f‖∞. Using this,
II. ≤ LgE
k∑
i=1
‖∂xis‖∞ |Yi −Xi| ≤ 2Lg‖f‖∞E
k∑
i=1
|Yi −Xi| .
Since we considered an arbitrary coupling of X and Y the inequality holds still true as
we take the infimum over all couplings. This yields
II. ≤ 2Lg‖f‖∞ inf E
k∑
i=1
|Yi −Xi| = 2Lg‖f‖∞d (LY,LX) ,
by the definition of the Monge-Kantorovich distance. Plugging in the distributions of X
and Y gives
II. ≤ 2Lg‖f‖∞d
(
L (〈σi〉)i≤k , ν⋆ (β, h, γ)
⊗k
)
.,
By Lemma 11, and (5.32), we obtain
I.+ II. ≤ Lg‖f‖∞ (2B + 2B
∗)
k3
N
+ 2Lg‖f‖∞D(β, γ)
k3
N
. (5.33)
This, together with the (β, γ)-monotonicity of B,B∗ and D(β, γ), settles the proof of
Theorem 2.

6. Appendix
We give here a proof of Fact 1, together with some technical estimates on Binomial-
distributions.
Lemma 12. The time-derivative of the interpolating free energy is given by
ϕ′(t) =
γ
2
(
1
N2
∑
i,j≤N
E log 〈exp (−βσiσj)〉t −
2
N
N∑
i=1
E log
〈
exp
(
σi log
〈
e−βε
〉
Xδi,1
)〉
t
)
+o(1)
Proof. We lighten notation by setting χδi,j = log
〈
e−βε
〉
Xδi,j
.
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It holds:
1
u
(ϕ(t+ u)− ϕ(t)) =
1
Nu
E log
∑
δ∈NK
∑
σ∈ΣN
vδ exp
(
HδN,t+u(σ)
)
∑
δ∈NK
∑
σ∈ΣN
vδ exp
(
HδN,t(σ)
) (6.1)
where the joint distribution of HδN,t+u(σ) and H
δ
N,t(σ) can be chosen in any way that does
not touch the marginals. We write g∗t+u for the g∗ in HδN,t+u(σ) and g
∗t for the g∗ in
HδN,t(σ) to distinguish them and analogously for gˆ. We set
g∗t+ui,j = g
∗t
i,j +
(
1− g∗ti,j
)
b∗i,j and gˆ
t
i,j = gˆ
t+u
i,j +
(
1− gˆt+ui,j
)
bˆi,j
where the b∗ are independent Bernoulli ( γu
N−γt
) random variables and the bˆ are independent
Bernoulli (u γ
N−γ(1−t−u)
) random variables. b∗,bˆ are chosen independently and independent
of any other randomness in HδN,t(σ),H
δ
N,t+u(σ). One easily checks that g
∗t+u and gˆt have
the correct distribution. With this construction we have
HδN,t+u(σ) + β
∑
i<j
(
1− g∗ti,j
)
b∗i,jσiσj = H
δ
N,t(σ)−
N∑
i,j=1
(
1− gˆt+ui,j
)
bˆi,jσiχ
δ
i,j =: H˜(σ)
Expanding the fraction in equation (6.1) by the partition function of H˜ yields
1
Nu
E log
∑
δ∈NK
∑
σ∈ΣN
vδ exp
(
HδN,t+u(σ)
)
∑
δ∈NK
∑
σ∈ΣN
vδ exp
(
H˜(σ)
) − 1
Nu
E log
∑
δ∈NK
∑
σ∈ΣN
vδ exp
(
HδN,t(σ)
)
∑
δ∈NK
∑
σ∈ΣN
vδ exp
(
H˜(σ)
)
=
1
Nu
E log
〈
exp
(
−β
∑
i<j
(
1− g∗ti,j
)
b∗i,jσiσj
)〉
H˜
−
1
Nu
E log
〈
exp
(
N∑
i,j=1
(
1− gˆt+ui,j
)
bˆi,jσiχ
δ
i,j
)〉
H˜
.
The event that more then one of the b’s is 1 has probability of order u2, and can therefore
be neglected in the limit u → 0. On the other hand, if all b are zero, the expressions in
the expectations also vanish. It follows that the above equals
1
Nu
∑
i<j
P
(
b∗ = bˆ = 0 except for b∗i,j = 1
)
E log
〈
exp
(
−β
(
1− g∗ti,j
)
σiσj
)〉
H˜
−
1
Nu
N∑
i,j=1
P
(
b∗ = bˆ = 0 except for bˆi,j = 1
)
E log
〈
exp
((
1− gˆt+hi,j
)
σiχ
δ
i,j
)〉
H˜
+ ou(1).
Computing the probabilities we see that the first probability is equal to uγ
N−tγ
+ ou(1) and
the second probability is equal to uγ
N−γ(1−t)
+ ou(1). Since there are
N(N−1)
2
respectively
N2 summands, taking the u→∞ limit we obtain
ϕ′(t) =
N − 1
N − tγ
γ
2
E log
〈
exp
(
−β
(
1− g∗t1,2
)
σ1σ2
)〉
t
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−
N
N − γ (1− t)
γE log
〈
exp
((
1− gˆt1,2
)
σ1χ
δ
1,2
)〉
t
Observe that replacing
(
1− g∗t1,2
)
and the corresponding gˆ-term by one has a vanishing
contribution in the large N -limit, hence
ϕ′(t) =
γ
2
(
E log 〈exp (−βσ1σ2)〉t − 2E log
〈
exp
(
σ1χ
δ
1,2
)〉
t
)
+ o(1) . (6.2)
The Hamiltonian only depends on χδ1,2 when gˆ1,2 = 1, which happens with probability of
order N−1. Therefore and by the boundedness of the second term in (6.2)∣∣∣E log 〈exp (σ1χδ1,2)〉t − E log 〈exp (σ1χδ)〉t
∣∣∣ = o(1).
Consequently we have
ϕ′(t) =
γ
2
(
E log 〈exp (−βσ1σ2)〉t − 2E log
〈
exp
(
σ1χ
δ
)〉
t
)
+ o(1)
and by symmetry among sites
ϕ′(t) =
γ
2
(
1
N2
∑
i,j≤N
E log 〈exp (−βσiσj)〉t −
2
N
N∑
i=1
E log
〈
exp
(
σiχ
δ
)〉
t
)
+ o(1)
as the diagonal has only vanishing contribution. Plugging in χδ gives the result. 
Proof of Fact 1. Using Lemma 12 and adopting the notation therein introduced,
ϕ′(t) =
γ
2
E (I. + II.) + o(1),
where
I. ≡
1
N2
∑
i,j≤N
log 〈exp (−βσiσj)〉t , II. ≡ −
2
N
N∑
i=1
log
〈
exp
(
σiχ
δ
)〉
t
It holds:
I. =
1
N2
∑
i,j≤N
log
[
1−
(
1− e−β
)
〈σiσj〉t
]
= −
1
N2
∑
i,j≤N
∞∑
n=1
(
e−β − 1
)n
n
〈σiσj〉
n .
Using replicas, we reformulate the above as
I. = −
1
N2
∑
i,j≤N
∞∑
n=1
(
e−β − 1
)n
n
〈
n∏
l=1
σliσ
l
j
〉⊗n
t
= −
∞∑
n=1
(
e−β − 1
)n
n
〈(
1
N
∑
i≤N
n∏
l=1
σli
)2〉⊗n
t
.
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As for the second term, denoting the expectation with respect to all Xδ
l
, Xδ1 and X
δ
2 by
EX , we have:
EXII. = −
2
N
∑
i≤N
EX log
〈
exp
(
σiχ
δ
)〉
t
= −
2
N
∑
i≤N
EX log 〈〈exp (−βεσi)〉Xδ〉t
= −
2
N
∑
i≤N
EX log
[
1−
(
1− e−β
) 〈
Xδσi
〉
t
]
=
2
N
∑
i≤N
∞∑
n=1
(
e−β − 1
)n
n
EX
〈
Xδσi
〉n
t
=
∞∑
n=1
(
e−β − 1
)n
n
〈
2EX
n∏
l=1
Xδ
l 1
N
∑
i≤N
∏
l≤n
σli
〉⊗n
t
.
We set
III. = log
∑
δ∈NK
vδ
〈
e−βε1ε2
〉
Xδ
.
Performing analogous computations to the ones for I. and II., we get
EXIII. = EX log
〈〈
e−βε1ε2
〉
(Xδ1 ,Xδ2 )
〉
t
= EX log
[
1−
(
1− e−β
) 〈
Xδ1X
δ
2
〉
t
]
= −
∞∑
n=1
(
e−β − 1
)n
n
EX
〈
Xδ1X
δ
2
〉n
t
= −
∞∑
n=1
(
e−β − 1
)n
n
〈
EX
∏
l≤n
Xδ
l
1 X
δ
l
2
〉⊗n
t
= −
∞∑
n=1
(
e−β − 1
)n
n
〈(
EX
∏
l≤n
Xδ
l
)2〉⊗n
t
Collecting all terms we obtain
ϕ′(t)+
γ
2
EIII. = −
γ
2
∞∑
n=1
(
e−β − 1
)n
n
E
〈(
1
N
∑
i≤N
n∏
l=1
σli − EX
∏
l≤n
Xδ
l
)2〉⊗n
t
+o(1). (6.3)
By (6.3), as III. does not depend on t and since fN(β, h, γ) = ϕ(1) we have
fN(β, h, γ) = ϕ(0) +
1∫
0
ϕ′(t) = ϕ(0)−
γ
2
EIII. +RN,β,h,γ(ζ,K,Vm) + o(1). (6.4)
We rearrange
∑
σ∈ΣN
exp
(
HδN,0(σ)
)
=
∑
σ∈ΣN
exp
(
N∑
i=1
σi
(
h+
N∑
j=1
gˆi,j log
〈
e−βε
〉
Xδi,j
))
=
N∏
i=1
(
1 + exp
(
h+
N∑
j=1
gˆi,j log
〈
e−βε
〉
Xδi,j
))
=
N∏
i=1

1 + eh N∏
j=1:gˆi,j=1
〈
e−βε
〉
Xδi,j

 ,
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and therefore
ϕ(0) =
1
N
E log
∑
δ∈NK
∑
σ∈{0,1}N
vδ exp
(
HδN,0(σ)
)
= E log
∑
δ∈NK
vδ

1 + eh N∏
j=1:gˆi,j=1
〈
e−βε
〉
Xδ1,j

 ,
using the symmetry in distribution. Now the expectation depends only on the (random)
number of factors in the product, which converges weakly to the Poisson(γ) distribution.
Hence, by standard compactness arguments the above equals
E log
∑
δ∈NK
vδ
(
1 + eh
r∏
j=1
〈
e−βε
〉
Xδ1,j
)
+ oN(1),
where r is Poisson(γ)-distributed, independent of everything else. Now clearly
ϕ(0)−
γ
2
EIII. = Parisiβ,h,γ(ζ,K,Vm) + oN(1).
Plugging this into (6.4) settles the proof of Fact 1. 
Finally, some technical estimates involving Binomials.
Lemma 13. Let S be a Binomial(n, p) random variable, then for α = np we have
E[S3eβS] ≤
(
α3e3β + 3α2e2β + αeβ
)
exp
(
(eβ − 1)α
)
Proof. We set S =
n∑
i=1
Bi for B1, .., Bn independent Bernoulli(p) random variables. Then
ES3eβS = E
(
n∑
i=1
Bi
)3
exp
(
β
n∑
i=1
Bi
)
= E
n∑
i=1
n∑
j=1
n∑
k=1
n∏
l=1
BiBjBke
βBl (6.5)
Here is the counting: we have at most n3 terms where i, j, k are all different, at most
3n2 terms where in i, j, k two are identical and the third is different and we have n term
where all three are identical. Since the distribution of
n∏
l=1
BiBjBke
βBl only depends on
how many of i, j, k are identical we have
(6.5) ≤ n3E
n∏
l=1
B1B2B3e
βBl + 3n2E
n∏
l=1
B1B2e
βBl + nE
n∏
l=1
B1e
βBl .
Estimating term by term we have for the first term
E
n∏
l=1
B1B2B3e
βBl =
(
EB1e
βB1
)3 (
EeβB1
)n−3
= p3e3β
(
1 + (eβ − 1)p
)n−3
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and since (1 + x)k ≤ ekx we have
n3E
n∏
l=1
B1B2B3e
βBl ≤ n3p3e3β exp
(
(eβ − 1)pn
)
.
The same calculations for the other two terms yield
3n2E
n∏
l=1
B1B2e
βBl ≤ 3n2p2e2β exp
(
(eβ − 1)pn
)
nE
n∏
l=1
B1e
βBl ≤ npeβ exp
(
(eβ − 1)pn
)
collecting all terms we obtain the result
ES3eβS ≤
((
npeβ
)3
+ 3
(
npeβ
)2
+
(
npeβ
))
exp
(
(eβ − 1)pn
)
.

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