Abstract--The paper investigates the problem of locating edges on digital images. The process is completed through various mathematical transforms. The edges are found by implementing mathematical algorithms for convolutions that are adapted to locate the edges and highlights the technique on using wavelet transforms. We are especially addressing the problem of edge detection, because it has far reaching applications to all fields and especially within medicine. A patient can be diagnosed as having an aneurysm by studying an angiogram. An angiogram is the visual view of the blood vessels whereby the edges are highlighted through the implementation of edge detectors. This process can be completed through wavelet transforms and other convolution techniques.
INTRODUCTION
To help motivate this paper, we provide an introduction to some interesting problems in image processing. The second section introduces partial derivatives and how they are applied to the gray level values at the pixel locations. The third section introduces a few specific examples such as the vertical, horizontal, and Soble edge detecting techniques. Sections 4 and 5 introduces some fundamentals about wavelet transforms and leads into image edgers using wavelets. Section 6 provides the reader with a series of pictures that illustrate results in obtaining the edges within the image.
SOME NOTIONS AND NOTATIONS
A current 20 inch monitor displaying a black and white image currently contains pixel locations of 1600 rows and 1200 columns. Of course the number continues to increase everyday as technology progresses. Each pixel location is designated by a rectangular coordinate, (xl,yl), and evaluates a gray level value at that coordinate location indicating the shade of gray. The values are traditionally on a scale of 0 to 255 whereby 0 corresponds to white and 255 correspond to black. The value of the gray level at this coordinate point, (xl,Yl), will be designated by f (xl,yl The distance between pixel locations will be normalized to be equal to 1 so all increments in the partial derivative formulae will be equal to one. This then gives, 
CONVOLUTION AND EDGE DETECTORS
We first introduce the usual calculus definition for convolution given by the formula and its discrete version by the formula,
We now reduce the discrete convolution to be a 3 by 3 matrix, which will play the role of a convolute and select our function, h(nl, n2), to have the matrix values, with the function, f(nl, n2), and obtain
-f ( n l + 1,n2 + 1) + f ( n l -1,n2 + 1) -f(nl + 1, n2 -1).
We now investigate this last result only to find that it gives the difference of three columns of pixel values in the horizontal direction. If one checks the literature [1] , we find that this is the approximation used in the horizontal direction in several leading imaging software packages. gray levels. The edger implemented selects a particular feature in the image, which is beneficial to the particular application. The kernel for vertical edging is given by
A more sophisticated edger is the Soble edger, which uses the gradient to approximate the edges. Since the gradient includes both horizontal and vertical components, two kernels are employed given by the matrices, The letter N and its horizontal and vertical edge matrices applied to N are illustrated in Figures 1-3 , respectively.
We now employ the familiar formula for the magnitude of the gradient for a two-independent variable function, z(x, y),
We then replace the partial derivative formulas in (3.1) with the appropriate vertical and horizontal convolutes, so that it becomes a form of the Soble transform. Then, we use the gradient result, namely the Soble transform on the letter N illustrated in Figure 4 . Figure 4 clearly defines the edges of the image. We now begin the process of applying some wavelet transforms. They are localized on images and should give greater detail on special portions found in the image.
TWO-DIMENSIONAL WAVELET TRANSFORMS
We will not include a presentation regarding multiresolution analysis leading to a scaling function and then to a "mother" wavelet. References [2] [3] [4] are but a few resources for this remarkable analysis.
We begin with a two-dimensional mother wavelet, w(x, y), having dilation and translation parameters, (al, a2) and (hi, b2), respectively, each varying over R 2. The dilated and translated "mother" wavelet then becomes
w(al,a2)(bl,b2)(2g, y ) l(x-bly-b~)
al 7 ~ 0 and a2 ~ 0. The Fourier transform of this wavelet then becomes
w(al,a2)(bl,b2)(U,V) -271" iJ iJ e_j~r(uz+VY)w(X-b I y-b2) -l x/ala2
Furthermore, Parsevals' formula in R 2 becomes The resolution of the identity an important inversion tool for the wavelet transform is given by the following theorem. 
W A V E L E T S I N I M A G E P R O C E S S I N G
A major reference for this section is the paper by Mallat and Zhong [7] . A smoothing function [4] , s(x, y) E L2(R2), having unit length is selected and whose partial derivatives become a "mother" wavelet. The smoothing function, s(x, y) has the following property proven in Proposition 5.1. We then define the two functions that become the "mother" wavelets in our image processing technique given by the partial derivatives, We now illustrate the partial derivatives, a;l(x,y) and cv2(x,y) for the Gaussian, respectively, shown in Figures 6 and 7 . We next recall the following mathematical result for convolution. With this in mind, we consider the following quote in reference [8, p. 197 ]: "Encoding a smooth picture with a discontinuous function like the Haar wavelet produces a discontinuous picture; edges appear that do not exist in the original picture. Using a regular (smooth) function as the analyzing function can prevent such artifacts." We begin with the wavelet transforms on N by applying the partial derivative in x and y of the Gaussian. Clearly, the Gaussian together with all of its partial derivatives have continuous partial derivatives. Therefore, in some sense one could say the order of regularity is excellent. Figures 8 and 9 clearly show excellent edge detection and, moreover, in Figure 9 , we see a very strong feature shown on each "corner" of the image.
We go on in Figures 10 and 11 to illustrate the Haar wavelet and the wavelet transform on the letter N, respectively. Clearly, you see maximum distortion and artifacts that clearly do not indicated any extra information about the image. We conclude the paper with Figures 8-11 .
