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Abstract
As AI systems become an increasing part of people’s every-
day lives, it becomes ever more important that they under-
stand people’s ethical norms. Motivated by descriptive ethics,
a field of study that focuses on people’s descriptive judgments
rather than theoretical prescriptions on morality, we investi-
gate a novel, data-driven approach to machine ethics.
We introduce SCRUPLES, the first large-scale dataset with
625,000 ethical judgments over 32,000 real-life anecdotes.
Each anecdote recounts a complex ethical situation, often
posing moral dilemmas, paired with a distribution of judg-
ments contributed by the community members. Our dataset
presents a major challenge to state-of-the-art neural language
models, leaving significant room for improvement. How-
ever, when presented with simplified moral situations, the re-
sults are considerably more promising, suggesting that neural
models can effectively learn simpler ethical building blocks.
A key take-away of our empirical analysis is that norms are
not always clean-cut; many situations are naturally divisive.
We present a new method to estimate the best possible per-
formance on such tasks with inherently diverse label distribu-
tions, and explore likelihood functions that separate intrinsic
from model uncertainty.1
1 Introduction
State-of-the-art techniques excel at syntactic and semantic
understanding of text, reaching or even exceeding human
performance on major language understanding benchmarks
(Devlin et al. 2019; Lan et al. 2019; Raffel et al. 2019). How-
ever, reading between the lines with pragmatic understand-
ing of text still remains a major challenge, as it requires
understanding social, cultural, and ethical implications un-
derlying the text. For example, given “closing the door in a
salesperson’s face” in Figure 1, readers can infer what is not
said but implied, e.g., that perhaps the house call was unso-
licited. When reading narratives, people read not just what is
stated literally and explicitly, but also the rich non-literal im-
plications based on social, cultural, and moral conventions.
Beyond narrative understanding, AI systems need to
understand people’s norms, especially ethical and moral
Copyright © 2021, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
1Data and code available at https://github.com/allenai/scruples.
Title. Closing the door in a salespersons face?
Text. The other day a salespersons knocked on our door and
it was obvious he was about to sell something (insurance
company uniform with flyers). I already have insurance that
I’m happy with so I already knew I would’ve said no to any
deals (although I would probably say no to any door to door
salesperson)
I opened the door and before he could get a word out I just
said “Sorry, not interested” and closed the door and went
about my day.
My friend thinks that I was rude and should’ve let him at
least introduce himself, whereas I feel like I saved us both
time - he doesn’t waste time trying to push a sale he won’t
get and I don’t waste time listening to the pitch just to say
“no thanks”.
So, AITA?
Type. HISTORICAL
Label. OTHER
Scores. AUTHOR: 0, OTHER: 7, EVERYBODY: 0, NOBODY: 0,
INFO: 0
Figure 1: An example from the dev set. Labels describe who
the community views as in the wrong (i.e., the salesperson).
Table 5 describes the labels in detail.
norms, for safe and fair deployment in human-centric real-
world applications. Past experiences with dialogue agents,
for example, motivate the dire need to teach neural lan-
guage models the ethical implications of language to avoid
biased and unjust system output (Wolf, Miller, and Grodzin-
sky 2017; Schlesinger, O’Hara, and Taylor 2018).
Developing machine ethics poses major open research
questions, however, ranging from how to define and repre-
sent abstract moral concepts to how to design computational
models that make concrete moral judgments on complex
real-world situations described in language. Our work inves-
tigates the latter, drawing inspiration from descriptive ethics,
the field of study that focuses on people’s descriptive judge-
ments, in contrast to prescriptive ethics which focuses on
theoretical prescriptions on morality (Gert and Gert 2017).
As a first step toward computational models of descriptive
ethical judgments in language, we present a study based on
people’s diverse ethical judgements over a wide spectrum of
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social situations shared in online communities. Perhaps not
surprisingly, the analysis based on real world data quickly
reveals that ethical judgments on complex real-life scenarios
can often be divisive. To reflect this real-world challenge ac-
curately, we propose predicting the distribution of normative
judgments people make about real-life anecdotes. We for-
malize this new task as WHO’S IN THE WRONG? (WHO),
predicting which person involved in the given anecdote is
considered to be in the wrong (i.e., breaking ethical norms)
by the community members at large.
Ideally, not only should the model learn to predict clean-
cut ethical judgments, it should also learn to predict if
and when people’s judgments will be divisive, as model-
ing moral ambiguity is an important aspect of real-world ap-
plied ethics. Recently, Pavlick and Kwiatkowski (2019) con-
ducted an extensive study of annotations in natural language
inference and concluded that diversity of opinion, previously
dismissed as annotation “noise”, is a fundamental aspect of
the task which should be modeled to accomplish better lan-
guage understanding. They recommend modeling the dis-
tribution of responses, as we do here, and found that exist-
ing models do not capture the kind of uncertainty expressed
by human raters. Modeling the innate ambiguity in ethical
judgments also raises similar technical challenges compared
to clean-cut categorization tasks. So, we investigate a mod-
eling approach that can express intrinsic, as well as model,
uncertainty; and, we provide a new statistical technique for
measuring the noise inherent in a dataset by estimating the
best possible performance.
To facilitate progress on this task, we release a new
challenge set, SCRUPLES:2 a corpus of more than 32,000
real-life anecdotes about complex ethical situations, with
625,000 ethical judgments extracted from reddit.3 The
dataset proves extremely challenging for existing tech-
niques. Due to the difficulty of the task, we also release
DILEMMAS: a resource of 10,000 actions with norma-
tive judgments crowd sourced from Mechanical Turk. Our
analysis suggests that much of the difficulty in tackling
SCRUPLES might have more to do with challenges in under-
standing the complex narratives than lack of learning basic
ethical judgments.
Summarizing our main contributions, we:
• Define a novel task, WHO’S IN THE WRONG? (WHO).
• Release a large corpus of real-life anecdotes and natural
norms extracted from reddit.
• Create a resource of actions with crowdsourced compar-
isons of their ethical content.
• Present a new, general estimator for the best possible
score given a metric on a dataset.4
• Study models’ ability to reproduce ethical judgments, and
assess alternative likelihoods that capture ambiguity.5
2Subreddit Corpus Requiring Understanding Principles in Life-
like Ethical Situations
3https://reddit.com: A large internet forum.
4Try out the estimator at https://scoracle.apps.allenai.org.
5Demo models at https://norms.apps.allenai.org.
2 Methodology
Ethics help people get along, yet people often hold differ-
ent views. We found communal judgments on real-life anec-
dotes reflect this fact in that some situations are clean-cut,
while others can be divisive. This inherent subjectivity in
people’s judgements (i.e., moral ambiguity) is an important
facet of human intelligence, and it raises unique technical
challenges compared to tasks that can be defined as clean-cut
categorization, as many existing NLP tasks are often framed.
In particular, we identify and address two problems: es-
timating a performance target when human performance is
imperfect to measure, and separating innate moral ambiguity
from model uncertainty (i.e., a model can be certain about
the inherent moral ambiguity people have for a given input).
2.1 Estimating the BEST Performance
For clean-cut categorization, human performance is easy to
measure and serves as a target for models. In contrast, it’s
difficult to elicit distributional predictions from people, mak-
ing human performance hard to measure for ethical judg-
ments which include inherently divisive cases. One solu-
tion is to ensemble many people, but getting enough anno-
tations can be prohibitively expensive. Instead, we compare
to an oracle classifier and present a novel Bayesian estima-
tor for its score, called the BEST performance,6 available at
https://scoracle.apps.allenai.org.
The Oracle Classifier To estimate the best possible per-
formance, we must first define the oracle classifier. For
clean-cut categorization, an oracle might get close to perfect
performance; however, for tasks with innate variability in
human judgments, such as the descriptive moral judgments
we study here, it’s unrealistic for the oracle to always guess
the label a particular human annotator might have chosen.
In other words, for our study, the oracle can at best know
how people annotate the example on average.7 Intuitively,
this corresponds to ensembling infinite humans together.
Formally, for example i, if Ni is the number of annota-
tions, Yij is the number of assignments to class j, pij is the
probability that a random annotator labels it as class j, and
Yi: and pi: are the corresponding vectors of class counts and
probabilities, then the gold annotations are multinomial:
Yi: ∼ Multinomial(pi:, Ni)
The oracle knows the probabilities, but not the annotations.
For cross entropy, the oracle gives pi: as its prediction, pˆi::8
pˆij := pij
We use this oracle for comparison on the evaluation data.
The BEST Performance Even if we do not know the ora-
cle’s predictions (i.e., each example’s label distribution), we
can estimate the oracle’s performance on the test set. We
present a method to estimate it’s performance from the gold
annotations: the BEST performance.
6Bayesian Estimated Score Terminus
7This oracle is often called the Bayes optimal classifier.
8For hard-labels, we use the most likely class. This choice isn’t
optimal for all metrics but matches common practice.
Figure 2: The model’s distribution for the chance that
someone judges action 2 as more unethical in Figure 4.
Figure 3: The model’s distribution for the chance that
someone judges the author as in the wrong in Figure 1.
SCENARIO RELATIVE ERROR
ACCURACY F1 (MACRO) XENTROPY
Anecdotes 0.1% 0.6% 0.1%
3 Annotators 1.1% 3.1% 1.1%
Mixed Prior 1.1% 0.8% 0.4%
Table 1: BEST’s relative error when estimating the oracle
score in simulations. Anecdotes simulates the ANECDOTES,
3 Annotators simulates 3 annotators per example, and
Mixed Prior simulates a Dirichlet mixture as the true prior.
Since Yi: is multinomial, we model pi: with the conjugate
Dirichlet, following standard practice (Gelman et al. 2003):
pi: ∼ Dirichlet(α)
Yi: ∼ Multinomial(pi:, Ni)
Using an empirical Bayesian approach (Murphy 2012), we
fit the prior, α, via maximum likelihood, αˆ, and estimate the
oracle’s loss, `, as the expected value over the posterior:
s := Ep|Y,αˆ[`(p, Y )]
In particular, for cross entropy on soft labels:
s =
∑
i
Epi:|Yi:,αˆ
∑
j
Yij
Ni
log pij

See Appendix A for the mathematical details.
Simulation Experiments To validate BEST, we ran three
simulation studies comparing it’s estimate and the true
oracle score. First, we simulated the ANECDOTES’ label
distribution using a Dirichlet prior learned from the data
(Anecdotes). Second, we simulated each example having
three annotations, to measure the estimator’s usefulness in
typical annotation setups (3 Annotators). Last, we simulated
when the true prior is not a Dirichlet distribution but instead
a mixture, to test the estimator’s robustness (Mixed Prior).
Table 1 reports relative estimation error in each scenario.
2.2 Separating Subjectivity from Uncertainty
Most neural architectures confound model uncertainty with
randomness intrinsic to the problem.9 For example, softmax
predicts a single probability for each class. Thus, 0.5 could
mean a 50% chance that everyone picks the class, or a 100%
chance that half of people pick the class. That singular num-
ber conflates model uncertainty with innate controversiality
in people’s judgements.
To separate the two, we modify the last layer. Instead of
predicting probabilities with a softmax
pˆij :=
ezij∑
k e
zik
and using a categorical likelihood:
−
∑
i
∑
j
Yij log pˆij
We make activations positive with an exponential
αˆij := e
zij
and use a Dirichlet-Multinomial likelihood:
−
∑
i
log
Γ(Ni)Γ(
∑
j αˆij)
Γ(Ni +
∑
j αˆij)
∏
j
Γ(Yij + αˆij)
Γ(Yij)Γ(αˆij)
In practice, this modification requires two changes. First, la-
bels must count the annotations for each class rather than
take majority vote; and second, a one-line code change to
replace the loss with the Dirichlet-Multinomial one.10
With the Dirichlet-Multinomial likelihood, predictions
encode a distribution over class probabilities instead of sin-
gular point estimates. Figures 2 and 3 visualize examples
9Model uncertainty and intrinsic uncertainty are also often
called epistemic and aleatoric uncertainty, respectively (Gal 2016).
10Our PyTorch implementation of this loss may be found at
https://github.com/allenai/scruples.
from the DILEMMAS and ANECDOTES. Point estimates are
recovered by taking the mean predicted class probabilities:
Epij |αˆi:(pij) =
αˆij∑
j αˆij
=
ezij∑
j e
zij
Which is mathematically equivalent to a softmax. Thus,
Dirichlet-multinomial layers generalize softmax layers.
2.3 Recommendations
Synthesizing results, we propose the following methodology
for NLP tasks with labels that are naturally distributional:
Metrics Rather than evaluating hard predictions with met-
rics like F1, experiments can compare distributional pre-
dictions with metrics like total variation distance or cross-
entropy, as in language generation. Unlike generation, clas-
sification examples often have multiple annotations and can
report cross-entropy against soft gold labels.
Calibration Many models are poorly calibrated out-of-
the-box, so we recommend calibrating model probabilities
via temperature scaling before comparison (Guo et al. 2017).
Target Performance Human performance is a reasonable
target on clean-cut tasks; however, it’s difficult to elicit hu-
man judgements for distributional metrics. Section 2.1 both
defines an oracle classifier whose performance provides the
upper bound and presents a novel estimator for its score, the
BEST performance. Models can target the BEST perfor-
mance in objective or subjective classification tasks; though,
it’s especially useful in subjective tasks, where human per-
formance is misleadingly low.
Modeling Softmax layers provide no way for mod-
els to separate label subjectivity from model uncertainty.
Dirichlet-multinomial layers, described in Section 2.2, gen-
eralize the softmax and enable models to express uncertainty
over class probabilities. This approach draws on the rich tra-
dition of generalized linear models (McCullagh and Nelder
1989). Other methods to quantify model uncertainty exist as
well (Gal and Ghahramani 2016; Gal 2016).
Table 2 summarizes these recommendations. Some rec-
ommendations (i.e., targeting the BEST score) could also
be adopted by objective tasks.
ASPECT OBJECTIVE SUBJECTIVE
labels hard soft or counts
prediction point distribution
last layer softmax Dirichlet-multinomial
metrics accuracy,
f1, etc.
xentropy, total variation
distance, etc.
target score human BEST
Table 2: Comparison of objective vs. subjective tasks.
3 Dataset
SCRUPLES has two parts: the ANECDOTES collect 32,000
real-life anecdotes with normative judgments; while the
DILEMMAS pose 10,000 simple, ethical dilemmas.
3.1 ANECDOTES
The ANECDOTES relate something the author either did or
considers doing. By design, these anecdotes evoke norms
and usually end by asking if the author was in the wrong.
Figure 1 illustrates a typical example.
Each anecdote has three main parts: a title, body text, and
label scores. Titles usually summarize the main action of the
story, while the text fills in details. The scores tally how
many people thought the participant broke a norm. Thus,
after normalization the scores estimate the probability that
a community member holds that opinion. Table 5 provides
a description for and the frequency of each label. Predict-
ing the label distribution from the anecdote’s title and text
makes each example into an instance of the WHO task.
In addition, each story has a type, action, and label. Types
relate if the event actually occurred (HISTORICAL) or only
might (HYPOTHETICAL). Actions extract gerund phrases
from the titles, describing what the author did; since titles
don’t always describe the story, not all stories have actions.
Finally, the label is the highest scoring class.
Altogether, SCRUPLES offers 32,766 anecdotes totaling
13.5 million tokens. Their scores combine 626,714 ethical
judgments, and 94.4% have associated actions. Table 3 sum-
marizes such dataset-level statistics. Diving into individual
examples, they exhibit a high degree of lexical diversity with
words being used about twice per story.11 Moreover, most
stories have enough annotations to get some insight into
the distribution of ethical judgments, with the median being
eight. Table 4 expands on these instance-level statistics.
Source To study norms, we need representative source
material: real-world anecdotes describing ethical situations
with moral judgments gathered from a community. Due to
reporting bias, fiction and non-fiction likely misrepresent the
type of scenarios people encounter (Gordon and Van Durme
2013). Similarly, crowdsourcing often leaves annotation ar-
tifacts that make models brittle (Gururangan et al. 2018; Po-
liak et al. 2018; Tsuchiya 2018). Instead, SCRUPLES gathers
community judgments on real-life anecdotes shared by peo-
ple seeking others’ opinions on whether they’ve broken a
norm. In particular, we sourced the raw data from a web fo-
rum on reddit used for this purpose.12. Appendix B.1 pro-
vides screenshots and additional descriptions of the source.
Extraction Each anecdote derives from a forum post and
its comments. Rules-based filters removed undesirable posts
and comments (e.g. for being deleted, from a moderator, or
too short). Further rules and regular expressions extracted
the title, text, type, and action attributes from the post and
11As measured by the token-type ratio (tokens divided by dis-
tinct tokens) for each story’s content (title plus body text).
12https://reddit.com/r/AmItheAsshole
INSTANCES ANNOTATIONS ACTIONS TOKENS TYPES
train 27,766 517,042 26,217 11,424,463 59,605
dev 2,500 52,433 2,344 1,021,008 19,311
test 2,500 57,239 2,362 1,015,158 19,168
total 32,766 626,714 30,923 13,460,629 64,476
Table 3: Dataset statistics for the ANECDOTES. Tokens combine stories’ titles and texts. Token types count distinct items.
25th 50th 75th
annotations 5 8 14
tokens 221 348 532
tokens (actions) 7 9 13
TTR 1.86 2.11 2.39
TTR (actions) 1 1 1.07
Table 4: Instance statistics for the ANECDOTES’ dev set.
Columns are percentiles. TTR is the token-type ratio.
the label and scores from the comments. To evaluate the ex-
traction, we sampled and manually annotated 625 posts and
625 comments. Comments and posts were filtered with an
F1 of 97% and 99%, while label extraction had an average
F1 of 92% over the five classes. Appendix B.2 provides the
full evaluation results and details for the extraction.
3.2 DILEMMAS
Beyond subjectivity (captured by the distributional labels),
norms vary in importance: while it’s good to say “thank
you”, it’s imperative not to harm others. So, we provide
the DILEMMAS: a resource for normatively ranking actions.
Each instance pairs two actions from the ANECDOTES and
identifies which one crowd workers found less ethical. See
Figure 4 for an example. To enable transfer as well as other
approaches using the DILEMMAS to solve the ANECDOTES,
we aligned their train, dev, and test splits.13
Construction. For each split, we made pairs by randomly
matching the actions twice and discarding duplicates. Thus,
each action can appear at most two times in DILEMMAS.
Annotation. We labeled each pair using 5 different anno-
tators from Mechanical Turk. The dev and test sets have 5
extra annotations to estimate human performance and aid
error analyses that correlate model and human error on dev.
Before contributing to the dataset, workers were vetted with
Multi-Annotator Competence Estimation (MACE)14 (Hovy
et al. 2013).15 MACE assigns reliability scores to workers
based on inter-annotator agreement. See Paun et al. (2018)
for a recent comparison of different approaches.
13To preserve alignment, new versions of DILEMMAS drop some
examples and randomly assign new ones to the old splits.
14Code at https://github.com/dirkhovy/MACE
15Data used to qualify workers is provided as extra train.
CLASS MEANING FREQUENCY
AUTHOR author is wrong 29.8%
OTHER other is wrong 54.4%
EVERYBODY everyone is wrong 4.8%
NOBODY nobody is wrong 8.9%
INFO need more info 2.1%
Table 5: Label descriptions and frequencies from dev. Fre-
quencies tally individual judgments (not the majority vote).
Action 1. telling a mom and Grandma to try to keep their
toddler quiet in the library
Action 2. putting parsley on my roommates scrambled eggs
Label. ACTION 1
Scores. ACTION 1: 5, ACTION 2: 0
Figure 4: A random example from the DILEMMAS (dev).
Labels identify the action crowd workers saw as less ethical.
4 Experiments
To validate SCRUPLES, we explore two questions. First, we
test for discernible biases with a battery of feature-agnostic
and stylistic baselines, since models often use statistical cues
to solve datasets without solving the task (Poliak et al. 2018;
Tsuchiya 2018; Niven and Kao 2019). Second, we test if
ethical understanding challenges current techniques.
4.1 Baselines
The following paragraphs describe the baselines at a high
level. Appendix C explains each baseline in full detail.
Feature-agnostic Feature-agnostic baselines use only the
label distribution, ignoring the features. Prior predicts the
class probability for each label, and Sample assigns all prob-
ability to one class drawn from the label distribution.
Stylistic Stylistic baselines probe for stylistic artifacts that
give answers away. Style applies a shallow classifier to a
suite of stylometric features such as punctuation usage. For
the classifier, the ANECDOTES use gradient boosted deci-
sion trees (Chen and Guestrin 2016), while the DILEMMAS
use logistic regression. The Length baseline picks multiple
choice answers based on their length.
Lexical and N-Gram These baselines apply classifiers
to bag-of-n-grams features, assessing the ability of lexical
knowledge to solve the tasks. BinaryNB, MultiNB, and CompNB
BASELINE F1 (MACRO) CROSS ENTROPY
DEV TEST DEV TEST
Prior 0.164 0.161 1.609 1.609
Sample 0.197 0.191 NaN NaN
Style 0.165 0.162 1.609 1.609
BinaryNB 0.168 0.168 1.609 1.609
MultiNB 0.202 0.192 1.609 1.609
CompNB 0.234 0.229 1.609 1.609
Forest 0.164 0.161 1.609 1.609
Logistic 0.192 0.192 1.609 1.609
BERT 0.218 0.216 1.081 1.086
+ Dirichlet 0.232 0.259 1.059 1.063
RoBERTa 0.278 0.305 1.043 1.046
+ Dirichlet 0.296 0.302 1.027 1.030
Human 0.468 0.490 – –
BEST 0.682 0.707 0.735 0.742
Table 6: Baselines for ANECDOTES. Best scores are in bold.
Calibration smooths models worse than the uniform distri-
bution to it, giving a cross-entropy of 1.609.
(Rennie et al. 2003) apply Bernoulli, Multinomial, and Com-
plement Naive Bayes, while Logistic and Forest apply lo-
gistic regression and random forests (Breiman 2001).
Deep Lastly, the deep baselines test how well existing
methods solve SCRUPLES. BERT (Devlin et al. 2019) and
RoBERTa (Liu et al. 2019) fine-tune powerful pretrained
language models on the tasks. In addition, we try both
BERT and RoBERTa with the Dirichlet-multinomial likelihood
(+ Dirichlet) as described in Section 2.2.
4.2 Training and Hyper-parameter Tuning
All models were tuned with Bayesian optimization using
scikit-optimize (Head et al. 2018).
Shallow models While the feature-agnostic models have
no hyper-parameters, the other shallow models have param-
eters for feature-engineering, modeling, and optimization.
These were tuned using 128 iterations of Gaussian process
optimization with 8 points in a batch (Chevalier and Gins-
bourger 2013), and evaluating each point via 4-fold cross
validation. For the training and validation metrics, we used
cross-entropy with hard labels. All shallow models are based
on scikit-learn (Pedregosa et al. 2011) implementations and
trained on Google Cloud n1-standard-32 servers with 32 vC-
PUs and 120GB of memory. Additionally, the baseline im-
plementations were verified by fitting them perfectly to an
artificially easy, hand-crafted dataset. Shallow baselines for
the ANECDOTES took 19.6 hours using 32 processes, while
the the DILEMMAS took 1.4 hours.
Deep models Deep models’ hyper-parameters were tuned
using Gaussian process optimization, with 32 iterations and
evaluating points one at a time. For the optimization target,
BASELINE F1 (MACRO) CROSS ENTROPY
DEV TEST DEV TEST
Prior 0.341 0.342 0.693 0.693
Sample 0.499 0.505 NaN NaN
Length 0.511 0.483 NaN NaN
Style 0.550 0.524 0.691 0.691
Logistic 0.650 0.643 0.657 0.660
BERT 0.728 0.720 0.604 0.606
+ Dirichlet 0.729 0.737 0.595 0.593
RoBERTa 0.757 0.746 0.578 0.577
+ Dirichlet 0.760 0.783 0.570 0.566
Human 0.807 0.804 – –
BEST 0.848 0.846 0.495 0.498
Table 7: Baselines for DILEMMAS. Best scores are bold.
we used cross-entropy with soft labels, calibrated via tem-
perature scaling (Guo et al. 2017). The training loss depends
on the particular model. Each model trained on a single Titan
V GPU using gradient accumulation to handle larger batch
sizes. The model implementations built on top of PyTorch16
and transformers17 (Paszke et al. 2017; Wolf et al. 2019).
Calibration Most machine learning models are poorly
calibrated out-of-the-box. Since cross-entropy is our main
metric, we calibrated each model on dev via temperature
scaling (Guo et al. 2017), to compare models on an even
footing. All dev and test results report calibrated scores.
4.3 Results
Following our goal to model norms’ distribution, we com-
pare models with cross-entropy. RoBERTa with a Dirich-
let likelihood (RoBERTa + Dirichlet) outperforms all other
models on both the ANECDOTES and the DILEMMAS. One
explanation is that unlike a traditional softmax layer trained
on hard labels, the Dirichlet likelihood leverages all annota-
tions without the need for a majority vote. Similarly, it can
separate the subjectivity of the question from the model’s
uncertainty, making the predictions more expressive (see
Section 2.2). Tables 6 and 7 report the results. You can demo
the model at https://norms.apps.allenai.org.
Label-only and stylistic baselines do poorly on both
the DILEMMAS and ANECDOTES, scoring well below hu-
man and BEST performance. Shallow baselines also per-
form poorly on the ANECDOTES; however, the bag of n-
grams logistic ranker (Logistic) learns some aspects of the
DILEMMAS task. Differences between shallow models’ per-
formance on the ANECDOTES versus the DILEMMAS likely
come from the role of lexical knowledge in each task. The
ANECDOTES consists of complex anecdotes: participants
take multiple actions with various contingencies to justify
them. In contrast, the DILEMMAS are short with little narra-
tive structure, so lexical knowledge can play a larger role.
16https://pytorch.org
17https://github.com/huggingface/transformers
BASELINE F1 (MACRO) CROSS ENTROPY
BERT 0.218 1.081
+ Soft 0.212 1.053
+ Counts 0.235 1.074
+ Dirichlet 0.232 1.059
RoBERTa 0.278 1.043
+ Soft 0.346 1.027
+ Counts 0.239 1.045
+ Dirichlet 0.296 1.027
Table 8: Likelihood comparisons on the ANECDOTES (dev).
Soft uses cross-entropy on soft labels, Counts uses cross-
entropy on label counts, and Dirichlet uses a Dirichlet-
multinomial layer. Best scores are in bold.
BASELINE F1 (MACRO) CROSS ENTROPY
BERT 0.728 0.604
+ Soft 0.725 0.594
+ Counts 0.728 0.598
+ Dirichlet 0.729 0.595
RoBERTa 0.757 0.578
+ Soft 0.764 0.570
+ Counts 0.763 0.570
+ Dirichlet 0.760 0.570
Table 9: Likelihood comparisons on the DILEMMAS (dev).
Soft uses cross-entropy on soft labels, Counts uses cross-
entropy on label counts, and Dirichlet uses a Dirichlet-
multinomial layer. Best scores are in bold.
5 Analysis
Diving deeper, we conduct two analyses: a controlled ex-
periment comparing different likelihoods for distributional
labels, and a lexical analysis exploring the DILEMMAS.
5.1 Comparing Different Likelihoods
Unlike typical setups, Dirichlet-multinomial layers use the
full annotations, beyond just majority vote. This distinction
should especially help more subjective tasks like ethical un-
derstanding. With this insight in mind, we explore other like-
lihoods leveraging this richer information.
Specifically, we compare with cross-entropy on averaged
labels (Soft) and label counts (Counts) (essentially treating
each annotation as an example). Both capture response vari-
ability; though, Counts weighs heavily annotated examples
higher. On the ANECDOTES, where some examples have
thousands more annotations than others, this difference is
substantial. For datasets like the DILEMMAS, with fixed an-
notations per example, the likelihoods are equivalent.
Tables 8 and 9 compare likelihoods on the ANECDOTES
and DILEMMAS, respectively. Except for Counts on the
ANECDOTES, likelihoods using all annotations consistently
outperform majority vote training in terms of cross-entropy.
Comparing Counts with Soft suggests its poor perfor-
mance may come from its uneven weighting of examples.
Dirichlet and Soft perform comparably; though, Soft does
VERB LR BETTER WORSE TOTAL
ordering 0.10 31 3 34
confronting 0.49 105 51 156
asking 0.56 1202 676 1878
trying 0.58 303 175 478
wanting 0.76 3762 2846 6608
ghosting 2.6 77 197 274
lying 2.8 48 132 180
visiting 2.9 22 64 86
ruining 5.1 18 92 110
causing 5.2 11 57 68
Table 10: Verbs associated with the more or less ethical
choice from DILEMMAS. LR is the likelihood ratio, Better
and Worse are the numbers of times the verb was the better
or worse action, and Total is their sum.
better on the less informative, hard metric (F1). Like Counts,
Dirichlet weighs heavily annotated examples higher; so, re-
weighting them more evenly may improve its score.
5.2 The Role of Lexical Knowledge
While the ANECDOTES have rich structure—with many ac-
tors under diverse conditions—the DILEMMAS are short and
simple by design: each depicts one act with relevant context.
To sketch out their structure, we extracted each action’s
root verb with a dependency parser.18 Overall, the train-
ing set contains 1520 unique verbs with “wanting” (14%),
“telling” (7%), and “being” (5%) most common. To iden-
tify verbs significantly associated with a class, we ran a two-
tailed permutation test on the likelihood ratio with a Holm-
Bonferroni correction (Holm 1979). Table 10 presents the
most significant verbs for each class, ordered by likelihood
ratio. While some evoke normative tones (“lying”), many do
not (“causing”). The most common verb, “wanting”, is nei-
ther positive nor negative; and, while it leans towards more
ethical, this still happens less than 60% of the time. Thus,
while strong verbs, like “ruining”, may determine the label,
in many cases additional context plays a major role.
Lastly, Table 11 presents topics for the DILEMMAS from
Latent Dirichlet Allocation (Blei, Ng, and Jordan 2003). In-
terpersonal relationships feature heavily, whether familial or
romantic. Not apparent from Table 11, other topics like retail
and work interactions are also addressed.
TOPIC TOP WORDS
1 wanting, asking, family, dog, house
2 gf, parents, brother, breaking, girlfriend
3 telling, friend, wanting, taking, girlfriend
4 going, mother, friend, giving, making
5 friend, getting, girl, upset, ex
Table 11: Top 5 words for the DILEMMAS’ topics (train),
learned through LDA (Blei, Ng, and Jordan 2003).
18 en core web sm from spaCy: https://spacy.io/.
6 Related Work
From science to science-fiction, people have long acknowl-
edged the need to align AI with human interests. In his 1942
short story, “Runaround”, Isaac Asimov famously coined
three laws of robotics to safeguard human welfare (Asimov
1942). Beyond fiction, pioneers of modern computing ex-
pressed similar concerns. Early on, I.J. Good raised the pos-
sibility of an “intelligence explosion” and the great benefits,
as well as dangers, such an event may pose (Good 1966).
In the intervening years, many researchers cautioned about
super-intelligence and the need for AI to understand ethics
(Vinge 1993; Weld and Etzioni 1994).
As machines’ capabilities progress, the research commu-
nity has invested more effort into these directions (Ander-
son, Anderson, and Armen 2005; Horvitz 2009). An early
field to emerge in the current renaissance, Friendly AI stud-
ies creating intelligent machines that benefit humanity—
even as they evolve beyond human understanding (Yud-
kowsky 2008). Later, in 2014, philosopher Nick Bostrom’s
popular book, “Superintelligence: Paths, Dangers, Strate-
gies” stoked general interest in these problems. Since then,
a number of groups have suggested research priorities
for building safe and friendly intelligent systems (Russell,
Dewey, and Tegmark 2015; Amodei et al. 2016).
Beyond beneficial AI, machine ethics investigates how
machines should understand and implement ethical behavior
(Waldrop 1987; Anderson, Anderson, and Armen 2005; An-
derson and Anderson 2007, 2011). Despite decades of inter-
est, the field remains fragmented and interdisciplinary; and,
while many acknowledge the need for machine ethics, few
existing systems understand human values. Nonetheless, re-
searchers have proposed a number of promising approaches
(Yu et al. 2018).
Principally, efforts divide into top-down and bottom-
up approaches (Wallach and Allen 2009). Top-down ap-
proaches codify morality by mandate: the designers define
ethical behavior. In contrast, bottom-up approaches learn
morality from examples or interactions. Both draw on di-
verse subfields of AI. Often, top-down approaches use sym-
bolic methods such as logical AI (Bringsjord, Arkoudas, and
Bello 2006), or preference learning and constraint program-
ming (Rossi 2016; Rossi and Mattei 2019). Bottom-up ap-
proaches typically rely upon supervised learning, or rein-
forcement learning and related ideas like inverse reinforce-
ment learning (Abel, MacGlashan, and Littman 2016; Wu
and Lin 2018; Balakrishnan et al. 2019). Nevertheless, these
associations aren’t fundamental: consider the top-down ap-
proach of fully specifying a moral cost function to a rein-
forcement learner.
Within NLP, fewer works address general ethical under-
standing; instead, research focuses on narrower domains
such as hate speech detection (Schmidt and Wiegand 2017)
or fairness and bias (Bolukbasi et al. 2016). Still, some ef-
forts tackle general ethical understanding. One body of work
draws on moral foundations theory (Haidt and Joseph 2004;
Haidt 2012; Graham et al. 2013), a psychological theory ex-
plaining ethical differences in terms of how people weigh
a small number of moral foundations (e.g. care/harm, fair-
ness/cheating, etc.). The Moral Foundation Twitter Corpus
(MFTC) collects more than 35,000 tweets labeled with the
foundations they express, and has been used for supervised
moral sentiment prediction (Hoover et al. 2020). Similarly,
lexicons annotating words’ alignment with moral founda-
tions aid in analyzing things like political groups’ moral sen-
sitivies (Graham, Haidt, and Nosek 2009) as well as predict-
ing the foundations expressed in social media posts (Araque,
Gatti, and Kalimeri 2019).
Moving from theory-driven to data-driven approaches,
other works found that distributional language represen-
tations, like word vectors and neural embeddings, encode
commonsense notions of normative behavior (Jentzsch et al.
2019; Schramowski et al. 2019). Lastly, Frazier et al. (2020)
utilize a long-running children’s comic, Goofus & Gallant,
to create a corpus of 1,387 correct and incorrect responses
to various situations. They report models’ abilities to clas-
sify the responses, and explore transfer to two other corpora
they construct.
While prior work emphasizes expert annotation and cu-
rated scenarios, we believe that practical systems must un-
derstand the norms of their communities, applied to scenar-
ios they’re likely to encounter. Thus, we construct the first
large-scale corpus of scenarios drawn from people’s real-life
experiences and annotated with communal, rather than ex-
pert, judgments. This data in hand, we find ambiguity poses
novel challenges for ethical understanding, and provide new
modeling and methodological tools for tackling it.
7 Conclusion
We introduce a new task: WHO’S IN THE WRONG?, and a
dataset, SCRUPLES, to study it. SCRUPLES provides sim-
ple ethical dilemmas that enable models to learn basic ethi-
cal understanding as well as complex anecdotes that chal-
lenge existing models. With Dirichlet-multinomial layers
fully utilizing all annotations, rather than just the major-
ity vote, we’re able to improve the performance of current
techniques. Additionally, these layers separate model uncer-
tainty from norms’ controversiality.
Finally, to provide an improved target for models, we in-
troduce a new, general estimator for the highest score of a
given metric on a classification dataset. We call this value
the BEST performance.
Normative understanding remains an important, unsolved
problem in natural language processing and AI more gen-
erally. We hope our datasets, modeling, and methodologi-
cal contributions can serve as a jumping off point for future
work.
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A Estimating Oracle Performance
As discussed in Section 2.1, given class label counts, Yi,
for each instance, we can model them using a Dirichlet-
Multinomial distribution:
θi ∼ Dirichlet(α)
Yi ∼ Multinomial(θi, Ni)
where Ni is the fixed (or random but independent) number
of annotations for example i.
First, we estimate α by minimizing the Dirichlet-
multinomial’s negative log-likelihood, marginalizing out the
θi’s:
− log
∏
i
Γ(Ni)Γ(
∑
k αk)
Γ(Ni +
∑
k αk)
∏
k
Γ(Yik + αk)
Γ(Yik)Γ(αk)
Pushing the log inside the products leaves only log-gamma
terms. For implementation, calling a log-gamma function
rather than a gamma function is important to avoid overflow.
Given our estimate of α, αˆ, we compute the posterior for
each example’s true label distribution using the fact that the
Dirichlet and multinomial distributions are conjugate:
P (θi|Yi, αˆ) = Dirichlet(αˆ+ Yi)
Then, we can sample a set of class probabilities from this
posterior:
θˆi ∼ Dirichlet(αˆ+ Yi)
Finally, we can use θˆi as the prediction for example i. Re-
peating this process many times (2,000–10,000) and averag-
ing the results yields the BEST performance, estimating the
oracle’s performance on the evaluation data.
It’s worth noting that this procedure will work with most
metrics or loss functions, as long as the dataset has multi-
ple class annotations per example. The main assumptions
are that the annotations are independent, the true label dis-
tributions are roughly Dirichlet distributed, and the number
of annotations is independent from the labels.
B Dataset Construction
Section 3 presents the ANECDOTES and the DILEMMAS de-
rived from them; this appendix details the source data and
the extraction process used to construct the ANECDOTES.
B.1 Source
Ideally, a dataset for WHO’S IN THE WRONG? should offer
stories that reflect people’s actual experiences and ethical
judgments that capture the complexity and diversity of real-
world communities. This goal motivated our choice to build
SCRUPLES from personal anecdotes shared seeking others’
opinions on whether or not the author was in the wrong. One
large such forum exists on reddit, a popular social media
website. reddit divides into smaller communities, known
as subreddits, each with its own purpose. SCRUPLES stems
from a subreddit19 where people relate personal experiences
and community members vote on who was in the wrong.20
19https://reddit.com/r/AmItheAsshole
20SCRUPLESv1.0 uses the data from 11/2018–4/2019.
Figure 5: The user interface for the web forum from which
the anecdotes and judgments were collected.
On the site, people post stories and comment with ini-
tialisms expressing who they view as in the wrong. The
initialisms, YTA, NTA, ESH, NAH, and INFO, correspond
to the classes, AUTHOR, OTHER, EVERYONE, NO ONE,
and MORE INFO. Posters title their anecdotes and label if
it’s something that happened, or something they might do.
Since all submissions are unstructured text, users occasion-
ally make errors when providing this information. Finally,
while users can view others’ comments before responding,
the comments appear after the response form on the page.
See Figure 5 for a screenshot of the interface.
B.2 Extraction
Each example in the ANECDOTES derives from a reddit post
and its comments. First, we filtered and extracted content
from a data dump21 using rules; then, we evaluated the ex-
traction by manually annotating a random sample of 625
posts and 625 comments. Tables 12 and 13 report these re-
sults.
Rule-based filters removed posts and comments that
should be excluded from the final dataset. Reasons for ex-
clusion included things like the post had been deleted, the
comment was from a moderator, or it lacked enough text
content. Table 12 summarizes filtering performance.
PRECISION RECALL F1 SPAM
Comment 0.99 0.95 0.97 20.5%
Post 1.00 0.99 0.99 56.2%
Table 12: Filtering metrics. Spam is the negative class. The
accuracy on comments and posts is 95% and 99%.
21Downloaded from https://files.pushshift.io/reddit/.
After the filtering, each anecdote’s components were ex-
tracted as follows:
title. Titles come directly from the posts’ titles. Generally,
they summarize the posts; however, some users editorialize
or choose humorous titles.
type. The subreddit requires titles to begin with a tag
categorizing the post (“AITA”, “WIBTA”, or “META”).22
Using regexes, we match these tags, convert AITA to
HISTORICAL, WIBTA to HYPOTHETICAL, and discard all
META posts.
action. The stories’ titles often summarize the main thing
the author did. So, we extracted an action from each using
a sequence of rules-based text normalizers, filters, and reg-
ular expressions. Results were then transformed into gerund
phrases (e.g. “not offering to pick up my friend”). 94.4% of
stories have successfully extracted actions.
text. Posts have an attribute providing the text; however,
users can edit their posts in response to comments. The sub-
reddit preserves stories as submitted, using a bot that com-
ments with the original text. To avoid data leakage, we use
this original text and discard posts when it cannot be found.
label and scores. The scores tally community members
who expressed a given label. To improve relevance and inde-
pendence, we only considered comments replying directly to
the post (i.e., top-level comments). We extracted labels using
regexes to match variants of initialisms used on the site (like
\m(?i:ESH)\M ) and textual expressions that correspond to
them (i.e. (?i:every(?:one |body) sucks here){e<=1} ).
For comments expressing multiple labels, the first label was
chosen unless a word between the two signified a change in
attitude (e.g., but, however). Table 13 presents label extrac-
tion performance.
CLASS PRECISION RECALL F1
AUTHOR 0.91 0.91 0.91
OTHER 0.99 0.94 0.96
EVERYONE 1.00 0.91 0.96
NO ONE 1.00 0.86 0.92
MORE INFO 0.93 0.78 0.85
HISTORICAL 1.00 1.00 1.00
HYPOTHETICAL 1.00 1.00 1.00
Table 13: Metrics for extracting labels from comments and
post types from post titles.
22Respectively: “am I the a-hole”, “would I be the a-hole”, and
“meta-post” (about the subreddit).
C Baselines
In Section 4, we evaluate a number of baselines on the
ANECDOTES and the DILEMMAS. This appendix describes
each of those baselines in more detail.
C.1 Feature-agnostic Baselines
The feature-agnostic models predict solely from the label
distribution, without using the features.
Class Prior (Prior) predicts label probabilities according
to the label distribution.
Stratified Sampling (Sample) assigns all probability to a
random label from the label distribution.
C.2 Stylistic Baselines
These models probe if stylistic artifacts like length or lexical
diversity give away the answer.
Length (Length) picks multiple choice answers based on
their length. Reported results correspond to the best combi-
nation of shortest or longest and word or character length
(i.e. fewest / characters).
Stylistic (Style) applies classifiers to a suite of stylomet-
ric features. The features are document length (in tokens
and sentences), the min, max, mean, median, and standard
deviation of sentence length (in tokens), document lexical
diversity (type-token ratio), average sentence lexical diver-
sity (type-token ratio), average token length in characters
(excluding punctuation), punctuation usage (counts per sen-
tence), and part-of-speech usage (counts per sentence). The
ANECDOTES use gradient boosted decision trees (Chen and
Guestrin 2016); while the DILEMMAS use logistic regres-
sion on the difference of the choices’ scores.
C.3 Lexical and N-Gram Baselines
These baselines measure to what degree shallow lexical
knowledge can solve the tasks.
Naive Bayes (BinaryNB, MultiNB, CompNB) apply bernoulli
and multinomial naive bayes to bag of n-grams features from
the title concatenated with the text. Hyper-parameter tun-
ing considers both character and word n-grams. Comple-
ment naive bayes (CompNB) classifies documents based on
how poorly they fit the complement of the class (Rennie et al.
2003). This often helps class imbalance.
Linear (Logistic) scores answers with logistic regression
on bag of n-grams features. Hyper-parameter tuning de-
cides between tf-idf features, word, and character n-grams.
The ANECDOTES’ linear model considers both one-versus-
rest and multinomial loss schemes; while the DILEMMAS’
model uses the difference of the choices’ scores as the logit
for whether the second answer is correct.
Trees (Forest) trains a random forest on bag of n-grams
features (Breiman 2001). Hyper-parameter tuning tries both
tf-idf features and pure counts.
C.4 Deep Baselines
These baselines test whether current deep neural network
methods can solve SCRUPLES.
BERT Large (BERT) achieves high performance across a
broad range of tasks (Devlin et al. 2019). BERT pretrains its
weights with masked language modeling, a task that pre-
dicts masked out tokens from the input. The model adapts
to new tasks by fine-tuning problem-specific heads end-to-
end along with all pretrained weights.
RoBERTa Large (RoBERTa) improves upon BERT with
better hyper-parameter tuning, more pretraining, and by re-
moving certain model components (Liu et al. 2019).
Dirichlet Likelihood (+ Dirichlet) uses a Dirichlet (Gel-
man et al. 2003) likelihood in the last layer instead of the tra-
ditional softmax. The Dirichlet likelihood allows the model
to leverage all the annotations, instead of the majority label,
and to separate a question’s subjectivity from the model’s
uncertainty. Section 2.2 discusses the model in more detail.
C.5 Alternative Likelihoods
In addition to the deep baselines, Section 5.1 explores alter-
native likelihoods that, like the Dirichlet-multinomial layer,
leverage all of the annotations rather than training on the
majority vote.
Soft Labels (+ Soft) uses a softmax in the last layer with
a categorical likelihood, similarly to standard training se-
tups; however, instead of computing cross-entropy against
the (hard) majority vote label, it computes cross-entropy
against the (soft) average label from the annotations. Thus,
the loss becomes:
`(p, Y ) = −
∑
i
∑
j
Yij
Ni
log pij
Using the notation from Section 2.1.
Label Counts (+ Counts) uses a softmax in the last layer
with a categorical likelihood, similarly to standard setups
and the soft labels baseline; however, the loss treats each
annotation as its own example or, equivalently, uses unnor-
malized counts:
`(p, Y ) = −
∑
i
∑
j
Yij log pij
Again, using the notation from Section 2.1. This loss is the
same as maximum likelihood estimation on the annotations.
VERB P LR BETTER WORSE TOTAL
ordering .00 0.10 31 3 34
confronting .00 0.49 105 51 156
buying .04 0.55 129 71 200
asking .00 0.56 1202 676 1878
trying .00 0.58 303 175 478
wanting .00 0.76 3762 2846 6608
being .00 0.83 1280 1062 2342
telling .00 1.21 1574 1912 3486
breaking .00 1.60 277 443 720
cutting .00 1.76 230 404 634
helping .00 1.93 84 162 246
hating .00 2.07 73 151 224
inviting .00 2.12 75 159 234
kicking .00 2.28 72 164 236
caring .00 2.30 46 106 152
ghosting .00 2.56 77 197 274
stealing .01 2.73 22 60 82
lying .00 2.75 48 132 180
visiting .00 2.91 22 64 86
hitting .04 3.80 10 38 48
ruining .00 5.11 18 92 110
causing .00 5.18 11 57 68
excluding .02 7.00 4 28 32
Table 14: Verbs significantly associated with more or less
ethical choices from the DILEMMAS (train). p is the p-value,
LR is the likelihood ratio, Better and Worse count the times
the verb was a better or worse action, and Total is their sum.
D Lexical Analysis
Section 5.2 presents two lexical analyses of the DILEMMAS.
The first analysis investigates each dilemma in terms of
its actions’ root verbs. The second analysis extracts top-
ics from the actions’ descriptions. This appendix describes
those analyses and their results in more detail.
D.1 Root Verbs
To identify root verbs significantly associated with each
class (more and less ethical), we used a two-tailed permu-
tation test with a Holm-Bonferroni correction for multiple
testing (Holm 1979). For each word, the likelihood ratio of
the classes served as the test statistic:
P (word|less ethical)
P (word|more ethical)
We permuted the class labels to simulate the independent
condition and tested association at the 0.05 level of signifi-
cance using 100,000 samples in our Monte Carlo estimates
for the permutation distribution. Some of the p-values were
computed as zero due to the likelihood ratio in the origi-
nal data being higher than in any of the sampled permuta-
tions. The Holm-Bonferroni correction doesn’t account for
this approximation error, meaning the final p-values remain
zero even though they would be larger if we’d used more
samples; however, each zero would still be below the next
TOPIC
1 2 3 4 5
wanting gf telling going friend
asking parents friend mother getting
family brother wanting friend girl
dog breaking taking giving upset
house girlfriend girlfriend making ex
pay asking calling leaving mad
girlfriend telling friends wedding best
mom boyfriend don letting boyfriend
boyfriend family want refusing girlfriend
time job wife party friends
home friends sister saying cutting
refusing stop like old talking
roommate ex roommate helping telling
friends giving group cat guy
work hating mom work people
sister trying doesn year having
wife food relationship cousin angry
car money husband friendship annoyed
room son anymore inviting date
dad things child calling leaving
friend mom baby using sex
new phone kicking joke dating
birthday wife ex sister ghosting
stay letting know birthday making
mother sending thinking mom going
Table 15: Top 25 words for the DILEMMAS’ topics (train),
learned through LDA (Blei, Ng, and Jordan 2003).
smallest p-value from the test. Table 14 provides all of the
verbs significantly associated with the classes, ordered by
likelihood ratio.
D.2 Topic Modeling
We extracted topics from the DILEMMAS via Latent Dirich-
let Allocation with 5 topics (Blei, Ng, and Jordan 2003),
using the implementation in scikit-learn (Pedregosa et al.
2011). The main hyper-parameter was the number of top-
ics, which we tuned manually on the DILEMMAS’ dev set.
Table 15 shows the top 25 words from each of the five topics.
E Latent Trait Analysis
Formalizing norms as classifying right versus wrong behav-
ior has the advantages of simplicity, intuitiveness, ease of
annotation, and ease of modeling. In reality, norms are much
more complex. Often, decisions navigate conflicting con-
cerns, and reasonable people disagree about the right choice.
Given the goal of reproducing these judgments, it’s worth
asking whether binary labels provide a sufficiently precise
representation for the phenomenon.
Motivated by moral foundations theory, a psychological
theory positing that people make moral decisions by weigh-
ing a small number of moral foundations (e.g. care/harm or
fairness/cheating) (Haidt and Joseph 2004; Haidt 2012), we
explored the degree to which binary labels reduce a more
complex set of concerns. To investigate this hypothesis em-
pirically on the DILEMMAS, we conducted an exploratory
Figure 6: A comparison of models with different numbers of
traits. The deviance measures goodness-of-fit. The percent
residual deviance (1 − %D(y, θ)) quantifies the deviation
left unexplained by the latent traits.
latent trait analysis.23 Latent trait analysis models the de-
pendence between categorical variables by approximating
the data distribution with a linear latent variable model. Con-
cretely, the model represents the distribution as logistic re-
gression on a Gaussian latent variable. In other words, if Y is
the vector of binary responses from a single annotator, then:
Z ∼ N (0, I)
Y ∼ Categorical (σ(WZ + b))
The parameters,W and b, are then fitted via maximum like-
lihood estimation, marginalizing out Z.
In latent trait analyses, the deviance:
D(y, θ) = 2 log
fθs(y)
fθ(y)
often measures the goodness-of-fit, where fθ is the proba-
bility density function and θs is the parameters for the sat-
urated model, i.e. the model that can attain the best possi-
ble fit to the data. In our case, the saturated model assumes
full dependence and assigns to each possible vector of re-
sponses X the frequency with which it was observed in the
data. We can then use the proportion of deviance in the null
(independent) model explained by the current model under
consideration to assess goodness of fit:
%D(y, θ) = 1− D(y, θ)
D(y, θ0)
23A good introduction may be found in chapter 8, “Factor Anal-
ysis for Binary Data”, of Galbraith et al. (2002).
Figure 7: Questions from the benchmark represented by
their fitted weights.
Figure 8: Annotators’ annotations projected into the la-
tent space.
Where θ0 is the fully independent model.
For this analysis, we created a densely annotated set of
questions by randomly sampling 20 from the benchmark’s
development set and crowdsourcing labels for them from
1000 additional annotators. Figure 6 plots the deviance for
models with varying numbers of traits. The high degree of
unexplained deviation in the models suggests that devia-
tion between annotator’s responses is non-systematic, com-
ing from uncertainty in how the annotators choose the labels
rather than in what labels annotators choose on average.
In addition to goodness-of-fit statistics, we can use the
two dimensional latent trait model to visualize the data. Fig-
ure 7 plots the questions based on their weights, while Fig-
ure 8 shows the responses projected into the latent space.
Summarizing the analysis, the linear latent variable model
was not able to explain very much of the deviance beyond
the independent model. One challenge in trying to explain
annotator’s decisions is the fact that the DILEMMAS ran-
domly pairs items together to form moral dilemmas. Anec-
dotally, this random pairing makes comparisons more dif-
ficult since actions may come from unrelated contexts, and
often neither is clearly worse. Future work may want to in-
vestigate annotating more nuanced information about the ac-
tions or how annotators arrive at their conclusions.
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