Abstract In this paper we propose a supervised object recognition method using new global features. The proposed technique, based on the Fourier transform of a regular hexagonal grid, allows extracting descriptors which are invariant to geometric transformations (rotations, scale invariant, translations...). The obtained descriptors are next used in order to feed an SVM classifier. We have tested our method against COIL image database and ORL face database, and compared it with other techniques based on traditional descriptors. The obtained results have shown that our approach outperforms the other techniques.
In the context of pattern recognition, the choice of features that characterize an object and discriminate it from the others is a fundamental step. An object can appear at different locations and sizes in an image. Consequently, features must be invariant by translation, rotation and scale. Lots of works trying to solve the problem of object recognition using different descriptors calculated on the image have been written. The features considered in these works can be roughly divided into four classes:
-based on moments, e.g. Hue and Zernike moments (Chong et al, 2003; Hu, 1962) , -based on histograms, e.g. Contrast, Color, and Oriented Gradients (Dalal and Triggs, 2005) , -based on learning, e.g. Neural Networks (Stoecker and Reitboeck, 1996) , -based on integral transforms, e.g. Fourier and FourierMellin (Derrode and Ghorbel, 2001; Smach et al, 2008) , -based on combined approaches (Lowe, 2004) In this study, the focus is mainly on descriptors based upon Fourier transform descriptors, which have been widely used for image and shape recognition since the seventies (Zahn and Roskies, 1972; Persoon and Fu, 1977) . The basic idea behind this approach is that the action of an abelian locally compact group G on functions in L 2 (G) is much easier to treat at the level of their Fourier transform. In the specific case of images, f, g ∈ L 2 (R 2 ), this is expressed by the well-known equivalence for the translation of a ∈ R 2 :
f (x) = g(x − a) ∀x ∈ R 2 ⇐⇒f (λ) = e i a,λ ĝ(λ) ∀λ ∈ R 2 .
In this setting, Fourier descriptors are quantities associated with functions of L 2 (R 2 ) that can be eas-ily computed starting from their Fourier representation and that are invariant under the action of translations.
Ideally, a Fourier descriptor should be weakly complete, meaning that equality of the Fourier descriptors is equivalent to equality of the starting functions up to translations, on a sufficiently big subset of L 2 (R 2 ), usually either open and dense or at least residual.
Various Fourier descriptors have been defined in the literature. In this work we are mainly interested in the following two, whose invariance w.r.t. translations can be checked via (1).
-Power-spectrum: the quantity P f (λ) := |f (λ)| 2 for λ ∈ R 2 , which is the Fourier transform of the autocorrelation function
It is easy to show that the power-spectrum is not weakly complete, and indeed they are used in texture synthesis to identify the translation invariant Gaussian distribution of textures (Galerne et al, 2011 ).
-Bispectrum: an extension of the power-spectrum, it's the quantity
It is the Fourier transform of the triple correlation, which is defined as
These descriptors are complete on compactly supported functions of L 2 (R 2 ) and are well established in statistical signal processing. See e.g. (Dubnov et al, 1997) , where they are applied to sound texture recognition.
The Fourier descriptors introduced above can be easily generalized to functions on L 2 (G) of a locally compact abelian group G to obtain invariants under the action of G. This can be applied, for example, to 2D shape recognition.
In this paper, following a line of research started in (Smach et al, 2008) , we present a further generalization of these concept that allows us to build Fourier descriptors which are invariant w.r.t. (semidiscrete) rototranslations of images. Namely, we exploit the following two facts.
-It is possible to define a natural generalization of the power spectrum and the bispectrum on noncommutative groups, as it has been done in (Smach et al, 2008; Kakarala, 2012) . It can be shown that the generalized bispectrum is complete on a residual
-Contributions of some of the authors to a fairly recent model of the human primary visual cortex V1 (Boscain et al, 2014a,b) have shown that it can be modeled as the semi-discrete group of roto-translations
Then, the natural procedure to build Fourier descriptors would be the following:
Compute the generalized Fourier descriptors of Lf . 3. If the lift of another image g ∈ L 2 (R 2 ) have the same Fourier descriptors as Lf and both Lf, Lg ∈ G, deduce that Lf ≈ Lg up to the action of SE(2, N ). 4. Thanks to the left-invariance and injectivity of the lift L, obtain that also f ≈ g up to the action of SE(2, N ).
The crucial point for the above construction to be meaningful is the existence of a residual set R ⊂ L 2 (R 2 ) of images whose lifts are contained in G, that is L(R) ⊂ G. Unfortunately, this seems to be false in general for left-invariant lifts. However, by quotienting out the effect of translation (for example by centering the images at their barycenter) and interesting ourselves only in discriminating the action of the discrete rotation subgroup of SE(2, N ), we are able to exhibit weakly complete Fourier descriptors on L 2 (R 2 ). This centering procedure is an essential step also in (Smach et al, 2008) .
In this study, we present a generalization of the power spectrum and bispectrum invariants and we show how to compute them by evaluating the Fourier transform on a regular hexagonal grid. After using these descriptors to feed a SVM based classifier, we evaluate their performances on a large databases for object recognition, the COIL-100 1 database composed of 7200 objects presenting rotation and scale changes, and ORL 2 face database, on which different human faces are subjects to several kind of variations.
The remainder of the paper is organized as follows. In section 2, we present the features of a mathemarical model of the primary visual cortex V 1 that are essential to our approach. In section 3, we introduce some generalities on the Fourier Transform on the semidiscrete group of roto-translation SE(2, N ). In section 4, we present the power spectrum and the bispectrum and we describe a natural generalization of these invariants on R 2 to SE(2, N ). Then, the obtained experimental and numerical results are illustrated in section 5. Finally, we conclude with some practical suggestions in section 6.
Notation
Throughout this paper, we will use the following notations:
-R + = (0, +∞) is the set of positive real numbers.
-Z N is the cyclic group of order N . When necessary an element k ∈ Z N will be identified with its representative k ∈ {0, 1, . . . , N − 1}. -The components of vectors v ∈ C N will be enumerated as v 0 , v 1 , . . . , v N −1 and the Hermitian product
2 A mathematical model of the primary visual cortex V1
As mentioned in the introduction, the main novelty of our approach is its connection with a fairly recent model of the human primary visual cortex V1 (Petitot, 2008; Citti and Sarti, 2006) , and our recent contributions (Boscain et al, 2012 (Boscain et al, , 2014a Prandi et al, 2015; Duits and Franken, 2010a,b) . In this section we present the features of this model that are essential to our approach.
Since it is well-known (Hubel and Wiesel, 1959 ) that neurons in V1 are sensitive not only to positions in the visual field but also to local orientations and that it is reasonable to assume these orientations to be finite, in (Boscain et al, 2014a ) V1 has been modeled as the semidiscrete group of roto-translations SE(2, N ) = R 2 ⋊ Z N for some even N ∈ N. Letting R k be the rotation of 2π/k, the (non-commutative) group operation of SE(2, N ) is
Here, we are implicitly identifying k + r with k + r mod N . Motivated by neurophysiological evidence, we then assume that (H) There exists an injective linear lift operator L :
As a consequence of the above assumption, the lift operation L is left-invariant w.r.t. to the action of SE(2, N ). Namely,
Here Λ and π are the actions of
Formula (3) can be seen as a semidiscrete version of the shift-twist symmetry (Bressloff et al, 2001 ).
Preliminaries on non-commutative harmonic analysis
In this section we introduce some generalities on the (non-commutative) Fourier transform on SE(2, N ), an essential tool to define and compute the Fourier descriptors we are interested in. Since SE(2, N ) is a non-commutative unimodular semi-direct product, the Fourier transform of a function ϕ ∈ L 2 (SE(2, N )) is a function associating to each (continuous) irreducible unitary representations T λ of SE(2, N ) an Hilbert-Schmidt operator on the Hilbert space where T λ acts. Here, λ is an index taking values in the dual object of SE(2, N ), which is denoted by SE(2, N ) and is the set of equivalence classes of irreducible unitary representations. (See, e.g., (Hewitt and Ross, 1963) .) Exploiting the semi-direct product structure of SE(2, N ), by Mackey machinery this dual can be shown to be the union of the slice S ⊂ R 2 , which in polar coordinates is R + × [0, 2π/N ), to which we glue Z N on 0. Namely, to each λ ∈ S corresponds the representation T λ acting on C N via
where we denoted with S the shift operator (Sv) j = v j+1 . On the other hand, to each k ∈ Z N corresponds the representation on C given by z → e i 2πk N z. Since it is possible to show that to invert the Fourier transform it is enough to consider only the representations parametrized by S, we will henceforth ignore the Z N part of the dual.
We remark that a crucial fact for the following is that SE(2, N ) is a Moore group, that is, all the T λ act on finite-dimensional spaces. This is not true for the roto-translation group SE(2) and is indeed one of the main theoretical advantages of the semi-discrete model.
Finally, the matrix-valued Fourier coefficient of a
where da is the Haar measure 3 of SE(2, N ). This is essentially the same formula for the Fourier transform on R 2 , which is a scalar and is obtained using the representations λ(x) = e 2πi x,λ acting on C. As usual, the definition of the Fourier transform can be extended to the whole L 2 (SE(2, N )) by density arguments. Then, there exists a unique measure on SE(2, N ), the Plancherel measure, supported on S where it coincides with the restriction of the Lebesgue measure of R 2 , such that the Fourier transform is an isometry between L 2 (SE(2, N )) and L 2 ( SE(2, N )). In particular, the following inversion formula holds
The natural generalization of the power spectrum and the bispectrum on R 2 to SE(2, N ) we are interested in is the following.
Definition 1
The generalized power-spectrum and bispectrum of ϕ ∈ L 2 (SE(2, N )) are the collections of matrices for any λ, λ 1 , λ 2 ∈ S,
In a forthcoming paper by Prandi and Gauthier, the following result will be proved, in a more general setting.
Theorem 1
The generalized bispectrum is weakly complete on L 2 (SE(2, N )). In particular, it discriminates on the set G of functions ϕ ∈ L 2 (SE(2, N )) such that the matricesφ(T λ ) are invertible for a.e. λ ∈ S. That is, ϕ 1 , ϕ 2 ∈ G are such that B ϕ1 = B ϕ2 if and only if
This result generalizes the result presented in (Smach et al, 2008) , where, instead of a left-invariant lift L of the form (2), a non-left-invariant liftL was considered (called cyclic lift ). Indeed, it is quite easy to prove that there exists a residual set R ⊂ L 2 (R 2 ) such that L(R) ⊂ G. Unfortunately, this property turns out to be never satisfied for a lift of the form (2). In fact, as proved in the Appendix, letting ω f (λ) := (f (R −k λ))
3 That is, up to a multiplicative constant, the only left and right invariant measure on SE(2, N ). One can check that
where for v, w ∈ C N , we let v
N . This immediately implies that rank Lf (T λ ) ≤ 1 and hence that range L ∩ G = ∅ whenever N > 1.
To bypass the difficulty posed by the non-invertibility of the Fourier transform for lifted functions, we are then led to consider the following stronger descriptors.
Definition 2 The rotational power-spectrum and bispectrum of ϕ ∈ L 2 (SE(2, N )) are the collections of matrices, for any λ, λ 1 , λ 2 ∈ S and h ∈ Z N ,
As already mentioned in the introduction, these descriptors are invariant only under the action of Z N ⊂ SE(2, N ) but not under translations. To avoid this problem, let us consider the set A ⊂ L 2 (R 2 ) of compactly supported functions with non-zero average 4 . We can then define the barycenter c f ∈ R 2 of f ∈ A as 
Finally, we have the following, whose proof will appear in a subsequent paper by Prandi and Gauthier.
Theorem 2 Let R ⊂ L 2 (R 2 ) be the set of compactly supported functions f such that 1.f (λ) = 0 for a.e. λ ∈ R 2 ; 2. the circulant matrix associated with ω f (λ) is invertible for a.e. λ ∈ R 2 .
Then, if the mother wavelet Ψ ∈ R, the rotational bispectrum is weakly complete on L 2 (R 2 ) ∩ A. Namely, the set R is residual in L 2 (R 2 ) and for any f, g ∈ R ∩ A it holds that RB Lcf = RB Lcg if and only if f = π(x, k)g for some (x, k) ∈ SE(2, N ).
We end this section with the following theorem, whose proof we defer to the Appendix. Here, we show that the concrete computation of the Fourier descriptors presented in this section depends only on the 2D Fourier transform of f .
Theorem 3 Assume that the mother wavelet Ψ ∈ R. Then, for any f ∈ R,
-the generalized power-spectrum and bispectrum of Lf are respectively determined by the quantities, for a.e. λ, λ 1 , λ 2 ∈ S,
-the rotational power-spectrum and bispectrum of L c f are respectively determined by the quantities, for a.e. λ, λ 1 , λ 2 ∈ S and h ∈ Z N ,
Remark 1 Theorem 3 shows in particular that the result of Theorem 2 is indeed much stronger than the completeness result for the generalized bispectrum of the cyclic lift obtained in (Smach et al, 2008) . Indeed, in that work is proved that the latter (for odd N ) is determined exactly by the quantities, for a.e. λ 1 , λ 2 ∈ S and h, k ∈ Z N ,
In particular, for each λ 1 , λ 2 ∈ S when using the cyclic lift one has to compute N times more quantities.
Experimental results

Implementation
The goal of this section is to evaluate the performance of the invariant Fourier descriptors defined in the previous section on a large image database for object recognition. In addition to the generalized power-spectrum (PS) and bispectrum (BS) and the rotational powerspectrum (RPS) and bispectrum (RBS), we also consider the combination of the RPS and BS descriptors. Indeed combining these two invariant seems to be a good compromise between the theoretical result of completeness given by Theorem 1 and computational demands, as the results on the COIL-100 database will show.
After showing how to efficiently compute these descriptors and presenting the image data set, we analyze some experimental results. In order to estimate the features capabilities, we use a support vector machine (SVM) as supervised classification method. The recognition performances of the different descriptors regarding invariance to rotation and discrimination capability are compared.
As proved in Theorem 3, the main difficulty in the evaluation of the Fourier descriptors is the efficient computation of the vector ω f (λ), for a given λ ∈ S. We recall that this vector is obtained by evaluating the Fourier transform of f on the orbit of λ under the action of discrete rotations R −k for k ∈ Z N .
For the implementation, we chose to consider N = 6 and to work with images composed of hexagonal pixels. There are two reasons for this choice -It is well-known that retinal cells are distributed in an hexagonal grid. -Hexagonal grids are invariant under the action of Z 6 and discretized translations, which is the most we can get in the line of the invariance w.r.t. SE(2, 6).
The different steps of computation of invariant descriptors are described on Figure 1 and given as follow:
1. The input image is converted to grayscale mode and resized to 256 × 256 pixels, the Fourier transform is computed via FFT and the zero-frequency component is shifted to the center of the spectrum (Fig 1.  S1 ). 2. For cost computational reasons and since we are dealing with natural images, for which the relevant frequencies are the low ones, we extract a grid of 16 × 16 pixels around the origin (Fig 1. S2 ). 3. The invariants are computed from the shifted Fourier transform values, on frequencies selected on an hexagonal grid contained in the above and invariant under rotation. A bilinear interpolation is applied to obtain the correct values of ω f (λ) (Fig 1. S3, S4 , S5, S6). The final dimension of the feature-vector is given in Table 1 .
Test protocol
We use the Fourier descriptors to feed an SVM classifier, applying it on a database of 7200 objects extracted from the Columbia Object Image Library (COIL-100) and a database of 400 faces extracted from ORL face database. Finally, we compare the results obtained with those obtained using traditional Fourier descriptors.
The result of the training step consists of the set of support vectors determined by the SVM based method. During the decision step, the classifier computes the Fourier descriptors and the model determined during the training step is used to perform the SVM decision. The output is the image class.
For COIL-100 database, we evaluate separately the recognition rate obtained using the four previous invariant descriptors and the combination of the rotational power-spectrum and the generalized bispectral invariants to test their complementarity. Then, we compare their performance with the Hu's moments (HM), the Zernike's moments (ZM), the Fourier-mellin transform (FM), tested under the same conditions in (Choksuriwong et al, 2008 ), Since we use the RBF kernel in the SVM classification process, this depends on the kernel size σ. The results presented here are obtained using the empirically chosen kernel σ opt value, that provided maximum recognition rate.
Experiments
The performances of the different invariant descriptors are analyzed with respect to the recognition rate given a learning set. Hence, for a given ratio, the learning and testing sets have been built by splitting randomly all examples. Then, due to randomness of this procedure, multiple trials have been performed with different random draws of the learning and testing set. We list in the following paragraph, all the parameters of our experiments:
1. The learning set c i corresponding to the values of an invariant descriptor computed on an image from the database; 2. The classesĉ i ∈ {1, 100} corresponding to the object class. 3. Algorithm performance: the efficiency is given through a percentage of the well recognized objects composing the testing set. 4. Number of random trials: fixed to 5. 5. Kernel K: a Gaussian kernel of bandwidth σ is chosen
x and y correspond to the descriptors vectors of objects.
For solving a multi-class problem, the two most popular approaches are the one-against-all (OAA) method and the one-against-one (OAO) method (Milgram et al, 2006) . For our purpose, we chose an OAO SVM because it is substantially faster to train and seems preferable for problems with a very large number of classes.
COIL-100 databases
The Columbia Object Image Library (COIL-100, Fig.  2 ) is a database of color images of 100 different objects, where 72 images of each object were taken at pose intervals of 5
• . Table 2 presents results obtained testing our object recognition method with the COIL-100 database. Test have been performed using 75% of the images for training and 25% for testing. The results show that the RBS descriptor and the combination of the RPS and BS descriptors outperform the ZM, the HM and the FM invariants. With the RBS feature vector, we reach a recognition rate c = 95.5%.
Fig. 2 Sample objects of COIL-100 database
In Figure 3 we present the recognition rate as a function of the size of the training set. As expect, this is an increasing function and we remark that the RBS and the combination of the RPS and BS give better results than the other invariant descriptors.
The ORL database
The Cambridge University ORL face database (Fig. 4 ) is composed of 400 grey level images of ten different In the literature, the protocol used for training and testing is different from one paper to another. In (Samaria and Harter, 1994) , a hidden Markov model (HMM) based approach is used, and the best model resulted in a 87% recognition rate. In (Hjelmas and Low, 2001 ), Hjelmas reached a 85% recognition rate using the ORL database and feature vector consisting of Gabor coefficients.
We perform experiments on the ORL database using the RBS, BS, PS, RPS, ZM, and the combination of the RPS and the BS descriptors. The results are shown in Table 3 , where we clearly see that the RBS invariant descriptor gives the best recognition rate c = 89.8%, faring far better than before w.r.t. the combination of RPS and BS descriptors.
Conclusion
We proposed an evaluation of power-spectrum and bispectrum Fourier descriptors applied to objects recog- nition. After describing the evaluation process, we presented the results obtained on different databases. The COIL-100 database composed of several objects presenting rotation and scales changes, and the ORLdatabase, on which different human faces are subjects to several kind of variations. For these databases, tests show that the RBSI and the combination of the RPSI and the BSI give the best recognition rates. Possible future works include extending this recognition objects method using an AdaBoost framework for the problem of object detection.
A Proofs
Proof (Formula (6)) Let λ ∈ S and consider v ∈ C N . Observe that (x, k) (5), (2), and (4), for any h ∈ Z N we have
In order to prove Theorem 3, we will use the InductionReduction Theorem. (See (Barut and Raçzka, 1977) ). This theorem allows to decompose the tensor products of representations T λ 1 ⊗ T λ 2 , acting on C N ⊗ C N ∼ = C N×N , to an equivalent representation acting on k∈Z N C N , which is a block-diagonal operator whose block elements are of the form T λ 1 +R k λ 2 . Moreover, the linear transformation realizing the equivalence is explicit.
To avoid confusion, we will henceforth denote, with abuse of notation, components of vectors v ∈ C N as v (0) 
Then, exploiting the commutation of the Fourier transform with equivalences of representation, the InductionReduction Theorem implies that for every ϕ ∈ L 2 (SE(2, N )) and any λ 1 , λ 2 ∈ S it holds
Here, A :
We have the following crucial lemma.
Lemma 1 For any M, N ∈ C N×N we have
Since is straightforward to check that A −1 :
By (7), this completes the proof. ⊓ ⊔ Proof (Proof of Theorem 3) Without loss of generality we can restrict ourselves to consider functions such that φf = f and L c f = Lf . We start by the trivial remark that the result on the rotational descriptors contains the one on the generalized ones. Let us consider
Since f is assumed to be compactly supported, its Fourier transform is analytic, and so are the functions λ → I λ,h 2 (f ) and (λ 1 , λ 2 ) → I λ 1 ,λ 2 ,h 2 (f ) for any h ∈ Z N . Thus, the statement of the proposition reduces to show that RP Lf = RP Lg (resp. RB Lf = RB Lg ) if and only if I λ,h 2 (f ) = I λ,h 2 (g) (resp. I λ 1 ,λ 2 ,h 2 (f ) = I λ 1 ,λ 2 ,h 2 (g)) for a.e. λ, λ 1 , λ 2 ∈ S and all h ∈ Z N Let us recall the following properties of the tensor product, valid for all v, v 1 , v 2 , w, w 1 , w 2 ∈ C N :
1. (v ⊗ w) * = v ⊗ w, 2. (v 1 ⊗ w 1 ) • (v 2 ⊗ w 2 ) = w 1 , v 2 v 1 ⊗ w 2 , By these and (6), we immediately have
Hence, whenever ω Ψ (R h λ) (g). Since ω Ψ (R h λ) * ⊗ ω Ψ (λ) * = 0 if and only if ω Ψ (λ) = 0, by the fact that Ψ ∈ R this is true for a.e. λ ∈ S. This completes the proof of the part of the statement regarding the rotation power-spectrum.
To prove the statement regarding the rotational bispectrum, let B f = A • RB Lf (λ 1 , λ 2 , h) • A −1 , where A is the equivalence given by the Induction-Reduction Theorem and defined in (9). Since A is invertible, determining RB Lf (λ 1 , λ 2 , h) is equivalent to determining B f . Exploiting the fact that the r.h.s. of (8) • Lf (T λ 1 +R ℓ λ 2 ) * .
By Lemma 1, formula (6), and explicit computations, we then get
Similarly to before, (ω Ψ (R h λ 1 ) * ⊙ ω Ψ (R h+k λ 2 ) * )⊗ω Ψ (λ 1 + R ℓ λ 2 ) = 0 for a.e. λ 1 , λ 2 ∈ S since Ψ ∈ R. For these couples, B f = B g if and only if ω f (R h λ 1 ) ⊙ ω f (R ℓ λ 2 ), ω f (λ 1 + R ℓ λ 2 ) = ω g (R h λ 1 ) ⊙ ω g (R ℓ λ 2 ), ω g (λ 1 + R ℓ λ 2 ) .
Finally, making the change of variables R ℓ λ 2 → λ 2 completes the proof of the theorem. ⊓ ⊔ 
