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Abstract—We show a general phenomenon of the constrained
functional value for densities satisfying general convexity condi-
tions, which generalizes the observation in [1] that the entropy
per coordinate in a log-concave random vector in any dimension
with given density at the mode has a range of just 1. Specifically,
for general functions φ and ψ, we derive upper and lower bounds
of density functionals taking the form Iφ(f) =
∫
Rn
φ(f(x))dx as-
suming the convexity of ψ−1(f(x)) for the density, and establish
the tightness of these bounds under mild conditions satisfied by
most examples. We apply this result to the distributed simulation
of continuous random variables, and establish an upper bound
of the exact common information for β-concave joint densities,
which is a generalization of the log-concave densities in [2].
I. INTRODUCTION
This paper is motivated by the following observation in [1]:
for any log-concave density f on Rn, its differential entropy
h(f) =
∫
Rn
−f(x) log f(x)dx satisfies
log
(
1
fmax
)
≤ h(f) ≤ log
(
1
fmax
)
+ n, (1)
where fmax = supx∈Rn f(x) is the mode, or the sup-norm, of
the density f (throughout log is assumed to be the natural log-
arithm). This inequality shows that the differential entropy of a
random vector is constrained in a limited range, provided that
the density is log-concave. The main contribution of this paper
is to generalize the inequality (1) to general density functionals
and convexity conditions on the density, and therefore show a
general phenomenon of the constrained functional value under
convexity conditions. Specifically,
• We derive tight upper and lower bounds for φ-functionals
of ψ-concave densities involving the mode of the density,
where φ and ψ are general functions. We also establish
the tightness of these bounds under mild conditions, and
develop stronger or new inequalities for specific choices
of (φ, ψ).
• We generalize the result in [2] on distributed simulation of
continuous random variables, and show that with general-
izations of (1) to other convexity conditions, similar upper
bounds on the exact common information are available
for convexity conditions weaker than log-concavity.
Convexity properties of the probability density have been
deeply studied in probability, statistics and geometry, where
there exist functional inequalities (e.g., Poincaré and logarith-
mic Sobolev inequalities) for either the log-concave [3]–[5]
or β-concave measures [6]. In information theory, inequalities
in the same spirits as (1) include the reverse entropy power
inequality [7], [8] and the reverse Rényi entropy power in-
equality [9], for both the log-concave and β-concave measures.
However, most of these results are established in an ad-hoc
fashion involving other deep inequalities (such as the Borell’s
theorem [10]), and it will be helpful to develop elementary
and general tools for such inequalities.
This paper is organized as follows. In Section II, we present
the general theorem and develop tight inequalities for several
density functionals and convexity conditions. In Section III, we
review the problem of simulating continuous random variables
in a distributed manner, and establish an upper bound of the
exact common information for β-concave joint densities.
II. CONSTRAINED FUNCTIONAL VALUE UNDER
CONVEXITY CONDITIONS
In this section, we formally state the upper and lower bounds
for density functionals under general convexity conditions on
the density, and establish the tightness of these bounds. Then
we apply them to various examples of density functionals and
convexity conditions, recover or strengthen several previously
known inequalities, and prove new inequalities.
A. General Theorem
Let f be a probability density function on Rn, and one is
interested in the following φ-functional of f :
Iφ(f) ,
∫
Rn
φ(f(x))dx, (2)
where φ : R+ → R is a given absolutely continuous function
with φ(0) = 0. For example, the functional Iφ(f) with φ(t) =
−t log t is the differential entropy h(f) of f . Our target is to
find tight upper and lower bounds of the φ-functional Iφ(f),
which may depend on the following sup-norm of the density
to handle possible scalings of f :
fmax , sup
x∈Rn
f(x). (3)
To restrict the possibly large class of the density, we impose
convexity conditions on f and assume that f is ψ-convex, i.e.,
f(x) = ψ(g(x)), (4)
where ψ : (a,∞) → R+ is a given continuous and strictly
decreasing function with limt→∞ ψ(t) = 0 (it is possible that
a = −∞), and g : Rd → (a,∞] is some convex function.
Note that (4) is a general convexity condition on the density
f , where the choices ψ(t) = e−t and ψ(t) = t−β with β > 0
lead to log-concave and β-concave densities, respectively.
Remark 1. The notion of β-concavity in this paper is slightly
different from the κ-concavity used in some literature (where
x 7→ f(x)κ is convex), with the correspondence κ = −β−1.
Our first theorem derives upper and lower bounds of general
φ-functionals for any ψ-convex densities.
Theorem 1. Under the above setup (2)-(4), let b , ψ−1(fmax)
and Fk, Gk : [b,∞) → R be real-valued functions vanishing
at the infinity such that (assuming the existence of (Fk, Gk))
(−1)k
dk
dxk
Fk(x) = φ(ψ(x)),
(−1)k
dk
dxk
Gk(x) = ψ(x),
for k = 0, 1, · · · , n. If there exists real number A such that:
(i) Fn(b)−A ·Gn(b) ≤ 0;
(ii) F0(b)−A ·G0(b) ≤ 0;
(iii) The function x 7→ F0(x) − A · G0(x) has at most one
zero on [b,∞);
then Iφ(f) ≤ A. Similarly, Iφ(f) ≥ A if both ≤ in conditions
(i) and (ii) are replaced by ≥.
Theorem 1 provides upper and lower bounds for the φ-
functional Iφ(f) depending only on φ, ψ, and on the density
f only through its sup-norm fmax. Although the choice of A in
Theorem 1 seems complicated (involving the antiderivatives),
the next result shows that this choice is essentially tight.
Theorem 2. Under the setting of Theorem 1, if for some real
number A either the condition (i) or (ii) is violated, then there
exists a density f on Rn with sup-norm fmax and Iφ(f) > A.
Corollary 1. If A = max{Fn(b)/Gn(b), F0(b)/G0(b)} satis-
fies the condition (iii) of Theorem 1, then
sup {Iφ(f) : f is ψ-convex} = A.
Similarly, if A′ = min{Fn(b)/Gn(b), F0(b)/G0(b)} satisfies
the condition (iii) of Theorem 1, then
inf {Iφ(f) : f is ψ-convex} = A
′.
Theorem 2 shows that the conditions (i) and (ii) in Theorem
1 are necessary, and thus the n times repeated antiderivatives
of φ ◦ ψ and ψ play fundamental roles on the constrained
value of the density functional. Condition (iii) is an additional
technical restriction on φ◦ψ and ψ, which typically holds and
is easily verifiable for most examples. In the next subsection,
we will show through various examples that Theorem 1 gives
tight inequalities on both sides and is easy to evaluate when
the functions Fk, Gk admit closed-form expressions.
B. Examples
Throughout the following examples, we will either assume
that ψ(x) = e−x on R or ψ(x) = x−β on (0,∞), representing
log-concave and β-concave densities, respectively. The k times
anti-derivatives of these functions are Gk(x) = e−x and
Gk(x) =
xk−β
(β − 1)(β − 2) · · · (β − k)
,
respectively, provided that β > k.
Example 1 (Differential entropy). Let φ(x) = −x log x so
that Iφ(f) = h(f) is the differential entropy of f . Then for
ψ(x) = e−x, we have b = log(1/fmax), φ(ψ(x)) = xe
−x and
Fk(x) = (x+ k)e
−x, k = 0, 1, · · · , n.
Since F0(x)−A ·G0(x) = (x−A)e
−x has at most one zero
on R for any A, the condition (iii) of Theorem 1 is satisfied.
Hence, by Corollary 1, the following inequality holds:
log
(
1
fmax
)
≤ h(f) ≤ log
(
1
fmax
)
+ n, (5)
and both inequalities are tight. This inequality recovers (1).
For β-concave densities with β > n, we have b = f
−1/β
max ,
φ(ψ(x)) = βx−β log x, and
Fk(x) =
βxk−β(log x+
∑k
i=1(β − i)
−1)
(β − 1)(β − 2) · · · (β − k)
, k = 0, 1, · · · , n.
Again, the function F0(x) − A · G0(x) = (β log x − A)x
−β
has at most one zero for any A. Hence, Corollary 1 gives
log
(
1
fmax
)
≤ h(f) ≤ log
(
1
fmax
)
+
n∑
i=1
β
β − i
, (6)
and both inequalities are tight. Note that (6) reduces to (5) by
taking β → ∞. This inequality fills the gap of [1, Theorem
I.3] from β ≥ n+ 1 to any β > n.
Example 2 (Rényi entropy). Let φ(x) = xα with α > 0, α 6=
1, then 11−α log Iφ(f) is the α-Rényi entropy hα(f) of f . For
log-concave densities, we have b = log(1/fmax), φ(ψ(x)) =
e−αx, and
Fk(x) = α
−ke−αx, k = 0, 1, · · · , n.
Clearly, F0(x)−A ·G0(x) = (e
(1−α)x −A)e−x has at most
one zero for any A. Hence, Corollary 1 gives
log
(
1
fmax
)
≤ hα(f) ≤ log
(
1
fmax
)
+
n logα
α− 1
, (7)
and both inequalities are tight. This is a generalization of [1,
Theorem IV.1] from α ∈ (1,∞) to the entire nonnegative axis
α ∈ (0,∞)\{1}.
For β-concave densities with min{α, 1} · β > n, we have
b = f
−1/β
max , φ(ψ(x)) = x−αβ , and
Fk(x) =
xk−αβ
(αβ − 1)(αβ − 2) · · · (αβ − n)
, k = 0, 1, · · · , n.
Again, F0(x) − A · G0(x) = (x
(1−α)β − A)x−β has at most
one zero for any A. Hence, Corollary 1 gives
log
(
1
fmax
)
≤ hα(f) ≤ log
(
1
fmax
)
+
1
α− 1
n∑
i=1
log
αβ − i
β − i
,
(8)
and both inequalities are tight. Note that (8) reduces to (7) by
taking β → ∞, and the Rényi entropy inequalities reduce to
the differential entropy ones by taking α→ 1. The inequality
(8) is a generalization of [1, Theorem VIII.1] from α ∈ (1,∞)
to α ∈ (0,∞)\{1}.
Example 3 (Truncated density). Another interesting func-
tional is the truncation function φt(x) = min{x, t}, where
0 < t < fmax is a given threshold. Consequently, Iφt(f) =∫
min{f(x), t}dx is the remaining total probability if the
density f is truncated at t. The target is to understand how
fast the total probability Iφt(f) decays as t approaches zero.
For log-concave densities, we have b = log(1/fmax),
φt(ψ(x)) = min{e
−x, t}. Simple algebra shows that the
function F0(x)−A·G0(x) = min{e
−x, t}−Ae−x has at most
one zero as long as A < 1. Moreover, by Cauchy formula for
repeated integration, we have
Fn(b) =
∫ ∞
b
(x− b)n−1
(n− 1)!
min{e−x, t}dx.
Some elementary but tedious algebra lead to
Fn(b)
Gn(b)
=
t
fmax
n∑
k=0
1
k!
(
log
fmax
t
)k
.
Hence, by Corollary 1, we have the tight inequality
t
fmax
≤ Iφt(f) ≤
t
fmax
n∑
k=0
1
k!
(
log
fmax
t
)k
, (9)
strengthening the results appeared in [2, Lemma 4]. Moreover,
note that the RHS of (9) is simply P(Poi(log(fmax/t)) ≤ n) <
1, i.e., the Poisson CDF at n with rate parameter log(fmax/t).
For β-concave densities with integer β ≥ n + 1, we have
b = f
−1/β
max , and φt(ψ(x)) = min{x
−β, t}. Similarly, one can
show that F0(x) − A · G0(x) has at most one zero for any
A < 1, and Cauchy formula for repeated integration leads to
Fn(b)
Gn(b)
=
(
t
fmax
)1−n
β
n∑
k=0
Γ(β − n+ k)
Γ(β − n)k!
(
1−
(
t
fmax
) 1
β
)k
= P
(
NB
(
β − n, 1−
(
t
fmax
) 1
β
)
≤ n
)
= P
(
B
(
β, 1−
(
t
fmax
) 1
β
)
≤ n
)
< 1,
where Γ(z) =
∫∞
0
tz−1e−tdt denotes the Gamma function,
NB(r, p) denotes the negative binomial distribution with suc-
cess probability p and number of failures r until the experiment
is stopped, and B(r, p) denotes the Binomial distribution with
total number of trials r and success probability p. Note that
the last equality is simply the relationship between direct and
inverse samplings [11]. Consequently, Corollary 1 gives the
following tight inequality:
t
fmax
≤ Iφt(f) ≤ P
(
B
(
β, 1 −
(
t
fmax
) 1
β
)
≤ n
)
. (10)
Inequalities (9) and (10) are related via the following Poisson
CLT result B(r, 1−e−λ/r)
d
→ Poi(λ) as r →∞. Moreover, by
Corollary 1, (10) gives the following variational representation
of the Binomial CDF.
Lemma 1. For integer n ≥ 1, k ≥ 0 and real number c >
0, the following identity holds: let Fn,k be the set of all n-
concave densities on Rk with supx∈Rk f(x) = 1, then
P(B(n, 1 − e−c/n) ≤ k) = sup
f∈Fn,k
∫
Rk
min{f(x), e−c}dx.
In particular, since Fn+1,k ⊆ Fn,k, the map n 7→ P(B(n, 1−
e−c/n) ≤ k) is non-increasing.
C. Proof of Theorem 1
For k = 0, 1, · · · , n and given A satisfying the conditions of
Theorem 1, let Hk(x) = Fk(x)−A·Gk(x). Since all functions
Hk(x) vanish at the infinity and H ′k+1(x) = −Hk(x), the
Cauchy formula for repeated integration gives
Hk(x) =
∫ ∞
x
(y − x)k−1
(k − 1)!
H0(y)dy, k = 1, · · · , n. (11)
The next lemma summarizes some key properties of Hk.
Lemma 2. Under the conditions of Theorem 1, for each k =
0, 1, · · · , n the following holds: Hk(b) ≤ 0 and Hk(x) has at
most one zero on [b,∞).
Proof. We first show that Hk(b) ≤ 0. By condition (ii) and
(iii), H0(x) has at most one zero on [b,∞) and H0(b) ≤ 0. If
H0(x) has no zeros on [b,∞), the continuity of H0(·) implies
that H0(x) ≤ 0 for all x ∈ [b,∞), then Hk(b) ≤ 0 is a direct
consequence of (11). IfH0(x) has exactly one zero c ∈ [b,∞),
then by continuity again we must have H0(x) ≤ 0 if x ≤ c
and H0(x) ≥ 0 if x ≥ c. Hence, for all x ∈ [b,∞) we have[
(x − b)k−n − (c− b)k−n
]
H0(x) ≤ 0.
Consequently, (11) with x = b gives
Hk(b) =
∫ ∞
b
(x− b)k−1
(k − 1)!
H0(x)dx
≤
∫ ∞
b
(x− b)n−1
(k − 1)!
(c− b)k−nH0(x)dx
=
(n− 1)!(c− b)k−n
(k − 1)!
·
∫ ∞
b
(x− b)n−1
(n− 1)!
H0(x)dx
=
(n− 1)!(c− b)k−n
(k − 1)!
·Hn(b) ≤ 0,
where the last step is due to condition (i). Hence in both cases
we have Hk(b) ≤ 0.
The second claim is proved via induction on k. The base
case k = 0 is simply the condition (iii). Now assume that
Hk(x) has at most one zero on [b,∞) for some k ≤ n − 1
and we consider Hk+1. Since Hk(b) ≤ 0, the continuity of
Hk and the induction hypothesis imply that either Hk(x) < 0
for all x ≥ b, or Hk(x) < 0 if x ∈ [b, c) and Hk(x) > 0
if x ∈ (c,∞) for some real number c. Since H ′k+1(x) =
−Hk(x) and Hk+1(b) ≤ 0, limx→∞Hk+1(x) = 0, in the first
scenario we must have Hk+1(x) < 0 for all x > b, i.e., no
zeros on [b,∞). In the second scenario, Hk+1 is first strictly
increasing and then strictly decreasing on [b,∞), given the
signs of Hk+1 on the end points we conclude that Hk+1(x)
has exactly one zero on [b,∞). This concludes the induction
step and the second claim is also proved.
Now we go back to the proof of Theorem 1. For any density
f defined on Rb and t > 0, define f⋆(t) = Voln({x : f(x) ≥
t}) to be the n-dimensional volume of the t-superlevel set of
f . Since φ is absolutely continuous with φ(0) = 0, the layer
cake decomposition gives
Iφ(f) =
∫ ∞
0
φ′(t)f⋆(t)dt. (12)
Since ψ is strictly decreasing and f(x) = ψ(g(x)), we have
{x : f(x) ≥ ψ(u)} = {x : g(x) ≤ u} for any u ≥ b.
Recall that g is convex, the Brunn–Minkowski inequality in n
dimensions implies that the mapping
u ∈ [b,∞) 7→ h(u) , f⋆(ψ(u))1/n
is non-negative, non-decreasing and concave. Now a change
of variable t = ψ(u) in both (12) and
∫
Rn
f(x)dx = 1 gives
Iφ(f) =
∫ ∞
b
h(u)nφ′(ψ(u))(−ψ′(u))du, (13)
1 =
∫ ∞
b
h(u)n(−ψ′(u))du. (14)
Based on (13) and (14), the target inequality Iφ(f) ≤ A is
equivalent to∫ ∞
b
h(u)n
d
du
[φ(ψ(u))−Aψ(u)] du ≥ 0. (15)
By integration in parts, for k = 0, 1, · · · , n− 1 we have∫ ∞
b
h(u)n−kH ′k(u)dx = −Hk(b)h(b)
n−k
− (n− k)
∫ ∞
b
h(u)n−k−1h′(u)Hk(u)du
≥ −(n− k)
∫ ∞
b
h(u)n−k−1h′(u)Hk(u)du, (16)
where the last inequality is due to h(b) ≥ 0 and Hk(b) ≤ 0 by
Lemma 2, and we note that by the non-decreasing property and
concavity, the function h is absolutely continuous on [b,∞)
and is therefore differential almost everywhere. By Lemma 2,
Hk(x) has at most one zero on [b,∞). If Hk(x) has no zeros,
then by continuity Hk(u) < 0 for all u ∈ [b,∞), and (16) is
non-negative since h′(u) ≥ 0. If Hk(x) has exactly one zero
x = c ∈ [b,∞), then applying the same arguments of Lemma
2 with the concavity of h gives (h′(u)−h′(c))Hk(u) ≤ 0 for
all u ∈ [b,∞). Hence,∫ ∞
b
h(u)n−k−1h′(u)Hk(u)du
≤
∫ ∞
b
h(u)n−k−1h′(c)Hk(u)du
= −h′(c)
∫ ∞
b
h(u)n−k−1H ′k+1(u)du. (17)
Combining (16) and (17), we conclude that in both cases, a
sufficient condition for the inequality
∫∞
b
h(u)n−kH ′k(u)du ≥
0 is
∫∞
b
h(u)n−k−1H ′k+1(u)du ≥ 0. Since the target inequal-
ity (15) corresponds to k = 0, it then suffices to prove the
non-negativity for k = n, which reduces to
∫∞
b H
′
n(u)du =
−Hn(b) ≥ 0, exactly the condition (i). The proof is complete.
D. Proof of Theorem 2
If the condition (i) is violated, consider the density
f(x) = ψ(b+ λ(x1 + x2 + · · ·+ xn)), x1, · · · , xn ≥ 0
with b = ψ−1(fmax) and λ = Gn(b)1/n. It is clear that f(x)
is ψ-convex, and the function f is a valid density by the choice
of λ. Moreover, the decreasing property of ψ gives the target
fmax. However, the functional value for f is
Iφ(f) =
∫
Rd
φ(f(x))dx = λ−nFn(b) =
Fn(b)
Gn(b)
> A,
where the last inequality is the violation of the condition (i).
If the condition (ii) is violated, consider the density f(x) =
fmax · 1(x ∈ [0, f
−1/n
max ]n). This is clearly a ψ-convex density
with sup-norm fmax. However, the functional value of f is
Iφ(f) =
φ(fmax)
fmax
=
φ(ψ(b))
ψ(b)
=
F0(b)
G0(b)
> A,
where the last inequality is the violation of condition (ii).
III. APPLICATION IN DISTRIBUTED SIMULATION
In this section, we apply Theorem 1 to the distributed simu-
lation problem and show that finite bits of shared randomness
are sufficient to exactly simulate an n-dimensional continuous
density in a distributed fashion, provided that the joint density
is β-concave with β > n and has a finite generalized mutual
information. This generalizes the result of [2] with log-concave
densities.
A. Background
In distributed simulation, let X be a possibly continuous
alphabet, and P be a given joint distribution on Xn. A group of
n users aim to generate a random vector (X1, · · · , Xn) ∈ Xn
distributed as P , where for each i ∈ [n], user i outputs
Xi based on her unlimited private randomness and some
common randomness W shared among all users. The goal
is to characterize the minimum average description length of
W , or effectively the minimum entropy H(W ), required for
this task.
The solution to the minimum entropy is known to be the
exact common information [12] defined as
G(P ) , min
W :X1⊥X2⊥···⊥Xn|W
H(W ),
which is a generalization of Wyner’s common information [13]
for exact simulation. Since G(P ) is the minimum of a concave
function over a non-convex domain, it is computationally hard
to evaluate in general. However, [2] shows that if P admits
a log-concave probability density on Rn, the following upper
and lower bounds of G(P ) are available:
ID(P ) ≤ G(P ) ≤ ID(P ) + n
2 + 9n logn, (18)
where ID(P ) is the dual total correlation of the joint density:
ID(P ) , h(X)−
n∑
i=1
h(Xi|(Xj)j 6=i).
The dual total correlation generalizes the mutual information
in the sense that ID(P ) reduces to I(X1;X2) when n = 2. As
a result, the upper bound in (18) shows that a finite amount
of common randomness suffices to simulate any multivariate
Gaussian distribution with a non-singular covariance. We also
refer to [14] for an improved bound for Gaussian distributions
with large blocks.
In the above result, besides the benign quasi-concave prop-
erty of the density, we remark that the log-concave property is
only used for the constrained value of its differential entropy,
as shown in (1). Since Theorem 1 shows that the constrained
value phenomenon for density functionals holds under general
convexity conditions, it is expected that for weaker notions of
convexity such as β-concavity, similar result to (18) still holds.
B. Main Results
The main result of this section is as follows.
Theorem 3. Let P be supported on Rn and admit a β-concave
density with integer β ≥ 2n. Then
ID(P ) ≤ G(P ) ≤ ID(P ) + 2n
2 + 20n logn.
Remark 2. A careful inspection of the proof shows that β ≥
n+ ε for any ε > 0 suffices for Theorem 3, with the additive
gap explicitly depending on (n, ε).
The proof of Theorem 3 is based on the following upper
bound on G(P ) for quasi-concave densities, which is a direct
consequence of [2, Theorem 2].
Lemma 3. For a random vector X ∈ Rn ∼ P with a quasi-
concave density f , we have
G(P ) ≤ h˜1/(n+1)(X) +
n∑
i=1
log
∫
Rn−1
sup
x˜i
f(x\i, x˜i)dx\i
+ (n+ 1)(1 + 2 log 2 + log(n+ 1)),
where h˜γ(X) denotes the differential entropy of the truncated
density γ−1 min{f(x), t}, and t > 0 is the solution to the
equation
∫
Rn
min{f(x), t}dx = γ.
We upper bound the first two terms of Lemma 3 separately.
For the first term h˜1/(n+1)(X), since the truncated density is
still β-concave, inequality (6) in Example 1 gives
h˜1/(n+1)(X) ≤ log
(
1
(n+ 1)t
)
+
n∑
i=1
β
β − i
≤ log
(
1
t
)
+2n,
where the second inequality is due to β ≥ 2n. On the other
hand, h(X) ≥ log(1/fmax), hence
h˜1/(n+1)(X)− h(X) ≤ log
(
fmax
t
)
+ 2n. (19)
The next lemma presents an upper bound of fmax/t based on
the results derived in Example 3.
Lemma 4. If f is β-concave with integer β ≥ 2n, we have
log(fmax/t) ≤ 6n.
Proof. Let φt(x) = min{x, t} as in Example 3, then the defi-
nition of t gives Iφt(f) = 1/(n+1). Hence, if log(fmax/t) >
6n, a combination of (10), Lemma 1 and Hoeffding’s inequal-
ity gives
1
n+ 1
= Iφt(f) ≤ P
(
B
(
β, 1−
(
t
fmax
) 1
β
)
≤ n
)
≤ P
(
B
(
2n, 1−
(
t
fmax
) 1
2n
)
≤ n
)
≤ P(B(2n, 19/20) ≤ n)
≤ exp(−4n(19/20− 1/2)2) ≤ exp(−0.8n),
which is impossible for any n ≥ 1.
To upper bound the second term of Lemma 3, we need the
following intermediate result in the proof of [2, Lemma 3].
Lemma 5. For any quasi-concave density f on Rn,(
sup
xn−1
∫
R
f(x)dxn
)(∫
Rn−1
sup
xn
f(x)dxn−1
)
≤ n sup
x
f(x).
Based on Lemma 5 and inequality (6), we have
log
∫
Rn−1
sup
xn
f(x)dxn−1
≤ logn+ log
(
1
supxn−1
∫
R
f(x)dxn
)
− log
(
1
supx f(x)
)
≤ logn+ h(Xn−1)− h(X) +
n∑
i=1
β
β − i
≤ −h(Xn|X
n−1) + log n+ 2n. (20)
Now the combination of Lemma 3, Lemma 4, (19) and (20)
completes the proof of Theorem 3.
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