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SUMMARY
This thesis introduces a novel technique for resummation of a wide class of observables
to next-to-next-to-leading-logarithmic accuracy in e+e  annihilation, and potentially be-
yond. The method is applicable to observables that exhibit recursive infrared and collinear
(rIRC) safety and continuous globalness. A systematic analysis of logarithmic counting
in emission phase space reveals the contributions necessary to achieve NNLL-accurate re-
sults. A detailed description of the derivation and subsequent calculation of these e↵ects
is given. A framework of computer code (called ARES) has been developed to carry out
automated numerical implementation of each of the NNLL contributions. ARES (Auto-
mated Resummer of Event Shapes) provides the user with an e cient determination of
the resummed result for a desired observable. New results for several observables are
presented, including the first NNLL resummation of the two-jet rate in the Durham and
Cambridge algorithms which is crucial for determination of the strong coupling of Quan-
tum Chromodynamics (QCD). This work as a whole presents an important addition to
phenomenological precision calculations. Validation of the obtained predictions is per-
formed, using both matching to NNLO fixed order calculations and comparison to data
from the Large Electron-Positron collider at CERN.
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1Chapter 1
Introduction
in which I outline the context and scope of my research.
Particle physics collider phenomenology has been extraordinarily successful since its in-
ception in the 1960s. It has allowed us insight into principles and elements of the physical
world previously hidden by the limitations in our empirical capabilities. In order to obtain
physical predictions within reasonable times successive approximations are made, yielding
calculations which are accurate in appropriate energy regimes and particle kinematics.
These ‘fixed-order’ determinations admit remarkably successful predictions of particle in-
teractions. This approach is, however, not complete. There are problematic e↵ects arising
from particle dynamics occuring on multiple scales. When high energy particles emit radi-
ation that is relatively much lower in energy or smaller in angle the fixed-order results are
unreliable. For a fully comprehensive description of small distance dynamics it is essential
to enhance the standard fixed-order calculations with resummation methods. Maximising
the precision of available resummed results is vital to achieve optimum insight from cur-
rent and past collider experiments.
This thesis will present a method, devised over the last three years, for the soft gluon
resummation of a class of hadronic observables in e+e  annihilation, accurate to next-
to-next-to-leading logarithmic (NNLL) order. Studying various kinematic scenarios for a
catch-all observable elucidates the origins of e↵ects that are relevant for NNLL accuracy.
Particular attention is paid to deriving kinematics that are exactly NNLL order, i.e. with-
out contamination from previously determined or subleading pieces.
In contrast with the majority of resummed calculations our method is not exclusive to a
specific observable. Instead it is applicable to any observable satisfying the properties of
continuous globalness and recursive infrared and collinear safety. Starting with the prin-
ciples outlined in the CAESAR methodology [3] we use a generic observable that is sensitive
to all emissions above a given softness and collinearity and within the resummed regime.
The generic observable parametrisation covers the majority of Quantum Chromodynamics
(QCD) observables used in phenomenological collider studies.
The resummation methodology is automated by construction of a framework of computer
code; thus the numerical Monte Carlo package Automated Resummer of Event Shapes
(ARES) enables a user to resum an observable of their choice, providing it lives within the
2domain of the generic observable parametrisation.
Explicit application of the ARES technique will be carried out for seven event shapes and
the two-jet rate. The results shown herein for event shapes were first published in the
Journal of High Energy Physics in May 2015 [1], and for the two-jet rate in Physical Re-
view Letters in October 2016 [2].
The structure of this thesis is as follows. Chapter 2 will give a brief introduction to the
theory of QCD, and will go on to discuss the considerations of calculating QCD observ-
ables at particle colliders. An outline of the CAESAR resummation philosophy by which our
technique is inspired is given in Chapter 3. The various contributions needed to capture all
e↵ects relevant to NNLL accuracy are studied and then derived in detail for event shapes
in Chapter 4. Chapter 5 will introduce jet objects and jet algorithms, before evaluating
the contributions required for NNLL resummation of the two-jet rate. Finally in Chap-
ter 6 the resummed results will be matched to fixed-order calculations and compared to
data from the Large Electron Positron Collider (LEP). In Chapter 7 an overview of the
achievements and impact of these observable resummations will be presented, with some
thought to future extensions.
3Chapter 2
Background Theory
This chapter will summarise the theory of Quantum Chromodynamics (QCD) and its
application to the physics of particle colliders (phenomenology). In particular we will
discuss the challenge of translating the abstract degrees of freedom of QCD into observable
quantities and the approximations that are placed on theoretical calculations in order to
describe the interactions taking place at collider detectors.
For a more in-depth excursion see for example [4–6].
2.1 QCD: The Theory of Quarks and Gluons
in which I give an overview of the theory of QCD and highlight some of its theoretical
and experimental properties.
2.1.1 Quark and Gluon Dynamics
QCD is the theory of strong interactions and the particles that are charged under the
strong force, quarks and gluons. QCD is a non-Abelian gauge theory with the gauge
group SU(3). Quarks are Dirac spinors charged under the fundamental representation of
SU(3), thus carrying three colour charges that are normally typified as red, green and
blue. Bound states of quarks are invariant under SU(3) transformations and as such are
colourless, the most common configurations being mesons (qq¯) and baryons (qqq). Quarks
exist in six flavours: up, charm, top which carry electric charge = 23e and down, strange,
bottom which carry electric charge =  13e. The mediators of the strong force are the
gluons: spin-1 vector gauge bosons that also carry colour charge. Collectively, quarks and
gluons are called partons.
Scattering amplitudes in QCD involve quark-gluon and gluon-gluon interaction vertices.
Allowed vertices and their corresponding Feynman colour rules are shown in Fig. 2.1 (we
show only those relevant to the calculations in this thesis). In order to compute cross-
sections the amplitudes of Fig 2.1 must be squared and integrated over phase space, with
the resulting terms generically involving sums of traces of the eight SU(3) generators: the
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Figure 2.1: QCD vertices and their associated Feynman colour rules. a) shows a gluon-
quark-antiquark vertex with the colour charges of the quarks denoted by i, j and the colour
charge of the gluon by a. b) shows a triple-gluon vertex, with the colour charges a, b, c.
colour matrices ta. The commutator of two colour matrices is,
[ta, tb] = ifabctc , (2.1)
where the fabc are the totally antisymmetric structure constants. The colour factors of
cross-sections are most simply expressed by the group invariant Casimir operators. For a
squared gqq¯ vertex the colour factor is,
(tata)ij =
1
2
✓
 ijNC    ij
NC
◆
=  ij
N2C   1
2NC
⌘  ijCF ; CF = 4
3
, (2.2)
And for a ggg vertex,
facdf bcd =  abNC ⌘  abCA; CA = 3 , (2.3)
where  ab is the usual Kronecker delta and NC is the number of colours. The factor of gs
in the vertices of Fig. 2.1 is the strong coupling constant, governing each QCD interaction.
When we square the vertex contributions and integrate over phase space to obtain cross-
sections this becomes,
↵s =
g2s
4⇡
, (2.4)
which from now on we will call the strong coupling of QCD.
2.1.2 Perturbative QCD
The QCD coupling ↵s runs with energy scale (↵s = ↵s(Q)), being large at low energy
(large distances) and small at high energy (small distances). At short distances QCD is
5p2 p1
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Figure 2.2: The emission of a gluon from the quark in a quark-antiquark event. z is the
energy fraction carried away from the emitter p1 by the gluon emission k. ✓p1k is the angle
between the gluon emission and the final-state emitter.
an asymptotically free theory, with quarks and gluons behaving as free particles. At long
distances, quarks and gluons experience confinement. This accounts for the fact that free
quarks have not been observed experimentally. We take advantage of asymptotic freedom
and perform a series expansion around the QCD coupling; when the coupling is small the
first few terms in the expansion should give a good approximation to the full result. Each
QCD emission carries one power of ↵s, as we have seen in Fig. 2.1, therefore we expect
the cross-section with the fewest emissions to have the largest value, or equivalently, be
the most likely to occur (in fact we will see in Sec. 2.2.4 that this is not always the case).
A theory in which such an approximation is made is called a perturbative theory. The
strong coupling is safely within the perturbative regime at 100 GeV (↵s ⇠ 0.1), and can
be considered a ‘strong’ coupling around and below 1 GeV [7]. A series expansion method
ensures that we can rely on the perturbation calculations to calculate QCD observables
within the energy regimes probed by current and recent particle collider experiments (The
Large Electron-Positron Collider (LEP) at CERN observed high-energy collisions around
200 GeV and the Large Hadron Collider (LHC) at CERN has probed interaction energies
of 7-14 TeV).
Now we consider the interactions that can occur in perturbative QCD (pQCD). As we
have seen in Sec. 2.1.1 a gluon can split into a quark-antiquark pair or a pair of gluons.
For instructive purposes we now consider the second-to-simplest cross-section in pQCD:
e+e  ! qq¯g, the production of a qq¯ pair from a virtual photon (or Z boson) with an
additional gluon radiated from one of the quarks. We will not start from first principles
but instead from the squared amplitude for emission of a gluon k from, say, the q of a qq¯
pair (see Fig. 2.2) and the corresponding phase space integration. Additionally we will
assume that the energy of the gluon is small (the gluon is ‘soft’): Ek ⌧ Ep1 , Ep2 , i.e. that
z is small.
 qq¯g =
Z
[d qq¯g]M2qq¯g =
Z
[d qq¯]M2qq¯
d3~k
2Ek(2⇡)3
⇥(Ek)CF g
2
s
2p1p2
(p1k)(p2k)
, (2.5)
where one can see that both the squared amplitude M2qq¯g and the phase space [d qq¯g]
of the high-energy (‘hard’) e+e  ! qq¯ cross-section factorise into a gluon piece and a qq¯
6p2 p1
g
Figure 2.3: A virtual gluon loop arising in a quark-antiquark event.
piece. Considering only the gluon piece,
 Rg =
Z
d3~k
2Ek(2⇡)3
⇥(Ek)CF g
2 2p1p2
(p1k)(p2k)
=
Z
2↵sCF
⇡
dEk
Ek
d✓p1k
sin ✓p1k
d 
2⇡
, (2.6)
where   is the angle in the out-of-page direction. The gluon can be emitted anywhere in a
4⇡ solid angle, with no lower energy bound. This, however, will clearly lead to issues in our
calculation: the phase space integration is singular for Ek ! 0 and ✓p1k ! 0,⇡. These are
the soft (or infrared) and collinear divergences. Infrared and collinear (IRC) singularities
appear because of the unphysical nature of the cross-section we have just considered. In
nature there is no event consisting of a single quark-antiquark pair, rather the event will
always be accompanied by additional gluon emissions. IRC divergences appear for each
gluon radiated, i.e. at every order in perturbation theory, since the latter argument is
true for any number of emissions; one cannot choose the number of final-state particles
appearing in an event.
The gluon emission shown in Fig. 2.2 is a real gluon, but of course in perturbative QCD
we must include all diagrams kinematically allowed at a given order. So we must also
include a virtual gluon loop (as shown in Fig. 2.3) when computing amplitudes for the
cross-section of e+e  ! qq¯g to first order in ↵s. The squared amplitudes of real and
virtual contributions to the qq¯ event combine to give a finite result. This real-virtual
cancellation occurs for any event and at every order in perturbation theory, and should
not be too suprising since when the gluon becomes infinitely soft or collinear the final
state is indistinguishable from that of a quark-antiquark pair with a virtual gluon and so
the two must cancel. These singularities are not physical, rather they are manifestations
of the approximations that we perform in our theory.
2.2 Collider Phenomenology
in which I talk about particle physics collider experiments and how we can try to predict
what they will tell us.
2.2.1 High-Energy Colliders
The calculations presented in Sec. 2.1 are purely theoretical. In order to accurately describe
the physics of high-energy quarks and gluons we must engage with the quarks and gluons
of the real world, via particle-colliding experiments. Multi-purpose detectors such as those
7at the LHC and previously LEP at CERN cover nearly1 a whole solid angle around the
beam-line. However the majority of final state particles lie in the forward region and so we
want to have maximum sensitivity here. We use a parameter proportional to the logarithm
of the angle away from the beam, pseudorapidity ⌘ =   ln(tan   ✓2) . For hadron colliders
the natural axis from which to measure angles is the beam axis, i.e. two back-to-back
hadronic events at high-energy. For lepton colliders such as LEP we use an axis which
roughly aligns with the outgoing hadrons. The azimuth   is measured with respect to an
axis perpendicular to the longitudinal plane.
When studying collider phenomenology it is crucial to keep in mind that detectors are
physical objects with finite pixel-size, blind regions and variable sensitivity across di↵erent
regions of phase-space. As such, a detector does not ‘see’ a particle, it registers an energy
deposit in a collection of pixels that passes a series of kinematic triggers. The partons of
experiment and theory are separated by a fine grid, and phenomenology must take both
sides into account.
2.2.2 Factorisation
We wish to test quantum field theory predictions at colliders. The obvious starting point
would seem to be to look at the particle objects produced by collider interactions. In QCD
this immediately poses a problem: the fundamental degrees of freedom of QCD (quarks
and gluons) are not final-state objects. The partons involved in energetic energy trans-
fers of order the center-of-mass energy evolve down to lower energy scales by emission of
increasingly low-energy radiation and finally by hadronisation. The final-state particles
are hadrons and hadron decay products, often grouped into objects called jets. There is
an in-depth discussion on the construction and properties of experimental and theoretical
jets later in this thesis, in Sec. 5.1. Schematically the evolution of a QCD state from the
high-energy (or ‘hard’) interaction down to the final-state jets is well represented by the
ubiquitous diagram shown in Fig. 2.4 [8]. The various processes taking place in Fig. 2.4
occur over very di↵erent time scales and hence the mechanisms occuring in the di↵erent
regimes cannot communicate with one another. We treat these various processes using
di↵erent techniques. In this thesis we only concern ourselves with the calculation of one
of the evolution stages: all calculations in this thesis are mathematical expressions of the
type of the red pieces of Fig. 2.4.
Recall from Sec. 2.1.2 that at high energies ↵s is small and we can perform a series
expansion around the coupling, keeping only the first few terms. Calculating the terms in
the truncated series expansion is a so-called fixed-order calculation. Each real emission or
virtual correction contributes one power of the coupling to this calculation. Taking into
account events with the fewest powers of ↵s is called a leading-order approximation (LO),
taking also the events with the next fewest powers is a next-to-leading-order approxima-
tion (NLO), and so on. This method of expansion is only mathematically valid when ↵s
1This adjective becomes important when considering certain types of variables which incur ‘non-global’
e↵ects: see the discussions on globalness in Sec. 3.1.1
8Figure 2.4: The evolution of a hard scattering. The energy scale decreases as one moves
radially out from the centre of the diagram. The initial interaction, shown by the central
red circle, produces high-energy, possibly heavy, particles, shown by the smaller red cir-
cles. These products will decay, or at least emit radiation, via the interactions available
to its charges, depicted as the red propagators. Subsequent radiation will be emitted until
the hadronisation scale is reached. Colourless hadrons, shown as light green blobs, will be
produced and subsequently decay to lighter particles, shown as dark green blobs. Mean-
while any remnants from the beam that did not take part in the hard scattering can spur a
secondary interaction called the underlying event, shown by the purple interactions. The
underlying event will similarly emit radiation down to the hadronisation scale, produce
hadrons and their decay modes which form the final-state particles. (This is a pictorial
representation of a tt¯h event but the mechanisms occurring at di↵erent scales are present
in all high-energy collisions.)
9is small; in the perturbative regime.
The perturbative regime safely includes the initial hard scattering and emission of decreasing-
energy partons that we wish to calculate. The hadronisation stage lies in the non-
pertubative regime and is not theoretically well-understood. There exist several models
which mimic the grouping of coloured partons into colourless hadrons [9–12]. The e↵ects
of hadronisation on perturbative distributions can be minimised by considering the inclu-
sive energy flow of an event rather than stipulating the specific particle content.
One can calculate inclusive cross-sections of QCD processes, but to glean more nuanced
information about the particle interactions we construct collider observables. There exist
hundreds of these observables, defined to probe the energy spread, the number of particles
or the angular properties in an event, to highlight a few. The perturbative integrated
cross-section for a QCD observable v can be written,
⌃(v) =
1
 
Z vmax
vmin
dv
d (v)
dv
= ⌃0(v) + ⌃1(v)↵s + ⌃2(v)↵
2
s + · · · , (2.7)
where v is the observable we consider and   is the lowest order (Born) cross-section of
the process in question. ⌃(v) is the full, exact result (which is practically unattainable).
⌃i(v) is the result taking into account only interactions allowed at ith order in ↵s. The
series is convergent to the first few orders. The current standard for calculations of collider
observables is NLO or NNLO, i.e. taking the first two or three terms, depending on the
observable and the process in question.
2.2.3 IRC Safety
Recall from Sec. 2.1.2 that interactions involving quarks and gluons exhibit soft and
collinear singularities. For suitably inclusive measurements, such as the total cross-section,
IR divergences cancel between real and virtual contributions. For observables which specify
exclusive kinematic scenarios, e.g. a particular particle content, not all possible kinematics
are included in the calculation and the IR divergences do not exactly cancel.
In order to avoid these issues from the outset we construct our observables to be infrared
and collinear safe, meaning that they are insensitive to the emission of any parton that i)
has vanishingly small energy (IR), or ii) is collinear to its parent. Eq. (2.8) is a necessary
condition for IRC safety.
V ({q}, k1, · · · , kn) = V ({q}, k1, · · · , kj+1, · · · , kn) ,
when Ej+1 ! 0 or ~kj+1 k ~qemit ,
(2.8)
where V is the observable in question, {q} are hard partons and qemit is the parent of the
extra gluon kj+1. While Eq. (2.8) shows a single observable becoming soft or collinear to
its parent, the above property holds for any number of emissions for IRC safe observables.
Hence cross-sections can be safely calculated at every order in a perturbation expansion
in ↵s.
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In using pQCD to calculate cross-sections we are e↵ectively neglecting the unknown
hadronisation piece of the calculation and approximating the cross-section to just the high-
energy part. This is known as local parton-hadron duality (LPHD). For the fully inclusive
observables for which LPHD has been studied in detail [13], hadronisation corrections
amount to power-suppressed terms,
V
✓
m2i
Q2
,↵s(Q
2)
◆
= V
 
0,↵s(Q
2)
 ✓
1 +O
✓
m2i
Q2
◆p◆
, p   0 , (2.9)
where V is the observable, a function of some participating masses mi and the hard-
scale of the problem Q (typically equal to the total energy in the event). One can see
that as the event energy increases the total cross-section tends to that described only by
partons. Alternatively at small event energies there exists a shift ⇠
⇣
m2i
Q2
⌘p
between the
hadronic and partonic cross-sections. The same power-suppressed behaviour is believed2
to hold for the many standard observables that are used to probe QCD at current and past
colliders, such as event shapes (introduced later in this chapter) and jet rates (described
in Chapter 5).
2.2.4 The Need for Resummation
We now have a formalism in place with which to calculate particle interactions at particle
colliders: perturbative QCD using IRC safe observables. However there remains one more
glitch in this approach. When the value of the observable is small (v ⇡ 0) an implicit
constraint is placed on the observable’s radiation, meaning that it can only be soft and
collinear as to not a↵ect the value of the observable too far away from its Born value.
We will show the exact parametrisation of this e↵ect in Secs. 2.2.5 and 3.1. Note that
a redefinition of the observable might be required to keep in line with this description,
an example being the thrust observable of Eq. (2.11): the resummation is carried out for
1 T . The constrained nature of the observable value results in remnant logarithms which
come from the cancellation of the real and virtual divergences discussed in Sec. 2.1.2, which
appear at every order in ↵s. Each power of ↵s can be accompanied by up to two kinematic
logarithms: originating from either the soft or the collinear divergence.
Although infrared and collinear safety ensures that observable cross-sections are finite to
every order in perturbation theory, there is an additional IR physics e↵ect in play here:
the logarithms are large (↵sL ' 1) and ruin the hierarchy of the powers of ↵s. The
smallness of the strong coupling alone no longer ensures the validity of the cross-section’s
convergence in this region and the fixed order approach of Eq. (2.7) is no longer reliable.
The e↵ect of the large logarithms can be seen in Fig. 2.5 [14]. The troublesome logarithmic
terms dominate in the region in which the majority of events occur.
We undertake a schematic shu✏ing of terms in the series in the region of small v, giving
dominant logarithmic terms priority rather than those with fewest powers of ↵s. The
determination of terms of the now-shu↵ed series is called a resummation. The now-cured
2Not least because of the high precision to which data matches perturbative QCD calculations.
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Figure 2.5: Calculation of the thrust observable’s (Eq. 2.11) di↵erential distribution using
a standard fixed order expansion in ↵s. The distribution starts to sharply diverge at small
values of ⌧ = 1   T . The theoretical determination of the thrust di↵erential distribution
clearly coincides with the data points shown in red (from ALEPH at LEP, at centre-of-
mass energy 91.2 GeV), for large values of ⌧ . For very small values of ⌧ , however, the
data points tend back to small values. Notice also the success of the successive orders in
perturbation theory for large-⌧ : the leading-order approximation shows a good qualitative
agreement with the data, with NLO and NNLO contributions incrementally improving the
result, as expected. However adding higher order terms does not fix the poor prediction
at low-⌧ . Resummation is required to accurately describe this region.
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perturbative resummed series takes the form [15]
⌃(v) ' (1 + C(↵s)) exp{Lg1(↵sL) + g2(↵sL) + ↵sg3(↵sL) + . . .}, L ⌘ ln
✓
1
v
◆
, (2.10)
where the exponent takes into account terms to all orders in ↵s, to a given logarithmic
order. g1(↵sL) resums all of the leading logarithmic terms (LL); g2(↵sL) the next-to-
leading terms (NLL), and so on. This exponentiated form is exhibited by the majority
of observables of interest to phenomenology, and expresses the fact that we take into ac-
count emissions and virtual corrections to all orders in ↵s. In Eq. (2.10) equality holds up
to power-suppressed corrections due to the parton-hadron shift described in the previous
section, and a finite remainder from fixed-order calculations.
It is the aim of this thesis to carry out the calculation of IRC safe observables in high-
energy particle interactions, in the small-observable limit using resummation techniques.
2.2.5 Event Shapes
In this section we will define the particular IRC safe observables that are used in our
resummed calculations. All but one fall into the class of event shape observables. (The re-
summation of the two-jet rate can be handled as an extension to event shape resummation
and will be discussed later in Chapter 5.) Event shapes are measures of the hadronic en-
ergy flow in an event. Event shapes were first defined for e+e  annihilation events [16–18]
and have provided robust experimental tests of the theory of QCD. These collider observ-
ables are excellent tools allowing for extraction of the strong coupling ↵s and the tuning of
Monte Carlo event generators. Additionally, the range of values available to event shapes
are directly related to the geometry of the energy flow in the event, giving a useful literal
picture of what is occuring. In this work we have carried out the resummation of seven
event shapes: thrust, heavy-jet mass, C-parameter, total and wide jet broadenings, thrust
major and oblateness. In the following we give the definitions of these event shapes, for
massless particles.
Thrust and Thrust-type Event Shapes
The canonical event shape, and a useful observable exemplifying the geometries of these
observables, is the thrust [16]
T ⌘ max
~n
P
i |~pi · ~n|
Q
, ⌧ ⌘ 1  T , (2.11)
where {pi} are the momenta of each final-state particle in the event. Q is the hard scale,
e.g. the sum of all momenta in the event, and the vector ~n that maximizes the sum
defines the direction of the thrust axis, ~nT . The thrust axis divides each event into two
hemispheres, H(1) and H(2) as shown in Fig. 2.6a. For an event with two back-to-back
jets the thrust axis lies along either one of the quark directions (they must of course be
equally energetic), and ⌧ = 0. The thrust is maximised for a spherically symmetric event
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H(1)
H(2)
~n
(a) Back-to-back (b) Spherical
Figure 2.6: Values for thrust in di↵erent event ‘shapes’. a) shows the pencil-like geometry
of an event with ⌧ = 0. The thrust axis ~nT divides the system into two hemispheres,
in which transverse momentum is separately conserved. Lines shown in green are not
physical but display the position of the thrust axis and the two hemispheres. b) shows the
spherical geometry of an event with ⌧ = 12 . ~nT and the hemispheres are not shown, they
will simply be determined by the most energetic particle.
such as the one presented in Fig. 2.6b, where ~nT will lie along the direction of the most
energetic particle, and ⌧ = 12 . A value of zero signifies Born kinematics and the maximum
value the kinematics furthest deviating from Born.
The heavy-jet mass is a relative of the thrust
⇢H ⌘ max
i=1,2
M2i
Q2
, M2i ⌘
0@ X
j2H(i)
pj
1A2 , (2.12)
as is the C-parameter
C ⌘ 3
0@1  1
2
X
i,j
(pi · pj)2
(pi ·Q)(pj ·Q)
1A . (2.13)
Thrust, heavy-jet mass and C-parameter are so-called additive observables, meaning that,
for soft emissions {ki},
V ({p˜}, k1, . . . , kn) =
nX
i=1
V ({p˜}, ki) +O(V 2) , (2.14)
where V represents any of the three observables, and {p˜} denotes the hard partons in the
event, recoiled by emission of the soft emissions. This property allows simplifications to
be made when carrying out calculations for such observables. We will use this property in
Section 4.6 to give explicit results for the resummation of thrust, heavy-jet mass and the
C-parameter.
Broadening and Broadening-type Event Shapes
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Using the hemispheres defined in the previous section we define total jet broadening [19]
BT ⌘ BL +BR, (2.15)
where
BL ⌘
X
i2H(1)
|~pi ⇥ ~nT |
2Q
, BR ⌘
X
i2H(2)
|~pi ⇥ ~nT |
2Q
, (2.16)
as well as wide jet broadening,
BW ⌘ max{BL, BR}. (2.17)
Thrust-major is defined
TM ⌘ max
~n· ~nT=0
P
i |~pi · ~n|
Q
, (2.18)
where the vector ~n for which the sum is maximised defines the thrust-major axis.
Lastly we define oblateness,
O ⌘ TM   Tm, (2.19)
where
Tm ⌘
P
i |pi,x|
Q
, (2.20)
and where x is the direction perpendicular to both the thrust and the thrust-major axes.
It is simple to confirm that all of the event shapes defined here are indeed IRC safe.
Fig. 2.7 [20] shows the di↵erential distribution of two event shape observables. Notice
the qualiative di↵erence in behaviour between the thrust plot of Fig. 2.5, using only fixed-
order results, and the resummation+fixed-order results shown in Fig. 2.7. Resummation
of large soft and collinear logarithms cures the divergence of the fixed-order result at low
values of the observable. The qualiative agreement between theoretical calculations and
data is very good across all possible event shape values. There are, however, significant
errors arising from the small orders at which the resummed and fixed-order calculations
have been respectively truncated.
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(a) C-parameter (b) Oblateness
Figure 2.7: Data from the ALEPH detector at LEP (centre-of-mass energy 91.2 GeV)
compared to fixed order+resummed theoretical results given by three di↵erent Monte Carlo
models: JETSET 7.4, HERWIG 5.8 and ARIADNE 4.08. The theoretical-experimental
agreement is qualitatively good across the full range of C-parameter and oblateness values.
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Chapter 3
State-of-the-art Resummation
in which I describe the CAESAR methodology.
Since the first leading logarithmic resummation was carried out for the thrust event
shape [16] there has been a wealth of work in the area. There exist many resummed
results at NLL accuracy for specific observables in e+e , Drell-Yan and hadron-hadron
collisions [15, 21–28]. The majority of these studies are observable-dependent as they de-
pend on a factorisation formula that is specific to each observable. In [29] an approach
appeared which made it possible to resum event shapes and jet rates with a single proce-
dure. This approach completed the space of NLL soft-gluon resummations.
Consequently there has been a move towards making NNLL the state-of-the-art. Vari-
ous results for single event shapes can be found in [14, 30–36]. It is often the case that
theory uncertainties are larger than experimental errors, thanks to the advancement of
experimental precision studies. Continued parallel advancements in theory are necessary
in order to fully take advantage of the data coming from colliders.
Our goal is to build a single framework to carry out the resummation of a wide class of
observables to NNLL accuracy. We will implement the method in a computer code so that
one may attain an automated result, given the basic characteristics of an observable in
question. We start from the CAESAR formalism for generic-observable NLL resummation [3]
and systematically extend it to include all the necessary components to achieve NNLL
precision. In the following section we will give a thorough introduction to the CAESAR
philosophy. This will include an explanation of the event kinematics, the applicability
conditions placed on the generic observable, the separation of various types of emissions
and finally the derivation of the master resummation formula.
3.1 CAESAR Formalism
The Computer Automated Expert Semi-Analytical Resummer (CAESAR) [3] is a complete
methodology for the resummation of collider observables at next-to-leading logarithmic
accuracy, and the accompanying computer code to semi-numerically carry out such a
calculation. The method has produced a vast number of results in e+e , DIS and hadron-
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hadron collisions. These include both new results and previously-known findings which
mutually validate alternative approaches. In particular CAESAR produced the first de-
termination of the Durham two-jet rate [37], a useful observable for the determination
of ↵s [38]. (See Sec. 5.1 for a definition of jets and jet rates.) The capabilities of the
method are only limited by the availability of observables of interest that are continuously
global and rIRC safe (these applicability conditions will be discussed in the subsequent
paragraphs).
The material in this chapter is based on our recent interpretation of this formalism [1].
Consider an (n+1)-jet observable V that is a positive definite function of all final-state
momenta in an event,
V (q˜1, . . . , q˜k, k1, . . . , km) > 0 , (3.1)
where the final states are a set of Born momenta {q˜i}, and additional emissions {ki}. The
tildes denote that the Born momenta recoil from the extra emissions. V is a measure of
a given event’s deviation from the Born kinematics. As such, the observable should have
the behaviour that it goes smoothly to zero for the Born event,
V (q1, . . . , qk) = 0 , (3.2)
as well as being IRC, recursively IRC safe and continuously global. Before continuing to
derive the master resummation formula for the generic observable V we will detail these
three characteristics that ensure the applicability of the method.
3.1.1 Formalities of Globalness, IRC Safety and rIRC Safety
An observable is global if it is sensitive to all emissions in an event. Continuous globalness
stipulates that the scaling of the observable with respect to an emission’s energy is the
same everywhere. Observables not satifying these behaviours introduce additional sources
of large logarithms that will not be addressed in our formalism.
As discussed in Section 2.2.3, IRC safety is necessary to ensure full cancellation of IR and
collinear singularities at every order in perturbation theory.
Recursive infrared and collinear safety (rIRC) is an additional requirement on the observ-
able that ensures it is insensitive to additional soft and collinear emissions on a disparate
range of scales. Recursive infrared and collinear safety first appeared in [29]. Original
IRC safety deals with the behaviour of observables when there are emissions occuring over
two disparate scales: the hard partons and additional soft-collinear emissions. rIRC safety
introduces another scale and requires that the observable be additionally insensitive to
emissions in this region of phase space. Given an ensemble of soft-collinear emissions, the
observable should not be changed by additional emissions living at much softer or more
collinear regions of phase space. Formally,
V (q˜1, . . . , q˜k, ki) = ⇣i , (3.3)
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where ⇣i ! 0 in the soft-collinear limit. Eq. (3.3) implies ki = ki(⇣i). rIRC stipulates that
the limit
lim
✏!0
1
✏
V (q˜1, . . . , q˜k, k1(✏⇣1), . . . , km(✏⇣m))) (3.4)
should be well-defined and non-zero, and that
lim
⇣m+1!0
lim
✏!0
1
✏
V (q˜1, . . . , q˜k, k1(✏⇣1), . . . , km(✏⇣m), km+1(✏⇣m+1))
= lim
✏!0
1
✏
V (q˜1, . . . , q˜k, k1(✏⇣1), . . . , km(✏⇣m)) .
(3.5)
Similar requirements can be expressed for collinear singularities (arising from the angle
between a hard parton and an emission, and also from the angle between a soft-collinear
emission pair).
The above requirements ensure that the observable will have the same parametric be-
haviour regardless of the number of soft and collinear emissions in the event, as well as
being insensitive to emissions below a certain scale. In fact, recursive IRC safety allows
us to place constraints on each emission individually:
V (q˜1, . . . , q˜k, k1, . . . , km) < v =) ✏v . V (q˜1, . . . , q˜k, ki) . v , (3.6)
where ✏ satifies
v ⌧ ✏⌧ 1 . (3.7)
The reliance of the observable on individual emission behaviour as in Eq. (3.6) implies
that the leading logarithms will exponentiate, and that the region in which additional real
radiation exists is next-to-leading logarithmic.
3.1.2 Event Set-up
Given the applicability conditions on the generic observable, we will now consider the
phase space available to the final-state momenta and show how the master formula for the
resummed cross-section of V arises. Very generally, the resummed cumulative distribution
of our observable V (q˜1, . . . , q˜k, k1, . . . , km), normalised to the Born cross-section  , can be
written
⌃(v) =
1
 
Z v
0
dv0
d (v0)
dv0
, (3.8)
where the upper limit on the value of the observable ensures that we are in the resummed
regime of small-v. We recall the form of ⌃(v) for resummed observables (Eq. (2.10)),
⌃(v) = (1 + C(↵s)) exp{Lg1(↵sL) + g2(↵sL) + ↵sg3(↵sL) + . . .} , (3.9)
where L = ln 1/v. In Eq. (3.9) C(↵s) contains all the constant terms,
1 + C(↵s) = 1 + C1↵s + C2↵
2
s + C3↵
3
s + . . . , (3.10)
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in other words, a fixed-order series in ↵s. The first term in the exponent of Eq. (3.9),
Lg1(↵sL), resums the dominant leading logarithms of form ↵nsL
n+1, g2(↵sL) resums next-
to-leading logs ↵nsL
n, and so on1. The conditions of recursive IRC safety ensure exponen-
tiation of the leading logarithmic terms.
We will now concentrate solely on the resummation of observables in the process of
an e+e  pair annihilating to two jets. Electron-positron annihilation is the simplest and
cleanest environment in which to work. The absence of incoming hadrons eliminates initial
state radiation (ISR) which could otherwise interact with the final state. We are also free
from the e↵ects of the underlying event (UE) - fragments of hadrons that did not collide.
In terms of Fig. 2.4 we eliminate the lower part of the diagram coming from interactions
shown in blue and purple, and their subsequent decay and hadronisation. Avoiding these
hadron-hadron issues results in a system where we must only consider interactions that
occur after the collision of an electron and a positron. Our Born event is the back-to-back
dijet system shown in Fig 2.6a.
On top of the Born event we allow any number of extra emissions. To ensure that we stay
within the relevant region for resummation - that of small-v - these emissions must have a
small e↵ect on the value of the observable. We restrict the additional emissions to be soft,
collinear and widely separated in angle from each other. This limits the precision of the
resummation to NLL. While we want to carry out a NNLL resummation it is instructive
to first formulate the calculation at NLL. We will then use the NLL master formula as a
basis for that of NNLL.
It is useful to write each emission in its Sudakov parametrisation:
k = z(1)p1 + z
(2)p2 + kt , (3.11)
where p1 and p2 are light-like vectors which have
p1 =
Q
2
(1,~nT ) =
Q
2
(1, 0, 0, 1) , p2 =
Q
2
(1, ~nT ) = Q
2
(1, 0, 0, 1) , (3.12)
and represent the hard quarks, before any additional emissions occur. The second equali-
ties in Eq. (3.12) hold for p1 and p2 being identically the Born partons for the definition
Q2 = 2p1 · p2. The thrust axis is denoted by ~nT , and z(`) is the energy fraction that k
takes from p`. The gluon’s transverse momentum kt is a space-like vector orthogonal to
p1, p2, with
kt = (0, ~kt) , k
2
t =  k2t . (3.13)
As such kt consists of a contribution in the ~p1-~p2 plane and a contribution orthogonal to
1To achieve the maximal logarithmic dominance of two powers of L per ↵s, as discussed in Sec. 2.2.4,
one simply expands the exponential.
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that plane:
kt = kt(nˆin cos + nˆout sin ) , (3.14)
where nˆin, nˆout are spacelike unit vectors parametrising the other directions,
nˆin = (0, 1, 0, 0) , nˆout = (0, 0, 1, 0) . (3.15)
The condition that k is massless implies
k2t
Q2
= z(1)z(2) , (3.16)
and the rapidity is given by
⌘i =
1
2
ln
 
z(1)i
z(2)i
!
, (3.17)
where rapidity is positive (negative) for an emission with p1 (p2) as its parent.
For an event consisting of the Born event e+e  ! qq¯ plus a single extra soft and
collinear emission k we consider observables that can be parametrised thus
V ({p˜}, k) = d`
 
k(`)t
Q
!a
e b`⌘
(`)
g`( 
(`)) . (3.18)
{p˜} = p˜1, p˜2 represent the quark-antiquark pair, with the tilde signifying that their mo-
menta are recoiled against the extra emission k.2 The index ` runs over the number of
hard partons, or ‘legs’; here ` = 1, 2. The parameters a, b`, d`, g` are constants which
encode specific observable definitions within the generic expression. a does not have a
leg index since, by the property of continuous globalness (Sec. 3.1.1), the observable must
have the same scaling to an emission’s energy everywhere. Therefore a1 = a2 ⌘ a. The
variables k(`)t , ⌘
(`), (`) are respectively the emission’s transverse momentum, rapidity and
azimuthal angle measured with respect to its emitter p˜`. It is easy to see that as the
emission k becomes either soft or collinear to its emitter the value of the observable goes
to its Born value of zero, i.e. the generic observable of Eq. (3.18) is IRC safe.
All of the observables defined in Section 2.2.5 are expressed by the parametrisation
in Eq. (3.18) in the soft-collinear limit. The thrust-type event shapes can be recovered
by setting a = b` = 1 and the broadening-type by setting a = 1, b` = 0. Outwith events
which exist in the soft-collinear limit this parametrisation will in general no longer hold.
The implications of this situation will be discussed in Chapter 4.
At NLL and small-v the relevant events consist of a hard diquark pair and an en-
semble of soft-collinear emissions each defined in terms of its Sudakov parametrisation
(Eq. (3.11)). Of course we must also consider emissions that are unresolved, as well as
2In practice the recoil e↵ect will be tiny due to the huge separation in scale between the hard partons
and the soft-collinear emission. See Sections 4.3.1 and 5.5.2 for discussions on recoil e↵ects.
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virtual corrections. The di↵erence between resolved and unresolved emissions is arbitrary,
depending on the value of our cuto↵ or, experimentally, the detector resolution. By defini-
tion unresolved emissions will not contribute to the value of the observable, but we cannot
ignore them when calculating its cross-section. The line separating resolved and unre-
solved radiation is not a physical one, and so any cuto↵ cannot appear in our final result.
We choose the cuto↵ ✏v, as introduced in Sec. 3.1.1. To ensure unitary we must allow
radiation to occur across the whole of soft-collinear phase space. We collect unresolved
real emissions together with virtual corrections since neither contribution has an e↵ect on
the value of the observable. In fact, the vanishingly low-enery and collinear emissions that
have no contribution to the observable are exactly the source of IRC divergences. Since we
know that real and virtual IRC singularities cancel at every order in perturbation theory,
the combination of real unresolved emissions and virtual corrections is finite, despite being
separately divergent. Generically we can write
⌃(v) = [virt.+ unres.]⇥
1X
n=0
1
n!
Z
✏v
nY
i=1
[dki]M2(ki)⇥(v   V ({p˜}, {ki})) , (3.19)
simply a phase-space integral over a product of matrix elements for the soft-collinear
ensemble {ki}, constrained by the value of the observable, multiplied by radiation not
contributing to the value of the observable. 1/n! is a combinatorial factor encoding the
various permutations of the emissions of identical particles. The one-gluon emission prob-
ability is:
[dk]M2(k) = dz(1)dz(2)d 
2⇡
dk2t
k2t
 
✓
z(1)z(2)   k
2
t
Q2
◆
⇥
⇥ ↵
CMW
s (kt)CF
4⇡
z(1)pgq(z(1))
CF
z(2)pgq(z(2))
CF
,
(3.20)
with
pgq(z) = CF
1 + (1  z)2
z
(3.21)
the splitting-function for a gluon from a quark [39]. This encodes the likelihood that
a gluon with energy fraction z will be emitted from a quark. CF is the colour factor
associated with quark-gluon vertices. ↵CMWs is the strong coupling plus subsequent soft
branching of gluons [40], related to the more widely used ↵MSs by
↵CMWs (kt) = ↵
MS
s (kt)
 
1 +
↵MSs (kt)
2⇡
K
!
+O
✓⇣
↵MSs (kt)
⌘3◆
, K =
✓
67
18
  ⇡
2
6
◆
CA 5
9
nf .
(3.22)
K contains the remnants of the cancellation between virtual corrections and unresolved
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emssions. Taking the soft-collinear limit of Eq. (3.20),
[dk]M2sc(k) = lim
z(1)!0,
z(2)!0
[dk]M2(k)
=
X
`=1,2
2C`
↵CMWs (kt)
⇡
dkt
kt
d⌘(`)⇥
✓
ln
✓
Q
kt
◆
  ⌘(`)
◆
⇥(⌘(`))
d 
2⇡
.
(3.23)
3.1.3 The Sudakov Form Factor
The virtual corrections and unresolved real emssions can be captured in a so-called Su-
dakov factor which represents the no-emission probability. It is perhaps easier to think
of a no-emission probability in terms of the textbook example of radioactive decay. The
probability that no decay will occur must go to zero as time goes to infinity, whilst the
probability that no decay will occur must be one at time zero. At all times the no-decay
and decay probabilities must sum to one. The well-known expression for the change in
population N over a given time interval is
dN =   Ndt , (3.24)
where   is the decay constant. The survival probability at time t is
e  t . (3.25)
The analogy to time in our case is energy scale (specifically t = ln 1/v), and the change in
population corresponds to the gluon emission probability
 Ndt =
Z
[dk]M2(k)⇥ (✏v   V ({p˜}, k)) . (3.26)
The no-emission expression now becomes a no-resolved-emission probability, but the form
is the same. The probability of not emitting a gluon between two scales is equal to the
initial no-emission probability multiplied by the negative change in emission probability.
The probability of emitting no gluons above ✏v is
[virt.+ unres.] = e 
R
[dk]M2(k)⇥(V ({p˜},k) ✏v) , (3.27)
the exponential of the single-gluon emission probability of Eq. (3.20). As discussed above
the exact placement of this cut is arbitrary, the only requirements on ✏ being determined
by rIRC safety, and having been already given in Eq. (3.7).
3.1.4 NLL Approximations
Having visited the various pieces of Eq. (3.19) we can return to the full expression, replacing
the placeholder for virtual and unresolved real radiation in Eq. (3.19) with the Sudakov
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form factor,
⌃(v) = e 
R
[dk]M2(k)⇥(V ({p˜},k) ✏v)
1X
n=0
1
n!
Z nY
i=1
[dki]M2(ki)⇥ (v   V ({p˜}, k1, . . . , kn))⇥
⇥⇥ (V ({p˜}, ki)  ✏v) .
(3.28)
We note that the expressions for ⌃(v) given up to this point are in fact more general
than is needed for NLL accuracy. We wish to neglect subleading terms (terms of form
↵nsL
n i where i > 0), to attain a result that contains only LL and NLL terms. In the
following paragraphs we will manipulate the expression in Eq. (3.28) to obtain one that is
precisely NLL-accurate and can be easily implemented in computer code, or in some cases,
by an analytical calculation. In order to do this we explicitly separate each piece of the
expression in Eq. (3.28) into a soft-collinear, NLL-accurate part and a subleading part.
In Chapter 4 we will ‘undo’ some of these approximations to obtain a NNLL-accurate
expression.
The generic observable expression in Eq. (3.18) holds exactly to NLL accuracy, i.e. in
the presence of soft-collinear emissions only. In subsequent chapters we will discuss how
the expression must be modified to deal with emissions that are soft but wide-angle, or
collinear but hard. To make this explicit, and to allow for ease of modification later, we
write
⇥ (v   V ({p˜}, ki)) =⇥ (v   Vsc({p˜}, ki))+
+ [⇥ (v   V ({p˜}, ki)) ⇥ (v   Vsc({p˜}, ki))] ,
(3.29)
where now Vsc({p˜}, ki) refers to the parametrisation of Eq. (3.18) and to the observable V
when all ki are soft and collinear. At NLL we can separate the observable’s dependence
on the parameters (a, b`) and (d`, g`).
⇥ (Vsc({p˜}, k)  v) ' ⇥
✓
ln
✓
kt
Q
◆a
e b`⌘
(`)   ln v
◆
+ 
✓
ln
✓
kt
Q
◆a
e b`⌘
(`)   ln v
◆
ln d` g`( ) .
(3.30)
Similarly we separate the matrix element into its soft-collinear approximation and the
remaining pieces
[dk]M2(k) = [dk]M2sc(k) +
X
`=1,2
dk2t
k2t
dz(`)
z(`)
⇣
z(`)p`(z
(`))  2C`
⌘ ↵s(k2t )
2⇡
. (3.31)
Now we introduce the ‘radiator’ which lives in the exponent,
R(✏v) ⌘
Z
[dk]M2(k)⇥ (V ({p˜}, k)  ✏v) = R(v) +
Z v
✏v
[dk]M2(k) , (3.32)
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where the limits on the integration are taken to be limits on the observable value V ({p˜}, k).
One might be worried that separating the origins of IR divergences will introduce prob-
lems. However we do not explicitly carry out the cancellation in our calculation, but
take the radiator, with only finite pieces left, from the literature. The reason we split
the contributions is to cancel the dependence on the cuto↵ ✏ between the resolved and
unresolved real emissions. Notice that R(v) is a function of one emission only: all possible
virtual e↵ects are summed via the exponentiation. Substituting the observable definition
and matrix element for their NLL-accurate expressions as given in Eqs. (3.30) and (3.31)
into R(v) gives the next-to-leading logarithmic radiator:
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Z
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`=1,2
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✓
kt
Q
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✓
kt
Q
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!
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(3.33)
where
C`B` =
Z 1
0
dz
z
(zpgq(z)  2C`) =  32CF , ln d¯` =
Z 2⇡
0
d 
2⇡
ln d`g`( ) , (3.34)
and we have used e ⌘(`) = ktQ
1
z(`)
to write
⇥
 
d` g`( )
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kt
Q
◆a+b`
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!
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ln
✓
kt
Q
◆a+b`
  ln v
!
. (3.35)
The radiator taking into account all virtual corrections to the resummation of an
observable at next-to-leading logarithmic accuracy is
RNLL(v) =  Lg1( )  g2( ) , (3.36)
where   = ↵s(Q) 0L, L = ln(1/v) and  0 = (11Nc   4nfTF )/(12⇡). All the information
concerning the resummation of an observable is encoded within the generic parametri-
sation, and the kinematic particulars of every emission are integrated over phase space.
Thus the functions g1 and g2 can be written solely in terms of the constants a, b`, d`,
g`( ) as well as the QCD colour factors associated with the emission vertices. The full
expressions for the gi( ) functions are given in Appendix A.
We now deal with the remaining pieces of Eq. (3.28): the unresolved and the resolved
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real emissions. We introduce the ‘multiple emissions function’:
F(v) =e 
R v
✏v [dk]M2(k)
1X
n=0
1
n!
Z  Y
i
[dki]M2(ki)⇥ (V ({p˜}, ki)  ✏v)
!
⇥
⇥⇥ (v   V ({p˜}, k1, . . . , kn)) .
(3.37)
Notice that the real-emission integrals in Eq. (3.37) are restricted by an upper boundary
of v and a lower boundary of ✏v. This corresponds to the physical statements that the
emissions must live in the logarithmically enhanced region of phase space relevant for
resummation, and that they are characterised by a resolution cuto↵. These two boundaries
imply that the region of phase space accessible to real emissions is of size ⇡ ln 1v , i.e. it is at
most single logarithmic. Ignoring subleading terms in the matrix element and observable
parametrisation (the second terms in Eq. (3.31), and Eqs. (3.29) and (3.30), respectively),
the NLL-accurate multiple emissions function is:
FNLL(v) = e 
R v
✏v [dk]M
2
sc(k)
1X
n=0
1
n!
Z v
✏v
Y
i
[dki]M2sc(ki) , (3.38)
where we have used the shorthand of using integration limits as limits on the value of
Vsc({p˜}, {ki}) and Vsc({p˜}, k) in the resolved and unresolved contributions, respectively.
As expected the final result has no dependence on the resolution cuto↵ ✏ since the cuto↵
in the unresolved exponentiated expression cancels with that in the real expression.
3.1.5 Reparametrisation of the Multiple Emissions Function
Now that we have all the pieces of the resummed cross-section at our disposal we will ex-
pend some e↵ort carrying out kinematic manipulations on the multiple emissions function.
These adjustments better lend the expression to evaluation using Monte Carlo integration.
There are also further assumptions that we can make on the kinematics of events valid for
NLL resummation only. Explicitly showing these assumptions now will make it clear how
they should be relaxed at subsequently higher levels of precision.
Firstly we introduce a variable signifying the value of the generic observable in the
presence of a single soft-collinear emission ki:
vi = Vsc({p˜}, ki) . (3.39)
This will allow us to rank the emissions in terms of their individual contributions. Secondly,
we give each emission its rapidity fraction:
⇠(`)i =
⌘(`)i
⌘(`)max
, ⌘(`)max =
1
a+ b`
ln
g`( i)d`
vi
, (3.40)
where ⌘max is determined by rearranging for ⌘(`) in Eq. (3.18) and imposing that z
(`)
i < 1.
We employ a trick that allows us to more easily parametrise the multiple emissions func-
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tion. Definining
R0`
✓
v
d`g`( ¯)
◆
=
Z
[dk]M2sc(k) (2⇡) (    ¯) v  (v   Vsc({p˜}, k)) ✓(⌘(`)) , (3.41)
where ⌘(`) = +⌘ when it is emitted by p1 and ⌘(`) =  ⌘ when it is emitted by p2, with the
total R0(v, ) being the sum of each leg contribution. The soft-collinear matrix element
for a single gluon becomes:
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2
sc(ki) =
dvi
vi
d i
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⇣iv
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◆
,
(3.42)
where ⇣i = vi/v. We have rephrased the phase space in terms of (⇣i, i, ⇠i). We can reduce
the phase space further by employing the fact that event shapes have no sensitivity to the
rapidity of individual emissions. We can keep vi,  i and `i fixed, and integrate out the
{⇠`ii }. Integrating out the rapidity fractions gives:
F(v) = e 
R d⇣i
⇣i
d i
2⇡
P
`i
R0`i
✓
⇣iv
d`i
g`i
( i)
◆ 1X
n=0
1
n!
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i=1
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Z 2⇡
0
d i
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⇥
⇥
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`i=1,2
R0`i
✓
⇣iv
d`ig`i( i)
◆
⇥ (v   Vsc({p˜}, k1, . . . , kn)) .
(3.43)
All of the {ki} now possess an arbitrary rapidity fraction. We will now make one final
adjustment to the multiple emissions function. The function R0(v) encodes the physical
rapidity bounds for each emission, but including this bound leads to a term of order NNLL,
i.e. it is subleading. We can eliminate this term and produce a purely NLL-accurate result
by using a ‘fake’ rapidity boundary:
|⌘i| < 1
a+ b
ln
1
v
, (3.44)
or, equivalently, by expanding R0(v):
R0`
✓
⇣v
d`g`( )
◆
= R0`(v) +O(R00` ) R00` =  v
dR0`(v)
dv
, (3.45)
and further expanding R0`(v):
R0`(v) = R
0
NLL,`(v) +  R
0
NNLL,`(v) , (3.46)
where R00` and  R
0
NNLL,`(v) are not relevant for our calculation since they induce terms of
order NNLL and beyond. The e↵ect of including these terms is dealt with in Sec. 4.2.
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With these terms removed the multiple emissions function becomes:
FNLL( ) = ✏R0NLL
1X
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,
(3.47)
where R0NLL = R
0
NLL,1 +R
0
NLL,2.
We take the limit v ! 0 in the ⇥-function to remove power corrections of the form
discussed above Eq. (2.9). Thus FNLL is no longer a function of v and we characterise
it using the ubiquitous   = ↵s(Q) 0 ln(1/v). For future notation contraction we use
Eq. (3.47) to introduce the average of a function G({p˜}, {ki}) over the measure dZ:Z
dZ[{R0NLL,`i , ki}]G({p˜}, {ki}) = ✏R
0
NLL
1X
n=0
1
n!
nY
i=1
Z 1
✏
d⇣i
⇣i
Z 2⇡
0
d i
2⇡
⇥
⇥
X
`i=1,2
R0NLL,`iG({p˜}, k1, . . . , kn) .
(3.48)
3.1.6 The Master Formula at NLL
Finally we arrive at the master resummation formula. We have determined the form of
the integrated distribution for the generic rIRC safe observable Vsc({p˜}, {ki}), a function
of all final-state momenta in an event, in the region Vsc({p˜}, {ki}) < v. It is composed of
two parts:
⌃NLL(v) =
1
 
Z v
0
dv0
d (v0)
dv0
= e RNLL(v)FNLL( ) . (3.49)
The first term is the radiator, containing all the virtual corrections,
e RNLL(v) = eLg1( )+g2( ) , (3.50)
where the full expressions for g1( ) and g2( ) are given in Appendix A. The second term
is the multiple emissions function, containing single logarithmic terms coming from soft-
collinear real emissions that are widely separated in rapidity and independent from one
another:
FNLL( ) =
Z
dZ[{R0NLL,`i , ki}]⇥
✓
1  lim
v!0
Vsc({p˜}, k1, . . . , kn)
v
◆
. (3.51)
The phase space covered by these functions can be viewed geometrically via the Lund
diagram shown in Fig. 3.1. The transverse momenta of emissions increases towards the
top of the plot, with the additional kinematic z bounds restricting the hardness of an
emission with a given rapidity. The absolute value of rapidity increases in both horizontal
directions outwards and the central line singifies an ⌘ of zero. Given this master formula,
we can semi-numerically carry out the resummation of any well-behaved observable once
we have determined the coe cients (a, b`, d`, g`( )).
We have undertaken the derivation of the master formula using NLL-accurate assump-
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Figure 3.1: Diagram depicting the phase space in ln ktQ -⌘ captured by the Sudakov factor
and the multiple emissions function. The vertical line separates the right hemisphere, in-
habited by emissions emitted from p1, from the left hemisphere in which live the emissions
of p2. The diagonal bounding lines represent the collinear limits on either leg, z(`) ⇡ 1.
The real resolved emissions live in the band bounded by v and ✏v, shaded green, whereas
the unresolved real emissions and virtual corrections live in the upper region shaded blue.
The lower region’s size is of size ⇡ ln 1/v, resulting in a suppression of the logarithmic
accuracy of the multiple emissions function; real resolved emissions contribute with one
logarithm fewer than unresolved emissions and virtual corrections.
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tions, but the two-function structure of the resummation holds to all logarithmic orders.
As such Eqs. (3.50) and (3.51) constitute our starting point in tackling next-to-next-to-
leading logarithmic resummation. In the next chapters we will show how each term can
be systematically extended to the next order of precision.
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Chapter 4
Resummation of Event Shape
Observables at NNLL
in which I present the ARES method of NNLL resummation.
The master formula derived in Sec. 3.1.6 provides us with all the ingredients necessary
for NLL resummation of the generic observable parametrisation given in Eq. (3.18). In
this chapter we show how the kinematics of a NLL event can be systematically extended
to apply to next-to-next-to-leading logarithmic accuracy. To this end one must consider
both corrections to the Sudakov form factor, and to the multiple emissions function.
The material in this chapter is based on recent collaborative work of which the resulting
publication can be found in [1].
4.1 Considerations for Resummation at NNLL
4.1.1 Logarithmic Counting for the Resolved Real Emissions
In this section we will investigate the logarithmic structure of the multiple emissions
function for any number of real resolved emissions. In doing so it will become clear the
collections of emission properties that are relevant to consider at each order.
Consider an ensemble of soft emissions. The squared matrix element can be expressed
iteratively as a sum of products of single-emission matrix elements plus a remainder M˜2
describing the piece owing to the entanglement of emissions. The first few steps of this
iterative definition read
M2(k1) = M˜
2(k1) ,
M2(k1, k2) =M
2(k1)M
2(k2) + M˜
2(k1, k2) ,
M2(k1, k2, k3) =M
2(k1)M
2(k2)M
2(k3) + (M˜
2(k1, k2)M
2(k3) + perm.)+
+ M˜2(k1, k2, k3) . (4.1)
The product of single-emission matrix elements defines the abelian contribution, while
non-abelian colour factors are associated with the M˜2(k1, ..., km) squared amplitudes.
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The M˜2(k1, ..., km) matrix elements for more than one emission describe the probabil-
ity of emitting m colour-connected soft partons, and they are suppressed if the involved
emissions are very far in rapidity from each other. We will refer to M˜2(k1, k2) as the
double-correlated contribution to the squared amplitude for multiple emissions.
We now study the logarithmic structure of each of the terms in Eq. (4.1). Each resolved
real emission is produced by requiring that Vsc({p˜}, ki) > ✏v, where ✏ is independent of v
thanks to rIRC safety. This condition places a lower bound on the resolved emission’s phase
space which can potentially only give rise to a single logarithm of v (see the paragraph
above Eq. (3.38)). When several emissions are considered, the same argument applies, so
that each emission can at most contribute with a single logarithm. This is ensured by
rIRC safety since it ensures that the observable will have the same scaling independently
of the number of emissions, and therefore the condition Vsc({p˜}, ki) > ✏v will still impose
a lower cuto↵ for all of the resolved emissions.
The unresolved emissions below this limit (i.e. Vsc({p˜}, ki) < ✏v) do not contribute to
the observable but serve to cancel the virtual IRC singularities. Hence a product of n
independent emission matrix elements in Eq. (4.1) gives rise at most to a ↵nsL
n (NLL)
contribution, where L = ln 1/v.
M˜2(k1, k2) captures the colour-connected emissions e↵ects, i.e. a soft-gluon splitting into
either a qq¯ or gg pair. The parent soft gluon carries a factor of ↵sL and one would expect
the secondary emission to have up to two extra logarithms leading to a dominant ↵2sL
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term. However, rIRC safety prohibits this. Observables with this property cannot be
parametrically a↵ected by the emission of an extra soft or collinear particle. The gluon-
splitting can at most lead to corrections of relative order ↵s; no extra logarithms are
allowed. Hence the qq¯ or gg pair carries a term ↵2sL. This argument can be applied to all
of the M˜2 contributions, with n-particle correlations contributing at most to NnLL order.
Additionally, multiple soft gluon splittings will lead to terms of the form ↵nsL, which is
subleading.
The argument detailed above for soft emissions equally applies to the case of one or
more emissions emitted collinearly to the Born leg with high momentum. To achieve NNLL
accuracy we must consider the contribution of a single splitting of a soft or collinear gluon.
The contribution from a gluon parent which is soft and collinear and so carries a factor of
↵2sL
2 is encapsulated by the enhanced coupling ↵CMWs , given in Eq. (3.22) and explained
by its preceding paragraph.
To determine the logarithmic counting of scenarios other than this we consider the
regions available to ensembles of emissions. Soft, collinear and independent emissions live
anywhere in a region of phase space which is of size ln(1/v) and so contribute with one
logarithm fewer than unresolved emissions. Hence a NLL calculation need only take into
account the contribution of ensembles of this kind. Emissions which are hard-collinear ex-
ist at the edge of phase space, in the region of z(`) ⇡ 1. As such they live in a line of phase
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space that contributes one logarithm fewer than the soft-collinear ensemble. The same is
true for soft-wide angle emissions, which exist at the edge of phase space where ⌘ ⇡ 0.
Fig. 4.1 shows the di↵erent phase space regions available to soft-collinear, soft-wide angle
and hard-collinear emissions. For simplicity we have only included one hemisphere but to
obtain the full picture of particles emitted from both legs one can simply imagine a mirror
rotation through the vertical axis. In fact, one can also think about the correlated-matrix
(a) Soft-collinear (b) Soft-wide angle (c) Hard-collinear
Figure 4.1: Phase spaces available to various emissions shown in one hemisphere of the
Lund diagram of Fig. 3.1.
elements M˜2 using the diagram of Fig. 4.1. The first soft gluon is free to choose any
position within the bounds of Fig. 4.1a). As it is soft it will not recoil considerably after
the secondary splitting, and its emission will live close by in kt and ⌘ (and  ). As such
the daughter emission cannot live anywhere in the region of soft-collinear phase space, but
must end up close to its parent. This reduction in allowed phase space accounts for the
prohibition of further logarithms.
Using this picture it is easy to infer the allowed scenarios for real resolved emissions
at NNLL. We may have as many soft-collinear emissions as we wish, the collection con-
tributing ↵nsL
n, as well as the addition of one hard-collinear or soft-wide angle emission
or extra splitting, each contributing ↵s, so that the total logarithmic count is ↵n+1s L
n. If
we wish to limit ourselves to NLL, we simply allow an ensemble of soft-collinear emissions,
as demonstrated by FNLL( ) (Eq. (3.51)) derived in Chapter 3.
The treatments detailed above can easily be applied to any logarithmic accuracy: one
simply determines the combinatorics that lead to the desired order. For instance, to
N3LL precision one can have an ensemble of soft-collinear emissions (↵nsL
n), and any
two of the NNLL-accurate emissions: hard-collinear, soft-wide angle, gluon-splitting (⇥↵2s
= ↵n+2s L
n).
Additional approximations can be made that limit a resummation to a specific accu-
racy. For instance, in Eqs. (3.45) and (3.46) we reduced the kinematically-allowed phase
space in ⌘ to neglect subleading e↵ects. This class of approximations is not strictly neces-
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sary for the resummation and their only purpose is to ensure that the multiple emissions
function is free of any higher-order contamination.
Using the rIRC safety property of the generic observable and phase space considerations
we have defined a logarithmic hierarchy in the multiple emissions function and system-
atically determined the relevant configurations that contribute to any given logarithmic
order.
4.1.2 The Multiple Emissions Function at NNLL
Using the logarithmic counting arguments outlined in the previous section, we will use
subsequent sections to derive the general form of FNNLL(v). We start with the NLL result
and one by one include the various kinematic extensions from Sec. 4.1.1 to produce distinct
NNLL kinematic functions.
The basic assumptions used to obtain FNLL( ) in Eq. (3.51) were
1. each real emission ki is soft, collinear, independent from the others, and such that
✏v < Vsc({p˜}, ki) < v;
2. gluon splitting is treated inclusively in R(v);
3. the rapidity bound of all emissions is the same.
We approximated the matrix element and the phase space in all emissions appearing in
the multiple emissions function of Eq. (3.37), neglecting subleading corrections due to
the exact rapidity bound for each resolved soft and collinear emission (see Eq. (3.45) and
Eq. (3.46)), and the correct description of the hard-collinear region (neglecting the second
piece of Eq. (3.31)). At NLL it is su cient to treat the observable in its soft-collinear
parametrisation Vsc, so we neglected the second line of Eq. (3.29) to ignore any deviations
to this expression.
All of the above approximations have to be relaxed for a single emission at a time,
since relaxing each approximation gives rise to a correction of relative order ↵s. This im-
plies that configurations in which we correct more than one emission lead to contributions
beyond NNLL which can be accordingly neglected. There are two types of correction,
arising from the two classes of approximations we have made: to the matrix element and
to the observable parametrisation.
We will first consider the matrix element corrections. The full expression of the multiple
emissions function of Eq. (3.37)
F(v) =e 
R v
✏v [dk]M2(k)
1X
n=0
1
n!
Z  Y
i
[dki]M2(ki)⇥ (V ({p˜}, ki)  ✏v)
!
⇥
⇥⇥ (v   V ({p˜}, k1, . . . , kn))
(4.2)
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contains FNLL( ) as well as corrections due to both the hard-collinear term of the ma-
trix element (given by the second term of Eq. (3.31)), and to the correct rapidity bounds,
which at NLL are the same for all emissions (see Eq. (3.45)). Such corrections result in the
two NNLL contributions  Fhc (computed in Sec. 4.3.2) and  Fsc (computed in Sec. 4.2),
respectively.
Eq. (4.2) also contains corrections due to any deviation from the soft-collinear ob-
servable parametrisation of Eq. (3.18). Deviations will occur when an arbitrary emission
becomes hard-collinear or is emitted at a small rapidity (large angle). As was demon-
strated in the logarithmic counting of Sec. 4.1.1, it is enough to consider an ensemble
of soft and collinear emissions, plus a single extra emission which is free to probe the
hard-collinear or the soft-wide-angle region of the phase space. We can then substitute
Eq. (3.29) in the step functions in Eq. (4.2) with V , the correct parametrisation of the
observable for a single emission in these limits, writing Vhc, Vwa. The corresponding NNLL
corrections are: a recoil correction  Frec (computed in Sec. 4.3.1) which is due to the exact
kinematics of a hard-collinear emission which recoils against the soft-collinear ensemble;
a soft-wide-angle correction  Fwa (computed in Sec. 4.4) which is due to a soft emission
emitted near ⌘ = 0; a correlated, non-inclusive correction  Fcorrel (computed in Sec. 4.5)
to the inclusive treatment of the soft gluon decay in the matrix element. An important
point to stress is that the soft-collinear approximation Vsc({p˜}, k1, . . . , kn) guarantees that
all NNLL corrections arising from Eq. (4.2) are well defined and finite when the corrected
emission becomes unresolved. The function
 FNNLL =  Fsc +  Fhc +  Frec +  Fwa +  Fcorrel (4.3)
represents NNLL corrections due to real radiation. Sections 4.2 to 4.5 will deal with the
derivation of each of these corrections in turn. We will take one emission from the soft-
collinear ensemble and allow it to roam to take on the new kinematics. This emission will
be called simply k, and we will pull it out of the soft-collinear measure in the formulae so
as to be absolutely clear about all its properties for each correction.
4.1.3 The Sudakov Factor at NNLL
We now consider the remaining piece necessary to render ⌃(v) accurate to NNLL: the Su-
dakov factor. At NLL the radiator encodes the contribution of unresolved real emissions
ki with Vsc({p˜}, ki) < ✏v and corresponding virtual corrections. Each of these emissions
is considered to be inclusive in its two-parton branchings, an e↵ect which is encapsulated
in the definition of the running coupling (Eq. (3.22)). Analogously, the NNLL Sudakov
radiator has to include the e↵ect of the inclusive soft three-parton correlation, which can
be similarly dealt with by a redefinition of the coupling, together with the correct matrix
element for an inclusive double collinear emission. Furthermore, it contains O(↵s) cor-
rections surviving the poles cancellation between real and virtual corrections (remember
terms of ⌃(v) of form C1↵s are NNLL).
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The essential structure of the resummation is the same at NLL and NNLL so the
virtual corrections and unresolved real emissions live in the exponent:
e RNNLL(v) 
R v
✏v [dk]M
2(k), (4.4)
where
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+
+
↵s(Q)
⇡
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and where we have already placed the second term of Eq. (4.4) into the multiple emissions
function of Eq. (4.2). The function ↵s(Q)h( )/⇡ contains the contribution of the triple-
correlated splitting, the double hard-collinear correction and additional O(↵s) constant
terms arising from real-virtual cancellations, and corresponding running coupling e↵ects.
Eq. (4.5) contains some power-suppressed terms due to the integration limits of the non-
singular phase space variables, i.e.   in the soft limit and  , z in the hard-collinear limit.
In order to neglect these terms we have relaxed the lower bound in the z integration
relative to the hard-collinear limit, and set it to zero (the physical bound being z > kt/Q).
In Eqs. (3.30) and (3.35) we ignored terms of the radiator in order to neglect subleading
contributions. At NNLL we do the same, keeping an extra term in each expansion this
time.
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◆
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. (4.7)
We observe that the dependence on the normalisation d`g`( ) is a local rescaling of the
observable. This induces a local shift of the logarithm ln 1/v and gives rise to subleading
contributions at each logarithmic order. This implies that, at NNLL accuracy, the depen-
dence on d`g`( ) in the Sudakov radiator is completely encoded in the first two integrals
of Eq. (4.5), and it corresponds to a shift in the logarithms of the NLL radiator. An
important consequence of this is that the function h( ) depends exclusively on the scaling
36
in ⌘ and kt through the a and b` coe cients. One can conclude that the resummations
of all observables which have the same soft-collinear scaling in kt and ⌘ (i.e. the same
a and b` coe cients) will have the same h( ) function. For example, the function h( )
will be the same for thrust 1   T , C-parameter, and heavy jet mass ⇢H , and it can be
taken from [14, 30]. The jet broadenings BT and BW , thrust major TM and oblateness
O are relatives of the kt resummation, from which we take h( ) [34] (after replacing the
constant one loop virtual corrections with the corresponding ones in e+e  ! hadrons).
We parametrise the final NNLL Sudakov radiator as
RNNLL(v) =  Lg1( )  g2( )  ↵s(Q)
⇡
g3( ) . (4.8)
The full expressions for the g1, g2, and g3 functions in terms of as and b` are reported in
Appendix A.
4.1.4 ✏-independence of the Resummation
Before explicitly deriving the relevant real resolved NNLL corrections to ⌃(v) it is worth
making an important remark. Our particular resummation procedure depends on a spe-
cific choice of the variable on which the cuto↵ ✏ is applied. This choice is reflected in the
exponentiated part of the resummed cross section. Our default choice is to define unre-
solved emissions as those for which Vsc({p˜}, k) < ✏v, where Vsc is defined by Eq. (3.18).
Di↵erent choices for ✏ will simply lead to di↵erent terms in the Sudakov exponent and
in the real corrections described by the multiple emissions function. We have chosen to
work in the soft-collinear prescription in which the cuto↵ ✏ is applied on the soft-collinear
approximation of the observable for a generic emission ki. This prescription has two ad-
vantages. It allows one to expand the multiple emissions function around the NLL result,
which is simply determined by the soft-collinear approximation (meaning that the Vsc ap-
proximation of Eq. (3.18) is enough to account for all NLL contributions). It also ensures
that all NNLL corrections to the multiple emissions function are finite since the singular-
ities of any unresolved emission are encoded in the soft-collinear approximation of which
the NNLL approximation is an extension. It also allows us to define the NNLL function
h( ) in such a way that it is independent of the observable’s normalisation d`g`( ) and it
only depends on the a and b` coe cients. As stated in the previous section, this implies
that the function h( ) is universal for all observables which have the same a and b` scaling
in the soft-collinear region.
· · ·
To sum up, in this chapter so far we have shown that extending the NLL master formula
of Eq. (3.49) involves corrections to both the Sudakov factor and the multiple emissions
function. The general form of the NNLL expression for ⌃(v) is therefore
⌃(v) = eLg1( )+g2( )+
↵s(Q)
⇡ g3( )

FNLL( ) + ↵s(Q)
⇡
 FNNLL( )
 
. (4.9)
As discussed, for the scope of this work we will simply take advantage of the fact the Su-
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dakov factor depends only on the soft-collinear scaling of an observable. As such we will
make use of previously determined NNLL pieces for the observables considered here. On
the other hand the multiple emissions function at NNLL has not previously been derived,
let alone calculated. Our goal in the remainder of this chapter is to compute the real emis-
sion contribution to ⌃(v) for a generic observable via the various pieces of  FNNLL( ). In
the final part of this chapter we will use a property of certain event shapes to give explicit
analytic results for a subclass of observables.
4.2 Soft-collinear Correction
The first NNLL correction we consider arises when we take into account the exact rapidity
bounds for a single emission in the generated soft-collinear ensemble. At NLL, the correct
rapidity limit for the emission ki,
⌘(`i)i <
1
a+ b`i
ln
g`( i)d`
⇣iv
, (4.10)
was replaced by 1/(a + b`i) ln(1/v) through the expansion of a single gluon contribution
(Eqs. (3.45) and (3.46)) into pieces of varying logarithmic dominance. The NNLL-accurate
rapidity kinematics are captured by the next term in the expansion of R0`, both in real
and in virtual corrections, as follows
R0`
✓
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◆
' R0NLL,`(v) +  R0NNLL,`(v) +R00` (v) ln
d`g`( )
⇣
. (4.11)
Substituting the NNLL pieces of R0` into the expression for the NLL multiple emissions
function of Eq. (3.51) gives
F(v) ' ✏R0NLL
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◆
' FNLL( ) + ↵s(Q)
⇡
 Fsc( ) .
(4.12)
As demonstrated in Sec. 4.1.1, to achieve NNLL accuracy we must only correct one emis-
sion at a time. Hence in Eq. (4.12) we keep terms in the sum which are linear in R0NNLL,`
or R00`i . For convenience we express the virtual correction in Eq. (4.12) as the integral over
an extra dummy emission as follows,
ln
1
✏
=
Z 1
✏
d⇣
⇣
,
1
2
ln2
1
✏
=
Z 1
✏
d⇣
⇣
ln
1
⇣
. (4.13)
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The final form of the soft-collinear correction then reads
 Fsc( ) = ⇡
↵s(Q)
Z 1
0
d⇣
⇣
Z 2⇡
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d 
2⇡
X
`=1,2
✓
 R0NNLL,` +R
00
`i ln
d`g`( )
⇣
◆Z
dZ[{R0NLL,`i , ki}]⇥
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
⇥
✓
1  lim
v!0
Vsc({p˜}, k, {ki})
v
◆
 ⇥(1  ⇣)⇥
✓
1  lim
v!0
Vsc({p˜}, {ki})
v
◆ 
,
(4.14)
representing a single NNLL-accurate emission with the correct rapidity bound and an
ensemble of soft-collinear emissions with the NLL-approximate rapidity bound. In the
first ⇥-function of Eq. (4.14), k = k(⇣, , `) represents the additional real emission, and
the second corresponds to the virtual correction, in which the special emission does not
contribute to the observable. One can see that if the special emission becomes unresolved,
the two ⇥-functions will force the cancellation of that emission with its virtual counterpart,
hence we can safely set the ⇣ lower integration limit to zero.
4.3 Hard-collinear Corrections
Another source of NNLL contributions arises when one of the emissions is collinear to
one of the legs but hard, i.e. it carries a sizeable fraction of its emitter’s energy. The
probability M2` (k) for the emission of a gluon k collinear to leg ` is given by
[dk]M2` (k) =
CF↵CMWs (k˜
(`)
t )
4⇡
d 
2⇡
dk˜(`)2t
k˜(`)2t
dz(`)pgq(z
(`)) , (4.15)
where k˜(`)t is the relative transverse momentum between the emitted gluon and the final
state parton p˜`. In Eq. (4.15), we identified the energy fraction taken by the emission
with the Sudakov variable z(`) defined in Eq. (3.11). This was justified by the fact that
all emissions were soft and hence do not change the energy fraction in an appreciable way.
Therefore the recoiled hard legs coincide with their initial positions, p˜` ⇡ p`.
However, this is no longer true for a hard emission. Likewise the generated transverse
momentum of the gluon k˜(`)t relative to its emitter is di↵erent from its Sudakov transverse
momentum kt of Eq. (3.11), which is relative to the constant thrust axis. In order to reli-
ably compute V ({p˜}, k, k1, . . . , kn) we need to determine the emission’s physical transverse
momentum, i.e. that with respect to its emitter. In short we need to relate k˜(`)t and kt.
For simplicity we consider the case ` = 1 and rename k˜(1)t ! k˜t. We start from the
Sudakov parametrisation of k with respect to the initial leg p1 and the recoiled leg p˜1,
respectively
k = z(1)p1 + z
(2)p2 + t = z˜
(1)p˜1 + z˜
(2)p2 + ˜t , (4.16)
where t and ˜t are spacelike vectors with 2t =  k2t and ˜2t =  k˜2t . They can be related
by plugging in the parametrisation of the recoiled momentum p˜1 in terms of the Born
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momenta p1 and p2
p˜1 = z
(1)
p p1 + z
(2)
p p2 + pt,1 , z
(2)
p =
p2t,1
z(1)p Q2
, (4.17)
and requiring the equality of Eq. (4.16) to hold, obtaining
~˜kt = ~kt   z(1) ~pt,1
z(1)p
. (4.18)
From energy-momentum conservation and the fundamental property of the thrust axis,
i.e. that transverse momentum is separately conserved in each hemisphere, one has
z(1)p = 1 
X
i2H(1)
z(1)i   z(1) ' 1  z(1) , ~pt,1 =  
X
i2H(1)
~kt,i   ~kt . (4.19)
The above equations express the fact that the transverse momentum of emitter p1 is
exactly equal to (minus) the transverse momentum given away to its gluon emissions, and
that the energy of p1 is equal to one minus the energy given to its emissions. Substituting
the expressions of z(1)p and ~pt,1 in Eq. (4.18) we obtain
~˜kt ' ~kt   z(1) ~pt,1
1  z(1) =
~kt +
z(1)
1  z(1)
0@ X
i2H(1)
~kt,i + ~kt
1A = ~kt   z(1)~p 0t,1
1  z(1) . (4.20)
Defining ~k
0
t ⌘ ~kt   z(1)~p 0t,1 we arrive at
~˜kt = ~k
0
t /(1  z(1)) . (4.21)
Since ~˜kt and ~k
0
t are related by a simple rescaling, in the collinear matrix element squared
of Eq. (4.15) we can replace dk˜2t /k˜
2
t with dk
02
t /k
02
t . We then obtain the relation between
the transverse momentum with respect to the thrust axis ~kt and the transverse momentum
~k
0
t which enters the collinear emission phase space,
~kt = ~k
0
t + z
(1)~p
0
t,1 . (4.22)
This implies that the hard gluon momentum k becomes a function of ~k
0
t , ~p
0
t,1, z
(1). For the
sake of simplicity, we drop the vector superscript from now on.
4.3.1 Observable-Definition Correction: Recoil
We have two NNLL contributions coming from the hard-collinear kinematics of Sec. 4.3.
The first comes from replacing the soft-collinear observable parametrisation of Eq. (3.18)
with the exact expression of the observable when a single emission is hard and collinear.
We take the di↵erence between the multiple emissions function with V = Vhc and that
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with V = Vsc,
Frec(v) = e 
R v
✏v [dk]M
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 ⇥  v   Vsc({p˜}, k[k0t, p0t,`, 0], k1, . . . , kn) i .
(4.23)
V (k)hc ({p˜}, k[k0t, p0t,`, z], k1, . . . , kn) denotes the expression of the observable V where all emis-
sions but k are treated in the soft-collinear approximation. The original Vsc({p˜}, k, k1, . . . , kn)
treats emission k as if it were soft and collinear, so that its transverse momentum with
respect to the emitting leg k0t is equal to kt. Notice that in Eq. (4.23) we can replace k0t
with kt in the integration since this variable is integrated over.
To NNLL accuracy it is possible to further simplify the phase-space for k. Introducing
the rescaled contribution of a single emission as we did in Eq. (3.42) of Sec. 3.1.5,
⇣ =
1
v
d` g`( )
zb`
✓
kt
Q
◆a+b`
, (4.24)
we have, at NNLL accuracy,
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. (4.25)
rIRC safety constrains all emissions to have similarly sized contributions to the observable,
so that ⇣ ⇠ 1 and further terms arising from the expansion of the QCD coupling around
v1/(a+b`)Q are of relative subleading order ↵2s.
The final form of the recoil correction is
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◆#
,
(4.26)
where we have replaced, for conciseness,
k0 = k[kt, p0t,1, z] , k = k[kt, p
0
t,1, 0] . (4.27)
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4.3.2 Matrix Element Correction
The second NNLL contribution coming from hard-collinear radiation arises from taking
the exact hard-collinear matrix element for a single emission,
Fcollinear(v) =e 
R v
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(4.28)
where the second line contains the contribution from the hard-collinear gluon k. The
second term in the square brackets represents virtual corrections. In the limit where k
is soft, i.e. z ! 0, Eq. (4.28) contains configurations that have been already taken into
account in the function FNLL( ) of Eq. (3.51). To eliminate this overlap we will subtract
the NLL contribution
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(4.29)
Rephrasing in terms of the individual emission contribution ⇣ and subsequently adjusting
the phase space, as we did for  Frec, we arrive at
 Fhc( ) =
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(4.30)
4.4 Soft-wide angle Correction
This contribution arises when one of the soft-collinear gluons is allowed to roam to wide
angles. In general the soft-collinear observable parametrisation of Eq. (3.18) will no longer
hold for the special wide-angle emission. We can parametrise the observable’s dependence
on the angular properties of this gluon k as
V (k)wa ({p˜}, k) =
✓
kt
Q
◆a
fwa(⌘, ) . (4.31)
V (k)wa ({p˜}, k, k1, . . . , kn) denotes the observable computed by keeping the exact ⌘,  depen-
dence of emission k, and using the soft-collinear approximation for all other emissions.
For ease of comparison we recast the soft-collinear expression, valid when ⌘ is close to zero
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(wide angles),
Vsc({p˜}, k) =
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(4.32)
This gives rise to the following correction
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(4.33)
where the second line gives the contribution due to the soft-wide angle emission k. We
can modify the phase space integration for the extra soft gluon in terms of its individual
contribution to the observable,
dkt
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where
⇣ =
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(4.35)
is constrained to be of order one for rIRC safe observables. This ensures that the approx-
imation in Eq. (4.34) is valid up to corrections beyond NNLL accuracy. The correction to
the NLL multiple emissions function due to a single gluon emitted at wide angles is
 Fwa( ) = 2CF
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↵s(Q)
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(4.36)
4.5 Correlated Correction
Unlike the hard-collinear and soft wide-angle emissions, an arbitrary amount of soft and
collinear emissions contribute to ⌃(v). Primary gluons emitted o↵ the hard Born legs can
give rise to subsequent branchings which are taken into account at NLL accuracy as in
formulated in the CAESAR methodology [3]. However, at this accuracy any rIRC observ-
able can be treated inclusively with respect to subsequent branchings of the soft gluons.
Hence the branchings are dealt with in a redefinition of the scheme for the QCD running
coupling (Eq. (3.22)). This means that each soft and collinear emission contributing to
NLL accuracy is fully inclusive in its branchings.
Event-shape variables are commonly non-inclusive for such splittings, however. This be-
haviour must be considered from NNLL accuracy [3] (and proof of this fact is included
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in Sec. 4.1.1). At NNLL, the observable is sensitive to the details of the secondary soft
splitting, so we need to undo a single inclusive branching in order to compute the corre-
sponding NNLL correction. We capture these kinematics using two special emissions, ka
and kb, which are emitted close in rapidity from parent gluon k. At NLL accuracy the
observable treats the correlated emissions inclusively Vsc({p˜}, ka, kb) ⌘ Vsc({p˜}, ka + kb).
The correlated correction computes the case in which this is no longer assumed.
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(4.37)
where M˜2(ka, kb) is a two-parton correlated matrix element, defined by
M˜2(ka, kb) =M
2(ka, kb) M2(ka)M2(kb) . (4.38)
We obtain the expression for the correlated matrix element from the literature [41].
We parametrise the correlated phase space,
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We rewrite the ka integration using its contribution to the observable, va,
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(4.40)
where, in the last line, we have defined ⇣a = va/v, and neglected terms beyond NNLL
accuracy, using the fact that rIRC safety constrains ⇣a to be of order one.
We then parametrise the phase space of the emission kb in terms of ka via the variables
 = kt,b/kt,a, ⌘ = ⌘b   ⌘a and   =  b    a,
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where in the last step we have set kt,b ' kt,a, a relation holding to NNLL accuracy by
rIRC safety. Furthermore, we assume that kb belongs to the same hemisphere as ka, ne-
glecting de facto the (subleading) contribution of two emissions falling into two di↵erent
hemispheres.
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Therefore, the phase space of the correlated emissions ka and kb can be rewritten as
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, (4.43)
and Z
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The correction to the NLL multiple emissions function due to the non-inclusive treatment
of secondary gluon branching is
 Fcorrel( ) =
Z 1
0
d⇣a
⇣a
Z 2⇡
0
d a
2⇡
X
`a=1,2
 
2C`a 
a 0
R
00
`a
(v)
↵s(Q)
!
⇥
⇥
Z 1
0
d
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Z 1
 1
d⌘
Z 2⇡
0
d 
2⇡
1
2!
Cab(, ⌘, )
Z
dZ[{R0NLL,`i , ki}]⇥
⇥ [⇥ (v   Vsc({p˜}, ka, kb, {ki})) ⇥ (v   Vsc({p˜}, ka + kb, {ki}))] ,
(4.45)
where, as usual, the observable’s value does not depend on emissions’ rapidities, with the
exception of kb, given that it must be close in rapidity to ka,
kb =  k
(`a)
t,a (cosh(⌘a+⌘), cos( a+ ), sin( a+ ), sinh(⌘a+⌘)) , k
(`a)
t,a = Qv
✓
1
a 
b`a
a+b`a
⇠
(`a)
a
◆
a .
(4.46)
4.6 Analytic Results for Additive Observables
Up to this point our study of NNLL corrections to the multiple emissions function of
Eq. (3.51) have been relevant for all continuously global and rIRC safe observables obey-
ing the parameterisation of Eq. (3.18) in the soft-collinear limit. We will now give spe-
cific results for a subclass of observables, namely those which are additive. Discussed in
Sec. 2.2.5, the equation below holds for additive observables such as thrust, heavy-jet mass
and the C-parameter.
V ({p˜}, k1, . . . , kn) =
nX
i=1
V ({p˜}, ki) +O(V 2) , (4.47)
where V = Vsc({p˜}, k1, . . . , kn) as long as all the emissions in the event are soft-collinear.
For hard (or wide-angle) emissions we simply replace V ({p˜}, k) with Vhc({p˜}, k0) (Vwa({p˜}, k)),
defined in Secs. 4.3.1 and 4.4, respectively.
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Dealing with additive observables allows us to make further simplications to the  F func-
tions derived in this chapter. Attaining analytic results for selected observables provides
a valuable cross-check of our numerical results.
4.6.1 NLL Multiple Emissions Function
For completeness, we include the expression for the NLL multiple emissions function for
an additive observable. The calculation of real resolved radiation to the NLL resummation
of such an observable can be done analytically. The result, which first appeared in [15], is
FNLL( ) = e
  ER0NLL(v)
 (1 +R0NLL(v))
, (4.48)
where  E is the Euler constant.
4.6.2 Soft-collinear Correction
Considering the soft-collinear contribution  Fsc of Eq. (4.14), and using the fact that for
additive observables,
Vsc({p˜}, k, {ki}) = ⇣v + Vsc({p˜}, {ki}) , (4.49)
we get
 Fsc( ) = ⇡
↵s(Q)
Z 1
0
d⇣
⇣
X
`=1,2
✓
 R0NNLL,` +R
00
`i ln d¯` +R
00
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◆
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v
◆ 
,
(4.50)
where k is the special emission exhibiting its true kinematic rapidity bounds.
We can define rescaled momenta k˜1, . . . , k˜n in the first theta function such that Vsc({p˜}, k˜i) =
Vsc({p˜}, ki)/(1   ⇣). Recursive IRC safety of V guarantees that a rescaling of the emis-
sions’ contribution to the observable will not a↵ect the value of  Fsc( ). Using the explicit
expression for dZ, and defining ⇣˜i = Vsc({p˜}, k˜i)/v, one gets
 Fsc( ) = ⇡
↵s(Q)
Z 1
0
d⇣
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1  lim
v!0
Vsc({p˜}, {ki})
v
◆#
.
(4.51)
We can then rearrange the above equation to reconstruct the known function FNLL( )
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(Eq. (4.48)). This gives
 Fsc( ) = FNLL( ) ⇡
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(4.52)
where  (0)(x) is the digamma function and  (1)(x) is the first derivative of  (0)(x).
4.6.3 Recoil Correction
Let us now consider the recoil contribution  Frec of Eq. (4.26). Considering a hard emission
collinear to leg ` for an additive observable one has, in general,
V (k
0)
hc ({p˜}, k0, {ki}) =
✓
k0t
Q
◆a+b`
f (`)(z(`), ) + Vsc({p˜}, {ki}) , (4.53)
and
Vsc({p˜}, k, {ki}) =
✓
kt
Q
◆a+b`
f (`)sc (z
(`), ) + Vsc({p˜}, {ki}) , (4.54)
where the presence of k0, rather than k, denotes that the full recoil has been taken into
account in the calculation of the observable.
Substituting the above equations in the expression for the recoil correction Eq. (4.26) we
get
 Frec( ) =
X
`=1,2
↵s(v1/(a+b`)Q)
↵s(Q)(a+ b`)
Z 1
0
d⇣
⇣
Z 2⇡
0
d 
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Z
dZ[{R0NLL,`i , ki}]
Z 1
0
dz p`(z)⇥
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1  ⇣f (`)(z, )  lim
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 ⇥
✓
1  ⇣f (`)sc (z, )  lim
v!0
Vsc({p˜}, {ki})
v
◆ 
,
(4.55)
where ⇣ is defined in Eq. (4.24). We can define rescaled momenta k˜1, . . . , k˜n in the second
theta function such that Vsc({p˜}, k˜i) = Vsc({p˜}, ki)/(1  ⇣f (`)sc (z, )). Recursive IRC safety
of V guarantees that we can safely do this for every emission and that the resulting full
observable will be
Vsc({p˜}, k1, . . . , kn) = (1  ⇣f (`)sc (z, ))Vsc({p˜}, k˜1, . . . , k˜n) . (4.56)
Analogously, we define soft and collinear momenta k˜01, . . . , k˜0n in the theta function con-
taining f (`)(z, )) such that
Vsc({p˜}, k1, . . . , kn) = (1  ⇣f (`)(z, ))Vsc({p˜}, k˜01, . . . , k˜0n) . (4.57)
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Using the explicit expression for dZ, one gets
 Frec( ) =
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We can then rearrange the above equation to reconstruct the function FNLL( ). This gives
 Frec( ) = FNLL( )
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(4.59)
As an illustrative example, we consider the thrust. One can show that its expression in
terms of Sudakov variables is
1  T =
nX
i=1
kti
Q
e |⌘i| +
1
Q2
X
`=1,2
⇣P
i2H(`) ~k
(`)
ti
⌘2
1 Pi2H(`) z(`)i . (4.60)
Suppose the hard-collinear emission k is emitted by leg p˜1. Using the Sudakov parametri-
sation of Eq. (4.16) we then have
1  T '
nX
i=1
kti
Q
e |⌘i| +
k2t
z(1)Q2
+
k2t
(1  z(1))Q2 =
nX
i=1
kti
Q
e |⌘i| +
k2t
z(1)(1  z(1))Q2 , (4.61)
where we have used the fact that the hard-collinear kt is larger than all soft-collinear kti,
and therefore kt ' k0t. This can be better understood by considering the Lund diagram
for the thrust, shown in Fig. 4.2. The expressions of Eqs. (4.53) and (4.54) evaluate to
f (`)(z(`), ) =
1
z(`)(1  z(`)) , f
(`)
sc (z
(`), ) =
1
z(`)
,
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ln ktQ
⌘
v
✏v
O
ln
✓
kt1
Q
◆
Figure 4.2: An ensemble of real resolved soft-collinear emissions, shown as black dots,
populating the allowed phase space for the thrust observable. Due to the positive value of
b` the boundary of the region varies in ⌘. Since the emissions must be widely separated
in rapidity the emission with the largest transverse momentum has kt1   kti for all i.
Hence the hard-collinear emission, which by definition lives at the largest rapidity of all
emissions, has the dominant contribution to the recoil of the Born system.
for the thrust. Substituting these expressions into Eq. (4.59) and evaluating the integral
gives,
 Frec( ) = FNLL( )2CF ↵s(
p
⌧Q)
2↵s(Q)
Z 1
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(1 + (1  z)2)
z
ln(1  z)
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p
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✓
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4
  ⇡
2
3
◆
.
(4.62)
This result holds also for the C-parameter and the heavy-jet mass, which behave as 1 T
in the collinear region.
4.6.4 Hard-collinear Correction
Using the same single hard-collinear emission as in the previous section, we now compute
the matrix element correction  Fhc( ) of Eq. (4.30) for additive observables. Using the
soft-collinear observable of Eq. (4.49) we obtain
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X
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.
(4.63)
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Rescaling the momenta in a similar way as we did in the previous section we get
 Fhc( ) = FNLL( )
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Considering specifically the thrust, we obtain
 Fhc( ) = ↵s(
p
⌧Q)
↵s(Q)
CF
3
2
⇣
 (0)(1 +R0NLL) +  E
⌘
FNLL( ). (4.65)
4.6.5 Soft-wide angle Correction
We consider the case of a NNLL correction induced by a soft-wide angle emission, as
given in general by Eq. (4.36). This correction is due to the inability for the soft-collinear
observable parametrisation of Eq. (3.18) to accurately describe the value of an observable
in the presence of a soft-wide angle emission. We express the amended additive NNLL-
accurate observable and the NLL one, respectively,
V (k)wa ({p˜}, k, {ki}) =
✓
kt
Q
◆a
fwa(⌘, ) + Vsc({p˜}, {ki}) , (4.66)
Vsc({p˜}, k, {ki}) =
✓
kt
Q
◆a
fsc(⌘, ) + Vsc({p˜}, {ki}) , (4.67)
where fsc(⌘, ) and fwa(⌘, ) are defined in Eqs. (4.31) and (4.32). Using Eq. (4.36) and
performing a similar rescaling as for the additive recoil correction one finds
 Fwa( ) = FNLL( )2CF
a
↵s(v
1
aQ)
↵s(Q)
Z 2⇡
0
d 
2⇡
Z 1
 1
d⌘ ln
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. (4.68)
Now we write explicit expressions for fwa. For the thrust and the heavy-jet mass,
fwa(⌘, ) = fsc(⌘, ) = e
 |⌘| , (4.69)
so that  Fwa( ) = 0. In the case of the C-parameter instead we have
fwa(⌘, ) =
3
cosh ⌘
and fsc(⌘, ) = 6 e
 |⌘| . (4.70)
This gives
 Fwa( ) = FNLL( )2CF ↵s(CQ)
↵s(Q)
Z 1
 1
d⌘ ln(2 cosh ⌘e |⌘|) = FNLL( )CF ↵s(CQ)
↵s(Q)
⇡2
6
,
(4.71)
where C is the value of the C-parameter.
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4.6.6 Correlated Correction
The correlated correction presented in Eq. (4.45) depends on the di↵erence between the
non-inclusive and inclusive treatments of two soft-collinear emissions that are close in
angle, and is captured by the constraints,
⇥ (v   Vsc({p˜}, ka, kb, k1, . . . , kn)) ⇥ (v   Vsc({p˜}, ka + kb, k1, . . . , kn)) , (4.72)
which is in general non-zero for additive observables. However, the above correction van-
ishes if the observable Vsc itself is inclusive, i.e. Vsc(ka, kb) = Vsc(ka + kb). The thrust ⌧
is inclusive only for emissions that propagate into the same hemisphere (defined by the
thrust axis). In this case, the di↵erence Eq. (4.72) is non-zero if the two correlated soft
partons ka, kb move into opposite hemispheres. However, this configuration requires the
parent gluon to be emitted at small rapidities, which gives rise to a correction which is at
most N3LL, according to the rules laid out in Sec. 4.1.1, and can be neglected. The other
additive observables treated in this thesis are also inclusive in the relevant phase space
regions, so we can conclude that for T , C, and ⇢H , at NNLL
 Fcorrel( ) = 0 . (4.73)
· · ·
The NNLL corrections which have been derived in this chapter hold for any rIRC
safe, continuously global observable that can be parametrised by Eq. (3.18). The sum of
all of these corrections will produce a NNLL-accurate multiple emissions function for a
appropriate given observable. Multiplying by the NNLL Sudakov factor of Eq. (4.8) gives
a complete NNLL-accurate resummation for that observable.
In the next chapter we will extend this formalism to include the two-jet rate.
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Chapter 5
Resummation of Jet Rate
Observables at NNLL
in which I introduce jet objects in a theoretical and experimental context and show how
the previous chapter’s methodology can be applied to jet observables.
5.1 Jets and Jet Algorithms
As mentioned in Section 2.2.2, the fundamental QCD degrees of freedom - quarks and
gluons - are not final-state objects. After a high-energy interaction they undergo stages of
radiation and then hadronisation, leaving us with collimated streams of hadrons that are
picked up by detectors as energy deposits. These usually-conical collections of hadrons are
called jets. Jets are defined via clustering algorithms so that we may, indirectly, measure
the properties of the original partons. Since jets are not fundamental there exists some
choice in how to define them. In 1990 it was agreed that a good jet definition should [42,43]:
1. Be simple to implement in an experimental analysis
2. Be simple to implement in a theoretical calculation
3. Be defined at any order in perturbation theory
4. Yield finite cross sections at any order in perturbation theory
5. Yield a cross section that is insensitive to hadronisation
Jet rates, the fractions of events having a given number1 of jets, are particularly useful
observables for extracting perturbative values of ↵s due to point 5 (i.e. the parton- and
hadron-level results are similar). Fig. 5.1 [20] shows the comparison of di↵erential cross-
sections with and without hadronisation e↵ects (discussed in Sec. 2.2.2) taken into account
for two observables: thrust and the two-jet rate in the Durham jet clustering algorithm.
These plots are obtained using the ALEPH detector at LEP with centre-of-mass energy
91.2 GeV. The resummation used is correct to NLL and is taken from [22] and [25] for
1This must be carefully defined using jet algorithms and jet resolution cuts, extensively discussed for
e+e  annihilation in this chapter.
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thrust and the two-jet rate, respectively. The data has been corrected for detector e↵ects.
Notice that hadronisation e↵ects are more sizeable for the thrust distribution, skewing the
result away from its partonic shape. The shoulder in Fig. 5.1 is controlled by the Sudakov
factor. The downturn expresses the increasing di culty in maintaining a three jet event as
the jet resolution threshold parametrised by ycut (defined in the following) becomes very
small.
(a) Thrust (b) Two-jet rate
Figure 5.1: Comparison of NLL-resummed predictions and ALEPH data for thrust and
the two-jet rate. The black dots represent the data and the black line the resummed
result. The grey line shows the addition of hadronisation e↵ects, with the band signifying
the range of values predicted by three di↵erent hadronisation models in JETSET 7.2 and
HERWIG 5.3.
Jets are designated by jet algorithms which group together the experimental energy
deposits or theoretical final-state partons. These algorithms fall into two types: cone
algorithms and sequential-recombination algorithms. Broadly speaking, a cone algorithm
groups particles into a circular area in phase space by considering what fraction of the
event’s total energy is contained within a subgroup of particles and what size of angular
space the subgroup inhabits. A sequential algorithm cycles through pairs of particles
either combining them together into one jet or designating them separate jets. In this
work we are interested only in sequential recombination algorithms. For a comprehensive
discussion on a large number of jet algorithms see [44].
We will employ the Durham [45] and Cambridge algorithms [46,47] for our jet definitions.
These were the algorithms most commonly used at the detectors of LEP at CERN. Both
of these algorithms define a distance measure yij and an ordering variable vij . For the
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Cambridge algorithm,
y(C)ij = 2
min{Ei, Ej}2
Q2
(1  cos ✓ij) , v(C)ij = 2 (1  cos ✓ij) , (5.1)
and for the Durham algorithm,
y(D)ij = v
(D)
ij = 2
min{Ei, Ej}2
Q2
(1  cos ✓ij) , (5.2)
where ✓ij is the angle between particles ki and kj , Ei is the energy of the particle ki, and
Q is the centre-of-mass energy. A sequential algorithm such as the Durham algorithm
determines the pair of particles with the smallest vij and combines them into one pseudo-
particle if yij < ycut, where ycut is the jet resolution parameter. The recombination scheme
dictates how the pairs of particles are combined (e.g. via energy, four-momenta). The kt
recombination we will use gives a result valid for all schemes2 (see Eq. 5.9). This process
is iterated until all remaining yij are larger than the resolution cut.
Clearly the jet multiplicity of a given event will depend on the algorithm, the recombina-
tion scheme and the value of ycut that one uses. The three-jet resolution parameter y3 is
defined as the value of ycut lying on the boundary between a two-jet event and a three-jet
event. The two-jet rate is the cumulative integral of the y3 distribution.
We note here that both the Durham and the Cambridge distance measures tend to
their Born value of zero for vanishingly soft and/or collinear emissions. Therefore these
algorithms are IRC safe and as such the corresponding observable, the two-jet rate, can
be reliably computed order by order in perturbation theory. In addition y3 has the same
parametric behaviour in the presence of many soft and collinear emissions, i.e. it is rIRC
safe according to Eqs. (3.4) and (3.5).
The material in the remainder of this chapter is based on recent collaborative work,
culminating in the publication of [2], where the first NNLL resummation of the two-jet
rate was presented. The method of ARES is especially powerful in its resummation of y3
since it does not require a formula to factorise the soft and collinear regions of phase space,
as do most resummation technologies. For this reason the resummation of the two-jet rate
was previously unattainable.
5.2 Jet Rate Resummation at NLL
Before embarking on a next-to-next-to-leading-logarithmic resummation of the two-jet
rate it is worth looking in detail at how a NLL ensemble of soft-collinear emissions will
cluster in the Durham and Cambridge algorithms. At NLL accuracy the procedure for
clustering particles into jets can be simplified from the full definition. This will throw into
relief the considerations needed to capture all NNLL kinematics. We begin by considering
2Since we work with soft-collinear emissions their energies are negligible and so our transverse-momenta
recombination with rapidity replacement captures all of the information of the pair.
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ki kj
`j`i
Figure 5.2: A simple event with two emissions being radiated from the qq¯ pair. `i and
`j denote the legs from which ki and kj , respectively, have been emitted. Note that the
emission angles of ki and kj have been vastly exaggerated in this diagram. In reality the
emissions would be unresolvable in their collinearity to their emitter(s).
the Durham algorithm.
5.2.1 The Durham Jet Algorithm at NLL
For illustrative purposes we will determine the value of y3 for a specific event. We choose
the simple diquark system with two additional soft-collinear emissions as shown in Fig. 5.2.
We will calculate all the possible y(D)ij and find the value lying on the boundary between
a two-jet and a three-jet event, i.e. the smallest y(D)ij after one clustering.
For two soft-collinear particles ki, kj we can use the small-angle approximation3 to write
y(D)ij = 2
min{Ei, Ej}2
Q2
(1  cos ✓ij) ⇡ min{Ei, Ej}
2
Q2
 
✓2ij
 
=
min{Ei, Ej}2
Q2
|~✓i   ~✓j |2
(5.3)
where ✓i(j) denotes the angle between emission ki(kj) and its emitter, and
~✓i(j) = ✓i(j)(cos i(j), sin i(j)) includes transverse components. The pairings between an
emission and its emitter must also be considered:
y(D)ip` = 2
min{Ei, Ep`}2
Q2
(1  cos ✓i) ⇡ E
2
i
Q2
✓2i =
k2ti
Q2
, (5.4)
where p` denotes one of the hard quarks, the parent of emission ki.
To encompass all possible clusterings we keep the leg indices general; `i = 1, 2 and
`j = 1, 2. Since we have four particles there are
 4
2
 
= 6 pairings. To find the y3 of this
system we must cluster pairs of particles until we are left with three jets. At that point the
value of the smallest yij defines y3. We can immediately disregard y`i,`j since the energy
of the hard quarks is orders of magnitude larger than either of the soft-collinear emissions,
and the two quarks are nearly back-to-back. Both of these facts separately exclude the
possibility that this pair leads to the smallest distance measure. The collinearity of ki and
kj to their emitter(s) leads to the prohibition of any clustering between two particles not
in the same hemisphere (see Fig. 2.6a and the surrounding text). Therefore if `i 6= `j the
3The soft-collinear ensemble are widely separated in rapidity within the collinear region and their shared
collinearity to the emitter ensures that the angle between them can be considered a small angle.
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only allowed clusterings are ki with `i and kj with `j ; the clustering of an emission with its
emitter. Any jet containing one of the original hard quarks will have energy prohibitively
large to exist within the smallest distance measure. So in this case we are left to utilise
only Eq. (5.4) and
y3 =
1
Q2
max{kti , ktj}2 . (5.5)
If, on the other hand, `i = `j then the two soft-collinear emissions are also allowed to
cluster together. This is the more interesting case. To analyse this further we use the fact
that, by rIRC safety, all {kti} must be of a similar size, with corrections to this condition
subleading. We can say without loss of generality that kti > ktj . The pair ki, kj will
cluster if
min{Ei, Ej}2
Q2
|~✓i   ~✓j |2 <
k2tj
Q2
. (5.6)
The emissions are widely separated in rapidity so we end up in one of the two following
cases:
1) ✓i   ✓j ( =) Ei ⌧ Ej since kti ⇠ ktj ),
for which Eq. (5.6) becomes
k2ti
 
1  2✓j
✓i
cos ij +
✓2j
✓2i
!
< k2tj , (5.7)
using the small-angle approximation of Eq. (5.3). However in the ✓i/✓j ! 0 limit stipulat-
ing that the particles are widely separated (i.e. in NLL kinematics) this becomes k2ti < k
2
tj ,
invalidating our initial assumption.
2) ✓i ⌧ ✓j ( =) Ei   Ej),
in which case
E2j (✓
2
j   2✓i✓j cos ij) < k2tj
(1  2 ✓i
✓j
cos ij) < 1
cos ij > 0 .
(5.8)
If this clustering condition holds for particles ki and kj with ✓i ⌧ ✓j , we produce a
pseudoparticle, or jet, that sets y3
y3 =
k2tp
Q2
=
1
Q2
| ~kti + ~ktj |2 , (5.9)
where ktp is the transverse momentum of the pseudoparticle.
Eqs. (5.3) and (5.4) and the above clustering procedure hold for any number of soft and
collinear emissions. One could manually cycle through every yij in an event, as we have
done: finding the minimum, clustering either with the emission’s parent quark or with a
neighbour for which ✓i ⌧ ✓j and cos ij > 0 are true. However, this procedure can be
simplified even further by reflecting on the conditions that have just been derived.
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We now consider an event containing two hard quarks and many soft-collinear emissions
(the exact number does not matter). We again assume that ktj < kti , now for all i. Firstly,
by definition it is true that for arbitrary pseudoparticles km and kn
ym`m > ymn, 8 m 6= n , (5.10)
for cases in which the clustering condition (Eq. (5.8)) for km and kn holds. Hence the
distance measures including a given pseudoparticle have an upper bound. Secondly, we
have seen that for clustering of pseudoparticles km and kn we require ktm < ktn and
En   Em. Therefore m is restricted to clusterings with emissions of larger energies. This
implies
min{Em, En}2
Q2
| ~✓m   ~✓n|2 = E
2
m
Q2
(✓2m   2✓m✓n cos nm)
=
E2m
Q2
✓2m(1  2
✓n
✓m
cos nm) .
(5.11)
We also have that
(Ej✓j)
2 < (Em✓m)
2, 8 m 6= j . (5.12)
The clustering condition forces the ratio of angles in the second line of Eq. (5.11) to be
very tiny, subsequently enforcing✓
1  2 ✓n
✓m
cos nm
◆
⇡ 1 (5.13)
Together Eq. (5.12) and Eq. (5.13) imply✓
Ej✓j
Em✓m
◆2
<
✓
1  2 ✓n
✓m
cos nm
◆
. (5.14)
The above relation holds for any (j, m, n) such that ktj < ktm < ktn and km, kn-clustering
is allowed. This is a powerful result stipulating that the ordering of pairings can be
systematically determined. If no allowed pairing is found for a given pseudoparticle then
it must cluster with its emitter (for which the clustering condition always holds). The
definite hierarchy in yij leads to the following algorithmic sequence which we call ysc3 :
1. Find the (pseudo)particle kj with the smallest value of ysc3 ({p˜}, kj) = (ktj/Q)2
2. Else, search for an emission ki with smaller angle with respect to its emitter, in the
same hemisphere as kj , that maximises ✓i/✓j and satisfies cos ij > 0
3. If a successful candidate ki is found, cluster ki and kj into a jet setting ~ktjet =
~kti+ ~ktj ;
✓jet = ✓i
4. If no valid ki is found, cluster kj with `j and remove kj from the array of (pseudo)particles
in the event
5. If there remain only three jets (each hard quark plus one pseudoparticle),
ysc3 ({p˜}, k1, . . . , kn) = (ktj/Q)2, otherwise go back to 1.
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5.2.2 The Cambridge Jet Algorithm at NLL
Recall the Cambridge ordering variable from Eq. (5.1),
v(C)ij = 2 (1  cos ✓ij) . (5.15)
The expression above is only dependent on the angular ordering of the emissions, which
will simplify the clustering process. In fact, since at NLL the emissions are all collinear to
their emitter and widely separated in angle we have
✓ij   ✓ip` , 8 i . (5.16)
Therefore no clustering occurs between soft-collinear emissions widely separated in rapidity
in the Cambridge algorithm. The value for y3 in any given event is simply equal to the
largest yip` = k
2
ti/Q
2. The contribution of a NLL ensemble can be separated into the
individual contributions of its emissions,
⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k1, . . . , kn)
ycut
◆
=
nY
i=1
⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, ki)
ycut
◆
. (5.17)
This constraint combines with the soft-collinear measure dZ[{R0NLL,`i , ki}] such that, for
this algorithm, FNLL( ) = 1. We can also use Eq. (5.17) to evaluate NNLL corrections to
FNLL( ) analytically, as shown explicitly in Sec. 5.9.
5.3 Considerations for Jet Rate Resummation at NNLL
This discussion of this chapter up to now has been solely concerned with observable defi-
nitions. We stress that the event set-up in e+e  ! qq¯, including extra emissions’ matrix
elements and phase space are identical to those derived in Sec. 3.1 and subsequently ex-
tended in Secs. 4.2 to 4.5. We now focus on the ingredients of the resummation, e RNNLL
and  FNNLL. As before we change variables and express the emissions’ phase space in
terms of (⇣i = vi/v, i, ⇠
(`)
i = ⌘
(`)
i /⌘
(`)
max) (see Eqs. (3.40) and (3.42)).
5.3.1 The Sudakov Factor at NNLL
The e↵ect of virtual corrections and unresolved real emissions to the two-jet rate are
taken into account by a Sudakov factor. The soft-collinear scaling of the Durham and
Cambridge algorithms corresponds to parameters a = 2, b` = 0 given in Eq. (3.18). As
was discussed in Sec. 4.1.3 the NNLL Sudakov radiator is known in this case and so again
we do not explicitly calculate the expression for RNNLL(v) =  Lg1( ) g2( )  ↵s(Q)⇡ g3( ),
but extract it from the broadening-type Sudakov factor, putting a = 2 (See Appendix A).
5.3.2 The Multiple Emissions Function at NNLL
We briefly discuss the applicability of the  F functions introduced in Sec. 4.1.2 and derived
in Secs. 4.2 to 4.5 to jet rates. It is immediately obvious that corrections arising from the
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inclusion of NNLL kinematics in the matrix element of a single emission apply to jet
rates as they stand, i.e. we already possess all the tools to determine the hard-collinear
correction  Fhc. Note, however, that there is an additional subtlety with the phase space
integration compared to that for event shapes. Looking at Eqs. (5.1) and (5.2) one can
see that the ordering of clustering, and therefore the final observable, is dependent on the
angular properties of emissions. Therefore we cannot integrate over the rapidities of the
gluons as we did for event shapes in Eq. (3.43). This leads to subtleties in calculating
 Fsc. The soft-collinear measure present in the real emission functions (Eq. (3.48)) must
therefore also include integrals over the rapidity of emissions,Z
dZ[{R0NLL,`i , ki}]G({p˜}, {ki}) = ✏R
0
NLL
1X
n=0
1
n!
nY
i=1
Z 1
✏
d⇣i
⇣i
Z 2⇡
0
d i
2⇡
X
`i=1,2
Z 1
0
d⇠(`i)i ⇥
⇥R0NLL,`iG({p˜}, k1, . . . , kn) ,
(5.18)
where ⇣i = k2ti/Q
2ycut, ⇠
(`i)
i = |⌘i|/⌘max, and R0NLL,` is defined in Appendix A. Note that
dZ[{R0NLL,`i , ki}] satisfies the normalisation conditionZ
dZ[{R0NLL,`i , ki}]
Y
i
⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, ki)
ycut
◆
= 1 . (5.19)
The corrections owing to a change in observable definition require a modified jet al-
gorithm. That is,  Fswa,  Frec,  Fcorrel will require the replacement of y¯sc3 to ywa3 , yhc3 , ysc3 ,
respectively. The kinematics of correlated emission begets an additional resolved real-
emission correction for jet rate observables. The correlated emissions’ closeness in rapidity
invalidates assumptions that we made in deriving ysc3 in Sec. 5.2.1. At NNLL precision the
two correlated emissions are allowed to cluster. To correctly determine a possible clus-
tering between this pair the full algorithm must be used. Note that the NLL-simplified
ysc3 algorithm is still valid for all other pairings in the event. The contribution  Fclust
captures the e↵ect of correlated emissions clustering in the full NNLL algorithm.  Fcorrel
arises from treating gluon splitting non-inclusively, i.e. the correlated emissions can end
up in di↵erent jets.
To summarise, the function
 FNNLL =  Fsc +  Fhc +  Frec +  Fwa +  Fcorrel +  Fclust (5.20)
represents NNLL corrections due to real resolved radiation for jet rates. Sections 5.4 to 5.8
will deal with the derivation of each of these corrections in turn for the two-jet rate in the
Durham algorithm. Once we have obtained these expressions we can apply simplifications
a↵orded by the Cambridge algorithm to gain analytic expressions for the two-jet rate in
this algorithm. In the formulation of each  F we will pick out one emission, k, from the
soft-collinear ensemble that will be the ‘special’ emission. This emission and it alone will
embody the various NNLL kinematics that lead to each correction.
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· · ·
Here it is worth commenting on the nature of observables requiring a sequential algorithm
for their definition. As mentioned previously there exists no factorisation formula for y3
in the Durham algorithm. Practically this means that we cannot determine the value of
y3 for a given event analytically. In Sec. 5.2 we determined the various allowed values
for y3 given the very simple event of Fig. 5.2. However since the clustering of emissions
depends on the energy and angular properties of each emission in a non-trivial way it is
not possible to determine the clustering sequence a priori, even for the simplified Durham
algorithm y¯sc3 . Furthermore for an event with many emissions, any intermediate clustering
may disrupt the inital ordering of the {kti}. One must simply generate emissions across
the entirety of phase space and permit the algorithm to determine the final y3 value.
5.4 Soft-collinear Correction
The soft-collinear correction takes into account the correct rapidity bound for one of
the real soft-collinear emissions, as well as contributions arising from the running of the
QCD coupling in the soft-collinear matrix elements. We denote by k the special emission
for which we account for either e↵ect, and rescale it such that ysc3 ({p˜}, k) = k2t /Q2 =
⇣ycut. There are additional subtleties in dealing with jet rate observables (on top of the
event shape analysis from Sec. 4.2) since their clustering algorithms are in general angle-
dependent. For event shapes, we could integrate inclusively over the rapidity fraction of
each emission. As a result, the emission probability for k, collinear to the Born leg `, would
be proportional to the function R0` (⇣ycut) defined in Eq. (3.41). Therefore in Sec. 4.2 both
NNLL e↵ects could be accounted for by expanding R0` (⇣ycut) as follows:
R0` (⇣ycut) ' R0NLL,`(ycut) +  R0NNLL,`(ycut) +R00` (ycut) ln
1
⇣
. (5.21)
The full expressions for  R0NNLL,`(ycut) and R
00
` (ycut) are given in Appendix A. In our
current case, this correction must be formulated in a slightly more general way than the
corresponding one relevant for event-shape observables.
The NNLL term proportional to  R0NNLL,`(ycut) in Eq. (5.21) contains the contribution
from the di↵erence in ↵CMWs and ↵
MS
s definitions as well as from the two-loop running of
the QCD coupling. In this term, the rapidity of all emissions is bounded by the NLL limit
ln(1/
p
ycut). Therefore this correction is in fact unchanged with respect to event shapes,
and gives rise to
⇡
↵s(µR)
Z 1
0
d⇣
⇣
Z 2⇡
0
d 
2⇡
X
`=1,2
Z 1
0
d⇠(`) R0NNLL,`
Z
dZ[{R0NLL,`i , ki}]⇥
⇥

⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k, {ki})
ycut
◆
 ⇥(1  ⇣)⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, {ki})
ycut
◆ 
.
(5.22)
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The remaining term in the right hand side of Eq. (5.21) is proportional to the function
R00` (ycut) given by
R00` (ycut) =
↵s(
p
ycutQ)
2⇡
CF
✓
 0↵s(
p
ycutQ) ln
✓
1
ycut
◆
+ 1
◆
. (5.23)
The above function itself comprises of two distinct contributions. The term proportional
to  0 arises from expanding ↵s(kt) around ↵s(
p
ycutQ) in the soft emission matrix element
as follows
↵s(kt) ' ↵s(pycutQ) +  0↵2s(
p
ycutQ) ln
1
⇣
, (5.24)
of which the second term is purely NNLL. Therefore, when integrating over the emissions’
phase space, we can set all rapidity bounds to the NLL limit ln(1/
p
ycut). This contribution
then amounts to an additional factor in the phase space integral of an NLL-accurate
ensemble as is the case in Eq. (5.22), prompting us to collect the two corrections together
to define the running-coupling part of  Fsc as follows:
 F rcsc ( ) =
⇡
↵s(µR)
Z 1
0
d⇣
⇣
Z 2⇡
0
d 
2⇡
X
`=1,2
Z 1
0
d⇠(`)
✓
 R0NNLL,` +  R
00
` ln
1
⇣
◆
⇥
⇥
Z
dZ[{R0NLL,`i , ki}]⇥
⇥

⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k, {ki})
ycut
◆
 ⇥(1  ⇣)⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, {ki})
ycut
◆ 
,
(5.25)
where
 R00` =
CF
2⇡
 0↵
2
s(
p
ycutQ) ln
1
ycut
. (5.26)
Now we turn our attention to the NNLL-rapidity-bound piece of the soft-collinear cor-
rection. Given that the observable in this case depends on the rapidity fractions of the
emissions, this correction is more complex and cannot be accounted for by Eq. (5.21). To
study how the form of this correction is modified, let us consider a given ensemble of n
emissions k1, . . . , kn, strongly ordered in rapidity and collinear to the same hard leg, say
` = 1. All of the emissions have the NLL rapidity bound ln 1/
p
ycut except for the emis-
sion kj which has the exact rapidity bound ln(Q/ktj) > ln(1/
p
ycut). This relation can
be proved by considering the following. If pseudo-particles kI and kJ are recombined, the
tranvserse momentum of the resulting jet |~ktI+~ktJ | will be larger than ktI and ktJ . This is
because a clustering occurs only if ~ktI ·~ktJ > 0 in the NLL algorithm. By induction, in all
configurations which result in two jets (ysc3 ({p˜}, {ki}) < ycut), one has that kti  pycutQ
for all particles ki.
Now let us consider a given ordering of transverse momenta {kti} of the n emissions. For
such a configuration of transverse momenta, n! rapidity orderings are available. Each ra-
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pidity ordering corresponds to a potentially-di↵erent value for the observable in its NLL
version, ysc3 ({p˜}, {ki}). We assume that all emissions but kj have the NLL rapidity bound
ln(1/
p
ycut), whereas ⌘j < ln(Q/ktj). Without loss of generality, we start by considering
the generic ordering ⌘1 > ⌘2 > · · · > ⌘j > · · · > ⌘n. We can identify two possible scenarios:
1) when the most forward emission has the NLL rapidity bound, ⌘1 < ln(1/
p
ycut), and
2) when it is the ‘special’ NNLL emission, ln(1/
p
ycut) < ⌘1 < ln(Q/kt1).
1) In the first case, after including running couplings and colour factors, the corre-
sponding rapidity integral is
I(n)1 =
✓
CF
⇡
◆n nY
i=1
↵s(kti)
Z ln(1/pycut)
d⌘1
Z ⌘1
d⌘2· · ·
Z ⌘j 1
d⌘j · · ·
Z
d⌘n
=
✓
CF
⇡
◆n nY
i=1
↵s(kti)
1
n!
lnn
1p
ycut
.
(5.27)
We stress that this result is the same regardless of the rapidity bound of emissions
k2, · · · , kn. To neglect subleading e↵ects, we can expand the strong coupling in Eq. (5.27),
as in Eq. (5.24). This leads to
I(n)1 =
✓
CF
⇡
◆n
↵ns (
p
ycutQ)
1
n!
lnn
1p
ycut
+  0↵
n+1
s (
p
ycutQ)
✓
CF
⇡
◆n 1
n!
lnn
1p
ycut
nX
i=1
ln
1
⇣i
+
+O(N3LL)
' (R
0
`(ycut))
n
n!
+  R00` (ycut)
(R0`(ycut))
n 1
n!
nX
i=1
ln
1
⇣i
, (5.28)
where we used
ln
Q
kti
= ln
1p
ycut
+ ln
1p
⇣i
, (5.29)
and ⇣i = (kti/Q)2/ycut.
In Eq. (5.28) we recognise the NLL contribution (the first term) that gives rise to the
function FNLL. The other term of Eq. (5.28) is a NNLL correction proportional to  0 in
Eq. (5.25), i.e. it is a contribution already accounted for in  F rcsc , that starts at O(↵3s).
2) The configurations in which ln(1/
p
ycut) < ⌘1 < ln(Q/kt1) leads to
I(n)2 =
✓
CF
⇡
◆n nY
i=1
↵s(kti)
Z ln(Q/kt1)
ln(1/
p
ycut)
d⌘1
Z ⌘1
d⌘2· · ·
Z ⌘j 1
d⌘j · · ·
Z
d⌘n . (5.30)
The bound in ⌘2 can be replaced with ln(1/
p
ycut) since the region where ⌘2 > ln(1/
p
ycut)
gives rise to a subleading correction. Moreover, the argument of the running coupling can
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be replaced with
p
ycutQ for all emissions at NNLL. With these replacements we have
I(n)2 =
✓
CF
⇡
◆n
↵ns (Q
p
ycut)
1
(n  1)! ln
n 1 1p
ycut
ln
1p
⇣1
= (1   )R00` (ycut)
(R0`(ycut))
n 1
(n  1)! ln
1
⇣1
. (5.31)
Eq. (5.31) gives a pure NNLL contribution from applying the exact rapidity bound for one
emission, and it is obtained in the limit of strong rapidity ordering. We denote this correc-
tion by  F rapsc . The configuration in which two emissions are close in rapidity here gives a
subleading correction; there is no overlap with the configurations contributing to the clus-
tering correction. The exact rapidity bound matters only for the most forward/backward
emission. Accordingly, in order to compute  F rapsc to all orders, we set emission k with the
correct bound to be the most forward/backward, and we randomly generate the rapidity
fractions of the remaining emissions. This gives
 F rapsc ( ) =
⇡
↵s(µR)
Z 1
0
d⇣
⇣
Z 2⇡
0
d 
2⇡
X
`=1,2
(1   )R0` ln
1
⇣
Z
dZ[{R0NLL,`i , ki}]⇥
⇥

⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k, {ki})
ycut
◆
 ⇥(1  ⇣)⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, {ki})
ycut
◆ 
⇠(`)=1
,
(5.32)
where now ⇣, ⇠(`),  refer to the emission k with exact rapidity bound, and (1    )R00` =
CF /(2⇡)↵s(
p
ycutQ). The condition ⇠(`) = 1 indicates the rapidity fraction of k has been
fixed to 1 reflecting the fact that the emission with the correct rapidity bound must be
the most forward/backward in rapidity. In the case of the event shapes, the integrals over
the rapidity fractions can be evaluated inclusively, and the sum
 F rcsc ( ) +  F rapsc ( ) (5.33)
reproduces the soft-collinear correction formulated in Sec. 4.2.
5.5 Hard-collinear Corrections
The hard-collinear and recoil corrections describe configurations in which a parton of the
ensemble is emitted collinearly to one of the Born legs and carries a significant fraction z
of the emitter’s momentum. This leads to an altered observable parametrisation due to
the non-negligible recoil that a hard emission induces on the diquark system. It also gives
rise to a matrix element correction, taking into account the full expression for a gluon
with any kinematically allowed fraction z of its parent quark.
5.5.1 Matrix Element Correction
The hard-collinear correction takes into account the exact matrix element for a single
hard-collinear emission, k. As it does not alter the observable definition,  Fhc takes the
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same form as for event shapes (with explicit rapidity integration, taken into account by
the measure dZ[{R0NLL,`i , ki}]). For a full derivation of this correction see Sec. 4.3.2.
 Fhc( ) =
X
`=1,2
↵s(
p
ycutQ)
2↵s(µR)
Z 1
0
d⇣
⇣
Z 2⇡
0
d 
2⇡
Z
dZ[{R0NLL,`i , ki}]
Z 1
0
dz
z
(zpqg(z)  2CF )⇥
⇥

⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k, {ki})
ycut
◆
 ⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, {ki})
ycut
◆
⇥(1  ⇣)
 
,
(5.34)
where zpqg = CF (1 + (1  z)2).
5.5.2 Observable-Definition Correction: Recoil
The recoil correction implements the e↵ect of the hard-collinear emission on the observable
parametrisation by taking into account the exact kinematics of recoil. For a hard-collinear
parton k, the approximation ysc3 ({p˜}, k) = (kt/Q)2 is no longer valid because this trans-
verse momentum is defined with respect to a fixed emitter axis which, for soft particles,
coincides with their actual emitters. The recoil instigated by a hard emission breaks the
coincidence between these two axes. As such we must explicitly derive the expression for
the transverse momentum between a special hard emission, k and its now-displaced emit-
ter. Additionally, the recoil splits the system irrevocably and non-trivially: soft-collinear
emissions up to this point will have been emitted with respect to the original axis (which
we freely set to be the thrust axis), whereas all subsequent emissions will be emitted from
the new, recoiled axis. The y3 algorithms operate on final state particles, i.e. the yij
pairings correspond to emissions and hard quarks after all emissions have occurred. If
no clustering partner is found, soft-collinear radiation emitted with respect to the thrust
axis will be recombined with the recoiled quark axis, i.e. not their emitter. Our entire
treatment of the event kinematics must change. To help elucidate this abstract point we
include a diagram of a single hard-collinear emission event in Fig. 5.3 and refer the reader
to Sec. 4.3 for a full derivation of recoil kinematics.
The relationship between kt and k0t is
~kt ' ~k0t + z~p 0`,t , ~p 0`,t ⌘  
X
i2H(`)
~kti , (5.35)
where ~p 0`,t is the transverse momentum of the emitting parton, and the sum runs over all of
the remaining soft-collinear emissions emitted o↵ p˜`, for which zi ! 0 (for these emissions
the transverse momentum with respect to the thrust axis coincides with the one computed
with respect to the emitter). Using the full recoiled expressions for k and p˜1 the value of
y3 in this system is
yhc3 ({p˜}, k) =
min {z, 1  z}2
Q2
     ~ktz   ~p`,t1  z
     
2
= min
⇢
1
1  z ,
1
z
 2✓k0t
Q
◆2
, (5.36)
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Figure 5.3: The kinematics of recoil: one of the Born partons, p1 emits a hard emission,
k and subsequently recoils to become p˜1. The dotted line shows the continuation of the
original parton axis, coinciding with the thrust axis. k carries a fraction z of the original
parton energy, where z is now allowed to take any value between zero and one. kt is the
transverse momentum of k with respect to the thrust axis, whereas k0t is the transverse
momentum of k with respect to its emitter p˜1. For z ! 0 the recoil e↵ect is negligible and
kt and k0t coincide.
where ~p`,t = ~p 0`,t   ~kt is the transverse momentum of the Born emitter p˜` with respect
to the thrust axis. Note that, since k is the most energetic parton of the ensemble, its
rapidity fraction is by construction the largest of all. We construct an algorithm that can
properly deal with the presence of a hard-collinear emission, called yhc3 , which is defined:
1. Find the index I of the parton with the smallest y3({p˜}, ki)(= ysc3 ({p˜}, ki) for the
soft-collinear partons and yhc3 ({p˜}, k) for the hard-collinear one).
2. Find kJ as in step 2 of the NLL algorithm.
3. If kJ is found, recombine partons I and J into a new pseudo-particle kP with ~ktP =
~ktI + ~ktJ and ⇠
(`)
P = ⇠
(`)
J . Otherwise, kI is clustered with the Born leg p˜` it was
emitted o↵ as ~p`,t = ~ktI + ~p`,t, and removed from the list of pseudo-particles. If kP
contains the hard-collinear parton (say parton kI = k is the hard-collinear one) the
corresponding y3({p˜}, kP ) will be
yhc3 ({p˜}, kP ) =
min {z, 1  z}2
Q2
     ~ktPz   ~p`,t1  z
     
2
.
This quantity will be used in step 1 of the next iteration.
4. Repeat until only one pseudo-particle kP remains, and set y3({p˜}, k1, . . . , kn) =
y3({p˜}, kP ).
The recoil correction then takes the form
 Frec( ) =
X
`=1,2
↵s(
p
ycutQ)
2↵s(µR)
Z 1
0
d⇣
⇣
Z 2⇡
0
d 
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Z
dZ[{R0NLL,`i , ki}]
Z 1
0
dz pqg(z)⇥
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
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1  lim
ycut!0
yhc3 ({p˜}, k0, {ki})
ycut
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 ⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k, {ki})
ycut
◆ 
,
(5.37)
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where ⇣ycutQ2 = (k0t)2, and the momentum of the hard-collinear gluon k0 is a function of
⇣, ~˜p0`,t, and z. The momentum k in the second theta-function is obtained from k
0 by taking
the limit z ! 0.
5.6 Soft-wide angle Correction
This correction describes the contribution from configurations where an ensemble of soft-
collinear partons is accompanied by an emission k at wide angles with respect to its emitter.
This violates the small-angle assumption made on the NLL-observable and necessitates a
modified algorithm which is correctly parametrised in the presence of the soft-wide angle
emission. We introduce the algorithm ywa3 , which reduces to y
sc
3 for any emissions that
do not include the special k. ywa3 ({p˜}, k), however, is equal to the full expression for the
distance measure given in Eq. (5.2). Since, by definition, the wide-angle emission has the
smallest rapidity fraction amongst all emissions, if it recombines with any of the other
collinear partons, it will be pulled at larger rapidity fractions (recall the NLL algorithm
item 3 from Sec. 5.2.1). Therefore, the result of the recombination will be the same as if
k were soft and collinear. It follows that the soft-wide angle contribution is non-zero only
if k does not cluster with any of the soft-collinear emissions.
Therefore the expression of y3 is equal to the distance measure between k and its emitter,
y3({p˜}, k) = 2E
2
Q2
(1  | cos ✓|) , (5.38)
where ✓ is the angle with respect to the direction identified by the Born momenta, which
remain back-to-back in the presence of soft emissions, and practically coincides with the
thrust axis. The corresponding observable ywa3 ({p˜}, k, {ki}) can be computed by means
of the NLL algorithm for strongly-ordered emissions, but where one uses Eq. (5.38) to
express y3({p˜}, k) for the soft-wide-angle emission k. As soon as the latter is clustered
with any of the remaining soft-collinear emissions, the algorithm simply reduces to the
NLL one in its original form. The soft-wide angle contribution takes the form
 Fwa( ) = CF ↵s(
p
ycutQ)
↵s(µR)
Z 1
0
d⇣
⇣
Z 1
 1
d⌘
Z 2⇡
0
d 
2⇡
Z
dZ[{R0NLL,`i , ki}]
⇥

⇥
✓
1  lim
ycut!0
ywa3 ({p˜}, k, {ki})
ycut
◆
 ⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k, {ki})
ycut
◆ 
,
(5.39)
with ⇣ycutQ2 = k2t , and ⌘ the emission’s rapidity with respect to the thrust axis. In the
second ⇥-function all emissions are treated as soft-collinear, even the special emission. To
be clear, the special emission maintains its kt,   and hemisphere, but is now treated as if
it were collinear.
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5.7 Clustering Correction
This correction describes an ensemble of soft-collinear partons emitted o↵ the Born legs
of which at most two are close in rapidity, the remaining ones being strongly separated in
angle. For this kinematic configuration we need to amend the algorithm y¯sc3 outlined in
Sec. 5.2.1 to include the potential clustering of two emissions that are close in rapidity.
The resulting algorithm, which we call ysc3 , is identical to the strongly-ordered one, except
in its dealing with yab where ka, kb are the emissions close in rapidity. We consider an
arbitrary point in the clustering sequence. These particles may have already been involved
in clusterings and live within pseudo-particles which we will call kJa , kJb . An additional
step is needed after step 1:
1b. If pseudo-particles kJa and kJb are close in rapidity (i.e. if neither ka nor kb have
been recombined with a pseudo-particle with larger ⇠(`)), check whether kJa and kJb
cluster, i.e. if
min{EJa , EJb}2|~✓Ja   ~✓Jb |2 < min{ktJa , ktJb}2 (5.40)
is satisfied, where ~✓i = ~kti/Ei. If so, recombine kJa and kJb by adding transverse
momenta vectorially, and set the rapidity fraction of the resulting pseudo-particle
kJ to ⇠
(`)
J ' ⇠(`)Ja ' ⇠
(`)
Jb
.
The clustering correction takes into account only the scenario in which two emissions close
in angle cluster thanks to the full algorithm expression.
 Fclust( ) = 12!
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1  lim
ycut!0
ysc3 ({p˜}, ka, kb, {ki})
ycut
◆
 ⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, ka, kb, {ki})
ycut
◆ 
,
(5.41)
where the {ki} are the soft-collinear emissions from before. We have parametrised the
phase space of the emission kb as we did for the correlated emissions in Sec. 4.5, namely
in terms of the variables
 = kt,b/kt,a ⌘ = ⌘b   ⌘a ,   =  b    a . (5.42)
In terms of these variables kb can be written as
kb = Q
p
⇣aycut(cosh(⌘a + ⌘), cos( a +  ), sin( a +  ), sinh(⌘a + ⌘)) . (5.43)
In order to eliminate subleading e↵ects, in the calculation of the observable we impose
that kb belongs to the same hemisphere as ka. In practice, this is accomplished by setting
`b = `a and ⇠
(`a)
b = ⇠
(`a)
a + sign(⌘) ⇠, with  ⇠ an arbitrarily small quantity.
The e↵ect of two emissions close in rapidity that end up in di↵erent jets is captured by
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the correlated correction, described in the next section.
5.8 Correlated Correction
The correlated correction describes the same ensemble of independently-emitted soft-
collinear partons of the previous section. The property of rIRC safety ensures that the
splitting can be treated inclusively at NLL. This was done in RNLL(v). At NNLL the
splitting must be resolved explicity, and so we allow the full algorithm to run on the real
correlated emissions living in the multiple emissions function. This gives
 Fcorrel( ) =
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Cab(, ⌘, )
Z
dZ[{R0NLL,`i , ki}]⇥
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⇥
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1  lim
ycut!0
ysc3 ({p˜}, ka, kb, {ki})
ycut
◆
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✓
1  lim
ycut!0
ysc3 ({p˜}, ka + kb, {ki})
ycut
◆ 
,
(5.44)
where
Cab(, ⌘, ) =
M˜2(ka, kb)
M2sc(ka)M
2
sc(kb)
, (5.45)
is the ratio of the correlated matrix element M˜2(ka, kb) = M2(ka, kb)  M2(ka)M2(kb)
(i.e. the di↵erence of the full two-parton matrix element and the independent emission
contribution) to the product of the two soft-collinear matrix elements for the emissions
of ka and kb. Notice that Cab depends only on the correlation variables , ⌘,  defined
in Eq. (5.42). The observable ysc3 ({p˜}, ka, kb, {ki}) is computed with the same algorithm
used for the clustering correction. In the inclusive approximation ysc3 ({p˜}, ka + kb, {ki})
reduces to the NLL value ysc3 ({p˜}, ka + kb, {ki}) in which case the result is zero. As is
done for the clustering correction, we impose that kb belongs to the same hemisphere as
ka in order to neglect undesired subleading e↵ects. While for the Durham the observable
ysc3 ({p˜}, ka, kb, {ki}) is computed using the algorithm given above for the clustering cor-
rections, in the case of the Cambridge the final expression simplifies considerably. The
Cambridge result is discussed in Sec. 5.9.5.
5.9 Analytic Results for the Cambridge Algorithm
Until this point we have been working with the Durham algorithm. In the next sections we
will see that results for the NNLL multiple emissions functions { F} for the two-jet rate
in the Cambridge algorithm can be produced by making simplifications on those derived
for the Durham algorithm. Recall from Sec. 5.2.2 that due to the Cambridge algorithm’s
energy-independent ordering variable there can be no clustering when emissions are widely
separated in rapidity, i.e. there can be no clustering between any two emissions at NLL
accuracy. This fact allows us to factorise the e↵ect of each special emission since the NNLL
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kinematics cannot be ‘mixed up’ into the soft-collinear ensemble via clustering as was the
case for the Durham multiple emissions functions. Even for the clustering and correlated
corrections we can consider that there are two special emissions which cannot talk to the
rest of the ensemble. Hence we will be left with a contribution from the ensemble as a
whole, and a contribution from just one special emission or a pair of correlated emissions,
which can be determined analytically.
5.9.1 Soft-collinear Correction
The form of the soft-collinear corrections  Fsc given in Eqs. (5.25) and (5.32) can be sim-
plified using the normalisation of the soft-collinear ensemble in the Cambridge algorithm
(Eq. 5.17) giving
⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k, {ki})
ycut
◆
 ⇥(1  ⇣)⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, {ki})
ycut
◆
=

⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k)
ycut
◆
 ⇥(1  ⇣)
  nY
i=1
⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, ki)
ycut
◆
= 0 , (5.46)
where we made use of the definition of ⇣ = ysc3 ({p˜}, {k})/ycut. This result trivially leads
to  FCsc( ) = 0. Intuitively this makes sense: even though we are taking into account
running coupling and correct rapidity limits, we are still left with a soft-collinear ensemble
of emissions widely separated in angle, and so by the Cambridge algorithm these cannot
cluster.
5.9.2 Hard-collinear Corrections
Matrix Element Correction
We start from the hard-collinear matrix element contribution to  F for the Durham algo-
rithm in Eq. (5.34). We use the fact that the measure dZ[{R0NLL,`i , ki}] integrates to one
to cancel the e↵ect of the soft-collinear ensemble. The remaining piece is the e↵ect of the
hard-collinear emission,
 FChc( ) =
X
`=1,2
↵s(
p
ycutQ)
2↵s(µR)
Z 1
0
d⇣
⇣
Z 2⇡
0
d 
2⇡
⇥
⇥
Z 1
0
dz
z
(zpqg(z)  2CF )

⇥
✓
1  lim
ycut!0
ysc3 ({p˜}, k)
ycut
◆
 ⇥(1  ⇣)
 
= 0 ,
(5.47)
where we used the fact that ⇣ = ysc3 ({p˜}, {k})/ycut. Again, this vanishing result should not
be surprising. A change in the matrix element of one emission has no e↵ect on the system’s
ability to cluster particles with the Cambridge algorithm. The observable maintains its
NLL value, allowing for the cancellation of ⇥-functions.
Observable-Definition Correction: Recoil
For the recoil correction, we use the same rephrasing of emission kinematics as was devel-
oped in Sec. 4.3 and further discussed in Sec. 5.5.2 for the two-jet rate. The normalisation
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condition of Eq. (5.17) leads to a simplified formula for  Frec (Eq. (5.37)) in which the
contribution from the hard-collinear emission factorises with respect to the soft-collinear
ones. Since the hard-collinear emission k propagates at very high rapidity, it lives in a
region apart from the soft-collinear ensemble. We have,
⇥
✓
1  lim
ycut!0
yhc3 ({p˜}, k0, {k1, . . . , kn})
ycut
◆
= ⇥
✓
1  lim
ycut!0
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ycut
◆
⇥
⇥
nY
i=1
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1  lim
ycut!0
ysc3 ({p˜}, ki)
ycut
◆
.
(5.48)
The integration of the soft-collinear ensemble’s contribution over the measure dZ[{R0NLL,`i , ki}]
gives one, leaving just the contribution from the hard-collinear emission,
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(5.49)
Using the expression for the observable in the presence of a hard-collinear emission taken
from Eq. (5.36),
yhc3 ({p˜}, k0)
ycut
= min
⇢
1
1  z ,
1
z
 2
⇣ =
1
max(z2, (1  z)2)⇣ , (5.50)
which can be plugged in Eq. (5.49) to obtain
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◆
.
(5.51)
5.9.3 Soft-wide angle Correction
For the Cambridge algorithm the wide-angle correction to the multiple emissions function
takes the simplified form
 FCwa( ) = CF
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(5.52)
thanks to the factorisation of the soft-collinear ensemble from the special emission living
in the large angle region. Since the Cambridge algorithm does not cluster objects widely
separated in rapidity, the only non-trivial contribution comes when the soft wide-angle
emission is the last particle to be recombined, namely if ywa3 ({p˜}, k) > ysc3 ({p˜}, {ki}). We
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then obtain
 FCwa( ) = CF
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(5.53)
Writing the full expression for the Cambridge distance measure Eq. (5.1) in terms of ⇣
and ⌘, the three-jet resolution parameter for the Born quarks plus emission k is given by
ywa3 ({p˜}, k)
ycut
= ⇣
⇣
1 + e 2|⌘|
⌘
, (5.54)
from which it follows that
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5.9.4 Clustering Correction
The clustering correction to the multiple emissions function in the Cambridge algorithm
simply reduces to a clustering of two correlated soft-collinear partons. Emissions from
the rest of the ensemble are widely separated in rapidity from each other and so all other
clustering is forbidden. This fact allows us to make the replacement
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(5.56)
The contribution of any number of widely separated emissions gives one, due to the nor-
malisation property of the measure dZ[{R0NLL,`i , ki}] shown in Eq. (5.17). We implement
these simplifications in the clustering contribution result for the Durham algorithm in
Eq. (5.41), giving
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(5.57)
The clustering correction takes into account the e↵ect from correlated emissions which
cluster under the full clustering conditions. Since no clustering is allowed at NLL in the
Cambridge algorithm, ysc3 ({p˜}, ka, kb) = max(ysc3 ({p˜}, ka), ysc3 ({p˜}, kb)). By definition the
emissions must cluster in the modified algorithm, i.e. ysc3 ({p˜}, ka, kb) = ysc3 ({p˜}, ka+kb), for
a non-zero result. Substituting these expressions for the NLL and modified soft-collinear
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algorithms gives,
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(5.58)
where ⇥clust restricts the allowed phase space to the region where the two emissions ka
and kb cluster. Using the ordering variable for the Cambridge algorithm (Eq. (5.1)) in the
small-angle approximation, emissions a and b will cluster if
|~✓a   ~✓b|2 < min {✓a, ✓b}2 , ⇥clust = ⇥ (ln(2 cos )  |⌘|)⇥
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3
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⌘
. (5.59)
Applying these constraints gives
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5.9.5 Correlated Correction
We again take the result for the Durham algorithm, this time from Eq. (5.44), separating
out the disparate-rapidity soft-collinear ensemble which are incapable of clustering, and
write
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(5.61)
where ⇥clust is defined in Eq. (5.59). It is clear that  Fcorrel is non-zero only when ka and
kb are not clustered in the first ⇥ function. This leads to
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This integral can be evaluated numerically giving
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Chapter 6
Validation of Results
in which I show how the ARES resummation compares to data and previous theory
calculations.
We have completed a full and exact NNLL resummation of seven event shape observables
and the two-jet rate in e+e  ! 2 jets. We now turn to contextualising our calculations
with other event shape and jet rate determinations. Firstly this is a validation of our
results and secondly it allows us to combine resummed and fixed-order solutions which
are valid across the entire range of observable values.
6.1 Matching the Resummation to Fixed-Order Results
Resummed calculations are necessary to restore the reliability of the perturbative series in
↵s at small observable values. In order to obtain a calculation of observable cross-sections
accurate across the entire range of observable values (0, 1) we must match our resummed
results with standard fixed-order calculations.
We use the log(R)-matching scheme [15], expanding the expression of the master formula
given in Eq. (4.9) to a given order i in ↵s,
⌃(v) =
X
i=1, j i 1
⌃ij↵
i
sL
j , L = ln 1/v , (6.1)
where the maximum i is determined by the fixed-order accuracy to which we are matching,
while the maximum j = 2i. The initial j value in Eq. (6.1) corresponds to NNLL terms.
The expansion coe cients {⌃ij} are determined analytically by expanding the exponential
Sudakov factor and collecting the terms appearing at each order. We expand our NNLL
resummation to third order in ↵s which requires i 2 (1, 3) and j 2 (i   1, 2i). Note that
a leading logarithmic term is now any term of the form ↵ns {L2n, L2n 1, . . . , Ln+1} since
we have expanded the exponent and revealed the original logarithmic structure initially
discussed in Sec. 2.2.4. The expansion of Eq. (6.1) neglects higher order terms in ↵s that
are not captured by fixed-order calculations. Re-shu✏ing the perturbative series to its
original form allows us to match the logarithmically enhanced pieces of the calculation to
fixed-order pieces, order by order in ↵s.
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At orders higher than ↵2s the analytic expansion coe cients become extensive and are
excluded here for brevity. Full expressions for all ⌃ij in the above i, j ranges and for
the eight observables considered are given in Appendix A. Below we give a flavour of the
coe cients by stating those relevant for two-jet rate matching, up to NLO and NNLL.
⌃12 =  A1
2
⌃11 =  B1
⌃10 = ⇡
2CF   7CF + F10
⌃24 =
A21
8
⌃23 =
A1B1
2
  2
3
⇡A1 0
⌃22 =
A1
2
  ⇡2CF + 7CF   F10   A2
2
+
B21
2
  ⇡ 0B1 + F22
⌃21 = B1
  ⇡2CF + 7CF   F10 + 1
3
  3B2 + CF   ⇡3 0 + 6⇡ 0 + 3F21  .
(6.2)
The Ai(Bi) are constants parametrising leading-logarithmic (NLL) contributions from i
emissions. Their observable-specific values are given in Appendix A.
Looking at Eq. (6.2) it is clear that we will need to know the value of the multiple
emissions functions for a given number of emissions and at a given logarithmic order.
We employ ARES to produce the numerical expansion of the multiple emissions functions,
formulated similarly to the full-result expansion of Eq. (6.1),
FNLL( ) + ↵s(Q)
⇡
 FNNLL( ) =
X
i=1,j i 1
Fij
⇣↵s
2⇡
⌘i
Lj . (6.3)
The expanded multiple emissions functions (including every kinematic contribution) are
given in Table 6.1 for the event shapes we considered, and in Table 6.2 for the two-jet rate
in the Durham and Cambridge algorithms.
T C ⇢H BT BW TM O
F22 -23.394(6) -23.394(6) -11.697(4) -74.121(6) -27.332(7) -53.287(7) 42.975(9)
F33 -208.252(3) -208.252(3) -119.324(2) -724.49(2) -371.76(2) -563.24(7) 513.96(8)
F10 -5.4396 -1.0532 -5.4396 0 0 0 0
F21 -19.951(7) -70.157(1) -20.401(9) 61.45(2) 59.65(2) -10.080(9) 80.79(5)
F32 -463.51(6) -1427.72(5) -247.79(4) -717.1(1) 335.8(9) -1287.0(8) -79.(5)
Table 6.1: Expansion coe cients for the multiple emissions function up to O(↵3s) at NLL
(F22, F33), and NNLL (F10, F21, and F32). The digit in brackets signifies the error.
Plugging in the order-specific values from Eq. (6.2) and Tables 6.1 and 6.2 to Eq. (6.1),
we match to distributions from the event generators EVENT2 [48] and EERAD3 [49]. Fixed-
order event generators determine the coe cients of ↵s for a given observable. Hence we
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Durham Cambridge
F22 -2.1932(2) 0
F33 -15.831(7) 0
F10 -8.5114(0) -8.5114(0)
F21 -14.631(3) -5.635(3)
F32 10.8(4) 81.86(3)
Table 6.2: Numerical expansion coe cients to O(↵3s) for the multiple emissions functions
FNLL (F22, F33) and its NNLL correction FNNLL (F10, F21, F32).
are matching according to:
C1 ⇡ ⌃12L2 + ⌃11L+ ⌃10
C2 ⇡ ⌃24L4 + ⌃23L3 + ⌃22L2 + ⌃21L
etc,
(6.4)
where equality will hold in the limit that the fixed-order is entirely replaced by the resum-
mation. In order to obtain stable numerical results we in fact consider the di↵erences of
two observables v1, v2 with similar soft-collinear scaling,
 (v1, v2) =
 
1
 0
d NLO
d ln 1v1
  1
 0
d NNLL|expanded
d ln 1v1
!
  {v1 ! v2} , (6.5)
where  0 is the Born cross-section, the first term in the bracket is the NLO di↵erential
distribution in ln 1/v1, given by the fixed-order Monte Carlo and the second term is our
resummed di↵erential distribution, expanded to NLO.
The resummation should correctly model the distribution in the small-v region, so when
we subtract the expansion of the resummation from the fixed order distribution as above,
we expect to get zero. Fig. 6.1 shows the di↵erence  (v1, v2) for the seven event shapes we
consider. One can observe that, indeed, for small values of the observables1 the di↵erence
between the expanded resummation and the fixed order generator does tend to zero. Sim-
ilarly, Fig. 6.2 shows the vanishing di↵erence between the NLO fixed-order approximation
and the expanded resummed result according to Eq. 6.1 for the two-jet rate in the Durham
and Cambridge algorithms.
Confident that our resummation is behaving correctly in the relevant small-v region, at
least for small orders in the coupling, we investigate its e↵ect when combined with fixed-
order results. This combination will generate a distribution that is valid and accurate
across the entirety of a given observable’s allowed values.
We take the hard scale to be equal to the Z-boson mass (Q = MZ), therefore using
the coupling ↵s(MZ) = 0.118. In order to probe theory uncertainties we add an extra
1ln 1/v on the x-axis of Fig. 6.1 refers to the limit taken for the value of the generic observable V in
ARES.
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Figure 6.1: Di↵erence between the NLO di↵erential distributions of pairs of observables
after subtracting the expansion of the NNLL resummation formula up to (and including)
O(↵2sL0) (see Eq. (6.5)). To obtain these distributions we used about 1011 events.
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Figure 6.2: Di↵erences between the fixed order event generator EVENT2 and the expansion
of the NNLL resummed result to O(↵2s), for the two-jet rate in a) the Durham and b) the
Cambridge algorithms. To obtain these distributions we used about 1011 events.
argument x and modify the logarithms,
ln
x
v
! ln
✓
1 +
⇣x
v
⌘
 
✓
x
vmax
◆◆
. (6.6)
This ensures that that the distribution vanishes at the kinematic endpoint vmax where
further hard emissions are prohibited by phase space (taken from the NNLO result). Our
theoretical uncertainties are obtained by varying, one at a time, x and the renormalisation
scale µR by a factor of two in either direction around the central values x = 1 and µR = Q.
We now match to NNLO distributions using the fixed order generator EERAD3. Fig. 6.3
shows that the matched resummation+fixed-order and pure fixed-order results agree down
to very small values of v, with the exact value depending on the observable. Below this
value the fixed-order result is not reliable due to the soft and collinear logarithms becoming
large. The resummed result cures this behaviour, taming the peak to smaller values and a
smoother turnover. We now turn our attention to the impact our work has had on existing
resummed results. Fig. 6.4 displays the impact of the move from NLL resummation of
event shapes to NNLL resummation. Generally the NNLL resummation has the e↵ect
of reducing the theory uncertainties, as well as broadening the peak to slightly higher
values of the observable. A facsimile of Fig. 6.4, now showing the two-jet rate, is shown
in Fig. 6.5. The e↵ect of the NNLL resummation on the previous state-of-the-art NLL
resummation is, in the case of the Durham algorithm, primarily to theory error. For
the Cambridge algorithm, NNLL corrections are quite large, and the NNLL uncertainty is
larger than the NLL one, which seems to be underestimated. This e↵ect can be understood
by observing that the NLL prediction for the Cambridge algorithm is trivial and does not
contain any information about multiple emissions e↵ects. These e↵ects appear first at
NNLL, explaining the sizeable numerical corrections. Hence the NLL theory uncertainty
as estimated in Fig. 6.5 is unable to capture large subleading e↵ects.
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Figure 6.3: Di↵erential distributions for six of the event-shape observables considered at
NNLL+NNLO (red band) and NNLO (blue band).
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Figure 6.4: Matched distributions for six of the event-shape observables considered at
NNLL+NNLO (red band) and NLL+NNLO (blue band). The lower panel of each plot
shows the ratio of the NNLL+NNLO and NLL+NNLO bands to the corresponding central
values.
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Figure 6.5: Di↵erential distributions for the three-jet resolution in the Durham (left) and
Cambridge (right) algorithms. The plots show both the NLL+NNLO (blue/solid) and the
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6.2 Comparison of the Resummation to Data
Finally, we exhibit the comparison of our resummation of the two-jet rate at NNLL to
data. The Large Electron Positron (LEP) collider at CERN was operational between and
1989 and 2000 and took measurements from collider energies of 91 to 209 GeV. The
hard-scattering Born process that we have considered, e+e  ! 2 jets, is one that was
extensively probed by LEP, so our resummations provide predictions for LEP data mea-
surements.
We combine our expanded resummed predictions with NNLO results from EERAD3 and
plot the resulting matched distribution to data from the L3 collaboration at LEP2 [50] at
collider energy 206 GeV. See the resulting plot in Fig. 6.6. The matched resummed+fixed
order distribution shows very good agreement with the data. In particular the agreement
of values down to small ycut (ln ycut =  7 corresponds to ycut ⇠ 9 ⇥ 10 4) demonstrate
the success of our work in accurately describing the dynamics of QCD jets in the region
dominated by soft-gluon emissions. The error bands are produced by varying the modified
logarithm parameter x (defined in Eq. (6.6)) and the renormalization scale µR by a factor
of two in each direction. The error bands are small, down to even the lowest values of
ycut. As discussed in the previous section the y3 in the Cambridge algorithm experiences
larger theory uncertainties than in the Durham algorithm. Since the NLL contribution
to the Cambridge is trivial, NNLL is the first order at which the result contains any
meaningful kinematics. Hence the NNLL prediction can be thought of as ‘first order in
F ’, with correspondingly large uncertainties. The NLL uncertainties on the other hand
are relatively small, being unable to capture e↵ects to which the calculation is ignorant.
In the lower plot one can see that the ratio of the resummed+fixed-order results to data
remains within 5% of the data value. Notice also that only at very small values of the
observable (beyond ln ycut =  6) do the theory uncertainties go outwith the experimental
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Figure 6.6: Comparison of NNLL+NNLO predictions for the two-jet rate to data from
the L3 collaboration [50].
error bars. Fig. 6.6 shows that our resummed predictions have reached maximum non-
redundant precision; we are taking full advantage of the data a↵orded to us by collider
experiments.
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Chapter 7
Conclusions and Perspectives
in which I recap the impact of our work and look at its further-reaching e↵ects.
This work establishes a framework for generic final-state resummation of global and rIRC-
safe observables in e+e  ! 2 jets with state-of-the-art precision. Resummed calculations
are vital to render standard perturbative results applicable across the full phase space
available to QCD radiation. To best employ the myriad of measurements taken by detec-
tors these calculations must push the boundaries of accuracy as far as possible.
As validation of our method and proof of its wide applicability we have explicitly deter-
mined the resummation of seven event shapes and the two-jet rate in both the Cambridge
and Durham jet clustering algorithms.
Designing the resummation formula such that it is applicable to the two-jet rate is a sig-
nificant step forward in QCD phenomenology. No factorisation formula is known for y3
in the Durham algorithm and so no previous attempts to resum this observable to NNLL
accuracy had been made, despite its useful insensitivity to hadronisation.
The resummation of the two-jet rate to NNLL accuracy has enabled an alternative and
precise extraction of the strong coupling. Previous fits to ↵s were carried out using next-
to-leading logarithmic approximations for y3 (NNLO+NLLA) [51,52]. We have completed
the region in which y3 is known to third order1, complementing the currently available
N3LO results [53]. We note that the NNLL e↵ects are of comparable size to those at NLL
and so it is expected that the reduction in uncertainty will be significant.
Our method is systematic, starting from the NLL-complete formalism of CAESAR and, one
by one, relaxing the assumptions made therein to produce kinematic scenarios accurate
to NNLL. The CAESAR methodology hinges on the known scaling of an observable in the
presence of an ensemble of soft-collinear, widely separated emissions. We therefore let one
of these emissions deviate from its collinearity, softness, or remoteness from the rest of
the ensemble. For every allowed deviation either the matrix element for that emission or
the observable definition will deviate from its soft-collinear approximation. This causes
the real emissions function to pick up a contribution from the new kinematics. Of course
every emission carries a single factor of ↵s and so only one emission in each ensemble can
1NNLL+N3LO is exact in its terms proportional to ↵s, ↵
2
s and ↵
3
s. Of course the resummation includes
higher order terms in ↵s too.
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be allowed the freedom of the full phase space. This simple fact ensures the presence of
all the contributions necessary for NNLL accuracy, and no more.
Our method allows us to deal with every global rIRC-safe observable in e+e  ! qq¯ in the
same way - an unusual credential in the field of soft-gluon resummation. In so doing we
have enabled NNLL resummation to become the state-of-the-art.
In addition to deriving an analytical master formula we have written a framework of
numerical implementation that allows one to resum an observable of interest given four
parameters characterising that observable’s soft-collinear scaling. ARES provides the user
with the relevant subroutines to run Monte Carlo integrations for each contribution to
the real emissions function. Included in ARES’ functionality is the expansion of the re-
summation up to three orders in ↵s, allowing for quick comparison to fixed order or other
resummed results. The technical features of ARES are discussed in Appendix B.
We have validated the method by matching to fixed order and as such have produced
cross-sections of the eight collider observables which are valid across the full reach of
phase-space. Resummations of the C-parameter, thrust major and oblateness are addi-
tional new results determined by the ARES method. The remaining event shapes were
confirmed to agree with previously calculated results.
It is increasingly expected that phenomenological tools be automated and flexible. This
work provides both theorists and experimentalists with the most precise theoretical com-
putation of a chosen collider observable in its small-value limit. The extension of this
framework to include e+e  annihilation to n-jet processes and hadron-hadron collisions is
within reach. Further work on obtaining the generic NNLL Sudakov radiator will allow
us access to an even wider range of observables. The aforementioned steps would deem
ARES a complete recasting of CAESAR to NNLL accuracy. Furthermore, this method and
its accompanying code are systematically extendible even beyond NNLL accuracy.
We have introduced a novel technique, and its automated implementation, for resum-
mation of a wide class of observables to next-to-next-to-leading-logarithmic accuracy in
e+e  annihilation. We have presented explicit results for eight observables, including the
first NNLL resummation of the two-jet rate in the Durham and Cambridge algorithms,
an observable crucial for determination of the strong coupling of Quantum Chromody-
namics (QCD). This work presents an important step forward in precision calculations for
phenomenology.
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Appendix A
Ingredients for the NNLL Master
Formula
in which I include the full definitions of the ingredients needed for the ARES method of
resummation.
A.1 Sudakov Radiator
The functions g1, g2 and g3 of the radiator defined in Eq. (4.8) can be parametrised as
gi( ) =
X
`=1,2
g(`)i ( ) , (A.1)
where ` denotes one of the two hard legs and   = ↵s 0 ln 1/v. The g
(`)
i can be expressed
in terms of the scaling parameters a and b` used in the generic observable definition (given
in Eq. (3.18)) as follows
g(`)1 ( ) =
A1
⇣
(a+ b`   2 ) ln
⇣
1  2 a+b`
⌘
  (a  2 ) ln  1  2 a  ⌘
4⇡b` 0 
, (A.2)
g(`)2 ( ) =
A2
⇣
a ln
 
1  2 a
   (a+ b`) ln⇣1  2 a+b`⌘⌘
8⇡2b` 0
2 +
B1 ln
⇣
1  2 a+b`
⌘
4⇡ 0
+
A1
⇣
 1(a+ b`) ln
2
⇣
1  2 a+b`
⌘
+ 2 1(a+ b`) ln
⇣
1  2 a+b`
⌘⌘
8⇡b` 0
3
 A1 ln
 
1  2 a
   
a 1 ln
 
1  2 a
 
+ 2a 1
 
8⇡b` 0
3
+
A1
⇣
ln
⇣
1  2 a+b`
⌘
  ln  1  2 a  ⌘
4⇡b` 0
lnx2
 
A1
⇣
ln
⇣
1  2 a+b`
⌘
  ln  1  2 a  ⌘
2⇡b` 0
ln d¯` ,
(A.3)
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g(`)3 ( ) =
 1B1
⇣
(a+ b`) ln
⇣
1  2 a+b`
⌘
+ 2 
⌘
2 0
2(a+ b`   2 )
+
A2 1
⇣
a2(a+ b`   2 ) ln
 
1  2 a
   (a+ b`)2(a  2 ) ln⇣1  2 a+b`⌘+ 6b` 2⌘
8⇡b` 0
3(a  2 )(a+ b`   2 )
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A1
⇣
 1
2(a+ b`)2(a  2 ) ln2
⇣
1  2 a+b`
⌘
  4b` 2
 
 0 2 +  1
2
 ⌘
8b` 0
4(a  2 )(a+ b`   2 )
  aA1 ln
 
1  2 a
   
2 0 2(a  2 ) + a 12 ln
 
1  2 a
 
+ 4 1
2 
 
8b` 0
4(a  2 )
+
A1(a+ b`) ln
⇣
1  2 a+b`
⌘  
 0 2(a+ b`   2 ) + 2 12 
 
4b` 0
4(a+ b`   2 )
  A1
8(a  2 )(a+ b`   2 ) ln
2 x2 +
"
⇡a 0
2B1 +  
 
A2 0   2⇡
 
A1 1 +  0
2B1
  
4⇡ 0
2(a  2 )(a+ b`   2 )
+
A1 1
⇣
(a+ b`)(a  2 ) ln
⇣
1  2 a+b`
⌘
  a(a+ b`   2 ) ln
 
1  2 a
 ⌘
4b` 0
2(a  2 )(a+ b`   2 )
35 lnx2
  A1
2(a  2 )(a+ b`   2 ) ln
2 d¯` +
A1
2(a  2 )(a+ b`   2 ) ln d¯` lnx
2
  ⇡a 0
2B1 +  
 
A2 0   2⇡
 
A1 1 +  0
2B1
  
2⇡ 0
2(a  2 )(a+ b`   2 )
ln d¯`
+
A1 1
⇣
a(a+ b`   2 ) ln
 
1  2 a
   (a+ b`)(a  2 ) ln⇣1  2 a+b`⌘⌘
2b` 0
2(a  2 )(a+ b`   2 )
ln d¯`
+
7
8b`
CF
1
1  2a+b` 
⇥(b`) + h( ) ,
(A.4)
where ln d¯` =
R 2⇡
0
d 
2⇡ ln(d`g`( )) and ⇥(b`) = 1(0) for b` > 0 (b` = 0). The terms involving
x arise from our modification of the logarithms in Eq. (6.6) and serve to probe the theory
uncertainties. In the above definitions we have set the renormalisation scale µR = Q, but
in order to further probe theory uncertainties one may make the substitutions given in
Eq. (A.5) and vary µ0R 2 (µR/2, 2µR).
g1( )! g1( ) ,
g2( )! g2( ) +  2g01( ) ln
µ
02
R
Q2
,
g3( )! g3( ) + ⇡
✓
 0 g
0
2( ) +
 1
 0
 2g01( )
◆
ln
µ
02
R
Q2
+
+ ⇡
✓
 0 
2g01( ) +
 0
2
 3g001( )
◆
ln2
µ
02
R
Q2
,
(A.5)
where the prime on the gi functions denotes di↵erentiation by  .
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The b` ! 0 limit of Eqs. A.2 to A.4 is well-defined and finite and is relevant for the gi
functions of broadening-type event shapes and the two-jet rate.
As discussed in Secs. 4.1.3 and 5.3.1 the general form of the NNLL Sudakov factor is not
known. Here we parametrise this ignorance with the function h( ). We extract h( ) from
previously known resummations via observables with the same soft-collinear scaling as
those that we consider. Thrust and thrust-type observables take the remaining piece of
their radiator from [14,30],
h(⌧)( ) =  A(⌧)3
 2
8⇡2 0
2(1  2 )(2  2 )  B
(⌧)
2
 
8⇡ 0(1   )
+ CF
⇡2
24
1
1  2  + CF
✓
1
4
  ⇡
2
12
◆
1
1    + CF
✓
 19
8
+
7
24
⇡2
◆
,
(A.6)
whilst the radiator for broadening-type event shapes is extracted from [34],
h(kt)( ) =  A(kt)3
 2
8⇡2 0
2(1  2 )2  B
(kt)
2
 
4⇡ 0(1  2 )
+ CF
✓
1
4
  ⇡
2
24
◆
1
1  2  + CF
✓
 19
8
+
7
24
⇡2
◆
.
(A.7)
The h( ) function for the two-jet rate in both algorithms is also taken from [34], with
a = 2 this time,
h(y3)( ) =  A(y3)3
 2
32⇡2 20(1   )2
 B(y3)2
 
8⇡ 0(1   )+
+ CF
✓
1
4
  ⇡
2
24
◆
1
1    + CF
✓
 19
8
+
7⇡2
24
◆
.
(A.8)
The first terms of the QCD  -function are
 0 =
11CA   2nf
12⇡
,
 1 =
17C2A   5CAnf   3CFnf
24⇡2
,
 2 =
2857C3A + (54C
2
F   615CFCA   1415C2A)nf + (66CF + 79CA)n2f
3456⇡3
.
(A.9)
TheAi andBi are the coe cients of the leading-logarithmic and next-to-leading-logarithmic
contributions, respectively, from i soft-collinear emissions and are given by
A1 = 2CF ,
B1 =  3CF ,
A2 = CF
✓
CA
✓
67
9
  ⇡
2
3
◆
  10
9
nf
◆
.
(A.10)
Beyond second order in A and first order in B the coe cients are observable-dependent.
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For thrust-type event shapes,
B(⌧)2 =  2
✓
C2F
✓
 ⇡
2
2
+
3
8
+ 6⇣3
◆
+ CFCA
✓
11⇡2
18
+
17
24
  3⇣3
◆
+ CFTFnf
✓
 1
6
  2
9
⇡2
◆◆
,
A(⌧)3 = CFC
2
A
✓
245
12
  67
27
⇡2 +
11
3
⇣3 +
22
5
⇣22
◆
+ C2FTFnf
✓
 55
6
+ 8⇣3
◆
  8
27
CFT
2
Fn
2
f
+ CFCATFnf
✓
 209
27
+
20
27
⇡2   28
3
⇣3
◆
+ ⇡ 0CF
✓
CA
✓
808
27
  28⇣3
◆
  224
27
TFnf
◆
,
(A.11)
whilst for broadening-type event shapes and the two-jet rate,
B(kt)2 = B
(y3)
2 = B
(⌧)
2 + 2⇡ 0⇣2CF ,
A(kt)3 = A
(y3)
3 = A
(⌧)
3   8⇡2 20⇣2CF .
(A.12)
A.2 Auxiliary Functions
The fundamental logarithmic structure of the exponentiated pieces of the resummation
are contained in the gi( ) functions given in the previous section, but we do not directly
work with these functions in the derivation of the ARES master formula of Chapters 4 and
5. Rather, we use functions arising from expansions of the original radiator Eq. (4.8),
R0NLL,`(v) =
A1
⇣
ln
⇣
1  2 a+b`
⌘
  ln  1  2 a  ⌘
2⇡b` 0
, (A.13)
 R0NNLL,`(v) =
↵s(Q)
⇡
"
 A1 1
 
a(a+ b`   2 ) ln
 
1  2 a
  
2b` 0
2(a  2 )(a+ b`   2 )
 
 
A1 1
⇣
(a+ b`)(a  2 ) ln
⇣
1  2 a+b`
⌘
+ 2b` 
⌘
2b` 0
2(a  2 )(a+ b`   2 )
+
A1 
(a  2 )(a+ b`   2 ) ln
µ2R
Q2
  A1
2(a  2 )(a+ b`   2 ) lnx
2
+
A2 
2⇡ 0(a  2 )(a+ b`   2 )
 
, (A.14)
R00` (v) =
↵s(Q)
⇡
A1
(a  2 )(a+ b`   2 ) . (A.15)
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A.3 Expansion Coe cients
The expansion coe cients according to Eq. (6.1), allowing for matching to fixed-order
distributions, are shown below for generic observables.
⌃12 =   2A1
a(a+ b)
⌃11 =   2B1
a+ b
⌃10 = CF (⇡
2   7) + F10
⌃24 =
2A21
a2(a+ b)2
⌃23 =   8⇡
2A1 0
3⇡a2(a+ b)2
(b+ 2a) +
4A1B1
a(a+ b)2
⌃22 =
2A1
a(a+ b)
 
CF (7  ⇡2)  F10
   2A2
a(a+ b)2
(b+ a) +
2B21
(a+ b)2
  4⇡ 0B1
(a+ b)2
+ F22
⌃36 =   4A
3
1
3a3(a+ b)3
⌃35 =
16⇡ 0A21(2a+ b)
3a3(a+ b)3
  4A
2
1B1
a2(a+ b)3
⌃34 =
2A21
a3(a+ b)3
 
(a2 + ab)
  
⇡2   7 CF + F10  + 8⇡ 0A1B1(7a+ 2b)
3a2(a+ b)3
 
  2A1F22
a(a+ b)3
(a2 + 2ab+ a2b2) +
4A1A2
a2(a+ b)3
(a+ b)  16⇡
2 20A1
3a3(a+ b)3
 
3a2 + 3ab+ b2
  
  4A1B
2
1
a(a+ b)3
.
(A.16)
Once the observable-specific A3, B2 coe cients living in h( ) come into play the matching
coe cients cannot be given generically. Therefore the set of coe cients given in Eq. (A.16)
are completed by
⌃(⌧)21 = B1
✓
 1
2
⇡2CF +
11
4
CF   F10
◆
  B
(⌧)
2
2
+ ⇡ 0CF + F21
⌃(bt)21 = 2B1
 
CF (7  ⇡2)  F10
   2B(bt)2 + 2⇡ 0CF ✓2  13⇡3 0CF
◆
+ F21
⌃(y3)21 = B1
 
CF (7  ⇡2)  F10
   2B(y3)2 + 2⇡ 0CF ✓2  13⇡3 0CF
◆
+ F21
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⌃(⌧)33 = A1B1
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4
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◆
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+A1
 
 4⇡2 1 + B
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2
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2
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4
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◆
+
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3 0CF
3
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2
3
◆
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2
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2
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2
 
CF (⇡
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 
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✓
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3 0CF
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◆
 
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✓
4  2⇡
2
3
◆
+
 
CF (⇡
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(A.17)
We reproduce Tables 6.1 and 6.2, showing the expanded multiple emissions functions
necessary for NNLO+NNLL matching for the seven event shapes and two jet rates that
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we consider.
T C ⇢H BT BW TM O
F22 -23.394(6) -23.394(6) -11.697(4) -74.121(6) -27.332(7) -53.287(7) 42.975(9)
F33 -208.252(3) -208.252(3) -119.324(2) -724.49(2) -371.76(2) -563.24(7) 513.96(8)
F10 -5.4396 -1.0532 -5.4396 0 0 0 0
F21 -19.951(7) -70.157(1) -20.401(9) 61.45(2) 59.65(2) -10.080(9) 80.79(5)
F32 -463.51(6) -1427.72(5) -247.79(4) -717.1(1) 335.8(9) -1287.0(8) -79.(5)
Table A.1: Numerical expansion coe cients to O(↵3s) for the multiple emissions functions
FNLL and its NNLL correction FNNLL for event shape observables.
Durham Cambridge
F22 -2.1932(2) 0
F33 -15.831(7) 0
F10 -8.5114(0) -8.5114(0)
F21 -14.631(3) -5.635(3)
F32 10.8(4) 81.86(3)
Table A.2: Numerical expansion coe cients to O(↵3s) for the multiple emissions functions
FNLL and its NNLL correction FNNLL for the two-jet rate in the Durham and Cambridge
algorithms.
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Appendix B
ARES: Numerical Implementation
of NNLL Resummation
in which I discuss the technicalities of building Monte Carlos to compute resummed
cross-sections.
We have implemented the calculation of the real resolved emission contributions of Chap-
ters 4 and 5, the  Fs, in a computer code entitled Automated Resummer of Event Shapes
(ARES). ARES is a modular framework capable of calculating the various  F functions using
a soft-collinear ensemble, an optional special emission and the kinematically-appropriate
algorithm. The kinematic routines hold for any relevant observable (see Sec. 3.1 for de-
tails). ARES includes modules to determine the expansion of any  F-function to first,
second or third order in ↵s. This allows us to validate our resummed results against an-
alytic calculations, and to match to fixed-order results. Thanks to its modular structure
ARES does not require modification to incorporate extra processes and observables, rather
it just requires the inclusion of additional modules. It is also systematically extendable to
any desired logarithmic order.
B.1 Emissions’ Phase Space
The formalism we use for our resummation is inspired by the CAESAR philosphy [3]. How-
ever ARES di↵ers from CAESAR in its implementation of emissions. The emissions in CAESAR
can be viewed as physically viable emissions: they are truly generated from the quark-
antiquark dipole and the system properly obeys energy-momentum conservation. Con-
versely the ARES emissions are not physical: they could not be interfaced with a general-
purpose event generator as is common for parton shower implementations. ARES emissions
do not conserve energy-momentum; instead the emissions can be thought of as probes into
the relevant regions of phase space. This is successful because of the moveable nature of
the boundaries between hard-collinear, soft-wide angle and soft-collinear phase space. In
the frame of an ensemble of soft-collinear particles the phase space available to a hard-
collinear or soft-wide-angle emission is tiny, so the exact position of the special emission
does not matter. We do not need to test whether our generated emissions are safely within
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predetermined phase-space boundaries, rather that they have appropriate separation.
Event shapes are insensitive to the rapidity fractions of emissions and jet rates only
depend on the ordering of emissions in rapidity and kt. Therefore it is only important
that the ordering of rapidity fractions is physical:
⇠swa < ⇠sc < ⇠hc (B.1)
We use this freedom to decide that a soft-collinear emission has ⇠ 2 ( 1, 1), that a soft-
wide-angle emission has ⇠ = 0 and that a hard-collinear emission has ⇠ = ±2 (the actual
values of fractional rapidity need not be physical!). This ensures that the di↵erent types
of radiation are suitably separated and that their ordering in ⌘ is physical.
B.1.1 Rescaling
As discussed above it is only the relative positions of emissions that are important. As
such, and to maximally simplify our numerical integrations, we work with rescaled vari-
ables.
The phase space available to di↵erent emissions is shown in Fig. B.1. We can rescale the
(a) Soft-collinear (b) Soft-wide angle (c) Hard-collinear
Figure B.1: Phase spaces available to various emissions (shown for emissions emitted from
p1).
emissions in this space, extending or shrinking the rapidity and transverse momentum
ranges. rIRC safety stipulates that the multiple emission function is conformally invariant
under such a rescaling, as long as ✏ is kept constant (i.e. the boundaries may move but
their distance must remain = ln 1/✏). We take advantage of this fact and re-express the
emissions to obtain order-one kinematic variables. Thus we can safely use standard double
precision, without the risk of incurring cancellation errors.
This is another way in which ARES di↵ers from CAESAR. All of the routines in ARES operate
in the v ! 0 limit. Therefore the F-functions are independent of v, as well as ✏, so no
limits have to be taken numerically. CAESAR, on the other hand, makes no such assump-
tions. The limit v ! 0 is taken numerically and so arbitrary precision must be used to
ensure this limit is su ciently close to zero.
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The natural kinematic variables describing gluon emission are transverse momentum kt,
rapidity ⌘ and azimuthal angle  . We rescale the rapidity of each emission by the maximum
allowed value (using Eq. (3.40)). We then rephrase each emission’s transverse momentum
into a quantity describing an emission’s e↵ect on the observable (this is of course propor-
tional to its transverse momentum), ⇣ = V ({p˜}, k)/v. Each emission is now expressed in
terms of three order-one kinematic variables, (⇠, ⇣, ).
In the next section we carry out further manipulations of the  F expressions in order that
they can be easily implemented in a Monte Carlo program.
B.2 Monte Carlo Determination of Real Emission Correc-
tions
In Sec. 3.1.5 we manipulated the NLL multiple emissions function into a form that can be
evaluated using a Monte Carlo integration. In this section we will show how the Monte
Carlo procedures of ARES e ciently determine the values of its NNLL corrections, { F}.
We use the hard-collinear correction to the multiple emissions function as our example.
We stress that the steps shown here for  Fhc can be applied to all of the remaining NNLL
corrections as well as the NLL F-function. Both event shapes and the two-jet rate in the
Cambridge algorithm allow for simplications to be made on the  F functions. In order
to produce the most generic expressions we will use the Durham two-jet rate as our test
observable in the following.
We begin with the expression for the hard-collinear matrix element contribution given
in Eq. (5.34), comprising of the contribution from the special hard-collinear emission and
the contribution from a soft-collinear ensemble. We choose to pick out the emission with
the largest of all Vsc({p}, ki), calling it k1, and neglect all emissions ki with vi < ✏v1, with
corrections suppressed by powers of v1 ⇠ v. In order to work with order-one values of the
observable, rather than the natural but numerically-limiting vi ⌧ 1, we will rescale all
emission-contributions by Vsc({p}, k1) ⌘ ⇣1. The rescaled expression can take two forms.
1) The form arising when k1 belongs to the soft-collinear ensemble, and 2) that in which
k1 is identified with the special emission.
1) Considering the first case, ⇣ < ⇣1,
 F<hc =
X
`1=1,2
R0NLL,`1
Z 1
0
d⇣1
⇣1
⇣
R0NLL
1
Z 2⇡
0
d 1
2⇡
Z ⇣1
0
d⇣
⇣
Z 2⇡
0
d 
2⇡
X
`=1,2
↵s(v
1
a+b`Q)
↵s(Q)(a+ b`)
⇥
⇥
Z 1
0
dz
z
(zp`(z)  2C`)
24✏R0NLL 1X
n=0
1
n!
n+1Y
i=2
X
`i=1,2
R0NLL,`i
Z ⇣1
✏⇣1
d⇣i
⇣i
Z 2⇡
0
d i
2⇡
35⇥
⇥

⇥
✓
1  lim
v!0
Vsc({p˜}, k, k1, . . . , kn+1)
v
◆
 ⇥(1  ⇣)⇥
✓
1  lim
v!0
Vsc({p˜}, k1, . . . , kn+1)
v
◆ 
.
(B.2)
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We now perform a change of variables, rescaling all emissions in the event by ⇣1, defining
⇣˜ = ⇣/⇣1 and ⇣˜i = ⇣i/⇣1. Each emission’s momenta k˜i is rescaled such that
Vsc({p˜}, k˜i) = vi/⇣1 . (B.3)
Since V is rIRC safe we have
Vsc({p˜}, k1, . . . , kn+1) = ⇣1Vsc({p˜}, k˜1, . . . , k˜n+1) . (B.4)
Substituting this rescaling into Eq. (B.2) gives,
 F<hc =
X
`1=1,2
R0NLL,`1
Z 1
0
d⇣1
⇣1
⇣
R0NLL
1
Z 2⇡
0
d 1
2⇡
Z 1
0
d⇣˜
⇣˜
Z 2⇡
0
d 
2⇡
X
`=1,2
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a+b`Q)
↵s(Q)(a+ b`)
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⇥
Z 1
0
dz
z
(zp`(z)  2C`)
24✏R0NLL 1X
n=0
1
n!
n+1Y
i=2
X
`i=1,2
R0NLL,`i
Z 1
✏
d⇣˜i
⇣˜i
Z 2⇡
0
d i
2⇡
35⇥
⇥
"
⇥
 
1  ⇣1 lim
v!0
Vsc({p˜}, k˜, k˜1, . . . , k˜n+1)
v
!
 
 ⇥(1  ⇣1⇣˜)⇥
 
1  ⇣1 lim
v!0
Vsc({p˜}, k˜1, . . . , k˜n+1)
v
!#
.
(B.5)
This allows us to perform the integration with respect to ⇣1 and obtain
 F<hc =
X
`1=1,2
R0NLL,`1
R0NLL
Z 2⇡
0
d 1
2⇡
Z 1
0
d⇣˜
⇣˜
Z 2⇡
0
d 
2⇡
X
`=1,2
↵s(v
1
a+b`Q)
↵s(Q)(a+ b`)
Z 1
0
dz
z
(zp`(z)  2C`)⇥
⇥
24✏R0NLL 1X
n=0
1
n!
n+1Y
i=2
X
`i=1,2
R0NLL,`i
Z 1
✏
d⇣˜i
⇣˜i
Z 2⇡
0
d i
2⇡
35⇥
⇥
"
exp
 
 RNLL ln lim
v!0
Vsc({p˜}, k˜, k˜1, . . . , k˜n+1)
v
!
  exp
 
 R0NLL lnmax
"
⇣˜, lim
v!0
Vsc({p˜}, k˜1, . . . , k˜n+1)
v
#!#
.
(B.6)
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2) In the case that the special emission is the one with the largest Vsc({p}, ki),
 F>hc =
Z 1
0
d⇣
⇣
⇣R
0
NLL
Z 2⇡
0
d 
2⇡
X
`=1,2
↵s(v
1
a+b`Q)
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0
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⇥
24✏R0NLL 1X
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Vsc({p˜}, k1, . . . , kn)
v
◆ 
,
(B.7)
where for clarity of notation we have kept the special emission variables devoid of subscript,
and now ⇣ > ⇣1. We rescale the soft-collinear ensemble by the special emission’s contri-
bution, defining ⇣˜i = ⇣i/⇣. Again exploiting the rIRC safety properties of the observable
from Eq. (B.4), we find
 F>hc =
Z 1
0
d⇣
⇣
⇣R
0
NLL
Z 2⇡
0
d 
2⇡
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⇥
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⇥
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(B.8)
This allows us to perform the integration with respect to ⇣, to obtain
 F>hc =
1
R0NLL
Z 2⇡
0
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2⇡
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Vsc({p˜}, k˜1, . . . , k˜n)
v
#!#
.
(B.9)
Of course the full contribution is the sum of the two possible cases,  Fhc =  F>hc +  F<hc.
Eqs. (B.6) and (B.9) are multi-dimensional integrations involving order-one ⇣i vari-
ables. Notice that it is a simple step to perform the expansion of  Fhc from this expression:
choosing the number of emissions to be two or three (via n) will give the ↵2s or ↵
3
s piece,
respectively. The observable determination is sometimes even accessible with an analytic
calculation for small n.
