A common method, due to Zhang and Luck (2008) , for analyzing delayed-estimation data with a circular stimulus variable is to fit a mixture of a Von Mises distribution and a uniform distribution. The uniform distribution represents random guesses, presumably made when an item is not kept in memory. When I generate synthetic data from a variable-precision model with zero guessing, the method estimates the guess rate to be nonzero and often high. This is due to model mismatch: the fitted model is not matched to the data-generating (true) model. In real data, this could be a problem if one considers the variable-precision model a plausible candidate model and draws conclusions based on the estimated guess rates. I describe five solutions to this problem: analyzing the residual, ruling out the variable-precision model, robust inference, fitting a hybrid model, and using model-free statistics. I hope that these solutions can contribute to good data analysis practices in the study of working memory.
where Uniform ≡ 1 2π (2)
where I 0 is the modified Bessel function of the first kind of order 0. Free parameters are the concentration parameter κ and the guess rate w. An example of a fit is shown in Fig. 1 .
Over the past 10 years, fitting the Zhang and Luck mixture model (ZL model) has become a standard way to analyze delayedestimation data (e.g. (Rademaker, Tredway, & Tong, 2012; Suchow, Brady, Fougnie, & Alvarez, 2013; P. Bays, Catalao, & Husain, 2009; Pertzov et al., 2017; Gorgoraptis, Catalao, Bays, & Husain, 2011; Emrich, Lockhart, & Al-Aidroos, 2017; Weber, Peters, Hahn, Bledowski, & Fiebach, 2016; Zhang & Luck, 2009; Fougnie & Alvarez, 2011; T. F. Brady, Konkle, Gill, Oliva, & Alvarez, 2013; Zokaei, Gorgoraptis, Bahrami, Bays, & Husain, 2011; Swan et al., 2016; Zhang & Luck, 2011; Ye et al., 2017; Emrich, Riggall, LaRocque, & Postle, 2013) ), and the claims of many studies are based on comparing the estimates of κ and w across conditions. were generated from a variable-precision model withJ = 1 and τ = 1. The mixture model estimates the guess rate w as 0.37, even though the true value was 0.
The variable-precision model
The variable-precision (VP) model is another model for describing the distribution of estimation errors in delayed estimation (Van den Berg, Shin, Chou, George, & Ma, 2012; Fougnie, Suchow, & Alvarez, 2012) . In this model, the distribution is an infinite mixture of Von Mises distributions, each with a different concentration parameter κ:
The distribution p(κ) is a probability density function on the positive real line. A natural choice for p(κ) is to assume a gamma distribution. 1 This distribution has two parameters; one possible parametrization is in terms of a mean parameterJ and a scale 1 An alternative is to first define precision as J = κ
, where I 1 is the modified Bessel function of the first kind of order 1, and then assume a gamma distribution over J ( Van den Berg et al., 2012) . For the purpose of the present paper, this is an unnecessary complication. (Fougnie et al., 2012) , and contextual effects (T. Brady & Alvarez, 2015) .
Results
I simulated data from a VP model as specified above. Mean precisionJ was 1, 2, or 4. I varied the scale parameter τ linearly from 0.01 to 10, with a total of 10 values. For each combination ofJ and τ , I simulated 10 data sets. To minimize finite-sample effects, I
simulated 10,000 trials per data set, many more than in a typical psychophysics experiment. On each trial, I first drew a value of κ from a gamma distribution with parametersJ and τ , and then a value of from a Von Mises distribution with concentration parameter κ.
There was no mechanism for guessing. After generating a data set, I fitted the ZL mixture model, Eq. (1), to the 10,000 trials in the data set, using maximum-likelihood estimation as implemented using Bayesian Adaptive Direct Search (Acerbi & Ma, 2017) . Figure 2 shows the estimate of the guess rate, w, for each data set as well as averaged across the 10 data sets with the same parameters. Across many parameter combinations, the guess rate is overestimated relative to the true value of 0. Overestimation was more severe whenJ was lower or τ was higher. This makes sense, because lowerJ and higher τ tend to produce more low-precision . As a consequence, if the estimated guess rate were to increase between two conditions, this could be due to a decrease inJ or an increase in τ , instead of due to an increase in the true guessing rate. Put more starkly, if I had included true guessing in the data generation, I would have found that the estimated guess rate could increase between two conditions even when the true guess decreased (in combination with a decrease inJ or an increase in τ ). Thus, if errors follow the variable-precision model, the guess rate estimated in the ZL model is not a reliable measure of either the value of or the trend in the true guess rate. This is not necessarily a problem in itself; however, it could be if the narrative of the study relies on the estimated guess rates.
Discussion
When fitting the ZL model to data generated from the VP model, I found severe and variable overestimation of the guess rate.
A similar overestimate was previously found in a change detection task, where it was quantified using an "apparent guessing rate" (Keshvari, Van den Berg, & Ma, 2013) . Fig. 2 by no means speaks to the presence or absence of true guessing (for an interesting new take on that question, see (Adam, Vogel, & Awh, 2017) ); it only illustrates a pitfall in interpreting the guess rate parameter in the ZL model.
The overestimation is a straightforward consequence of model mismatch or model misspecification (Ramsey, 1969) : there is a mismatch between the data-generating model (VP) and the fitted model (ZL). Model mismatch often leads to biases in parameter estimation, and such biases are by no means unique to the ZL model. For example, when psychometric curve data are generated in the presence of a lapse rate, but a model without a lapse rate is fitted, the slope of the psychometric curve is systematically underestimated (Wichmann & Hill, 2001) . Similarly, if I had fitted the VP model to data generated from the ZL model, I could easily have obtained meaningless estimates.
Despite this symmetry in principle between the VP model and the ZL model, the practical usage of both models has differed greatly.
The VP model is usually compared in great detail to alternative models (e.g. (Van den Berg et al., 2012 Nosofsky & Donkin, 2016; Van den Berg, Yoo, & Ma, 2017; Emrich et al., 2017; Devkar, Wright, & Ma, 2015; Keshvari et al., 2013; Pratte et al., 2017) ).
Moreover, in these studies, the estimates of the parameters in the variable-precision model, even if it outperforms other models, are not typically emphasized or analyzed further. By contrast, when the ZL model is fitted, it is often the only model being considered.
Moreover, its parameter estimates are then used as the starting point for further analysis, such as a comparison across conditions. This simulations. Each simulated data set consisted of 10,000 trials. In every case, the true guess rate was 0.
way of using the ZL model seems flawed: the parameters of a model, in particular the guess rate in the ZL mixture model, can only be trusted to the extent that one believes there to be no model mismatch.
I suggest five potential solutions to this problem:
1. Acknowledge potential model mismatch and treat the residual of the ZL model as another summary statistic (Van den Berg et al., 2012 . This could complicate hypothesis testing, since this summary statistic is high-dimensional. Moreover, recognizing that the residual is structured makes the ZL model less relevant as a model of the underlying cognitive process.
2. Formally compare the ZL model against the VP model. If the ZL model wins convincingly, there is a basis for trusting and further analyzing its parameter estimates. Such a convincing win might be rare, though: usually, the VP model fits as well or somewhat better ( Van den Berg et al., 2014 .
3. Ensure that any inferences drawn from a comparison across conditions are independent of the fitted model (Shin et al., 2017) . The disadvantages of this approach are that it is more work and that a decision must be made on how to aggregate results that are not completely consistent across models.
4. Fit a hybrid model that contains both the VP model and the ZL model as special cases. An example of such a model is a VP model with a guessing component (Van den Berg et al., 2014 Devkar et al., 2015) . Indeed, this model sometimes performs better than a pure VP model, providing evidence for the presence of true guessing. Of course, this approach does not exclude the possibility of a mismatch between the hybrid model and the true model; however, it is a good way to not have to adjudicate between the ZL and VP models. Berg et al., 2017; Shin et al., 2017; Rademaker et al., 2012; Pertzov et al., 2017; Emrich et al., 2017) . This is my best recommendation if the purpose of a study is not model comparison but a characterization of some independent variable on working memory performance.
