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A GEOMETRIC PROOF OF LU¨CK’S VANISHING
THEOREM FOR THE FIRST L2-BETTI NUMBER OF THE
TOTAL SPACE OF A FIBRATION
CHRISTOPHER WULFF
Abstract. A significant theorem of Lu¨ck says that the first L2-Betti
number of the total space of a fibration vanishes under some conditions
on the fundamental groups. The proof is based on constructions on
chain complexes. In the present paper, we translate the proof into the
world of CW-complexes to make it more accessible.
1. Introduction
In [2], Lu¨ck proved the following significant theorem:
Theorem ([2, Theorem 3.1]). Let F
i
−→ E
p
−→ B be a fibration of connected
CW-complexes such that F and B have finite 2-skeletons. Then E has fi-
nite 2-skeleton up to homotopy. If the image of π1(F ) → π1(E) is infinite
and π1(B) contains Z as a subgroup, then the first L
2-Betti number of E
vanishes: b1(E) = 0.
Lu¨ck’s proof is based on somewhat abstract constructions in the world
of chain complexes, which make it quite hard to understand what really is
going on geometrically.
On closer examination, however, it turns out that most of these construc-
tions do have a counterpart already at the level of CW-complexes. The
purpose of the present paper is to elaborate these geometric counterparts
and thereby translating Lu¨ck’s proof into the world of CW-complexes. The
hope is that the geometric version of the proof is more accessible to the
generic reader.
It should be said that the present paper is not meant to be considered
independently of the original paper [2]. In particular, we use without any
recapitulation the same notation and assume that the reader is familiar with
the basic results in [2, Sections 1 & 2].
Furthermore, we only re-prove the original theorem shown above, but not
any generalization such as [3, Theorem 6.67] (although the proof of the latter
theorem contains a geometric construction which exhibits a slight similarity
to what we do here). After all, the purpose of this paper is to simplify
matters, not to complicate them.
The fact that our proof takes more space then the original proof in [2] is
mainly due to the fact that we included a few more details.
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2. Outline of proof
The idea of the proof is as follows. We will construct a more accessible
CW-complex T and a 1-connected map h : T → E for which we can directly
prove
b1(E) ≤ b1(T, (h∗)
∗ℓ2(π1(E))) = 0 .
In preparation of the proof we shall make the set-up precise. First of all,
we assume that E has finite 2-skeleton and we can and will assume that
all maps appearing (including loops defined on the unit interval I := [0, 1]
with the obvious cell structure) are cellular. And secondly, we choose 0-cells
e ∈ E and b := p(e) ∈ B as basepoints and let F := p−1(b) with basepoint
e ∈ F .
Now, denote π := π1(B, b), Γ := π1(E, e) and ∆ = im(i∗ : π1(F, e) → Γ).
Thus, we obtain a group extension
1→ ∆→ Γ
p∗
−→ π → 1 .
For each w ∈ π we chose some arbitrary pre-image w ∈ Γ under p∗. We
shall also use the same letters w,w for representing loops I → B, I → E,
respectively, and assume w = p ◦ w.
Choose a solution h(w) to the lifting problem
F × {0} ∪ {e} × I
i∪w
//
incl.

E
p

F × I
w◦prI
//
h(w)
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
B
and denote σ(w) := h( , 1) : (F, e) → (F, e). The pointed homotopy class
of σ(w) is independent of the choices made and called the pointed fibre
transport along w. Denote by
Tσ(w) := F × I/(x, 1) ∼ (σ(w)x, 0)
the mapping torus of σ(w).
We are now ready to define the CW-complex T . Choose a generating
set S = {s1, . . . , sg} of π such that s1 has infinite order and apply the
constructions above to each w ∈ S. Then T is obtained by gluing together
Tσ(s1), . . . , Tσ(sg) along the common subcomplex F × {0}. It is obviously
connected, because F is connected.
All h(s1), . . . , h(sg) together assemble to a map h : T → E which fits into
the self-explaining commutative diagram
F
×{0}
// T
h

proj.
//
∨g
n=1 S
1
∨g
n=1 sn

F
i
// E
p
// B .
On fundamental groups, this induces
π1(F, e)
i∗


// π1(T, (e, 0))
h∗

// // Z∗g


∆ 

// Γ
p∗
// // π
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and exactness of the lower row together with the indicated surjectivity of
some of the maps immediately implies that h∗ is surjective, too, and so h is
1-connected.
Denote by E˜ → E and T˜ → T the universal coverings and by T̂
t
−→ T the
connected covering of T associated to the subgroup ker(h∗). Thus, the latter
has deck transformation group Γ and there is a Γ-equivariant lift ĥ : T̂ → E˜
of h. We obtain a 1-connected ZΓ-chain map of free ZΓ-chain complexes
ZΓ⊗ZΓ C∗(T˜ ) ∼= C∗(T̂ )
ĥ∗−→ C∗(E˜)
and the proof of [2, Lemma 1.2.1] implies
b1(E) ≤ b1(T, (h∗)
∗ℓ2Γ) .
In the following section, we shall provide a more concrete construction of
T̂ which allows us to calculate the right hand side of this inequality directly
in the final section.
3. Explicit construction of T̂
Denote by f : F → F the connected covering corresponding to the sub-
group ker(i∗), which has ∆ as deck transformation group. Choose any 0-cell
e ∈ F with f(e) = e as basepoint.
For arbitrary w, the map h(w) : F×I → E is a homotopy between i◦σ(w)
and i, which implies
im((σ(w) ◦ f)∗) = (σ(w))∗(ker(i∗)) = ker(i∗) = im(f∗)
and thus σ(w) lifts to a map σ(w) : F → F which fixes e. This map is not
∆-equivariant, but:
Lemma 1. For arbitrary δ ∈ ∆ we have
σ(w) ◦ δ = w−1δw︸ ︷︷ ︸
∈∆
◦σ(w) .
Proof. Note that both sides are lifts F → F of the map σ(w) : F → F . It
therefore suffices to prove the equality at the point e, i. e. that σ(w)(δ · e) =
(w−1δw) · e.
Denote a representative loop I → F ⊂ E of δ by the same letter and let
δ be a lift of δ to F with δ(0) = e. Then δ · e is defined as δ(1).
With this data at hand, the point σ(w)(δ · e) is defined as α(1), where
α : I → F is the lift of the loop σ(w) ◦ δ with starting point α(0) = e. In
other words, the action of σ(w) ◦ δ ∈ ∆ takes e to σ(w)(δ · e).
But σ(w) ◦ δ = w−1δw in Γ and therefore also in ∆, because h(w) gives
rise to a homotopy in E between those loops. This proves the claim. 
Denote by F̂ := Γ × F/∆ the Γ-CW-complex obtained from Γ × F by
dividing out the equivalence relation (γ, x) ∼ (γδ−1, δx). The Γ-action is
the obvious left action on the first component. Lemma 1 now implies, that
the Γ-equivariant map
σ̂(w) : [(γ, x)] 7→ [(γw, σ(w)x)]
is well-defined.
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Denote by Tσ̂(w) = F̂×I/ ∼ the mapping torus of σ̂(w). In this section, we
define T̂ by gluing together the Tσ̂(s1), . . . , Tσ̂(sg) along the common F̂ ×{0}
and claim that it is exactly the covering described in the previous section.
First of all, note that T̂ is indeed a covering of T with each of the sub-
complexes Tσ̂(sn) covering the corresponding subcomplex Tσ(sn), and clearly,
the canonical Γ-action on T̂ coming from the action on F̂ is by deck trans-
formations.
Lemma 2. The space T̂ is connected.
Proof. Note that it clearly suffices to show that the points of
t−1{(e, 0)} = {[(γ, e, 0)] | γ ∈ Γ}
can be connected by paths in T̂ .
For each n = 1, . . . , g and γ ∈ Γ, the path
ŝn,γ : I → Tσ̂(sn) ⊂ T̂ , r 7→ [(γ, e, r)]
connects [(γ, e, 0)] with
[(γ, e, 1)] = [(γsn, σ(sn)e, 0)] = [(γsn, e, 0)]
and is mapped to sn, sn under h ◦ t and p ◦ h ◦ t, respectively.
By applying this repeatedly, we see that each [(γ, e, 0)] is connected to
[(δ, e, 0)] = [(1, δe, 0)] for some δ ∈ ker(p∗) = ∆, and this is in turn is
connected to [(1, e, 0)], because F is path connected. 
Lemma 3. If τ : I → T̂ is a path connecting [(γ′, e, 0)] to [(γ′γ, e, 0)], then
h ◦ t maps τ to a representative loop I → E of γ.
Proof. We have already seen this for τ being one of the paths ŝn,γ′ defined in
the proof of the previous lemma. It is also clear for τ a path within F̂ ×{0},
because any such path is of the form r 7→ [(γ′, τ ′(r), 0)] with τ ′ a path in
F satisfying τ ′(0) = e and (γ′γ, e) ∼ (γ′, τ ′(1)), which implies γ ∈ ∆ and
τ ′(1) = γe.
The set of all paths which satisfy the claim is clearly closed under con-
catenation and taking reversed paths. It is thus sufficient to show that any
path τ satisfying the prerequisites of the lemma can be homotoped into a
concatenation of the ŝn,γ′ and their inverses and paths within F̂ × {0}.
By cellular approximation and a subsequent homotopy within the param-
eter space I, any such τ can be written as a concatenation of finitely many
paths τ1, . . . , τk, each of which is a constant speed path along a 1-cell of
T̂ . These are either contained in F̂ × {0} or run along a 1-cell of the form
c × I ⊂ Tσ̂(sn) ⊂ T̂ with c being a 0-cell of F̂ . Denote the paths along the
latter in positive direction by ρn,c. Note that for c = [(γ, e)] we recover the
path ŝn,γ.
Any c which is not of this form can be connected to some [(γ, e)] by a
path α : I → F̂ and an obvious homotopy in T̂ shows
ρn,c · (σ(sn) ◦ α) ≃ α · ŝn,γ .
This allows us to trade any of the τm which is equal to some ρn,c (or its
inverse) for a concatenation of two paths in F̂ and one of the ŝn,γ (or its
inverse) in between. This shows the claim. 
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The last two Lemmas imply that T̂ is exactly the covering associated to
ker(h∗): it is connected and if τ : I → T̂ maps to a loop in T based at e,
then τ itself is a loop if and only if h∗[t ◦ τ ] = 0.
Furthermore, the last lemma shows that the two canonical actions of Γ on
T̂ as deck transformations, the action coming from general covering theory
and the action induced by the Γ-action on F̂ , are in fact the same.
4. Calculating b1(T, (h∗)
∗ℓ2Γ) = 0
The proof of the theorem is completed by calculating b1(T, (h∗)
∗ℓ2Γ) = 0.
Note that T̂ \ Tσ̂(s1) =
∐g
n=2 F̂ × (0, 1) and we therefore obtain a short
exact sequence of Γ-chain-complexes
0→ C∗(Tσ̂(s1))→ C∗(T̂ )→
g⊕
n=2
C∗−1(F̂ )→ 0 .
This induces by [1, Thm. 2.1 on p.10] a weakly exact L2-homology sequence
H1(ℓ
2Γ⊗ZΓ C∗(Tσ̂(s1)))→ H1(ℓ
2Γ⊗ZΓ C∗(T̂ ))→
g⊕
n=2
H0(C∗(ℓ
2Γ⊗ZΓ F̂ )) .
On the right hand side, the van Neumann dimension of the summands is
b0(F, (i∗)
∗ℓ2Γ), which vanishes by [2, Lemma 1.2.5] as im(i∗) = ∆ is infinite.
The van Neumann dimension of the left hand side is b1(Tσ(s1), (φ∗)
∗ℓ2Γ),
where φ : Tσ(s1) = F × I/∼ → E is a quotient of h(s1). Let Γ
′ ⊂ Γ be
the image of φ∗, which is exactly the subgroup of Γ generated by ∆ and s1.
As s1 ∈ B has infinite order, the canonical map π1(Tσ(s1), e) → Z factors
as π1(Tσ(s1), e)
φ′
−→ Γ′ → Z. Using [2, Lemma 1.2.3 and Theorem 2.1] we
conclude
b1(Tσ(s1), (φ∗)
∗ℓ2Γ) = b1(Tσ(s1), (φ
′)∗ℓ2Γ′) = 0 .
Thus, the weakly exact sequence implies that the van Neumann dimension
of the middle term H1(ℓ
2Γ ⊗ZΓ C∗(T̂ )), which is exactly b1(T, (h∗)
∗ℓ2Γ),
vanishes as well and the proof of the theorem is complete.
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