In addition to seeking geometric correspondence between the inputs, a legitimate image registration algorithm should also keep the estimated transformation meaningful or regular. In this paper, we present a mathematically sound formulation that explicitly controls the deformation to keep each grid in a meaningful shape over the entire geometric matching procedure. The deformation regularity conditions are enforced by maintaining all the moving neighbors as non-twist grids. In contrast to similar works, our model differentiates and formulates the convex and concave update cases under an efficient and straightforward point-line/surface orientation framework, and uses equality constraints to guarantee grid regularity and prevent folding. Experiments on MR images are presented to show the improvements made by our model over the popular Demon's and DCT-based registration algorithms.
INTRODUCTION
Medical imaging techniques have been on a booming state for several decades. With the vast amount of medical image data produced everyday, a problem that commonly arises is how these data can be compared and effectively utilized. Image registration, the process of matching two or multiple images spatially, is often the prerequisite step for many other analysis tasks to be carried out for the complementary information to be effectively combined and integrated. Currently, the most challenging and intriguing research on registration are mainly in the development of non-rigid registration techniques. [1] [2] [3] Commonly phrased as an optimization procedure, non-rigid image registration is known as an inherently ill-posed problem 4 with infinitely many solutions for a pair of inputs. Regularization is required in order to produce meaningful matching and integrate user knowledge into the problem formulation.
Two types of regularizations have been extensively researched in the literature. One direction is focused on imposing smoothness to the estimated deformation fields. Many works use regularizer to penalize deviation from some measure of smoothness, either in the estimated deformation field 5 or its update. 6 Smoothness can also be achieved through a diffusion procedure, where Gaussian convolution kernels are commonly utilized, as in the Demon's algorithm. 7 The second type of regularization is to ensure topology preservation and invertibility, so that every point in one image has a corresponding point in the other. Such guaranteed correspondence is particularly important in various longitudinal studies where the output of the registration, i.e. the deformation field, is analyzed further to draw quantitative conclusions that can potentially be used as the basis for prediction and diagnosis.
Limiting the Jacobian determinants J T to a range has been a popular approach to enforce topology regularity. The Jacobian matrix is consisting of all first-order partial derivatives of a vector-or scalar-valued function with respect to another vector. In the application of image registration, it is applied to the transformation field in each direction, which is described as followed:
where T x (x) and T y (x) are the Cartesian components of the transformation field T (x) over X-axis and Y -axis direction. And, its determinant J T is also simply called the Jacobian.The reason for using the Jacobian is its good preservation of local bijectivity, which is obtained by enforcing J T to be positive all over the transformation domain. Furthermore, the transformation is incompressible if J T is equal to one, locally compressible if it is less than one, and expansible if greater than one.
Christensen et al. 6 embed the topology-preserving regularity into a viscous fluid material deformation model under an Eulerian framework. Navier-Stokes partial derivative equations are employed to deal with large deformations. Global positivity of the Jacobian is ensured by limiting the magnitude of the Jacobian within certain range. When the magnitude drops below the lower bound, specifically 0.5, the current iteration is suspended and a new propagated template image is generated as the new starting point. Topology-preservation has been taken into account during the registration procedure, however, it is blended with the smoothing regularity. The overheads to monitor the discrete Jacobian in order to avoid numerical divergence greatly increase the overall computational cost. In 8 and, 9 Armspach et al. propose a hierarchical model based on B-spline basis functions, which ensures a topology-preserving deformable mapping in both 2D and 3D space. Topology is preserved by limiting the Jacobian in a positive interval through a penalty approach, where different intervals have been analyzed to achieve the best regularity effect. However, the validity of their characterization of Jacobians is limited to linear interpolating splines.
Targeting the case of pre-and post-contrast MR breast images, Rohlfing et al. 10 make an assumption that soft tissue is incompressible for small deformations and short time periods. On top of mutual information as the objective cost function, a logarithm of the deformation Jacobian is added to penalize volume changes. Accordingly, a soft constraint that regularizes the local volume-preservation is implemented. Blended together with a smoothness constraint within the overall objective function, the impressibility property is favored, but not guaranteed. Karacali and Davatzikos 11 enforce topology preservation through a hard constraint at several intermediate steps of a deformable registration procedure. Although volumetric change is allowed within a prescribed interval, hyper regularity might still be resulted due to the exclusion of the concave deformation case (details will be provided later). In, 12 Haber et al. set upper and lower bounds for the Jacobians during the registration procedure. A log-barrier function scheme is employed to convert the constraints to an unconstrained optimization problem, where Gauss-Newton approximation is applied to solve the system, which contains a large number of unknowns. Sdika 13 uses B-spline as the global smoothness constraint. The topology regularity is imposed through the positivity of Jacobian as well as bounded Jacobian derivatives.
These aforementioned works and their variants have one thing in common: the enforced regularity cases specified by the Jacobian constraints are all convex, where the concave cases, allowed in many applications, have been ruled out. Detailed explanation of the convex/concave regularity cases will be given in section 2.
Construction of diffeomorphic mappings
14, 15 also attracted significant interest in recent years. The diffeomorphic Demon's algorithm 15 uses a fast exponential to project the deformation fields into a Lie group, which in nature guarantee the smoothness and invertibility of the elements. Similar to the original Demon's algorithm, a diffusion-like regularization is applied to resulting deformation filed (optional to the deformation update as well), which could lead to globally oversmoothing effects, and fail to produce high-precision registration.
Our Proposed Work
In this paper, we propose a regularity guaranteed deformation estimation through a convenient and efficient point-line/surface 16 orientation perspective. We identify two types of regularity ensured conditions: convex and concave Non-Twist updates and the corresponding mathematical constraints are proposed and analyzed.
We integrate our Non-Twist components into two sum of squares (SSD) based registration schemes, Demon's and the Discrete cosine transform (DCT)-based algorithm 17 in SPM. Comparisons with the original algorithms are presented to show the effects and improvements made by our approach. The remainder of the paper is organized as follows: in section 2, convex and concave non-twisting constraints and the mathematical implementations are introduced. The integration of the constraints in non-rigid registration are also explained in this section. Experimental results are presented in section 3, and we conclude the paper in section 4.
NON-TWIST REGULARIZATION
Topology regularity, or globally one-to-one property, will be violated if grid corners flip their relative positions during the registration procedure. Shown in Figure 1 is a 2D grid and the associated deformation scenarios. Let A be the point of interest, and ABCD be the grid to study. After each spatial update, A might end up at one of the three destination areas in Figure 1 (a), marked with gray, orange, and blue colors, respectively. The corresponding resultant grids are shown in Figure 1 (b), (c) and (d). Because it satisfies the positivity of Jacobian criterion, scenario (b) is usually taken as a topology/regularity preservation case, and we call it the convex case in this paper, as it maintains the convexity of the starting grid ABCD. Scenario (c), which we call the concave cases, are regarded as illegal and ruled out by most aforementioned works, 11-13 even they are acceptable in reality as no twisting has happened. Cases in (d) are indeed twisting the grids and they should be prevented from happening.
Identifying the three cases (convex, concave, and twisting) can be easily performed through the point-line/surface test 16 commonly used in the computational geometry community.
In Figure 2 , two point-line orientations are given. Point P 0 is either on the right side (Figure 2 .a) or the left side (Figure 2 .b) of the line − −− → P 2 P 1 . To decide the orientation numerically, we use the matrix:
X i and Y i are the coordinates of point P i , and the order of the points is specified in Eqn. (2) . When P 0 is on the right side of − −− → P 2 P 1 , the orientation of P 0 to − −− → P 2 P 1 is positive, and correspondingly sign (detΛ) = +1. Sign (detΛ) = -1 if and only if P 0 is on the left side.
The convex case requires a combination of three positive orientations: A is on the left side of − − → BD, left side of − − → BC and left side of − − → CD. Converting to matrix format, the following three constraints have to be held to ensure the convex case.
Combing the convex and concave cases together (the gray and orange areas in Figure 1 
Integration of Non-Twist Regularization with Registration Algorithms
Our Non-Twist regularization can be easily integrated into various registration algorithms. In this paper, we choose the Demon's algorithm and the DCT-based 17 in SPM as the testbed to show the effectiveness of the additional term. Justification of using these two algorithms lies in the fact that they belong to different algorithm categories (non-parametric and parametric), and both have been widely used across the neuroimage community.
Like many other non-rigid registration algorithms, the Demon's and the DCT are also formulated as the optimization of an objective function to determine deformation field u that minimizes the difference between the reference image R and floating image F . Demon's uses sum of squared differences as the similarity metric, and the squared gradient of the transformation field as smoothness regularization. Given the transformation field S, compute a correspondence update field u by minimizing
where σ is a constant for intensity and transformation uncertainty.
The DCT-algorithm also uses SSD as the similarity metric. Unlike in the Demon's, the smoothness property in DCT, however, is fulfilled through a linear combination of lower-frequency components of the discrete cosine transform. The deformation field can be obtained by solving a small set of coefficients controlling the basis functions. For more details, we refer readers to. 
where A ⇑ BD denotes the requirement that A lies on the left side of − − → BD.
Numerical Solution
Our proposed Non-Twist constrained image registration has been reduced to a typical constrained optimization problem, whose standard form is as follows:
Minimize: f (x) subject to:
where f (x) is the objective function to be minimized, g(x) are a set of inequality constraints, and h(x) are a set of equality constraints. Previous approaches based on the Jacobian usually use inequality constraints to limit the value of the Jacobian in certain intervals, while our approach takes use of equality constraints to restrain the sign of the Boolean predicates ( 5) to be either 1 or −1.
Quadratic penalty method and logarithmic barrier method are two popular approaches to easily convert constrained optimization problems into unconstrained version. However, both methods are ill conditioning, 18 i.e., not strictly feasible methods using hard constraints. In this paper, we adopt the method of augmented Lagrangian multiplier (ALM) as the numerical solution. ALM is related to the quadratic penalty method, but the ill conditioning nature is avoided through the inclusion of explicit Lagrange multiplier estimates into the objective function. 18 In addition, it is a strictly feasible method to maintain hard constraints. The ALM function is given as
where λ is the Lagrange multipliers based on the Karush-Kuhn-Tucker (KKT) theory. The practical algorithmic framework is specified in Algorithm 1.
Algorithm 1 Augmented Lagrangian Multiplier method
Given μ > 0, tolerance τ 0 > 0, starting points x s 0 and λ 0 ;
STOP with approximate solution x k ; end if Update Lagrange multiplier using λ
to obtain λ k+1 ; Choose new penalty parameter μ k+1 ∈ (0, μ k ); Set starting point for the next iteration to x s k+1 = x k ; end for
EXPERIMENTAL RESULTS
In this section, we present several groups of experiments on 2D MR image data to demonstrate the improvement made by our proposed registration regularity. Its effectiveness is tested through the comparisons of two paired algorithms: the Demon's vs Demon's + Non-Twist and the DCT vs DCT + Non-Twist.
In part due to the ill-posed nature of image registration, there is no single best scheme to assess the performance of various solutions. Numerous methods have been proposed in the literature attempting to establish a commonly accepted framework, but very few achieved the goal. An exception is the optical flow evaluation approach proposed by Barron et. al, 19 with the support of an available public database. Vector angles between the ground truth and the estimated transformation vectors are employed to provide an indication how well a registration algorithm recovers the deformation field. In this paper, we utilize the same measure to assess the performance of various algorithms and demonstrate the improvements made by our Non-Twist solution. However, it should be noted that: being extremely faithful to the ground truth is not a prerequisite of a registration result being good, especially for complicated input cases as in our experiments. Other than making the two input image eventually look alike, our method has another goal, which is to maintain the regularity of the topology.
Synthetic Sinusoidal Deformation
In our experiments, the reference image (as in Figure 3 .a) is a human brain MRI image, 256 × 256 dimension and 1 × 1 mm 2 resolution, obtained from BrainWeb simulation. 20 Sinusoidal displacement fields with different magnitudes are used as the ground-truth deformations. The floating images are obtained by applying the fields, as follows, to the reference image.
x f =x r + A x sin(πx r /32) y f = y r + A y sin(πy r /32)
where x r and y r are the coordinates of pixels in the reference image, Figure 3 .a, while x f and y f are coordinates of the corresponding points in the floating image, Figure 3 .b. A x and A y are the magnitudes of the maximum displacements 
Comparative Results: Demon's vs Demon's + Non-Twist
The Demon's algorithm uses Gaussian convolution to impose smoothness in the estimated deformation field, where the level of smoothness is controlled by the σ of the Gaussian filter. Since the smoothness is evenly applied throughout the image domain, this penalty approach with a moderate Gaussian σ does not prevent local twists. On the other hand, it is well-known that increasing σ generally leads to an over-smoothing effect, which results in deteriorated precision in the registration results, as shown in Figure 4 . Figure 4 shows the registration results using the Demon's alone, with increasing smoothing power. From the results, we can easily observe: when σ is small, the floating image is rather well mapped with the reference image. However, with the weak smoothness constraint, the estimated transformation field appears to have many massive twists, and is quite deviated from the ground truth. With the increased σ (Figure 3, columns (a)-(d) ), the twist artifacts are gradually meliorated, but the registration accuracy is deteriorated due to oversmoothing.
With the consideration of the validity of both the accuracy and topology, we choose the third Demon's implementation (σ = 6) as the comparison. With other parameters kept identical, we integrate our Non-Twist regularity into the this Demon's implementation. The registration results are shown in Figure 5 . As evident, the twist artifacts originally existing in the Demon's are totally eliminated, and the overall deformation field appears smoother and closer to the ground truth.
For a statistical analysis, we conducted 16 experiments based on sinusoidal deformations generated with different magnitudes. To assess the registration accuracy and consistency of the results, a RMS vector error metric proposed by Barron et al. 19 is employed. Barron's metric calculates the average angles between the estimated deformation vectors and the ground truth, thus providing a good indication of the overall registration accuracy. Table 1 shows the results from "Demon's alone" and "Demon's +NonTwist". Based on the magnitude of the maximum displacement vector, we divide the 16 experiments into 3 groups: small, moderate, and large. Our "Demon's + NonTwist" shows smaller average vector angles errors, therefore higher registration accuracy in all three deformation groups. Readers should be reminded that accurate registration is not the only goal of our efforts; another goal, totally eliminating twists and maintaining topology among pixels, is achieved at the same time. Demon's σ = 6 with NonTwist Regularity 
Comparative Results: DCT vs DCT + Non-Twist
The same input image pair has been used for the comparison of "DCT alone" vs "DCT + Non-Twist". Results are shown in Figure 6 .a and Figure 6 .b, respectively. The same number of coefficients, 32 × 32, are used in the experiments. It should be noted that "DCT alone" has built-in global smoothness control stemming from its parametric deformation setup. However, the original method has no guaranteed mechanism to avoid local twists. The improvements with the added Non-Twist are obvious - Figure 6 .b has much smoother grids and no visible local folding.
A similar quantitative analysis of the registration accuracy for "DCT alone" and "DCT + Non-Twist" is summarized in Table 2 . Clearly, the vector angle errors in the groups with Non-Twist regularity are much smaller than using DCT alone, which demonstrates the improvements made with the addition of the Non-Twist constraint.
Group
Mean Standard Devation DCT alone 10.52°4.68 DCT + Non-Twist (Small) 2.96°1.36 DCT + Non-Twist (Moderate) 4.86°1.54 DCT + Non-Twist (Large) 7.15°1.73 Table 2 . Statistics for Vector Angle: DCT vs DCT + Non-Twist
CONCLUSION AND DISCUSSION
Maintaining regularity and topology legitimacy is an important issue in medical image registration. Most of the previously published works are focused on using the Jacobians as the basis to specify regularity constraints, and most of the works only allow convex grid deformations. We identify the concave case and formulate the new Non-Twist regularity under a straightforward point-line/surface orientation perspective. Our experimental results indicate that the added regularization can greatly improve the overall registration performance, especially in terms of smoothness and regularity.
Several aspects of the theory and implementation of our proposed work are still under development. One of them is exploring efficient approximation solutions (e.g. Generalized Regularization Networks based on Green function) to develop fast implementations. Also, develop a clinical registration package (as a SPM extension), and disseminate it through the NITRC (Neuroimaging Informatics Tools and Resources Clearinghouse ) community.
