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We investigate dynamical quantum phase transitions in disordered quantum many-body models
that can support many-body localized phases. Employing l-bits formalism, we lay out the conditions
for which singularities indicative of the transitions appear in the context of many-body localization.
Using the combination of the mapping onto l-bits and exact diagonalization results, we explicitly
demonstrate the presence of these singularities for a candidate model that features many-body
localization. Our work paves the way for understanding dynamical quantum phase transitions in
the context of many-body localization, and elucidating whether different phases of the latter can
be detected from analyzing the former. The results presented are experimentally accessible with
state-of-the-art ultracold-atom and ion-trap setups.
I. INTRODUCTION
After the establishment of universality and scaling
in equilibrium,1,2 particularly with the invention of
the renormalization group,3,4 their extension to out-of-
equilibrium systems has become a major area of research
in physics. Notwithstanding considerable progress for
classical out-of-equilibrium systems,5 out-of-equilibrium
dynamics for quantum systems remains an active fron-
tier. In recent years, the field of dynamical quantum
phase transitions6–8 (DQPT) has shed new light on the
out-of-equilibrium quantum many-body criticality. The
concept of DQPT relies on an intuitive analogy between
the thermal partition function and the overlap of an
initial state and its time-evolved self in the wake of a
quench, referred to as the Loschmidt amplitude in this
context. One can thus construct the Loschmidt return
rate, which is proportional to the logarithm of this over-
lap, as a dynamical analog of the thermal free energy,
with evolution time standing for complexified inverse
temperature. As such, nonanalyticities in the return rate
would occur at critical times much the same way a ther-
mal phase transition manifests itself as a nonanalyticity
in the thermal free energy at a critical temperature.
Even though quite a few of the original questions raised
at the onset of the field of DQPT have now been an-
swered, in the quest to attain these answers far more
questions have arisen.9 For example, in the initial study
of quenches in the one-dimensional transverse-field Ising
model,6 the singularities in the return rate were found
only after quenches across the equilibrium quantum crit-
ical point.9 Soon afterwards it became clear that this
was not the necessary condition for DQPT. Rather, one
can define the concept of a dynamical quantum critical
point, which may in some cases coincide with the equi-
librium one, that separates quenches with DQPT from
those without.10–12
Yet later it was observed that in long-range quantum
spin chains with power-law interactions,13,14 the DQPT
occur regardless of the quench. Nevertheless, a mean-
ingful dynamical critical point can still be defined, this
time separating qualitatively different types of evolution
after the quench, which notably depends on whether the
order parameter oscillates about zero in the time-evolved
quenched system.13–17 This in turn spurred further study
of the steady states reached after the quench, their rela-
tionship with the DQPT occurring in the evolution to-
wards them, and the effects of quasiparticle excitations,
which is still ongoing.18–23
The large body of theoretical work on DQPT in closed
clean quantum many-body systems in the wake of a
quantum quench has recently been supported by exper-
imental realizations in ion-trap24 and ultracold-atom25
setups. Naturally, the robustness of DQPT has since
been investigated in other paradigms of quantum many-
body physics, such as Floquet systems26–28 where a novel
type of “Floquet singularities” appear as intrinsic fea-
tures of periodic time modulation, and also in disordered
systems,29 where singularities arise in the return rate of
random-field classical Ising models. This latter result di-
rectly inspires the investigation of DQPT in many-body
localized (MBL) quantum systems30–32 as the next fron-
tier in this field. Indeed, MBL systems are drastically
alien to the models that have thus far been utilized in
the study of DQPT. On the one hand, so-called emer-
gent integrability due to the failure of MBL systems to
thermalize after a quantum quench may perhaps allow
one to consider that DQPT behavior should not be ruled
out given its prevalence in clean integrable models. On
the other hand, how the emergent exotic MBL phases,
if at all, are related to possible DQPT nonanalytici-
ties is a completely open question. Furthermore, since
the exact origin of DQPT is still not fully understood,
with a quasiparticle origin thus far the most convincing
argument,18,22,23 studying DQPT in MBL systems can
possibly shed further light on what exactly the necessary
and sufficient conditions are for singularities to arise in
the return rate.
The Loschmidt amplitude is intimately connected to
the partition function of the corresponding system evalu-
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2ated at imaginary temperature as we elaborate below. In
turn, the imaginary-temperature partition function mea-
sures the spectral form factor, or the correlations between
energy levels in a quantum system.29 DQPT would then
be equivalent to having strong correlations between en-
ergy levels across significant energy intervals much larger
than the level spacing. We would expect those corre-
lations in integrable and close-to-integrable systems, as
well as in some MBL systems, but not in chaotic quantum
systems. This line of inquiry further motivates studying
MBL systems for signatures of DQPT in them.
In this work, we provide analytic and numerical ev-
idence showing that quantum many-body systems that
support MBL can indeed show rich DQPT behavior.
The rest of the paper is organized as follows: In Sec. II,
we review the imaginary-temperature boundary and full
partition functions, and present a candidate quantum
MBL model in whose partition functions singularities
arise. In Sec. III, we use the l-bits formalism to determine
the conditions under which disordered quantum models
will exhibit singularities in their imaginary-temperature
full partition function. We present and discuss the DQPT
in our candidate model in Sec. IV. We conclude in Sec. V
and provide an outlook on future work. Additional de-
tails on the l-bits analysis are provided in Appendix A.
II. PARTITION FUNCTIONS AND MODELS
We would like to study the probability that a quan-
tum system placed initially in a state |ψ〉, after evolving
for time t, returns back to its original state |ψ〉. This
quantity can be written as
Z(t) = 〈ψ| e−iHt |ψ〉 =
∑
α
|cα|2 e−iEαt. (1)
Here cα are the overlap coefficients between the state
|ψ〉 and the eigenstates |ψα〉 of the Hamiltonian H cor-
responding to the energy levels Eα. Z(t) is a boundary
partition function construed in the seminal DQPT work
of Ref. 6 as a dynamical analog of the thermal partition
function. Consequently, the Loschmidt return rate,
λ(t) = − 1
N
ln |Z(t)|2, (2)
is a dynamical analog of the thermal free energy, with N
standing for system size.
General principles of statistical physics dictate that for
large systems Z(t) may be well approximated by the ther-
mal finite-time partition function
Z(t, T ) =
∑
α
e−Eα(it+
1
T ), (3)
with the appropriately chosen temperature T , such that
〈ψ|H |ψ〉 =
∑
αEαe
−EαT∑
α e
−EαT
. (4)
Among these, the T →∞ partition function is especially
suitable for study:
Z(t) = lim
T→∞
Z(t, T ) =
∑
α
e−iEαt. (5)
Depending on the choice of |ψ〉, in some cases Z(t) and
Z(t) may even coincide, specifically when |ψ〉 is propor-
tional to the sum
∑
α |ψα〉.
At the same time, |Z|2 is the so-called spectral form
factor of the system,
|Z(t)|2 =
∑
α,β
ei(Eβ−Eα)t. (6)
The Fourier transform of the spectral form factor over
time t is simply the correlation between the density of
states at energies separated by a certain energy interval,∫
dt
2pi
|Z(t)|2 eiωt =
∑
αβ
δ(ω − Eβ + Eα)
=
∫
dE ρ (E + ω/2) ρ (E − ω/2) . (7)
Here,
ρ(E) =
∑
α
δ (E − Eα) (8)
is the density of states. A nonanalyticity in Z(t) at a
certain time tc is therefore a reflection of strong correla-
tions existing between energy levels at the energy interval
ωc ∼ 1/tc.
It might be quite surprising to expect these correla-
tions to persist over energy intervals far larger than the
level spacing for an interacting quantum many-body sys-
tem. Indeed, an extreme example of a generic quan-
tum system is provided by the Random Matrix Theory
(RMT). Within that theory, average spectral form fac-
tors are known to have a single nonanaliticity at t = tc
equal to the inverse average level spacing.33 Level spac-
ings in generic quantum many-body theories are expo-
nentially small in system size, resulting in an exponen-
tially large time at which the potential nonanalytic be-
havior occurs. These types of singularities would then be
nonobservable.34
In view of this argument, it is quite remarkable that
a number of models already discussed in the literature
display singularities at times of the order of inverse cou-
plings in the Hamiltonian. In other words, in these mod-
els the density of energy levels correlates across energy
intervals that cover a large number of energy levels. Some
of these models are integrable. It is fair to declare that in
this context the existence of subtle correlations in energy
levels is not surprising. Some others are nonintegrable,
however.
We will not attempt here to analyze the origin of
energy level correlations in these models. Instead we
would like to look at systems which look as different
3from RMT as possible. RMT is supposed to represent
generic “chaotic” quantum systems with Wigner-Dyson
level statistics. Quite distinct from these are systems
with Poisson level statistics, including integrable models.
A whole separate class of quantum systems with Poisson
level statistics are MBL models. Here, we would like to
discuss the appearance of singularities in Z(t) and Z(t)
of MBL systems.
Let us concentrate on models of one-dimensional spin-
1/2 chains of length N with various random interaction
terms in the Hamiltonian. Those are known to be many-
body localized when disorder is strong enough.35 An ex-
ample of such an MBL model can be the Ising model with
random bonds and random fields
H =
N−1∑
n=1
Jnσ
z
nσ
z
n+1 +
N∑
n=1
(
h⊥n σ
x
n + h
‖
nσ
z
n
)
. (9)
Here σzn and σ
x
n are Pauli matrix operators acting on
spins which reside on sites n of a one-dimensional lattice.
All Jn, h
⊥
n and h
‖
n are independent random variables.
We shall present a series of analytic and numerical ar-
guments supporting the idea that a certain class of these
one-dimensional spin-1/2 MBL models will have singu-
larities in their Z(t). In particular, we will demonstrate
that while Z(t) is not singular in the model given by (9),
the following MBL Hamiltonian
H = h
N∑
n=1
σzn +
N−2∑
n=1
Jnσ
x
nσ
x
n+1σ
x
n+2, (10)
with Jn being independent random variables, features
singularities in its Z(t) as well as in its return probability
Z(t) defined for suitable initial states |ψ〉.
III. l-BITS AND RETURN RATE
Locally conserved quantities called l-bits in the context
of many-body localization play an important role in our
arguments, so let us review their definition. As nicely
argued in Ref. 36 for any spin-1/2 Hamiltonian H it is
always possible to construct a set of mutually commuting
operators τzn whose square is identity (τ
z
n)
2 = 1, which
commute with any spin-1/2 Hamiltonian H. A straight-
forward technique to do that would be to diagonalize the
Hamiltonian H such as the one above. In other words we
use the natural basis of spin tensor product states and
write H = UΛU† where U is a unitary matrix mapping
the product state basis onto the basis of eigenstates of
H, and Λ is diagonal. Define then
τzn = Uσ
z
nU
†. (11)
By construction, these τzn all square to 1, commute with
each other, and all commute with the Hamiltonian. Fur-
thermore, it is always possible to rewrite the Hamiltonian
in terms of τzn according to
H = K(0) +
∑
n
K(1)n τ
z
n +
∑
nm
K(2)nmτ
z
nτ
z
m
+
∑
nml
K
(3)
nmlτ
z
nτ
z
mτ
z
l + . . . . (12)
It is obvious that the total number of the coefficients K
in (12) is 2N , same as the number of eigenvalues of H, so
they are sufficient to fully parametrize the Hamiltonian.
These coefficients can all be found using
Ksn1...ns = 2
−N tr
(
Hτzn1 . . . τ
z
ns
)
. (13)
By itself this construction is too general to be of much
use. However, for MBL Hamiltonians the expansion (12)
simplifies significantly. U is defined up to the permuta-
tions of eigenvalues of the Hamiltonian. It can be argued
that with the appropriate choice of U , the operators τzn
become local, that is, they can be written as a linear
combination of terms involving products of spin opera-
tors σxm, σ
y
m, and σ
z
m on sites m nearby n. At the same
time, the series (12) also become local, in that the mag-
nitudes of the coefficients K
(s)
n1...ns drop off exponentially
with s, as well as with the increasing separations between
the lattice sites n1, n2, . . . , ns in these coefficients. In
this regime, τzn are usually referred to as l-bits, with l
standing for localized. The coefficients K(s) are random,
being some complicated combination of the random in-
teraction coefficients of the original Hamiltonian.
The description in terms of l-bits allows us to rewrite
the imaginary-temperature partition function in a very
straightforward fashion:
Z(t) = e−itK(0)×∑
τ=±1
e−it
∑
nK
(1)
n τn−it
∑
nmK
(2)
nmτnτm−.... (14)
Here, the variables τn are eigenvalues of the l-bits τ
z
n
taking values ±1. We can use (14) as a starting point to
calculate partition functions of one-dimensional spin-1/2
MBL models. Furthermore, since in the MBL phase the
coefficients K(s) quickly go to zero with increasing s, it
is sufficient to retain just a few terms in the series in the
exponential of (14), which is what we will rely on below.
Since the coefficients K
(s)
n1...ns are random, it is im-
portant to decide which quantities can be averaged over
many sets of these random coefficients. The quantity
Z(t) is not self-averaging. This means that computing it
over a particular set of K
(s)
n1...ns taken from the original
randomly generated interaction coefficients in the MBL
Hamiltonian is not the same as averaging it over many
realizations of them. On the contrary, the return rate
r(t) = − 1
N
ln
|Z|2
22N
, (15)
defined analogously to the Loschmidt return rate (2), is
a self-averaging quantity well defined in the “thermody-
namic limit” of infinite chain N →∞. It is r(t) that can
4be averaged over many realizations. Its average value
should coincide with its typical value computed for a
particular set of K
(s)
n1...ns . Various constants present in
the definition of r(t) are there merely for normalization
purposes.
In the work of Ref. 29, the partition function was evalu-
ated for the model given by (14) with K
(1)
n = hn random
and K
(2)
nm = (δn,m−1 + δn,m+1)J representing constant
nearest-neighbor interactions. In other words, the fol-
lowing model was studied:
Z(t) =
∑
τ=±1
e−it
∑
n hnτn−itJ
∑N−1
n=1 τnτn+1 , (16)
with hn random independent variables. It was found,
both numerically and analytically, that the resulting
function r(t) is singular at the points in time tn =
npi/(2J), with n an arbitrary integer. Each singularity
was found to be of the type |t− tn| ln |t− tn|.
At the same time, numerical evidence indicated that
if J in (16) is promoted to a bond-dependent random
variable Jn, then r(t) is featureless and has no singu-
larities. We expect it to be true generally: a generic
model (14) with all the coefficients being independently
random variables will feature no singularities and in fact
for large system size its Z(t) should self-average to a time-
independent constant.
We would like to generalize beyond (16). In the next
section we present evidence supporting the conjecture
that as long as there is at least one nonrandom inter-
action coefficient in (14), with the rest being random,
the return rate r(t) always features singularities, at posi-
tions tn = npi/(2K), where n is an arbitrary integer and
K is the nonrandom interaction coefficient in (14).
A generic MBL model can be expected to map
onto (14) with all interaction coefficients random. How-
ever, it is also natural to expect that models should exist
whose mapping to (14) feature at least one nonrandom
coefficient. Those models would then have singularities
in their return rate. Furthermore, a possibility should
not be entirely discounted that (14) with all coefficients
random but correlated in a certain way would also feature
singularities, and that MBL models exist which map onto
these kinds of l-bit models. In the next section we present
further examples of random l-bit models with singulari-
ties in their return rate, and demonstrate the existence
of singularities in the MBL model given by (10).
IV. RESULTS AND DISCUSSION
An important remark which simplifies further analysis
lies in the observation, already discussed in Ref. 29, that
a random variable e−ithnσ, for σ = ±1 and t sufficiently
large, regardless of the probability distribution for hn,
is well approximated by the variable e−ifnσ where fn is
now taken as uniformly distributed on the interval fn ∈
[−pi, pi]. This should be fairly obvious: the latter variable
FIG. 1. Return rate r(t) evaluated for (18) for N = 45000
showing clear singularities. Beyond the largest time shown
here, the return rate repeats periodically.
FIG. 2. Same as Fig. 1 but for (19), again with N = 45000.
r(t) appears qualitatively different from that in Fig. 1 but
features the same singularities at th = pin/2. The return rate
repeats periodically beyond the largest time shown here.
is uniformly distributed over a unit circle in the complex
plane, while the former approaches this distribution at
large enough t.
We would now like to illustrate the principle of a single
nonrandom coefficient in (14) leading to singularities by
considering for example
Z(t) =
∑
τ=±1
e−ith
∑
n τn−it
∑N−1
n=1 Jnτnτn+1 , (17)
with Jn random. In line with the observation in the
previous paragraph, we instead study
Z(t) =
∑
τ=±1
e−ith
∑
n τn−i
∑N−1
n=1 fnτnτn+1 , (18)
with fn independent random variables uniformly dis-
tributed over the interval [−pi, pi]. The advantage of this
representation of Z(t) is that (18) is automatically peri-
odic in t, as is clear by inspection. At the same time, the
original model (17) approaches (18) at sufficiently large
t, t & 2pi/h. This can also be easily verified numerically.
Fig. 1 shows r(t) evaluated for (18) for N = 45000 sites
and th ranging from 0 to pi. r(t) continues periodically
beyond the displayed range of t. To produce this result,
5FIG. 3. (Color online). Scaling of singularities of r(t) in the
vicinity of tn = pin/(2h) for model (18) indicating a power-law
behavior ∝ |t− tn|ν with ν ≈ 0.2.
we took advantage of the standard transfer matrix cal-
culation of the partition function, which allowed us to
easily go to fairly large system sizes. The self-averaging
property of r(t) is obvious in Fig. 1: even though only
one realization of disorder is taken, the curve is smooth.
Similarly we can evaluate, for example, the partition
function
Z(t) =
∑
σ=±1
e−ith
∑
n τn−i
∑N−2
n=1 fnτnτn+1τn+2 , (19)
with the result shown in Fig. 2.
This shows a new feature at th = pi/4 + pin/2, how-
ever the more interesting singularity still remains at
th = pin/2. All this is compatible with the observation
that one nonrandom coefficient in (14) is sufficient to
generate periodically repeating singularities in Z(t).
Ref. 29 presented a detailed analysis of the singulari-
ties in (16) using analytic techniques. That analysis is
no longer available for the more intricate models of (18)
and (19), with random bonds instead of random fields.
Instead, we have studied singularities in r(t) close to
tn = pin/(2h) in those models numerically. We find that
these singularities are not in the universality class of (16).
Instead, they are of the power-law type
r(t) ∼ |t− tn|ν , (20)
with ν ≈ 0.2, as shown in Fig. 3 for the model (18). The
analysis of singularities in (19) also produces ν ≈ 0.2.
We have studied a number of other models of the
type (14) with one nonrandom interaction coupling and
the rest random, and they all feature singularities sup-
porting the conjecture stated above. It is possible, how-
ever, that in those other models the singularities belong
to other universality classes with distinct values of the
exponent ν. Studying this would be an interesting direc-
tion of further research.
Given that all spin-1/2 MBL systems map into (14),
it is natural to expect that among them systems can be
found whose map into (14) does not produce all random
and independent couplings. Those will necessarily fea-
ture singularities in their partition function Z(t). Identi-
FIG. 4. (Color online). Partition-function return rate r(t)
given in (15) (upper panel) and Loschmidt return rate λ(t)
given in (2) for the quantum model (10), with each return rate
averaged over 1000 realizations of disorder. The initial state
used for calculating λ(t) is the fully x-polarized product state
|X〉. It is clear that in the weak-disorder regime h/J0  1
singularities appear in both return rates. The singularities
seem to become less pronounced for h/J0  1.
fying them however might not be easy. We propose (10)
as the candidate model for this purpose.
Fig. 4 shows the result of evaluating the partition-
function return rate r(t) (15) and the Loschmidt return
rate λ(t) (2), calculated with |ψ〉 = |X〉 being the state
representing all spins polarized in the x-direction, for the
model (10) for N = 12 sites by exact diagonalization,
averaged over 1000 realizations of disorder, necessarily
due to the relatively short length of the chain. Random
variables Jn are taken to be uniformly distributed on the
interval [−J0, J0]. Singularities are apparent in both re-
turn rates. Note that the periodicity of Z(t) is pi/h. In
fact, in the absence of disorder J0 = 0, the return rate is
easy to evaluate as
r(t) = − 1
N
ln
|Z|2
22N
= − ln |cos(ht)| . (21)
We see that with disorder r(t) retains the periodicity of
its disorder-free version, but in addition clearly devel-
ops singularities, as desired. We emphasize that not all
disordered many-body models exhibit singularities in the
return rate as (10) does. For comparison, we can examine
the return rates for the model (9). Fig. 5 clearly shows
absence of any singularities in it (Loschmidt return rate
is calculated with the same |ψ〉 = |X〉 as above). And
indeed, we can argue that this model maps into an l-bit
6FIG. 5. (Color online). Partition-function and Loschmidt
return rates (top and bottom panels, respectively), each
averaged over 1000 disorder realizations, for the quantum
model (9), where Jn, h
⊥
n ∈ [−J0, J0] and h‖n ∈ [−h‖0, h‖0] are
independent random variables. The initial state used for λ(t)
is |X〉. No singularities appear in either return rate for this
model.
Hamiltonian with all random couplings.
We can further elucidate the model (10) by exploring
the limiting cases of strong and weak disorder. In the
strong disorder case, h/J0  1, we can construct the
l-bit Hamiltonian perturbatively; cf. (12). Carrying out
this procedure (see Appendix A) in the second order in
h/J0 does not produce any nonrandom couplings in (12).
This is in line with singularities disappearing for small
h/J0 in Fig. 4.
The limit of weak disorder, h/J0  1, is much more
subtle. At J0 = 0 the model (10) results in many degen-
erate levels, separated by energy interval 2h (hence the
periodicity of the partition function of 2pi/(2h) = pi/h).
Once disorder is turned on, each such level splits into a
band. One can expect each band to be many-body lo-
calized. Indeed, the effective Hamiltonian within each
band, which can be obtained via second-order perturba-
tion theory in J0/h, is proportional to J
2
0 , with its ratio
to J20 being J0-independent. Thus the nature of the MBL
eigenfunctions of this system does not depend on disor-
der strength as it is taken to zero, and no perturbation
theory can be useful to analyze this phase in this limit.
The precise structure of the l-bit Hamiltonian is difficult
to determine in this regime. It is in this regime that the
model (10) features singularities seen in Fig. 4. We note
the absence of the exact periodicity in Fig. 4. That indi-
cates that the appropriate l-bit Hamiltonian our model
FIG. 6. (Color online). Partition-function and Loschmidt
return rates (top and bottom panels, respectively) for
model (22) for fixed h/J0 = 4 and two disorder strengths
L0/h = 0 and 0.05. A finite L0 quickly washes out the singu-
larities. Each return rate is averaged over 1000 disorder con-
figurations, with |X〉 the initial state used to compute λ(t).
maps into cannot have simply a single nonrandom coeffi-
cient with the rest random and independent. That by it-
self would produce a periodic-in-time r(t) at large enough
t. Rather the l-bit Hamiltoinan should have a more com-
plicated structure involving correlations between its co-
efficients, going beyond the simple examples of (16) or
(17).
Whether the singularities disappear at some critical
value of h/J0 or are present at all values albeit getting
weaker as h/J0 gets smaller cannot be explored with the
methods currently available to us. The second scenario
would imply that these singularities cannot be investi-
gated in perturbation theory over the small parameter
h/J0, consistent with the arguments in Appendix A. Ul-
timately, MBL phases are notoriously difficult to analyze
using analytic techniques. It is therefore not surprising
that we have to rely mostly on the numerics to analyze
our system.
Finally, we observe that adding extra random terms to
the Hamiltonian (10) can take us out of the class of MBL
Hamiltonians with singular return rates, even if the first
term in (10) remains nonrandom. Consider for example
H = h
N∑
n=1
σzn +
N−2∑
n=1
(
Jnσ
x
nσ
x
n+1σ
x
n+2 + Lnσ
z
nσ
z
n+1σ
z
n+2
)
,
(22)
with Ln random uniformly distributed on the interval
7[−L0, L0]. This Hamiltonian does not feature singulari-
ties in its return rate as shown in Fig. 6, even for tiny
L0/h = 0.05. Clearly, only a certain subclass of MBL
models represent systems with DQPT. In line with the
arguments above, the Hamiltonian in (22) must map onto
an l-bit Hamiltonian with random and essentially uncor-
related interaction coefficients.
V. CONCLUSION AND OUTLOOK
In summary, we have investigated DQPT in quan-
tum many-body systems with disorder. Using a map-
ping to l-bits, we have determined the conditions for
which singularities appear in the return rate for such
models, and presented candidates for which the return
rate displays singularities for small to moderate disor-
der strength, and which may survive even at large dis-
order strength. Our results show that DQPT persist in
quantum MBL systems, and are not restricted to clean
quantum many-body models on which hitherto their in-
vestigation has been focused. In light of the search
for an origin of DQPT, our conclusions confirm that
a Landau equilibrium quantum phase transition is nei-
ther a necessary nor a sufficient condition for dynamical
criticality to arise in the return rate. From an MBL
point of view, this opens up several questions related
to what MBL phases can imply about dynamical crit-
icality. Even though this is well understood in tradi-
tional Landau phases and has been extensively studied
in one-dimensional quantum Ising chains with various in-
teraction ranges,13,14,37,38 two-dimensional models,19,39
and mean-field models,15–17,40 little is known about how
different MBL phases can alter the kind or presence of
singularities in the return rate. In the other direction,
one can wonder what the singularities in the return rate
can tell us about the equilibrium, possibly MBL, phase.
In Ref. 18, it is illustrated how one can determine the
equilibrium physics, including Landau phases and the
type of quasiparticle excitations in the spectrum of the
quench Hamiltonian, directly from the return rate af-
ter a quantum-quench sweep, but no protocol was pro-
vided for discerning whether an equilibrium phase can
be MBL. It would be interesting to further investigate
this, and not necessarily just from the point of view of
the return rate. Indeed, recently it has been shown how
universal equilibrium scaling functions can be deduced at
short times from spin-spin correlations after a quantum
quench to the vicinity of a critical point.41 Additionally,
it is worth mentioning that the MBL transition has been
observed in experiments with interacting fermions in one-
dimensional quasirandom optical lattices through the re-
laxation dynamics of the initial state.42 Our conclusions
would in principle be amenable for observation in such
experiments given that DQPT have also been observed in
setups of spin-polarized fermionic atoms in driven optical
lattices.25
Finally, questions remain on the possible universality
classes of the DQPT observed in this work, and on gen-
eral principles of mapping to l-bits Hamiltonians result-
ing in DQPT. We leave these open questions for future
work.
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Appendix A: l-bits and many-body localization
We would like to further elucidate the structure of the
partition function of the model
H = h
N∑
n=1
σzn +
N−2∑
n=1
Jnσ
x
nσ
x
n+1σ
x
n+2 (A1)
with Jn independent random variables uniformly dis-
tributed on the interval [−J0, J0]. It is relatively easy
to explore the regime where |Jn|  h (if J0  h, the
vast majority of |Jn| will all be large). If h = 0, then x
components of the spin operators are conserved,
τj = σ
x
j , (A2)
and
[H, τj ] = 0, τ
2
j = 1. (A3)
If h > 0 but the ratios h/ |Jn|  1, then we can construct
τj which commute with the Hamiltonian perturbatively.
We write
τj = σ
x
j + τ
(1)
j + τ
(2)
j + . . . , (A4)
where each term above is suppressed compared to the
previous one by an extra power of h. In the first order of
perturbation theory we empose
h
∑
n
[σzn, σ
x
j ] +
∑
n
Jn[σ
x
nσ
x
n+1σ
x
n+2, τ
(1)
j ] = 0. (A5)
It is easy to solve this equation for X
(1)
j , to find
τ
(1)
j =αj σ
z
jσ
x
j+1σ
x
j+2 + βj σ
x
j−1σ
z
jσ
x
j+1+
γj σ
x
j−2σ
z
j−1σ
x
j + δj σ
x
j−2σ
z
jσ
x
j+2. (A6)
Here,
8αj =
Jj
(
J2j − J2j−1 − J2j−2
)
h
J4j + J
4
j−1 + J
4
j−2 − 2J2j J2j−1 − 2J2j J2j−2 − 2J2j−1J2j−2
,
βj =
Jj−1
(
J2j−1 − J2j − J2j−2
)
h
J4j + J
4
j−1 + J
4
j−2 − 2J2j J2j−1 − 2J2j J2j−2 − 2J2j−1J2j−2
,
γj =
Jj−2
(
J2j−2 − J2j−1 − J2j
)
h
J4j + J
4
j−1 + J
4
j−2 − 2J2j J2j−1 − 2J2j J2j−2 − 2J2j−1J2j−2
,
δj =
2JjJj−1Jj−2h
J4j + J
4
j−1 + J
4
j−2 − 2J2j J2j−1 − 2J2j J2j−2 − 2J2j−1J2j−2
. (A7)
Note that in this order of perturbation theory,
τ2j ≈
(
σxj + τ
(1)
j
)2
≈ 1, (A8)
up to terms of the second order in h/Jn.
We would also like to construct further corrections to
τj up to the second order of perturbation theory, satisfy-
ing
h
∑
n
[σzn, τ
(1)
j ] +
∑
n
Jn[σ
x
nσ
x
n+1σ
x
n+2, τ
(2)
j ] = 0. (A9)
There are 28 terms in the expression for τ
(2)
j . 24 of them
anticommute with σxj , and the remaining 4 commute with
it. The condition
τ2j ≈
(
σxj + τ
(1)
j + τ
(2)
j
)2
≈ 1, (A10)
up to terms of the third order in h/Jn implies that(
τ
(1)
j
)2
+ σxj τ
(2)
j + τ
(2)
j σ
x
j = 0. (A11)
The 24 terms in τ
(2)
j that anticommute with σ
x
j do not
contribute to this condition, but the remaining four terms
do and can in fact be found from (A11). Those explicitly
are
− (αjβj + γjδj)σxj−1σxj σxj+2,
− (αjδj + βjγj)σxj−2σxj σxj+1,
− (αjγj + βjδj)σxj−2σxj−1σxj σxj+1σxj+2,
− 1
2
(
α2j + β
2
j + γ
2
j + δ
2
j
)
σxj . (A12)
Given the expression for the l-bits τj we can re-express
the Hamiltonian in terms of them, according to (12). The
coefficients K
(s)
n1...ns can be found using the relation (13),
where everything can now be written in terms of the orig-
inal spin operators σ.
Armed with the explicit expression for τj in terms of
σ, we find that in this order of perturbation theory
K(1)n = 0. (A13)
The coefficients K
(3)
n,n+1,n+2 which are equal to Jn in the
zeroth order of perturbation theory, acquire small correc-
tions, which we won’t reproduce explicitly here. At the
same time, a new term
K
(3)
n,n+2,n+4 =
hδj
2
, (A14)
also appears. It can be evaluated entirely from the terms
listed in Eq. (A12). Therefore, the partition function of
the initial problem maps approximately into
Z(t) =
∑
τ=±1
e−it
∑
n Jnτnτn+1τn+2−it
∑
n δnτnτn+2τn+4 .
(A15)
There’s no reason to expect that this would have any sin-
gularities as all coefficients here are random. And indeed,
in the regime h/J0  1 we do not see the singularities in
Fig. 4.
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