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Abstract
We start by reviewing the relation between toposes and Grothendieck
quantales. We improve results of previous work on this relation by giving
both a characterisation of the map from the tensor product of two inter-
nal sup-lattices to another sup-lattice and a description of the category of
internal locales of a topos in terms of the associated Grothendieck quan-
tale. We then construct a convolution product, corresponding to internal
composition of matrices, on the set of positive lower semi-continuous func-
tions on the underlying locale of the quantale attached to a topos. In good
cases, this convolution product does restrict into a well defined convolu-
tion product on a subset of the set of continuous functions and defines a
convolution C∗ algebra attached to the quantale. In the last part of this
article we investigate in details these attached C∗ algebras in the spe-
cial case of an atomic topos. In this situation the related Grothendieck
quantale corresponds to a hypergroupoid. Relatively simple finiteness
conditions on this hypergroupoid appear in order to obtain an interesting
C
∗ algebra. This algebra corresponds to a hypergroupoid algebra which
comes endowed with an arithmetic sub-algebra and a time evolution. We
conclude by showing that the existence of a hypergroupoid satisfying all
the requirements attached to a specified atomic topos is equivalent to the
fact that the topos is locally decidable and locally separated. Also in this
situation the time evolution only depends on the topos and is described by
a (canonical) principal Q∗+ bundle on the topos. The BC-system and more
generally the double cosets algebras are special cases of this situation.
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1 Introduction
Both C∗ algebras and toposes yield natural generalizations of topological spaces:
locally compact topological spaces correspond to commutative C∗ algebras of
continuous functions, and sober topological spaces correspond to toposes of
sheaves over them. Non commutative C∗ algebras and general toposes thus
extend the notion of topological space beyond its classical framework. It is hence
natural to ask whether these two generalizations are in any sense related to each
other, and such a relationship should be extremely interesting for both areas:
toposes are closely related to geometry thanks to their relation with localic
groupoids developed in [16], [6], [15] , while non commutative C∗ algebras are
also intimately related to groupoids ([7]) and have proven themselves extremely
powerful through their connection with the quantum formalism, the theory of
time evolution on type III factors and quantum statistical mechanics.
More recently, a third family of objects appeared in this picture: Quantale. In
operator algebra they have been introduced by C.J.Mulvey (see [22] and [13]) in
an attempt to formalize the notion of “quantum topology” studied by R.Giles
and H.Kummer in [9] and C.A.Akemann in [1]. In topos theory they arise in
the description of the category of sup-lattices of a given topos studied in [16]
and, because of the result [12] (see also the first part of the present article) they
completely describe a topos in the sense that a topos endowed with a bound is
essentially the same thing as a special kind of quantale, called a “Grothendieck
quantale”.
The type of quantale appearing in operator algebra and in topos theory have
extremely different properties: the Grothendieck quantales are quantales of re-
lations on a bound of a topos, and behave like the quantale of relations on a set,
in particular they are distributive and modular. On the other side, quantales
appearing in operator algebra have different properties, they are in general not
modular and correspond to particular subquantales of the quantale of projec-
tions in a Hilbert space, hence deserving the name “quantum” in a more precise
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manner. These differences preclude a straightforward comparison of the theo-
ries of Grothendieck toposes and of operator algebras through the associated
quantales and show that the relation between the two theories is necessarily
more involved. We nevertheless use the Grothendieck quantale associated to a
topos as a starting point and show in this paper that under suitable hypothe-
sis a Grothendieck quantale can be used to construct a convolution C∗ algebra
attached to a topos.
We would also like to stress out that modular quantales and Grothendieck quan-
tales are extremely good candidates to be thought of as characteristic one opera-
tor algebras. First there are several formal similitudes: the fact that sup-lattices
enriched categories are a form of “characteristic one additive categories”, the
presence and the important role of the ∗ involution, and other more specific
points like the fact that the initial and terminal support of a are given by a∗a
and aa∗. Secondly, Grothendieck quantales (and conjecturally modular quan-
tales) are interpreted as quantales of relations on objects of topos (see 3.4.5 and
3.7.1), i.e. as characteristic one matrix algebras. Hence results of sections 3
underline the fact that there is a close relation between topos theory and non-
commutative geometry in characteristic one. It might be interesting to make
this relation more precise, for example by giving an interpretation of the dis-
tributivity (Q3) and the modularity (Q9) conditions in term of characteristic
one semirings.
One of the most powerful features of topos theory is probably the internal logic:
it has been shown in [4] that a topos can be considered as a “mathematical
universe” which differs from the classical universe of sets we are used to work
with by the fact that the law of excluded middle and the axiom of choice might
fail. This means that there is a way to interpret any mathematical (formally
written) statement about sets as a statement about objects of a topos, and any
theorem which has a constructive1 proof becomes a theorem about objects in
any topos. One can consult the part D of [14] for a detailed presentation of the
logical aspect of topos theory.
We will make an extensive use of this internal logic, and we hope that all the
transition between the world of usual sets and the world of sheaves will be clear.
Also, all the mathematics presented in this article are constructive. This is not
because of any form of belief from the author that the law of excluded middle
should be systematically avoided, but because it was possible to dispense from
it without adding too much complexity and it opens the possibility of applying
our results internally.
In section 3 we focus on the relation between “Grothendieck quantale” and
Grothendieck toposes. Most results of the section 3.1 to 3.5 are already well
known and present in [24] or [12]. The only originality of our approach is that
we give a direct proof that the category of sup-lattices of a topos is the category
of modules over a quantale of relations, and then we use this to describe the
objects of the topos in terms of this quantale, the previous approach (mainly
[24]) generally works in the other direction. In 3.1 we review the basic theory of
1By constructive we mean which does not use the law of excluded middle or the axiom of
choice.
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sup-lattices internal to a topos. In 3.3 the basic theory of sup-lattices enriched
category and we give a characterisation of the sup-lattice enriched categories of
modules over a unital quantale. In 3.4 we explain the correspondence between
Grothendieck toposes and Grothendieck quantales, and give a description of a
topos attached to the quantale Q in term of a notion of Q-set completely similar
to the notion of L-set when L is a frame. Section 3.5 produces a description
of the topos attached to a quantale as a classifying topos making the previous
correspondence functorial.
The main (and essentially only) new contribution of section 3 is in 3.6 and
consists of an extremely elegant description of the locales internal to a topos in
terms of “modular actions” of the corresponding quantale on classical locales,
as well as more generally a description of bi-linear maps between sup-lattices in
terms of the corresponding Q-modules.
In 3.8 we explain why we think that attaching a Grothendieck quantale to a
topos is an interesting step towards the construction of C∗-algebras.
In section 4 we focus on the case of an atomic topos; we show that in this case
the attached Grothencieck quantale corresponds to a “Hypergroupoid” and that
under some reasonable finiteness assumptions there is indeed a “Hypergroupoid
C∗-algebra” attached to that quantale in the way sketeched in 3.8. This C∗ alge-
bra comes in two forms: a reduced algebra and a maximal algebra; in both cases
it comes with a natural and explicit time evolution attached through Tomita
theory to a “regular” representation, and with a generating Z sub-algebra with
interesting combinatorial properties. We also characterise in section 4.7 the
atomic toposes for which the construction is possible as the locally decidable
locally separated toposes. We also show that in this situation the time evolution
is canonical and described by a principal Q∗+ bundle. The main example of this
situation are the well-known double-cosets algebras.
2 Notations and preliminary
By toposes we always mean Grothendieck toposes, i.e. categories of sheaves on
a Grothendieck site. Most of the basic notions of topos theory can be found in
[18], for the others we will give precise references in [14].
• if C is a category (or a topos) then |C| denotes the set (or the class) of
objects of C. The symbol C denotes the set (or class) of all maps, and we
will equivalently use the notation C(a, b), hom(a, b) or homC(a, b) for the
set of morphisms from a to b.
• The letter T always denotes a topos.
• ΩT denotes its sub-object classifier.
• 1T denotes its terminal object.
• If X ∈ |T | then P(X) stand for the power object of X (isomorphic to
ΩT
X), and Sub(X) for the set of sub-objects of X , i.e. the set of global
sections of P(X).
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• A set (or an object X ∈ |T |) is said to be inhabited if it satisfy (internally)
∃x ∈ X (which in constructive mathematics is stronger than the assertion
that X is not empty). For an object of a topos it is equivalent to the fact
that the canonical map X → 1 is an epimorphism.
• NT , ZT and QT denote the sheaves of natural numbers, integers and
rational numbers in the topos T . As we restrict ourselves to Grothendieck
toposes, they are simply p∗(N),p∗(Z) and p∗(Q) where p is the canonical
geometric morphism from T to the topos of sets.
• RT denotes the sheaf of continuous real numbers, i.e. two sided Dedekind
cuts (see [14] D4.7). It can be described externally by the following prop-
erties: for any X ∈ |T |, hom(X,RT ) is the set of continuous functions
from the underlying locale of X( whose frame of opens is Sub(X)) to the
space of real numbers2.
• Rlsc+T denotes the set of positive lower semi-continuous real numbers (pos-
sibly infinite). In presence of the law of excluded middle it is the set
R+∪{∞}. In a topos it is the sheaf defined by the fact that hom(X,R
lsc+
T )
is the set of functions from the locale Sub(X) to R+∪{∞}3 endowed with
the topology where the (a,∞] are a basis of open sets, i.e. it is the set of
lower semi-continuous functions (possibly infinite) on the locale Sub(X).
Internally, Rlsc+T is defined as the set of P ⊂ QT such that if q < 0 then
q ∈ P , and q ∈ P ⇔ ∃q′ ∈ P, q < q′. See [14] D4.7.
• A sub-quotient of an object X ∈ |T | is a quotient of a sub-object of X (or
equivalently, but less naturally, a sub-object of a quotient).
• A proposition (internal to a topos) is said to be decidable if it is com-
plemented (i.e. equal to its double negation). An object is said to have
decidable equality, or to be decidable if its diagonal embeddingX → X×X
is complemented.
Also an object B ∈ |T | is said to be a bound of T if any object of T can be
written as a sub-quotient of an arbitrary co-product of copies of B (see [14]
B3.1.7.). Equivalently B is a bound of T if Sub(B) is a generating family of T ,
i.e. Sub(B), seen as a full subcategory of T and endowed with the restriction
of the canonical topology of T , forms a site of definition for T . This means
essentially that B is big enough to generate T : in the topos of G − Set for a
group G, an object X is a bound if and only if the map G→ Aut(X) is injective.
A topos is the topos of sheaves over a locale if and only if 1T is a bound (see
[14]Definition A4.6.1 and theorem C1.4.6). When a topos is given by a site, the
simplest way to obtain a bound is to choose an object which contains a copy of
each representable object (for example, the direct sum of all the representable
objects, see [14]B3.1.8(b)).
Existence of a bound, together with the existence of enough (co)limits charac-
terize Grothendieck topos among elementary topos (see [14] C2.2.8)
2In a non-boolean context, the “space of or real numbers” has to be interpreted as “the
formal locale of real numbers”.
3Here we have assumed the law of excluded middle in the topos of set in order to simplify
the notation.
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A set X (or an object of a topos) will be said to be finite if it is (internally)
Kuratowski finite, i.e. if ∃n ∈ N, x1, . . . , xn ∈ X such that for all x ∈ X
∃i, x = xi. On can consult [14] D4.5 for the theory of Kuratowski finite set.
Roughly, a quotient of a finite set is finite, but the proof that a subset of a
finite set is finite requires the subset to be complemented and may fail in full
generality. If a set X is finite and has decidable equality, then there exists n ∈ N
such that X is isomorphic (internally4) to {1, . . . , n}, and a subset of X is finite
if and only if it is complemented.
3 Toposes, quantales and sup-lattices
3.1 Introduction
3.1.1. Let X be any object of a topos T , we will denote by Rel(X) the set
of relations on X , i.e. the set Sub(X × X) of sub-objects of X × X . Then
Q = Rel(X) is endowed with several structures:
(Q1) The inclusion of subobjects gives an order relation on Q.
(Q2) Q has arbitrary supremum for this order relation.
(Q3) Finite intersections distributes over arbitrary union: a∧
∨
i bi =
∨
i(a∧bi).
(Q4) There is an associative composition law on Q defined internally by RP =
{(x, y)|∃z ∈ X, xRz and zPy}.
(Q5) The composition law is order preserving and commutes to supremum in
each variable.
(Q6) The diagonal subobject of X provide an element 1 ∈ Q which is a unit for
the composition law.
(Q7) There is an order preserving involution: R 7→ R∗ = {(y, x)|xRy} of Q.
(Q8) For all x, y ∈ Q one has: (xy)∗ = y∗x∗.
(Q9) For all x, y, z ∈ Q one has x ∧ yz 6 y(y∗x ∧ z).
If we assume additionally that X is a bound of T , then one has additionally:
(Q10) For all q ∈ Q there are two families (vi)i∈I , (ui)i∈I of elements of Q such
that: ∀i, uiu∗i 6 1, viv
∗
i 6 1 and ⊤ =
∨
i viu
∗
i . where ⊤ denote the top
element of Q.
Some of these points deserve a proof and a few comments.
• (Q9) is called the modularity law. It is easy to prove using internal logic:
Let (a, b) ∈ (x ∧ yz). One has: (a, b) ∈ x and there exists c ∈ X such
that (a, c) ∈ y and (c, b) ∈ z. Hence (a, c) ∈ y and (c, b) ∈ (y∗x ∧ z) so
(a, b) ∈ y(y∗x ∧ z). As this proof uses only intuitionist logic, it is valid in
any topos.
4As the isomorphism is not canonic, it might not lift to a global isomorphism if we are
working internally in a topos.
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• (Q3) is sometimes also called the modularity law, which gives rise to a
conflict of terminologies. We will prefer the term distributivity law for
(Q3).
• (Q10) expresses the fact that, as X is a bound of T , X ×X has to be a
sub-quotient of a co-product of a set I of copies of X .
Indeed, in this situation, there is a family (ui, vi)i∈I of partial applications
from X to X×X . A partial application f from X to X can be represented
by its graph: the relation R such that (yRx) if and only if f(x) is defined
and y = f(x). A relation R on X is the graph of a partial application
if and only if RR∗ 6 1. So one has two families of relations on X , also
denoted (ui) and (vi), such that for all i, uiu
∗
i 6 1 and viv
∗
i 6 1. The
relation
∨
i viu
∗
i is the union of the image of X in X×X by all the partial
maps (vi, ui). So the relation
∨
i viu
∗
i = ⊤ expresses the fact that the
corresponding map is onto.
3.1.2. Definition : A Set satisfying (Q1) and (Q2) is a sup-lattice. A Set
satisfying (Q1), (Q2), (Q4) and (Q5) is called a quantale, (unital if it also
satisfies (Q6)). We will call a modular quantale, a quantale satisfying all the
axioms from (Q1) to (Q9), and a Grothendieck quantale one satisfying all the
axioms from (Q1) to (Q10).
The term quantale is due to C.J. Mulvey in [22]. The name Grothendieck quan-
tale has been given by H.Heymans in [11]. For the term “modular quantale”,
our terminology differs slightly from previous work (like [12]), where the axiom
(Q3) is not included in the definition of a modular quantale. The main reasons
for our choice of terminology is simply that we only want to consider quantale
that arise as relations on objects in a topos and hence satisfy the axiom (Q3)
and also that we think it is more natural to assume a compatibility between
intersection and supremum (given by (Q3)) as soon as we assume both a com-
patibility between intersection and the composition law (given by (Q9)) and a
compatibility between the composition law and supremum (given by (Q5)).
3.1.3. The main result relating toposes to quantale (which should probably be
attributed to Frey and Scedrov in [8]), is the fact that if T is a topos and B is
a bound of T then T can be completely reconstructed from the Grothendieck
quantale Q = Rel(B). And that every Grothendieck quantale can be written
(essentially uniquely) in the form Rel(B) for a bound B of a topos T .
This result (at least its first part, the second part being a little harder) can
actually be proven directly using the following construction:
Definition : If Q is a Grothendieck quantale, we will denote by Site(Q) the
site whose objects are the q ∈ Q such that q 6 1, whose morphisms are given
by:
hom(q, q′) = {f ∈ Q|1 ∧ f∗f = q and ff∗ 6 q′}.
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The composition is given by f ◦ g = fg. The identity morphism of q is q itself.
And a Sieve J on an object q is covering if:∨
q′61,f∈J(q′)
ff∗ = q
The fact that for any Grothendieck quantale Site(Q) is indeed a site is not
straightforward. Apparently5 it can be checked directly, but this proof is quite
long and is not necessary because one has a more abstract proof, using the
following easier proposition, and theorem 3.4.5.
Proposition : If Q = Rel(B), for a bound B of a topos T , then Site(Q) is the
site of subobjects of B. In particular, it is a site of definition for T .
Proof :
We use the same kind of argument as the proof that Q satisfies (Q10).
As 1 ∈ Q = Sub(B × B) corresponds to the diagonal sub-object of B × B, an
element q ∈ Q such that q 6 1 corresponds to a unique subobject of B. Let q
and q′ be two subobjects of B, and f ∈ Q = Rel(B) satisfying the two conditions
1∧f∗f = q and ff∗ 6 q′. The first condition asserts (internally) that all x such
that ∃y , yfx is an element of q, and the second condition asserts that if yfx
and y′fx then y = y′ and y ∈ q′. This is exactly the condition that characterises
the graph of a function from q to q′, hence homSite(Q)(q, q
′) is indeed isomorphic
to homT (q, q
′) and as the composition of relations extends the composition of
functions this correspondence is indeed an equivalence of categories.
It only remains to check that the topology of Site(Q) is indeed the canonical
topology of the topos, but for any collection of map fi : qi → q, the sub-object
fif
∗
i 6 q is exactly the image of fi in q and hence the condition that:∨
i
fif
∗
i = q
simply asserts that the family is jointly surjective. 
One of our goal is to provide a way to reconstruct T from Q without using sites.
This construction gives an alternative to sites for working with Grothendieck
topos.
3.2 The category sl(T ) of sup-lattices
In this subsection we recall the definition and basic properties of the categories
of sup-lattices of a topos as it is defined and studied in [16]. We will not give
any proofs, but most of them are straightforward and they all can be found in
[16].
5We checked it, but unfortunately, it does not seems that a proof of this kind had ever
been published.
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3.2.1. Definition : We will denote by sl(T ) the category of sup-lattices of
T . This means that objects of sl(T ) are objects S of T endowed with a relation
(6) ⊂ S×S, such that (S,6) is internally a sup-lattice (i.e. 6 is a partial order
relation and S admits arbitrary supremum). The morphisms are the morphisms
f : S → S′ in T which (internally) preserve supremums (and hence also the
order relation).
In all of this sub-section, we will fix the topos T and work internally inside it.
We will denote simply by sl the category sl(T ) and consider objects of T as
usual sets.
3.2.2. Although we use the term “sup”-latices, it is a classical fact of ordered
sets theory that if every subset admits a supremum then every subset also
admits an infimum, and hence a sup-lattice is the same thing as an inf-lattice.
The term “sup” is here to denote the fact that we are considering sup-preserving
morphisms (which are different from inf-preserving morphism).
This duality has a consequence on the category sl: it is endowed with an in-
volutive contravariant functor, that we will denote by ( )∗. Indeed if S is a
sup-lattice then if we define S∗ as being S endowed with the reverse order re-
lations it is again a sup-lattice, and if f is a morphism then we denote by f∗
its right adjoint (it always exists because f commutes to supremum) and as
f∗ commutes to infimum it is a morphism of sup-lattice for the opposite order
relations. One has f∗∗ = f because of the reversing of the order relations, and
hence ∗ is an involutive anti-equivalence of categories.
This involution allows to compute colimits in the category of sup-lattices: indeed
one can easily check that sl has all limits and that they are computed at the level
of the underlying set. As ( )∗ transforms co-limits into limits, the computation
of a colimit can be brought to the computation of a limit.
3.2.3. If X is a set, then P(X) = ΩT
X (the power object of X) is a free sup-
lattice generated by X , i.e.:
homT (X,S) = homsl(P(X), S)
This adjunction formula turns P into a functor from sets to sl that sends a map
f : X → Y to the direct image map P(f) : P(X)→ P(Y ).
3.2.4. Knowing how to construct a free sup-lattice (using P) and a quotient of
sup-lattice (using the involution ∗), one can construct sup-lattices by “generators
and relations”. More precisely, if I is a set, and R is a family of couples of subsets
(r1, r2) of I, interpreted as relation of the form:∨
x∈r1
x 6
∨
y∈r2
y
then the sup-lattice presented by the set of generators I and the set of relations
R identifies with:
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{V ⊂ I|∀(r1, r2) ∈ R, (r2 ⊂ V )⇒ (r1 ⊂ V )}
3.2.5. If S and S′ are sup-lattices, then the set of sup-lattice morphisms be-
tween S, S′ is again a sup-lattice, for the point-wise ordering, with supremum
computed point-wise. This sup-lattice is denoted by [S, S′].
These internal hom objects come with a monoidal structure given by the uni-
versal property:
hom(M ⊗N,P ) ≃ hom(M, [N,P ])
Equivalently, the morphisms fromM⊗N to P , are the applications fromM×N
to P which are morphisms of sup-lattice in each variable (when fixing the other
variable). We will call such applications bilinear maps from M ×N to P . The
explicit construction of the tensor product is conducted exactly as for modules
over a ring by a construction by generator (the (m⊗n) for m,n ∈M ×N) and
relations expressing the notion of bi-linear map.
3.2.6. In addition of being a closed monoidal category endowed with an involu-
tion, the category sl also satisfies the following interesting properties.
ΩT ⊗N = N
[ΩT , N ] = N
M∗ = [M,ΩT
∗]
(M ⊗N)∗ = [M,N∗]
In particular, even if we will not use this concept here, this means that sl (en-
dowed with all these structures) is a ∗-autonomous category in the sense of [3],
with ΩT
∗ as dualizing object.
3.2.7. Let T and E be two toposes, and f a geometric morphism from T to
E . Let also S be a sup-lattice in T , then f∗(S) is a sup-lattice in E : indeed
(working internally in E) if P is a subset of f∗(S) then by adjunction there is a
map from f∗(P ) to S, we can consider the supremum s of the image of this map.
As s is a uniquely defined element, it is a global section of S, i.e. an element of
f∗(S). From here one can check that s is also a supremum for P . This defines
a functor f∗ : sl(T ) → sl(E). We also note that f∗ preserves bi-linear maps
between sup-lattices.
In the other direction, if S is a sup-lattice in E then f∗(S) is in general just
a pre-order set in T , but one can construct a completion, denoted by f#(S).
In order to do so, we chose any presentation by generators and relations of S
(for example, taking all elements and all relations), and then we define f#(S)
by generators and relations using the pull-back of the system of generators and
relations chosen for S. At first sight, it is not clear that this definition of f#(S)
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does not depend of the presentation of S, but one can prove an adjunction
formula:
homsl(T )(f
#(S), T ) ≃ homsl(E)(S, f∗(T ))
which is natural in T . This implies that f#(S) does not depend on the presenta-
tion of S, that it is functorial in S and that f# is a left adjoint of f∗. We will use
the same technique in the proof of the third point 2 of proposition 3.3.3. This
result can actually be seen as a special case of the first two points of proposition
3.3.3 applied internally in E to the category C = sl(T ) with B = ΩT .
3.3 Categories enriched over sl
3.3.1. Thanks to the monoidal structure on sl one can talk about sl-enriched
category. Precisely, a sl-enriched category C is a category such that morphism
sets are endowed with an order relation which turns them into sup-lattices and
composition into a bi-linear map.
Here are the two main examples of sl-enriched category we want to consider:
Proposition : Let T be a Grothendieck topos, then sl(T ) is a sl enriched
category.
Proof :
If S and S′ are two objects of sl(T ) and p denotes the structural geometric
morphism from T to the topos of sets, then
hom(S, S′) = p∗([S, S
′])
which is a sup-lattice thanks to 3.2.7. The composition is a bi-linear map because
it is given (through an application of p∗) by an internal bi-linear map:
[S, S′]× [S′, S′′]→ [S, S′′].

A (unital) quantale, as defined in 3.1.2, is exactly a monoid object of sl, i.e. it
is a sup-lattice endowed with the structure of a (unital) monoid such that the
composition law is bi-linear. A right (or left) module over a unital quantale Q,
is a sup-lattice S endowed with a right (or left) action of the underlying monoid
of Q such that the corresponding map S ×Q→ S is bi-linear.
The category of right modules over Q (with Q-linear morphisms) is denoted
by ModQ, this is the other important example of sl-enriched category we will
consider.
If one thinks of the supremum of a family of elements as a form of addition, a
sup-lattice enriched category is really close to being an additive category (maybe
something we would like to call a “locally complete characteristic one additive
category” as our addition is characterised by the properties that x + x = x ).
The following two results are in this spirit.
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3.3.2. From the technique of computation of co-limits in sl explained in 3.2.2
one can see that the co-product of a family of objects in sl is isomorphic to the
product of the same family. This is actually a general well known6 result:
Proposition : Let C be a sl-enriched category, let (Ai)i∈I be a family of objects
of C and A be an object of C, then the following three conditions are equivalent:
1. A is the co-product of the family (Ai).
2. A is the product of the family (Ai).
3. There are two families of morphisms fi : Ai → A and pi : A → Ai such
that supi fi ◦ pi = IdA and for all i, j ∈ I:
pj ◦ fi = sup{f : Ai → Aj |i = j and f = IdAi}
7
Moreover, in this situation, the morphisms fi and pi given in 3. are the natural
morphisms asserting that A is the (co)-product of the Ai.
Proof :
Passing from C to Cop preserves property 3. and exchanges properties 1. and 2.,
hence it is enough to show that 2. and 3. are equivalent.
We will start by showing that 3.⇒ 2..
We assume 3. holds, in particular A is already endowed with maps (pi) from
A to Ai for each i, we have to show that A and the (pi) are universal for this
property.
Let X ∈ C be any object and assume we have a collection of map hi : X → Ai.
Let h = supi(fi ◦ hi) : X → A. Then for every i:
pi ◦ h = sup
j
pi ◦ fj ◦ hj = sup
j
sup{f ◦ hj |i = j and f = IdMi} = hi.
We also have to show that this map is unique: let h′ be any other map from X
to A such that for every i, pi ◦ h
′ = hi. Then:
h = sup fi ◦ hi = (sup fi ◦ pi) ◦ h
′ = h′.
Assume now that A is the product of the Ai. The maps pi are the structural
maps, the maps fi are uniquely defined morphisms (using the universal property
of the product) by the formula given for pj ◦ fi. Hence the formula for pj ◦ fi
holds by definition, and the equality supi fi ◦ pi = IdA because of the relation
pj ◦ sup
i
fi ◦ pi = pj
(obtained by the same computation as in the first part of the proof) and the
uniqueness in the universal property of the product.

6it appears, for example, under a slightly different form in [8] 2.214 and 2.223.
7If we assume the law of excluded middle, or more specifically that the set of indicies I
has a decidable equality, then this formula reduces to the more classical: pi ◦ fi = IdAi and
pj ◦ fi = 0 if i 6= j
12
This proposition has interesting consequences: First, any sl-enriched functor will
automatically preserve each product and each co-product (because 3. is clearly
preserved by any sl-enriched functor).
Additionally, one can describe the morphisms between two co-products (or prod-
ucts) by something which looks like (infinite) matrix calculus. More precisely,
a morphism f from
∐
j∈J Aj to
∐
i∈I Bi is the same thing as a morphism from∐
j∈J Aj to
∏
i∈I Bi, hence it is given by the datum of a morphism fi,j : Aj → Bi
for each i and each j.
The composition with a g :
∐
i∈I Bi →
∐
k∈K Ck, is:
g ◦ f =
∨
i∈I
gk,i ◦ fi, j
In the special case where all the Aj and Bi are isomorphic to a same object A,
then hom(A,A) = Q is a quantale and we will denote by MI,J(Q) the set of
morphisms from A(J) to A(I), which can be identified with QI×J .
3.3.3. The next result can be thought of as a sl-enriched form of the Mitchell
embedding theorem which asserts that every abelian category is a full sub-
category of a category of modules over a ring, but restricted to the case where
there are enough “projective” objects.
Proposition : Let C be a sl-enriched category, A an object of C and Q =
homC(A,A).
1. Q is a quantale for composition, and RA : X 7→ homC(A,X) induces a
functor from C to ModQ.
2. If C has all co-limits, then RA has a left adjoint denoted TA : Y 7→ Y ⊗QA.
3. If in addition RA commutes to co-equaliser (we will say that A is regular
projective), then TA is fully faithful.
4. If in addition C(A, ) detects isomorphisms (i.e. if f is a map in C such
that C(A, f) is an isomorphism then f is an isomorphism), then RA and
TA realize an equivalence of categories between C and ModQ.
Proof :
1. Clear: As C is an sl enriched category, composition are bilinear, hence Q =
homC(A,A) is a quantale for composition, the action of Q on homC(A,X)
by pre-composition is also bi-linear, and for any morphism f : X → Y
the induced morphism from homC(A,X) to homC(A, Y ) is a Q-linear mor-
phism of sup-lattices.
2. Let X be a right Q module, then (in ModQ) one has a surjection p :∐
x∈X Q ։ X . Let f1, g1 : K ⇒
∐
x∈X Q be the kernel pair of p. Let
p2 :
∐
k∈K Q։ K, and let f = f1 ◦ p2 and g = g1 ◦ p2.
X is the co-equaliser of the two Q linear maps (for the right action) f and
g :
∐
k∈K Q⇒
∐
x∈X Q, which correspond to elements of MX,K(Q).
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Let A(X) =
∐
x∈X A and A
(K) =
∐
k∈K A. Thanks to a remark done in
3.3.2, maps between A(K) and A(X) can also be identified with elements
of MX,K(Q), hence there are two maps corresponding to f and g from
A(K) to A(X). We define TA(X) to be the co-equaliser of these two maps.
One easily checks that for any B ∈ C, there is a canonical (functorial in
B) isomorphism Hom(TA(X), B) ≃ Hom(X,RA(B)) (they are the same
once we develop all the inductive limits involved) which implies both the
adjunction between TA and RA and the functoriality of TA.
3. As TA(X) is computed as the co-equaliser of two arrows f, g : A
K ⇒ AX
such that the co-equalizer of RA(f), RA(g) is X , if RA commutes to co-
equalizer then one can deduce that RA(TA(X)) ≃ X which (thanks to the
adjunction) means that TA is fully faithful.
4. We already know that X ≃ RA ◦ TA(X) (by the unit of the adjunction).
Let cX : TA(RA(X))→ X be the co-unit of the adjunction then, RA(cX) :
RA(TA(RA(X))) → RA(X) is a retraction (by general properties of the
unit and co-unit) of the unit of the adjunction evalued in RA(X) (i.e. the
canonical map RA(X) → RA(TA(RA(X)))) but this map is known to be
an isomorphism, hence RA(cX) is an isomorphism and since RA detects
isomorphism, we proved that cX is an isomorphism.

The following theorem can then be seen as a corollary of the previous proposi-
tion.
3.3.4. Theorem : Let T be a Grothendieck topos, and B a bound of T . Then
homT (B, ) induces (one half of) an equivalence of categories from sl(T ) to
ModQ where Q is the quantale Rel(B).
This result is essentially the same as the theorem 5.2 of [24].
Proof :
We will prove that with C = sl(T ) and A = P(B), all the hypotheses of the four
points of the previous proposition are verified, and Q = Rel(B).
Note that:
homT (B,S) = homsl(T )(A,S).
• sl(T ) has all co-limits (and also all limits) because they can be computed
internally in T .
• RA commutes to co-equalizer because of the following formula:
RA(X) = homT (B,X) ≃ homT (B,X
∗)∗ ≃ hom(A,X∗)∗ ≃ hom(X,A∗)∗
And the last term clearly commutes to every inductive limit.
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• Q is identified with Rel(B) through the isomorphism:
homsl(T )(P(B),P(B)) ≃ homT (B,P(B)) ≃ Sub(B ×B)
Internally, this corresponds to the map which sends a morphism f to the
relation y(Rf )x := ‘x ∈ f({y})′. The fact that composition of morphisms
coincides with the composition of relations is checked internally:
zRfRgx = (∃y, x ∈ f({y}) and y ∈ g({z})) = xRf◦gz.
• RA detects isomorphisms:
Let f : S → S′ such that RA(f) is an isomorphism. For any subobject
U ⊂ B, every map t : U → S can be extended canonically to a map
t˜ : B → S by the (internal) formula:
t˜(x) = sup{y|x ∈ U and y = t(x)}
If t is a map from B to S, we can restrict t to U and then extend t|U into
t˜, one has then the formula
t˜(x) = sup{y|x ∈ U and y = t(x)} = t.δU
where δU is the element of Q corresponding to the diagonal embedding of
U in B×B and the product is the natural right action of Q on hom(B,S).
Finally, as δ2U = δU , hom(U, S) is identified with hom(B.S).δU .
As RA(f) is an isomorphism, all the maps hom(U, f) for every subobject
U of B are isomorphisms, because they are retractions of the map RA(f).
The object B being a bound of T , the subobjects of B form a generating
family and so f is an isomorphism.

3.4 Quantale Sets
In the previous section we showed that, for any Grothendieck topos T endowed
with a bound B, the quantale Q = Rel(B) already determined the category
sl(T ). We will now show that if we add8 the operation ( )∗ on Q, then we can
give a complete description of T in terms of Q.
The theorems 3.4.3 and 3.4.5 are the classical results relating Grothendieck
topos to Grothendieck quantales they can be found explicitly in [11] and [12]
and under different forms in [8] and [24].
8Actually, because we know that Q is of the form Rel(B), the ∗ operation is fully determined
by the underlying quantale. This comes from the property (Q10) together with this lemma:
the condition f = g∗ and gg∗ 6 1 is equivalent to the condition ∃u 6 1, uf = f , gu = g ,
gf 6 1 and u 6 fg . This lemma is proved using internal logic.
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3.4.1. Our starting point will be the following lemmas:
Lemma : Let X be an object of T , and Y be a sub-quotient of X, then the
relation on X defined by
xRy = “ x and y both have an image in Y and these coincide ”
is symmetric (R∗ = R) and transitive (R2 6 R). This induces a correspondence
between sub-quotients of X and relations R on X such that R∗ = R and R2 6
R.
Proof :
The symmetry and transitivity of the relation are clear. Y is fully determined
by R: it is the quotient of U = {x|xRx} by R (which is an equivalence relation
on U). Conversely, let R be any symmetric and transitive relation on X . Let
U = {x|xRx}, R induces an equivalence relation on U , and we have xRy ⇒ xRx.
Hence, xRy ⇔ (x ∈ U) ∧ (xRy) ∧ (y ∈ U), i.e. R is indeed the relation induces
by the sub-quotient U//R. 
3.4.2. Lemma : In the situation of the previous lemma, one actually has R2 =
R, and the map which sends a sub-object of Y to its pullback in X identifies
P(Y ) with R(P(X)) (where R denotes the endomorphism of sup-lattice of P(X)
corresponding to the relation R).
Proof :
Indeed, if (xRy) then (xRx) and (xRy) hence (xR2y), this proves that R 6 R2,
and hence R = R2. Let P be a subset of X , R(P ) = {x ∈ X |∃z ∈ P, xRz}. So
P = R(P ) if and only if P is included in U = {x|xRx} and saturated for the
equivalence relation induced by R on U . These are exactly the subsets which
are pull-backs of subsets of Y . 
3.4.3. Theorem : The category Rel(T ) whose objects are the objects of T and
morphisms from X to Y are sub-objects of Y ×X (the composition being given
by the composition of relations) is equivalent to the following category Proj(Q):
• The objects are the couples (I, P ) where I is a set, and P is a matrix in
MI,I(Q) such that P
2 = P and P ∗ = P where (P ∗)i,j = (Pj,i)
∗.
• The morphisms from (J, P ′) to (I, P ) are the matrices M ∈MI,J(Q) such
that P.M = M and M.P ′ = M (the composition being the product of
matrices).
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Under this equivalence, the opposite of a relation corresponds to the “trans-
conjugation” of a matrix: (M∗)i,j = (Mj,i)
∗.
Before proving this theorem We will need one more simple lemma, which is
actually the last point of the theorem:
Lemma : Let R be a sub-object of (
∐
i∈I B) × (
∐
j∈J B) corresponding to a
morphism R : P(B)I → P(B)J represented by a matrix: (Ri,j)i∈I,j∈J , then the
opposite relation corresponds to the trans-conjugate matrix (R∗)j,i = (Ri,j)
∗
Proof :
This can be checked internally: Since Ri,j corresponds to the intersection of R
with the inclusion (fi, fj) of B×B in (
∐
i∈I B)× (
∐
j∈J B), taking the opposite
relation will reverse Ri,j and exchange the indices. this concludes the proof of
the lemma. 
We now prove theorem 3.4.3:
Proof :
In order to prove the equivalence of Proj(Q) and Rel(T ), we will consider a
third category C, the full sub-category of sl(T ) of sup-lattices which are of the
form P(X) for X an object of T , and show that both Proj(Q) and Rel(T ) are
equivalent to C.
The association X → P(X) is (one half of) an equivalence from Rel(T ) to C.
Indeed, it is essentially surjective by definition of C, and we have already men-
tioned that morphisms between power objects are the same thing as relations,
so it is also fully faithful.
The association (I, P )→ P (P(B)I) is (one half) of an equivalence from Proj(Q)
to C. Indeed:
as B is a bound of T , any object X of T is a sub-quotient of some
∐
i∈I B,
hence there is an endomorphism F of P(
∐
i∈I B) = P(B)
I such that F 2 = F ,
F ∗ = F , and P(X) = F (P(B)I). By the result of the previous section, such an
endomorphism corresponds exactly to a matrix P such that (I, P ) is indeed an
object of our category. So this functor is full and well defined (at least on the
object). Now a morphism from P ′(P(B)J ) to P (P(B)I) is exactly the data of
a matrix M such that P.M = M and M.P ′ = M . This concludes the proof of
the equivalences. The last point of the theorem being proved by the lemma.

3.4.4. Corollary : The topos T is equivalent to the (non full) subcategory of
Proj(Q), with all objects and with morphisms from (J, P ′) to (I, P ) only the
matrices M which satisfy the additional condition: such that MM∗ 6 P and
P ′ 6M∗M .
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Proof :
This two additional conditions indeed characterise functional relations among
arbitrary relations, and in a topos functional relations are in correspondence
with morphisms. 
3.4.5. Theorem : For every Grothendieck quantale Q, there exists a topos T
and a bound B of T such that Q = Rel(B).
Of course, from the previous theorem, such a topos is unique.
Proof :
One could use the construction of Site(Q) given in the introduction, but the
proof that this is indeed a site and that it gives back Q = Rel(B) is long and
not really illuminating. Instead, we will use results from the theory of allegories
(see [8], or [14]A.3) which is closely connected to what we are doing here:
In the language of [8] a modular quantale Q is a one object locally complete
distributive allegory, and Proj(Q) is the systemic completion of Q. The result
[8]2.434 proves that Proj(Q) is a power allegory and [8]2.226 proves that it is has
a unit. So in order to apply [8]2.414 and conclude that Proj(Q) is the category
of relations on an elementary topos, we need to proove that it is ‘tabular’.
Using [8]2.16(10) it is enough to prove that9 for each set X the maximal matrix
of MX,X(Q) can be written FG
∗ for F,G ∈ MX,Y (Q) with FF ∗ 6 IdY and
GG∗ 6 IdY . But (Q10) is exactly the assertion that this is true when X is a
singleton, and the general case follows easily from (Q10) by taking Y = X × I.
The elementary topos we obtain in this way has arbitrary co-products and is
bounded, hence it is a Grothendieck topos.
Finally, if B is the object of Proj(Q) represented by the set X = {∗} and P = 1,
then Rel(B) = Q and this concludes the proof. 
3.4.6. In the remainder of this section we just give a simpler description of the
category Proj(Q) in term of Q-Set inspired from the notion of L-sets, when L is
a locale. Our aim is both to provide a formalism suitable for computation and
to show that Proj(Q) is exactly a non-commutative generalisation of L-set. We
do not know if this formulation has already been presented somewhere or not.
Definition :
• A Q-Set is a set X endowed with an application [ ≈ ] : X×X → Q such
that:
(S1) ∀x, y ∈ X, [x ≈ y] = [y ≈ x]∗ .
(S2) ∀x, y, z ∈ X, [x ≈ y] [y ≈ z] 6 [x ≈ z] .
9The reader should note that [8] uses a reverse composition order for morphisms in category,
whereas we use the standard composition order. This explains why the formula we give is
different from the one given in the reference.
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• A Q-relation R from X to Y (two Q-sets) is a map:
Y ×X → Q
(y, x) 7→ [yRx]
such that:
(R1) [y ≈ y′] [y′Rx] 6 [yRx] with equality whenever y = y′
(R2) [yRx′] [x′ ≈ x] 6 [yRx] with equality whenever x = x′.
• A Q-function from X to Y is a Q-relation:
Y ×X → Q
(y, x) 7→ [y ≈ f(x)]
which (in addition to (R1) and (R2)) satisfies:
(F1) [y ≈ f(x)] [y′ ≈ f(x)]∗ 6 [y ≈ y′]
(F2) [x ≈ x] 6
∨
y [y ≈ f(x)]
∗
[y ≈ f(x)]
• Q-relations and Q-functions can be composed by the formula:
[zRQx] =
∨
y
[zRy] [yQx]
[z ≈ f ◦ g(x)] =
∨
y
[z ≈ f(y)] [y ≈ g(x)]
• The opposite of a Q-relation is given by:
[xR∗y] = [yRx]
∗
3.4.7. Proposition : Consider the following modification of the axioms:
(S2’) [x ≈ y] =
∨
t [x ≈ t] [t ≈ y].
(R1’)
∨
y′ [y ≈ y
′] [y′Rx] = [yRx]
(R2’)
∨
x′ [yRx
′] [x′ ≈ x] = [yRx]
(F2’) [x ≈ x′] 6
∨
y [y ≈ f(x)]
∗
[y ≈ f(x′)]
Then assuming (S1) holds, (S2) and (S2′) are equivalent.
And assuming X and Y are Q-sets, (R1) is equivalent to (R1′), (R2) is equiva-
lent to (R2′) and assuming additionally (R2) then (F2) is equivalent to (F2′).
In particular Q-Sets are exactly the same as objects of Proj(Q), and Q-relations
and Q-functions correspond respectively to morphisms in Proj(Q), and mor-
phisms which are sent to functional relations by the equivalence of 3.4.3.
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We will need the following lemma:
Lemma : In any Q-set, one has
[x ≈ y] [y ≈ y] = [x ≈ y]
[x ≈ x] [x ≈ y] = [x ≈ y]
Proof :
Indeed (for the second equality), for any q ∈ Q element of a modular quantale
one has:
q 6 (1.q ∧ q) 6 (1 ∧ qq∗)q 6 qq∗q
So:
[x ≈ y] 6 [x ≈ y] [y ≈ x] [x ≈ y] 6 [x ≈ x] [x ≈ y]
The reverse inequality being a consequence of (S2), one has the desired equality.

We now prove the theorem:
Proof :
• Clearly, (S2′) implies (S2). Assume that (S2) and (S1) hold, hence that
X is a Q-set. One can apply the lemma and one has:
[x ≈ y] 6
∨
[x ≈ t] [t ≈ y]
by taking t = x or t = y. The reverse inequality follows from (S2).
• (R1) ⇒ (R1′) is clear because of the equality case. Assuming (R1′) one
has immediately [y ≈ y′] [y′Rx] 6 [yRx]. So we just have to prove that
[y ≈ y] [yRx] = [yRx]. But:
[y ≈ y] [yRx] =
∨
y′
[y ≈ y] [y ≈ y′] [y′Rx] =
∨
y′
[y ≈ y′] [y′Rx] = [yRx]
The equivalence of (R2) and (R2′) is proved the same way.
• (F2) is a special case of (F2′). Assume (F2) then:
[x ≈ x′] = [x ≈ x] [x ≈ x′] 6
∨
y [y ≈ f(x)]
∗ [y ≈ f(x)] [x ≈ x′]
6
∨
y [y ≈ f(x)]
∗ [y ≈ f(x′)]
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The fact that Q-Sets are exactly the same as objects of Proj(Q), and Q-relations
and Q-functions correspond respectively to morphisms in Proj(Q), and mor-
phisms which are sent to functional relations by the equivalence of 3.4.3 is now
immediate: If we replace the original axioms by these modified version, and if
we interpret [x ≈ y],[xRy] and [x ≈ f(y)] as matrix coefficients then the condi-
tions imposed on them are exactly those for being objects and morphisms of
Proj(Q).

3.5 Relational representations of Grothendieck quantales
In the previous section we constructed a topos Q-Sets from a Grothendieck
quantale Q. In this section we describe the theory classified by this topos, that
is study the morphisms from an arbitrary topos T to the topos of Q-sets. This
also explains in which sense the equivalence between Grothendieck quantales
and Grothendieck toposes is functorial.
3.5.1. Definition : A morphism of modular quantales is an application f :
Q→ Q′ between two modular quantales such that:
• f commutes to arbitrary supremum (in particular it preserves the smallest
elements)
• f commutes to finite intersections (in particular it preserves the top ele-
ment ⊤).
• f is a morphism of unitary monoids (in particular it preserves 1).
• f commutes to the involution.
A Relational representation of a modular quantale Q is the datum of an inhabited
set X endowed with a modular quantale morphism π from Q to Rel(X). A
morphism of relational representations is a map from X to X ′ such that for
each q ∈ Q if (x, y) ∈ π(q) then (f(x), f(y)) ∈ π′(q) .
3.5.2. Theorem : The topos of Q-sets classifies the relational representations
of Q, the universal representation being given by the action of Q on the bound
B (which corresponds to the Q-set {∗} with [∗ ≈ ∗] = 1). In other words, if
E is any topos then there is an equivalence of categories between the geometric
morphisms from E to Q-sets, and the relational representations of Q inside E.
And this equivalence is given by f 7→ f∗(B).
This theorem is essentially the same as theorem 2.9 of [24].
Proof :
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As a bound, the object B has to be in particular inhabited, hence it is indeed
a relational representation. So any geometric morphism from E to Q-sets does
yield a relational representation of Q on f∗(B) and any natural transformation
gives a morphism of representation. So the functor mentioned in the theorem
indeed exists.
If f is a geometric morphism from E to Q-sets, then f∗ induces a sl-enriched
functor from Proj(Q) to Rel(E).
Because Proj(Q) is generated by B under co-product and splitting of projection,
and since by 3.3.2 arbitrary co-products (as well as spliting of projection) are
universal co-limits in sl-enriched category, any relational representation (X, π)
of Q in a topos E extends in a uniquely defined sl-enriched functor from Proj(Q)
to Rel(E): one havehas to send the couple (I, P ) on π(P )
∐
i∈I X , and any
morphism in Proj(Q) is a matrix which is sent to the matrices “π(M)” defining
a relation in E .
Moreover if f and g are two geometric morphisms from E to Q-sets, then mor-
phisms between the relational representation they induce uniquely extend to
natural transformations between f∗ and g∗.
So we just have to prove that if (X, π) is a relational representation of Q, then
the induced functor v from Proj(Q) to Rel(E) comes from a geometric morphism
from E to Q-sets.
• As π commutes with ∗, so does v. Hence v preserves functional relations
and induces a functor from Q-sets to E .
• The terminal object of Q-sets is the quotient of B by its maximal relation,
and since π preserves the maximal relation, the terminal object of Q-sets
is sent to the quotient of X by its maximal relation, which is the terminal
object of E because X is inhabited. So v preserves the terminal object.
• Let
P X
Y S
f
g
be a pull back diagram in Q-sets, then P can be identified with the relation
f∗g on X × Y , indeed internally f∗g is the relation {(x, y|f(x) = g(y)}
hence it is the fiber product X ×S Y . So v preserves pull-back. As v
preserves the terminal object, it preserves all limit.
• In a topos, a collection of maps fi : Ai → A is a covering if and only
if 1A 6
∨
i∈I fif
∗
i as v preserves all the structures involved, v preserves
covering families.
All these properties together imply that v is indeed the f∗ functor of a geometric
morphism and conclude the proof.

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3.6 Internally bi-linear maps between Q-modules
The category sl(T ) is endowed with a tensor product. In the case where
T = Sh(L) is the topos of sheaves on a frame L, one can see that through the
identification of sl(T ) with ModL this tensor product corresponds to the natural
tensor product over L, which as in the case of commutative algebras is defined by
the universal property: the maps fromM⊗LN to P are the bi-linear morphisms
from M × L to P such that for all l ∈ L, f(m,n.l) = f(m.l, n) = f(m,n).l.
The main result of this section is that, in the general case, even if the ten-
sor product of two Q-modules can be difficult to compute explicitly, the set
BilT (M × N,P ) of internal bilinear map from M × N to P has a strikingly
simple description in term of the corresponding right Q-modules. This leads
in particular to a simple description of the category of internal locales of T in
terms of a Grothendieck quantale representing T . More precisely:
3.6.1. Definition : If A, B and C are three right modules over a Grothendieck
quantale Q, we say that a map f : A × B → C is Q-bilinear if it is a bi-linear
morphism of sup-lattices and if it satisfies the following three conditions:
1. f˜(aq, b) 6 f˜(a, bq∗)q
2. f˜(a, bq) 6 f˜(aq∗, b)q
3. f˜(a, b).q 6 f˜(aq, bq).
We will denote by BilQ(A×B,C) the set of Q-bilinear maps.
BilQ(A×B,C) is a sup-lattice for the pointwise ordering (with supremum com-
puted pointwise), and it is an sl-enriched functor in each of the three variables
(contravariant in the first variables) with the functoriality given by composition.
The main result of this section (theorem 3.6.3) is that this functor is isomorphic
to the functor of internal bilinear maps.
3.6.2. Let M ,N and P be internal sup-lattices in T , let M˜ , N˜ and P˜ be the
corresponding right Q-modules (i.e. M˜ = homT (B,M)). Let f be a bilinear
morphism from M ×N to P .
Then one can define a map f˜ from M˜ × N˜ to P˜ by the (internal) formula:
f˜(m,n) := b 7→ f(m(b), n(b)) ∈ P
With m and n elements of M˜ and N˜ , that is, maps from B to M and N , then
f˜(m,n) is indeed an element of P˜ = homT (B,P ).
Proposition : The map f˜ is a Q-bilinear morphism map in the sense of 3.6.1.
Moreover the construction f → f˜ defines a morphism of sl-enriched functors:
µ(M,N,P ) : BilT (M ×N,P )→ BilQ(M˜ × N˜ , P˜ )
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Proof :
The (sup-lattice) bilinearity is immediate: supremum in M˜, N˜ and P˜ corre-
sponds to pointwise internal supremum hence the bilinearity of f˜ simply comes
from the internal bilinearity of f .
Recall that by definition one has internally for any m ∈ M˜ and q ∈ Q = Rel(B):
m.q(b) =
∨
(b′,b)∈q
m(b′).
All three properties defining Q-bilinearity are then easily checked internally:
1.
f˜(mq, n)(b) =
∨
(b′,b)∈q
f(m(b′), n(b))
Whereas:
f˜(m,nq∗)q(b) =
∨
(b′,b)∈q
f˜(m,nq∗)(b′) =
∨
(b′,b)∈q,(b′,b′′) inq
f(m(b′), n(b′′))
So the first term corresponds to the restriction of the union to b = b′′ of
the second and is indeed smaller.
2. Same proof.
3. [
f˜(m,n)q
]
(b) =
∨
(b′,b)∈q
f(m(b′), n(b′))
Whereas
f˜(mq, nq)(b) = f(mq(b), nq(b)) =
∨
(b′,b)∈q,(b′′,b)∈q
f(m(b′′), n(b′))
So the first term corresponds to the restriction of the union to b′ = b′′ of
the second and is indeed smaller.
Also f 7→ f˜ commutes to supremum, because if one takes fi a (external) family
of internal bilinear maps, m ∈ M˜ and n ∈ N˜ then (internally) for any b ∈ B:(∨˜
i
fi
)
(m,n)(b) =
∨
i
fi(m(b), n(b)) =
(∨
i
f˜i(m,n)
)
(b)
And the functoriality is immediate: f˜(m, g(n)) := b 7→ f(m(b), g(n(b)) is in-
deed the map attached to f( , g( )) and g˜(f˜(m,n) := b 7→ g(f(m(b), n(b)) =
g˜ ◦ f(m,n).

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3.6.3. Theorem : The construction f 7→ f˜ from 3.6.2, defines an isomorphism
of sl enriched functors:
µ : BilT (M ×N,P ) ≃ BilQ(M˜ × N˜ , P˜ ).
The functoriality of the association and the fact that it commutes to supremum
have already been mentioned, so it only remains to prove that it is a bijection.
The proof of this theorem will be completed in 3.6.8 after proving a few lemmas.
3.6.4. Lemma : The association f 7→ f˜ of 3.6.2 is injective.
Proof :
Let f and g be two internal bi-linear maps from M ×N to P such that f˜ = g˜.
This means that for each map (m,n) : B →M ×N one has internally:
∀b ∈ B, f(m(b), n(b)) = g(m(b), n(b))
i.e.:
f ◦ (m,n) = g ◦ (m,n).
But we already explained in the last part of the proof of 3.3.4 that any map
from a sub-object U of B to a sup-lattice can be extended (canonically) to a
map on all of B. As B is a bound, maps from sub-objects of B can coverM×N
and by the extension arguments, maps from B coverM×N , so we can conclude
from the previous formula that f = g.

3.6.5. Lemma : Let h : Q × Q → P˜ ∈ BilQ(Q × Q, P˜ ) where Q is endowed
with its right action on itself. Then:
• Let c ∈ P˜ and a, b ∈ Q such that a.a∗ 6 1, b.b∗ 6 1. If one has c 6 h(a, b)
then for all x, y ∈ Q:
c.(a∗.x ∧ b∗.y) 6 h(x, y)
• For all x, y one has:
h(x, y) =
∨
aa∗61,bb∗61
h(a, b)(a∗x ∧ b∗y)
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Proof :
For the first point:
Let t = (a∗x ∧ b∗.y) ∈ Q. Then one has:
a.t 6 (aa∗x ∧ ab∗y) 6 aa∗x 6 x
b.t 6 (ba∗x ∧ bb∗y) 6 bb∗y 6 y
So:
c.t 6 h(a, b).t 6 h(a.t, b.t) 6 h(x, y)
For the second point:
Let h′(x, y) =
∨
aa∗61,bb∗61 h(a, b)(a
∗x ∧ b∗y).
Clearly, h′ is also in BilQ(Q×Q, P˜ ).
The first point shows that h′ 6 h. For the reverse inequality we will proceed in
several steps:
• If (xx∗ 6 1), (yy∗ 6 1). Let D(x) = 1 ∧ x∗x and D(y) = 1 ∧ y∗y. We
note that for elements smaller than 1, the involution is the identity and
composition and intersection coincide (these can be proved by applying
the modularity law, or by using theorem 3.4.5 as a black box and checking
it internally in the corresponding topos). So
x.D(x) = x(1 ∧ x∗x) > (x ∧ x) = x
hence x.D(x) = x and y.D(y) = y also,
x∗x ∧ y∗y > D(x) ∧D(y) = D(x).D(y)
Aslo for any e 6 1:
h(xe, y) 6 h(x, ye)e 6 h(x, y)e 6 h(xe, ye) 6 h(xe, y)
hence
h(xe, y) = h(x, ye) = h(x, y)e
Finally:
h(x, y)(x∗x ∧ y∗y) > h(x, y)D(x)D(y) = h(xD(x), yD(y)) = h(x, y)
So h′(x, y) > h(x, y)
• We will now assume that x is arbitrary and y is simple. As Q is a Gro-
thendieck quantale, x can be written as a supremum of elements of the
form uv∗ with u and v simple. So, by bi-linearity of h, it is enough to
prove that h(x, y) 6 h′(x, y) when x is of the form uv∗. In this case:
h(uv∗, y) 6 h(u, yv)v∗ = h′(u, yv)v∗ 6 h′(uv∗, yvv∗) 6 h′(uv∗, y)
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• If both x and y are now arbitrary, then the same technique allows ones to
conclude.

3.6.6. Corollary : Theorem 3.6.3 holds wheneverM = N = PB (ie. µ(P(B),P(B), T˜ )
is an isomorphism)
Proof :
Injectivity is known by lemma 3.6.4. So we just have to prove surjectivity. Let h
be any bi-linear map from Q×Q = M˜ × N˜ → P˜ satisfying our three conditions.
Then, by lemma 3.6.5, one has that:
h(x, y) =
∨
aa∗61,bb∗61
h(a, b)(a∗x ∧ b∗y).
One can see that maps of the form (x, y) 7→ t(ux ∧ vy) with u, v ∈ Q and t ∈ T˜
correspond to the internal bi-linear map which sends (p, q) ∈ P(B) × P(B) to
t(u(p) ∧ v(q) where u and v are seen as endomorphisms of P(B) and t as a
morphism from P(B) to T . Indeed if g(p, q) = t(u(p) ∧ v(q)) then
g˜(x, y) = t(ux(b) ∧ vy(b)) =
∨
(b′,b)∈(ux∧vy)
t(b′) = t(ux ∧ vy)
Hence h can be written as a supremum of maps coming from internal bi-linear
maps, but as f 7→ f˜ commutes to arbitrary supremum, this shows that h does
also come from a bilinear map. 
3.6.7. At this point, we have two possibilities. We can conclude by an argument
of extension by inductive limit, or use the following argument which we found
more convincing:
Proposition : Assume that µ(P(B),M, P ) is an isomorphism for some M and
P in sl(T ). Then µ(N,M,P ) is an isomorphism for any N in sl(T ).
Proof :
We already know that µ is injective. Hence it remains to show the surjectivity.
Let M and P such that µ(P(B),M, P ) is an isomorphism. the internal sup-
lattice [M,P ] then corresponds to the right Q-module:
homT (B, [M,P ]) = homsl(T )(P(B), [M,P ]) = BilT (P(B) ×M,P )
= BilQ(Q× M˜, P˜ )
where the action of Q on the last term is given by the left action of Q on itself.
Now let g ∈ BilQ(N˜ × M˜, P˜ ). For any n ∈ N˜ , the map:
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gn : (q,m) 7→ g(nq,m)
is an element of BilQ(Q × M˜, P˜ ). The map (n 7→ gn) is a morphism of right
Q-modules and hence internally corresponds to a map f : N → [M,P ] which in
turn corresponds to a map f ∈ BilT (N ×M,P ). Finally f˜ = g because for any
n ∈ N˜ , (q,m) 7→ f˜(nq,m) is by construction of f˜ the map gn ∈ BilQ(Q× M˜, P˜ )
and hence f˜ agrees with g. This concludes the proof.

3.6.8. We can now finish the proof of 3.6.3: by 3.6.6 we know that for any
T ∈ sl(T ), µ(P(B),P(B), T ) is an isomorphism. Hence by 3.6.7, µ(N,P(B), T )
is an isomorphism for each N and T , as one can freely exchange the first two
variables, µ(P(B), N, T ) is also an isomorphism, and a second application of
3.6.7 allows one to conclude.
3.6.9. Corollary : The category of internal locales of T (equivalently, the
category of toposes which are localic over T ) is equivalent to the category of
locales L endowed with a right action of Q such that:
• As a sup-lattice L is a right Q-module.
• One has the modularity condition:
∀m,n ∈ L, ∀q ∈ Q,m ∧ nq 6 (mq∗ ∧ n)q
We will call such an action a modular action. (the morphisms of this category
being the Q-equivariant morphisms of locale).
Of course, the equivalence is given by the usual functor L 7→ homT (B,L).
Proof :
Let L be a locale in T then L˜ is indeed endowed with an operation ∧˜ which is
Q-bilinear. Also:
∧˜(m,n)(b) = m(b) ∧ n(b)
is the intersection of homT (B,L), hence L is indeed a locale and intersection is
indeed Q-bilinear.
Conversely, if L is a locale endowed with a modular action of Q, then the
operation ∧ is Q-bilinear (the second axiom comes from the symmetry, and
the third axiom because multiplication by q is order preserving). Hence L
corresponds to an internal sup-lattice L equipped with a bi-linear mapm coming
from ∧. This bi-linear map has to be the intersection map of L because both m
and ∧L induce the same map when we externalise it by watching the morphisms
from B to L× L, and the proof of the injectivity of the externalisation process
done in 3.6.4 works without assuming that the map f is bilinear.

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3.6.10. Also, from the description of BilT (M ×N,P ) it is possible to obtain an
explicit description of both the tensor product and the internal hom objects in
terms of the corresponding Q-modules: for the hom-object it has been done in
the proof of 3.6.7 and for the tensor product, the description of BilT (M ×N,P )
translates into a presentation by generators and relations of M˜ ⊗N . In order
to completely handle the monoidal structure of sl(T ) in terms of the category
of Q-modules it remains to understand what M˜∗ is.
An element of M˜∗ is an application from B to M∗, hence it is the same thing as
an application from B to M (i.e. an element of M˜) but with the reverse order
relation, hence as a sup-lattice M˜∗ = M˜∗. A simple computation shows that
q ∈ Q acts on M˜∗ by the adjoint of the action of q∗ on M .
We also note that the notion of Q-bilinear map makes sense when Q is only a
modular quantale, that one can define a “tensor product” M ⊗Q N universal
for Q-bilinear maps from M ×N . But in general this tensor product fails to be
associative.
3.7 Representations of modular quantales
3.7.1. Conjecture: Every modular quantale is of the form Rel(X) with X an
object of a topos.
3.7.2. Let Q be any modular quantale, we can try to consider the classifying
topos of the theory of relational representations of Q and hope that the quantale
of relations on the universal representation is isomorphic to Q. Unfortunately
this is not true in general as the following example shows:
Let n be any integer > 2, and G = Sn be the permutation group and consider
the set Xn = {1, . . . , n} endowed with its natural action of Sn as a Sn-set. The
only relations on Xn (in Sn-sets) are: ∅, 1,⊤,∆ where ∆ is the complementary
relation of 1.
As n > 2 one has ∆2 = ⊤. Let Q be the quantale of relations on X in Sn-
sets. Q does not depend on n. A relational representation of Q (in a topos)
is just an object S which has a decidable equality (the diagonal sub-object is
complemented) and at least three distinct elements. The universal model U of
this theory has more relations on it than just the four elements of Q:
Indeed, let
P = {(x, y) ∈ U |∃x1, . . . , x4 ∈ U
4 pairwise disjoint in U}.
then the pull-back of P in the representation X3 is ∅ whereas the pull-back of
P in the representation Xn for n > 3 is ⊤ hence P cannot be any of the objects
of Q in the universal representation.
29
3.8 Towards a convolution C∗ algebra attached to a quan-
tale
In the special case where the topos T is an e´tendue, ie the topos of equivariant
sheaves over an e´tale (localic) groupoid G = (G0, G1), the quantale associated
to the bound B such that TB = G0 is the set of open subsets of G1, and the
composition law is given by the direct image of open subsets in the composition
law of G1.
With this fact and the usual construction of a C∗-algebra from a groupoid (see
[23] ) in mind it is natural to try to construct a C∗-algebra from a quantale by
defining a convolution product over a subset of continuous functions “over Q”
(or over open subspaces of Q). Indeed we can view Q as a locale by forgetting
its composition law and involution, then use the involution to get an involution
on continuous functions and hope10 that the composition law on Q will allow
us to construct a convolution product on continuous functions.
In order to perform this construction the general idea is the following: a contin-
uous function on Q is the same thing as a function from B ×B to the sheaf of
real or complex numbers. Hence it can be thought of, internally, as an infinite
matrix whose rows and columns are indexed by B, and we can use the multipli-
cation of matrices to define the convolution product. If the coefficients are all
positive and we allow infinite coefficients the product should be always defined.
There are two difficulties that arise when we try to define the matrix product
internally:
• Matrix multiplication requires a summation indexed by the elements of
B. It can not be done if we don’t assume that B has a decidable equality.
The reason for this is that without this assumption, when we look at
partial sums f(b1) + · · · + f(bn), for (b1, · · · bn) elements of B we cannot
say whether the elements bi are distinct, hence we cannot assert that we
have not counted some value of f twice.
• The sum of an infinite number of terms will in full generality be defined
as the supremum of all the possible finite sums. In general the object
RT of continuous real numbers (i.e. two sided Dedekind cut) does not
always have supremum. In order to define a supremum we need to replace
the usual “continuous” real numbers by the lower semi-continuous real
numbers (one-sided Dedekind cut), so the result of the convolution will in
general be a lower semi-continuous function.
3.8.1. We now move to the precise definition:
Proposition : Let B be an object of a topos T with a decidable equality. Let
(internally) f and g be functions from B × B to Rlsc+T . Then we can define a
function (f ∗ g) from B ×B to Rlsc+T such that for all q ∈ QT , one has
q < (f ∗ g)(b, b′)
10This will not be the case in full generality.
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if and only if: ∃n ∈ NT , b1, · · · , bn ∈ B such that:
∀i 6= j, Bi 6= Bj
and
q <
n∑
i=1
f(b, bi)g(bi, b
′)
where q <
n∑
i=1
f(b, bi)g(bi, b
′) naturally means:
∃u1, · · · , un, v1, · · · vn ∈ QT , such that ui < f(b, n1), vi < g(bi, b′) and q <∑n
i=1 uivi.
Proof :
All we have to do is check that the set X of q such that:
∃n ∈ NT , b1, · · · , bn ∈ B, such that ∀i 6= j, Bi 6= Bj and q <
n∑
i=1
f(b, bi)g(bi, b
′)
is indeed a positive one-sided Dedekind cut.
It is positive because, by taking n = 0 all negative q are in X . If q′ < q and
q ∈ X then clearly q′ ∈ X . If q ∈ X , then q <
∑
f(b, bi)g(bi, b
′) so there exists
q′ > q such that q′ <
∑
f(b, bi)g(bi, b
′) hence q′ ∈ X . This concludes the proof.

3.8.2. Proposition : The convolution product defined is associative and the
characteristic function of the unit of Q is a unit.
Proof :
This an immediate consequence of the fact that internally, the composition of
matrices is associative and that the identity matrix is a unit for the composition
of matrices. All we need is a constructive version of Fubini’s theorem for sums
(indexed by decidable sets) of positive lower semi-continuous real numbers. The
usual proof can easily been made constructive, or we can apply the general
Fubini’s theorem proved in [26]. 
This is interpreted externally as the construction of a convolution product on
the set of lower semi-continuous functions on the underlying space of Q. This
corresponds exactly to the construction of the convolution algebra of an e´tale
groupoid (see for example [23]11 for this construction).
It should be possible to obtain something similar to the more general construc-
tion of the convolution algebra of a locally compact groupoid endowed with a
Haar system, by replacing the bound B by an internal space endowed with an
11In this reference, e´tale groupoids are called r-discrete groupoids.
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internal “measure” (a valuation to be more precise). This would require using
internal measure theory as developed in [25] and [26].
Of course, in full generality this kind of construction may fail to give anything
interesting: it may not restrict to an operation on continuous functions, or
it may even yield an everywhere infinite result. The last section will give a
more precise picture of the situation in the special case where the underlying
topological space of Q is discrete.
4 Atomic Quantales
4.1 Introduction
In this section we focus on a really special case of the theory explained in the
previous section: when the underlying space of the quantale Q (that is, the
space obtained by forgetting the product on Q and seeing it as a locale) is a
discrete topological space. This corresponds to the study of atomic toposes (see
[14] C.3.5 for the theory of atomic toposes).
In this situation, the convolution product constructed at the end of the previous
section is easier to understand, and among other things we will explain a simple
necessary and sufficient condition for this convolution product to be defined and
interesting on continuous functions. In this special case two additional features
appear: a canonical ‘time evolution’ on the C∗ algebra obtained this way, and
we will observe that when the convolution product is well defined it restricts
into a product on finitely supported integer valued functions, which gives rise
to an algebra over Z with possibly interesting arithmetic and combinatorial
properties. This algebra can be interpreted as a subalgebra of the algebra of
endomorphisms of the free ZT modules of base B.
All the constructions will be made constructively, but at some point we will
need to take the assumption that the underlying space of Q is decidable.
4.2 Atomic quantales and atomic toposes
An object X of a topos is said to be an atom if Sub(X) ≃ Ω12. A direct image
of an atom by a morphism is again an atom. A topos is said to be atomic if it
satisfies one of the following equivalent properties:
• The atoms form a generating family.
• For every object X ∈ |T |, Sub(X) is an atomic locale (i.e. of the form
P(S) form some S.
• T is the topos of sheaves over an atomic site (i.e. a site such that the
covering sieves are exactly the inhabited sieves).
12Assuming classical logic in the base topos, this means that X is non-empty and has no
non trivial sub-object.
32
For details on the theory of atomic toposes one can consult [14] C3.513.
4.2.1. Proposition : Let T be a topos and B be a bound of T , then the
following conditions are equivalent:
1. T is atomic over sets.
2. Q = Rel(B) is (as a locale) atomic, i.e. its underlying poset is of the form
P(X) for some set X.
3. Z(Q) = Sub(B) = {q ∈ Q| 6 1} is atomic.
Proof :
1.⇒ 2. is clear, because in an atomic topos all the lattices Sub(X) are atomic.
The implication 2.⇒ 3. is also clear. We will prove 3.⇒ 1.: Every object of T
can be covered by subobjects of B, so if every subobject of B can be covered
by atoms (which is the assumption in 3.) every object of T can be covered by
atoms and hence T is atomic. This concludes the proof. 
Of course, if T is an atomic topos and X is any object of T , then Rel(X) is an
atomic modular quantale.
4.2.2. The notion of atomic quantale will be closely related to the notion of
Hypergroupoid, which is a natural generalisation of the notion of canonical
hypergroup which can be found in [19] or [17].
Definition : A hypergroupoid G is the data of:
• A set E(G) of objects.
• For each e, e′ ∈ E(G) a set G(e, e′) of “arrows” from e to e′.
• For each g ∈ G(e1, e2) and h ∈ G(e2, e3) an inhabited set hg ⊂ G(e1, e3)
of “possible compositions”.
• And for each x ∈ G(e, e′) an element x∗ ∈ G(e′, e) called the inverse of x.
With the following axioms:
(HG1) ∀e ∈ E(G), ∃1e ∈ G(e, e), such that ∀x ∈ G(e′, e), 1ex = {x} and ∀x ∈
G(e, e′), x1e = {x}.
Such a 1e is unique and is also denoted by e.
(HG2) for all x, y, z three arrows such that the composition xy and yz are defined,
one has (xy)z = x(yz) where the product of an element x with a set S is
defined by xS =
∨
s∈S xs.
13This reference studies atomic geometric morphisms, but a geometric morphism f : E → T
is atomic if and only if E is atomic as a T -topos.
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(HG3) if x ∈ yz then z ∈ y∗x and y ∈ xz∗.
We will adopt the convention that if g and g′ are two non-composable ar-
rows of a hypergroupoid then gg′ is defined to be the empty set. Or con-
structively that for two general arrow g and g′ of a hypergroupoid gg′ =
{u|g and g′ are composable and u ∈ gg′}.
4.2.3. Proposition : Let G be a hypergroupoid, and let X be the set of all
arrows:
X =
∨
e,e′∈E(G)
G(e, e′)
Then P(X) endowed with the following structure:
U∗ = {x∗, x ∈ U}
UV = {t|∃u ∈ U, v ∈ V, u, v are composable and t ∈ uv} =
∨
u∈U
v∈V
uv
is a (atomic) modular quantale.
Proof :
P(X) is by definition an atomic locale. We check the remaining axioms:
• The associativity of the product: if g ∈ U(VW ) then ∃u ∈ U , f ∈ (VW )
such that g ∈ uf but b ∈ VW means that there exists v ∈ V , w ∈ W
such that f ∈ v.w. hence g ∈ u(vw) = (uv)w. So there exists an h ∈ (uv)
(in particular h ∈ UV ) such that g ∈ hw and, g ∈ (UV )W . The reverse
inclusion is exactly the same.
• The composition is clearly bi-linear because it is defined so that:
UV =
∨
u∈U
v∈V
{u}.{v}
• The Set 1 = {1e, e ∈ E(G)} is also clearly a unit for Q, because for any
u ∈ G(e, e′), {u}.{1e} = {u} and {u}{1e′′} = ∅ for any other e′′, hence
{u}1 = {u}, one obtains the general result by bi-linearity (and symmetry
for the fact that 1 is also a left unit).
• (UV )∗ = V ∗U∗: Let x ∈ V ∗U∗ i.e. x ∈ v∗u∗ for u and v respectively in U
and V . Then v∗ ∈ x.u, u ∈ x∗v∗, and finally x∗ ∈ uv, ie x ∈ (UV )∗. This
reasoning can be conducted backwards to obtain the reverse inequality.
• The modularity law:
Let x ∈ U ∧ VW then x ∈ U and x ∈ vw with v ∈ V , w ∈ W . We have
v ∈ xw∗ hence v ∈ (UW ∗ ∧ V ) and x ∈ (UW ∗ ∧ V )W .

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4.2.4. Proposition : Conversely, any atomic modular quantale is of the form
P(X) where X is the set of arrows of a hypergroupoid.
Proof :
Q be an atomic modular quantale. So Q = P(X) for some set X .
Let E = {x ∈ X |x ∈ 1Q}. In order to simplify notations we will identify an
element of X with the corresponding singleton element in Q.
For any q ∈ X , as 1Qq = q there exists e ∈ E such that ex = x. Such an e is
unique because if e′x = x then e′ex = x. But as e′ and e are subobjects of 1 in
a modular quantale, one has ee′ = e ∧ e′ and in particular x = (e′ ∧ e)x. Hence
e′ ∧ e is inhabited and finally e = e′. Similarly, for each x ∈ Q there is a unique
e′ ∈ E such that xe′ = x.
Let:
G(e, e′) = {x ∈ X |xe = x and e′x = x}
We just show that X is the disjoint union of all the G(e, e′). If x ∈ G(e, e′)
then x∗ ∈ G(e′, e). Also, if a ∈ G(e, e′) and b ∈ G(e′, e′′) then ba ⊂ G(e, e′′),
indeed, if c ∈ ba then there exists a unit f ∈ E such that fc = c. In particular
c ∈ fba = fe′′ba = (f ∧ e′′)ba. Hence e′′ = f .
We will prove that this is indeed a hypergroupoid structure:
• Let a ∈ G(e, e′) and b ∈ G(e′, e′′). One has e′a = a and be′ = b. hence
e′ ∈ aa∗ and b ∈ baa∗ so ba is inhabited.
• if a ∈ G(e′, e) then ea = a and ae′ = a by definition.
• the associativity of the product comes from the associativity of the product
of the quantale and the fact that if there exists a ∈ uv for u, v ∈ X then
u and v are composable elements: this assert that the product of the
hypergroupoid is exactly the product of the quantale, and its associativity
follows by restriction to composable pairs of morphisms.
• If we assume that x ∈ yz then x = x ∧ yz 6 (xz∗ ∧ y)z hence y ∧ xz∗ is
inhabited so y ∈ xz∗.
Finally as we have proved already that multiplication in Q and in X are essen-
tially the same it is a routine check to prove that Q will be isomorphic to P(X)
as a modular quantale.

4.2.5. We have essentially proved that an atomic modular quantale is the same
thing as a hypergroupoid. If we define a morphism of hypergroupoid from G
to G′ to be an application f from E(G) to E(G′) and a collection of maps (all
called f) f : G(e, e′) → G′(f(e), f(e′)) such that f(1e) = 1f(e) and f(xy) ⊂
f(x)f(y)14, then one has:
Theorem : There is an anti-equivalence of category between the categories of
atomic modular quantale (with weakly unital morphisms) and the categories of
hypergroupoid.
14Of course f(xy) denote the direct image by f of the set xy.
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where “weakly unital morphisms” of (atomic) modular quantales are those de-
fined in 3.5.1, except that we no longer assume them to preserve the unit, but
only to satisfy the weaker conditions 1 6 f(1).
Proof :
Let Q and Q′ be two atomic modular quantales and g : Q′ → Q a morphism
of modular quantales. By 4.2.4, Q and Q′ can be written Q′ = P(X ′) and
Q = P(X) where X ′ and X are the sets of all arrows of two hypergroupoids G
and G′. As g is in particular a morphism of locale, it induces an application
f : X → X ′ characterised by the fact that for all x ∈ X , f(x) is the unique
element of X ′ such that x ∈ g(f(x)).
In particular, let c ∈ ab then ab ⊂ g(f(a))g(f(b)) hence c ∈ g(f(a)f(b)) ie
f(c) ∈ f(a)f(b). This proves that f(ab) ⊂ f(a)f(b). As 1 6 g(1), and 1 ∈ G
corresponds to E(G) ⊂ X , the application f acts on the unit set and preserves
the identity element. One also has x∗ ∈ g(f(x))∗ = g(f(x)∗) hence f(x)∗ =
f(x∗) and finally, if g ∈ G(e, e′) then e ∈ g∗g, e′ ∈ gg∗ and f(e) ∈ f(g)∗f(g),
f(e′) ∈ f(g)f(g)∗ which proves that f(g) is an element of G(f(e), f(e′)) which
concludes the proof that f is a morphism of hypergroupoid.
Conversely, if f is a morphism of hypergroupoids, then as f(1e) ∈ f(g)f(g∗)
one can conclude that f(g∗) ∈ f(g)∗f(1e) = f(g)∗ hence f(g∗) = f(g)∗. One
can then define g = f−1 which is a frame homomorphism and compatible with
multiplication and involution, and 1 6 g(1) because each unit is sent by f to
a unit, hence it is a morphism of modular quantales. These two constructions
are clearly compatible with compositions and inverse from each other, hence,
together with propositions 4.2.3 and 4.2.4, this concludes the proof of the the-
orem.

4.2.6. Finally we investigate the case of Grothendieck quantale:
Proposition : Let Q be a modular quantale, and G be the corresponding hy-
pergroup. The following conditions are equivalent:
1. Q is a Grothendieck quantale
2. for every arrow f in G there exists two arrows u and v such that f = uv∗
with uu∗ and vv∗ units.
Proof :
If Q is a Grothendieck quantale, then (by (Q10)) any element of Q can be
written as a supremum of elements of the form uv∗ with uu∗ 6 1 and vv∗ 6 1,
as Q is atomic we can write these u and v as union of atoms and hence any
elements of Q can be written as a supremum of element of the form uv∗ where
uu∗ and vv∗ are units. In particular, any f ∈ G is an atom of Q, and hence
should be of the form uv∗.
Conversely, if G satisfies condition (2) then any element of Q can be written as
a union of its atoms, which are all of the form uv∗ with uu∗ and vv∗ units (and
hence 6 1).
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Definition : An element f of a hypergroupoid such that ff∗ is a unit is called a
simple element. An element which can be written in the form fg∗ with f and g
simple is called a semi-simple element. A hypergroupoid satisfying the condition
of the proposition, i.e. such that every element is semi-simple, will be called a
semi-simple hypergroupoid.
Hence an atomic Grothendieck quantale is essentially the same thing as a semi-
simple hypergroupoid.
4.3 Hypergroupoid algebra
In this section we consider an atomic topos T , an arbitrary object X , the
quantale Q of relations on X and the corresponding hypergroupoid G. We
assume that G (the set of all arrow of G) is decidable. This implies that X is a
decidable object, indeed:
Lemma : Let G be a decidable hypergroupoid, then its set of units is comple-
mented. And if G is associated to an object X of an atomic topos then X is
decidable.
Proof :
Let
∆c = {g ∈ G|∀e ∈ E(G), e 6= x}.
We will prove that ∆c is a complement of E(G). They are disjoint and for
every g ∈ G there exists a unique e such that eg = g. As G is decidable, either
g = e or g 6= e. If g = e then g ∈ E(G). If g 6= e then for all e′, one has
e′ = g ⇒ e′ = e because of the uniqueness of e, and hence e′ = g yields a
contradiction, so g ∈ ∆c.
In particular, as P(G) is isomorphic to Sub(X ×X), and as the diagonal sub-
object of X corresponds to the set of units of G, this proves that X is decidable.

In this situation, the convolution product defined in section 3.8 gives a convolu-
tion on functions on G with value in Rlsc+T . We will give necessary and sufficient
conditions in order that the convolution product induces an interesting multi-
plication on some algebra.
As, in this situation, the convolution product depends on T and not only on G,
these conditions will be expressed in terms of the logic of T . In the next section
we will focus on the case of a semi-simple hypergroupoid, in this situation the
topos T will be canonically determined and it will be possible to reformulate
the definition given here in more explicit terms.
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4.3.1. We will need a few generalities about cardinals of sets in a constructive
setting in order to be able to give an internally valid proof of the mains results
of this section.
Definition : Let X be a decidable set, then the cardinal of X is defined by:
|X | =
(∑
x∈X
1
)
∈ Rlsc+T
We remind the reader that Rlsc+T contains an element +∞. The following lemma
gives two properties that completely characterise the cardinal of a set.
Lemma :
• For n ∈ N one has n 6 |X | if and only if there exists x1, · · ·xn pairwise
disjoint elements of X.
• For q ∈ Q, q < |X | if and only if there exists an n ∈ N such that q < n 6
|X |.
Proof :
Let q ∈ Q, such that q < |X |. By definition, there exists x1, . . . , xn ∈ X pairwise
distinct such that ∃q1, . . . , qn < 1 with q <
∑
qi. This can be rewritten as
∃x1, . . . , xn ∈ X such that q < n. This proves the second point of the lemma
assuming the first.
If there are n distinct elements in X , any q < n is also smaller than |X | hence
n 6 |X |. Conversely, if n 6 |X | then (n − 12 ) < |X |, so there is an integer m
with (n− 12 ) < m and x1, . . . xm distinct element in X . As n 6 m one also has
n distinct elements, this concludes the proof of the first point of the lemma.

Proposition : If X is a decidable set, the following conditions are equivalent:
1. X is finite.
2. |X | is an integer.
3. |X | is a (finite) continuous real number (ie an element of RT ).
For an example of a set X with |X | < ∞ but not satisfying these properties,
one can take any non-complemented sub-set of a finite (decidable) set.
Proof :
1. ⇒ 2. is clear because a finite decidable set is isomorphic to {1, . . . , n} and
hence as cardinal n.
2.⇒ 3. is also clear.
Assume 3., then there exist q, q′ such that |q − q′| < 12 and q < |X | < q
′. There
exists an integer n such that q < n 6 |X | < q′, and x1, . . . , xn pairwise distinct
elements of X . Let x ∈ X then there are two possible cases: either x = xi for
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some i, or x is distinct from all the other xi (this is proved recursively on n using
the decidability of X). But if x is distinct from all the xi then (n + 1) 6 |X |
and q 6 n < (n + 1) 6 q which yields a contradiction. So x = xi for some i,
and X is indeed finite.

We also note that the same argument yields the following result: If X is decid-
able, and we have a function p:X → N>0 such that
∑
x∈X p(x) is an integer,
then X is finite.
4.3.2. Let g and g′ be two arrows in G, and [g],[g′] the characteristic functions
of the singletons {g} and {g′} then:
([g] ∗ [g′])(x, y) =
∑
z
[xgz ∧ zg′y] = |{z|xgz and zg′y}|
Definition : Let
(
g, g′
a
)
denote the evaluation in a of the function [g] ∗ [g′].
We also define for g ∈ G(e, e′),
|g|l =
(
g∗, g
e
)
|g|r =
(
g, g∗
e′
)
Proposition :
(
g, g′
a
)
, |g|l and |g|r can be computed internally using the
formulas:
For any u ∈ e the source unit of g:
|g|l = |{z|zgu}|.
For any v ∈ e′ the target unit of g:
|g|r = |{z|vgz}|
For any (x, y) ∈ a: (
g, g′
a
)
= |{t|xgt and tg′y}|
Proof :
The formula for
(
g, g′
a
)
is essentially its definition. The two other formulas
follow easily. The fact that each time the value internally does not depend on
any choice of (internal) elements is clear because the various possible choices all
belong to a same atom. 
One also mentions the two easy (but important) relations:
|g∗|l = |g|r,
(
g, g′
a
)
=
(
g′∗, g∗
a∗
)
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4.3.3. Here are some of the important combinatorial properties of these coeffi-
cients:
Theorem : For all pair g, g′ of composable arrows and all a ∈ gg′ on has:
1.
(
g, g′
a
)
|a|l =
(
g∗, a
g′
)
|g′|l
2.
(
g, g′
a
)
|a|r =
(
a, g′∗
g
)
|g|r
3. |g|l|g
′|l =
∑
a∈gg′
(
g, g′
a
)
|a|l
Proof :
let e1,e2 and e3 be the units such that g
′ ∈ G(e1, e2) and g ∈ G(e2, e3).
Let e ∈ e1 be arbitrary then let:
Xa = {(u, v)|ugv and vg
′e and uae}
X = {(u, v)|ugv and vg′e} =
⊔
a∈gg′
Xa.
The cardinality of Xa can be computed in two different ways, on one side:
|Xa| =
∑
u s.t. uae
|{v|ugv and vg′e} =
∑
u s.t. uae
(
g, g′
a
)
= |a|l
(
g, g′
a
)
.
On the other side:
|Xa| =
∑
v s.t. vg′e
|{u|vg∗u and uae}| =
∑
v s.t. vg′e
(
g∗, a
g′
)
= |g′|l
(
g∗, a
g′
)
.
The equality of the two results gives (1.). the result (2.) is the dual (one can
use a similar proof or apply ∗ every where).
Similarly,
|X | =
∑
v s.t. vg′e
|{u|ugv}| =
∑
v,vg′e
|g|l = |g|l|g|r
Hence 3. comes from the fact that X is the disjoint union of the Xa.

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4.3.4. Theorem : Let G be a decidable hypergroupoid represented in a topos
i.e. corresponding to the modular quantale Rel(X) for some object X of a topos.
The following propositions are equivalent:
• for all g ∈ G, g : e′ → e the value of [g] ∗ [g∗] at e is a finite continuous
real number.
• for all g, g′ ∈ G the set gg′ is a finite set and one has a formula of the
form:
[g] ∗ [g′] =
∑
a∈gg′
(
g, g′
a
)
[a]
with
(
g, g′
a
)
(finite) positive integers.
In the case where this conditions are verified we say that (G,X) is locally finite.
Proof :
The second condition clearly implies the first. We assume the first condition.
This means that for all g ∈ G one has internally ∀y ∈ X the set {x|xgy}
is a finite set (its cardinal is
(
g, g∗
e
)
and is continuous by assumption). In
particular {x|xgy} as a finite subset of a decidable set is complemented in X ,
hence {z|xgz and zg′y} is finite as a complemented subset of a finite set.
This proves that the evaluation of [g] ∗ [g′] at every point is indeed a positive
integer. All that remains to do is check that gg′ is finite but this comes from the
fact that all coefficients appearing in the sum of lemma 4.3.3 (3.) are strictly
positive integers, hence the sum has to be indexed by a finite set (see the remarks
at the end of 4.3.1).

The situation described in the second condition is basically the best we can
hope: we get a Z algebra generated (as a group) by the symbol [g] for g ∈ G.
We will call this algebra AG.
But conversely, if we want to have any interesting convolution structure coming
from the construction done in 3.8 on a set of functions on G with value in
continuous numbers, we need to have the first condition. This proves that
the “locally finite” hypothesis is exactly the good hypothesis for getting an
interesting convolution product.
4.4 Semi-simple Hypergroupoid algebra
In this section we assume that X is a bound of T . The hypergroupoid G is now
semi-simple, and T is fully determined by G, so we should be able to express
the value of
(
g, g′
a
)
in terms of the structure of G.
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4.4.1. Proposition : In a semi-simple decidable hypergroupoid one has:(
g, g′
a
)
= sup
a=xy∗
x,y simples
|g∗x ∧ g′y|
The sup in the proposition is taken in Rlsc+T , this means in particular that the
coefficient is an integer if and only if the supremum is reached.
Proof :
Let q <
(
g, g′
a
)
i.e. q < n 6
(
g, g′
a
)
. This means that for every (x, y) ∈ a, there
exists (v1, . . . vn) pairwise distinct in B such that for all i, (xgvi) and (vig
′y).
This means that there is a surjection (x, y) : t ։ a and a collection of n maps
v1, . . . vn from t to B pairwise distinct
15, such that for all i, (x, vi) has value in
g and (vi, y) has value in g
′.
If we choose any atom on B which maps to t, the composite is still a sur-
jection on a. Hence we can freely assume that t is a unit of G, and that
x, y, v1, . . . vn are arrows in G. And the two relations x(t)gvi(t) and vi(t)g
′y(t)
become: v1, . . . vn ∈ g
′y ∧ g∗x and x(t)ay(t) became a = xy∗, so
q < n 6 sup
a=xy∗
|g′y ∧ g∗x|.
Conversely, if q < supa=xy∗ |g
′y ∧ g∗x|, then for some x, y simple such that
a = xy∗,
q < n 6 |g′y ∧ g∗x|.
So there exist v1, . . . , vn pairwise distinct in g
′y ∧ g∗x. If n > 0, this implies
that g, g′ is composable (if n = 0, then q is smaller than any cardinal). Let e
be the target of g and the source of g′.
In this situation, for any u ∈ e, v1(u) . . . vn(u) are n pairwise distinct elements
in {z|x(u)gz and zg′y(u)} and hence q < n 6
(
g, g′
a
)
.
And this concludes the proof. 
4.4.2. Proposition : An element g ∈ G is simple if and only if |g|l = 1.
Proof :
Let g ∈ G(e, e′). Internally one has by the proposition 4.3.2:
∀x ∈ e, |g|l = |{z|zgx}|
Hence |g|l = 1 exactly means that for all x there exists a unique z such that
zgx which means that g is a partial function, i.e. a simple element. 
15As we will soon assume that t is an atom the precise meaning of ‘distinct’ is not important.
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4.4.3. Proposition : Let G be a semi-simple decidable hypergroupoid, then
g ∈ G is left finite if and only if there exists a simple arrow u such that (g, u)
is composable , gu is finite and contains only simple elements. Moreover in this
case |g|l is the cardinal of the set (gu).
Proof :
Translating into an external result the internal formulation of the left finiteness
of g would actually give us exactly the statement of this theorem, but this
translation require some work (essentially done in the proof 4.4.1) which can be
avoided by the use of the combinatorial identities we already proved.
Assume first that gu is finite and contains only simple elements {x1, . . . , xn}.
then by the formula 3. of 4.3.3 and replacing by 1 the left cardinal of simple
elements, one gets that:
|g|l =
n∑
i=1
(
g, u
xi
)
But one can see on the formula given in the proposition 4.3.2 that
(
g, u
xi
)
6
|u|l = 1, hence
(
g, u
xi
)
= 1 and |g|l = n which implies that g is left finite.
Conversely, assume that |g|l = n for some n. By 4.4.1 one has:
|g|l = sup
u simple
|gu|
In particular as (n − 1/2) < |g|l, there exists u simple such that |gu| = n. one
has then:
|g|l|u|l =
∑
x∈gu
(
g, u
x
)
|x|l
n =
n∑
i=1
(
g, u
xi
)
|xi|l
This implies first that all
(
g, u
xi
)
|xi|l have an opposite, hence they are all con-
tinuous numbers, and hence integers. Moreover as all the
(
g, u
xi
)
|xi|l are > 1
they have to be all equal to 1, hence all the xi are simple and this concludes the
proof.

4.5 The category of T -groups
In this section, we will show that in the locally finite case, the algebra AG we
obtained can be seen as a particular subalgebra of endomorphisms of the free
group ZB generated by B in the logic of T . This gives an abstract interpretation
of the algebra AG.
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We will also show that in the semi-simple case the category of groups of T
embeds as a full subcategory of the category of AG-modules, and that this
embedding induces an equivalence between QT -vector spaces in T and full AG⊗
Q-modules.
4.5.1. Let E = ZB be the free group generated by B in T (E is a group object of
T ). In particular E⊗E = Z(B×B) is the free group generated by B×B, hence
as B is assumed to be decidable one can define a bi-linear map ∆ : E×E → ZT
which sends (b, b′) to 1 if b = b′ and to 0 if b 6= b′.
Let f be an endomorphism of E. One can associate to E the function of “matrix
elements” of f , ρ(f) : (b, b′) 7→ ∆(b, f(b′)) from B × B to Z. The map ρ : f 7→
ρ(f) is injective, and one has:
f(b) =
∑
b′
ρ(f)(b′, b)b′
Also, ρ(f ◦ f ′) = ρ(f) ∗ ρ(f ′) for the convolution of functions on B × B (here
the sum involved in the convolution product will be finite, hence it is defined
for integer valued functions). So we just have to understand the image of ρ:
Proposition : A function f from G to Z belongs to the image of ρ if and only
if it verifies the following two properties:
1. If f(g) 6= 0 then g is left finite.
2. For each unit e of G, there is at most a finite number of arrows g ∈ G
pointing to e such that f(g) is non zero.
In particular, property (1.) tells us that if we are not in the locally finite case,
then the algebra of group homomorphisms of E is in some sense ‘too small’.
Also, in the locally finite case, the algebra AQ is identified with the sub-algebra
of endomorphisms of E such that f(g) is non zero only for a finite number of
g ∈ G.
Proof :
Internally, a function f : X ×X → ZT corresponds to a group homomorphism
if and only if for all x ∈ X there is only a finite set of x′ such that f(x′, x)
is non zero. Indeed, the corresponding group homomorphism has to send x to∑
x′ f(x
′, x).x′.
The cardinality of the set of x′ such that f(x′, x) is non zero defines a function
τ on X , whose value at any atom e of X (ie at any unit of G) is given by:
τ(e) =
∑
g∈G(e′,e),f(g) 6=0
|g|l
Indeed, for any x ∈ X the set of x′ such that f(x′, x) is non zero is partitioned by
the various g ∈ G(e′, e) such that (x′, x) ∈ g and each of this set has cardinality
|g|l (because the value of f(x′, x) only depends on the atom that contains it).
So τ(e) is an integer if and only if each of the |g|l are integers (this is condition
1.) and if they arise in finite number (this is condition 2.).
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In the rest of this section (and also in the rest of this paper), we assume that
the representation of G in T is locally finite.
4.5.2. Let F be any group object of T . Then hom(E,F ) is a right hom(E,E)
module (where the hom denotes the internal group homomorphisms). The units
of G act as family of disjoint projections on E, and hence on hom(E,F ). Let:
F˜ =
⊕
e∈E(G)
Hom(E,F ).e
equivalently, F˜ is the subset of hom(E,F ) of elements x such that there exists
a finite set I of units such that x.eI = x where eI =
∑
e∈I e.
Proposition : For all F , F˜ is a full16 right AQ-module.
This gives a functor from group objects of T to full right AQ-modules.
Also E˜ is AQ seen as a right AQ-module.
Proof :
Clear from the observation that F˜ is the subset of hom(E,F ) of elements x such
that there exists a finite set I of units such that x.eI = x where eI =
∑
e∈I e ∈
AQ. And E˜ identify with AQ thanks to 4.5.1 
Actually, F˜ = hom(E,F ).AQ.
4.5.3. Assume that G is semi-simple, so B is a bound of T and the category
of atoms of B and morphisms between them (i.e. the category of units of G
and simple arrows between them) endowed with the atomic topology is a site
of definition of T .
If F is a group object of T then for each e atom of B, F (e) = F˜ .e and the
action of a simple arrow f from e to e′ is given be the action of [f ] on F˜ . In
particular, the sheaf corresponding to F is fully determined by F˜ and any AQ-
linear morphism from F˜ to F˜ ′ gives rise to a morphism of sheaves and one can
conclude that:
Lemma : When G is semi-simple (and locally finite) the functor from T -groups
to AG-modules defined in 4.5.2 is fully faithful.
Unfortunately, if we start from a general AG-module we only get a pre-sheaf over
the site of units. In the general case, we have not found a characterisation of the
AG-modules corresponding to T -group simpler than the definition of a sheaf.
But in the case where we assume that all the coefficients |g|l are invertible, then
16A module M over a non unitary ring A is said to be full if the map A × M → M is
surjective.
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the action of the [g] for non simple g will automatically turn our pre-sheaf into
a sheaf.
Proposition : (Still under the assumption that G is semi-simple and locally
finite) Let M be an AG module such that for every g ∈ G the integer |g|l acts
(by multiplication) as a bijection on M . Then M comes from a T -group.
In particular there is an equivalence of categories between QT -vector spaces and
full right AG ⊗Q-modules.
Proof :
We will check that under this assumption the pre-sheaf of M˜.e is actually a
sheaf for the atomic topology.
Let e be a unit of G, let f be any simple arrow starting at e. And let m ∈M.e
such that for any to simple arrows g, h targeting e such that fg = fh one has
mg = mh. We need to prove that there exists a unique n such that nf = m.
The uniqueness is easy: if m = n.f then m.f∗ = n.ff∗ = |f |rn so as |f |r is
invertible on has n = 1|f |rm.f
∗.
Conversely, we will prove that n = 1|f |rm.f
∗ provides a solution.
n.f =
1
|f |r
m.f∗f =
1
|f |r
∑
a∈f∗f
(
f∗, f
a
)
m.a
let a ∈ f∗f . a can be written in the form a = gh∗ with g and h simple.
gh∗ ∈ f∗f ⇒ f ∈ fgh∗ ⇒ fg ∈ fh
Hence one has fg = fh and by the assumption on m, m.h = m.g.
the relation m.g = m.h implies,
m.[g][h∗] = m.[h][h∗]
[h][h∗] = |h|r.[e]
By 4.3.3 one has:
[g][h∗] =
|h|r
|a|r
[a]
so m.[g][h∗] = m.[h][h∗] becomes:
m.a = |a|r.m
and we can conclude that:
n.f =
1
|f |r
∑
a∈f∗f
(
f∗, f
a
)
|a|rm = |f
∗|rm = m
again by 4.3.3 and the fact that f is simple hence |f∗|r = |f |l = 1.

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4.6 AG as a quantum dynamical system
In this section we construct the regular representation of AG. We show that the
C∗ algebra generated by AG comes with a canonical action of R. There is also
a regular representation of AG, attached to a KMS1 state and defining a C
∗
algebra C∗red(G) by completion.
4.6.1. Let H be a real Hilbert space in T . Then
H˜ =
⊕
e∈E(G)
hom(e,H)
is an AG vector space. The internal scalar product on H gives rise to a scalar
product on each of the hom(e,H) and turns H˜ into a pre-Hilbert space.
Proposition : In the action of AG on H˜ one has:
[g]∗ =
|g|l
|g|r
[g∗]
And [g] has norm smaller than |g|l.
Proof :
Let g ∈ G, v ∈ hom(e,H) and v′ ∈ hom(e′,H).
If g is not an arrow from e to e′, then both 〈v, v′[g]〉 and 〈v[g∗], v′〉 are zero
(hence equal). If g is an arrow from e to e′, then for any x ∈ e one has:
〈v, v′[g]〉 (x) =
〈
v(x),
∑
y,ygx
v′(y)
〉
=
∑
y,ygx
〈v(x), v′(y)〉
But g is an atom of B×B, and 〈v(x), v′(y)〉 is a function on B×B so its value
does not depend on x,y as long as they belong to g. Hence, for any (x, y) ∈ g
one has:
〈v, v′[g]〉 = |g|l 〈v(x), v
′(y)〉
Similarly:
〈v[g∗], v′〉 = |g|r 〈v(x), v
′(y)〉
Finally:
〈v, v′[g]〉 =
|g|l
|g|r
〈v[g∗], v′〉
And the first result follows.
The second result follows from
〈v, v′[g]〉 = |g|l. 〈v(x), v
′(y)〉 6 |g|l‖v‖‖v
′‖.
As ‖v(x)‖ = ‖v‖.

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4.6.2. Definition : For g ∈ G, We will denote:
χ(g) =
|g|l
|g|r
One has:
χ(g∗) = χ(g)−1
[g]∗ = χ(g)[g∗]
and also the more surprising result:
Proposition : For any three arrows a, g, g′ of G such that a ∈ gg′:
χ(a) = χ(g)χ(g′)
Proof :
We will just need several applications of the first two points of theorem 4.3.3.
χ(a) =
|a|l
|a|r
=
|a|l
(
g, g′
a
)
|a|r
(
g, g′
a
) = |g′|l
|g|r
(
g∗, a
g′
)
(
a, g′∗
g
)
but:
|g′|r
|g|l
(
g∗, a
g′
)
(
a, g′∗
g
) = |g|l
(
g′, a∗
g∗
)
|g′|r
(
a∗, g
g′∗
) = |g|l
(
a, g′∗
g
)
|g′∗|l
(
a∗, g
g′∗
) = 1
So we can conclude that:
χ(a) =
|g′|l
|g|r
(
g∗, a
g′
)
(
a, g′∗
g
) = |g′|l
|g|r
|g|l
|g′|r
= χ(g)χ(g′)

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4.6.3. Definition : Let AG,Q be the algebra AG ⊗ Q. It is endowed with the
involution ∗ defined by 4.6.1, i.e.:
[g]∗ = χ(g)[g∗]
We also define the elements:
eg =
1
|g|l
[g] ∈ AG,Q
which are additive generator such that (eg)
∗ = eg∗ .
Proposition : If G is semi-simple and locally finite, the functor which sends
a T -Hilbert space H to the completion of H˜ is (one half of) an equivalence of
categories between the category of internal Hilbert spaces of T , and the full17
right Hilbert ∗-representations of AG,Q.
Proof :
The proof is really similar to the case of QT -vector spaces done in 4.5.2 and
4.5.3. If we start from a T -vector space, we already proved that AG,Q acts on
H˜ by bounded morphisms and in a way compatible with the involution. So it
extends to a full Hilbert ∗ representation of AG,Q on the completion of H .
In the other direction, the sheaf of complex numbers on the site of units of G
is the constant sheaf. Hence if H is a Hilbert ∗ representation of AG,Q then
e → H[e] defines a pre-sheaf of CT -modules that we will denote by H . The
pre-sheaf H is a sheaf by 4.5.3.
For every simple arrow f : e→ e′ one has:
[f ].[f ]∗ = [f ][f∗]
1
|f |r
= [e′]
|f |r
|f |r
= [e′]
and the induced map H[e′]→ H[e] (i.e. the structural map of H) is an isometric
injection. This proves that the scalar product H[e] × H[e] → C is in fact a
morphism of sheaves H ×H → CT and hence this endows H with an internal
scalar product.
It remains to show that H is internally complete. Let H˜ be its completion, let
h ∈ H˜(e).
Then, by (internal) density of H in H˜ , for every n ∈ N, there exists f : e′ → e,
and h′ ∈ H(e′) such that ‖h′ − h.f‖ < 1/n. But one can write:
‖h′[f ]∗ − h‖ < 1/n
and h′[f ]∗ ∈ H(e), hence h can be approximated by elements of H(e). As H(e)
is complete, this proves that h ∈ H(e) and hence that H is internally complete.
Finally this is an equivalence, because if we start from a full Hilbert ∗-representation
H of AG,Q then the construction we just made corresponds to that of 4.5.3 ap-
plied to H.AG,Q hence as we applied a completion at the end, we will get H
back because H.AG,Q is dense in H by assumption.

17Here full, mean that H.AG,Q is dense in H.
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4.6.4. At this point we can either consider the closure of AG,C = AG ⊗ C in
a specific representation: the one corresponding to the internal Hilbert space
l2(B) of square summable functions on B, defining a C∗ algebra C∗red(G), or we
can take the universal C∗ algebra generated by AG,Q that we will denote by
C∗max(G).
Both these algebras come with a time evolution (σt)t∈R given by:
σt([g]) = χ(g)
it[g]
This is a morphism of algebras because of 4.6.2.
Let e be an atom of B. Then one has a map e →֒ B which gives rise to a map
e→ l2(B) and hence to a vector of the corresponding representation of C∗red(G)
that we will simply denote l2. An easy computation shows that the state on
C∗red induced by this vector is:
ηe([q]) =
{
1 if q = e
0 otherwise.
If the set of units of G is finite then the (renormalized) sum of all the ηe is a
state, in general we can define it without renormalization as a semi-finite weight
(it is finite on the algebra AG), we denote it by η.
Proposition : The GNS representation induced by η is the l2 representation,
and η verifies the KMS condition at temperature one.
Proof :
The first part is clear: the GNS representation induced by η is included in l2
and contains all the vectors corresponding to the e ∈ G (indeed, [e] gives rise to
this vector through the GNS construction). If it were a strict sub-representation
then it would correspond internally to a sub Hilbert space of l2(B) containing
all the basis vectors, which is impossible.
For the second part:
η([q]σi([q
′])) = χ(q′)−1η([q][q′])
If q′ 6= q∗ then both η([q][q′]) and η([q′][q]) are zero (because e ∈ qq′ ⇒ q′ = q∗).
If q′ = q∗ then
η([q]σi([q
′]) = χ(q)η([q][q∗]) = χ(q)
(
q, q∗
e
)
= χ(q)|q|r = |q|l = η([q
′][q])

4.7 The time evolution of an atomic locally separated topos.
In this subsection, we will first show that for a decidable bound B of an atomic
topos T , the hypergroupoid of atoms of B × B is locally finite if and only if
the slice topos T/B is separated (or Hausdorff) in the sense of [20]. Then we
will show that an atomic topos admits such a bound if and only if it is locally
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decidable and “locally separated”, that is if there exists an inhabited object X
of T such that T/X is separated. And finally, that in this case the time evolution
constructed in 4.6 is completely canonical when seen as a family of functors on
the category of Hilbert space of T and is described by a canonical principal Q∗+
bundle χT : T → BQ∗+ attached to every locally separated (locally decidable)
atomic topos T .
4.7.1. We recall that a geometric morphism f : T → E is said to be proper
if f∗(ΩT ) is a compact locale internally in E , and is said to be separated if
the diagonal map T → T ×E T is proper. A topos is said to be compact (resp.
separated) if the geometric morphism from T to Set is proper (resp. separated).
These notions have been studied in [20] and in [14]C3.2 (see also C5.1).
We will say that a topos is locally separated if there exists an inhabited object
X of T such that the slice topos T/X is separated.
4.7.2. We start by the following proposition which relates finiteness conditions
to the separation property.
Proposition : An atomic locally decidable topos T is separated if and only if
every atom of T is internally finite.
Also, the “only if” part holds without assuming that T is locally decidable.
Proof :
We start by assuming that T is separated, and that a ∈ |T | is an atom. Then
the topos T/a is hyperconnected
18 and hence proper. Proposition II.2.1(iv) of
[20] asserts that when one has a commutative diagrame:
T/a T
∗
g
h f
with h proper and f separated then g is proper. But the map T/a → T is proper
if and only if the discrete space a (internally in T ) is compact if and only if a is
finite.
Conversely let T be an atomic topos whose atoms are internally finite.
The commutative diagram:
T T × T
T
∆
Id pi2
18This mean that the locale p∗(ΩT/a) whose open are subobjects of a is trivial, which is
the definition of the fact that a is an atom.
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can be seen as a point ∆ of the topos T × T internally in T . As T × T is the
pullback of T by the canonical geometric morphism from T to the point, it will
still be an atomic topos internally in T , and it will still have a generating family
of finite objects and hence all its atoms will be finite internally in T .
Hence our problem is equivalent to prove (constructively) that if T is atomic
with a point p and that all the atoms of T are finite then p is proper. But an
atomic topos with a point is equivalent to BG for G the localic group of auto-
morphisms of the point, and the fact that the atoms are finite means that all the
G-transitive sets are finite, and as G has been taken to be set of automorphisms
of the point, this implies that G is compact:
Indeed, the localic monoid of endomorphisms M(G) = limG/U constructed in
[21] is compact by (localic) Tychonoff’s theorem, and separated because thanks
to the locale decidability one can restrict to the U such that G/U is decidable,
hence separated. In particular the point 1 is closed, and as G can be identified
with the subspace of M(G) ×M(G) of f, g such that fg = 1 which is a closed
subspace in a separated compact space, G is also compact.
Finally, the map 1→ BG is proper because its pull-back along itself is the map
G → ∗ which we just showed to be proper, and the map ∗ → BG is always an
open surjection (for exemple by [14]C3.5.6(i)) hence the fact that proper map
descend along open surjection (see [14]C5.1.7) allows us to conclude. 
4.7.3. If e and e′ are two decidable atoms and f : e → e′ then the internal
(semi-continuous) number |f−1(y)| does not depend on y because e′ is an atom
and hence gives an (externally) well defined number called the degree of f .
Proposition : Let T be an atomic topos, and B be a decidable bound of T then
the associated semi-simple hypergroupoid is locally finite if and only if for any
couple e,e′ of atoms of B, any map f : e→ e′ has finite degree.
Proof :
If Γf denotes the graph of f in B×B then it is an atom of B×B and the degree
of f is equal to |Γf |r. Hence if the hypergroupoid is locally finite, then every
such map has a finite degree. Conversely, if any such map has a finite degree
then every simple element is right (and left) finite and as any element can be
written g = uv∗ with u and v simples, one has:
|g|l = |{z|∃t, z = u(t) and v(t) = y}|
and this set is finite because it is a quotient of v−1(y).

4.7.4. Proposition : Let T be an atomic topos, B a decidable bound of T
then the associated hypergroupoid is locally finite if and only if T/B is separated.
Moreover, for an arbitrary atomic topos, such a bound exists if and only if it is
locally decidable and locally separated.
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Proof :
Let T be an atomic topos, and B an arbitrary object of T . One has:
T/B =
∐
a atom of B
T/a
Hence T/B is separated if and only if for every atom a of B the topos T/a is
separated. Also, by 4.7.2, T/B is separated if and only if for every atom v of T ,
every map v → B has finite fiber.
In particular, if B is decidable and T/B is separated, then for any atom e of
T and any atom e′ of B, any map f : e′ → e has finite degree, and hence the
associated hypergroupoid is locally finite.
Conversely, let B be a decidable bound satisfying the condition of 4.7.3, then in
order to show that T/B is separated we need to show that for any map f : e
′ → e
where e is an atom of B and e′ an arbitrary atom of T , f has finite degree. But
in this situation, as B is a bound there exists an atom e′′ of B and a map
e′′ → e′ → e. As the map e′′ → e′ is surjective because they are atoms, any
fiber of the map e′ → e is covered by a fiber of the map e′′ → e, which are finite
by assumption. This concludes the proof of the first part of the theorem.
If T admits a bound satisfying the locale finiteness assumption, then it is in
particular locally separated. Conversely assume that T is atomic, locally de-
cidable and locally separated. Let X be an inhabited object such that T/X is
separated, B0 an arbitrary bound and B be a decidable cover of B ×X . Then
B is decidable, it is a bound because it is a cover of B and T/B is separated be-
cause B can be seen as a decidable object of T/X , hence the geometric morphism
T/B → T/X is separated (see [20] II.1.3(1) ) and by composition of separated
morphisms T/B is separated (see [20]II.2.1(ii) ). 
4.7.5. The time evolution constructed in 3.4 can be seen as a family of functors
H → Ht for t ∈ R acting on the category of Hilbert spaces of T , corresponding
to the functor which send a representation of C∗max(Q) to the representation
twisted by σt.
By the previous theorem we know that any atomic locally decidable locally
separated topos has such a time evolution. We will show that this time evolution
is canonical by giving a construction of it which does not depend on the choice
of the bound B.
To be more precise, let T be a locally decidable locally separated topos. We
will construct a QT principal bundle χT in T the following way. The decidable
atoms a of T such that T/a is separated form a generating family. Hence to
define an object of T it is enough to define a sheaf for the atomic topology on
the full subcategory of these atoms.
We define :
hom(a, χT ) = Q
∗
+
and if f : a→ a′ is any map then it acts on Q∗+ by multiplication by its degree.
All these maps are bijective, hence it defines a sheaf. Also Q∗+ acts on χT by
multiplication turning it into a principal Q∗+ bundle.
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We note in particular that if T is itself separated, then the terminal object of T
is among the atoms of the site we consider and hence hom(1, χT ) is inhabited
and hence χT is the trivial bundle. But saying that χT is trivial only means
that it is possible to construct a global section d of it, which will be a map
associating to any decidable atom a such that T/a is separated a finite rational
number d(a) such that if f : a → a′ is a map between two of these atoms then
d(a) = d(a′)deg(f).
4.7.6. Finally, the time evolution given by any bound can be described in terms
of this invariant χT . Indeed if H is an arbitrary Hilbert space on T , and we
choose an ’admissible’ bound B, then the effect of the time evolution on H can
be described by the fact that Ht is the same sheaf as H on the site of atoms of
B but with the action of a map f : e→ e′ twisted by χ(f)it = (degf)−it.
Hence if we see χT as a morphism from the topos T to the classifying spaceBQ∗+
of principal Q∗+ bundles (i.e. the topos of Q
∗
+ sets), and if we call Et the one
dimensional Hilbert space in BQ∗+ defined by C with its usual Hilbert space
structure and endowed with action q.z = q−it(z) then the previous formula for
Ht can be rephrased as:
Ht = H⊗ χ∗T (Et)
where the tensor product is just the internal tensor product of Hilbert spaces
in T .
4.8 Examples
4.8.1. If G is a discrete group, T the topos of G-sets and B is G endowed
with its (left) action on itself, then the corresponding quantale is P(G), the
hypergroupoid is the group G, the integral algebra is Z[G], and the reduced and
maximal C∗-algebras are the usual reduced and maximal group C∗ algebras. In
this situation the time evolution is trivial.
4.8.2. The best-known example of this situation is the case of double cosets
algebras. Let G be a discrete group, and (Ki) a family of subgroups of G (one
can generalize to G a localic group and Ki open subgroups). Let Xi be the
G-set G/Ki. The topos of G-set is atomic and Rel(Xi, Xj) can be identified
with the subset of G stable by the action of Ki on the left and Kj one the right,
hence the atom of Rel(Xi, Xj) are exactly the (Ki,Kj) double-cosets. Under
this identification, the composition of a (Ki,Kj) cosets with a (Kj ,Kt) cosets
is the set of (Ki,Kt) cosets included in the product of their elements, and the
coefficients
(
g, g′
a
)
are exactly the usual coefficient involved in the definition
of the double cosets modules and double cosets algebras (hence we are in the
locally finite case if and only if one has the usual almost normality condition).
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4.8.3. The previous example in particular gives back the BC-system constructed
in [5] with both its time evolution and its integral sub-algebra by considering
the topos of continuous actions of the group G = AfQ ⋊ Q
∗
+, where A
f
Q denote
the additive group of finite adele of Q, i.e. the restricted product of all p-adic
completions of Q, with the bound B = G/Zˆ.
Unfortunately, trying to replace Q by another number field in this construction
does not seem to give the “good” BC-system for number field constructed in
[10], and certainly not the good arithmetic subalgebra. Actually the variant of
the BC algebra associated to a number field K constructed in [2] corresponds to
the topos of continuous GK = (A
f
K)⋉K
∗-sets with the bound B = GK/ÔK .
4.8.4. As a spatial atomic topos is automatically a disjoint sum of toposes of the
form BG for G a localic group, the case of double cosets algebras (attached to
discrete, topological or localic groups with possibly several subgroups involved)
exactly corresponds to the case of spatial atomic toposes. We actually do not
know if in the classical set theoretical case there exists examples of non-spatial
locally separated atomic toposes, but these examples definitely exist internally
to other toposes, and we will exploit them in a forthcoming article.
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