Abstract. For a given symmetric tensor, we aim at finding a new one whose symmetric rank is small and that is close to the given one. There exist linear relations among the entries of low rank symmetric tensors. Such linear relations can be expressed by polynomials, which are called generating polynomials. We propose a new approach for computing low rank approximations by using generating polynomials. First, we estimate a set of generating polynomials that are approximately satisfied by the given tensor. Second, we find approximate common zeros of these polynomials. Third, we use these zeros to construct low rank tensor approximations. If the symmetric tensor to be approximated is sufficiently close to a low rank one, we show that the computed low rank approximations are quasi-optimal.
Introduction
Let m, n > 0 be integers. Denote by T m (C n ) the space of mth order tensors over the complex vector space C n . Under the canonical basis of C n , each F ∈ T m (C n ) can be represented by an array indexed by integer tuples (i 1 , . . . , i m ) with 1 ≤ i j ≤ n (j = 1, . . . , m), i.e., F = (F i1...im ) 1≤i1,...,im≤n .
Tensors of order m are called m-tensors. When m = 3 (resp., 4), they are called cubic (resp., quartic) tensors. The tensor F is symmetric if F i1...im is invariant under all permutations of (i 1 , . . . , i m ). Denote by S m (C n ) the linear subspace of all symmetric tensors in T m (C n ). For a vector u ∈ C n , its mth tensor power is the outer product u ⊗m ∈ S m (C n ) such that it holds for all 1 ≤ i 1 . . . i m ≤ n that (u ⊗m ) i1...im = u i1 · · · u im .
Tensors like u ⊗m are called rank-1 symmetric tensors. For every F ∈ S m (C n ), there exist vectors u 1 , . . . , u r ∈ C n such that
The smallest such r is called the symmetric rank of F , and is denoted as rank S (F ). If rank S (F ) = r, F is called a rank-r tensor and (1.1) is called a symmetric rank decomposition, which is often called a Waring decomposition in the literature. The rank of a generic symmetric tensor is given by the Alexander-Hirschowitz formula [2] . We refer to [10] for symmetric tensors and their symmetric ranks, and refer to [4, 5, 7, 36, 38] for symmetric tensor decompositions. On the other hand, the general rank of F , denoted as rank(F ), is the smallest k such that
where each F i ∈ T m (C n ) is rank-1 but not necessarily symmetric. In the literature, rank(F ) is also called the candecomp-parafac (cp) rank of F . Clearly, we always have rank(F ) ≤ rank S (F ). It is interesting to know whether or not rank(F ) = rank S (F ) for a symmetric tensor F . Comon conjectured that they are equal [37] . Indeed, Friedland [22] proved this is true for some classes of tensors. Throughout this paper, we only consider symmetric tensors, and their symmetric ranks are just called ranks, for convenience.
Tensor decomposition is a fundamental question in multilinear algebra. For nonsymmetric tensors, there exist optimization based methods for computing tensor decompositions. We refer to Acar et al. [1] , Comon et al. [12] , Hayashi et al. [15] , Paatero [39] , Phan et al. [40] , Sorber et al. [42] , Tomasi and Bro [46] . These methods can be adapted to computing symmetric tensor decompositions. A survey of tensor decomposition methods can be found in Comon [9] , Kolda and Bader [29] . For symmetric tensor decompositions, there exist methods that are based on catalecticant matrices [27] , Hankel matrices and flat extensions [7] , optimization based methods [30] , tensor eigenvectors [38] , and generating polynomials [36] . Moreover, the method in [7] can be generalized to compute nonsymmetric tensor decompositions [6] . Tensor decompositions have broad applications [29] . For symmetric tensors, Waring decompositions have broad applications, for instance, in machine learning [3] . For more introductions about tensors, we refer to [32, 34] .
In applications, people often need to approximate tensors by low rank ones. A symmetric tensor in S m (C n ) has n m entries, which grows rapidly as n and/or m increase. This number is big, even for small m and moderately large n. For instance, when n = 100 and m = 3, a cubic tensor has one million entries. Computations with tensors are often expensive, because of the typical huge dimension. So, low rank approximations are often preferable in applications [11, 24] . A rank-1 tensor in S m (C n ) can be parameterized as u ⊗m , i.e., by an n-dimensional vector u, which is significantly smaller than n m . Therefore, if we can find u 1 , . . . , u r such that (1.2) F ≈ (u 1 ) ⊗m + · · · + (u r ) ⊗m , then the computations with F can be approximately done with u 1 , . . . , u r . The low rank symmetric tensor approximation problem is the following: for a given tensor F ∈ S m (C n ) and a given rank r (typically small), find vectors u 1 , . . . , u r ∈ C n such that (1.2) is satisfied as much as possible. This is equivalent to the nonlinear nonconvex optimization problem .2) is used. The problem (1.3) is NPhard [25] , even for the special case r = 1. In contrast to the matrix case (i.e., m = 2), the best rank-r tensor approximation may not exist when m > 2 and r > 1 [17] . This is because the set of tensors of rank less than or equal to r may not be closed. For r = 1, there exists much work on rank-1 approximations; see, e.g., [16, 26, 28, 35, 48, 49] . For almost all F , the best rank-1 approximation is unique [20] . For r > 1, when F is a nonsymmetric tensor, there exists various work on rank-r approximations. The classical methods [1, 12, 15, 39, 40, 42, 46] are often used for nonsymmetric tensor decompositions and approximations. We refer to [11, 21, 24] for recent work on nonsymmetric low rank tensor approximations. When r > 1 and F is symmetric, there exists relatively few work on computing low rank approximations. The classical methods for the nonsymmetric case could be used by forcing the symmetry in the computation [28] , but their theoretical properties are not well-studied.
Contributions In this paper, we propose a new approach for computing low rank approximations for symmetric tensors. It is motivated by the existing linear relations among the entries of low rank symmetric tensors. Such linear relations can be expressed by polynomials, which are called generating polynomials [36] . In applications of low rank approximations, the tensor to be approximated is often close to a low rank one. This is typically the case because of measurement errors or noise, which are often small. This fact motivates us to compute low rank approximations by finding the hidden linear relations that are satisfied by low rank symmetric tensors.
Our method of computing low rank symmetric tensor approximations consists of three major stages. First, we estimate a set of generating polynomials, which can be obtained by solving a linear least squares problem. Second, we find approximate common zeros of these generating polynomials; it can be done by computing Schur decompositions and solving eigenvalue problems. Third, we construct a low rank approximation from their common zeros, by solving a linear least squares problem. Our main conclusion is that if the tensor to be approximated is sufficiently close to a low rank one, then the computed low rank tensors are good low rank approximations. The proof is build on perturbation analysis of linear least squares and Schur decompositions.
The paper is organized as follows. In Section 2, we present some basics for symmetric tensors. In Section 3, we give an algorithm for computing low rank symmetric tensor approximations, and then analyze its approximation quality in Section 4. In Section 5, we report numerical experiments. Section 6 concludes the paper and lists some future work.
Preliminaries
2.1. Notation. The symbol N (resp., R, C) denotes the set of nonnegative integers (resp., real, complex numbers). For any t ∈ R, ⌈t⌉ (resp., ⌊t⌋) denotes the smallest integer not smaller (resp., the largest integer not bigger) than t. The cardinality of a set S is denoted as |S|. For a complex matrix A, A T denotes its transpose, A * denotes its conjugate transpose, A 2 denotes its standard operator 2-norm, and A F denotes its standard Frobenius norm. For a complex vector u, u := √ u * u denotes the standard Euclidean norm, and (u) i denotes its ith entry. For two square matrices X, Y of the same dimension, denote their commutator
The Hilbert-Schmidt norm of a tensor F ∈ T m (C n ) is defined as:
Symmetric tensors can be equivalently indexed by monomial powers. For convenience, letn := n − 1. For α := (α 1 , . . . , αn) ∈ Nn and x := (x 1 , . . . , xn), denote
. . , xn] be the ring of polynomials in x, with complex coefficients. Each F ∈ S m (C n ) is indexed by an integer tuple (i 1 , . . . , i m ), with 1 ≤ i 1 , . . . , i m ≤ n. We can equivalently index F by α ∈ Nn m as (let x 0 := 1) (2.3)
Throughout the paper, we mostly use the above monomial power indexing.
Catalecticant matrices. The Catalecticant matrix
where
and F is indexed as in (2.3). The matrix Cat(F ) is also called the symmetric flattening of F in some references. For a rank r, let σ r be the closure in the Zariski topology [13] of the set of tensors (u 1 ) ⊗m + · · · + (u r ) ⊗m , with u 1 , . . . , u r ∈ C n . The set σ r is an irreducible variety [32, Chapter 5] . It is also called the rth order secant variety of the degree m Veronese embedding of C n in the literature. The symmetric border rank of F is then defined as (2.5) rank SB (F ) = min {r : F ∈ σ r } .
It always holds that [36, Lemma 2.1]
A property P is said to be generically true on σ r if it is true in a nonempty Zariski open subset T of σ r [38, Remark 2.1]. For such a property P, we say that w is a generic point for P if w ∈ T . Interestingly, the inequalities in (2.6) become equalities if F is a generic point of σ r and r does not exceed the smaller size of Cat(F ). This fact was also noted in Iarrobino and Kanev [27, page XVIII] . For convenience of reference, we give a straightforward proof for this fact.
Proof. Let φ 1 , . . . , φ k be the r × r minors of the matrix
.
Define the mapping:
The for a tuple u = (u 1 , . . . , u r ) ∈ Z. At least one of φ 1 (u), . . . , φ k (u) is nonzero, so rank Cat(F ) ≥ r. By (2.6), we have rank Cat(F ) ≤ rank S (F ) ≤ r, which implies that (2.7) is true.
Lemma 2.1 implies that if r ≤ s, then for generic F ∈ σ r we have rank S (F ) = rank Cat(F ) = r. So, in practice, rank S (F ) and rank SB (F ) can be estimated by rank Cat(F ) when they are smaller than or equal to s. However, for generic F ∈ S m (C n ) such that rank Cat(F ) = r, we cannot conclude F ∈ σ r .
2.3. Generating polynomials. This subsection mostly reviews the results in [36] .
where F is indexed as in (2.3) and each p α is a coefficient. Let deg(p) denote the total degree of a polynomial p. As defined in [36] , a polynomial g 
The set B 1 consists of the next k monomials in the graded lexicographic order, where k ≤ rn but for which no closed expression is known. For convenience, by writing β ∈ B 0 (resp., α ∈ B 1 ), we mean that x β ∈ B 0 (resp.,
be the space of all complex matrices indexed by (β, α) 
for all γ ∈ Nn with |γ| + |α| ≤ m. The above implies that the entire tensor F can be determined by the matrix G and its first r entries F β (β ∈ B 0 ). This observation motivates the notion of generating polynomials [36, §1.3] . Denote
The relations between generating polynomials and symmetric tensor decompositions can be summarized as follows. Suppose F has the decomposition (2.14)
with u 1 , . . . , u r ∈ C n . Let (u i ) j be the jth entry of
Then, (2.14) is equivalent to the decomposition (2.16) One wonders when ϕ[G] has r common zeros (counting multiplicities). This question can be answered by using companion matrices. For each i = 1, . . . ,n, the companion matrix for ϕ[G](x) with respect to x i is M xi (G), which is indexed by (µ, ν) ∈ B 0 × B 0 and is given as
Then, ϕ[G] has r common zeros (counting multiplicities) if and only if the companion matrices
M x1 (G), . . ., M xn (G) commute [36, Prop. 2.4], i.e., (2.18) [M xi (G), M xj (G)] = 0 (1 ≤ i < j ≤n).
2.4.
Other related work on Waring decompositions. There exist other methods for computing Waring decompositions, which are related to apolarity and catalecticant matrices. For binary symmetric tensors, Sylvester's algorithm can be used to compute Waring decompositions. For higher dimensional tensors, the catalecticant matrix method is often used, which often assumes the tensor rank is small [27] . Oeding and Ottaviani [38] proposed tensor eigenvector methods, which used Koszul flattening and vector bundles. We also refer to [4, 5, 30] for related work on symmetric tensor decompositions. Brachat et al. [7] generalized Sylvester's algorithm to higher dimensional tensors, using properties of Hankel (and truncated Hankel) operators. The method is to extend a given tensor F ∈ S m (C n ) to a higher order one F ∈ S k (C n ), with k ≥ m. The new tensor entries are treated as unknowns. It requires to compute new entries of F such that the ideal, corresponding to the null space of the catalecticant matrix Cat( F ), is zero-dimensional and radical. Mathematically, this is equivalent to solving a set of equations, which we refer to Algorithm 7.1 of [7] .
The methods in [7] and [36] are both related to apolarity. They have similarities, but they are also computationally different. To see this, we consider the .3)) are respectively −8, 2, 15, −7, 17,7, 17, 4, 3, 18. It has rank r = 4. To apply the method in [7] with r = 4, one needs to extend F to F ∈ S 4 (C 3 ) with new entries F ij (i + j > 3). Their values need to be computed by solving the equation C 1 C 2 − C 2 C 1 = 0 where
To apply the method in [36] with r = 4, one needs to determine the generating polynomials, which can be parameterized as follows: Two of the parameters ω 1 , . . . , ω 8 can be eliminated by adding two generic linear equations. We refer to §4.1 of [36] for more details about the above. For generic tensors of certain ranks, the Waring decomposition is unique. In applications, the uniqueness justifies that the computed decomposition is what people wanted. Galuppi and Mella [23] showed that for a generic F ∈ S m (C n ), the Waring decomposition is unique if and only if (n, m, r) = (2, 2k − 1, 2k), (4, 3, 5) or (3, 5, 7) . When F ∈ S m (C n ) is a generic tensor of a subgeneric rank r (i.e., r is smaller than the value of the Alexander-Hirschowitz formula) and m ≥ 3, Chiantini, Ottaviani and Vannieuwenhoven [8] showed that the Waring decomposition is unique, with only three exceptions: (n, m, r) = (2, 6, 9), (3, 4, 8) or (5, 3, 9) . In all of these three exceptions, there are exactly two Waring decompositions.
Low rank approximations
For a symmetric tensor that has rank r, Theorem 2.2 can be used to compute its Waring decomposition, as in [36] . The same approach can be extended to compute low rank approximations. Given F ∈ S m (C n ), we are looking for a good approximation X ∈ S m (C n ) of F such that rank S (X ) ≤ r. Note that rank S (X ) ≤ r if and only if there exist vectors u 1 , . . . , u r ∈ C n such that
Finding the best rank-r approximation is equivalent to solving the nonlinear nonconvex optimization problem (1.3). Clearly, if rank S (F ) = r, the best rank-r approximation is given by the rank decomposition of F . When F is close to the set of rank-r tensors, the best rank-r approximation is given by the rank decomposition of a rank-r tensor that is close to F . Decompositions of rank-r tensors can be computed by using generating polynomials as in [36] . This motivates us to compute low rank approximations by using generating polynomials. Letn
For u ∈ C n with (u) 1 = 0, we can write it as
Then, u ⊗m = λ(1, v) ⊗m , and (1.3) can be reformulated as
We propose to solve (3.1) in three major stages: 1) Find a matrix G such that the polynomials ϕ[G, α] as in (2.12) approximate generating polynomials for F as much as possible. 3.1. Estimate generating polynomials. For a given rank r, let B 0 , B 1 be the monomial sets as in (2.10)-(2.11). For a matrix G ∈ C B0×B1 and α ∈ B 1 , the ϕ[G, α] as in (2.12) is a generating polynomial for F if and only if
which is implied by (2.9). A matrix G satisfying (3.2) for all α ∈ B 1 generally exists if rank S (F ) ≤ r, but it might not if rank S (F ) > r. However, we can always find the linear least squares solution of (3.2). Indeed, for each α ∈ B 1 , let the matrix A[F , α] and the vector b[F , α] be such that Consider the linear least squares problem (3.4) min
Each summand in (3.4) involves a different column of G. So, (3.4) can be decoupled into a set of smaller linear least squares problems (for each α ∈ B 1 ): 
be the vector of all parameters. The optimal solution to (3.4) is the matrix
Our goal is to find ω such that ϕ[G(ω)](x), defined in (2.13), has (or is close to have) r common zeros. By Proposition 2.4 of [36] , this requires that the companion matrices in (2.17)
are as commutative as possible. So, we propose to compute ω by solving the optimization problem
Letω be an optimizer of (3.9) and (3.10)
Approximate common zeros. Recall that ϕ[G](x) is defined as in (2.13).
By Proposition 2.4 of [36] , the polynomial system
has r complex solutions (counting multiplicities) if and only if
If no solutions are repeated, they can be computed as follows. Denote
where ξ := (ξ 1 , . . . , ξn) ∈ Cn is generically chosen. Compute the Schur decomposition
where Q = [q 1 . . . q r ] is unitary and T is upper triangular. Then, it is well-known that the vectors
are the solutions to (3.11). We refer to [14] for the details. When F is not a rank-r tensor, the equation (3.
It can be solved as an eigenvalue problem. Write, for all i,
denote the vector consisting of the columns of M i,j and
An optimizerξ of (3.13) is an eigenvector (normalized to have unit length), associated to the smallest eigenvalue of the Hermitian matrix (3.14)
Vn. As before, we compute the Schur decomposition When F is of rank r, the tensor X gp is equal to F . When F is close to a rank-r tensor, X gp is expected to be a good rank-r approximation. We will show in the next section that if F is sufficiently close to σ r , then X gp is a quasi-optimal rank-r approximation, i.e., its error is at most a constant multiple of the optimal error. Moreover, we can always improve it by solving the optimization problem (1.3) . Generally, this can be done efficiently, because X gp is a good approximation.
3.4.
A numerical algorithm. Combining the above, we propose the following algorithm for computing low rank approximations for symmetric tensors.
Algorithm 3.1. (Low rank symmetric tensor approximations.) For a given tensor F ∈ S m (C n ) and a rank r, do the following:
Step 1 Solve the linear least squares problem (3.4) and express its optimal solution as in (3.8) . If the parameter ω exists, use a suitable numerical optimization method to solve (3.9) and get G ls as in (3.10).
Step 2 Letξ be a unit length eigenvector of V corresponding to its smallest eigenvalue. Compute the Schur decomposition (3.15). The linear least squares (3.17) requires the storage of a n m × r matrix and O(n m r 2 ) flops. When the parameter ω in (3.7) exists, the nonlinear least squares problem (3.9) needs to be solved. After X gp is obtained, the nonlinear least squares problem (1.3) needs to be solved. The major difficult parts of Algorithm 3.1 are to solve (3.9) in the Step 1 and (1.3) in the Step 5. The cost for solving them depends on the choice of starting points. Generally, it is hard to estimate the complexity for solving nonlinear least squares problems. We refer to [47] for a survey of methods for solving nonlinear least squares. Classical algorithms for solving linear least squares, symmetric eigenvalue problems and Schur decompositions are numerically stable. We refer to [18] for complexity and stability issues in numerical linear algebra.
Some remarks.
The choice of rank r In practice, the rank r is often not known in advance. Theoretically, it can be very hard to get the best value of r. However, we can estimate it from the Catalecticant matrix Cat(F ). If F = X + E, then
Cat(F ) = Cat(X ) + Cat(E).
If X is a generic point of σ r and r ≤ s (the smaller size of Cat(F )), then rank S (X ) = rank Cat(X ) = r, by Lemma 2.1. Hence, rank S (X ) can be estimated by rank Cat(X ).
When E is small, rank Cat(X ) can be estimated by the numerical rank of Cat(F ) as follows: compute the singular values of Cat(F ), say, η 1 ≥ η 2 ≥ · · · ≥ η s ≥ 0. If η r is significantly bigger than η r+1 , then such r is a good estimate for rank S (X ). The border rank can also be estimated in the same way. Evaluating the rank of a matrix numerically is a classical problem in numerical linear algebra. We refer to the book [18] .
The case of real tensors When F is a real symmetric tensor, i.e., F ∈ S m (R n ), Algorithm 3.1 can still be applied. However, the computed low rank tensor X gp (and hence X opt ) may not be real any more. This is because, in the Step 2, the Schur decomposition (3.15) is over the complex field, even if the matrix L(ξ) is real. The reason is that the eigenvalues of a real matrix are often not real. For instance, the tensors in Examples 5.1 and 5.2 are real, but the low rank approximating tensors produced by Algorithm 3.1 are not real.
About uniqueness When the least squares (3.4) has a unique solution, i.e., the parameter ω does not exist, the tensor X gp in the Step 4 is uniquely determined by F . However, the tensor X opt might not be unique. This is because the optimization problem (1.3) might have more than one minimizer, or it does not have a minimizer and X opt is only approximately optimal, which is then not unique. When (3.4) does not have a unique least squares solution, the tensor X gp is not unique if (3.9) does not have a unique minimizer. Consequently, X opt might also not be unique. On the other hand, if both (3.9) and (1.3) have unique optimizers, the approximating tensors X gp and X opt are unique.
Approximation error analysis
We analyze the approximation quality of the low rank tensors X gp , X opt produced by Algorithm 3.1. Suppose 
Suppose all (u When X bs is the best rank-r approximation, the tuple (u bs 1 , . . . , u bs r ) must be scalingoptimal. So, it is reasonable to assume that (u bs 1 , . . . , u bs r ) is scaling-optimal. Otherwise, we can always replace it by a scaling-optimal one, for the purpose of our approximation analysis.
Denote by [v] B0 the vector of monomials in B 0 evaluated at the point v ∈ Cn. The approximation quality of the low rank tensors X gp , X opt produced by Algorithm 3.1 can be estimated as follows. If ǫ = E is small enough, then
where the constants in the above O(·) only depend on F .
Proof. By the condition i) and Theorem 2.2, there exists a generating matrix G bs ∈ C B0×B1 for X bs , i.e., for all α ∈ B 1 ,
By (4.3), for all α ∈ B 1 , we have
By the condition ii), the least square problem (3.5) has a unique minimizer, so there is no parameter ω in (3.7). Hence, we have
where the superscript † denotes the Moore-Penrose pseudoinverse [18] . When ǫ is sufficiently small, we have
This follows from Theorem 3.4 of the book [18] or Theorem 3.9 of the book [43] . The constant in the above O(ǫ) only depends on F . Hence,
Then we can see that
Recall thatξ is an eigenvector associated with the least eigenvalue ofV constructed for G ls . The last inequality follows from Σn i=1 |ξ i | ≤ √n ξ and the definition of 
with a common eigenvector [36, §2] . The eigenvalues of L(ξ, G bs ) arê
By the condition iv), the matrix L(ξ, G bs ) does not have a repeated eigenvalue when ǫ > 0 is small enough. Recall that the unitaryQ and upper triangularT are from the Schur decomposition (3.15) of L(ξ, G ls ) = L(ξ) as in (3.12) . For ǫ > 0 small, there exist a unitary matrix Q 1 and an upper triangular matrix
This can be derived from [31] or [44, Theorem 4.1] . The constants in the above O(ǫ) depend on G ls , and then eventually only depend on F .
The matrices L(ξ, G bs ) and T 1 have common eigenvalues. Because T 1 is upper triangular and its diagonal entries are all distinct, there exists an upper triangular nonsingular matrix R 1 such that Λ 1 := R −1
This results in the eigenvalue decomposition 
Since L(ξ, G bs ) does not have a repeated eigenvalue, each eigenvector is unique up to scaling. So, there exists a diagonal matrix D 0 such that Q 1 R 1 = P D 0 . For each j, the matrix
is an eigenvalue decomposition, so that the diagonals of D j and S j are the same. So, for all i, j, we have
(P −1 (i, :) denotes the i-th row of P −1 .) For each i, the vector  
By (3.16) and (4.6), the above implies that (up to permutation of indices) Hence,
The constants in the above O(ǫ) eventually only depend on F . Moreover, X opt is improved from X gp by solving the optimization problem (1.3). So, F − X opt ≤ F − X gp , and the proof is complete.
In the condition i) of Theorem 4.1, we assume the linear independence of the vectors [v . When m = 3, 4, the above requires r ≤ n; when m = 5, 6, it requires r ≤ 
Numerical experiments
In this section, we present numerical experiments for computing low rank symmetric tensor approximations. The computations were performed in MATLAB R2012a, on a Lenovo Laptop with CPU@2.90GHz and RAM 16.0G. In the Step 1 and Step 5 of Algorithm 3.1, the MATLAB function lsqnonlin is used to solve the nonlinear least squares problems (3.9) and (1.3). In the parameters for lsqnonlin, MaxFunEvals is set to be 10000, and MaxIter is 1000. The rank r is chosen according to the first remark in subsection 3.5.
We display a rank-r tensor X = (u 1 ) ⊗m + · · · + (u r ) ⊗m by showing the decomposing vectors u 1 , . . . , u r . Each u i row by row, separated by parenthesises, with four decimal digits for each entry.
Some examples.
Example 5.1. Consider the cubic tensor F ∈ S 3 (C n ) such that
For n = 6, the 3 biggest singular values of Cat(F ) are 5.7857, 5.4357, 7 × 10 −16 .
As in the subsection 3.5, we consider the rank-2 approximation. When Algorithm 3.1 is applied, we get the errors
It took about 0.4 second. The computed rank-2 approximation X opt is given as: The approximation tensors X gp and X opt indeed give a rank decomposition for F , up to a tiny round-off error. The computation is similar for other values of n.
Example 5.2. Consider the quartic tensor F ∈ S 4 (C 5 ) such that According to the subsection 3.5, we consider rank-4 approximation and apply Algorithm 3.1. It took about 1.8 seconds. The approximation errors are:
The tensor X opt is given as: Example 5.3. Consider the cubic tensor F ∈ S 3 (R n ) such that
The catalecticant matrix Cat(F ) has rank 2. The symmetric border rank of F is 2, while its symmetric rank is 3 (cf. [10, §8.1]). This is because
where a = (1, . . . , 1) and b = (1, 2, . . . , n). The best rank-2 approximation does not exist, but F is arbitrarily close to a rank-2 tensor. For convenience of discussion, consider the value n = 5. When r = 2, the monomial sets B 0 , B 1 are
They have a repeated common zero, which is (1, 1, 1, 1) . The companion matrices
They have the repeated eigenvalue 1 and are not diagonalizable. We apply Algorithm 3.1 to compute its rank-2 approximation. It took about 0.3 second. At
Step 3, the computed vectors v They are quite close to (1, 1, 1, 1 ), but not exactly same, because of round-off errors. The resulting approximation errors are
The approximating tensors X gp and X opt are almost same. They are given as The condition iv) of Theorem 4.1 is not satisfied. However, in the computation, X gp and X opt are actually high quality rank-2 approximations.
Approximation quality.
We present numerical experiments for exploring approximation qualities of the low rank tensors X gp , X opt given by Algorithm 3.1. By Theorem 4.1, if F ∈ S m (C n ) is sufficiently close to a rank-r tensor, then X gp and X opt are quasi-optimal rank-r approximations. First, we provide numerical experiments to estimate the constants hidden in O(·) of (4.5). Example 5.4. Generate rank-r tensors of the form
where each u i ∈ C n has random real and imaginary parts, obeying Gaussian distributions. Then, choose a random tensor E ∈ S m (C n ), whose entries are all randomly generated. Scale E to have a desired norm ǫ > 0. Let
Approximation qualities of X gp and X opt can be measured by the relative errors err-gp := F − X gp / ǫ, err-opt := F − X opt / ǫ.
They can be used to estimate the constants hidden in O(·) of (4.5) in Theorem 4. For each (n, m, r, ǫ), we generate 100 random instances of F . For each instance, apply Algorithm 3.1 to compute the approximating tensors X gp and X opt , whose symmetric ranks ≤ r. For these 100 instances, we record the minimum, maximum and quartiles of err-gp. For err-opt, we record the minimum and maximum, because the variance is small. The consumed computational time for each instance also does not vary much, so we record the average (in seconds). For the case of approximations in S 3 (C 10 ), the computational results are reported in Table 1 . For tensors in S 4 (C 10 ), the results are reported in Table 2 . In these two tables, the first column lists the values of r; the second column lists the values of ǫ; the columns entitled by err-gp list the relative error bounds err-gp for the minimum, maximum and quartiles; the columns entitled by err-opt list the relative error bounds err-opt for the minimum and maximum; the last column lists the average of computational time of Algorithm 3.1. As one can see, for the majority of instances, X gp is a good approximation. For a few cases, the relative error err-gp is big, but the absolute error F − X gp is still small (compared with the tensor norm F ). For all instances, the improved tensor X opt (by solving the optimization (1.3) with X gp as a starting point) gives a high quality rank-r approximation.
A traditional approach for computing low rank tensor approximations is to solve (1.3) by nonlinear least squares (NLS) methods. NLS requires a starting point for the approximating tensor. A typical method for choosing starting points is to flatten
and F is rank-r, the methods in [19, 33] can be applied to get a decomposition for F . Low rank tensors often has unique rank decompositions, so the computed decomposition often corresponds to the unique symmetric decomposition. For low rank approximations, this approach can still be applied to get an approximate Waring decomposition, which then can be used a starting point for solving (1.3) by NLS. This is the current state-of-the-art. However, when r > n−1+⌊(m−1)/2⌋ n−1 , there are no general methods for choosing good starting points. In computational practice, people often choose random ones. On the other hand, Algorithm 3.1 does not depend on the choice of starting points. It has good performance even if the value of r is large. The following is a computational experiment for this.
Example 5.5. We compare Algorithm 3.1 with the NLS approach for solving (1.3), i.e., only Step 5 of Algorithm 3.1 is implemented with randomly chosen starting points. As suggested by a referee, we make the comparison on low rank tensors of the form
where u 1 , . . . , u r are random complex vectors as in Example 5.4 and τ > 0 is a scaling factor. In the numerical test, we choose
We choose E, with E = ǫ, in the same way as in Example 5.4 and let F = R + E. Let X opt be the low rank tensor produced by Algorithm 3.1 and the relative error err-opt is measured in the same way. For the NLS method, we apply the MATLAB function lsqnonlin with random starting points. For a better chance of success, we apply lsqnonlin 10 times with different random starting points, and then select the best low rank approximating tensor that is found, which we denote as X nls . Its relative error is similarly measured as err-nls := F − X nls / ǫ.
We test for the values n = 10, m = 3, r = 11, 12, 13, 14, 15 and ǫ = 10 −2 , 10 −4 , 10 −6 .
Use tm-opt to denote the time consumed by Algorithm 3.1, and use tm-nls to denote the time of applying lsqnonlin 10 times in total. The ratio err-nls/err-opt measures the difference of their approximation qualities. The bigger it is, the better the approximation quality X opt has. The ratio tm-nls/tm-opt measures the difference of their computational time. The bigger it is, the more expensive the NLS is. For each (r, ǫ) as above, we generate 20 random instances of F , and then compute X opt , X nls respectively by applying Algorithm 3.1 and lsqnonlin. We report the 1st, 5th, 10th, 15th and 20th smallest values of the ratio err-nls/err-opt (the 1st one is the minimum and the 20th one is the maximum), and the minimum, medium and the maximum values of the ratio tm-nls/tm-opt. These ratios are reported in Table 3 . The first column lists the values of r; the second column lists the values of ǫ; the third through seventh columns list the values of err-nls/err-opt; the last three columns list the values of tm-nls/tm-opt. As one can see, the advantage of Algorithm 3.1 over NLS is quite clear, in terms of both the approximation quality and the computational time. There are a few cases that err-nls/err-opt is small. This is because the optimization problem (3.9) was not solved successfully and X gp is not an accurate estimate for the best low rank approximation. 5.3. Waring decompositions. As mentioned in Corollary 4.2, Algorithm 3.1 can also be applied to compute Waring decompositions, when the tensor F has rank r, under suitable conditions. For generic tensors of certain ranks, the Waring decomposition is unique, as shown in [8, 23] . When it is unique, the Waring decomposition can be computed by Algorithm 3.1. When it is not unique, Algorithm 3.1 can be applied to get distinct Waring decompositions, if different starting points are used for solving (3.9) in the Step 1. The following is such an example.
Example 5.6. Consider the tensor F ∈ S 4 (C 4 ) that is given as Chiantini et al. [8] showed that a generic tensor of rank 8 in S 4 (C 4 ) has two distinct Waring decompositions. The above computation confirmed this fact.
In the following, we report more numerical experiments for using Algorithm 3.1 to compute Waring decompositions. Example 5.7. As in Example 5.4, we generate F in the same way, except letting E = 0. For each instance of F , we apply Algorithm 3.1 to get X gp . Because of round-off errors and numerical issues, X gp may not give an exact decomposition for F . However, the improved tensor X opt usually gives a more accurate decomposition. Generally, X opt can be computed easily, because X gp is already very accurate. For each (n, m, r) in Table 4 , we generate 100 random instances of F , except for (n, m, r) ∈ { (40, 3, 30) , (25, 4, 25) , (30, 4, 30) }.
(For the above 3 cases, only 10 random instance were generated, because of the relatively long computational time.) For each (n, m, r) with the symbol * , it means that the least squares problem (3.4) has a parameter ω in its optimal solution, and the nonlinear optimization problem (3.9) needs to be solved. For all the instances, we get correct rank decompositions (up to tiny round-off errors). For each (n, m, r), the average of computational time (in seconds) is reported in Table 4 . As we can see, Waring decompositions of low rank symmetric tensors can be computed efficiently by Algorithm 3.1.
Conclusions and Future Work
This paper studies the low rank approximation problem for symmetric tensors. The main approach is to use generating polynomials. The method is described in Algorithm 3.1. We showed that if a symmetric tensor is sufficiently close to a low rank one, the low rank approximating tensors produced by Algorithm 3.1 are quasi-optimal. Moreover, Algorithm 3.1 can also be applied to compute Waring decompositions. Numerical experiments for the computation are also given. There is still much future work to do for computing low rank symmetric tensor approximations. When is Algorithm 3.1 able to produce best low rank approximations? If it does, how can we detect that the computed low rank approximation is the best? Mathematically, the best low rank approximation might not exist [17] . In such a case, how can we get a low rank approximation that is close to being best? If a symmetric tensor is not close to a low rank one, Algorithm 3.1 can be still be applied to get a low rank approximation, but its quality cannot be guaranteed. For such a case, how can get better low rank approximations? To the best of the author's knowledge, these questions are mostly open. They are interesting questions for future work.
