The energy production through thermo-nuclear fusion requires the confinement of the plasma into a bounded domain. In most of the cases, such configurations are obtained by using strong magnetic fields. Several models exist for describing the evolution of a strongly magnetized plasma, i.e., guiding-center approximation, finite Larmor radius regime, etc. The topic of this paper concerns a different approach leading to plasma confinement. More exactly we are interested in mathematical models with fast oscillating magnetic fields. We provide rigorous derivations for this kind of models and analyze their properties.
Introduction
Motivated by the energy production through thermo-nuclear fusion, many research programs concern plasma confinement models. It is well known that good confinement properties are obtained under strong magnetic fields B ε = O(1/ε) with ε > 0 a small parameter. Using the kinetic description and neglecting the particle collisions lead to the Vlasov equation
with the initial condition
Here f ε = f ε (t, x, p) ≥ 0 is the distribution function of the particles in the positionmomentum phase space (x, p) ∈ R 3 ×R 3 , m is the particle mass, e is the particle charge
and (E ε , B ε ) stands for the electro-magnetic field.
Standard configurations ensuring confinement are those obtained by applying strong magnetic fields. For example, assuming that the electric field derives from a given potential E = −∇ x φ and the magnetic field is stationary, divergence free
, div x (Bb) = 0, 0 < ε << 1 for some scalar positive function B(x) and some field of unitary vectors b(x), lead to the Vlasov equation
whose limit as ε ց 0 is known as the guiding-center approximation. The particles rotate around the magnetic lines and the radius of this circular motion, which is called the Larmor radius ρ L , is proportional to the inverse of the magnetic field. Therefore when the magnetic field is strong, the typical Larmor radius vanishes and the particles remain confined along the magnetic lines. But the frequency of these rotations, which is called the cyclotronic frequency, is proportional with the magnetic field. Consequently, high magnetic fields introduce small time scales, since the cyclotronic period is much smaller than the observation time. Clearly, the transport equation ( From the numerical point of view, the efficient resolution of (3) requires multiple scale analysis [3] or homogenization techniques. It is also possible to appeal to Lagrangian and Hamiltonian methods [9] . For a unified treatment of the main physical ideas and theoretical methods that have emerged on magnetic plasma confinement we refer to [15] .
The guiding-center approximation for the Vlasov-Maxwell system was studied in [5] by the modulated energy method. The case of three dimensional general magnetic shapes (3) has been studied in [7] , using a general method, based on ergodicity, introduced in [6] . It was proved in [7] that the limit density f = lim εց0 f ε satisfies the Vlasov equation
where for any (x, p) with p∧b(x) = 0 the symbolp stands for the orthogonal momentum to p, contained in the plane determined by b(x) and p, and such that its coordinate along b(x) is positive, that means
and the frequency ω(x, p) is given by
The analysis of the Vlasov or Vlasov-Poisson equations with large external magnetic field have been carried out in [10] , [12] , [8] , [11] , [13] . The numerical approximation of the gyrokinetic models has been performed in [14] using semi-Lagrangian schemes.
Other methods are based on the water bag representation of the distribution function [16] .
Notice that configurations with large magnetic field amplitude require huge energy since the magnetic energy is quadratic with respect to |B ε | = B/ε.
We investigate here models with fast oscillating magnetic fields B ε (t, x) = θ(t/ε)B(x)b(x), 0 < ε << 1 (4) where θ = θ(s) is a given T periodic profile of class C 1 . The magnetic energy dissipated in this case is much lower than for the guiding-center approximation and remains of order of |B| 2 . Therefore such models will be more interesting for real life applications, provided they still have good confinement properties. At this stage we neglect the gradient and curvature effects of the magnetic field, assuming that
for some constant B > 0. The general model including gradient and curvature effects will be discussed in Section 7. The vector potential corresponding to this magnetic field, i.e., satisfying
Decomposing the electric field into gradient and rotational parts
and therefore the electric field induced by the time fluctuations of the magnetic field is
The Vlasov equation becomes, with the notations
Here E = −∇ x φ is a given irrotational electric field or can be determined eventually by solving the Poisson equation
The concentration n 0 (x) corresponds to a neutralizing background of charged particles of opposite sign and ε 0 is the electric permittivity of the vacuum.
Our paper is organized as follows. The main results are presented in Section 2.
In Section 3 we introduce the mathematical tools that we need for our analysis. It mainly concerns the average operator with respect to characteristic flows. We discuss its main properties as range characterization, Poincaré and Sobolev inequalities. Some commutation results are established in Section 4. Section 5 is devoted to the derivation of the limit model, which follows in a natural way by appealing to the average operator introduced before. We establish the conservation of the total energy and justify the confinement properties for such a model. The asymptotic behaviour towards this limit model is analyzed in Section 6. The general three dimensional setting is investigated in the last section.
Presentation of the model and main results
The Vlasov equation (5) reduces to the characteristic system
It is convenient to introduce the fast variable s = t/ε and the standard ansatz
(here all dependences with respect to the fast variable s are supposed T periodic, as the profile θ = θ(s)) leading to
At least formally one gets the equations
at the lowest order ε −1 and
at the next order ε 0 . It follows that the quantities
depend only on t. Therefore, in order to obtain the characteristic equations satisfied by the leading order terms (X 0 , P 0 ) we write the equations (9) in terms of (X 0 , Q 0 ) and eliminate (X 1 , P 1 ) by averaging with respect to the fast variable s over one period.
The first equation in (9) becomes
and therefore averaging with respect to s yields
Similarly, the second equation in (9) implies
We also prove a strong convergence result
be the solution of (13), (14) and (f ε ) ε the solutions of the problems (5), (2) . Then for
Average operator
The previous considerations clearly show that the limit of the Vlasov equation with fast oscillating magnetic field deals with multi-scale techniques and homogenization arguments. For the rigorous derivation of the limit model (12) we appeal to a slightly different method, based on Hilbert expansion at the density level
In this section we assume that E = −∇ x φ is a given electric field. Plugging this ansatz into (5) leads to
and we obtain formally
at the next order ε 0 . The following operator will play a crucial role in our analysis
with domain
with L 2 # (R s ; X) the space of square integrable T periodic functions u : R → (X, · X ), endowed with the norm
We denote by (S, X, P ) = (S, X, P )(τ ; s, x, p) the characteristics of the first order
with the conditions
It is easily seen that
Notice that {x, p − mωc 2 θ(s) ⊥ x} is a complete family of functional independent prime integrals of (22). We introduce the average operator along the characteristic flow (23) cf. [6] u (s, u ∈ ker T :
Therefore we have
. It is well known that the kernel of T is given by the functions invariant along the characteristics (23)
Clearly u depends only on x and p − mωc 2 θ(s) ⊥ x, cf. (24), and thus u belongs to ker T . Pick a function ϕ ∈ ker T i.e.,
and let us compute I = T 0 R 3 R 3 (u − u )ϕ dpdxds. Using the change of coordinates
, one gets
We investigate now the solvability of the equation T u = v. We have a simple characterization in terms of the kernel of the average operator. Notice that if v = T u ∈ Range T we have for any ϕ ∈ ker
saying by Proposition 3.1 that v = 0. Moreover we have Proposition 3.2 The restriction of T to ker · is one to one map onto ker · . Its inverse belongs to L(ker · , ker · ) and we have the Poincaré inequality
Proof. We already know that Range T ⊂ ker · . Assume now that u ∈ D(T ) ∩ ker · such that T u = 0. Since · = Proj ker T we have u = u = 0 saying that T | ker · is injective. Consider now v ∈ ker · and let us prove that there is u ∈ ker · ∩ D(T )
Indeed it is easily seen that the solutions (u α ) α>0 are given by
Applying the average operator to (26) yields u α = 0 for any α > 0. We introduce the function
Notice that for any fixed (s, x, p) the function τ → V (τ ; s, x, p) is T periodic, because
Integrating by parts we obtain
Extracting a sequence (α n ) n such that lim n→+∞ α n = 0, lim n→+∞ u αn = u weakly in
Remark 3.1 Notice that T −1 leaves invariant the set of zero average functions, with compact support. Indeed, if v ∈ ker · has compact support, let us say supp v ⊂ {(s, x, p) : |x| ≤ R, |p| ≤ R} for some R > 0, it is easily seen that for any α > 0, the function u α in (26) has compact support (uniformly with respect to α)
and therefore the weak limit u = lim αց0 u α has compact support.
Notice that we have the orthogonal decomposition of
p )) into invariant functions along the characteristics (22) and zero average functions u = u + (u − u ), since by Proposition 3.1 we have
We end this section with the following Sobolev inequality
In particular for any function u ∈ D(T ) ∩ ker · we have
Proof. Without loss of generality we can assume that the function u is smooth (the general case follows by standard density arguments). For any s ∈ R and t ∈ [s − T, s]
we have
After integration one gets
Averaging with respect to t over the period [s − T, s] yields
and the first statement follows with
4 Commutation properties of the average with respect to derivations
We have seen that T −1 restricted to zero average functions is linear and continuous. In view of further regularity that we need for the asymptotic analysis of (5) we investigate now the action of T −1 and · over subspaces of smooth functions. We formulate our statements in the general framework of a characteristic flow associated to smooth, divergence free fields. Let b : R m → R m be a field satisfying
and the growth condition
Under the above hypotheses the characteristic flow Y = Y (s; y) is well defined
and has the regularity
Since the field is divergence free, we deduce by Liouville's theorem that for any s ∈ R, the map y → Y (s; y) is measure preserving.
Notice that we don't make any periodicity assumption on the flow Y . As usual the notation b · ∇ y stands for the first order differential operator with domain
operator is given by L 2 functions which are constant along the flow Y
It is easily seen that for any function u ∈ L 2 (R m ) and any T > 0
and therefore we can expect compactness properties for the family of averages along the flow Y i.e., {
u(Y (s; ·)) ds, T > 0}. Indeed, the mean ergodic theorem, or von Neumann's ergodic theorem (see [18] , pp. 57) allows us to construct the average operator along the flow Y . 
It is easily seen that Range (b·∇ y ) ⊂ ker · . Actually it is shown in [6] that Range (b · ∇ y ) = ker · . We are searching now for derivations commuting with the average operator.
We prove that the average operator is commuting with any derivation c · ∇ y associated to a field c in involution with b. We recall here the following basic results concerning derivation operators along fields in R m . For any ξ = (ξ 1 (y), ..., ξ m (y)), where
we denote by L ξ the operator ξ · ∇ y . A direct computation shows that for any
where χ is the Poisson bracket of ξ and η
It is well known (see [2] , pp. 93) that L ξ , L η commute (or equivalently the Poisson bracket [ξ, η] vanishes) iff the flows corresponding to ξ, η, let say Z 1 , Z 2 , commute
Consider a smooth field c in involution with b and having bounded divergence
and let us denote by Z the flow associated to c (we assume that Z is well defined for any (s, y) ∈ R × R m ). We claim that the following commutation property holds true. 
Proof. The commutation property of the flows Y, Z and Proposition 4.1 allow us to write the strong convergences in
Notice that the third equality in the above computations follows by changing the variable along the flow Z and by using the boundedness of div y c.
We denote by c · ∇ y the operator with the domain Then u ∈ D(c · ∇ y ) and c · ∇ y u = c · ∇ y u .
Proof. For any h ∈ R ⋆ we have
and by the continuity of the average operator, we deduce that
Similarly we can prove
We are ready now to study how the regularity propagates under the action of (b·∇ y ) −1 .
We make the following assumption (Poincaré inequality)
meaning that the range of b · ∇ y is closed i.e., Range (b · ∇ y ) = Range (b · ∇ y ) = ker · and b · ∇ y restricted to ker · is one to one map onto ker · with bounded inverse.
Notice that the above hypothesis is satisfied by the operator in (21), cf. Proposition 3.2. 
Since the average is commuting with the translations along the flow of c we have
and we can apply the Poincaré inequality (30)
. Notice also that we have
Regularity propagation under fast oscillating magnetic fields
We apply the previous general results to the operator (21) acting on the phase space (s, x, p) ∈ R 7 . We indicate a complete family of fields in involution with respect to
The reader can convince himself by direct computations.
Proposition 4.6
The following fields are in involution with respect to
3 . Let us denote by u the unique zero average solution of T u = v. Then
and
Proof. By the hypotheses we know that v ∈ ∩
) and therefore Proposition 4.5 implies
In particular we have
Limit model
We are ready now to investigate the limit model of (5) as ε ց 0. We appeal to the method introduced in [6] for general transport problems (see also [4] ) which combines Hilbert expansion and average properties. A rigorous convergence result is obtained using the notion of two-scale convergence. We analyze the properties of the limit model, in particular we establish the energy conservation and justify the confinement around the magnetic lines. The terms in the Hilbert expansion (17) satisfy
The equation (31) says that at any time t ∈ R + the function (s,
belongs to ker T and therefore
The time evolution equation for f 0 is obtained from (32) after eliminating f 1 . Thanks to Proposition 3.2 we have for any t ∈ R +
Therefore (32) is equivalent to
It remains to compute the averages of the derivatives with respect to x and p. For simplifying the computations we assume that f 0 is smooth but it can be shown that the limit model which we will obtain still holds true in the distribution sense.
Proof. We have, with the notation
since the derivatives of g are constant along the characteristic flow (22). By the definition of the average operator we have
Similarly we obtain
The second statement follows easily observing that ∇ p f = ∇ q g and therefore
Combining the previous computations yields the transport equation
which is exactly (12) . Performing the change of unknown
Based on the concept of two-scale convergence, introduced in [17] and developed in [1] we prove a two-scale convergence result of the solutions in (5) towards (35), supplemented by an appropriate initial condition.
for the set of continuous T periodic functions with values in the normed linear space X).
Adapting the arguments in [1] we obtain
Then there is a sequence ε n ց 0 and a function
Proof. (of Theorem 2.1) We use the weak formulation of (5) with the test function
. We obtain −η(0)
Multiplying the previous formulation by ε, one gets by two-scale convergence (after extraction eventually)
saying that f 0 (t, ·, ·, ·) ∈ ker T for any t ∈ R + . We use now the same weak formulation,
, let us say supp ψ ⊂ {(x, q) : max{|x|, |q|} ≤ R}.
In this case supp ϕ ⊂ {(s, x, p) : max{|x|,
and the weak formulation becomes
As before, by two-scale convergence one gets
Similarly one gets
Therefore (36) implies
We transform the term involving the initial condition. Since ϕ ∈ ker T we have for any
We transform now the right hand side of (37) thanks to Lemma 5.1. Indeed, since f (t, ·, ·, ·) ∈ ker T , for any t ∈ R + , we have by the variational formulation of the average operator in Proposition 3.1
Combining now (37), (38), (39) implies that f 0 is a weak solution of the transport problem (13), (14) . Equivalently, the function g
is a weak solution of the transport equation (34), supplemented by the initial condition
Notice that the model (34), (40) is posed in a six dimensional phase space whereas the model (13), (14) acts on a seven dimensional phase space. Thus, at least for the numerical point of view it is preferable to appeal to (34), (40).
It is interesting to observe that, as ε ց 0, the kinetic energy of f 0 (t, t/ε, ·, ·) ≈ f ε (t, ·, ·) can be decomposed into kinetic energy and elastic energy associated to the
Moreover, when the electric potential solves the Poisson equation corresponding to the concentration R 3 f 0 (t, t/ε, x, p) dp = R 3 g 0 t, x, p − mω c 2 θ(t/ε) ⊥ x dp = R 3 g 0 (t, x, q) dq the total energy is preserved. In order to simplify our computations we work with smooth solutions.
) is a given electric field then
, then there is a continuous nondecreasing function R depending on t, such that
) and solves the Poisson equation
Proof. i) It is easily seen that
Observe that
and thus multiplying (34) by χ we deduce
For any function η ∈ L 1 loc (R + ) we can write
for some ν > 0. We consider a function ξ satisfying
Applying the weak formulation of (34) with the test function (t, x, q) → ξ( χ(x, q) − α(t)), with α ∈ C 1 (R + ) yields by (43)
We take α(0) = νR in and α
Similarly, applying the weak formulation of (34) with the test function (t,
we obtain
Taking β(0) = νR in and β
We have proved that
for some continuous nondecreasing function R(t). Notice also that for any
iii) Assume now that the electric potential solves the Poisson equation (42). By standard computations involving the continuity equation
Combining (44), (46) yields d dt
In the sequel we inquire about the confinement properties of the limit model (34), (40) (resp. (13), (14)). We exploit here the invariants of (34). Let us consider for the moment that the potential is stationary. In this case notice that (34) writes under the Hamiltonian form
with the Hamiltonian
In particular H is a stationary solution of (34) or equivalently H is an invariant of the characteristic flow of (34)
Under additional hypotheses on the electric potential φ it is easily seen that the plasma remains confined in a bounded region around the magnetic field lines. Indeed, assume that the hypothesis in Theorem 2.2 holds true lim
uniformly with respect to x 3 and that at the initial time we have
for some nonnegative profile λ ∈ C 1 (R), vanishing on [L, +∞[. By the maximum principle we deduce that
which guarantees the compactness of the support of g 0 (t) along the orthogonal directions to the magnetic lines, uniformly in time. Indeed, we have
By the hypothesis (47) there is R > 0 such that for any x ∈ R 3 verifying | ⊥ x| > R we have
and finally
Remark 5.1 If the electric potential depends only on | ⊥ x| and
another invariant of (34). If the electric potential depends only on | ⊥ x| then q 3 is an invariant of (34) as well.
When the electric potential depends on time, the previous Hamiltonian becomes H(t, x, q) = χ(x, q) + eφ(t, x) and therefore we obtain
In this case we need to construct a particular super-solution for (34).
Proof. (of Theorem 2.2 for time dependent electric potential) We work in the phase space (x, q), using the equation (34) and the initial condition (40). By the hypotheses we know that
Let us consider the function h defined for any (t, x, q)
Taking into account (49) it is easily seen, by the monotonicity of λ, that
By the maximum principle we deduce that
By the hypothesis (16) there is R > 0 such that for any (t, x) ∈ R + ×R 3 , with | ⊥ x| > R we have
In particular
Asymptotic behaviour
The aim of this section is to justify rigorously the Hilbert expansion (17) . More precisely we intend to prove that
, uniformly for t in bounded intervals. The idea is to introduce the solution F ε = F ε (t, s, x, p) of the transport problem
and to observe that F ε (t, t/ε, x, p) satisfies (5), (2), saying that F ε (t, t/ε, x, p) = f ε (t, x, p). We start by estimating the error between F ε (t, s, x, p) and f 0 (t, s, x, p). We also prove that for any I ∈ R + the functions {F ε (t) : t ∈ [0, I], ε > 0} are uniformly compactly supported.
there is a constant C 1 (I) such that
Proof. By Proposition 5.2 ii), the solution of the problem (13), (14) has compact support, uniformly for t in bounded intervals i.e., ∀ I ∈ R + , ∃ R(I) such that
Under our hypotheses, the solution f 0 has the regularity
Recall that the model (35) is equivalent to (33). By Proposition 3.2, for any t ∈ R + , there is a unique function f 1 (t) of zero average such that
Since f 0 is smooth and has compact support (uniformly with respect to t in bounded intervals) the following set
. By Propositions 4.4, 4.7 we deduce that
. Combining (50), (52) and the constraint (31) yields
and after integration with respect to (s, x, p) one gets
Taking into account that F ε , f 0 satisfy the same initial condition we deduce that
is a continuous nondecreasing function δ :
In particular for any
Proof. Let us consider a function ξ ∈ C 1 (R) satisfying
for some constant C > 0. We denote by h the function
Notice that h depends only on the invariants x and q = p − mωc 2 θ(s) ⊥ x and therefore T h = 0. By direct computations one gets
and therefore
Finally the function h satisfies
Using now the weak formulation of (50) with the test function (t, s, x, p) → ξ(h(s, x, p)− δ(t)), with δ ∈ C 1 (R + ) yields
Notice that
and therefore δ 0 := sup{h(s, x, p) : (s, x, p) ∈ ∪ ε>0 supp F ε (0)} < +∞. In this case we
We determine the function δ by solving
with the initial condition δ(0) = δ 0 . The right hand side of (53) becomes
Combining (53), (54), (55) implies
and by Gronwall's lemma we deduce that
Once we have estimated the error between F ε and f 0 , the asymptotic behaviour of f ε (t, x, p) − f 0 (t, t/ε, x, p) as ε ց 0 follows by using the Sobolev inequality in Proposition 3.3.
Proof. (of Theorem 2.3) By Proposition 3.3 we have
since T f 0 (t) = 0 for any t ∈ R + . Thanks to Proposition 6.1 we know that F ε (t) − f 0 (t) ≤ C 1 (I)ε, t ∈ [0, I], ε > 0 and we are done if we can find a constant C 2 (I) such that T F ε (t) ≤ C 2 (I)ε, t ∈ [0, I], ε > 0 since in that case we would obtain f ε (t, ·, ·) − f 0 (t, t/ε, ·, ·) L 2 (R 3 ×R 3 ) ≤ C(T )(C 1 (I) + C 2 (I))ε, t ∈ [0, I], ε > 0.
Obviously, multiplying (50) by F ε and integrating with respect to (s, x, p) we control the L 2 norm of F ε (t, ·, ·, ·) uniformly in t ∈ R + and ε > 0
We intend to control the derivatives ∇ (t,x,p) F ε as well, uniformly with respect to ε > 0.
The idea is to use the derivations commuting with T , introduced in Proposition 4.6.
Indeed, with the notation a(t, s, x, p) = (0, , eE(t, x) + ω c θ(s) ⊥ p) the equation (50) becomes
Applying the operator c i · ∇ (s,x,p) , i ∈ {1, ..., 6} and taking into account that c i · ∇ (s,x,p) T F ε = T (c i · ∇ (s,x,p) F ε ) one gets
at the next order ε 0 . As before, the point is how to eliminate the first order correction f 1 appearing in (63), based on the constraint (62). We introduce the operator T 1 u = div (s,p) {u(1, −e θ ′ (s)A(x))} with domain
The characteristics (S, X, P )(τ ; s, x, p) of the first order differential operator T 1 are given by S(τ ; s, x, p) = s + τ, X(τ ; s, x, p) = x, P (τ ; s, x, p) = p + e(θ(s) −θ(s + τ ))A(x). (64) Notice that a complete family of functional independent invariants is given by {x, p + eθ(s)A(x)} and therefore the constraint (62) becomes ∃ g 0 = g 0 (t, x, q) : f 0 (t, s, x, p) = g 0 (t, x, q = p + eθ(s)A(x)).
In particular f 0 (t, t/ε, x, p) is fast oscillating through the periodic profile θ(s = t/ε) and therefore we expect that f 0 (t, s, x, p) is the two-scale limit of f ε (t, x, p) when ε ց 0.
The average operator · 1 along the characteristic flow (64) is given by where f 0 (t, s, x, p) = g 0 (t, x, q = p + eθ(s)A(x)), since T 1 f 0 (t) = 0 for any t ∈ R + . The transport equation in the phase space (x, p) becomes
We supplement these transport equations by the initial conditions g 0 (0, x, q) = f in (x, q − e θ(0)A(x)) (68) f 0 (0, s, x, p) = f in (x, p + e (θ(s) − θ(0))A(x)).
Following the lines in Sections 5, 6 we can prove weak and strong convergence results, which justify the Hilbert expansion in (17) . In the weak framework we obtain
) be a weak solution of (60), (61). Then there is a sequence ε n ց 0 such that (f εn ) n two-scale converges towards a weak solution of (67), (69).
