A simple semi-heuristic method for designing PID controllers for time constant models are shown to be close to optimal. A Process-Reaction Curve method is proposed, composed by a method for approximating stable time constant models with an unstable DIPTD model, and relative time delay error δ-PID controller tuning. The Pareto-Optimal controller is used as reference.
Introduction
By heuristic, we mean that the method has evolved based on practical implementations or simulations. The most known examples of heuristic PID controller (h c (s) = K p (1 + 1 Tis + T d s)) tuning methods are given in Ziegler and Nichols (1942) (ZN) , which proposed two methods, a Process-Reaction Curve (PRC) method and an ultimate gain method, i.e. based on open-(reaction curve) and closed loop (with P controller) transient step responses, i.o.
In this paper, PRC methods are at focus, where the ZN method has the following tuning rule for a PID controller,
where
are the maximum slope of curve (reaction rate) and the lag, i.o., and, t 1 = arg R, y 1 = y(t 1 ). This is illustrated in Figure 1 . See App. 4 for proof of Eq. (5).
In this work, a semi-heuristic PRC PID controller tuning method is proposed, i.e. a simple, K, and, τ , estimation rule for a Double Integrator Plus Time Delay (DIPTD) model (h p (s) = K 1 s 2 e −τ s ), based on a reaction curve for a stable (possible) higher order system or model, is proposed. Thereafter, the newly published δ-PID controller tuning method, Di Ruscio and is used, where a relative time delay error, δ > 0, is prescribed. Note, that other PRC methods as ZN and Cohen-Coon (Cohen and Coon (1952) ) are fixed, i.e. there are no tuning parameters. Hence, these methods may perform poorly in some situations.
Notice that, noise is not considered, i.e. only deterministic model or system responses are given. Cases with noise is recommended to be dealt with using proper system identification methods, e.g., Ljung (1999 ), Di Ruscio (1996 and Di Ruscio (2009), thereafter, possible DIPTD model approximations may be done.
Only reaction curves of following process models are assumed in this work, Open-loop step response Line, y=Rt+b Figure 1 : Lag, L, and reaction rate, R, illustrated on the reaction curve from the process model as given in row 1, column 1 in Table 1. where, T 1 ≥ T 2 ≥ · · · ≥ T n ≥ 0, and, n > 1. The contributions in this paper may be itemized as follows.
• It is proposed to approximate a stable time constant model as in Eq. (6) with an unstable DIPTD model.
• A semi-heuristic method for tuning PID controller tuning based on reaction curve is proposed.
• The proposed method is compared vs. the SIMC method in numerous examples where ParetoOptimal controllers are used as references.
All numerical calculations and plotting facilities are provided by using the MATLAB software, MATLAB (2016). The rest of this paper is organized as follows. In Sec. 2 the semi-heuristic method is presented. In Sec. 3 numerical results are shown. Lastly, discussion and concluding remarks are given in Sec. 4.
Theory

Semi-Heuristic PID Controller Tuning
The following semi-heuristic DIPTD estimation rules based on the reaction curve is proposed,
where the reaction rate, R, and the lag, L, are given by Eqs. (4) and (5) Algorithm 2.1 (Semi-Heuristic PID Tuning)
1. Find the lag, L, and the reaction rate, R, using Eqs. (4) and (5), based on the reaction curve.
2. Find the gain acceleration, K, and time delay, τ , in the DIPTD model, using Eqs. (7) and (8) (2017)) can be described as,
where the relative time delay error, δ, is the tuning parameter, c, and, γ, are, in general, user-chosen options. We want to solve the following set of equations wrt., δ,
where, K * p , and, T * d , are the PID controller parameters from Alg. 2.1, and, K p , and, T d , are the ZN PID controller tuning parameters in Eqs. (1)- (3).
By setting the solutions for, δ, from Eqs. (12) and (14) equal, we must have that
where, f , is a function of c, defined by Eq. (11) in Di Ruscio and . Comparing Eqs. (2) with (3) it is needed that, γ = 4.
A consequence now is that the ZN and Alg. 2.1 PID controllers are equal.
Equivalent ZN DIPTD tuning
Consider the ZN tuning rules for PI control,
The ZN PRC method for PI tuning for IPTD (Integrator Plus Time Delay) processes (h p (s) = K e −τ s s ), with step response is equivalent to PD control for DIPTD process with impulse response. PD tuning rules may be deduced for a DIPTD plant, simply by replacing, K * p and T i in the PI tuning algorithm, in Eq. (18) (2017)), viz.
These results are not considered further.
Numerical Results
In the incoming, Alg. 2.1 is compared vs. the modelbased SIMC method. The SIMC method is defined as (possible) model reduction (half rule) to second order model, i.e. Eqs. (11) in Skogestad (2003) , then PID controller tuning given by row 2 in Table 1 in Skogestad (2003) (row 5 for a type of integrating process in Example 9), is used. Note that, these parameters correspond to a PID controller on cascade form, hence we need to convert them to ideal form. For step 3 in Alg. 2.1, i.e. δ-PID controller tuning, γ = c = 2.12, is used, which was justified in an earlier paper Dalen and Di Ruscio (2017) . Note that, it could have been possible to compare against the optimization method proposed in Dalen and Di Ruscio (2017) , however in this paper, only simple rule-based methods are of interest.
For comparing the performances of the PID controllers consider the following mean square error criterion
where, J m ∈ R M , is the performance generated from the given tuning method, m, J P O ∈ R M , is the ParetoOptimal (PO) performance generated using the gradient optimization method (Grimholt and Skogestad (2016) ), and, M = length(J m ). The reader is encouraged to see Grimholt and Skogestad (2016) and previous papers Skogestad and Grimholt (2012) , Dalen and Di Ruscio (2017) and Di Ruscio and for details about the optimization problem.
In the following, we take a shot at covering a good amount of typical industrial processes, see Table 1 . The trade-off curves are illustrated for Example 1, 7 and 11 (process model in row 1, 7, 11 in column 2 in Table 1 ) in Figures 2, 3 and 4. In Figure 5 the effect, in terms of magnitude responses, of varying the gain acceleration, K, in the DIPTD model, is illustrated. The DIPTD approximations and performance measures, Γ m , are shown in Table 2 . Comparison of the controllers from Alg. 2.1 and PO are presented in Table 3 (for prescribed robustness, M s = 1.59), and the corresponding margins are given in Tables 4 and 5 (App. C for PO). Table 1 . Table 1 . The method performance measures, i.e. Γ m in Eq. (22), are given in Table 2 . R. Kumar (2015) 11 Distillation column p. 591 34 (54s+1)(0.5s+1) 2 Luyben (1990) 12
Heat exchanger p. 315 0.8 (30s+1)(10s+1)(3s+1) Smith and Corripio (1997) 34, 5.12, 3.96 1.34, 7.10, 3.35 11 5.51, 1.35, 0.92 5.48, 1.64, 0.77 12 22.5, 12.0, 8.65 22.0, 14.4, 6.77 
Discussion and Concluding Remarks
The discussion and concluding remarks are itemized as follows.
• Approximating stable responses with unstable (DIPTD) processes may be seen as a provoking idea, however quite surprising, this semi-heuristic method can be argued to be close to optimal in numerous examples. See Table 2 .
• In this paper, it is seen that Alg. 2.1 has an edge over SIMC, viz. in rows 1:12 in column 4, in Table  2 , Alg. 2.1 is at minimum,
= 1.8, and at maximum,
= 45, times better than SIMC. Notice, that by using the ideal instead of the cascade PID controller form may have advantages in terms of optimality.
• Notice, that the results in Tables 2-4 are based on the original models given in Table 1 . The approximated models are only used for controller design.
• Note that, it is not recommended using Alg. 2.1 for processes which have multiple poles (or close), with exception of, n = 2, 3, which through additional simulations have given acceptable results.
• Notice, that the tuning parameter, δ = 2.3, i.e. mean of column 4 (row 1:12) in Table 4 , seems like a reasonable initial tuning parameter choice. The exception is the integrating process in Example 9.
• In columns 5 and 6 in Table 4 , it is seen that the prescribed maximum time delay error, dτ max = δτ , is close and less than the Delay Margin.
• Notice that, step. 2 in Alg. 2.1 is, in general, easier to use than the half rule reduction technique, which is the 1st step in the SIMC method (Skogestad (2003)).
• Note that, the optimization based method in Dalen and Di Ruscio (2017) is not necessary Γ-optimal (minimizing Eq. (22)), hence, the proposed PRC method may in some cases outperform the optimization method. However, note that in this paper, only process models as in Eq. (6) are assumed, and in Dalen and Di Ruscio (2017) also nonlinear models were considered.
• Remarkably, this simple heuristic PRC PID tuning Alg. 2.1 based on the DIPTD model approximation Eqs. (7) and (8) gives PID tuning rules which are close to optimal (PO), i.e. approximately minimizing the objective Eq. (22).
A. Proof of Eq. (4)
The line, y = Rt + b, and, R, are known. Consider the line, y = Rt + b, by inserting, t = L, and, y = 0, gives, 0 = RL + b ⇒ b = −RL. Hence, y = Rt − RL, or, y 1 = Rt 1 − RL ⇒ L = t 1 − y1 R .
B. Proof of Eq. (7)
The proposed heuristic rule for estimating the gain acceleration, K, in Eq. (7), may be justified by considering the inverse Laplace transform of a DIPTD model (h p (s) = K e −τ s s 2 ), and considering an unit step, u(t − τ ) = 1, viz. it may shown that,ÿ = Ku(t − τ ) ⇒ y = Ku 
C. Margins for the PO controllers
