It is shown that the global power function of any nonparametric test is at on balls of alternatives except for alternatives coming from a nite dimensional subspace. The present bench-mark is here the upper one-sided (or two-sided) envelope power function. It turns out that also the level points are far away from the corresponding Neyman Pearson test level points except for a nite number of orthogonal directions of alternatives. For certain submodels the result is independent of the underlying sample size. In the last section the statistical consequences are discussed and special goodness of t tests are recommended.
1. Introduction. Omnibus tests are commonly used if the speci c structure of certain nonparametric alternatives is unknown. Among other justi cations it turns out that they typically are consistent against xed alternatives. For these reasons people are often trusting in goodness of t tests and they are frequently applied to data of nite sample size.
On the other hand every asymptotic approximation should be understood as an approximation of the underlying nite sample case. Thus the statistician likes to distinguish and to compare the power of di erent tests.
In this paper it is shown that under certain circumstances every test has a preference for a nite dimensional space of alternatives. Apart from this space the power function is almost at on balls of alternatives. The results do not only hold for asymptotic models but they also hold for concrete alternatives on the real line at nite sample size and their level points uniformly for the sample size.
The results are not surprising. Every statistician knows that it is impossible to separate an in nite sequence of di erent parameters simultaneously if only a nite number of observations is available. The conclusions of the results are two-fold.
1. The statistician should analyse the goodness of t tests of his computer package in order to get some knowledge and an impression about their preferences.
2. The choice of tests requires a knowledge about preferences concerning alternatives. A guide (and summary) to the construction of tests is given in section 3.
The present results will be explained for a one-sample goodness of t problem.
Example 1.1 Suppose that X 1 ; : : : ; X n are real i.i.d. random variables with joint distribution P 2 P and distribution function F P where P is a nonparametric subset of all continuous distributions on R. Suppose that the testing problem is given by the simple null hypothesis
at sample size n. Two concrete cases should be kept in mind.
(a) (One-sided testing problem). Suppose that the alternatives P n fP 0 g fP : F P F P 0 g (1.2) are stochastically larger then F P 0 .
(b) (Two-sided testing problem). In the general case given by H 0 against all continuous alternatives the tests are restricted to the class of unbiased level tests ' n with E Q n (' n )
for all Q 2 P, where ' n is a test which is based on X 1 ; : : : ; X n .
In both situations we have an upper envelope power function at level on P Q 7 ! (Q n ) := sup(E Q n (' n ))
where the supremum is taken over the present class of level tests. In the case of Example 1.1(a) this supremum is just the power of the Neyman Pearson test of P n 0 against Q n . The power function (1.3) is now the bench-mark which should be compared with the nonparametric power function of a given test.
Throughout, we will give a brief survey about related work dealing with power functions for nonparametric tests. A principle component decomposition of goodness of t tests has been studied by Anderson and Darling (1952) , Durbin and Knott (1972) , see also Shorack and Wellner (1986) . Bounds for global power functions of two-sided tests were obtained by Strasser (1990) . They rely on an extrapolation of their curvature at the null hypothesis, see Milbrodt and Strasser (1990) and Janssen (1995) . Global power functions of one-sided KolmogorovSmirnow tests were obtained by And el H ajek and Sid ak (1967) . The present paper is organized as follows. Section 2 contains the treatment of the power function for the Brownian bridge shift experiment, which is just the limit model of Example 1.1. The results can be applied to the level points of the nite sample size situation, see section 3. The practical consequences are also discussed in that section.
Tests for the Brownian bridge B 0
In a rst step asymptotic power functions are compared with their upper envelope functions. Notice that the asymptotic considerations of (one-and two-sample) goodness of t tests lead to a shift experiment We refer to Strasser (1985) , Chap. 11, 13, (82.23) , Shorack and Wellner (1986) and Milbrodt and Strasser (1990 Strasser (1985) , sect. 68. Another example similar to (2.1) is the Gaussian white noise shift model which was analysed by Milbrodt (1991, 1994) Within an arbitrary Gaussian shift we will now show that the power function of any test is almost at except for certain directions given by a nite dimensional subspace of alternatives. Let V ? H denote the orthogonal complement of a linear subspace V of H. Due to the stability of the Gaussian shift we have i (h; n) = i (n 1=2 h; 1) for i = 1; 2 and we will restrict ourselves rst to n = 1. Theorem 2.1 Let ' be any test with E P 0 (') = , 0 < < 1, for the null hypothesis fP 0 g of the Gaussian shift G. For each " > 0 and K > 0 there exists a linear subspace V H of nite dimension with supfjE P h (') ? j : h 2 V ? ; khk Kg ": Statement (2.12) combined with (2.10) now implies the result if we put
The proof of Theorem 2. If we choose V = V m?1 then our construction (2.13) implies (2.6) and (2.7) follows from (2.14). 2
Di erent tests will now be compared by the examination of their level points along one-parametric subalternatives (P th ) t2R , where h 2 H is a normalized direction with khk = 1. Let be a level with < < 1. For instance 1 ? may be the error probability of second kind which is just acceptable. The level point (lp) of a test ' in direction h is (up to the sign) the smallest distance jsj from the null hypothesis zero where the power is attained, namely lp('; ; h) := inffjsj : E sh (') g (2.15) (and let (2.15) be in nite if the power is always below ). In addition let lp 1 ( ; n) and lp 2 ( ; n) be the level points of the envelope power function j of (2.4) and (2.5), respectively, which actually belong to one-sided or two-sided Neyman Pearson tests for j = 1; 2. Theorem 2.1 has further consequences. We will only treat 2 ( ) in Lemma 2.2(b) and their level points lp 2 ( ). The results for one sided tests are similar.
Lemma 2.2 Let ' : ! 0; 1] be any test for the Gaussian shift with E P 0 (') = . De ne K i = kg i k and h i = K ?1 i g i . Obviously we have K i ! 0 as i ! 1 by (2.6).
On the other hand we may applay (2.12) for t i = K i which yields In this case the bound k( ; ; C) of the dimension of U is the same as in Lemma 2.2(b) and it is now independent of ' n and the dimension k( ; ; C) is also independent of the sample size n.
The proof follows from Theorem 2.1 and Lemma 2.2(b). We will show that the bound of the dimension of U can be made independent of the sample size. Notice rst that (y 1 ; : : : ; y n ) 7 ! (T (y 1 ); : : : ; T(y n )), given on the spaces C 0; 1] n ! R n , is a su cient statistic. Thus the new tests n (y 1 ; : : : ; y n ) = ' n (T (y 1 ); : : : ; T(y n )) (3.5) on C 0; 1] n have the same power w.r.t. P n h as ' n w.r.t. Q n h and they have the same level points. On the other hand the dimension can be reduced by the statistic 
and consequently L(SjP n h ) = P n 1=2 h : (3.8) (This is just the stability of the Gaussian shift G.) By the su ciency of S we may choose versions of the conditional expectations 0 = E ( n jS) of n which are independent of the parameter h. Hence E P n h ( n ) = E P n 1=2 h ( 0 ) (3.9) follows. This equation now implies the identity lp( n ; ; h) = n 1=2 lp( 0 ; ; h) (3.10) for the level points in direction h. On the other hand the level points of the upper envelope functions are obviously given by lp 2 ( ; n) = n 1=2 lp 2 ( ; 1): (3.11) Now we may choose the subspace U according to Lemma 2.2(b) for the test 0 .
For h 2 U ? , khk = 1 we see that the factor n 1=2 of (3.10) and (3.11) can be cancelled and we have lp( n ; ; h) lp 2 ( ; n) = lp( 0 ; ; h) lp 2 ( ; 1) C (3.12) which implies the desired result (3.4). 2
The present result gives rise to various comments and conclusions. Following the labels 1. and 2. of our introduction we will now summarize proposals and results which are cited from the literature. 1. Since the asymptotic Brownian bridge model (2.1) is much the same as the (suitably normalized) nite sample nonparametric testing problem we will restrict ourselves to the limit model (3.1). Below let ' be a goodness of t test on C 0; 1]. In general it is hard analytic work to get information about those nite dimensional linear subsppaces which are prefered by '. (a) If ' is an integral test of Cram er-von Mises or Anderson-Darling type then often a global principle component decomposition of the test statistic and their power functions is available, see Anderson and Darling (1952) , Durbin and Knott (1972) , Shorack and Wellner (1986) , Chp. 5 and see also Neuhaus (1976), Milbrodt and Strasser (1990) , Drees and Milbrodt (1994) . (b) Two-sided goodness of t tests ' with centrally symmetric and convex acceptance regions have a more general structure than integral tests. Since there is no principle component decomposition of their test statistics available the authors Milbrodt and Strasser (1990) proposed a principle decomposition of the curvature of the power function at h = 0 in H. A Taylor expansion of the power function is given by E P th (') = + < h; Th > t see Janssen (1995) for the most general result. In various cases the spectral decomposition and their eigenvaues i # 0 can be derived (at least approximately or by numerical methods). In his (1990) paper Strasser obtained global extrapolations for power functions of tests ' with centrally symmetric acceptance regions t 7 ! E P th (') (3.15) which are based on the curvature < h; Th >, khk = 1. This procedure yields sharpe upper bounds for (3.15) given the curvature < h; Th > which are attained in the class of tests with centrally symmetric acceptance regions. Using his bounds it is easy to see that within this class of goodness of t tests the global power function becomes at if the curvature is small. More precisely, let g n 2 H be a sequence of parameters with kg n k = 1 and let t n ! t > 0 be convergent. Then < g n ; Tg n >! 0 implies here E Pt ngn (') ! as n ! 1: (3.16) In order to give a concrete example we mention that the programm works for Kolmogorov-Smirnov tests. The curvature of the two-sided Kolmogorov-Smirnov test was calculated in Milbrodt and Strasser (1990) by numerical methods and it was analytically treated by Janssen (1995) . Together with the global extrapolations it is now known that the tests are roughly speaking most sensitive for deviations of the median, which has a nice practical interpretation. The method works for one-or two-sample testing problems. A similar interpretation is true for one-sided Kolmogorov-Smirnov tests, see And el (1967) and H ajek and Sid ak (1967) who obtained its gradient.
However, the argument (3.16) does not hold for arbitrary tests and it can not be used to prove Theorem 2.1 in general. Notice that by Lemma 3.1 below there exists an unbiased level test ' with curvature < h; Th >= 0 and power E th (') > for all t 6 = 0.
2. Since every test has a preference for some nite dimensional subspace one may be interested in the construction of tests which have good performance on a given nite dimensional linear subspace of alternatives U, see also Remark 2.1. In this case Milbrodt and Strasser (1990) proposed Neyman smooth tests. Onesided tests for given cones of alternatives were proposed by Behnen and Neuhaus (1989) . All these tests are typically admissible within full nonparametric models and no test will majorize the power functions of other tests for all directions.
If one likes to apply a goodness of t test of Kolmogorov-Smirnov type then an adjustment of principle components my be of interest. An adjustment by weight functions was proposed by Janssen and Milbrodt (1993) for survival tests. Thus ' a;b is a generalized Neyman Pearson test which optimizes (3.23), see for instance Strasser (1985), (10.3) . If the curvature is zero then ' a;b can be compared with the test ' 0 = and the strict unbiasedness follows from the su cient part of the generalized Neyman Pearson lemma. 2
