Abstract-In this paper, we accurately model the impact of aggregate hardware impairments (HWIs) in communication systems as improper Gaussian signals (IGS), which can describe the asymmetric characteristics of different HWI sources. The proposed model encourages us to adopt the IGS scheme for transmission that represents a general signaling scheme compared with the conventional scheme, proper Gaussian signaling (PGS). First, we express the achievable rate of multiple-input and multiple-output system suffering from various HWIs employing PGS and IGS schemes, when the aggregate effect of HWI is modeled as IGS. Moreover, we tune the transmit IGS statistical characteristics to maximize the achievable rate for the HWI single-input and multiple-output system with two receiver combining schemes. Then, we propose an adaptive scheme to switch between maximal IGS and PGS schemes under certain conditions to improve the system performance with least computational/optimization overhead. Finally, we validate the analytic expressions through numerical and simulation results and quantify the gain reaped from adopting the IGS scheme compared with the PGS scheme.
I. INTRODUCTION
T HE ever-increasing demand of ubiquitous high data rates with low latency and high energy efficiency are the major driving forces for the next generations of wireless communications. Immense research is carried out to develop new techniques/configurations with multiple antenna systems, extreme node densification and collaborative radio technologies to meet the expectations of the upcoming wireless networks [1] - [4] . However, the performance of the proposed systems can be affected by the non-ideal operation of radio frequency (RF) transceivers especially when the telecommunication market offers different quality products. Hardware impairments (HWIs) impose a huge challenge on next-generation network planning and deployment due to severe signal contaminations, which can degrade the overall system performance [5] , [6] . For example, the deployment and operation of different types of circuitry operating at high frequencies, e.g., millimeter wave communications, can be severely limited by the non-ideal hardware behavior [7] . HWIs arise in different RF stages such as imperfect phase shifters and mismatched local oscillators, which result in in-phase and quadrature-phase (I/Q) imbalance in the RF front-end. This I/Q imbalance does not only induce phase and amplitude errors but also instigate inevitable mixing of image and desired signals. In addition, HWIs like phase noise, imperfections in analog-to-digital convertors, high power amplifier and low noise amplifier non-linearity result in additive distortion noise at the transmitter and receiver. [8] , [9] . Thus, different compensation schemes and algorithms are developed to dampen the aforementioned imperfections [10] , [11] . However, inaccurate HWIs modeling and parameters estimation can limit the capabilities of these schemes/algorithms [12] , [13] . Hence, developing accurate impairments models play a major role in analyzing the system performance loss and proposing effective practical compensation techniques to meet the expected requirements.
A. Related Work
Recently, several research studies analyzed the performance of wireless communication systems under different types of HWIs and proposed relevant solutions. Many studies focused on the effect of I/Q imbalance on different performance metrics such as outage probability and symbol-error rate [10] , [14] - [17] . For instance, a self-interference coordination scheme was investigated in [10] to mitigate the I/Q imbalance in singleantenna multi-carrier system. In a cooperative communication setup [14] , a digital baseband receiver compensation scheme was proposed for single relay systems. Moreover, an opportunistic relaying was analyzed for I/Q imbalanced multiple relay systems in [15] . In the context of a vehicular-to-vehicular communications, the impact of the transceiver I/Q imbalance was analyzed using cascaded fading channel model for both single-carrier and multi-carrier systems in [16] . Furthermore, in [17] Qi and Aissa studied the bounds on average symbol error probability for the receiver I/Q imbalanced MIMO system. Different studies have presented algorithms for the joint estimation 0018-9545 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of channel gain and I/Q imbalance parameters [9] , [12] . For instance, Schenk proposes a data aided approach enabled by the transmission of a preamble and algorithms for the least square channel estimation and two joint wireless channel I/Q imbalance transfer matrices based on the orthogonal and shift-orthogonal training symbols [9] . Marey et al. also proposes a novel expectation maximization algorithm based on the maximum likelihood principle to jointly estimate the channel impulse response and I/Q imbalances occurring at both the transmitter and receiver [12] . Different statistical models of additive hardware distortions at the transmitter and the receiver are considered in [11] , [18] - [22] . In [11] , Xia et al. proposed a transceiver scheme to mitigate additive distortions in full-duplex massive MIMO relaying system by exploiting the participating antenna arrays and the statistical knowledge of the channels to improve the spectral efficiency. Moreover, Björnson et al. quantified the impact of additive hardware distortions on the outage probability and suggested design guidelines for optimal performance of dual-hop relaying systems [18] . In a large-scale study, Björnson et al. analyzed the energy efficiency, channel estimation and capacity limits in the presence of hardware distortions in multiple-input-single-output (MISO) and massive multiple-input-multiple-output (MIMO) systems in [19] and [20] , respectively. Additionally, Björnson et al. investigated the capacity limits and multiplexing gains under physical transceiver distortions in MIMO system [21] . Furthermore, Studer et al. presented a Gaussian-distortion-model based algorithm to dampen the residual transmit RF distortions in MIMO systems [22] .
The HWIs modeling needs to consider the aggregate effect of I/Q imbalance, phase noise and distortion noises at both the transmitter and the receiver. Multiple RF front-end impairments and their individual baseband equivalent error models were analyzed in [9] and [23] . In [9] , Schenk studied the modeling procedure, impact of the non-ideal hardware on the system performance, and digital compensation schemes of various RF imperfections in high data-rate wireless systems. The proposed generalized error model does not incorporate transmitter I/Q imbalances in the aggregate impairment model [9, eqs. (7.6)-(7.8)]. Similarly, Boulogeorgos et al. studied HWI impact on the energy detection spectrum sensing in cognitive radio systems [23] . However, the aforementioned research in [9] and [23] do not consider the combined effect of both transmitter and receiver I/Q mismatch. In addition, they treat the SI signal as an undesired additive distortion. Whereas, it is justified from the information theoretic definition of mutual information that treating the SI term as mere interference will result in a loss of useful information [24] , [25] . Moreover, both research studies did not investigate whether the HWIs exhibit symmetric or asymmetric distortion characteristics. On the other hand, the statistical signal processing researches highlighted the asymmetric characteristics of baseband communication signals due to the I/Q imbalance [26] . Thus, throughout our research we aim to propose an accurate impairment model for the aggregate HWIs showing the asymmetric features and analyze the system performance based on the derived expressions.
B. Background and Contributions
Asymmetric Gaussian signaling or IGS is a generalized complex Gaussian signaling scheme that relaxes the symmetric characteristics of PGS scheme allowing a correlation between the signal components and/or unequal power of each component [27] . Hence, IGS scheme offers an additional degree of design, pertinent to its circularly asymmetric characteristics. Interestingly, IGS scheme was proven to improve the system performance of different interference limited configurations such as multiple-user interference networks [28] , cognitive radio systems [29] , [30] , full duplex relaying [31] and alternate relaying [32] . Recently, we assumed asymmetric additive distortions and studied the outage probability of SISO and single-inputmultiple-output (SIMO) systems in [33] .
In this paper, we consider multiple antenna systems and investigate the statistical characteristics of HWIs. In this context, we propose an accurate asymmetric statistical signal model for HWIs and analyze the achievable rate performance of different systems. Moreover, we adopt the IGS scheme to mitigate the self-interference of HWIs in order to achieve the appropriate system performance. The main contributions of this paper are summarized as follows: 1 r We propose a rigorous and precise statistical model of the aggregated hardware imperfections at different RF transmitter and receiver stages. The proposed model captures the asymmetric statistical characteristics of both the received useful signal and the accumulated HWIs based on self-interfering I/Q imbalance model. r We express the accurate information-theoretic achievable rate based on the adopted statistical model for MIMO, SIMO with linear combiner (SIMO-LC), and SIMO with selection combiner (SIMO-SC) systems. Asymmetric transmission signaling is adopted to mitigate the effect of HWIs and achieve the appropriate system performance. Thus, we develop an optimization framework to optimally design the transmit variance and pseudo-variance in order to maximize the end-to-end achievable rate of different systems.
r We also propose an adaptive sub-optimal scheme that switches between maximal improper Gaussian signaling (MIGS) and proper Gaussian signaling transmission to reduce system complexity and optimization overhead. Moreover, we prove the necessary condition and various criterion at which the MIGS achieves better performance than its counterpart the PGS.
C. Organization and Notations
The rest of the paper is organized as follows. Section II studies the statistical hardware impaired model for MIMO system followed by the system model for HWI SIMO systems with different receiver combining schemes. Section III focuses on the information-theoretic achievable rate expressions for the adopted systems. Section IV optimizes the IGS scheme to maximize the achievable rate of hardware impaired SIMO systems. As for the numerical results, Section V presents the performance degradation of various HWIs and a fair comparison between PGS and IGS based schemes. Finally, Section VI concludes the paper.
In this paper, scalars are denoted by lower-case italic letters, while vectors and matrices are denoted by boldfaced lower-and upper-case letters, respectively. For a complex scalar x, the conjugate and absolute value of x are represented by x * and |x|, respectively. On the other hand, for a given vector x, the L2-norm, complex-conjugate, transpose and conjugatetranspose of x are represented by x 2 , x * , x T and x H , respectively. The complex augmented random vector x is defined as 
II. SYSTEM DESCRIPTION
In this section, we first introduce some statistical signal characteristics followed by the mathematical characterization of MIMO HWIs model. Various impairment sources and their effects are investigated on the transmitted and received signals. Finally, we present the transmission system model for two special scenarios; SIMO-LC and SIMO-SC.
A. Statistical Signal Characteristics
To characterize the difference between the PGS and IGS schemes, we consider a zero-mean complex Gaussian random vector x ∈ C N x1 and introduce the following definitions: Definition 1: The covariance and the pseudo-covariance matrices of x are defined as C x E xx H andC x E xx T , respectively [27] .
It is evident from the Definition 1, that C x is Hermitian positive semi-definite matrix, whereasC x is a symmetric matrix.
Definition 2: A complex random vector x is called proper if its pseudo-covariance matrixC x vanishes (i.e., zero matrix), otherwise it is called improper [27] .
Definition 3: The degree of impropriety of x, with variance σ [35] .
According to Definitions 1-3, the complex Gaussian random variables can be fully characterized using both the covariance and pseudo-covariance matrices. Therefore, a complex- Gaussian random variable x is fully described as CN (μ x , C x ,C x ) where μ x is the mean of x.
B. MIMO Hardware Impairment
In this subsection, we mathematically express the received signal of the HWI MIMO system. As such, we first consider the ideal scenario of MIMO transceivers with no HWI and use it as a benchmark to the system with imperfect hardware. We assume a MIMO system employing N T RF transmit branches to communicate with a destination that uses N R RF receiver branches through independent wireless fading channels.
1) Ideal MIMO System: Consider the transmission of a complex circularly symmetric information vector x ∈ C N T x1 with x ∼ CN (0, C x , 0). Assume x bears the transmit power that is attained after the power amplifier. 2 The time-domain received signal vector for the ideal MIMO system is then expressed as
where H ∈ C N R xN T is the slowly-varying flat-fading channel matrix and each element in 2) Non-Ideal MIMO System: The RF transceiver impairments cannot be modeled merely as an additive noise because of their distinct behavior. To develop a statistical mathematical model for the accumulated HWIs, we consider a MIMO RF front-end direct-conversion based architecture for spatially diverse transmitter and receiver as shown in Figs. 1 and 2, respectively. At the transmitter side in Fig. 1 , the real and imaginary parts of information signal x pass through digital-to-analog converter and then up-convert to the desired carrier frequency using homodyne architecture which introduces HWIs. The mismatched local-oscillator and phase shifter introduce phase and amplitude errors, commonly referred as I/Q imbalance,which result in limited image rejection exhibiting self-inference. Based on the practically validated I/Q mismatch model presented in quadrature imbalanced base-band transmit signal is given as
where
T capture the amplitude and rotational errors
The A T and Θ T matrices in (3) and (4) are diagonal matrices incorporating amplitude and phase errors from each transmitter branch, respectively [9, eq. (5.23), (5.24)]. These parameters can be jointly estimated with channel gain using different algorithms [9] , [12] .The image rejection ratio (IRR) of the I/Q mixer stage of the kth transmitter stream is defined as
where ν k 1 and ν k 2 are kth diagonal elements of V 1 and V 2 , respectively [10] , [23] . Transmitter with perfect I/Q balance exhibits V 1 = I and V 2 = 0.
Moreover, non-linear transfer function of various transceiver stages, such as digital-to-analog converters, high power amplifier and band-pass filters, results in additive distortion d T ∈ C N T x1 in the respective transceiver branch raising the noise floor. It is modeled as d T ∼ CN (0, C T , 0) [18, eq. (3) ], [9, eq. (7.9)], such that the transmitted signal reduces to
The impaired transmitted signal undergoes channel fading and receiver distortions d R ∈ C N R x1 from low noise amplifier, band pass filter, image rejection filters, analog to digital converter and thermal noise. Therefore, the received signal vector y rx with additive receiver distortion d R ∼ CN (0, C R , 0) [18] is given by
Similar to the transmitter I/Q imbalance, the local oscillator, phase shifters and mixers also introduce I/Q imbalance at receiver, which is expressed as [9, eq. (5.28)] and [36, eq. (3)].
The diagonal matrices A R and Θ R capture the amplitude and rotational imbalances for each receiver stream, respectively. The I/Q mixer stage of kth receiver stream exhibits IRR Υ r,k =
where μ k 1 and μ k 2 are kth diagonal elements of Γ 1 and Γ 2 , respectively.
C. Asymmetric Hardware Impairments Statistical Model
To characterize the HWIs, we present the mathematical model for down-converted time-domain single-carrier received signal with aggregated HWIs in Lemma 1. We further analyze asymmetric characteristics of the aggregated distortions and the received signal under PGS and IGS transmit schemes. 3 
Lemma 1:
The aggregate statistical mathematical model that encompasses the self-interfering received signal due to the HWIs at the transmitter and the receiver sides over a flat fading channel H ∈ C N R ×N T is given by
where z owns asymmetric characteristics with z ∼ CN(0, C z , (5) and (6) in (7), we obtain
To prove that z is IGS, we evaluate the pseudo-covariance that is derived to bẽ
The non-zeroC z indicates the asymmetric characteristics of z. Moreover, the aggregate noise covariance can be evaluated as
It is crucial to note that the HWI received signal model in (10) reduces to (1) under ideal hardware assumptions, i.e., when
The asymmetric characteristics of z result from the widely linear transformation structure applied on d R and d T . It is interesting to observe that the information signal in y also undergoes self-interference. Thus, the HWIs convert the symmetric input signals to asymmetric signals. Therefore, the statistical signal characteristics are worth investigating with PGS or IGS information signal x.
1) PGS Transmission: Assuming the information signal x ∼ CN (0, C x , 0), aggregate HWIs z ∼ CN (0, C z ,C z ) given by Lemma 1 and the perfect knowledge of CSI and HWIs coefficients, the received signal covariance C y P and pseudocovarianceC y P are expressed, respectively, as
2) IGS Transmission: The transmitted signal is characterized by x ∼ CN (0, C x ,C x ). The covariance C y I and the pseudo-covarianceC y I are given, respectively, by
Therefore, the resultant received signal at MIMO receiver under both PGS and IGS transmission schemes exhibits asymmetric characteristics as deduced from the non-zero pseudo-covariance matrices in (15) and (17), respectively. Moreover, employing IGS transmission introduces another design flexibility that can reduce the resultant HWIs impact and improve the system performance.
D. Receiver Combining Techniques of SIMO Systems
Different receiver diversity techniques can be adopted in SIMO with N R receiver streams to achieve performance gain and combat fading. We consider two such techniques namely linear combining and selection combining. Following the block architectural layout of impairment blocks as shown in Fig. 3 , the impaired transmit signal is given by
where, the I/Q amplitude and phase error impact at transmitter are captured in ν 1 and ν 2 , as given in (3) and (4) ,respectively, with N T = 1. Moreover, the aggregate distortion noise from various blocks is assumed to be d T ∈ C [9] . Using (10), the down-converted received signal vector y contains HWIs from various blocks in unit transmitter and multi-receiver streams. In linear combining diversity scheme, all observations are superposed in y SIMO using linear combining vector φ ∈ C N R x1 as
can be derived by imposing N T = 1 in Lemma 1. The signal-to-distortion plus noise ratio is given by
1 )φ, for PGS and IGS transmission, respectively. Assuming invertible C z , the receiver linear combining vector φ, which maximizes SDNR, is the eigen-vector of C z −1 Δ m corresponding to the maximum eigenvalue of the product C z −1 Δ m . To reduce the receiver complexity and computation overhead, and avoid antenna synchronization problems, selection combining scheme is adopted [37] . In this scheme, receiver selects the receiver branch that achieves the best performance to detect the transmitted signal. Therefore, the selected receiver branch can be chosen to improve different performance metrics such as instantaneous achievable rate, system outage probability, signalto-noise ratio (SNR) and energy efficiency.
III. ACHIEVABLE RATE
In this section, we derive the achievable rate of non-ideal hardware MIMO system, then we consider special scenarios of SIMO-LC and SIMO-SC systems. Under the assumption of proper Gaussian additive noise, the achievable rate is maximized when the transmitted signal is chosen to be PGS [26] . However, when the equivalent noise is IGS, the transmitted signal should be chosen from IGS scheme to outperform the PGS transmit scheme. Therefore, hardware impaired systems should adopt and optimize IGS scheme due to the asymmetric characteristics of HWI self-interference. Adopting IGS is expected to dampen the effects of HWIs and improve the achievable rate gain. The achievable rate (bits/channel use) in terms of mutual information between complex Gaussian transmitted random variable x and the received signal vector y in the presence of Gaussian interference z, is given as
where, I (x; y) is mutual information between two variables x and y and h (.) is the differential entropy of the information signal that is given by the following lemma.
Lemma 2:
The entropy of an IGS random variable x ∈ C N x1 , with augmented covariance matrix C x , is in general a function of both covariance and pseudo-covariance matrices and is given as [26] h
where C x is defined as
For a PGS random variable x withC x = 0, the entropy reduces to the well-known expression h(x) = log 2 ((πe) N |C x |). Lemma 3: Hermitian positive semi-definite property of covariance matrix C x , symmetry property of pseudo-covariance matrixC x and Schur complement renders the determinant of augmented covariance matrix C x as
Proof: Proof is given in Appendix A.
A. Hardware Impaired MIMO
In this section, we analyze the achievable rate for the cases of ideal RF front-end hardware followed by hardware impaired RF front-end transceiver branches.
1) Ideal Scenario:
In the absence of any HWI distortion, the only undesired signal z is the AWGN thermal noise w at the receiver branches, which motivates us to adopt PGS scheme for the transmission. Therefore, based on Lemma 2, the entropy of the received signal and the AWGN noise are expressed, respectively, as
where C y and C w are found to be C y = HC x H H + C w and C w = σ 
where B is the bandwidth of the channel. Thus, R MIMO−Ideal (bits/sec) can also be presented in terms of the eigen values λ k of the unnormalized Wishart matrix H H H as
2) Non-Ideal Hardware Under PGS Transmission: For practical non-ideal transceiver hardware that suffers from various HWIs modeled in (10), the improper undesired signal z is a composite of the aggregated I/Q imbalance and distortion noises at the transceiver branches. The covariance and pseudo-covariance matrices of the improper HWIs are given by (13) and (12), respectively. Under the assumption of PGS transmission, the covariance (C y P ) and pseudo-covariance (C y P ) matrices of the received signal y are given by (14) and (15), respectively. Furthermore, it is evident from (13) and (14) that C z and C y are non-singular. Using Lemmas 2 and 3, the differential entropy of the received signal y and the improper undesired signal z is given as
Therefore, the achievable rate is given by
3) Non-Ideal Hardware Under IGS transmission: Similarly, the achievable rate expression can be obtained using the mutual information between y and z assuming HWIs and with the employment of IGS for transmission as
where, the covariance (C y I ) and pseudo-covariance (C y I ) matrices of the received signal y under IGS transmission signaling are given by (16) and (17), respectively. Moreover, the covariance and pseudo-covariance matrices of the improper HWIs are given by (13) and (12), respectively. IGS provides additional degrees of freedom to appropriately designC x beside the transmit covariance matrix C x , to improve the system performance.
B. Hardware Impaired SIMO With Linear Combiner
In this subsection, the instantaneous achievable rate expressions are derived for the ideal and non-ideal hardware in a conventional SIMO system with linear combiner. Furthermore, PGS and IGS transmission schemes are adopted in the non-ideal hardware scenario.
1) Ideal Hardware Scenario:
In the absence of hardware impairments, the received signal for ideal SIMO system is derived from (19) and is found to be y SIMO 
z . Based on Lemma 2, one can evaluate the differential entropy of y and z are given as h (y) = log 2 (πe)σ 2 y and h (w) = log 2 (πe)σ 2 w , respectively. Therefore, using the achievable rate expression given by mutual information relation (21) , we obtain
Under ideal hardware assumption and perfect CSI at RX, optimal normalized receiver combiner φ = C w −1 h C w −1 h 2 to maximize SNR and subsequently maximize achievable rate, is derived using Cauchy-Schwarz inequality.
2) Non-Ideal Hardware With PGS Transmission: Based on the non-ideal signal model in (19) and the PGS feature of x, the instantaneous achievable rate of HWI SIMO system is obtained using Lemma 2
where, the variance σ 
SIMO receiver combining vector φ for PGS transmission is designed in (20) . Moreover, the variance and pseudo-variance of superposed distortion signal φ Hẑ are given by σ
* respectively. Where,
From (34), it is evident that the SIMO-LC achievable rate with PGS transmission can only be improved by improving the transmit variance σ 2 x unlike IGS transmission as discussed in the following subsection.
3) Non-Ideal Hardware With IGS Transmission: Following the same procedure as in non-ideal SIMO under PGS, we obtain the rate expression for HWI SIMO system under IGS transmission signaling ,
where the variance and pseudo-variance of the received signal are given by
SIMO receiver combining vector φ for IGS transmission is designed in (20) . Moreover, the variance and pseudo-variance of superposed distortion signal φ Hẑ are given by σ
* , respectively, whereC z andC z are given in (37) and (38), respectively. We can jointly design variance and pseudo-variance to maximize achievable rate of HWI SIMO system under IGS transmit signaling, by solving the following optimization problem
P1
: max
C. HWI SIMO System With Selection Combiner
Employing sub-optimal selection combining scheme offers less complex systems with high energy efficiency. We first express the achievable rate expression in case of ideal hardware and then we present the practical scenario of non-ideal hardware.
1) Ideal Hardware Scenario: Consider the ideal SIMO system under PGS using selection combining scheme, the received signal at the jth RX branch is y j = h j x + w j 1 j N . Based on Lemma 2, the differential entropy of y and w are derived as h (y) = log 2 (πe)σ 2 y and h (w j ) = log 2 (πe)σ 2 w , respectively. Therefore using (21), the instantaneous rate achieved by the selection combining scheme is
2) Non-Ideal Hardware With PGS Transmission: After adopting PGS for signal transmission, we obtain the following achievable rate expression R j SIMO−PGS for the selection combining scheme with HWIs
where σ 2 y P j andσ 2 y P j of the received signal at the jth receiver branch are written, respectively, as
In addition, σ
of the asymmetric aggregated distortion component observed at the jth receiver stream is given, respectively, as
3) Non-Ideal Hardware With IGS Transmission: The impact of IGS transmission on the achievable rate of HWI SIMO with selection combining is observed as
where σ
are expressed, respectively, as
The statistical characteristics of the transmitted signal can be optimized to reduce the distortion effect and increase the achievable rate using IGS by solving following optimization problem
P2
The transmit parameters are optimized to achieve maximum instantaneous achievable rate of SIMO-LC and SIMO-SC systems with IGS transmission.
IV. ACHIEVABLE RATE OPTIMIZATION OF SIMO SYSTEMS
In this section, we design the transmitted signal, to maximize achievable rate in the presence of different HWIs in SIMO system under LC and SC diversity schemes. The main goal of the system design is to jointly optimize the statistical characteristics such as variance and pseudo-variance of the transmitted signal to maximize the achievable rate under IGS transmission. Subsequently, we propose an adaptive scheme to switch transmission between maximal IGS and PGS to maximize the end-to-end achievable rate.
A. SIMO-Linear Combining Scheme
Throughout the following optimization framework, we jointly optimize transmit variance and pseudo-variance in order to maximize the achievable rate. Meanwhile, maximizing R SIMO−IGS is equivalent to maximizing Ξ SIMO−IGS thanks to the increasing nature of the logarithmic function, where
As such, the optimization problem is written as,
P3
: max (41) respectively. To solve P3, we present all complex quantities as the superposition of their real and imaginary parts. Thus, the objective function can be equivalently expressed in its real form as
where, the SIMO-LC system parameters are presented in Table I . Moreover, the optimization problem P3 can be equivalently presented in a vector form. First, we write the vector s that captures the transmit variance, and real and imaginary parts of pseudovariance as s = {σ where
T . As for the elements of symmetric matrix Q ∈ C 3×3 and vector p ∈ C 3x1 , one can evaluate them using (51). This problem can be efficiently solved using interior-point method owing to the convex quadratic constraints.
B. SIMO-Selection Combining Scheme
Similarly, given the increasing nature of the logarithmic function, maximizing R j SIMO-IGS in P2 is equivalent to maximizing
P5
where the objective function is Λ SIMO-IGS = σ
, with parameters as given in (49) and (50). To solve this optimization problem in real plane, we express each complex entity as summation of its real and imaginary part. Given Λ SIMO-IGS : C → R, Λ SIMO-IGS can be equivalently expressed as
where, the SIMO-SC system parameters are presented in Table I . Moreover, the optimization problem P5 can be equivalently presented in a vector form. First, we write the vector z that captures the transmit variance, real and imaginary parts of pseudo-variance as z = {σ
T . Then we express the equivalent problem as a QCQP with convex constraints C1 and C2 as
where E ∈ C 3×3 and f ∈ C 3x1 can be evaluated using (52). The quadratic problem P6 can also be efficiently solved using interior point method.
C. PGS-MIGS Adaptive Scheme
One way to reduce the system complexity and optimization overhead is to switch the operation between PGS and maximally IGS (MIGS) according to the CSI and system parameters that are assumed to be known at the transmitter side. In the 
Therefore, the MIGS scheme is advantageous over PGS scheme in terms of the achievable rate for the HWI SIMO-LC and SIMO-SC systems when the SDNR condition in (54) is satisfied.
V. NUMERICAL RESULTS
In this section, we study the performance of multiple antenna systems subjected to HWIs and the proposed mitigation schemes. Through the numerical study, we consider MIMO system as well as two special cases of SIMO-LC and SIMO-SC and investigate the system performance in terms of the average achievable rate. Furthermore, we examine the benefits reaped by adopting IGS in mitigating the HWIs compared to the PGS scheme. Moreover, we compare performance of the proposed adaptive scheme with the optimal IGS scheme for HWI-SIMO systems. However, the optimal solution of problem P1 is not easily tractable therefore we employ the proposed MIGS scheme and study its performance relative to PGS scheme for HWI-MIMO systems.
As for the system parameters, we assume, unless otherwise specified, p = 1 W, B = 1 Hz, C T = σ 2 T I N T and C R = σ 2 R I N R for simplicity. Moreover, we presume A T = a T I N T , A R = a R I N R , Θ T = θ T I N T , and Θ R = θ R I N R . It is worth to clarify that assuming identical I/Q imbalance at all transceiver streams is justified by the employment of common oscillator for modulation and demodulation to the same carrier frequency in a spatially diverse system. In the rest of this section, the achievable rate performance is investigated against SNR, I/Q amplitude and phase imbalance, distortion levels and transceiver branches for non-ideal hardware with PGS, optimal IGS and maximal IGS transmission schemes.
A. Performance Degradation
Firstly, we quantify the performance degradation caused by HWIs in SIMO-SC configuration with varying receiver streams. Fig. 4 demonstrates the achievable rate deterioration caused by the dual impaired system, transmitter only impaired system and receiver only impaired system versus SNR per receiver antenna ranging from 0 dB to 25 dB. We assumed the IRR Υ t = Υ rk = 20 dB dictated by a T = a R = 0.83 and θ T = θ R = 3
• for all transceiver streams. Moreover, we suppose transmitter distortion σ 2 T = 0.2, receiver distortion plus thermal noise σ 2 R = 1 and varying number of receiver streams N R = 2, 4 & 8. It is evident from Fig. 4 that the performance degradation caused by the dual impairments and transmitter only impairment is far more worse than the receiver only impairment despite of the multiple participating impaired receiving streams and single impaired transmitting branch. Moreover, the rate improvement with increasing SNR undergoes saturation in the presence of transmitter distortions, owing to the amplification of transmitter distortions along with the information signal. Interestingly, this results in the enhanced performance gap between ideal and nonideal hardware systems at higher SNR levels. Additionally, the rate improvement with increasing N R becomes insignificant rendering negligible diversity gain in the presence of HWIs. This motivates the study to adopt the appropriate compensation scheme to effectively mitigate the harmful effects of the HWIs.
B. Effect of Distortion Noise Level
Secondly, the impact of transmitter and receiver distortion levels is studied on HWI-MIMO system for varying SNR levels. Fig. 5 represents the average achievable rate performance of 5 × 5 MIMO system with IRR Υ tk = Υ rk = 19.77 dB dictated by a T = a R = 0.83 and θ T = θ R = 5
• for all transceiver I N T andC x = 0 are investigated. Clearly, the drastic impact of HWIs can be effectively improved by employing MIGS for all presented receiver distortion and SNR levels. Moreover, the gain reaped by employing MIGS over traditional PGS is significantly high at higher impairment levels.
After that we study the degradation effect of transmitter distortions on a HWI-MIMO system with identical receiver distortions σ 2 R = 1 and 20 dB IRR at all transmitter and receiver I/Q imbalanced streams. Owing to the immense degradation caused by the transmitter distortions, we employ N T = 10 transmitter and N R = 15 receiver streams to maintain reasonable system performance within limited power budget. We analyze the average achievable rate of the adopted MIMO system for varying transmitter distortions σ 2 T = 0 − 1 with three different SNR levels as shown in Fig. 6 . Intuitively, the degradation caused by transmitter distortions is far worse than that of receiver distortions given same I/Q imbalance. Moreover, the performance gain obtained by increasing SNR undergoes saturation for higher distortion levels. It is merely due to the fact that increasing transmit power also amplifies transmitter distortions. Clearly, MIGS outperforms PGS transmission for lower SNR and higher impairment levels. whereas PGS is the preferred choice for higher SNR with negligible transmitter distortions.
C. Effect of SNR on Achievable Rates
Next, the average achievable rate performance of HWI-MIMO and HWI-SIMO systems is evaluated for a range of SNR levels with varying number of transceiver systems. Fig. 7 represents the average achievable rate of 05 × 15 and 15 × 15 MIMO systems versus SNR ranging from 0-10 dB for the ideal system with PGS transmission as well as HWI system employing PGS and MIGS transmission. Evidently, HWI-MIMO systems average rate performance is inferior to that of ideal-MIMO system. In addition, the performance gain of HWI-MIMO system obtained by increasing SNR and transceiver streams is also insignificant relative to that of ideal-MIMO system. Increased transmitter diversity is assumed to improve the system performance as depicted by Ideal-PGS, however the achievable rate performance of HWI-PGS does not improve with increasing transmitter streams. It is merely because of the fact that increasing N T also increases transmitter impairments and thus it fails to improve any system performance. In addition, careful analysis depicts that increasing SNR amplifies the transmitter HWIs rendering it ineffective to improve system throughput. On the other hand, IGS transmission for HWI-MIMO can enable higher system throughput with increasing N T by effectively mitigating the HWIs. Interestingly, MIGS outperforms PGS for higher transceiver streams and lower SNR conditions. However, this gain diminishes with increasing SNR and then the adaptive switching scheme from MIGS to PGS can be employed to maintain system performance. For example, the adaptive transmission scheme can be switched from MIGS to PGS beyond 6dB SNR for the adopted 05 × 15 MIMO system to attain superior system performance. Whereas, MIGS outperforms PGS for 15 × 15 MIMO system in the given SNR range. In conclusion, adopting IGS can enable improving the performance of MIMO systems with HWI by increasing N T , which could not be achieved with the traditional signaling scheme, i.e., PGS.
The averaged achievable rate is also analyzed for hardware impaired SIMO-SC system with SNR ranging from 0 dB to 25 dB for varying number of receiver branches N R = 2, 4 & 7.
We assume a T = a R = 0.6 and θ T = θ R = 3
• in this example. According to Fig. 8 , increasing system diversity N R and boosting SNR, both offer improved data-rates. However, the gain reaped by boosting SNR is more prominent for fewer N R but undergoes saturation for higher order N R . Therefore, we can safely conclude that the presence of HWI imposes a huge challenge on multi-antenna systems to attain higher order data-rates. In addition, careful analysis depict that the deteriorating effect of HWIs is considerably mitigated in the presence of IGS and MIGS as compared to the counterpart PGS. Interestingly, MIGS performance becomes close to optimized IGS for large number of receiver streams eliminating the optimization overhead.
D. Effect of I/Q Imbalance Level
Later, the average achievable rate is analyzed for the HWI SIMO-LC system for the three different transmission schemes. System performance has been analyzed over a range of I/Q amplitude errors a T = a R for a given fixed rotational translation of θ T = θ R = 1
• . The achievable rate is studied for varying levels of SNR assuming N R = 3 and σ 2 T = σ 2 R = 0.6 as shown in Fig. 9 . Evidently, the system performance decreases drastically with increasing I/Q amplitude error. However, this degradation can be dampened by increasing SNR. Moreover, optimized IGS scheme performs way better than the MIGS and PGS schemes by efficiently mitigating HWI especially in low SNR regime. It is important to highlight that the low-complexity adaptive scheme can be employed to switch between MIGS and PGS depending on the estimated amplitude error and SNR as encircled in Fig. 9 . Generally, MIGS outperforms PGS for low a T and a R , whereas PGS is preferred choice for medium to high a T Fig. 9 . SIMO-LC average achievable rate vs. a T = a R for various SNR. and a R levels, in case of adaptive scheme. The switching takes place according to the thresholds discussed in Section IV-C.
Then, the averaged achievable rate is analyzed for the SIMO-SC scheme at various I/Q amplitude and phase translation error values. The simulation results are obtained for N R = 2 , SNR = 30 dB, a T = a R ranging from 0 − 1 and
• as shown in Fig. 10 . Clearly average achievable rate decreases with the increase in amplitude error. However, achievable rate rapidly decreases with increasing rotational error e.g. at θ T = θ R = 5
• . Furthermore, at maximal amplitude error a T = a R = 1, phase translation of 5
• renders around 50% decrease in achievable rate relative to the 0
• phase error. Subsequently, the deteriorating effect of HWI is considerably mitigated in the presence of optimal IGS as compared to its counterpart PGS, especially for high phase error values. In this illustration, MIGS outperforms PGS till a th = 0.75 however PGS offers improved achievable rate performance for a T = a R 0.75, under the proposed adaptive scheme. For small to medium amplitude errors, MIGS performs as good as optimized IGS, eliminating fine-tuning requirement and reducing system complexity. Interestingly, phase rotational error does not impose any condition on the adaptive scheme switching threshold.
E. Effect of Receiver Branches
Eventually, we investigate the effect of increasing N R from 1 to 6 for varying distortion levels due to the non-linear transfer of various aforementioned transceiver blocks. For simulation, we assume σ • . Fig. 11 depicts the degradation caused by the varying level of additive transceiver distortions given SNR = 25 dB. Evidently, increasing additive distortions significantly deteriorate system performance. Whereas, increasing number of receiver branches counters HWI and struggles to improve the overall achievable rate while employing SC receiver combining scheme. Verily, optimized IGS outperforms PGS and MIGS in all presented scenarios. Intriguingly, MIGS can be adopted to improve system performance relative to the PGS transmission N R t h 2 under the adopted parameters. Moreover, MIGS performs equally good for higher order N R as presented in Fig. 11 , eliminating the need for joint optimization while efficiently mitigating various HWIs.
The presented MIMO, SIMO-LC and SIMO-SC systems, suffering from HWIs, experience insignificant performance gain in terms of average achievable rate with increasing space diversity. Interestingly, the increased transmit diversity fails to improve system performance for HWI-PGS. Whereas, the average rate performance of HWI-PGS improves but undergoes saturation with increasing receive diversity. Alternatively, IGS transmission significantly improves the system performance with increasing space diversity by effectively mitigating various HWIs. Moreover, it is observed that the gain obtained by increasing SNR with the receiver diversity is superior than that of transmitter diversity owing to the increased transmitter distortions/noise with increasing SNR.
VI. CONCLUSION
In this paper, we proposed an accurate statistical model for communication links with non-ideal RF transceiver blocks, which captures the asymmetric property of the aggregated HWIs. The asymmetric signature of HWIs colored both the symmetric transmitted signal and the aggregate additive noise and converted them from PGS to IGS. The self-interference induced by the HWIs is compensated by employing IGS scheme at the transmitter side. Closed form expressions for the achievable rate are derived in case of ideal and non-ideal hardware with PGS and IGS schemes. Throughout our study, we considered MIMO, SIMO-LC and SIMO-SC systems. Simulation results demonstrated the gain reaped by IGS scheme referring PGS scheme as a benchmark for HWI SIMO system. Furthermore, it was shown that the utility of IGS scheme in non-ideal scenario is overwhelming especially for higher impairment levels and higher data-rate communication. Therefore, IGS scheme is a suitable candidate to improve achievable rates with relatively less transmission power requirement, which makes it appropriate for the future generation of interference limited networks.
APPENDIX A PROOF OF LEMMA 2
Proof: Given invertible C y and Schur complement, the determinant of augmented covariance matrix C y is given as 
Using the identity that |Z| = Z T , we obtain 
Using Definition 1 and the face that C y is Hermitian andC y is symmetric, we found
Eventually, using the determinant identities Z −1 = 1/|Z|, we obtain the desired form in (24) .
