The theory of coalgebras [9] knows several ways to define behavioural equivalence or bisimilarity [11] . Another, complementary, view is to characterize behavioural equivalence via a coalgebraic modal logic [10, 8] . In concurrency theory a third perspective is quite common, where behavioural equivalence is defined via attacker-defender games [12] . Such games are useful both for theoretical reasons, see for instance the role of games in the Van Benthem/Rosen theorem [7] , or for didactical purposes. The game starts with two tokens on two states and the attacker tries to make a move that cannot be imitated by the defender. If the defender is always able to match the move of the attacker we can infer that the two initial states are behaviorally equivalent. If the states are not equivalent, a strategy for the attacker can be derived from a distinguishing modal logic formula. Such games are common for standard labelled transition systems, but have been studied for other types of transition systems only to a lesser extent. For probabilistic transition systems there is a game characterization by Desharnais et al. [5] , where the players can make moves to sets of states, rather than take a transition to a single state. Furthermore, in [4] a general theory of games is introduced in order to characterize process equivalences of the linear/branching time spectrum.
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To our knowledge such games have not been thoroughly studied in coalgebra. We are mainly aware of [3] , which describes a coalgebraic game based on the bisimulation relation.
The aim of our work is to start from the classical bisimulation game and the probabilistic version and generalize these kinds of games, in order to better understand the underlying mechanisms. This generalization allows us, given a new type of system characterized by an endofunctor, to automatically derive the corresponding game. This can for instance be useful in practice in order to demonstrate to the user that two states are (not) behaviourally equivalent.
Our game can be played for coalgebras based on arbitrary Set-endofunctors that preserve weak pullbacks, however we require a condition that is interestingly connected to the functor having a separating set of (monotone) predicate liftings, known from coalgebraic modal logics [10] . The proofs of our game characterization of behavioural equivalence are available in [6] .
The Game
We fix an endofunctor F : Set → Set, intuitively describing the branching type. A coalgebra, describing a transition system of this branching type is given by a function α : X → F X [9] . Two states x, y ∈ X are considered to be behaviourally equivalent (x ∼ y) if there exists a coalgebra homomorphism f from α to a coalgebra β :
Since in our version of the game a player moves to a set of states, instead of a single state -as in the probabilistic game of [5] -we have to characterize such sets, for which we will XX:2 Bisimulation Games on Coalgebras use predicates. A predicate for a set X is a function p : X → 2, where 2 = {0, 1}. We write
We assume the standard order ≤ = {(0, 0), (0, 1), (1, 1)} on 2. We need to lift preorders wrt. F , using standard relation lifting. According to [1] relation lifting preserves preorders whenever F preserves weak pullbacks. Definition 1. Let ≤ be a preorder on X, i.e. ≤ ⊆ X × X. We define the preorder ≤ F ⊆ F X × F X as follows: for t 1 , t 2 ∈ F X we have that t 1 ≤ F t 2 if some t ∈ F (≤) exists such that F π i (t) = t i . Here π i : ≤ → X with i ∈ {1, 2} are the usual projections.
Proof. Assume two predicates
For this, we require the existence of some t ∈ F (≤) with
The rules of the game are as follows: at the beginning of a game, there are two marked states x, y. The aim of Player 1 (attacker) is to prove that the two states are not behaviourally equivalent. Player 2 (defender) tries to answer all moves of Player 1 in order to prove that they are equivalent.
Initial situation:
We are given a coalgebra α : X → F X and want to know if two states x, y ∈ X are behaviourally equivalent.
Step 1: Player 1 chooses one of the states x, y and a predicate p 1 : X → 2.
Step 2: Player 2 has to answer with a predicate p 2 : X → 2, which satisfies the condition
Step 3: Player 1 chooses p i with i ∈ {1, 2} and some state x ∈ X with p i (x ) = 1.
Step 4: Player 2 chooses some state y ∈ X with p j (y ) = 1 and i = j.
After one round the game continues with the initial situation for the pair x , y . Player 2 wins the game if the game continues forever or Player 1 can not make a move (in Step 3). In the other case, i.e. Player 2 gets stuck at Step 2 or Step 4, Player 1 wins.
The following theorem shows under which conditions the game faithfully characterizes behavioural equivalence. Apart from weak pullback preservation, the required conditions are equivalent to the functor having a separating set of monotone predicate liftings [10] .
Theorem 3. Assume that F preserves weak pullback, the preorder ≤
F is anti-symmetric 1 and that the collection (F p : F X → F 2) {p : X→2} of functions (indexed over all predicates p) is jointly monomorphic. 2 Then, given a coalgebra α : X → F X and two states x, y ∈ X, it holds that x ∼ y iff Player 2 has a winning strategy for (x, y) in the game described above.
Proof. x ∼ y ⇒ Player 2 has a winning strategy: We show that whenever x ∼ y, then Player 2 can always answer the steps of Player 1 and we end up in a pair x ∼ y , from which this strategy continues.
Whenever x ∼ y, there exists a coalgebra β : Z → F Z and a coalgebra homomorphism f : X → Z such that f (x) = f (y).
We assume that Player 1 chooses state x (the other case is analogous) and a predicate p 1 : X → 2. Player 2 has now to react with a predicate p 2 . This is constructed by setting p 2 (x) = 1 for x ∈ X whenever there exists x ∈ X such that f (x) = f (x ) and p 1 (x ) = 1.
In
We obtain:
and
Player 1 now chooses a predicate p i and a state x with the constraints described in If Player 1 chooses p 2 and x , by construction of p 2 Player 2 can find a state y with f (x ) = f (y ) and p 1 (y ) = 1. In this case x ∼ y holds.
In both cases the game can continue.
Player 2 has a winning strategy ⇒ x ∼ y: First, we need to show that the relation S = {(x, y) ∈ X × X | there exists a winning strategy of Player 2 for (x, y)} is an equivalence.
S is reflexive:
We have to show that (x, x) ∈ S for every x ∈ X. Assume that Player 1 chooses x and p 1 , then Player 2 chooses x and p 1 as well, for which where we clearly have
Then the next game situation is (x , x ), for which we can continue this strategy forever. S is symmetric: we have to show that (x, y) ∈ S implies (y, x) ∈ S.
If there is a winning strategy for (x, y) there must always also be a winning strategy for (y, x), since Player 1 can choose either x or y.
S is transitive: we have to show that if (x, y), (y, z) ∈ S then (x, z) ∈ S.
Assume that in Step 1 Player 1 chooses x and p 1 (the case where Player 1 chooses y is analogous, taking into account that S is symmetric). We know by (x, y) ∈ S that Player 2 has an answer, hence he chooses p 2 , for which F p 1 (α(x)) ≤ F F p 2 (α(y)). If Player 1 were to make the choice of p 2 and y, we know by (y, z) ∈ S that Player 2 has an answering move, by choosing p 2 such that F p 2 (α(y)) ≤ F F p 3 (α(z)). Hence Player 2 makes the choice of p 3 in Step 2. Now we have that F p 1 (z) ) and, by transitivity, F p 1 (α(x)) ≤ F F p 3 (α(z)). Assume that in Step 3 Player 1 chooses p 1 , x with p 1 (x ) = 1. Again, by (x, y) ∈ S, there is an answer of Player 2 who chooses y with p 2 (y ) = 1 and (x , y ) ∈ S. From (y, z) ∈ S we know that if Player 1 chooses p 2 , y , there is an answer by Player 2 who chooses z with p 3 (z ) = 1 and (y , z ) ∈ S. This state z is hence finally chosen by Player 2 in
Step 4. If instead in Step 3 Player 1 chooses p 3 , z , the choice propogates in the other direction. Since we now have (x , y ), (y , z ) ∈ S, we can continue this strategy for Player 2 forever.
We define a function f :
It suffices to show that β(f (x)) := F f (α(x)) is well defined, since then we have a coalgebra homomorphism that witnesses the behavioural equivalence of x, y. (Note that f (x) = f (y), since both are contained in the same equivalence class.)
Assume that we have a winning strategy for (x, y) (i.e., (x, y) ∈ S) or in other words f (x) = f (y), but F f (α(x)) = F f (α(y)). Then we know, by the assumption that the functor F has a separating set of predicate liftings (respectively the equivalent condition in [10] 
We now show, by contradiction, that Player 2 does not have a winning strategy for (x, y):
If we consider the preorder ≤ F on F 2 to be antisymmetric only two overlapping cases can occur:
Here we only consider the case A, since for B the argument is analogous. Player 1 picks x and Player 2 can not choose p 1 due to the condition above. The only option that Player 2 has now, is to play a predicate p 2 = p 1 . Additionally p 2 p 1 must hold as well, because if p 2 ≤ p 1 , we would get F p 2 ≤ F F p 1 . Combining this with the condition of Step 3 we obtain
which, with transitivity is a contradiction to A above.
From p 2 p 1 we know that some x ∈ X exists such that p 2 (x ) = 1 and p 1 (x ) = 0. So Player 1 picks p 2 and x . Player 2 then picks some y ∈ X with p 1 (y ) = 1. If (x , y ) ∈ S it follows from the construction of p 1 = p • f that p 1 (x ) = p 1 (y ), but this is again a contradiction to p 1 (x ) = 0. Hence (x , y ) ∈ S and Player 2 does not have a winning strategy.
Next we will show that our requirements in Theorem 3 are equivalent with the prerequisite that F has a separating set of monotone predicate liftings. Due to [10] we can assume that the set of predicate liftings Λ can be represented as a set of functions of the form F 2 → 2. Λ is separating for F iff for all t 1 , t 2 ∈ F X with t 1 = t 2 , there exists a (λ :
A predicate lifting λ :
(It can be shown that this is equivalent to λ being a monotone function from (F 2, ≤ F ) to (2, ≤).) In addition, Λ is monotone if all λ ∈ Λ are monotone.
Theorem 4. F has a separating set of monotone predicate liftings iff ≤
F is anti-symmetric and (F p : F X → F 2) p : X→2 is jointly injective.
Proof.
(⇒) It follows directly from [10] that (F p : F X → F 2) p : X→2 is jointly injective.
We now show that ≤ F is anti-symmetric. Let t 1 , t 2 ∈ F 2 with t 1 ≤ F t 2 ≤ F t 1 and t 1 = t 2 . Then there exists a monotone λ ∈ Λ and some p : 2 → 2 exists such that λ•F p(t 1 ) = λ•F p(t 2 ). Here we only need to consider two cases:
p is monotone: In this case F p is also monotone: Assume that
, which is a contradiction. p is not monotone: since p : 2 → 2, the only non-monotone such predicate is p(0) = 1, p(1) = 0, which is antitone. Similar to above we can argue that F p is antitone as well and complete the argument. (Here p × p : ≤ → ≥ and we choose t = F (s • (p × p))(t), where s : 2 × 2 → 2 × 2 switches its arguments.) (⇐) We assume that ≤ F is anti-symmetric and that there exists a separating set of predicate liftings, i.e., (F p : F x → F 2) p : X→2 is jointly injective. Now let t 1 = t 2 and t 1 , t 2 ∈ F 2. Since (F p) p is jointly injective, there exists a predicate such that F p(t 1 ) = F p(t 2 ). We have to find a suitable λ : F 2 → 2 such that λ • F p(t 1 ) = λ • F p(t 2 ). Now due to the antisymmetry of ≤ F two cases can occur:
F F p(t 2 ): We define λ : F 2 → 2 as follows:
Defined that way λ is monotone and satisfies the necessary condition. F p(t 2 ) F F p(t 1 ): analogously.
Future Work
An issue that we did not explain in this short note, but that we have already worked out, is the derivation of a winning strategy for Player 1, in the case where x ∼ y. This is done by using a formula ϕ of coalgebraic modal logic that distinguishes x, y, i.e., for which x |= ϕ, y |= ϕ.
Our next steps will be to generalize this line of work in two dimensions: first, we will work on metric games in order for verify whether two states have a behavioural distance d(x, y) ≤ ε. This game will be based on the Kantorovich lifting for metrics under the functor F [2] . Another dimension will be to incorporate implicit branching and trace semantics, by working in Kleisli categories instead of Set.
