The linear and nonlinear complex diffusion filtering methods are proposed to extract the organized coherent part as well as the random incoherent part from forced and decaying turbulent flows. An attempt to examine the robustness of the two methods in filtering the turbulent flow field without the transformation into the frequency domain is carried out. The velocity fields of the forced and decaying cases are decomposed into coherent and incoherent parts in the spatial domain. The complex diffusion process can be obtained by combining the linear diffusion equation and the free particle Schrodinger equation. The imaginary parts in the two methods serve as a robust edge-detector with increasing confidence in time. The numerical implementations of the 3D linear and nonlinear complex diffusion partial differential equations are done using the finite difference method. The flatness, skewness and spectrum of the extracted fields are also studied for each filtering method. Results show that the two filtering methods can identify the coherent fields and preserve the features of the turbulent fields. Comparisons to the wavelet and Fourier decompositions are also considered.
Introduction
Extraction of the coherent and incoherent parts of a turbulent field is usually investigated based on the wavelet and Fourier decompositions in the frequency domain. Recently, the partial differential equations (PDEs) filtering techniques have been widely used for image filtering. Those filtering methods are found robust in 2D and 3D medical image processing where it preserves the image features. It was found that the mathematical techniques are important in the filtering theory. Some of those filtering techniques borrow ideas from partial differential equations such as level set method [1, 2] and nonlinear diffusion [3] [4] [5] [6] . Other techniques exploit the decomposition of the experimental data into the wavelet domain to denoise the data [7] [8] [9] [10] . Some other researchers have used different basis functions such as curvelets for image filtering [11] [12] [13] . A different class of methods depends on applying the nonlinear optimization methods such as total variation method [14] [15] [16] [17] . Recently, those filtering methods attract researchers in fluid mechanics to study the characteristics of turbulent flow. The principle of the filtering in turbulent flow consists of separating the flow into coherent and noise parts, which is supposed to be Gaussian and distributed independently [18] . The popular filtering methods in turbulent flow depend on wavelet analysis [19] [20] [21] [22] [23] .
The extraction of coherent vortices from turbulent flows using the wavelet techniques was introduced by Frage et al. [24] [25] [26] [27] . They focus on the noise, where coherent structures are by definition what remains after the denoising, while the noise is supposed to be Gaussian and decorrelated. The coherent vortex extraction (CVE) method is based on a wavelet decomposition of the vorticity field, a subsequent thresholding of the wavelet coefficients and a reconstruction from those coefficients whose modulus is above a given threshold. The value of the threshold is based on mathematical theorems yielding an optimal min-max estimator for the denoising of intermittent data [28, 29] . The method is used in three-dimensional flows using vector-valued wavelet decomposition. The orthogonal and biorthogonal wavelets are compared in [30] . It has been shown that a few strong wavelet coefficients represent the coherent part of the flow while the remaining weak coefficients represent the incoherent background flow which is structureless and noise like.
Perona and Malik [31] introduce the nonlinear diffusion fundamental algorithm for filtering two dimensional images. They apply an inhomogeneous process that reduces diffusivity at locations that have a greater likelihood to be edges. The evolution can be regarded as a scale-space that is an embedding of the original data into a family of subsequently simpler and more global representations of the data obtained by the diffusion process. Large values of the scale-space parameter correspond to images at coarser resolutions. Partial differential equations (PDEs) such as the linear and nonlinear complex diffusion filtering play an important role in filtering theory [32] . The diffusion process is equivalent to a smoothing process with a Gaussian kernel. The extending of the analysis from the real axis to the complex domain is very useful. The imaginary part can serve as an edge detector when the complex diffusion coefficient approaches the real axis. One of the main advantages of the usage of PDEs is to take the filtering problems to continuous domain which becomes independent from the grid used in the discrete problem. For small phase angles, the complex linear process generates the Gaussian and Laplacian pyramids (scale-space) simultaneously, depicted in the real and imaginary parts, respectively. Nonlinear complex diffusion process which is a second order PDE can behave as a fourth order real PDE enabling a variety of new options with standard second order numerical schemes.
Direct numerical simulations of homogeneous isotropic turbulence have been studied by numerous researchers (e.g., [33, 34] ). They found that the energy spectrum displays an inertial sub-range, and their visualization of the flow confirmed that the strongest vorticity is organized in very elongated thin tubes. These simulations were performed by using the spectral method to solve the Navier-Stokes equations. Their simulations suggest that the energy spectrum in the inertial sub-range almost follows the k À5=3 Kolmogorov scaling law where k is the wave number. The Lattice Boltzmann method (LBM) has enabled many researchers to simulate turbulent flow as a new computational tool. Most of these studies concern decaying homogeneous isotropic turbulence Yu et al. [35] . The filtering methods are applied against the forced and decaying fields that simulated using the LBM method by Abdel Kareem et al. [36, 37] . This paper is organized as follows. In Section 2 we describe the general characteristics of an isotropic turbulent flow (forced and decaying). The two filtering methods are discussed in Section 3. Section 4 is devoted to the results of the study and the discussions of the obtained turbulent features. Section 5 summarizes our conclusions.
Forced and decaying turbulent fields
Abdel Kareem et al. [36] [37] [38] implemented the D3Q19 LBM to generate 3D velocity fields for forced and decaying isotropic turbulence in periodic boxes with a resolution N ¼ 128 3 . The Bhatnager-Gross-Krook (BGK) [39] [40, 41] ). This term is zero in the decaying case. This implementation of the forcing function can be shown to satisfy the continuity and Navier-Stokes equations up to the second order. The Taylor Reynolds numbers for the forced and decaying cases are found as 72 and 29, respectively. More details about the LBM, forcing method and the statistical properties of the turbulent field can be found in [36, 37] . Their data sets for the forced and decaying cases are used in the investigation. The filtering methods will be applied against the velocity fields and all other statistical propertied will be estimated after the filtering process.
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The complex diffusion PDE is very similar to the free particle Schrodinger equation [32] : 
where W ¼ Wðx; y; z; tÞ is the wave function of a quantum particle, m is the mass of the particle, h is Planck's constant, VðxÞ is the external field potential and i ¼ ffiffiffiffiffiffiffi À1 p . According to the simplified Schrodinger equation, Gilboa et al. [32] introduced the generalization of the diffusion equations in complex domain. The 3D case of the linear diffusion can be written as
with the initial condition Iðx; y; z; 0Þ ¼ I 0 2 R; ðc; IÞ 2 C; ð8Þ
The fundamental solution of the equation can be written in 3D as [32] Iðx; y; z; tÞ ¼ I 0 Ã hðx; y; z; tÞ; ð10Þ where hðx; y; z; tÞ ¼ Ag rðtÞ ðx; y; z; tÞe iaðx;y;z;tÞ : ð11Þ
Here, g is the Gaussian function of the standard deviation r whose definition is g rðtÞ ðx; y; z; tÞ
aðx; y; z; tÞ ¼
and
Finally, the real value of I is taken to find the non-noisy data. For small phase angles, the linear process generates the Gaussian and Laplacian pyramids (scale-space) simultaneously, depicted in the real and imaginary parts, respectively. Gilboa et al. [32] show that for the phase angle of the diffusion coefficient h, the time t when h ! 0 the imaginary part can be regarded as a smoothed second derivative of the initial signal, factored by h and the time t
where Im(Á) denotes the imaginary part, and
The order of the approximation is Oðh 2 Þ. The numerical implementation in the 3D can be given by the explicit 3D scheme using the finite difference method. A 3D volume data is often defined on a cube domain with a regular mesh as
We assume that
The linear diffusion equation can be written as
3D non-linear complex diffusion filtering
The real non linear diffusion filter was formulated by Perona and Malik [31] as a diffusion process that encourages integration smoothing in preference to smoothing across the boundaries. Gerig et al. [42] introduced the extensions of this technique to support 3-D and multi-echo MRI, incorporating higher spatial and spectral dimensions. The procedure overcomes the major drawbacks of conventional filter methods, namely the blurring of object boundaries and the suppression of fine structural details. The simplicity of the filter algorithm enables an efficient implementation even on small workstations. Mathematically, the real filtering process is defined as follows: @Iðx; y; z; tÞ @t ¼ divðcðjrIjÞrIðx; y; z; tÞÞ;
Here t refers to the iteration step and cðjrIjÞ is the diffusion function
where k is a diffusion constant or (threshold parameter).
The nonlinear complex diffusion can be written as [32] @ @t Iðx; y; z; tÞ ¼ divðcðImðIÞÞrIðx; y; z; tÞÞ;
where
The phase angle h should be small ðh ( 1Þ. Since the imaginary part is normalize by h the process is not affected much by changing the value of h as long as it takes small values. The discretization scheme of the nonlinear complex diffusion filtering in 3-D using the finite difference can be written as 
In the 2D case, Dt 6 0:25 cos h is a condition of stability, however in the 3D case, Dt 6 0:1667 cos h is the condition of stability for both linear and nonlinear complex diffusion schemes.
Results and discussion
Study of the characteristics of vortical structures is important in understanding the dynamics of turbulent flow fields. It was reported numerically that an isotropic turbulent field is dominated by tube-like vortices (e.g., [43] [44] [45] ). The presence of these vortices in a homogeneous isotropic turbulence has also been investigated by experimental work [46] [47] [48] [49] . The vortical structures are identified using the high rotational identification method (i.e., the Q-identification method) [50] . Here, Q is the second invariant of the velocity gradient tensor and is defined as 
Spectra and vortical structures in forced and decaying flows
Isotropic turbulence is obtained when spectra begin to collapse at high wave numbers under Kolmogorov scaling and when the Kolmogorov power law is observed in the inertial sub-range. This scaling in the forced case can be observed in Fig. 1 , which depicts the energy spectrum of the chosen time step after reaching the steady state. It is clear that the spectrum follows the Kolmogorov À5=3 power law [51] . Fig. 2 shows the vortical structures in the forced case where many thin tubes can be observed. For the decaying case, the energy spectrum and the vortical structures are depicted in Fig. 3 and Fig. 4 , respectively. The vortical structures in the forced case contain many thinner tubes compared to the decaying case. It is expected that in the forced case many noisy regions can be extracted because of the existence of many thin tubes.
Filtering results
The linear and nonlinear complex diffusion filtering methods are applied against the velocity field, where each velocity component is filtered into two parts, namely the coherent v C and incoherent v I parts (v ¼ v C þ v I Þ). It should be pointed that during the filtering process, the imaginary part was introduced to preserve the geometrical structure of the vortices. The number of iterations in the forced case is taken as 8 iterations for both linear and nonlinear complex diffusion. Then the real part is taken as the coherent field and the incoherent part is estimated as the difference between the total field and the obtained coherent field. The experimental results show that this number of iteration is suitable to avoid extraction of coherent vortices in the incoherent part. In the decaying case, the suitable number of iterations is found as 7 iterations. The phase angle in all cases are chosen as p 1000 . In the nonlinear case, the threshold parameter k which is used in the scheme is chosen as 0.2 and 0.009 in the forced and decaying cases, respectively. These values are suitable to preserve the vortical structures in the coherent field as well as to preserve the structureless property of the incoherent field.
The extraction of the coherent fields as well as incoherent parts in the forced and decaying cases is done in the spatial domain rather than in the frequency domain. The filtering results are organized as. 
Linear complex diffusion filtering
The extracted coherent and incoherent parts in the forced case obtained by the linear complex diffusion filtering are shown in Figs. 5 and 6 , respectively. The coherent vortical structures are similar to that shown in the total field. Also it can be observed that no organized structures can be found in the incoherent field. The coherent and incoherent fields in the decaying case are also depicted in Figs. 7 and 8 , respectively. The incoherent field contains fewer noisy points compared to the forced case. The filtering method can identify the vortical structures in the decaying case without any loss of the geometrical shape of the vortices. The velocity skewness and flatness for the forced and decaying cases are shown in Table 1 . The velocity skewness and flatness for the total fields (Forced: Total-F and Decaying: Total-D) and the coherent fields (Forced: Coh-F and Decaying: Coh-D) are found similar to each other at each case. However the values for the incoherent case (Forced: Incoh-F and Decaying: Incoh-D) are found about zero for the skewness. The flatness for the incoherent field in the forced case is very close to the total and coherent parts. In the decaying case the flatness for the incoherent part is found higher than all cases. 
Nonlinear complex diffusion filtering
The coherent and incoherent parts extracted by the nonlinear complex filtering method in the forced case are shown in Figs. 9 and 10, respectively. The coherent vortical structures are similar to that visualized in the total field. The method also preserves the geometrical shape of the structures. The incoherent field does not contain any of the organized structures. The decaying coherent and incoherent fields are depicted in Figs. 11 and 12 , respectively. The incoherent field also contains fewer noisy regions as that extracted by the complex linear filtering compared to the forced case. The filtering method can identify similar vortical structures in the decaying case without any loss of the edges of the vortices. The skewness values for the incoherent cases are also found about zero same as the fourth order results. The flatness for the incoherent field in the forced case is very close to the total and coherent parts. In the decaying case the flatness for the incoherent part is also found higher than all cases (see Table 2 ). Fig. 13 shows the spectra of the coherent, incoherent and total fields in the forced case that extracted by the two filtering methods. The total energy in the two filtering cases is decomposed into
Spectra of the extracted fields
hṽ;ṽi and < 0:001%. The spectra of the coherent and total field are found identical along the inertial range. This implies that the coherent vortices are responsible for the Kolmogorov scaling. Also it can be observed that the incoherent spectrum spreads over all scales. The decaying case spectra of the total, coherent and incoherent fields are also depicted in Fig. 14 . Also in this case E ¼ E C þ E I þ , where < 0:001%. The total and coherent spectra are also identical in this case. The incoherent spectra increase as the wavenumber increases and reaches its maximum value at high wavenumbers. Similar results are extracted from the total field in the forced and decaying cases. The two filtering methods can identify the coherent and incoherent parts smoothly without loosing the geometrical shape of the vortical structures. Also, the incoherent parts are smoothly distributed in all cases. The incoherent spectra of the forced field have more significant increase compared to the decaying case. The incoherent spectrum in the forced case reached the order of 10 À3 , however the incoherent spectrum in the decaying case reached 10 À7 . This result shows that more noisy regions in the forced case can be found.
The results of the two filtering methods can be compared to results obtained by coherent vortex extraction that proposed by Farge et al. [30] . In their results they found that the coherent part is almost similar to the total field and the statistical properties of the coherent part are similar to that of the total field. No coherent structures remain in the incoherent part. They found that the incoherent part is not limited to small scales; however it spreads over all scales. The same results can be ob- served in this study with some little differences based on the domain of filtering. In this study, no significant differences between the two filtering methods are found. In the decaying case, the linear complex diffusion extracted more noisy regions however non of the coherent vortices can be observed in the incoherent part. 
Comparison with previous filtering methods
Recently, many image filtering methods are introduced to be robust methods for filtering turbulent flow. The curvelets and total variation filtering methods are used by Nabil et al. [52] to extract coherent and incoherent parts of a forced homogeneous isotropic turbulent flow. They applied the methods against the scale field Q which is the second invariant of the velocity gradient tensor. They found that the two methods could extract the coherent and incoherent parts with statistical properties comparable with that extracted by the standard wavelet method. However, in this paper the filtering methods are applied against the velocity vectors of forced and decaying homogeneous isotropic turbulent fields. The applications of the filtering methods against the scalar field Q is less time consuming and can give good information about the vortical structures in the flow field which is very important in understanding the complex phenomena of turbulence. On the other hand, applications of the filtering methods to the velocity vectors help extracting many statistical properties of the flow fields beside the statistical properties of the vortices. The standard filtering methods were introduced by Farge et al. [24] [25] [26] [27] 29, 30] for many applications and they found that the coherent and incoherent parts are multiscale. Also, they found that the incoherent part is structure-less and they considered it as a background of the flow field. Here the introduced methods lead to the same results and they can be considered as additional methods for that purpose and one more thing that they are applicable in the spatial domain where the numerical errors arise from the forward and back transformations to frequency domain are reduced. The extracted incoherent parts by the linear and nonlinear complex diffusion filtering methods are structures-less and no coherent structures can be observed here while in the previous efforts some vortical structures were observed in the extracted incoherent field. The advantages and disadvantages of the proposed methods here can be briefly summarized as follows.
1. The existence of different filtering methods for turbulence is important to study the general characteristics of coherent and incoherent vortices. 2. The existence of filtering methods that applied in different spaces such as spatial domain and frequency domain are also important for the generality of the characteristics. 3. In these methods, a number of iterations is considered to get the coherent part which is time consuming compared with the wavelet method. 4. No coherent structures are extracted in the incoherent part by the proposed methods. 5. The coherent structures are similar to the original field. 6. The incoherent field is smoothly distributed in the box.
Conclusion
Two filtering methods, namely the linear and nonlinear complex diffusion filtering methods, are proposed to decompose turbulent flow fields into coherent and incoherent parts. It was shown that the methods are efficient tools for extracting coherent vortices out of turbulent flows. The proposed filtering methods are applied against the 3D velocity fields for forced and decaying turbulent fields. The 3D numerical implementation in the two methods is done using the finite difference method. The velocity skewness and flatness of the extracted fields in all cases are also studied and compared. Although the methods are applied in the spatial domain, the results are found similar to that extracted by the coherent vortex extraction methods that based on the frequency domain. It was shown that the proposed filtering methods can efficiently identify and capture the important features of the flow field. The incoherent part in the two cases is not only small scale but multiscale and its energy increases at high wavenumbers.
