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Abstract
Preterm birth is a leading cause of death and abnormality among newborn infants. Cervical
insuﬃciency is one of the major causes of preterm birth. Unfortunately, this asymptomatic
condition remains hidden to many patients until preterm birth occurs. Accurate character-
ization of the mechanical behavior of cervical tissue can enable the development of medical
devices that can diagnose the condition of cervical insuﬃciency before labor begins and help
avoid preterm birth. In this study, the main focus was to develop a simple viscoelastic model
that can be used for describing the stress relaxation phenomenon of the rat cervical tissue.
The intention was to develop a successful model from linear springs and viscous dashpots
without using a repetitive scheme. Same basic elements were supposed to be used only once
to investigate how simple discrete models perform in describing a complex behavior like soft
biological tissue stress relaxation. For this purpose, 3, 4 and 5 element spring and dashpot
models were developed and tested with the data obtained through uniaxial tensile stress re-
laxation ex vivo experiments on the pregnant rat cervical tissues with gestational ages of 15,
17, 19 and 21 days. The experimental data from pregnant rat cervices are preferred in order
to examine whether the models can capture the change in the tissue properties as pregnancy
proceeds. Although both 3 element and 4 element models are able to describe the stress
relaxation behavior of the cervical tissue, the error analysis shows that 4 element model
works best among the investigated models. 5 element models cannot be implemented to the
stress relaxation curve due to the hyperbolic functions present in their governing equations.
The analysis of variance results of the working models showed a significant decrease in all
model parameters with increasing gestational ages.
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Chapter 1
Introduction
The cervix is a mechanical barrier that holds the growing fetus inside and stays firm until
the fetus is mature. At the time of delivery, the cervical tissue softens and ripens to allow
the baby to pass. [1] These two functions are crucial in maintaining a healthy pregnancy.
However, in some patients, the mechanical integrity of the cervix fails during pregnancy
and the tissue softens prematurely. The altered mechanical properties of the cervical tissue
might eventually lead to a spontaneous preterm birth. This phenomenon is clinically known
as cervical insuﬃciency. Unfortunately, the condition of cervical insuﬃciency is hard to
detect [2] and the patient may be unaware of this condition until labor begins. [3]
1.1 Impact of Preterm Birth and Cervical
Insuﬃciency
Preterm birth is one of the leading causes of death and abnormality among newborn infants.
[4] [5]. The survival rates are at 22 weeks range from 0% to 21%, at 23 weeks from 5% to 46%
and at 24 weeks from 40% to 59% [6]. Similar survival rates for extremely premature infants
are also reported by Markestad et al. [7] Approximately, one fifth to one quarter of survivors
have at least one major disability, including but not limited to cerebral palsy (12%-15% of
survivors), blindness (5% to 8% of survivors) or deafness (3% to 5% of survivors). [6] The
rate of preterm birth in United States has increased from 9.5% to 12% between 1981 and
2000 [8] and cervical insuﬃciency causes approximately 15% of total preterm birth [4]. In
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the light of these facts it is clear to see that the investigation of the mechanical properties
of cervical tissue is an important subject for biomechanical research.
1.2 Complexity of Cervical Tissue
The human cervix consists of 10-15% smooth muscle [9] [1], 79-85% extracellular matrix and
6% blood vessels. [1]. It has a water content ranging from 63% - 89% depending on the
age and parity of the women [10] [11] and whether they are post- or pre-menopausal [12].
Apart from the water content, other biomechanical properties of the tissue also vary with
respect to the factors such as age and parity. Oxlund et al. [1] showed the cervical collagen
concentration increases with age and decreases with parity in non-pregnant women. In its
non-pregnant condition the cervix does not bear loads and it consists of a well-defined com-
position of constituents. [3] However, during pregnancy the tissue undergoes a very complex
compositional change in order to withstand the pressure from growing fetus. These factors
make the cervical tissue an extremely diﬃcult structure to analyze and model. Therefore,
there is a great need to establish a better understanding of the biomechanics of the cervical
tissue.
1.3 Motivation for the Work
Accurate characterization of the mechanical behavior of cervical tissue can enable many
medical technologies that may abate the cervical insuﬃciency cases and preterm birth rates in
the long run. In order to develop such technologies, we need analytical models that describe
experimental data in a reliable and accurate way. This study aims to build a groundwork
for a model that can successfully describe cervical tissue stress relaxation behavior.
Although there are currently many notable studies on soft biological tissue modeling,
there are still many gaps remaining between biomechanical and biochemical findings and
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describing these observations with models. Conducting experiments on extremely sensitive
and precious biological tissues is very challenging and time consuming. As a result, many
experimental studies omit working further on theoretical or computational modeling of the
tissue or they propose simple models whose application generally stays limited to that partic-
ular experimental data set because it lacks a comprehensive approach to the biomechanical
problem. In order to address this issue, this study intends to examine 3, 4 and 5 element
spring and dashpot models that can be easily implemented for experiments conducted on
various other soft biological tissues.
1.4 Soft Tissue Modeling
Analytical models are crucial to convey and help researchers utilize the valuable information
extracted in the physical experiments. They can capture the results of the physical exper-
iments and reproduce them when needed. More importantly, models can help researchers
understand the biomechanics of the tissues without the necessity of conducting new exper-
iments from scratch. It is favorable to avoid conducting the experiments whenever it is
possible because of many reasons: Firstly, physical experiments may require expensive and
complex instruments that are not accessible by many researches around the world. Sec-
ondly, biological tissues are hard to obtain and, in most cases, obtaining them require the
sacrifice of the subject. In the case of human tissue studies, acquiring specimens for the
experiments becomes even more stringent and diﬃcult. Thirdly, biological tissues are hard
to handle, store and prepare properly. Last but not least, the development of computa-
tional models helps researchers acquire much faster results, which are also easier to compare
across laboratories and across studies by diﬀerent researchers without the necessity of any
hardware.
The stress response of the tissue can be captured using a set of model parameters,
determined by fitting a proper model to the experimental data. The key aspect in modeling
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is to determine the aim of the model accurately. The aim is closely dependent on the
requirements of the study. If the goal is just to describe the experimental data without
losing any valuable information, many diﬀerent functions may be capable of doing this job
successfully. A good example that is implemented for rabbit medial collateral ligament can
be seen in Hingorani et al. [13] On the other hand, the study may aim to describe the
experimental data with model parameters that have a physical interpretation. In this case,
more complex models that are based on solid theories in mechanical behavior of materials
are required. It is possible to classify these models into two groups: Phenomenological
and Micro-structural models.
1.4.1 Phenomenological Models
Phenomenological models can describe the behavior of the tissue. However, they do not
necessarily have an explicit relationship to the components or the structure of the tissue
itself. In general, the model parameters cannot be interpreted as actual material properties,
since they are not related to the microstructure of the tissue. [14]
One of the most widely used phenomenological models is the quasi-linear viscoelastic
(QLV) models introduced by Fung. [15] The greatest advantages of QLV theory is that it
decouples the elastic contribution to the stress from the time- and rate-dependent contri-
butions. When the problem is decoupled, it enables any hyperelastic model to be used
to describe the elastic behavior. Since the viscoelastic behavior does not depend on the
hyperelastic model, it can be described by any other model of choice [14].
Despite its great contribution to biological tissue modeling, the QLV models have various
limitations. First of all, they cannot account for creep and relaxation rate dependency of
tissues. However, for example, ligaments show a rate dependency at high stress and strain
levels. [16] Secondly, they cannot usually interrelate creep and relaxation. A study done
by Thornton et al. [17] showed that QLV models are not successful at predicting ligament
creep behavior based on relaxation experiments or vice versa. These findings suggest that
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viscoelastic phenomena in ligaments occur through fundamentally diﬀerent mechanisms and
time dependent behavior of the tissue cannot be successfully captured by QLV theory. [14]
1.4.2 Structural Models
The alternative to phenomenological models is structural models, which are based on explicit
representation of the diﬀerent components of the tissue microstructure. The responses of
the individual constituents of the tissue are then combined or generalized to determine the
gross behavior of the tissue. As a result, unlike phenomenological models, they consist of
parameters which are directly related to the structure of the tissue. [14] [18] It is favorable
to have structural models since their model parameters are easily comparable with material
properties of engineering materials, such as cross-linked polymers [19].
1.5 Scope of the Study
This study investigates the performance of 3, 4 and 5 element spring and dashpot models
describing uniaxial tensile stress relaxation ex vivo tests on pregnant rat cervical tissues.
Spring and dashpot models are preferred in order to build the groundwork for developing
a simple successful structural model. The experimental data from pregnant rat cervices
are used to examine whether the models can capture the change in the tissue properties as
pregnancy proceeds.
5
1.6 Overview
To present the study, the thesis is structured in four chapters.
Chapter 1 presents the motivation, objective and scope of the study.
Chapter 2 reviews the experiments on the pregnant rat cervical tissues and the theoretical
background of developing spring and dashpot models. The derivations for the 3, 4 and
5 element spring and dashpot models are shown in detail. The curve fitting procedure,
implementation of weight factors to improve the curve fits and the decision process in model
selection are also described in this chapter.
Chapter 3 compares the performance of diﬀerent models in describing the stress relaxation
behavior of the rat cervical tissue. The significance of changes in model parameters with
increasing gestational age is discussed.
Chapter 4 consists of closing remarks and future study recommendations.
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Chapter 2
Modeling
Simple mechanical devices, such as linear springs and viscous dashpots, are widely used
to create simple, practical viscoelastic models [20] [21] [19]. These models are particularly
successful to describe material behavior under small stress levels where most of the materials
exhibit linear or nearly linear behavior [20]. Some of these materials may have a nonlinear
behavior at high stress levels but can be still explained by simple structured rheological
models. There has been considerable activity in recent years to develop spring and dashpot
models to describe soft biological tissue behavior. [22] [23] [24] [25] Although some of these
eﬀorts are particularly for describing a certain behavior of the tissue such as high oscillatory
loading response of arteries [24], there are also eﬀorts in creating a model scheme that can
be applied in a much broader sense [22] .
In this study, various combinations of linear springs and viscous dashpots are used to
create simple mechanical models. Later, the performance of each model is investigated by
using the models to describe uniaxial stress relaxation test data of pregnant and non-pregnant
rat cervical tissue.
In this chapter, a brief background will be given on the experiments performed on rat
cervical tissues. The ideas behind the model creation will be described and each model
will be presented in detail. At the end, the curve fitting procedure and the model selection
criteria will be explained.
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2.1 Experiments
The cervical tissue experiments were conducted as part of the study done by Poellmann
et al. [26]. The significance of the experiments was to test pregnant rat cervical tissues at
diﬀerent gestational ages to see the change in tissue response against loading with increasing
gestational age.
Figure 2.1: Stainless steel rods are inserted through a single canal of the cervix. (On the left)
The view of the sealed sample chamber of the experimental setup. (On the right). Figure is
taken with modifications from [26].
Timed-pregnant Sprague-Dawley rats at 15 days (n=6), 17 days (n=7), 19 days (n=7)
and 21 days (n=11) post-conception are used for obtaining the stress relaxation data. The
post-conception days are reported by the breeder (Harlan Labs). After euthanasia of the
rats with carbon dioxide, the cervical tissue was immediately harvested. Each harvested
tissue was cut in half transversely, perpendicular to the cervical canal where only the half
that contains the external os was used for mechanical testing. Tissues were kept frozen at
−80◦C until the test.
On each experiment day, the tissue was thawed until it reached room temperature. In
order to mount the tissue on the instrument, a pair of 1.2 mm-diameter stainless steel rods
(McMaster Carr) were inserted through one of the two canals of the rat cervix. This single
canal was chosen randomly. The rods were than placed into a custom made fixture and this
fixture is attached to an Electroforce Biodynamic test frame (Bose Corp.). The Electroforce
8
Figure 2.2: The displacement input protocol for the cervical tissue relaxation tests. The
ramp load rate is 0.02mm/s. Samples were kept at ￿0 = 25% for 5 minutes.
system was equipped with a 1000 g load cell and a sealed sample chamber for submerged
testing. The system was placed into a 37◦C incubator. After the cervical tissue was securely
placed in the system with an approximate preload of 1 g, the sealed chamber was filled with
37◦C phosphate buﬀered saline (Lonza).
The testing protocol for the stress relaxation test is illustrated in Figure 2.2. The tissues
were stretched to 25% strain at a rate of 0.02mm/s with a data collection rate of 20Hz. The
tissues were then kept at the final displacement for 5 minutes with a data collection rate of
5 Hz. After this holding phase, they were ramped down to 0% strain and left there for 5
minutes before another cycle began. In total, 6 cycles were conducted. The tissues were not
preconditioned before the cycles. The details of the experiments can be further read from
Poellmann et al. [26].
This experimental data consists of load, displacement and strain. The average dimensions
of the cervical tissue for diﬀerent gestational age groups that are reported by McFarlin et
al. [27] are used to calculate corresponding stress values from recorded load data.
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2.2 Model Creation
We seek a model that can successfully approximate the reality using the information hidden
in the empirical data. In order to have a good approximation to the real tissue response, we
should fully understand the known or assumed behavior of the constituents of the tissue. If
the assumptions in the groundwork of the model are flawed, the outcome will most likely be
incorrect or irrelevant with regard to the problem in consideration.
Similarly, in this study, in order to develop a successful model we should first need to
understand the mechanics of the tissue. The dry weight concentration of collagen in cervix
is 62-85% [mg/mg] [1] [23]. The orientation of the fibers inside the connective tissue are
illustrated by Myers et al. as shown in Figure 2.3. Considering that the cervical tissue
mostly consists of collagen fibers in two major orientations and a huge water content, we
(a)
(b) (c)
Figure 2.3: Cervical tissue cross section. Longitudinal and circumferential collagen fiber
orientations. Figure is taken with modifications from [23].
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can simplify our model assuming collagen fibers and water will be dominant constituents
of the tissue. Another important fact to be considered in model creation is that the water
content and collagen concentration change depending on the factors explained in Section
1.2. Thus, the model should be rigorously examined whether it is capable of adapting itself
to these changes in the tissue.
Considering the major orientations of the fibers in the cervical tissue, there should be two
major mechanisms acting during the uniaxial tensile tests. The direction of the movement
of steel rods is illustrated in Figure 2.3b and Figure 2.3c. The rods should be loading the
fibrils of the circumferential collagen fibers in uniaxial direction (Figure 2.3a) and the rods
should be tearing apart the cross-link between collagen fibrils of the longitudinal collagen
fibers (Figure 2.3b). This two diﬀerent mechanisms suggest that the model should allow
its elements to follow two fundamentally diﬀerent behaviors. Therefore, it can be predicted
that there should be at least two elements connected in series in the model to allow the
longitudinal and circumferential fibers to react to the strain input at independent rates.
The circumferential fibers will most likely slide and rearrange themselves under the uniaxial
loading. Since the fibers are aligned in parallel with the loading direction, the stress - strain
relation in loading should exhibit a non-linear in toe region of stress - strain curve and then
become nearly linear after the crumpled fibers become fully aligned. On the other hand, the
longitudinal fibers will be forced to break their cross-links apart, which would result in a
fundamentally diﬀerent stress - strain response. In order to explain the breaking of the cross-
links, the stress of the fibrous components should be represented in the model implementing
a structural approach such as Sopakayang et al. [16].
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2.3 Models
In this section, the derivation of 3, 4 and 5 element models will be shown in detail, respec-
tively. In order to understand the derivation of these models, Maxwell model and Kelvin-
Voigt model should be introduced first since they represent the most basic cases of spring
and dashpot models.
2.3.1 Maxwell Model
Figure 2.4: Maxwell model
The Maxwell model consists of a linear elastic spring k that is connected in series with a
dashpot η. The stress-strain relation for the model is developed using the stress in the spring
(σ = k￿) and the stress in the dashpot (σ = η d￿dt = η￿˙). Let ￿s be the strain in the spring and
￿d be the strain in the dashpot. Since the spring and the dashpot are connected in series,
each of them carries the same amount of stress. However, the strains for each element are
diﬀerent.
￿˙ = ￿˙s + ￿˙d (2.1)
If we rearrange the equations, we get
￿˙ =
σ˙
k
+
σ
η
(2.2)
or
σ +
η
k
dσ
dt
= η
d￿
dt
(2.3)
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2.3.2 Kelvin-Voigt model
Figure 2.5: Kelvin-Voigt model
The Kelvin-Voigt model consists of a linear elastic spring that is connected in parallel
with a dashpot. Since the spring and dashpot are connected in parallel, each of them are
subjected to the same strain. The stress generated in each element is diﬀerent.
σ = σs + σd
σ = k￿+ η
d￿
dt
(2.4)
It is important to understand how Kelvin-Voigt and Maxwell models are derived since
they are used as fundamental elements in 3, 4 and 5 element spring and dashpot models.
Moreover, it is often necessary to understand how they behave under constant strain and
constant stress inputs to be able to understand the viscoelastic behavior of more complex
models that consist of Kelvin-Voigt and Maxwell models.
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2.3.3 Three element model
(a) (b)
Figure 2.6: Three element models
If we add an extra spring element in parallel to the Maxwell element, we obtain a three-
element model. This configuration is sometimes called Kelvin Standard Linear Solid (SLS).
Another way to get a three-element model is to add an extra spring in series with the
Kelvin-Voigt model. For either case, ramp load and relaxation response is derived with the
same approach and the resulting governing equation form for stress - strain relation in both
models is the same. The only diﬀerence between both models is the diﬀerent coeﬃcients in
the resulting governing equation. We will now show how to derive the stress - strain relations
for Kelvin SLS. (Figure 2.6a).
σ = σ1 + σ2 (2.5)
￿ = ￿1 + ￿2 (2.6)
￿1 =
σ2
k2
(2.7)
￿˙2 =
σ2
η
(2.8)
￿ =
σ1
k1
(2.9)
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Combining these relations, we get
1
η
σ +
1
k2
dσ
dt
=
k1
η
￿+ (1 +
k1
k2
)
d￿
dt
(2.10)
or
p0σ + p1σ˙ = q0￿+ q1￿˙ (2.11)
where
p0 =
1
η
p1 =
1
k2
q0 =
k1
η
q1 = 1 +
k1
k2
Ramp load
In the case of a ramp load, ￿ = ￿0R(t) and ￿˙ = ￿0H(t), where R(t) and H(t) is the Ramp
and Heaviside theta, respectively. Thus the equation becomes
p0σ + p1σ˙ = q0￿0
1
s2
+ q1￿0
1
s
(2.12)
and since σ0 = 0
σ¯ =
q0￿0 + q1￿0s
s2(p0 + p1s)
(2.13)
Expanding by partial fractions
σ¯ =
A
s2
+
B
s
+
C
p0 + p1s
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We determined A, B and C
A =
q0￿0
p0
(2.14)
B =
q1￿0
p0
− q0￿0p1
p20
(2.15)
C = −q1￿0
p0
p1 +
q0￿0p1
p20
p1 (2.16)
Finally, we apply the inverse Laplace transformation and get
σ(t) = ￿0[(
q1
p0
− q0p1
p20
) + (
q0
p0
)t+ (
q0p1
p20
− q1
p0
)e−p0t/p1 ] (2.17)
The resulting relation is the same for the other three element model where an extra spring
is added in series with the Kelvin-Voigt model. However, the coeﬃcients do diﬀer:
p0 = 1 +
k2
k1
p1 =
η
k1
q0 = k2
q1 = η
Relaxation response
In the case of a stress relaxation, ￿ = ￿0H(t) and ￿˙ = ￿0δ(t), where H(t) and δ(t) is the
Heaviside theta and Dirac delta functions, respectively.
p0σ + p1σ˙ = q0￿0
1
s
+ q1￿0 (2.18)
and since σ0
σ¯ =
q0￿0 + q1￿0s
s(p0 + p1s)
(2.19)
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Expanding by partial fractions
σ¯ =
A
s
+
B
p0 + p1s
We determined A, B and C
A = ￿0
q0
p0
(2.20)
B = ￿0
q1p0 − q0p1
p0
(2.21)
Finally, we apply the inverse Laplace transformation and get
σ(t) = ￿0[
q0
p0
+ (
q1
p1
− q0
p0
)e−p0t/p1 ] (2.22)
Again, the resulting relation is the same for both three element models with the exception
of the coeﬃcients being diﬀerent.
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2.3.4 Four element model: Burgers
Figure 2.7: Burgers model
The Burgers model is obtained through connecting the Maxwell model in series with the
Kelvin-Voigt model. The total strain at time t will
￿ = ￿1 + ￿2 + ￿3 (2.23)
where the subscript m denotes the Maxwell model and the subscript kv denotes the Kelvin-
Voigt model.
The spring and the dashpot in the Maxwell Model carry diﬀerent strains:
￿1 = σ/k1
￿˙2 = σ/η1
As we recall from Equation 2.4, the spring and the dashpot in the Kelvin-Voigt model carry
the same strain:
￿˙3 +
k2
η2
￿3 =
σ
η2
(2.24)
In order to obtain a constitutive equation between σ and η, we apply the Laplace transfor-
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mation to the equations that we derive for Burgers model so far and we get:
￿¯ = ￿¯1 + ￿¯2 + ￿¯3 (2.25)
￿¯1 =
σ¯
k1
(2.26)
s￿¯2 =
σ¯
η1
(2.27)
(s+
k2
η2
)￿¯3 =
σ¯
η2
(2.28)
When we combine the transformed equations, we get
￿¯ =
σ¯
k1
+
σ¯
η1s
+
σ¯
η2(s+ k2/η2)
(2.29)
If we multiply both sides by η1η2k2 s(s+
k2
η2
) and rearrange the terms, we get
σ¯ + p1sσ¯ + p2s
2σ¯ = q1s￿¯+ q2s
2￿¯ (2.30)
where
p1 =
η1
k1
+
η1
k2
+
η2
k2
p2 =
η1η2
k1k2
q1 = η1
q2 =
η1η2
k2
The inverse Laplace transformation of this equation yields
σ + p1σ˙ + p2σ¨ = q1￿˙+ q2￿¨ (2.31)
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Ramp load
In the case of a ramp load, ￿ = ￿0R(t), ￿˙ = ￿0H(t) and ￿¨ = ￿0δ(t), where R(t), H(t) and
δ(t) is the Ramp, Heaviside theta and Dirac delta functions, respectively. Thus the equation
becomes
σ + p1σ˙ + p2σ¨ = q1￿0H(t) + q2￿0δ(t) (2.32)
Taking the Laplace transform and solving for σ¯ gives
σ¯ =
￿0(q1 + q2s)
s(1 + p1s+ p2s2)
(2.33)
Expanding Equation 2.33 by partial fractions
σ¯ =
A
s− r1 +
B
s− r2 +
C
s
= (
s
s
)(
s− r2
s− r2 )
A
s− r1 + (
s
s
)(
s− r1
s− r1 )
B
s− r2 + (
s− r1
s− r1 )(
s− r2
s− r2 )
C
s
σ¯ =
￿0(q1 + q2s)
s(1 + p1s+ p2s2)
=
s2(A+B + C) + s(−Ar2 − Br1 − C(r1 + r2)) + Cr1r2
p2s(r1r2 − (r1 + r2)s+ s2)
where
r1 =
(−p1 +∆)
2p2
r2 =
(−p1 −∆)
2p2
∆ =
￿
p21 − 4p2
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In order for the equality to hold
A+B + C = 0
Ar2 +Br1 + C(r1 + r2) = −￿0q2
Cr1r2 = ￿0q1
So
C = ￿0q1
1
r1r2
B = −￿0q2 + Cr1
(r1 − r2) = −￿0
q1 + r2q2
r2(r1 − r2)
A =
Cr2
(r1 − r2) = ￿0
q1
r1(r1 − r2)
Since
r1r2 = 1
r1 − r2 = ∆
p2
we get
C = ￿0q1
B = −￿0p2
∆
(q1r1 + q2)
A =
￿0p2
∆
q1r2
Finally, the partial fraction can be shown as
σ¯ = ￿0q1[
1
∆
(
r2
s− r1 −
r1
s− r2 −
q2
q1
1
s− r2 ) +
1
s
] (2.34)
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After performing the inverse Laplace transformation, the loading curve yields,
σ(t) = ￿0q1[
1
∆
(r2e
−r1t − r1e−r2t − q2
q1
e−r2t) + 1] (2.35)
Relaxation response
In the case of a stress relaxation, ￿ = ￿0H(t), ￿˙ = ￿0δ(t) and ￿¨ = ￿0δ˙(t), where H(t) and δ(t)
is the Heaviside theta and Dirac delta functions, respectively. Thus the equation becomes
σ + p1σ˙ + p2σ¨ = q1￿0δ(t) + q2￿0δ˙(t) (2.36)
Taking the Laplace transform and solving for σ¯ gives
σ¯ =
￿0(q1 + q2s)
1 + p1s+ p2s2
(2.37)
If we expand Equation 2.37 by partial fractions and perform the inverse Laplace transfor-
mation, the relaxation curve yields,
σ(t) =
￿0
∆
[(q1 − q2r1)e−r1t − (q1 − q2r2)e−r2t] (2.38)
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2.3.5 Five element model: Kelvin SLS with Kelvin-Voigt
Figure 2.8: Five element model: Kelvin SLS with Maxwell model
This five element model is obtained through connecting the Kelvin Standard Linear Solid
(Figure 2.6a) in series with the Kelvin-Voigt model (Figure 2.5). The governing stress strain
relation for this model can be easily derived with the approach described in Section 2.3.4.
p0σ + p1σ˙ + p2σ¨ = q0￿+ q1￿˙+ q2￿¨ (2.39)
where
p0 = k1k3 + k2k3 + k1k2
p1 = η1k3 + k1η2 + k2η2 + k1η1
p2 = η1η2
q0 = k1k2k3
q1 = k1k3η1 + k1k2η2
q2 = k1η1η2
or
σ¯ =
k1η1η2s2 + (k1k3η1 + k1k2η2)s+ k1k2k3
(η1η2)s2 + (η1k3 + k1η2 + k2η2 + k1η1)s+ (k1k3 + k2k3 + k1k2)
￿¯ (2.40)
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Ramp load
In the case of a ramp load, ￿ = ￿0R(t), ￿˙ = ￿0H(t) and ￿¨ = ￿0δ(t), where R(t), H(t) and
δ(t) is the Ramp, Heaviside theta and Dirac delta functions, respectively. Thus the equation
becomes
σ¯ =
k1η1η2s4 + (k1k3η1 + k1k2η2)s2 + k1k2k3
s2[η1η2s2 + (η1k3 + k1η2 + k2η2 + k1η1)s+ (k1k3 + k2k3 + k1k2)]
￿0 (2.41)
After applying the inverse Laplace transform by using the function ilaplace of MATLAB®
σ(t) = ζ1 + ζ2δ(t)− [ζ3cosh(ζ4t)− ζ5sinh(ζ6t)]e−ζ7t (2.42)
where ζi are functions of 5 elements of the model.
Relaxation response
In the case of a stress relaxation, ￿ = ￿0H(t), ￿˙ = ￿0δ(t) and ￿¨ = ￿0δ˙(t), where H(t) and δ(t)
is the Heaviside theta and Dirac delta functions, respectively. Thus the equation becomes
σ¯ =
η1η2k1s4 + (k1k3η1 + k1k2η2)s2 + k1k2k3
s[η1η2s2 + (η1k3 + k1η2 + k2η2 + k1η1)s+ (k1k3 + k2k3 + k1k2)]
￿0 (2.43)
or
σ¯ =
s4 + q1s2 + q2
s(s2 + p1s+ p2)
￿0k1 (2.44)
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where
p1 =
(η1k3 + k1η2 + k2η2 + k1η1)
η1η2
p2 =
(k1k3 + k2k3 + k1k2)
η1η2
q1 =
(k3η1 + k2η2)
η1η2
q2 =
k2k3
η1η2
After applying the inverse Laplace transform by using the function ilaplace of MATLAB®
σ(t) = ζ1 + ζ2δ˙(t)− ζ3δ(t)− [ζ4cosh(ζ5t)− ζ6sinh(ζ7t)]e−ζ8t (2.45)
where ζi are functions of 5 elements of the model.
2.3.6 Five element model: Kelvin SLS with Maxwell
Figure 2.9: Five element model: Kelvin SLS with Kelvin-Voigt model
This five element model is obtained through connecting the Kelvin Standard Linear
Solid (Figure 2.6a) in series with the Maxwell model (Figure 2.4). The governing stress
strain relation for this model can be easily derived with the approach described in Section
2.3.4.
p0σ + p1σ˙ + p2σ¨ = q1￿˙+ q2￿¨ (2.46)
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where
p0 =
k1
η1η2
p1 =
1
η1
+
k1
η1k3
+
1
η2
+
k1
k2η2
p2 =
1
k3
+
k1
k2k3
+
1
k2
q1 =
k1
η1
q2 = 1 +
k1
k2
Ramp load
In the case of a ramp load, ￿ = ￿0R(t), ￿˙ = ￿0H(t) and ￿¨ = ￿0δ(t), where R(t), H(t) and
δ(t) is the Ramp, Heaviside theta and Dirac delta functions, respectively. Thus the equation
becomes
σ¯ =
q1 + q2s2
p0 + p1s+ p2s2
￿0 (2.47)
After applying the inverse Laplace transform by using the function ilaplace of MATLAB®
σ(t) = ζ1δ(t)− [ζ2cosh(ζ3t)− ζ4sinh(ζ5t) + ζ6]e−ζ7t (2.48)
where ζi are functions of 5 elements of the model.
Relaxation response
In the case of a stress relaxation, ￿ = ￿0H(t), ￿˙ = ￿0δ(t) and ￿¨ = ￿0δ˙(t), where H(t) and δ(t)
is the Heaviside theta and Dirac delta functions, respectively. Thus the equation becomes
σ¯ =
q1s+ q2s3
p0 + p1s+ p2s2
￿0 (2.49)
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After applying the inverse Laplace transform by using the function ilaplace of MATLAB®
σ(t) = ζ1δ˙(t)− ζ2δ(t) + [ζ3cosh(ζ4t)− ζ5sinh(ζ6t)]e−ζ7t (2.50)
where ζi are functions of 5 elements of the model.
2.3.7 Models Overview
Through Sections 2.3.3 - 2.3.6 the derivations of 3, 4 and 5 element spring and dashpot models
are given in great detail. The models are further evaluated for their ramp load response and
relaxation response. For clarity of the study, the governing equations are summarized in
Table 2.1. The coeﬃcients in the equations are given in their respective sections except ζi.
ζi of each governing equation can be found through evaluating Equation 2.41, 2.44, 2.47 and
2.49, respectively.
Table 2.1: Overview of Models
Model Ramp Load Response
Three element models σ(t) = ￿0
p20
[(q1p0 − q0p1) + (q0p0)t+ (q0p1 − q1p0)e−p0t/p1 ]
Four element model σ(t) = ￿0q1[
1
∆(r2e
−r1t − r1e−r2t − q2q1 e−r2t) + 1]
Three element with Kelvin-Voigt σ(t) = ζ1 + ζ2δ(t)− [ζ3cosh(ζ4t)− ζ5sinh(ζ6t)]e−ζ7t
Three element with Maxwell σ(t) = ζ1δ(t)− [ζ2cosh(ζ3t)− ζ4sinh(ζ5t) + ζ6]e−ζ7t
Model Relaxation Response
Three element models σ(t) = ￿0[
q0
p0
+ ( q1p1 − q0p0 )e−p0t/p1 ]
Four element model σ(t) = ￿0∆ [(q1 − q2r1)e−r1t − (q1 − q2r2)e−r2t]
Three element with Kelvin-Voigt σ(t) = ζ1+ζ2δ˙(t)−ζ3δ(t)−[ζ4cosh(ζ5t)−ζ6sinh(ζ7t)]e−ζ8t
Three element with Maxwell σ(t) = ζ1δ˙(t)− ζ2δ(t) + [ζ3cosh(ζ4t)− ζ5sinh(ζ6t)]e−ζ7t
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2.4 Curve Fitting
In order to implement the models to the experimental data, we need to fit each model’s
governing function y(t;p) of a vector of n parameters p to a set of data points (ti,yi).
Therefore, a least square problem arises since we are fitting a parameterized function to a
set of measured data points by minimizing the sum of the squares of the errors between the
output of the function and the measured data points. In our case, the least square problem
is nonlinear because the function is not linear in the parameters.
Levenberg - Marquardt method
The Levenberg-Marquart (LM) method is a well-known technique to solve nonlinear least
square problems. It is a combination of two minimization methods: the gradient descent
method and the Gauss-Newton method. The method acts like a gradient descent method
when the parameters are far from their optimal value. As the parameters get closer to their
optimal value, the method uses the Gauss-Newton method instead of the gradient descent
method. In general, LM is considered as a fast convergent method.
One of the biggest drawbacks of LM is the fact that it does not necessarily find a global
minimum for the error function. To overcome this problem, a script is written to create
random initial guess sets with respect to the pre-defined intervals. Prior running the sim-
ulations, ∼ 106 initial guesses are being created using this script. Later, simulations are
run repetitively with each single initial guess. At the end of all simulations, the best fit is
decided by comparing the relative error and sum of squares of each simulation.
In this study, the MATLAB® script compiled by Henry Gavin [28] is utilized for using
the Levenberg-Marquardt method. The whole set of the scripts created for this purpose can
be found in detail in Appendix A.
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2.5 Weight Factors
During the relaxation of the tissue, viscoelastic mechanisms act faster initially. The slope
of the curve gradually decreases to zero and the relaxation curve asymptotically approaches
a lower limit. In our experimental data, the time resolution for data scanning is constant
throughout the relaxation behavior. As a result of this constant scanning resolution, the
data logger could capture the initial steep relaxation curve only with few data points. On
the other hand, there are far many data points where the curve flattens. Since the data
points are sparser at the initial region, the curve fitting algorithm underestimates the error
associated with this steeper region. A way to overcome this problem with a post-processing
is to implement proper weight factors to correct the error estimation of the algorithm.
ecorrectedi = wi ∗ eoriginali (2.51)
In order to compensate the lack of data points where they are most needed, the higher
weight factors increase the importance of the initial region by increasing the error multiplier
of these particular points. Thereby the algorithm is ’forced’ to go through the few points
near the steep relaxation curve. On the other hand, it has more freedom to ’miss’ the points
with lower weight factors. To determine the weight factors, we divide the stress scale of each
curve into 10 sections as shown in Figure B.1. Later, we count the number of data points
in each section. The weight factors will be the ratio of total data points in the set over the
number of data points in each section.
Figure 2.10 shows the results of using weight factors that balances each section of the
curve with respect to the time scale. The goal of weight factors is to overcome the lack
of information at the initial steep region by defining weights in a way that balances the
’importance’ of the data points with respect to their location as explained by ’the ratio to
the total #’ in Table B.1. However, the instrument records the loading with a lot of noise.
Ideally, the mean value of the noise in the data is 0. As the instrument deviates from the
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real value randomly up and down, the average of this deviation approaches zero when the
number of recorded points per second is suﬃciently large. Fortunately, the noise in the flat
curve can be distinguished and eliminated from the data since the data recording resolution
is high with respect to time scale. However, there is a rapid change in the beginning and
there are very few data points recorded per second. Therefore, the load values recorded
initially are biased by the random deviations in the instrument. This is why a ’balancing’
weight factor definition is not working properly with this data.
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Figure 2.10: ’Balancing’ weight factors for Sample #1
Less aggressive weight factor definitions result in better curves. For example, we can
define slightly higher weight factors for the initial section compared to the following sections.
This results in a curve fit shown in Figure 2.10. This approach results in a better curve in
the sense that we have a maximum stress closer to the real case while maintaining the right
shape of the curve. However, we should be able to justify our weight factor definitions
with a basis on physical mechanisms. Otherwise, the weight factors will merely mean a
mathematical modification to the curve. Therefore, we cannot just define weight factors
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because they result in better curve fits.
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Figure 2.11: Using a less aggressive weight factor definition
In order to satisfy this requirement, we first calculate the balancing weigh factors and
then scale down the set of weight factors to obtain a less ’aggressive’ weight factor definition.
At the end, we get a curve fit between a ’no weights’ case and a ’balancing weights’ case.
Example sets of weights can be seen in Table B.2. The corresponding parameter values to
these sets are given in Table B.3. The resulting curve fit is shown in Figure 2.10. In this
case, the ’balancing’ weights are scaled down by 25 .
2.6 Model Selection
Usually, there are many candidate models that we may use to describe a set of data points.
Some of these models may perform well but they may be relatively complex. Others may
be simple but the error associated with their approximation may be unacceptable. Usually,
there exists an optimal point between complexity of the model and goodness of the fit. In
this study, there are 5 diﬀerent models under investigation. They have diﬀerent levels of
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complexity. In order to assess which model is a better candidate for the given data set,
the relative errors can be compared. While this approach helps us roughly distinguish the
worst models from the fairly better ones, it does not help us to diﬀerentiate the models
that perform similarly. We require a measure of the goodness of fit to compare the models
without bias. The Akaike’s Information Criterion (AIC) is one of the methods available to
researchers that provides a means for model assessment.
Akaike’s Information Criterion (AIC)
AIC tries to understand which model from the set of candidate models is more likely to be
correct and quantify how much more likely. If the scatter of the points around the curve fit
follows a normal distribution, the AIC can be computed as
AIC = Nln(σ˜2) + 2K (2.52)
where N is the number of data points, K is the number of parameters fit by the regression
plus one to include σ2, and σ˜2 is the maximum likelihood estimator (MLE) of σ2 which is
represented as
σ˜2 =
N￿
i=1
￿ˆi
N
(2.53)
where ￿ˆi are the residuals for a particular candidate model.
Usually, the fit of the model to the data gets better as more parameters are added to
the approximating model. Therefore, the term ln(σ˜2) tends to decrease when more complex
models (models with more parameters) are used. On the other hand, the second term K
gets larger as more parameters are present in the model, thereby creating a tradeoﬀ between
underfitting and overfitting. In this sense, the second term allows us to assess the contribu-
tion of a more complex model compared over a simpler candidate.
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AIC values can be positive or negative. Burnham and Anderson [29] reported that they
encountered AIC values ranging from large negative numbers to as high as 340,000. Our
simulations resulted in values from -2000 to -4000 for Burgers’ model when it is applied on
our experimental data. These values are well within reasonable range of AIC values.
An important note on using AIC on our data set is that the second term K where the
number of parameters of the model comes into play is very small compared to the first term
ln(σ˜2). Since we have recorded around 1500 data points (N = 1500) during the stress relax-
ation of the tissue and since the proposed models in this study have less than 6 parameters
(K ≤ 5), the first term dominates the results. We may, in fact, omit the second term in
many cases.
The absolute AIC value itself is not informative. We are in fact interested in the diﬀer-
ence between AIC values of diﬀerent models. The relative values over the set of candidate
models allow us to rank the models according to their usefulness.
∆AIC = AICB − AICA (2.54)
∆AIC = Nln(
SSB
SSA
) + 2(KB −KA) (2.55)
If SSA is greater than SSB, since the logarithm of a fraction is always negative, the first
term will be negative. Model B is the model with more parameters, so KB is larger than
KA, making the last term positive. If the net result is negative, that would mean that the
diﬀerence in sum-of-squares is more than expected based on the diﬀerence in the number of
parameters, so we conclude that Model B is more likely.
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We can represent the general case for AIC diﬀerences as
∆i = AICi − AICmin (2.56)
where the best model has ∆i ≡ ∆min.
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Chapter 3
Results and Discussion
The results of curve fitting for the models proposed in Section 2.3 are shown in Figs. C.1
- C.12. Since there are 31 samples in total for 4 diﬀerent age groups, only a representative
sample from each group is shown here for clarity of the thesis. These samples are Sample
#31 (Age 15), Sample #23 (Age 17), Sample #11 (Age 19) and Sample #1 (Age 21). The
results of 4 element model (Burgers) without using weight factors can be seen in Figs. C.1 -
C.4. 3 element model curve fits are shown in Figs. C.5 - C.8. The implementation of weight
factors with the 4 element model are shwon in Figs. C.9 - C.12
3.1 Performance of the Models
As also shown in Table 2.1, each model has a diﬀerent governing equation for stress - strain
relation under ramp load and constant strain (stress relaxation) conditions. In general, these
governing equations only include one of several exponential functions except the case of the
5 element models where there are also hyperbolic functions present in the equation. While
the variables, multipliers and other constants in these equations have generally a significant
influence on the shape of the curve for the corresponding model, the natural characteristics
of the curve is inherited from exponential or hyperbolic functions. During the curve fitting
procedure, the parameters are being adjusted, so that the multipliers and constants shape
the curve in the most favorable way. However, the inherited properties of the curve cannot be
forced to fit the experimental data if the natural shape of the curve is not a right candidate
at the first place. In the case of the models presented in Section 2.3, most of them display
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Figure 3.1: Implementation of 3 element models to rat cervical data. Data shown belongs
to Sample #1.
a good agreement with the experimental data except the 5 element models. The hyperbolic
functions present in 5 element models make the shape of the curve incapable of following the
well-known shape of relaxing material under constant strain. This issue will be discussed
later discussed in detail. In contrast to the 5 element models, the 3 element models and the
4 element model (Burgers) are able to follow the general shape of the stress relaxation curve.
In Figure 3.1, the curve fits of the 3 element models are shown along with the experimental
data. Even though there are two diﬀerent 3 element models, the curve fit of both models are
practically the same. The only diﬀerence in the results are the magnitudes of each element
in the models. The relative error for this particular fit is 8.5%, while the average error in
the 3 element model fits is 10.9%. (See Table C.1 and C.2)
In Figure 3.2, the curve fits of the 4 element model with and without weight factors are
shown. The weight factors are determined and implemented as explained in Section 2.5. The
relative error for the fit without weights is 7.4% and the error increases to 7.9% when fitting
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(a) Sample #1 without weights (b) Sample #1 with weights
Figure 3.2: Implementation of 4 element models with and without weight factors to rat
cervical data.
with weight factors. The average error for 4 element model curve fit without weight factors
is 9.5%. When the weight factors are implemented, the average relative error increases by
1.2%. However, this increase is closely dependent on how the weight factors are defined and
it can substantially vary with respect to diﬀerent sets of weight factors. (See Table C.3 and
C.4)
There are four distinct regions in Figure 3.1 that the 3 element model curve fit cannot
follow properly. These regions are indicated with red circles. The initial region of the
experimental data that is marked with 1 is skipped by the models in every single case. This
is also an issue in the 4 element model as shown in Figure 3.2a. This particular problem is not
directly related to the curve fitting capability of the models as it is discussed in Section 2.5.
The driving force that causes the models to miss the initial region is the uneven distribution
of the experimental data points with respect to the time scale. This is also the main reason
for using weight factors in general. Table C.5 shows how close the models can come near
the peak load in the relaxation curve. The weight factors enables a close approximation of
the peak load in each case as expected.
The regions marked with 2, 3 and 4 cannot be successfully captured by the 3 element
37
Figure 3.3: 3 element model implementation to rabbit medial collateral ligament data. Data
is reported by Hingorani et al. [13]. Model is created by Sopakayang et al. [16]. Figure is
taken with modifications from [16].
models most likely due to lack of a second relaxation parameter. As shown in the schematic of
the model (See Figure 2.6), the 3 element models have a single time constant. The curvature
of the fit is mainly dependent on this time constant. However, this single time constant is
unable to represent the rapid decrease in the stress followed by a gradual relaxation. A
recent implementation of the 3 element model on rabbit medial collateral ligaments shows
a very similar pattern of failure in fitting these regions properly. The resulting curve of this
study is shown in Figure 3.3. The reader can easily see the similarity of the badly fitted
locations between Figure 3.1 and Figure 3.3. The presence of at least two distinct time
intervals for relaxation mechanism in the cervical tissue is reported by Myers et al. [30] as
well.
On the other hand, the 4 element model is able to comply with this transitional behavior
in the stress relaxation. The curve fit changes its rapidly relaxing behavior at the region in
Figure 3.2 marked with 2. After this point the curve becomes nearly linear, which allows it
to capture the gradual relaxation behavior of the tissue.
As discussed in Section 2.6, a way to compare the performance of the models that consists
of diﬀerent numbers of parameters is Akaike’s Information Criterion (AIC). The results for
38
AIC analysis are given in Table C.7. Burnham and Anderson [29] suggest that the models
with ∆i ≥ 10 are poor approximating models and they might be omitted from further
consideration. However, they also argue that the guidelines they provide may not work for
nonnested models. Nevertheless the AIC diﬀerences between four element model (∆min) and
three element models (∆i) are on the order of 103. Therefore, it is safe to conclude that the
diﬀerence suggests that the 4 element model works better for this experimental data set.
Overall, the 4 element model performs better than its counterparts. Its general shape
captures the relaxation behavior in a better fashion and the relative error in each sample fit
is lower as shown in Table C.6. Last, but not the least, AIC analysis also indicates that the
4 element model does a better job in describing the cervical tissue stress relaxation data.
Why 5 element models do not work
In Figure 3.4, the stress response of 5 element models under constant strain input are il-
lustrated. Both responses dissipate in time due to the exponential function present in the
models. However, they are not able to produce a curve fit that exhibits proper stress relax-
ation characteristics of rat cervical tissue or soft biological tissues in general.
If we recall from Table 2.1, 3 element with Kelvin-Voigt model has a governing relation
as a function of −[ψ1cosh(ψ2t)−ψ3sinh(ψ4t)]e−ψ5t and 3 element with Maxwell model has a
governing relation as a function of +[ψ1cosh(ψ2t)−ψ3sinh(ψ4t)]e−ψ5t where ψi are functions
of model parameters and are not equal to each other. Since cosh(t = 0) = 1 and sinh(t =
0) = 0, σ3withKV ∝ −(e−ψ5t) and σ3withM ∝ +(e−ψ5t).
An (−) multiplier for the exponential term in 3 element with Kelvin Voigt model forces
the curve to rise at the beginning of stress relaxation curve. In hope of eventually catching
the experimental stress relaxation data at a later time region, the algorithm allows this
positive exponential term to contribute to the result which is seen by the initial increase
shown in Figure 3.4a. As the hyperbolic sine function gets non-zero terms that are larger
than hyperbolic cosine function, the multiplier of the exponential function becomes positive
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(a) 3 element with Kelvin-Voigt model (b) 3 element with Maxwell model
Figure 3.4: The behavior of 5 element models under constant strain input in contrast to
what is expected in order to fit the experimental relaxation data
and the model becomes able to show a proper stress relaxation curve. This oscillation
between (−) and (+) happens in a time scale of 10− 30seconds.
In contrast to 3 element with Kelvin Voigt model, 3 element with Maxwell model starts
with a (+) multiplier for its exponential term. However, this model also fails to follow the
experimental stress relaxation curve, because of the presence of the hyperbolic functions.
In order to avoid the oscillation between (−) and (+) in the multiplier of the exponential
term as time values get bigger, the algorithm tries to diminish the sine hyperbolic term by
decreasing its multiplier, ψ3. However, ψi parameters are strongly bounded to each other.
As the algorithm decreases the multiplier ψ3, it causes a sudden drop in the stress response
and makes it impossible for the curve fit to follow the experimental stress relaxation curve.
In the light of these explanations, the main conclusion is that 5 element models as given
in Sections 2.9 - 2.3.6 are incapable of explaining the stress relaxation behavior of rat cervical
tissues.
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3.2 Analysis of Variance
One-way analysis of variance (ANOVA) for comparing parameters that belong diﬀerent age
groups are done using the function anova1 of MATLAB®. The results of ANOVA are given
in Figs. D.1 - D.10. A representative result is shown in Figure 3.5
Every parameter of each model shows a significant decrease as age groups change from Day
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Figure 3.5: ANOVA result for k1 of 3 element model, spring in series. (p=.0002)
15 to Day 21. The greatest decrease in the parameters occurs between Day 15 and Day
17. After Day 17 this change gets harder to observe in Figs. D.1 - D.10. If we omit Day
15 and repeat the analysis with the remaining gestational ages, we can better distinguish
the decrease in the model parameters as shown in Figure 3.6. The diﬀerences between
parameters are still statistically significant.
These results help us draw two important conclusions. As pregnancy proceeds, the
models suggest that
• the stiﬀness of the tissue as a structure decreases.
• the tissues relax faster.
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Figure 3.6: ANOVA result for k1 of 3 element model, spring in series. The model parameters
of Day 15 are omitted here to illustrate the gradual decrease in the parameters. (p= .004)
The observation on the decrease in the stiﬀness of the tissue with increasing gestational
age is mostly consistent with what is reported by many other studies in literature. Buhimschi
et al. showed that the rat cervix softens significantly until Day 16 [31]. However, they
reported that the data taken at Day 20 does not indicate a significant change afterwards.
Owiny et al. reported ovine cervix undergoes a gradual but progressive reduction in the
stretch modulus with advancing pregnancy [32]. Read et al. presented similar results on
mice cervix, where they observed significant cervical softening during gestation [33].
To the author’s best knowledge, there are no studies that explicitly reported how time
constants of the cervical tissue change with gestational age. Therefore, in order to verify the
second conclusion that indicates the tissues relax faster with increasing gestational age, an
adaptive QLV approach [34] is implemented for the same experimental data set. As explained
in 1.4.1, apart from the structural models such as the spring and dashpot models, another
common method for modeling soft biological tissues is using Quasi-Linear Viscoelasticity
(QLV) theory. The results of the implementation of this approach is shown in Figure 3.7
The reduced relaxation function, g(t), is a normalized function that indicates how fast
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Figure 3.7: Implementation of adaptive QLV approach to the rat cervix experimental data.
the material relaxes and how long it takes to relax to a certain level. As shown in the
top line of Figure 3.7, the reduced relaxation function of Sample #2 of Day 21, relaxes to
a lower limit (red line) given the same time interval. Similarly, the bottom line indicates
that Sample #2 relaxes faster (red line) for a certain decrease in the stress (blue line). In
addition to the spring and dashpot models, adaptive QLV model also indicates that there is
a significant decrease in time constants.
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Chapter 4
Conclusion
This study investigated the capability of 3, 4 and 5 element spring and dashpot models
to describe rat cervical tissue stress relaxation data. The experimental data consisted of
uniaxial tensile stress relaxation ex vivo experiments on the pregnant rat cervical tissues
with gestational ages of 15, 17, 19 and 21 days. 5 element models failed to fit the relaxation
curve due to the hyperbolic functions present in their governing equations. These hyperbolic
functions cause a sudden drop in the stress curve in the case of 3 element with Kelvin-Voigt
model and an oscillatory behavior at the beginning of the stress curve in the case of 3 element
with Maxwell model. On the other hand, both 3 element and 4 element models are able to
describe the stress relaxation behavior of the cervical tissue within a reasonable error range.
The average relative error is 10.9% in 3 element model fits and it is 9.5% in 4 element model
fits. In addition to the relative error, Akaike’s Information Criterion is used to evaluate
which of the models is more likely to be correct for the given data. The results indicate that
4 element model works better in describing the data of every cervical tissue sample.
One-way analysis of variance are used to compare model parameters that belong to dif-
ferent age groups. Every parameter of each model shows a significant decrease as gestational
age increases. A rapid drop occurs between Day 15 and Day 17. The change is gradual after
Day 17 but it is still statistically significant. These observations suggest that the tissue as
a structure should be undergoing a stiﬀness degradation as pregnancy proceeds, which is a
consistent conclusion with the studies in literature. On the other hand, even though the
decreasing trend of time constants in the models indicates that the tissue relaxes faster with
increasing gestational age, there is no reported study known to the author that directly sup-
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ports this conclusion. In order to verify the model’s behavior, an adaptive QLV approach is
implemented for the data set and the reduced relaxation functions are determined for each
case. Reduced relaxation functions display results that are consistent with what spring and
dashpot models suggest.
There has been considerable activity in recent years to implement spring and dashpot
models to describe soft biological tissue behavior. However, to the author’s best knowledge,
none of these studies investigate the performance of 4 and 5 element spring and dashpot
models in characterizing stress relaxation behavior of soft biological tissues. This study
illustrates that Burgers model which is a well-known 4 element model can be successfully
utilized for characterization of rat cervical tissue in stress relaxation.
One limitation of the study was the fact that the models are validated using only uniaxial
tensile test results. However, viscoelastic behavior characterization can be best accomplished
by investigating diﬀerent modes of deformation such as tension, compression, shear and
torsion [22] [23]. Even though the shape and size of the cervical tissue makes it extremely
hard to conduct experiments in varying orientations, the additional information that can be
acquired from these tests is crucial for a successful model development.
An additional limitation of the work is related to the statistical analysis. The main
focus of this study was to examine the capabilities of the models in fitting the stress relax-
ation curve. The tissue data with increasing gestational age was mainly used to see if the
models were capable of adapting themselves to reflect the change in the tissue’s response.
Nevertheless, a useful outcome of these models was the ability to compare how parameters
change for rat cervix of diﬀerent age groups. One-way ANOVA results suggest that there
are diﬀerences in parameters, which enables us drawing conclusions that are discussed in the
previous chapter. However, further comparisons can be made with post-hoc means to have
a better understanding of the results.
Even though this study proves that 4 element model is a viable candidate for describing
stress relaxation behavior, the model can be improved through implementing a non-linear
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spring model that can represent the non-linearity in the tissue. The present form of 4 element
model is not able to fit the loading curve of cervical tissue, since the non-linear stiﬀening
behavior of the tissue cannot be captured by linear springs. If proper representations of
the fibrous and extracellular components replace the linear springs, the resulting model can
describe both the loading and the relaxation curves.
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Appendix A
MATLAB® Scripts
A.1 General Notes
Here is the overview of the scripts used for modeling. In addition to these scripts, the raw
experimental data should be present in a separate folder called cervix test data which should
be placed in the same folder along with these scripts. A sample raw data .csv file is shown
below.
lm main.m Calls and organizes the data and runs the simulations according to
user specifications.
lm simulate.m Runs each single simulation as ordered by lm main.m, plots the
convergence history, confidence level of fit, histogram of residuals.
lm func.m Contains the governing relations for each model.
lm get details.m Contains filename and title information for each model.
lm.m Runs the Levenberg-Marquardt method. This script lm.m belongs
to Henri Gavin and other authors. Only the portion that is be-
ing edited will be shown here. The original script can be reached
through this link: http://web.duke.edu/ hpgavin/lm.m
sample specs.m Assigns the specifications of each sample to respective variable
names.
sample specs.csv Contains age, mass, initial circumference information for each sam-
ple.
load the data.m Extracts the experimental data of each sample and assigns them to
respective variable names.
call the data.m Returns the load, displacement and time data of ’dwelling’, ’load-
ing’ and ’relaxing’ phase of the chosen cycle.
segment data.m Dissects the raw experimental data into meaningful portions.
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A.2 MATLAB® script excerpts
Random initial guess generator
1 d(1,1) = 8; % lower limit for the guess sets
2 d(1,2) = 100;
3 d(1,3) = 14;
4 d(1,4) = 500;
5 for z=1:1:total
6 for j=1:1:total
7 for k=1:1:total
8 for i=1:1:total
9 d(glb+1, 1) = d(z, 1);
10 d(glb+1, 2) = d(j, 2);
11 d(glb+1, 3) = d(k, 3);
12 d(glb+1, 4) = d(i, 4) + 10;
13 glb = glb + 1;
14 end
15 d(k+1,3) = d(k,3) + 1;
16 end
17 d(j+1,2) = d(j,2) + 10;
18 end
19 d(z+1,1) = d(z,1) + 1;
20 end
21 p init = d;
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A.3 MATLAB® scripts
lm main.m
1 function result=lm main
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 %Clearing the workspace for lm main.m
4 clc
5 clear all
6 close all
7
8 samples = 1:1:31; % >Which samples do you like to run?
9 % e.g. 1:1:31 will run all of the samples
10 % whereas 7:1:9 runs Sample #7, #8 and #9
11 print plots = 1; % >Set to 1 (True) if you want to save the ...
plots
12 model number = 1; % >Which model do you like to use?
13 relax or load = 'r'; % >Choose if you would like to fit the loading
14 % curve (set 'l') or the relaxation curve
15 % (set 'r').
16 save results = 1; % >Set to 1 (True) if you want to save the
17 % results of the error analysis.
18
19 %Set the directory for the output file
20 CSVfile = horzcat('MATLAB output/results.csv');
21
22 %Material properties of samples. [Area, t0]
23 %Area is the area that is subjected to pressure.
24 %t0 is the time where the sample starts its relaxation.
25 mat prop = [36, 88.998; %Sample #1
26 36, 75.249; %Sample #2
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27 36, 75.949; %Sample #3
28 30, 48.299; %Sample #4
29 30, 46.849; %Sample #5
30 30, 39.499; %Sample #6
31 30, 38.549; %Sample #7
32 30, 42.199; %Sample #8
33 32, 67.599; %Sample #9
34 32, 62.099; %Sample #10
35 32, 65.149; %Sample #11
36 32, 61.499; %Sample #12
37 32, 75.799; %Sample #13
38 32, 66.449; %Sample #14
39 32, 57.099; %Sample #15
40 36, 93.449; %Sample #16
41 36, 66.249; %Sample #17
42 36, 78.999; %Sample #18
43 31.5, 56.449; %Sample #19
44 31.5, 53.649; %Sample #20
45 31.5, 59.149; %Sample #21
46 31.5, 56.149; %Sample #22
47 31.5, 50.049; %Sample #23
48 31.5, 55.599; %Sample #24
49 31.5, 60.449; %Sample #25
50 36, 76.998; %Sample #26
51 36, 89.599; %Sample #27
52 36, 63.949; %Sample #28
53 36, 87.699; %Sample #29
54 36, 89.799; %Sample #30
55 30, 44.499]; %Sample #31
56
57 %Initial guesses
58 total = 10; % size of the guess set = totalˆ6
50
59 % e.g. total = 10 corresponds to 10ˆ6 initial
60 % guesses
61 glb = 1; % counter
62 d = zeros(totalˆ4+1,4); % creating the matrix beforehand for performance
63 % purposes
64 d(1,1) = 8; % lower limit for the guess sets
65 d(1,2) = 100;
66 d(1,3) = 14;
67 d(1,4) = 500;
68 for z=1:1:total
69 for j=1:1:total
70 for k=1:1:total
71 for i=1:1:total
72 d(glb+1, 1) = d(z, 1);
73 d(glb+1, 2) = d(j, 2);
74 d(glb+1, 3) = d(k, 3);
75 d(glb+1, 4) = d(i, 4) + 10;
76 glb = glb + 1;
77 end
78 d(k+1,3) = d(k,3) + 1;
79 end
80 d(j+1,2) = d(j,2) + 10;
81 end
82 d(z+1,1) = d(z,1) + 1;
83 end
84 p init = d;
85 % Initial guesses OK
86
87 %'For' loop allows to run the same analysis for a set of different samples
88 for z=1:1:length(samples)
89 for j=1:1:length(p init(:,1))
90 %Setting the sample number for the run
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91 sample label=samples(z);
92 % p init = p init mt(z,:);
93 %¬LOADING DATA
94 [points, time elapsed, scan time, displacement, load raw, ...
axial cmd, strain, block] = load the data(sample label);
95 %Define cycle. Our experiments have 6 cycles. We are interested ...
in the
96 %first one.
97 cycle=1;
98 %Segmenting the data into useful parts.
99 %#1: Dwell, #2: Loading, #3:Relaxing
100 [load 1,load 2,load 3,disp 1,disp 2,disp 3,time 1,time 2,time 3] ...
= call the data(block, load raw, displacement, ...
time elapsed, sample label, cycle);
101 %Substracting the mean dwelling load to eliminate the biased ...
error in
102 %the instrument.
103 load ramp = load 2 − mean(load 1);
104 load relax = load 3 − mean(load 1);
105 %Substracting the time passed during previous phases.
106 %(i.e. setting t 0 = 0)
107 time ramp = time 2 − time 1(length(time 1));
108 time relax = time 3 − time 2(length(time 2));
109 if strcmp(relax or load, 'r') == 1
110 %¬RELAXATION CURVE FIT
111 t = time relax; %[s]
112 y dat = load relax * ...
(9.80665002864/mat prop(sample label,1)); %[kPa]
113 elseif strcmp(relax or load, 'l') == 1
114 %¬RAMP LOAD FIT
115 t = time ramp; %[s]
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116 y dat = load ramp * ...
(9.80665002864/mat prop(sample label,1)); %[kPa]
117 else
118 fprintf('Please define if you want to fit the loading curve ...
or the relaxation curve');
119 end
120 %¬DATA LOAD COMPLETE
121
122 %¬DEFINE WEIGHT FACTORS
123 %Number of data point
124 Npnt = length(t);
125 weight = ones(length(y dat),1) * Npnt/sqrt(y dat'*y dat);
126 %Activate after these lines if you would like to use weight factors
127 % correction = [11.72, 6.16, 3.36, 1.8, 2.24, 1.24, 0.84, 0.84, ...
0.68]
128 % %Modifying the weights
129 % for i=1:1:length(y dat)
130 % if(i<7)
131 % weight(i) = correction(1) * weight(i);
132 % end
133 % if(i>6 && i<19)
134 % weight(i) = correction(2) * weight(i);
135 % end
136 % if(i>18 && i<43)
137 % weight(i) = correction(3) * weight(i);
138 % end
139 % if(i>42 && i<98)
140 % weight(i) = correction(4) * weight(i);
141 % end
142 % if(i>97 && i<139)
143 % weight(i) = correction(5) * weight(i);
144 % end
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145 % if(i>138 && i<244)
146 % weight(i) = correction(6) * weight(i);
147 % end
148 % if(i>243 && i<504)
149 % weight(i) = correction(7) * weight(i);
150 % end
151 % if(i>503 && i<784)
152 % weight(i) = correction(8) * weight(i);
153 % end
154 % if(i>783 && i<length(y dat)+1)
155 % weight(i) = correction(9) * weight(i);
156 % end
157 % end
158 %¬WEIGHT FACTORS DEFINED
159
160 %Running the algorithm
161 p init j = p init(j,:)
162 [result, p fit] = lm simulate(p init j', t, y dat, weight, ...
model number, sample label, mat prop, relax or load, ...
print plots);
163 %'result' extracts Rsquared from lm simulate function
164 %'p fit' receives fit parameters from lm simulate function
165 y hat = lm func(t,p fit,mat prop,sample label);
166 [length p, filename, plot title] = lm get details(sample label, ...
model number, p init);
167
168 %¬ERROR ANALYSIS
169 SS = 100 * norm(y hat(:) − y dat(:)) / norm(y dat(:));
170 SS2 = (norm(y hat(:) − y dat(:))ˆ2);
171 SS3 = (norm(y hat(:) − y dat(:))ˆ2) / (norm(y dat(:))ˆ2);
172 N = length(t);
173 AIC = N * log(SS2/N) + 2 * length p;
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174
175 if(save results == 1)
176 CSV output = [p init, p fit', SS, SS2, SS3, AIC];
177 dlmwrite(CSVfile,CSV output,'−append')
178
179 y hat = y hat';
180 txtdir = horzcat('MATLAB output/', int2str(sample label), ...
'/', filename, '.mat');
181 save (txtdir, 't', 'y dat', 'y hat')
182 end
183 end
184 %Clearing the workspace for the next sample
185 close all
186 clear all
187 clc
188 end
189 % −−−−−−−−−−−−−−−−−−−−−−−−−
190 % end function # lm main.m
191 % −−−−−−−−−−−−−−−−−−−−−−−−−
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lm simulate.m
1 function [R2, p fit] = lm simulate(p init, t, y dat, weight, ...
model number, sample label, mat prop, relax or load, print plots)
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 hold off
4
5 global model number
6
7 p min = 10ˆ−3;
8 p max = 10*abs(p init);
9
10 if(relax or load == 'r')
11 func = 'lm func';
12 elseif(relax or load == 'l')
13 func = 'lm func';
14 end
15
16 [p fit,Chi sq,sigma p,sigma y,corr,R2,cvg hst] = ...
lm(func,p init,t,y dat,weight,−0.01,p min,p max,model number, ...
sample label, mat prop, print plots);
17 y fit = lm func(t,p fit,mat prop,sample label);
18 format short
19
20 n = length(p fit);
21
22 if (print plots == 1)
23
24 [length p, filename, plot title] = lm get details(sample label, ...
model number, p init);
25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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26 h2 = figure(2); % plot convergence history of fit
27
28 subplot(211)
29 plot( [1:length(cvg hst(:,1))], cvg hst(:,1:n), 'linewidth',4);
30 legend('p 1','p 2','p 3','p 4');
31 xlabel('iteration number')
32 ylabel('parameter values')
33
34 subplot(212)
35 semilogy( [1:length(cvg hst(:,1))],[ cvg hst(:,n+1) cvg hst(:,n+2) ...
], 'linewidth',4)
36 legend('\chiˆ2','\lambda');
37 xlabel('iteration number')
38 ylabel('\chiˆ2 and \lambda')
39
40 filedir = horzcat('MATLAB output/', int2str(sample label), '/', ...
filename, ' convergence.eps');
41 print (h2, '−depsc2', filedir);
42 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
43 h3 = figure(3); % plot data, fit, and confidence interval of fit
44
45 subplot(211)
46 plot(t,y dat,'o', t,y fit,'−', 'linewidth',2);
47 legend('y {data}','y {fit}','y {fit}+1.96\sigma y','y {fit}−1.96\sigma y');
48 xlabel('t')
49 ylabel('y(t)')
50
51 subplot(212)
52 semilogy(t,sigma y,'−r','linewidth',4);
53 xlabel('t')
54 ylabel('\sigma y(t)')
55
57
56 filedir = horzcat('MATLAB output/', int2str(sample label), '/', ...
filename, ' confidence.eps');
57 print (h3, '−depsc2', filedir);
58 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
59 h4= figure(4); % plot histogram of residuals
60
61 hist(y dat−y fit,60)
62 xlabel('y {data} − y {fit}')
63 ylabel('count')
64 axis tight;
65 filedir = horzcat('MATLAB output/', int2str(sample label), '/', ...
filename, ' residual.eps');
66 print (h4, '−depsc2', filedir);
67 end
68 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−
69 % end function # lm simulate.m
70 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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lm func.m
1 function y hat = lm func(t,p,mat prop,sample label)
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 % −−−−−−−− INPUT VARIABLES −−−−−−−−−
4 % t = m−vector of independent variable values
5 % p = n−vector of parameter values
6 % −−−−−−−−−− OUTPUT VARIABLES −−−−−−−
7 % y hat = m−vector of the curve−fit function evaluated at points t
8
9 global model number
10
11 if model number == 1 %burgers −stepload
12 a = 0.25;
13 p1 = (p(2)/p(1) + p(2)/p(3) + p(4)/p(3));
14 p2 = ((p(2)*p(4)) / (p(1)*p(3)));
15 q1 = p(2);
16 q2 = (p(2)*p(4)/p(3));
17 A = sqrt(p1ˆ2−4*p2);
18 r1 = (p1 − A)/(2*p2);
19 r2 = (p1 + A)/(2*p2);
20 y hat = a*((q1−q2*r1)*exp(−1*r1*t)−(q1−q2*r2)*exp(−1*r2*t))/A;
21 end
22
23 if model number == 2 %3model, spring parallel
24 p0 = 1/p(3);
25 p1 = 1/p(2);
26 q0 = p(1)/p(3);
27 q1 = 1 + p(1)/p(2);
28 %%ramp
59
29 %y hat = ...
(1/p0ˆ2)*((q1*p0−q0*p1)+(q0*p0)*t+(q0*p1−q1*p0)*exp(−p0*t/p1));
30 y hat = (1/p0)*((q0+(q1*p0/p1−q0)*exp(−p0*t/p1)));
31 end
32
33 if model number == 3 %3model, spring series
34 p0 = 1 + p(2)/p(1);
35 p1 = p(3)/p(1);
36 q0 = p(2);
37 q1 = p(3);
38 %ramp
39 %y hat = ...
((q1/p0−q0*p1/p0ˆ2)+(q0/p0)*t+(q0*p1/p0ˆ2−q1/p0)*exp(−p0*t/p1));
40 y hat = (1/p0)*((q0+(q1*p0/p1−q0)*exp(−p0*t/p1)));
41 end
42
43 if model number == 4 %3element with kelvin−voigt
44 k1 = p(1);
45 k2 = p(2);
46 k3 = p(3);
47 n1 = p(4);
48 n2 = p(5);
49 a = k1*n1*n2;
50 b = k1*k3*n1 + k1*k2*n2;
51 c = k1*k2*k3;
52 d = n1*n2;
53 e = n1*k3+k1*n2+k2*n2+k1*n1;
54 f = k1*k3+k2*k3+k1*k2;
55 y hat = c/f + (((cosh((t.*(eˆ2/4 − d*f)ˆ(1/2))/d) − ...
(d*sinh((t.*(eˆ2/4 − d*f)ˆ(1/2))/d)*(e/(2*d) + (a*e*fˆ2 − ...
c*dˆ2*e)/(c*dˆ3 − b*dˆ2*f + a*d*fˆ2 − a*eˆ2*f)))/(eˆ2/4 − ...
d*f)ˆ(1/2))*(c*dˆ3 − b*dˆ2*f + a*d*fˆ2 − ...
60
a*eˆ2*f))./(dˆ3*f*exp((e.*t)./(2*d))));
56 end
57
58 if model number == 5 %3element with maxwell
59 k1 = p(1);
60 k2 = p(2);
61 k3 = p(3);
62 n1 = p(4);
63 n2 = p(5);
64 a = k1/n1;
65 b = 1 + k1/k2;
66 c = 1/k3 + k1/(k2*k3) + 1/k2;
67 d = 1/n1 + k1/(n1*k3) + 1/n2 + k1/(k2*n2);
68 e = k1/(n1*n2);
69 y hat = ((cosh((t.*(dˆ2/4 − c*e)ˆ(1/2))/c) − (c*sinh((t.*(dˆ2/4 − ...
c*e)ˆ(1/2))/c)*(d/(2*c) − (b*d*e)/(a*cˆ2 − b*e*c + ...
b*dˆ2)))/(dˆ2/4 − c*e)ˆ(1/2))*(a*cˆ2 − b*e*c + ...
b*dˆ2))./(cˆ3*exp((d.*t)/(2*c)));
70 end
71 % −−−−−−−−−−−−−−−−−−−−−−−−−
72 % end function # lm func.m
73 % −−−−−−−−−−−−−−−−−−−−−−−−−
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lm get details.m
1 function [length p, filename, title] = lm get details(sample label, ...
model number, p init);
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 if model number == 1
4 length p = 4;
5 filename = horzcat('Burgers Sample #', int2str(sample label));
6 title=horzcat('Burgers Sample #:', int2str(sample label), ' Initial ...
guess set: C(1):', num2str(p init(1)), ' C(2):', ...
num2str(p init(2)), ' C(3):', num2str(p init(3)), ' C(4):', ...
num2str(p init(4)));
7 elseif model number == 2
8 length p = 3;
9 filename = horzcat('3Model Parallel Sample #', int2str(sample label));
10 title=horzcat('Three model SP Sample #:', int2str(sample label), ' ...
Initial guess set: C(1):', num2str(p init(1)), ' C(2):', ...
num2str(p init(2)), ' C(3):', num2str(p init(3)));
11 elseif model number == 3
12 length p = 3;
13 filename = horzcat('3Model Series Sample #', int2str(sample label));
14 title=horzcat('Three model SS Sample #:', int2str(sample label), ' ...
Initial guess set: C(1):', num2str(p init(1)), ' C(2):', ...
num2str(p init(2)), ' C(3):', num2str(p init(3)));
15 elseif model number == 4
16 length p = 3;
17 filename = horzcat('Sopakayang Sample #', int2str(sample label));
18 title=horzcat('Sopakayang Sample #:', int2str(sample label), ' ...
Initial guess set: C(1):', num2str(p init(1)), ' C(2):', ...
num2str(p init(2)), ' C(3):', num2str(p init(3)));
19 elseif model number == 5
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20 length p = 5;
21 filename = horzcat('3Element with Kelvin−Voigt #', ...
int2str(sample label));
22 title=horzcat('Random', int2str(sample label));
23 elseif model number == 6
24 length p = 5;
25 filename = horzcat('3Element with Maxwell #', int2str(sample label));
26 title=horzcat('Random', int2str(sample label));
27 end
28 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
29 % end function # lm get details.m
30 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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lm.m modifications
Line 3
1 p init = p; %Save initial guess set for plot generation
Line 82
1 plotcmd='plot(t(:,1),y dat,''og'',t(:,1),y hat,''−b''); axis tight; ...
drawnow ';
Line 287
1 if(print plots == 1)
2 figure(1)
3 xlabel('Time [s]')
4 ylabel('Stress [kPa]')
5 legend('Data', 'Fit')
6 [length p, filename, plot title] = lm get details(sample label, ...
model number, p init);
7 title(plot title)
8 filedir = horzcat('MATLAB output/', int2str(sample label), '/', ...
filename, '.eps');
9 print (h1, '−depsc2', filedir);
10 end
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sample specs.m
1 function [index, age, mass, initial circ] = sample specs(n)
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 Data = csvread('sample specs.csv');
4 found = 0;
5
6 for i=1:length(Data)
7 if (n == Data(i,1))
8 index = Data(i,1);
9 age = Data(i,2);
10 mass = Data(i,3);
11 initial circ = Data(i,4);
12 sprintf('%s%d%s','Sample #',n,' FOUND. Parameters are assigned.')
13 found = 1;
14 end
15 end
16
17 if (found == 0)
18 index = 0;
19 age = 0;
20 mass = 0;
21 initial circ = 0;
22 sprintf('%s%d%s','Sample #',n,' NOT FOUND')
23 end
24 clear Data;
25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
26 % end function # sample specs.m
27 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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sample specs.csv
Used by sample specs.m
1 1,21,72.6,14.2101,,3024
2 2,21,85.5,12.0301,,3025
3 3,21,92.6,12.1501,,3026
4 4,15,47.8,7.7281,,3046
5 5,15,34.2,7.4901,,3047
6 6,15,56,6.3501,,3049
7 7,15,51.9,6.1701,,3051
8 8,15,43.5,6.7421,,3052
9 9,19,83.6,10.2861,,3063
10 10,19,80.5,9.9301,,3064
11 11,19,51.4,10.4141,,3065
12 12,19,65.4,9.8441,,3066
13 13,19,42.1,12.1181,,3068
14 14,19,74.9,10.6271,,3069
15 15,19,101.1,9.1401,,3070
16 16,21,91.3,14.9661,,3080
17 17,21,65.1,10.5901,,3084
18 18,21,106,13.9701,,3085
19 19,17,43.2,9.1901,,3106
20 20,17,48.3,8.5781,,3107
21 21,17,67.4,9.4661,,3108
22 22,17,71.1,8.9781,,3109
23 23,17,35.7,8.0001,,3110
24 24,17,61.3,8.8861,,3111
25 25,17,72.1,9.6621,,3113
26 26,21,81.1,12.3101,,3148
27 27,21,84.4,14.3401,,3169
28 28,21,85.1,10.2301,,3172
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29 29,21,73.2,14.0301,,3211
30 30,21,92.9,14.3621,,3216
31 31,15,39.6,7.1161,,3302
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load the data.m
1 function [points, time elapsed, scan time, displacement, load raw, ...
axial cmd, strain, block] = load the data(sample label)
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 %Searching sample specs.csv to find & assign the parameters for chosen ...
sample.
4 [index age mass initial circ] = sample specs(sample label);
5
6 %Loading respective data of mechanical test measurement for chosen sample.
7 A = 'cervix test data/';
8 B = num2str(sample label);
9 C = '.csv';
10 FILENAME = strcat(A,B,C);
11 Data = csvread(FILENAME);
12
13 size = length(Data);
14
15 points = zeros(size,1);
16 time elapsed = zeros(size,1);
17 scan time = zeros(size,1);
18 displacement = zeros(size,1);
19 load raw = zeros(size,1);
20 axial cmd = zeros(size,1);
21 strain = zeros(size,1);
22 block = zeros(size,1);
23
24 points(:,1) = Data(:,1);
25 time elapsed(:,1) = Data(:,2);
26 scan time(:,1) = Data(:,3);
27 displacement(:,1) = Data(:,4);
68
28 load raw(:,1) = Data(:,5);
29 axial cmd(:,1) = Data(:,6);
30 strain(:,1) = Data(:,7);
31 block(:,1) = Data(:,8);
32
33 sprintf('%s%s%s%s%s','Sample #',B,' − "',FILENAME,'" is loaded.')
34 clear A B C FILENAME ans size Data;
35 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
36 % end function # load the data.m
37 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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call the data.m
1 function ...
[load 1,load 2,load 3,disp 1,disp 2,disp 3,time 1,time 2,time 3] = ...
call the data(block, load raw, displacement, time elapsed, ...
sample label, cycle)
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 %Determining the boundaries of each block in the experiment data
4 boundary=zeros(23,1);
5 cumulative boundary=zeros(23,1);
6 for k=0:1:22
7 for i=1:1:length(block)
8 if(block(i)==k)
9 boundary(k+1,1) = boundary(k+1,1) + 1;
10 end
11 cumulative boundary(k+2)=cumulative boundary(k+1)+boundary(k+1);
12 end
13 end
14 cumulative boundary(1,1)=1;
15
16 %Sparsing the data and summoning the required part of it.
17 %See segment data function for details
18 [load 1, disp 1, time 1] = segment data(load raw, displacement, ...
time elapsed, cumulative boundary, cycle, 'dwelling');
19 [load 2, disp 2, time 2] = segment data(load raw, displacement, ...
time elapsed, cumulative boundary, cycle, 'loading');
20 [load 3, disp 3, time 3] = segment data(load raw, displacement, ...
time elapsed, cumulative boundary, cycle, 'relaxation');
21 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
22 % end function # call the data.m
23 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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segment data.m
1 function [segmented load, segmented disp, segmented time] = ...
segment data(load raw, displacement, time elapsed, ...
cumulative boundary, cycle, summon section)
2 %Author: Oytun Babacan, oytun.babacan@gmail.com
3 %Determining the blocks which belong to the selected cycle
4 blocks = [1,2,3,4] + 4 * (cycle − 1);
5 if (strcmp(summon section,'dwelling') == 1)
6 section = blocks(1);
7 elseif (strcmp(summon section,'loading') == 1)
8 section = blocks(2);
9 elseif (strcmp(summon section,'relaxation') == 1)
10 section = blocks(3);
11 elseif (strcmp(summon section,'unloading') == 1)
12 section = blocks(4);
13 end
14 section end = section + 1;
15
16 %Assigning appropriate data
17 segmented load = ...
load raw(cumulative boundary(section):cumulative boundary(section end));
18 segmented disp = ...
displacement(cumulative boundary(section):cumulative boundary(section end));
19 segmented time = ...
time elapsed(cumulative boundary(section):cumulative boundary(section end));
20 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
21 % end function # segment data.m
22 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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sample raw data .csv file
1 1,0,0,0.877,253.9,0.877,0,0
2 2,0.05,0.05,0.877,254.9,0.877,0,0
3 3,0.1,0.1,0.877,254.5,0.877,0,0
4 4,0.15,0.15,0.877,253.5,0.877,0,0
5 5,0.2,0.2,0.877,254.2,0.877,0,0
6 6,0.25,0.25,0.877,253.6,0.877,0,0
7 7,0.3,0.3,0.877,255.7,0.877,0,0
8 8,0.35,0.35,0.877,254.7,0.877,0,0
9 9,0.4,0.4,0.877,252.5,0.877,0,0
10 10,0.45,0.45,0.877,254.7,0.877,0,0
11 11,0.5,0.5,0.876,252.1,0.877,−0.000141004,0
12 12,0.55,0.55,0.877,253.5,0.877,0,0
13 13,0.6,0.6,0.876,251.6,0.877,−0.000141004,0
14 14,0.65,0.65,0.877,254.2,0.877,0,0
15 15,0.7,0.7,0.877,252.9,0.877,0,0
16 16,0.75,0.75,0.876,254.5,0.877,−0.000141004,0
17 17,0.8,0.8,0.877,252.8,0.877,0,0
18 18,0.85,0.85,0.876,254.2,0.877,−0.000141004,0
19 19,0.9,0.9,0.876,251.8,0.877,−0.000141004,0
20 20,0.95,0.95,0.876,253.9,0.877,−0.000141004,0
21 .
22 .
23 .
24 (35850 more lines)
25 .
26 .
27 .
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Appendix B
Weight Factors
Tables
Table B.1: Determining sections for weight factor calculations. The experimental data
belongs to Sample #1
Section Number # of points Ratio to the total # Weight factors
1 6 0.4 27.8
2 12 0.8 13.9
3 24 1.6 6.9
4 55 3.6 3.0
5 41 2.7 4.1
6 105 7.0 1.6
7 260 17.3 0.6
8 280 18.6 0.6
9 and 10 717 47.8 0.2
Table B.2: Weight factors with respect to diﬀerent sections. Balancing weights versus scaled
down weights for Sample #1
Section # 1 2 3 4 5 6 7 8 9 and 10
Balancing weights 27.80 13.90 6.90 3.00 4.10 1.60 0.60 0.60 0.20
Scaled down weights 11.72 6.16 3.36 1.80 2.24 1.24 0.84 0.84 0.68
Table B.3: How parameters of 4 element model change with diﬀerent weight factor definitions
Sample 1 p1 p2 p3 p4
No weight 34.2 11451 57.2 2007
With weight 36 9650 65.9 1244
Balancing weight 36.7 6942 93.9 928
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Figures
Figure B.1: Defining equal vertical sections in order to determine corresponding weight
factors for each section
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Appendix C
Curve Fitting
Tables
Table C.1: Parameters of 3 element model, spring in parallel
Relative
Sample # Age p1 p2 p3 Error [%] SS
1 21 3.3 4.4 278 8.5 201.5
11 19 4.1 5.9 337 7.9 273.3
23 17 4.3 9.2 437 8.5 411.9
31 15 6.8 10.6 528 5.5 364.9
Table C.2: Parameters of 3 element model, spring in series
Relative
Sample # Age p1 p2 p3 Error [%] SS
1 21 7.7 5.6 836 8.5 201.5
11 19 10.0 6.9 965 7.9 273.3
23 17 13.5 6.3 941 8.5 411.9
31 15 17.4 11.3 1432 5.5 364.9
Table C.3: Parameters of 4 element model
Relative
Sample # Age p1 p2 p3 p4 Error [%] SS
1 21 34.2 11451 57.2 2008 7.4 153.0
11 19 44.4 14370 66.6 2466 6.5 186.8
23 17 60.8 13109 67.1 2651 6.0 204.6
31 15 75.9 25466 96.5 4196 3.7 168.8
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Table C.4: Parameters of 4 element model with weight factors
Relative
Sample # Age p1 p2 p3 p4 Error [%] SS
1 21 36.3 9650 65.9 1244 7.9 175.9
11 19 47.5 11740 78.3 1476 7.3 233.8
23 17 67.1 10335 87.8 1381 8.4 405.1
31 15 81.2 20026 116.4 2693 4.9 294.0
Table C.5: Peak loads of the experimental data and how models with weights and without
weights describe them
[kPa] S#1 S#11 S#23 S#31
Age 21 19 17 15
Experimental data 9.14 12.32 16.78 20.84
4 element model with weights 9.07 11.88 15.69 19.52
4 element model without weights 8.55 11.10 15.21 18.98
3 element models without weights 7.66 9.98 13.48 17.39
Table C.6: Comparing models with respect to their relative errors
Model S#1 S#11 S#23 S#31
Age 21 19 17 15
4 element without weights 7.4 6.5 6.0 3.7
4 element with weights 7.9 7.3 8.4 4.9
3 element, spring in parallel 8.5 7.9 8.5 5.5
3 element, spring in series 8.5 7.9 8.5 5.5
76
Table C.7: Comparing models using Akaike’s Information Criterion
Sample Age 3 element 4 element AIC
# model AIC model AIC Diﬀerence ∆i
1 21 -3008 -3419 -411
2 21 -3095 -3481 -386
3 21 -2729 -3064 -335
4 15 -2191 -2640 -449
5 15 -2493 -3169 -676
6 15 390 -1450 -1841
7 15 1414 -1250 -2664
8 15 -467 -2144 -1677
9 19 -2360 -2750 -389
10 19 -3161 -3320 -159
11 19 -2551 -3120 -569
12 19 -3072 -3301 -229
13 19 -2564 -2900 -336
14 19 -1063 -2707 -1643
15 19 -2997 -3146 -149
16 21 -3427 -3583 -156
17 21 -3496 -3617 -121
18 21 -2805 -3080 -275
19 17 -2443 -3183 -740
20 17 -1469 -2924 -1455
21 17 -1964 -3019 -1055
22 17 -2109 -2677 -567
23 17 -1935 -2983 -1048
24 17 -2354 -2674 -321
25 17 -1634 -2363 -729
26 21 -2846 -3401 -554
27 21 -2665 -3151 -487
28 21 -3731 -3738 -7
29 21 -2571 -2904 -333
30 21 -2835 -2891 -56
31 15 -2117 -3272 -1155
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Four element model without weight factors
0 50 100 150 200 250
3
4
5
6
7
8
9
Time [s]
St
re
ss
 [k
Pa
]
 
 
Data
Fit
Figure C.1: 4 element model without weights - Sample #1
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Figure C.2: 4 element model without weights - Sample #11
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Figure C.3: 4 element model without weights - Sample #23
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Figure C.4: 4 element model without weights - Sample #31
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Three element models without weight factors
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Figure C.5: 3 element models without weights - Sample #1
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Figure C.6: 3 element models without weights - Sample #11
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Figure C.7: 3 element models without weights - Sample #23
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Figure C.8: 3 element models without weights - Sample #31
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Four element model without weight factors
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Figure C.9: 4 element model with weight factors - Sample #1
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Figure C.10: 4 element model with weight factors - Sample #11
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Figure C.11: 4 element model with weight factors - Sample #23
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Figure C.12: 4 element model with weight factors - Sample #31
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Appendix D
Analysis of Variance
3 element model, spring in parallel
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Figure D.1: ANOVA result for k1 of 3 element model, spring in parallel. (p=.0002)
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Figure D.2: ANOVA result for k2 of 3 element model, spring in parallel. (p=.0005)
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Figure D.3: ANOVA result for η of 3 element model, spring in parallel. (p=.0009)
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3 element model, spring in series
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Figure D.4: ANOVA result for k1 of 3 element model, spring in series. (p=.0002)
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Figure D.5: ANOVA result for k2 of 3 element model, spring in series. (p=.0005)
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Figure D.6: ANOVA result for η of 3 element model, spring in series. (p=.0007)
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Figure D.7: ANOVA result for k1 of 4 element model. (p=.0003)
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Figure D.8: ANOVA result for η1 of 4 element model. (p=.0004)
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Figure D.9: ANOVA result for k2 of 4 element model. (p=.0007)
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Figure D.10: ANOVA result for η2 of 4 element model. (p=.0005)
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