Background assumptions
Bayesians model the plausibility of hypotheses in terms of probability. Thus, H is more plausible than H if and only if P r(H) > P r(H ). Moreover, the impact that evidence E has on the plausibility of H is determined by conditionalizing on E, P r(H|E) = P r(H&E)/P r(E).
Bayesian qualitative criterion of confirmation
If E is some body of evidence and H is some hypothesis, then:
E confirms H just in case P r(H|E) > P r(H)
Quantitative Bayesian measures
In general, a quantitative confirmation measure, c(H, E), is a measure of the extent to which E impacts the probability of H.
The plain ratio measure, r(H, E) = P r(H|E) P r(H)
The log-ratio measure, lr(H, E) = log r(H, E)
The difference measure, d(H, E) = P r(H|E) − P r(H)
The log-likelihood measure, l(H, E) = log P r(E|H) P r(E|¬H) The log-likelihood measure
Interval measures
An interval measure is a confirmation measure such that we are justified in interpreting (i.e. drawing conclusions from) the differences between outputs of the measure. For example, if you measure height in inches, let's say, then that's an interval measure because the difference between 68 and 70 inches literally is the same as the difference between 70 and 72 inches. On the other hand, student evaluations are probably not an interval measure since there is little reason for thinking that the difference between "mediocre teaching" and "good teaching" is equivalent to the difference between "good teaching" and "excellent teaching."
The goal of this paper is to show that the log-likelihood measure is the only good candidate interval measure.
4 The main requirement on c
The importance of insensitivity
Example: Some confirmation measures are (it seems) very sensitive to small variations in the prior or the posterior. Consider, for example, the ratio measure, r(H, E) = P r(H|E) P r (H) . In the special case when P r(E|H) = 1 and P r(E|¬H) = 0, we have r(H, E) = 1 P r(H) . If P r(H) is small, then minor variations in P r(H) will have a huge effect on r. On the other hand, minor variations in P r(H) when P r(H) is close to 1 will have basically no effect on what r outputs.
It's important that the confirmation measure we use be insensitivity to small variations in the prior because the prior we start our analysis with could easily have been slightly different. Suppose, for example, that we calibrate P r(H) to the frequency of times H has been true in the past (in relevantly similar contexts). Any interval confirmation measure needs to be insensitive to such variations, otherwise c(H, E) − c(H , E ) will be a highly unstable quantity.
Informal statement
Main Requirement (MR). We are justified in interpreting and drawing conclusions from the quantity c(H, E) − c(H , E ) only if c is uniformly insensitive to small variations in P r(H) and P r(H|E).
The various components of the Main Requirement need to be made precise. What counts as a small variation in a credence? Moreover, what does it mean, concretely, for c to be uniformly insensitive to such variations?
What is a small variation in a credence?
I will use v(p, ) to capture the notion of a small variation in the probability p, where is a parameter denoting the size of the variation. Three models for v: The additive model, the multiplicative model, and the correct model.
We can see that this model does not work by supposing we fix and let x vary. For example, supposing that x = 0.5, we might consider = 0.05 a small variation relative to x. But if we consider x = 0.00001 instead, then 0.05 is no longer small relative to x; instead it is now several orders of magnitude bigger. An easy fix is to scale the size of the variation with the size of x:
The multiplicative model
This adjustment solves the problem mentioned above. According to the new v, a variation of 0.025 about 0.5 is "equal" to a variation of 0.0000005 about 0.00001. The same size parameter, = 0.5, picks out both these variations. A few problems: treats probabilities close to 0 and close to 1 very differently. Treats ¬H and H asymmetrically. The best model is:
The correct model
The correct model avoids the above problems (and others). And there are additional independent arguments for it.
5 Argument for the log-likelihood measure 
A convention
Confirmation Convention (CC).
c(H, E) :
= 0 if P r(H|E) = P r(H), < 0 if P r(H|E) < P r(H).
The main result
Main Result 5.1. If (MR) is true, (SF) is assumed, and (CC) is adopted as a convention, then c(H, E) = log P r(E|H) P r(E|¬H)
Where the identity is unique up to positive linear transformations with constant term 0.
Discussion
The argument does not establish that the log-likelihood measure is the true confirmation measure, nor does it establish that the log-likelihood measure is an interval measure. The argument only establishes that the log-likelihood measure is the only good candidate interval measure.
Interesting fact: If we use the additive model instead, we end up with the difference measure, c(H, E) = P r(H|E) − P r(H). If we use the multiplicative model, we end up with the log-ratio measure, c(H, E) = log P r(H|E) P r (H) .
