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Введение 
В статье рассматриваются упорядоченные 
наборы, у которых все компоненты являются 
матрицами над некоторым кольцом, в частности 
над полем. Такие наборы называются вектор-
матрицами.  Для  произвольных  k ≥ 2, l ≥ 2 и 
любой подстановки σ из Sk на  множестве  всех  
k-компонентных вектор-матриц над ассоциатив-
ным кольцом P определяется частичная l-арная 
операция, являющаяся l-арным аналогом бинар-
ной операции умножения матриц. Если (l – 1)-ая 
степень подстановки σ является тождественной 
подстановкой, то указанная частичная l-арная 
операция, как и её бинарный прототип, является 
ассоциативной. Для произвольной вектор-матри-
цы вводится понятие транспонированной вектор-
матрицы  и изучаются  её  свойства, некоторые 
из которых  существенно  отличаются от анало-
гичных  свойств обычных транспонированных 
матриц. 
Наборы (A1, A2, …, Am–1), у которых все ком-
поненты A1, A2, …, Am–1 являются квадратными 
матрицами одного и того же порядка над полем 
комплексных чисел, рассматривал Э. Пост [1]. 
Такие наборы он называл m-адическими (m-ар-
ными) матрицами. Это название объясняется 
тем, что на множестве всех m-арных матриц 
Э. Пост определил m-арную операцию, являю-
щуюся m-арным аналогом операции умножения 
обычных матриц. Относительно этой m-арной 
операции множество всех m-арных матриц, у 
которых определители всех компонент отличны 
от нуля, является m-арной группой. Представляет 
интерес изучение упорядоченных наборов мат-
риц, которые в отличие от наборов, изучавшихся 
Э. Постом, рассматриваются над произвольным 
кольцом, не обязаны быть квадратными, и раз-
личные компоненты одного и того же набора 
могут иметь несовпадающие размеры. 
1 Определения 
Следующее определение обобщает понятие 
m-арной матрицы из работы Э. Поста [1]. 
Определение 1.1. Пусть P – кольцо, k – це-
лое, k ≥ 1. Упорядоченный набор 
A = (A1, …, Ak)                        (1.1) 
k матриц A1, …, Ak размеров m1 × n1, …, mk × nk с 
элементами из P называется векторной матри-
цей или вектор-матрицей размера 
(m1 × n1, …, mk × nk) над P. 
 Вектор-матрицы вида (1.1) будем называть 
также k-компонентными вектор-матрицами. 
Понятно, что 1-компонентные вектор-мат-
рицы – это обычные матрицы. 
Вектор-матрица (1.1), у которой все компо-
ненты A1, …, Ak – матрицы одного и того же раз-
мера m × n, называется вектор-матрицей разме-
ра m × n. 
Вектор-матрица (1.1), у которой все компо-
ненты A1, …, Ak – квадратные матрицы порядков 
n1, …, nk соответственно, называется квадратной 
вектор-матрицей порядка (n1, …, nk). 
Вектор-матрица (1.1), у которой все компо-
ненты A1, …, Ak – квадратные матрицы одного и 
того же порядка n, называется квадратной век-
тор-матрицей порядка n. 
Если в определении 1.1 положить P = C  –
поле комплексных чисел, k = m – 1, A1, …, Am–1 –
квадратные матрицы одного и того же порядка, 
то получим определение m-арной матрицы из 
работы Э. Поста [1]. 
Для обозначения множества всех постано-
вок множества {1, 2, …, k} используем стандарт-
ное обозначение Sk. 
Определение 1.2. Если k ≥ 2, l ≥ 2, σ – под-
становка из Sk,  
Ai = (Ai1, …, Aik), i = 1, …, l 
– k-компонентные   вектор-матрицы   над   
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ассоциативным кольцом P такие, что для любого 
j ∈ {1, …, k} определено произведение 
 Υj = A1jA2σ(j) … 2 1( 1) ( ) ( )l ll j l jA Aσ σ− −− , (1.2) 
то положим 
[A1A2 … Al]l, σ, k = {Υ1, …, Yk}. (1.3) 
 Замечание 1.1. Если в определении 1.2 все 
компоненты матриц A1, …, Al являются матри-
цами 1-го порядка, то операция [ ]l, σ, k определена 
на декартовой степени Pk. Таким образом, опера-
цию [ ]l, σ, k из определения 1.2 можно считать 
обобщением операции [ ]l, σ, k из [2, 3]. 
 Аналогично бинарному случаю, l-арное 
произведение (1.3) определено не всегда, а толь-
ко в тех случаях, когда для любых соседних со-
множителей в правой части (1.2) число столбцов 
предшествующего сомножителя совпадает с 
числом строк последующего сомножителя. 
Имеет место 
 Теорема 1.1. Пусть Am = (Am1, …, Amk), 
m = 1, …, 2l – 1 – k-компонентные вектор-мат-
рицы над ассоциативным кольцом, σ – подста-
новка из Sk, удовлетворяющая условию σl = σ. 
Тогда, если для некоторого i = 0, 1, …, l – 1 оп-
ределена k-компонентная вектор-матрица 
[A1 … Ai[Ai+1 … Ai+l]l, σ, k Ai+l+1 … A2l–1]l, σ, k, 
то для любого j = 0, 1, …, l – 1 определена k-ком-
понентная вектор-матрица 
[A1 … Aj[Aj+1 … Aj+l]l, σ, k Aj+l+1 … A2l–1]l, σ, k, 
и верно равенство 
[A1 … Ai[Ai+1 … Ai+l]l, σ, k Ai+l+1 … A2l–1]l, σ, k = 
= [A1 … Aj[Aj+1 … Aj+l]l, σ, k Aj+l+1 … A2l–1]l, σ, k. 
Определение 1.3. Для всякой вектор-мат-
рицы A = (A1, …, Ak) над ассоциативным коль-
цом с единицей транспонированной называется 
вектор-матрица 1( , , )kA A′ ′ ′= …A , у которой каж-
дая компонента jA′  является транспонированной 
матрицей для компоненты Aj вектор-матрицы A. 
Подчеркнем, что компоненты A1, …, Ak мо-
гут быть матрицами различных размеров. 
 
2 Основной результат 
Нам понадобиться следующий бинарный 
результат. 
Лемма 2.1. Если для матриц B1, …, Bl над 
ассоциативным кольцом с единицей определено 
произведение B1B2 …Bl, то определено произве-
дение 2 1lB B B′ ′ ′… и верно равенство  
 
1 2 2 1( )l lB B B B B B′ ′ ′ ′… = … . 
 
Теорема 2.2. Пусть σ – подстановка из Sk, 
удовлетворяющая условию σl = σ, 
Ai = (Ai1, …, Aik), i = 1, …, l                (2.1) 
такие вектор-матрицы над ассоциативным 
кольцом с единицей, что определена вектор-
матрица 
 
[A1A2 … Al–1Al]l, σ, k.                     (2.2) 
 
Тогда определена вектор-матрица 
11 2 1 , σ ,
[ ]l l l k−−′ ′ ′ ′…A A A A   (2.3) 
и верно равенство 
[A1A2 … Al–1Al , σ,]l k′  = 11 2 1 , σ ,[ ]l l l k−−′ ′ ′ ′…A A A A . (2.4) 
 Доказательство. Выпишем j-ую компонен-
ту вектор-матрицы (2.2): 
Yj = A1jA2σ(j) … 2 1( 1) ( ) ( )l ll j l jA Aσ σ− −−  = 
= A1jA2σ(j) … 2( 1) ( )l ljl jA Aσ −−  , j = 1, …, k. 
Если положить τ = σ–1, то из условия σl = σ 
получаем 
τ = σl–2, τ2 = σl–3, …, τl–2 = σ, τl–1 = ε, τl = τ.  (2.5) 
Обозначив j-ую компоненту вектор-матри-
цы в левой части (2.4) через Uj, и, используя 
лемму 2.1 и (2.5), получим 
Uj = 21 2σ( ) ( 1)σ ( )( )lj j j ljl jY A A A A−−′ ′= …  = 
= 2 2σ( ) 1( 1)σ ( )llj j jl jA A A A−−′ ′ ′ ′…  = 2( 1)τ( ) 12τ ( )llj l j jjA A A A−−′ ′ ′ ′… , 
то есть 
Uj = 2( 1)τ( ) 12τ ( )llj l j jjA A A A−−′ ′ ′ ′… .         (2.6) 
Так как  
1( , , )i kA A′ ′ ′= …A , i = 1, …, l,  
то из (2.6) вытекает, что определена вектор-
матрица (2.3), j-ая компонента которой совпадает 
с правой частью (2.6). Так как для любого 
j = 1, …, k j-ые компоненты в левой и правой 
частях равенства (2.4) совпадают, то указанное 
равенство верно. Теорема доказана. 
Пример. Пусть k=2, l = 3, σ = σ–1 = (12)∈S2, 
,P = Z   
A1 = ( ) 3 0 2( 1 2 , ),1 4 3
−⎛ ⎞⎜ ⎟−⎝ ⎠  
A2 = 
4
5 2
( 5 , ),
1 1
1
−⎛ ⎞ −⎛ ⎞⎜ ⎟ ⎜ ⎟⎜ ⎟ −⎝ ⎠⎜ ⎟⎝ ⎠
    A3 = ( )3( , 6 4 ).2
⎛ ⎞⎜ ⎟−⎝ ⎠  
Тогда 
( ) ( )
1 2 3 3, σ, 2[ ]
4
5 2 3 3 0 2
( 1 2 , 5 6 4 )
1 1 2 1 4 3
1
84 56
(29, ).
78 52
=
−⎛ ⎞− −⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟= =⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟− − −⎝ ⎠⎝ ⎠ ⎝ ⎠⎜ ⎟⎝ ⎠
− −⎛ ⎞= ⎜ ⎟⎝ ⎠
A A A
 
Следовательно, 
1 2 3 3, σ, 2
84 78
[ ] (29, ).
56 52
−⎛ ⎞′ = ⎜ ⎟−⎝ ⎠A A A  (2.7) 
Так как 
1
3 1
1
( , 0 4 )
2
2 3
⎛ ⎞⎛ ⎞ ⎜ ⎟′ = ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎜ ⎟− −⎝ ⎠
A , 
( )2 5 1( 4 5 1 , ),2 1
⎛ ⎞′ = − ⎜ ⎟− −⎝ ⎠A  ( )3
6
( 3 2 , ),
4
⎛ ⎞′ = − ⎜ ⎟⎝ ⎠A  
то 
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( ) ( )
13 2 1 3, , 2
[ ]
3 1
5 1 1 6
( 3 2 , 4 5 1 0 4 )
2 1 2 4
2 3
84 78
(29, ),
56 52
−′ ′ ′ =
⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎜ ⎟= − − =⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟− −⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎜ ⎟− −⎝ ⎠
−⎛ ⎞= ⎜ ⎟−⎝ ⎠
A A A
σ
 
то есть 
13 2 1 3, , 2
84 78
[ ] (29, ).
56 52−
−⎛ ⎞′ ′ ′ = ⎜ ⎟−⎝ ⎠A A A σ        (2.8) 
Сравнивая (2.7) и (2.8), видим, что 
11 2 3 3, σ, 2 3 2 1 3, , 2
[ ] [ ] .−′ ′ ′ ′=A A A A A A σ  
Произведением элемента λ ∈ P на вектор-
матрицу (1.1) называется вектор-матрица 
λA = (λA1, …, λAk). 
Суммой вектор-матриц A = (A1, …, Ak) и 
B = (B1, …, Bk) одинаковых размеров называется 
вектор-матрица 
A + B = (A1 + B1, …, Ak + Bk) 
того же размера. 
Замечание 2.1. Используя верные для обыч-
ных матриц равенства 
( ) ,A B A B′ ′ ′+ = + ( ) ,A Aλ λ′ ′=  λ ∈ P, 
можно убедиться в справедливости аналогичных 
равенств 
( ) ,′ ′ ′+ = +A B A B ( ) ,λ λ′ ′=A A  λ ∈ P 
для вектор-матриц. В первом равенстве вектор-
матрицы A и B имеют одинаковые размеры. 
 
3 Следствия 
Далее во всех следствиях этого раздела век-
тор-матрицы, как и в теореме 2.2, рассматрива-
ются над ассоциативным кольцом с единицей. 
Если k-компонентные квадратные вектор-
матрицы 
A1 = (A11, …, A1k), …, Al = (Al1, …, Alk)  
таковы, что для любого j = 1, …, k матрицы 
2 11 2σ( ) ( 1)σ ( ) σ ( )
, , , ,l lj j l j l jA A A A− −−…  (3.1) 
имеют одинаковый порядок, то определена век-
тор-матрица (2.2).  Поэтому из теоремы 2.2 вы-
текает 
Следствие 3.1. Пусть σ – подстановка из 
Sk, удовлетворяющая условию σl = σ, вектор-
матрицы (2.1) являются квадратными, и для 
любого j = 1, …, k матрицы (3.1) имеют одина-
ковый порядок. Тогда верно (2.4). 
Следствие 3.2. Пусть σ – подстановка из 
Sk, удовлетворяющая условию σl = σ, A1, …, Al – 
k-компонентные квадратные вектор-матрицы 
одного и того же порядка n. Тогда верно (2.4). 
Если σ – цикл длины t из Sk, m ≥ 1, 
l = mt + 1, то σl = σ.  
Поэтому имеют место следующие три след-
ствия. 
Следствие 3.3. Пусть σ – цикл длины t из 
Sk, m ≥ 1, 
Ai = (Ai1, …, Aik), i = 1, …, mt + 1 (3.2) 
такие вектор-матрицы, что определена вектор-
матрица [A1A2 … AmtAmt+1]mt+1, σ, k. Тогда опреде-
лена вектор-матрица -11 2 1 1, ,[ ]mt mt mt σ k+ +′ ′ ′ ′…A A A A  и 
верно равенство 
1 2 1 1, σ,[ ] mt mt mt k+ +′… =A A A A  
-11 2 1 1, σ ,
[ ] .mt mt mt k+ +′ ′ ′ ′= …A A A A            (3.3) 
В частности, если m = 1, то 
1 2 1 1, σ,[ ] t t k+ +′… =A A A  
-11 2 1 1, σ ,
[ ] .t t t k+ +′ ′ ′ ′= …A A A A            (3.4) 
Следствие 3.4. Пусть σ – цикл длины t из 
Sk, m ≥ 1, вектор-матрицы (3.2) квадратные, и 
для любого j = 1, …, k матрицы 
11 2σ( ) ( 1)( )σ ( ) ( 1)σ ( )
, , , ,mt mtj j mt jmt j mt jA A A A A− ++… =  
имеют один и тот же порядок. Тогда верно 
(3.3). В частности, если m = 1, то верно (3.4). 
Следствие 3.5. Пусть σ – цикл длины t из 
Sk, m ≥ 1, A1, …, Amt+1 – k-компонентные квад-
ратные вектор-матрицы одного и того же по-
рядка n. Тогда верно (3.3). В частности, если 
m = 1, то верно (3.4). 
Полагая в следствиях 3.3–3.5 t = k, получим 
еще три следствия. 
Следствие 3.6. Пусть σ – цикл длины k из 
Sk, m ≥ 1, 
Ai = (Ai1, …, Aik), i = 1, …, mk + 1        (3.5) 
такие вектор-матрицы, что определена вектор-
матрица [A1A2 … AmkAmk+1]mk+1, σ, k. Тогда опре-
делена вектор-матрица 11 2 1 1,σ ,[ ]mk mk mk k−+ +′ ′ ′ ′…A A A A  
и верно равенство 
[A1A2 … AmkAmk+1 1, σ,]mk k+′ = 
= 11 2 1 1, σ ,[ ] .mk mk mk k−+ +′ ′ ′ ′…A A A A          (3.6) 
В частности, если m = 1, то  
1 2 1 1, σ,[ ] k k k k+ +′… =A A A A  
-11 2 1 1, σ ,
[ ] .k k k k+ +′ ′ ′ ′= …A A A A              (3.7) 
Следствие 3.7. Пусть σ – цикл длины k из 
Sk, m ≥ 1, вектор-матрицы (3.5) являются квад-
ратными, и для любого j = 1, …, k матрицы 
11 2σ( ) ( 1)( )σ ( ) ( 1)σ ( )
, , , ,mk mkj j mk jmk j mk jA A A A A− ++… =  
имеют одинаковый порядок. Тогда верно (3.6). В 
частности, если m = 1, то верно (3.7). 
Следствие 3.8. Пусть σ – цикл длины k из 
Sk, m ≥ 1, A1, …, Amk+1 – k-компонентные квад-
ратные вектор-матрицы одного и того же по-
рядка n. Тогда верно (3.6). В частности, если 
m = 1, то верно (3.7). 
Так как для любой транспозиции σ ∈ Sk 
верно σ = σ-1, σ2m+1 = σ, то, полагая в следствиях 
3.3–3.5 t = 2, получим еще три следствия. 
Следствие 3.9. Пусть σ – транспозиция из 
Sk, m ≥ 1, 
A1 = (A11, …, A1k), …,  
A2m+1 = (A(2m+1)1, …, A(2m+1)k)       (3.8) 
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такие вектор-матрицы, что определена вектор-
матрица [A1A2 … A2mA2m+1]2m+1, σ, k. Тогда опре-
делена вектор-матрица 2 1 2 2 1 2 1, σ,[ ]m m m k+ +′ ′ ′ ′…A A A A  
и верно равенство 
[A1A2 … A2mA2m+1 2 1, σ,] m k+′ = 
2 1 2 2 1 2 1, σ,= [ ] .m m m k+ +′ ′ ′ ′…A A A A            (3.9) 
В частности, если m = 1, то  
1 2 3 3, σ, 3 2 1 3, σ,[ ] [ ] .k k′ ′ ′ ′=A A A A A A       (3.10) 
Следствие 3.10. Пусть σ – транспозиция из 
Sk, m ≥ 1, вектор-матрицы (3.8) являются квад-
ратными, и для любого j = 1, …, k матрицы 
2 1 21 2σ( ) (2 1)2 σ ( ) (2 1)σ ( )
, , , ,m mj j m jm j m jA A A A A− ++… =  
имеют один и тот же порядок. Тогда верно 
(3.9). В частности, если m = 1, то верно (3.10). 
Следствие 3.11. Пусть σ – транспозиция из 
Sk, m ≥ 1, A1, …, A2m+1 – k-компонентные квад-
ратные вектор-матрицы одного и того же по-
рядка n. Тогда верно (3.9). В частности, если 
m = 1, то верно (3.10). 
Полагая в следствиях 3.9–3.11 k = 2, полу-
чим еще три следствия. 
Следствие 3.12. Пусть σ = (12) ∈ S2, m ≥ 1, 
A1 = (A11, A12), …, 
A2m+1 = (A(2m+1)1, A(2m+1)2)       (3.11) 
такие вектор-матрицы, что определена вектор-
матрица [A1A2 … A2mA2m+1]2m+1, (12), 2. Тогда оп-
ределена вектор-матрица  
2 1 2 2 1 2 1, (12), 2[ ]m m m+ +′ ′ ′ ′…A A A A  
и верно равенство 
[A1A2 … A2mA2m+1 2 1, (12),] m k+′ = 
= 2 1 2 2 1 2 1, (12), 2[ ] .m m m+ +′ ′ ′ ′…A A A A         (3.12) 
В частности, если m = 1, то  
1 2 3 3, (12), 2 3 2 1 3, (12), 2[ ] [ ] .′ ′ ′ ′=A A A A A A  (3.13) 
Следствие 3.13. Пусть σ = (12) ∈ S2, m ≥ 1, 
2-компонентные вектор-матрицы (3.11) явля-
ются квадратными, компоненты A11, A22, A31, …, 
A(2m)2, A(2m+1)1 имеют один и тот же порядок, 
один и тот же порядок имеют также компо-
ненты A12, A21, A32, …, A(2m)1, A(2m+1)2. Тогда верно 
(3.12). В частности, если m = 1, то верно (3.13). 
Следствие 3.14. Пусть σ = (12) ∈ S2, m ≥ 1, 
A1, …, A2m+1 – 2-компонентные квадратные век-
тор-матрицы одного и того же порядка n. То-
гда верно (3.12). В частности, если m = 1, то 
верно (3.13). 
 
4 Связь между транспонированными и 
косыми вектор-матрицами 
 
Обозначим через М(n, k, P) множество всех 
k-компонентных квадратных вектор-матриц n-го 
порядка  над  кольцом P.  Ясно, что М(n, k, P) 
совпадает с декартовой степенью 
( , ) ( , )
k
n P n P×…×М М	
  множества М(n, P) всех 
квадратных матриц порядка n над P. 
Если P – ассоциативное кольцо, то М(n, P) – 
ассоциативное кольцо. Поэтому, ввиду теорем 
3.2.2 и 3.4.1 из [3], верна 
Теорема 4.1. Если < P, +, × > – ассоциатив-
ное кольцо, подстановка σ ∈ Sk удовлетворяет 
условию σl = σ, то < М(n, k, P), +, [ ]l, σ, k > – ассо-
циативное (2, l)-кольцо. 
 Обозначим через GL(n, k, P) множество 
всех k-компонентных квадратных вектор-матриц 
n-го порядка над ассоциативным, коммутатив-
ным кольцом P с единицей, у которых все ком-
поненты обратимы в кольце М(n, P). Понятно, 
что множество GL(n, k, P) можно определить, 
как множество всех k-компонентных квадратных 
вектор-матриц n-го порядка над ассоциативным, 
коммутативным кольцом P с единицей, у кото-
рых определитель каждой компоненты обратим в 
кольце P. 
 Ясно, что GL(n, k, P) совпадает с декарто-
вой степенью ( , ) ( , )
k
n P n P×…×GL GL	
  полной 
линейной группы GL(n, P). Так как GL(n, P) – 
группа с операцией умножения матриц, то, ввиду 
теоремы 3.6.2 из [3] , верна 
 Теорема 4.2. Если подстановка σ∈Sk удов-
летворяет условию σl=σ, то <GL(n, k, P), [ ]l, σ, k> 
– l-арная группа. В частности, 
<GL(n, k, P), [ ]k + 1, (12…k), k> – (k+1)-арная группа. 
 Замечание 4.1. Из соответствующих ре-
зультатов книги [3] следует, что l-арная группа 
< GL(n, k, P), [ ]l, σ, k > не имеет единиц, а при 
n ≥ 2 является неполуабелевой, в частности не-
абелевой. 
 Замечание 4.2. l-арную группу 
< GL(n, k, P), [ ]l, σ, k > по аналогии с бинарным 
случаем естественно называть полной линейной 
l-арной группой, соответствующей данным k и σ. 
 Замечание 4.3. Пост рассматривал [1] част-
ный случай < GL(n, k, P), [ ]l, σ, k > при l = k + 1, 
σ = (12 … k), P = C  – поле комплексных чисел. 
(k+1)-арную группу <GL(n,k,C ), [ ]k+1, (12…k), k> он 
называл полной линейной (k+1)-арной группой. 
Для любого элемента a n-арной группы 
< A, [ ] > решение уравнения N
1
[ ]
n
x a a
−
…  = a обо-
значают символом a  и называют косым элемен-
том для a. 
Таким образом, для каждой вектор-матрицы 
A l-арной группы  < GL(n, k, P), [ ]l, σ, k >  сущест-
вует косой элемент,  который естественно назы-
вать косой вектор-матрицей  для A. Для обозна-
чения косой вектор-матрицы A будем использо-
вать символ ,A  так как символ A  уже исполь-
зуется для обозначения комплексно-сопряжен-
ной вектор-матрицы для A. 
Подчеркнем, что косые вектор-матрицы оп-
ределяются для вектор-матриц из 
< GL(n, k, P), [ ]l, σ, k >, у которых все компоненты  
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являются обратимыми квадратными матрицами 
одного и того же порядка n, а подстановка σ 
удовлетворяет условию σl = σ. 
Вообще говоря, в обозначении косого эле-
мента должен присутствовать символ n-арной 
групповой операции, который, как правило, не 
указывают, чтобы не загромождать записи. Од-
нако, в некоторых случаях, присутствие символа 
n-арной групповой операции в обозначении ко-
сого элемента желательно. В таких случаях для 
обозначения косого элемента a n-арной группы 
< A, [ ] > используют символ 
[ ]
a
∼
. В частности, 
, σ ,[ ]l k∼
A  – косая вектор-матрица для вектор-
матрицы A из < GL(n, k, P), [ ]l, σ, k >. 
Лемма 4.1. Пусть подстановка σ из Sk, 
удовлетворяет условию σl = σ. Если у квадрат-
ной вектор-матрицы A=(A1,…,Ak) ∈ GL(n, k, P) 
порядка n над P все компоненты Aj являются 
обратимыми, то существует косая вектор-
матрица 
, σ ,[ ]l k∼
A  = (B1, …, Bk), все компоненты 
которой являются квадратными матрицами 
порядка n над P и имеют следующий вид 
Bj = 21 1σ( )σ ( )l jjA A−
− −… , j = 1, …, k. (4.1) 
Доказательство.  Так как вектор-матрица A 
является элементом l-арной группы 
< GL(n, k, P), [ ]l, σ, k >, то в ней существует косой 
элемент 
, σ ,[ ]l k∼
A = (B1, …, Bk), для которого 
, σ ,[ ]
, σ,
1
[ ]
l k
l k
l
∼
−
…A A A	
  = A, 
то есть 
1 1 1 , σ, 1
1
[( ) ( , , ) ( , , )] ( , , ),k k k l k k
l
B B A A A A A A
−
… … … … = …	
  
откуда, используя определение операции [ ]l, σ, k и 
условие σl = σ, получаем 
BjAσ(j) 2σ ( )l jjA A−…  = Aj. 
Из последнего равенства вытекает (4.1). Лемма 
доказана. 
Доказанная лемма может быть получена из 
предложения 3.6.3 [3], если в ней считать группу 
A полной линейной группой GL(n, P). 
Теорема 4.3. Если подстановка σ ∈ Sk, удо-
влетворяет условию σl = σ, A ∈ GL(n, k, P), то  
1, σ , , ,
[ ][ ]
( ) ( ) .
l k l k−∼∼ ′ ′=A Aσ    (4.2) 
Доказательство. Положим  
A = (A1, …, Ak), 
, σ ,[ ]
( )
l k∼ ′A  = (D1, …, Dk),  
1, ,
[ ]
( )
l k−∼ ′Aσ  = (C1, …, Ck). 
Так как по лемме 4.1 
, σ ,[ ]l k∼
A  = (B1, …, Bk), где 
Bj = 21 1σ( )σ ( )l jjA A−
− −… , для любого j = 1, …, k, то, 
используя лемму 2.1, получим 
Dj = 2 21 1 1 1σ( ) σ( )σ ( ) σ ( )( ) ( ) ( )l lj j jj jB A A A A− −
− − − −′ ′ ′ ′= … = … , 
то есть  
Dj = 21 1σ( ) σ ( )( ) ( )lj jA A −
− −′ ′… ,  j = 1, …, k.      (4.3) 
С другой стороны, так как 1( , , )kA A′ ′ ′= …A , 
то, полагая τ = σ–1, и, используя (2.5), лемму 4.1 и 
соответствующий бинарный результат (операции 
транспонирования и взятия обратного элемента 
перестановочны), получим 
2
-2
1 1
τ( )τ ( )
1 1 1 1
( ) ( )( ) ( )
 =( ) ( )
( ) ( ) ( ) ( ) ,
l
l l
j jj
j jj j
C A A
A A A A
−
− −
− − − −
′ ′… =
′ ′ ′ ′= … = …-2σ σσ σ
 
то есть 
Cj = -21 1( ) ( )( ) ( ) .lj jA A
− −′ ′…σ σ                (4.4) 
Из (4.3) и (4.4) вытекает (4.2). Теорема доказана. 
Следствие 4.1. Если σ – цикл длины t из Sk, 
A ∈ GL(n, k, P), то 
11, σ , 1, ,
[ ][ ]
( ) ( ) .
mt k mt k−+ +∼∼ ′ ′=A A σ  В част-
ности, 
11, σ , 1, ,
[ ][ ]
( ) ( ) .
t k t k−+ +∼∼ ′ ′=A Aσ  
Следствие 4.2. Если σ – цикл длины k из Sk, 
A ∈ GL(n, k, P), то 
11, σ , 1, ,
[ ][ ]
( ) ( ) .
mk k mk k−+ +∼∼ ′ ′=A A σ  В част-
ности, 
11, σ , 1, ,
[ ][ ]
( ) ( ) .
k k k k−+ +∼∼ ′ ′=A Aσ  
Следствие 4.3. Если σ – транспозиция из Sk, 
A ∈ GL(n, k, P), то 2 1, σ , 2 1, σ ,
[ ] [ ]
( ) ( ) .
m k m k+ +∼ ∼′ ′=A A  В част-
ности, 
3, σ , 3, σ ,[ ] [ ]
( ) ( ) .
k k∼ ∼′ ′=A A  
Следствие 4.4. Если A ∈ GL(n, 2, P), то 
3 (12), 2 3 (12), 2[ ] [ ]
( ) ( ) .
, ,∼ ∼′ ′=A A  
Замечание 4.4. В каждом из следствий 4.3 и 
4.4 косые элементы в левой и правой частях ра-
венств, в отличие от теоремы 4.3 и следствий 4.1 
и 4.2, рассматриваются в одной и той же поли-
адической группе, поэтому равенства в этих 
следствиях могут быть записаны проще, без ука-
зания полиадической операции. Как, например, в 
обычных группах: 1 1( ) ( )− −′ ′=A A . 
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