We describe the design, generation and compression of the extended whole program path (eWPP) 
Introduction
Execution traces have been collected and analyzed for wide range of applications such as developing new optimizations, developing new architectural techniques, and producing reliable software through testing and debugging. Two common types of traces that are useful in above applications are control flow and dependence traces.
Control flow trace
Control flow trace captures the complete path followed by a program during an execution. It is represented as a sequence of basic block ids (or Ball-Larus path ids [4] ) visited during the program execution. These traces can be analyzed to determine execution frequencies of shorter program paths [12] . Thus, hot paths in the program can be identified and this knowledge has been used £ Supported by grants from Microsoft, IBM, Intel and NSF grants CCR-0324969, CCR-0220262, CCR-0208756, CCR-0105535, and EIA-0080123 to the Univ. of Arizona.
to perform path sensitive instruction scheduling and optimization by compiler researchers [3, 5, 7, 18] and path prediction and instruction fetching by architecture researchers [8] . Larus demonstrated that complete control flow traces of reasonably long program executions can be collected and stored by developing the compressed representation called the whole program path (WPP) [12] .
Dependence trace Dependence, data and control, traces have also been used. Compiler researchers have used these profiles for performing data speculative optimizations for itanium [14, 15] and computation of dynamic slices [1, 9, 19] . The latter have been used for software debugging [2, 10] , testing [11] and providing security by compiler researchers and architecture researchers have used slicing to study the characteristics of performance degrading load instructions [21] , thread creation using slicing [13] , and studying instruction isomorphism [17] . The dependence history can be collected as follows. The control dependence trace can be recovered by analyzing the control flow trace. Also, the register data dependences (i.e., flow of value from a def to a use through a register) can be recovered using the control flow trace. However, recovery of memory dependences (i.e., flow of value through memory -flow from a store to a load) requires detection of def-use information during run-time [1] . This trace is very long because each dependence must identify the statements and their execution instances involved in the dependence. Essentially, since the memory dependences are at the granularity of statements, while control traces are at the granularity of basic blocks (or Ball-Larus paths), dependence traces are longer than control flow traces.
Let us first briefly see how control flow and data dependence traces are explicitly represented. There are two kinds of explicit representations: those that are more appropriate to use when the traces are stored on disk, such as the Sequitur [16] compressed control flow trace representation called the whole program path [12] ; and those that are used when traces are held in memory for analysis such as the timestamped representations of control flow trace [20] and dependence trace [19] . In this paper, we develop an ap-proach for producing a compact representation of the traces stored on disk.
The combination of control flow and dependence traces is useful for a wide range of applications. In fact, frequencies of control flow edges/paths and data dependence edges/chains can be determined from these traces. However, the size of traces can be quite large. Table 1 gives an idea of the sizes of traces for sample runs. It gives the sizes of the control flow and dependence traces and factors by which they can be compressed. As we can see, the length of the dependence trace is significantly longer than the length of the control flow trace. Moreover, as shown, the compressibility of dependence trace using both Sequitur [16] and VPC [6] is quite inferior to that of control flow trace. Thus, even if the dependence traces are compressed before being stored on disk, they can be quite long. In this paper we develop algorithms for generating an extended control flow trace that not only captures the dynamic control flow history but also the dynamic data dependence history. The memory dependences are not captured by an explicit representation of data dependences. Rather, memory dependences are embedded implicitly in the control flow trace. This representation of dynamic memory dependences is motivated by the observation that all dynamic register dependences can be recovered from the control flow trace. To capture the remainder of the dynamic data dependences, i.e. memory dependences, we present program transformations that introduce disambiguation checks whose control flow signatures capture the results of these checks. The resulting extended control flow trace produced enables the recovery of otherwise irrecoverable memory dependences. Thus, our approach replaces the combination of a control flow trace and dependence trace with a single extended control flow trace which is compressed to produce the extended whole program path (eWPP) representation. The extended control flow trace is smaller and more compressible than the combination of original control flow trace and the dependence trace. The enabling program transformations are carefully designed to enable the recovery of dynamic memory dependences at a small incremental cost in terms of program execution time increase and increase in control flow trace size.
Our experiments show that on an average the sizes of compressed eWPPs are only 4% of the sizes of combined compressed WPP and dependence traces. The uncompressed extended control flow trace is 38% smaller and can be captured with 20% more runtime overhead than the combined uncompressed control flow and dependence trace.
The remainder of the paper is organized as follows. Section 2 describes our new extended trace and the program transformations needed to generate this trace. Section 3 presents algorithms for recovering dynamic memory dependences from the extended control flow trace. Section 4 describes some important optimizations while Section 5 presents the experimental results. We conclude in section 6.
Extended Whole Program Paths
As the data presented in Table 1 shows, control flow traces are shorter in length than dependence traces. This is because control flow traces consist of a sequence of executed basic blocks (or paths) while dependence traces consist of def-use information, the dynamic memory dependences. Each execution of a basic block or path may involve several memory references. Moreover, Sequitur based compression techniques are very effective for control flow traces [12] but significantly less so for dependence traces. While compression based on value predictors, VPC [6] , provides a greater degree of compression than Sequitur for dependence traces, this benefit comes at a price. Traces compressed using VPC have to be decompressed before they can be analyzed unlike Sequitur which produces the compressed trace in form of a grammar that can be readily analyzed. For instance [12] shows how to traverse the compressed controlflow trace to find hot-subpaths.
The above observation motivated us to search for an alternative to the dependence trace. Note that the dependence trace is needed because when used in conjunction with the control flow trace it enables the recovery of all dynamic memory dependences. The focus of this section is on designing an extended control flow trace from which we can extract dynamically exercised memory dependences. To enable recovery of dynamic memory dependences the extended trace should include additional information. In designing this extended trace we have the following goals:
The additional information contained in the extended trace should be in form of control flow so that the existing compression algorithm by Larus [12] can be used to compress the extended trace.
The incremental cost of generating additional information should be minimized both in terms of the increase in the size of the trace and the increase in the program execution time due to the generation of the trace. First let us consider the additional information that is needed to recover the memory dependences from the control trace. Consider a path from ½ to Ù× that passes through ¾ as shown in Figure 1 . Let us assume that memory dependences ½´ ½ Ù× µ and ¾´ ¾ Ù × µ are potential memory dependences, due to the aliasing, that may or may not be manifested during a particular execution of the path. While the control flow trace will capture each execution of the path, additional information on the addresses referenced by the ½ , ¾ , and Ù× are needed to identify the dynamic memory dependences. Thus, immediately preceding the Ù× , dynamic disambiguation checks are introduced: × Ñ ½ compares the addresses referenced by ½ and Ù× while × Ñ ¾ compares the addresses referenced by ¾ and Ù× . As we will see later, the control flow signature of the disambiguation checks captures the result of the comparison (true or false). Thus, the extended control flow trace (i.e., the original control flow trace augmented with the control flow signatures of the disambiguation checks) contains all the information needed to identify the dynamic memory dependences. To minimize the cost of the disambiguation checks, we do the following. We first identify all the potential memory dependences for each use using static analysis. We then classify each memory dependence into one of three categories: no-cost, fixed-cost, and variable-cost dependence. As the names suggest, the three categories differ in the cost needed for the disambiguation checks. Our program transformations to enable this classification and the collection of the memory dependence history are described next.
No-Cost Capture
While, in general, we need to introduce disambiguation checks to capture dynamic memory dependences; however, for a subset of dependences, disambiguation checks are not needed as the outcomes of these checks can be determined directly from the control-flow trace. . Moreover, for path 1.3.4, we are guaranteed that dependence edge ½ is exercised and for all other paths that arrive at 4 via 2, dependence edge ¾ is exercised. Thus, the control flow trace is sufficient to identify these dependences when exercised.
Definition 2. (Partially-free dependence) A def-use mem-
ory dependence is a partially-free dependence iff, in general, only some occurrences of the dependence can be recovered from the program's control flow trace. Figure 3 illustrates this situation. The definition in node ¾ assigns a value through a pointer. Let use assume that a points-to analysis indicates that the pointer È may point to variable or not. For path 1.3.4, we are guaranteed that dependence edge ½ is exercised. However, for all other paths that arrive at 4 via 2, the dependence edge ½ may or may not be exercised. Thus, the control flow trace only captures partial information for dependence edge ½ , i.e., when exercised through 1.3.4.
The presence of free dependences can be recognized at compile time as follows. First, given a that reaches a Ù× , the and Ù× must always refer to the same variable (say ). Next, if every path from the to the Ù× is either definition-clear w.r.t or if the is definitely killed along the path, then the dependence´ Ù× µ is fully-free. If the preceding condition is only true for a subset of paths from to Ù× (i.e., along at least one of the paths, a definition of a may-alias of is encountered), then this dependence´ Ù× µ is partially-free.
Fixed-Cost Capture
Free capture is only possible when the and the Ù× are guaranteed to refer to the same address. If the and Ù× may, but not necessarily, refer to the same address, the disambiguation check must be performed at run-time. If the always refers to the same variable (say ), while the Ù× may or may not refer to , we can introduce a fixed cost disambiguation check to enable detection of instances of this dependence. By a fixed cost check, we mean that every execution of the Ù× will require a constant amount of additional work to perform the disambiguation check for the and Ù× which is a comparison of the address of with the address read by the Ù× . The reason why we can capture some dependences at a fixed cost is because they are last-instance dependences. If the always refers to the same variable and if the is executed multiple times prior to executing the Ù× , only the last execution of the is relevant to the executed Ù× as the assigns to the memory address every time and hence is a last-instance dependence.
A fixed-cost disambiguation check for dependence edge , denoted as × Ñ , has the form shown in Figure 4 . The control flow signature of × Ñ is´ Ì µ if the check finds an address match; otherwise it is´ µ. The key point to note is that the result of the disambiguation check is captured by its control flow signature and is incorporated in the extended control flow trace. There is no need to explicitly save the information for this Ù× , i.e. the dependence trace need not be collected.
The example in Figure 5 illustrates a situation in which fixed-cost checks are needed to capture the three memory dependences corresponding the use in node 5. In this example we assume that it is known that pointer È is not assigned in the code fragment shown. Thus the in node 1 and the Ù× in node 5 always refer to the same address. Assuming that È may or may not point to / , disambiguation checks are needed to compare the addresses of / with £È .
It should be noted that in the transformed program, each execution path from 1 to 5 uniquely identifies the exercised memory dependence edge. For example, consider the path 1.2.4.4.6.7.8.5. The disambiguation check signatures (6.7) and (8) indicate that È points to not . The control flow 1.2 indicates that in node 2 is the latest definition of before arriving at 5. Thus, we conclude that memory dependence edge ¾ is exercised along this path. Similarly, determinations can be made for all other paths.
Variable-Cost Capture
In case of free-dependences both and Ù× were guaranteed to always refer to same address while in the case of fixed-cost dependences the was always guaranteed to refer to the same address while the addresses referred to by the Ù× could vary. Now, we consider the final case where both the and Ù× can refer to varying addresses. This final situation is illustrated by the example in Figure 6 . When the execution proceeds along path ½ ¾ · , the value of assigned through £È in node 2 reaches the use of in node . While the statements in node ¾ may be executed several times, only the first execution of the definition assigns a value to via £È . Thus, the dependence between the definition of £È in node ¾ and the use of in node , denoted as´£È ¾ µ , is not a last-instance dependence. In fact, by changing the assignment to È ² in node ½, we can create situations where the dependence exists between any-instance of £È ¾ and .
Definition 4.
(Any-instance dependence) A def-use memory dependence is an any-instance dependence if an occurrence of a dependence can be caused by any one of the executions of the definition statement prior to the execution of the use statement.
To capture any-instance dependences we need to do two things. First, all the addresses assigned to by the multiple executions of the definition must be saved in a buffer. Second, at the use a variable-cost check shown in Figure 7 must be inserted. This check compares the use address with the definition addresses saved in the buffer one at a time starting from the latest address. The checks continued to be performed till a match is found or no more addresses remain in the buffer. The complete cost of this check is a variable as it can vary from a minimum of one check to as many checks as the number of addresses in the buffer. The size of the buffer also continues to grow as the program executes. The example of Figure 6 once transformed using the variablecost disambiguation results in the code shown in Figure 8 .
Recovery Algorithms
In this section, we discuss the following. We first discuss how the memory dependences are recovered from the program representation. First executions of basic block are assigned timestamps in the order of their execution. The column Ø× of Figure 9 gives the timestamp values for the sample execution. Using these timestamps, the control flow trace can be annotated on the static control flow graph representation by labeling each basic block with the sequence of timestamps at which it was executed (see in Figure 10 , the time stamps prefixed 'B'). A dynamic dependence (data or control) is annotated by labeling a static dependence edge with a sequence of timestamp pairs such that the pair of timestamps identify the execution instances of the statements that were involved in the dynamic dependence. Figure 10 shows the labels that identify the dynamic memory dependences next to each dependence edge. We now describe the process of recovering the memory dependences and annotating the static program representation from the extended control flow trace. Given the extended control flow trace, to recover the definition corresponding to a given execution of a use, we need to put together two types of information contained the trace: the control flow signatures of disambiguation checks that immediately precede a use; and the control flow information that identifies and orders the reaching definitions executed prior to reaching the use. The control flow signatures of disambiguation checks identify the definitions and their instances that could have produced the value referenced at the use. The control flow information identifies the order in which these potential definitions were executed and hence it enables us to identify the latest definition which is actually the one that is involved in the dependence.
Consider the example shown in Figure 11 . The control flow trace shows that prior to reaching the use in 5, ½ is executed 3 times and ¾ is executed once. The control flow signature produced preceding 5 indicates that the value produced could have been produced either by However, when we examine the preceding control flow trace we find that second execution of ½ in 2 follows the execution of ¾ in 3. Thus, we conclude that memory dependence edge ½ was exercised under this execution. Thus, we see that the extended control flow trace contains sufficient information to establish the dynamic memory dependences precisely. 
Optimizing Instrumentation
In this section we present a series of optimizations aimed at tuning the insertion and execution of instrumentation code so that the size of instrumentation code, the space and time cost of executing it, and the compressibility of resulting trace are improved.
Instrumentation Code Size
So far, in our discussion, we have assumed that all potential memory dependences are identified, classified, and the program is instrumented according to the classification. However, in practice, due to the conservative nature of static analysis too many spurious memory dependence edges may be present causing the cost of instrumentation to become very high. The unnecessary instrumentation will not only incur execution time overhead but will also increase the length of the extended control flow trace and the cost of recovering memory dependences.
To solve the above problem we use two phase profiling consisting of the filtering phase and the collection phase. In the filtering phase the program is instrumented to identify all memory dependence edges that are exercised at least once during execution and in addition based upon their behavior we classify the dependences as no-cost, fixed-cost, or variable-cost. Now that all actually encountered memory dependences have been identified, the program is instrumented only with the disambiguation checks that are needed to capture these dependences. The instrumented program is then run to collect the extended whole program path. Instrumentation needed for the filtering phase is similar to one used in [1] for his second approximate slicing algorithm -mapping between addresses and statements that defined it last is maintained to detect all exercised memory dependence edges.
Trace Length & Compressibility
Each time a load is encountered, the disambiguation codes for all the corresponding stores (sources of the dependence) are executed. Therefore the corresponding trace produced can be long in length. A simple optimization can ensure that we simply execute the disambiguation code for a single store. We can track the last store for each address at runtime and use it to quickly identify the source of the dependence. The instrumentation code for only this source is then executed -the purpose of the trace produced is then to simply identify the precise instance of the defining store that corresponds to this store. This optimization is shown in Figure 12 . Note that not only the length of the trace produced is reduced, but also the cost of executing the instrumentation code. Next we consider another optimization that is aimed at sharing the instrumentation code across different uses (i.e., loads). This optimization not only reduces the overall size of the instrumentation code that is inserted but also increases the compressibility of the trace produced by this instrumentation code. We create a single copy of the instrumentation code as shown below. For each load its corresponding stores are numbered from ½ to Ò ( Ñ ÜÒ).
At each load, the source of the dependence is determined and call is made to the shared instrumentation providing the source id (½ Ò) and a pointer to its corresponding buffer. The instrumentation code is then executed producing traces such that traces for different loads now look similar thus enabling greater degree of compression. The control flow trace produced still uniquely identifies the dynamic memory dependences. By finding the source of the call to the instrumentation code from the control flow trace we can determine which load execution is being processed, by examining the control flow trace produced by the instrumentation code itself we know the source of the dependence (½ to Ò) and the specific execution instance of the source that is involved. The compressibility improves because each disambiguation involves executing a common piece of code and hence these basic blocks repeat in the extended control flow trace. Sequitur is then able to effectively capture these repetitions and compress them.
Reducing the Number of Checks
For the variable-cost transformation, the number of checks could be as high as the number of addresses stored in the buffer. This cost could significantly increase the runtime overhead. We greatly reduce this cost using the following optimization. Instead of using a linear search, we adapt our buffer to allow binary search by saving along with the address the global timestamp at which the address was written to by the store instruction. At runtime, we also track the global timestamp of the last write to each address. Now, at runtime, when a load is encountered, we lookup the timestamp of the latest write to the address being referenced by the load. We search for this address in the buffer using the last write timestamp. Since the timestamps in the buffer appear in ascending order, we can employ binary search to find the relevant timestamp and hence determine the distance. Enabling linear search to be replaced by binary search greatly reduces the number of checks required. For instance, if ½ billion instructions are executed, the number of checks for each load cannot exceed Ð (½ billion) = ¿¼. For the benchmark runs we considered, on an average, we only needed 10 checks for every dynamic dependence exercised. The recovery algorithm can also be easily adapted to disambiguate using binary search rather than linear search. Figure 14 illustrates the above approach. It shows a snapshot of a sample buffer. Let us say that a load corresponding to address ¼Ü is encountered. The last write information for the address will tell us that the timestamp at which the last write to this address was performed is 1024. Now we can search shown for 1024 using binary search as the timestamps appear in ascending order. Once the proper entry in the buffer is found, the distance can be determined. 
Number of Buffer Entries
For the variable-cost transformation the buffer used to save the addresses associated with a definition grows as the definition is repeatedly executed. We address this problem as follows. For every store instruction, we preallocate a buffer of size 200K entries. In addition, we put a check to detect if the buffer size is exceeded. If more buffer space is needed, we allocate a large buffer and copy into it the past history from the old buffer. We found that the number of times copying was required is extremely small. On an average, for all the benchmarks we considered, the total amount of buffer space needed was around 500 MB.
Experimental Results
We have implemented our algorithms using the Phoenix Compiler Framework developed by Microsoft. The instrumentation code was inserted by using Phoenix to rewrite the binaries of the benchmark programs. This was very convenient to implement in Phoenix. The Intermediate representation with which we worked was the low-level x86 instruction set. This allowed us to clearly distinguish between register dependences and memory dependences. Notice that the register dependences can always be detected directly from the control flow trace. Hence, the instrumentation was performed to capture memory dependences. This is important for carrying out a realistic evaluation as for the program runs used in our experiments, on an average, 76.4% of all dependences were register dependences for program runs that execute in hundreds of millions of instructions (see Table 2 ). The SPEC 2000 benchmarks were used to carry out the experiments (we had to exclude 176.gcc because the current version of Phoenix had problems with this benchmark). Two instrumented versions of each binary was created apart from the original. The first version was to capture control flow traces and memory dependence traces. The second version was to capture extended control flow traces. Being able to produce the instrumented binaries of each of these using Phoenix allowed us to accurately measure the overheads involved in collecting these traces. Based upon this implementation we carried out an experimental evaluation whose results are described next. 
Trace Sizes
We first consider the various trace sizes. In Table 3 From the data in Table 3 we can see that reduced size of Ï È È is due to two reasons. First the size of is smaller than the size of · . This is because the dependence trace must store at every load, the instruction and its instance that produced the definition. For long traces, the number of bits needed to store this information can be very high. Table 4 shows the % by which accounts for in reducing the size of We also studied the distribution of three types of dynamic memory dependences: no-cost, fixed-cost, and varying-cost. The resulting data is given in Table 5 . From this data we can see that on an average 65.7% of the dependences are hard dependences, i.e. varying-cost dependences. However, the number of no-cost memory dependences is also significant (average of 30.4%) which contributes directly towards reducing the size of . 
Runtime Overhead
The execution time cost of the disambiguation checks is mainly due to the address comparisons performed. In particular, the greater the number of such comparisons, the greater its cost. In Table 6 the average number of comparisons performed per dynamic data dependence are given in column × Ô. These results were obtained as a result of applying number of optimizations described in Section 4. However, the one significant contributing factor is using binary search instead of linear search. If we had not performed these optimizations then the number of checks needed at run-time would have gone up by a significant amount, as shown in the column Í × Ô making collection of these traces impractical. Table 7 shows the run-time overhead needed to collect these traces. The running time of the 3 versions of each program, that is, the original version, instrumented version for collecting control flow and dependence traces (Î ), and the instrumented version for collecting extended traces (Î ) is shown. For Î , the time spent in the filtering phase alone is shown as È . Also, for versions Î and Î , the time spent on processing (CPU) and IO are separately shown. Although the CPU time spent in Î is higher than Î , coming from the checks needed per dependence, the IO time is much less, extended traces are smaller than dependence traces. On an average, there is a 20% increase in runtime overhead when collecting extended control flow traces when compared to collecting control flow and dependence traces.
Conclusion
In this paper we presented a unified trace representation that enables the capture of complete control flow and data dependence histories. The key problem that we solved in designing this unified trace is our ability to effectively convert dynamic memory data dependences between stores and loads into equivalent control flow trace information. The unified trace produced is smaller than the alternative, i.e. combination of control flow and dependence traces. We also presented algorithms for traversing our extended trace to recover data dependences or chains of data dependences. Such information is useful in carrying out variety of code optimizations as well as other software engineering applications such as dynamic program slicing.
