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Abstract
Let n,m ≥ 1, U ⊂ Rn open. In this paper we provide a sharp solution to the following
Whitney distortion extension problems: (a) Let φ : U → Rn be a Cm map. If E ⊂ U is
compact (with some geometry) and the restriction of φ to E is an almost isometry with small
distortion, how to decide when there exists a Cm(Rn) one-to-one and onto almost isometry
Φ : Rn → Rn with small distortion which agrees with φ in a neighborhood of E and a Euclidean
motion A : Rn → Rn away from E. (b) Let φ : U → Rn be C∞ map. If E ⊂ U is compact
(with some geometry) and the restriction of φ to E is an almost isometry with small distortion,
how to decide when there exists a C∞(Rn) one-to-one and onto almost isometry Φ : Rn → Rn
with small distortion which agrees with φ in a neighborhood of E and a Euclidean motion
A : Rn → Rn away from E. Our results complement those of [14, 15] where there, E is a finite
set. In this case, the problem above is also a problem of interpolation and alignment of data in
R
n.
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1 Whitney’s extension problem.
We will work here and throughout in Euclidean space Rn, n ≥ 1 |.| will denote the Euclidean norm
on Rn.
Question 1 Let m ≥ 1 and let φ : E → R be a function defined on an arbitrary set E ⊂ Rn.
How can one decide whether φ extends to a function Φ : Rn → R which agrees with φ on E and is
in Cm(Rn), the space of functions from Rn to R whose derivatives of order m are continuous and
bounded.
For n = 1 and E compact, this is the well-known Whitney extension problem. See [89, 90, 91].
Continued progress on this problem was made by G. Glaeser [40], Y. Brudnyi and P. Shvartsman
[7, 9, 10, 11, 12] and E. Bierstone, P. Milman and W. Pawlucki [3]. See also N. Zobin [93, 94], B.
Klartag and N. Zobin [46] and E. LeGryer [51] for related work. C. Fefferman and his collaborators,
A. Israel, B. Klartag, G. Lui, S. Mitter and H. Narayanan [26, 24, 22, 21, 23, 34, 35, 36, 37, 30, 29,
28, 32, 27, 38, 44] have given a complete solution to this problem and have extended and generalized
it in many ways.
1.1 Whitney’s distortion extension problem for Cm(Rn) and C∞(Rn).
In this paper, following from the work of [20, 14, 15], we are interested in studying the following
Whitney extension problems which henceworth we will call Whitney distortion extension problems
for Cm(Rn) and C∞(Rn). These are given in:
Question 2 (a) Let U ⊂ Rn be open and φ : U → Rn be a Cm map. If E ⊂ U is compact
(with some geometry) and the restriction of φ to E is an almost isometry with small distortion,
how to decide when there exists a Cm(Rn) one-to-one and onto almost isometry Φ : Rn → Rn with
small distortion which agrees with φ in a neighborhood of E. (b) Let φ : U → Rn be C∞ map. If
E ⊂ U is compact (with some geometry) and the restriction of φ to E is an almost isometry with
small distortion, how to decide when there exists a C∞(Rn) one-to-one and onto almost isometry
Φ : Rn → Rn with small distortion which agrees with φ in a neighborhood of E. Our results
complement those of [14, 15] where there, E is a finite set. In this case, as we will explain in detail
below, the problem above is also a problem of interpolation and alignment of data in Rn. In this
paper, we will provide a sharp solution to Question 2 in the form of our main result which is given
in our next section.
2 Main result of this paper.
In this section, we state our main result which provides a sharp answer to Question 2. We need
some quick notation and assumptions.
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2.1 Notations and assumptions.
Unless stated otherwise, we will henceforth work with a C1 map φ : U → Rn where U ∈ Rn is open.
Let E ⊂ U be compact. For x ∈ Rn, we write d(x) to denote the distance from x to E. We write
diamE to denote the diameter of E and card(E) to denote the cardinality of E. Let ε > 0 be given.
We make the following
Assumptions:
(2.1) (Geometry of E). For certain positive constants c0, C1, c2 depending on n such that the
following holds,
Let x ∈ Rn\E. If d(x) ≤ c0 diamE, then there exists a ball B(z, r) ⊂ E such that |z − x| ≤
C1 d(x) and r ≥ c2 d(x).
(2.2) (Small ε assumption). ε is less than a small enough constant determined by c0, C1, c2, n.
(2.3) (Geometry of φ). For x, y ∈ E we have (1− ε) |x− y| ≤ |φ(x)− φ(y)| ≤ (1 + ε) |x− y|.
Henceforth, by a Euclidean motion, we shall mean a map A : x → Tx + x0 from Rn to Rn
with T ∈ O(n) or T ∈ SO(n) and x0 ∈ Rn fixed. O(n) and SO(n) will denote the orthogonal and
special orthogonal groups respectively. A Euclidean motion A will be called "proper" if T ∈ SO(n)
otherwise it is called improper. A∞ will always denote the identity Euclidean motion. ∗
We will prove as our main result:
Theorem 2.1. Under the above assumptions, there exists a C1 map Φ : Rn → Rn and a Euclidean
motion A∞ : Rn → Rn, with the following properties,
(2.4) (1−Cε) |x− y| ≤ |Φ(x)− Φ(y)| ≤ (1 +Cε) |x− y| for all x, y ∈ Rn; here C is determined by
c0, C1, c2, n.
(2.5) Φ = φ in a neighborhood of E.
(2.6) Φ = A∞ outside {x ∈ Rn : d(x) < c0}.
(2.7) Φ : Rn → Rn is one-to-one and onto.
(2.8) If φ ∈ Cm(U) for some given m ≥ 1, then Φ ∈ Cm (Rn).
(2.9) If φ ∈ C∞(U), then Φ ∈ C∞(Rn).
∗
O(n) is by definition the group of isometries of Rn which preserve a fix point and SO(n) the subgroup of O(n)
of orthogonal matrices of determinant 1. The Euclidean motions of Rn are the elements of the symmetry group of
R
n, ie all isometries of Rn.
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2.2 Our Plan
Theorem 2.1 comes with an interesting tale whose foundations are in the work of [20, 14, 15]. We
set out now to describe this tale in detail which will then allow us to explain Theorem 2.1 and place
it in context. Once we have done this, will then devote our attention to proving Theorem 2.1. As
part of our proof, we will need machinary from [20, 14, 15] and from [26, 24, 22, 21, 23] and we will
discuss this machinary and place it in context when we need it.
We begin with:
3 A tale of Whitney distorted extensions, interpolation and align-
ment in Rn for fine sets-I
3.1 ε′-distorted diffeomorphisms
In order to begin our study of Theorem 2.1, we begin by looking at the case when the set E is
finite. Here and throughout ε′ > 0 will be a small enough positive number which depends on n. We
require a class of smooth 1-1 and onto small distortions from Rn → Rn intoduced first in [15] which
we call ε′-distorted diffeomorphisms.
Definition 3.1. A diffeomorphism (hence 1-1 and onto) Φ : Rn → Rn is “ε’-distorted" provided
(3.1) (1 + ε′)−1I ≤ [∇Φ(x)]T [∇Φ(x)] ≤ (1 + ε′)I
as matrices, for all x ∈ Rn. Here, I denotes the identity matrix in Rn. Henceforth all ε′-distorted
diffeomorphisims will be understood from Rn to Rn.
If Φ is ε′-distorted then an application of Bochner’s theorem gives that we have for all x, y ∈ Rn,
(3.2) (1 + ε′)−1|x− y| ≤ |Φ(x)− Φ(y)| ≤ |x− y|(1 + ε′).
† A ε′-distorted diffeomorphism Φ is proper if det(Φ′) > 0 on Rn and improper if det(Φ′) < 0 on
R
n. Since det(Φ′) 6= 0 everywhere on Rn, every ε′- distorted diffeomorphism is proper or improper.
ε-distorted diffeomorphisms are defined similarly.
3.2 A Whitney distortion extension theorem: The main result of [15]
In [15], we proved the following Whitney distortion extension theorem:
†Φ is bi-lLipchitz with constants (1 + ε′)−1 and (1 + ε′) and so it is a small distortion.
6
Theorem 3.2. Let ε′ > 0 and let y1, ...yk and z1, ...zk be two 1 ≤ k ≤ n sets of distinct points in
R
n. Then there exists β′ > 0 depending only on ε′ such that the following holds: Suppose that
(3.3) (1 + β′)−1 ≤ |zi − zj ||yi − yj| ≤ (1 + β
′), 1 ≤ i, j ≤ k, i 6= j.
Then there exists a ε′-distorted diffeomorphism Φ satisfying
(3.4) Φ(yi) = zi, 1 ≤ i ≤ k.
(a) Note that Theorem 3.2 works for any two distinct 1 ≤ k ≤ n configurations y1, ..., yk, z1, ..., zk
satisfying the condition (3.3). If we assume that there exists a map φ : E → Rn where
E := {y1, y2, ..., yk} and φ(E) := {z1, z2, ..., zk}, then Theorem 3.2 is a Whitney extension
theorem in Rn. In particular, it is a generalization of a well known result of John on
extensions of isometries. See for example [88]. ‡
3.3 The intriguing restriction in Theorem 3.2, card(E) = k ≤ n with n the
dimension of Rn.
Theorem 3.2 has an intriguing feature, namely the restriction card(E) = k ≤ n with n the dimension
of Rn. Indeed, we showed in [15] that Theorem 3.2 is false if k > n by constructing a counter example
for n ≥ 2. In the work of [14], we showed how to remove this restriction on the number of points k
if roughly we require that on any n+1 of the k points which form a relatively voluminous simplex,
the extension Φ is orientation preserving. We will discuss these results below in more detail.
3.4 The constants ε and β ′ and how they relate to each other.
Notice that Theorem 3.2 has two positive constants ε′ and β′. ε′ determines the distortion of the
map Φ whereas β′ determines the distortion of the pairwise distances between point sets y1, ..., yk
and z1, ..., zk and depends only on ε′. When looking at Theorem 3.2, an immediate question which
comes to mind is what is the quantative dependence of β′ on ε′. In [14], we proved:
Theorem 3.3. Let ε′ > 0 and let y1, ...yk and z1, ...zk be two 1 ≤ k ≤ n sets of distinct points in
R
n with
(3.5)
∑
i 6=j
|yi − yj|2 +
∑
i 6=j
|zi − zj |2 = 1, y1 = z1 = 0.
Then there exist constants J, J ′ > 0 depending only on n such the following holds: Set β′ = J ′ε′J
and suppose
(3.6) ||zi − zj | − |yi − yj|| < β′, i 6= j.
‡Note that we are extending a bi-Lipchitz diffeomorphism which may not be C1.
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Then there exists a ε′-distorted diffeomorphism Φ satisfying
(3.7) Φ(yi) = zi, 1 ≤ i ≤ k.
The main results of [15] below show under suitable conditions on E that one can take typically
β′ = exp(−CK ′/ε) with a positive constant CK ′ depending on n and a special fixed K ′ ≥ 1 which
depends on n. Clearly β′ = exp(−CK ′/ε) is a more refined estimate than β′ = J ′ε′J . β′ = Cε for
a C > 0 depending on n is clearly optimal and our main result in this paper Theorem 2.1 achieves
this for certain E and φ.
3.5 Theorem 3.2, Theorem 3.3: Interpolation in Rn-I.
Notice that Theorem 3.2 and Theorem 3.3 are Interpolation of data results in Rn with the map
Φ the interpolation operator. If we assume that there exists a map φ : U → Rn, URn open with
E := {y1, y2, ..., yk} ⊂ U and φ(E) := {z1, z2, ..., zk} for which we have an extension Φ defined over
all Rn, then it is natural to want to estimate a suitable norm of Φ so that one may be able to answer
questions of how well Φ approximates φ in U \ E. Extensions Φ and sets E which achieve good
and optimal approximations are interesting questions and we address this problem in a forthcoming
paper.
We refer the reader to the papers by Lubinsky and his collaborators and the many references
cited therein for a good insight into these questions for interpolation by polynomials [61, 62, 63, 64,
65, 66, 67, 19, 17]. The sizes and optimal sizes of interpolation/extension norms and the operators
which achieve these in Whitney extension problems is a difficult problem in general and has been
addressed substantially by Fefferman and his collaborators in [26, 24, 22, 21, 23, 34, 35, 36, 37, 30,
29, 28, 32, 27, 38, 44] and several other papers referenced therein.
We have explained how Theorem 3.2 and Theorem 3.3 are Whitney distortion extensions and
interpolation results in Rn. We now show they are results on alignment of data in Rn as well. To
understand this, we begin with:
3.6 Alignment of data in Euclidean space and the Procrustes problem.
An important problem in computer vision is comparing k ≥ 1 point configurations in Rn. § One
way to think of this is as follows: Given two k configurations in Rn, do there exist combinations of
rotations, translations, reflections and compositions of these which map the one configuration onto
the other. This is the shape registration problem. ¶ A typical application of this problem arises in
§In computer vision, the phrase "k ≥ 1 point configuration" means k ≥ 1 distinct points.
¶In computer vision, two point clouds are said to have the same “shape" if there exist combinations of rotations,
translations, reflections and compositions of these which map the one set of points onto the other. This typically is
called the registration problem.
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image processing and surface alignment where it is often necessary to align an unidentified image to
an image from a given data base of images for example parts of the human body in face or fingerprint
recognition. Thus the idea is to recognize points (often called landmarks) by verifying whether they
align to points in the given data base. An image in Rn does not change under Euclidean motions.
Motivated by this, in this paper, we will think of shape preservation in terms of whether there exists
a Euclidean motion which maps one k point configuration onto a second. ‖ In the case of labelled
data (where the data points in each set are indexed by the same index set), an old approach called
the Procrustes approach [41, 42] analytically determines a Euclidean motion which maps the first
configuration close to the other (in a L2) sense. There are a variety of ways to label points. See for
example [52, 82]. In terms of good algorithms to do alignment of this kind, one method of Iterative
Closet Point (ICP) for example is very popular and analytically computes an optimal rotation for
alignment of k point configurations, see for example [19] and the references cited therein for a
perspective. Researchers in geometric processing think of the problem of comparing point clouds or
finding a distance between them as to asking how to deform one point cloud into the other (each point
cloud represented by a collection of meshes) in the sense of saying they have the same shape. We refer
the reader to the references [71, 52, 82, 2, 5, 80, 81, 92, 76, 19, 56, 57, 58, 59, 61, 6, 62, 78, 75, 79, 50]
and the many references cited therein for a broad perspective on applications of this problem.
One way to dig deeper into the Procrustes problem is to compare pairwise distances between
labelled points. In this regard, the following result is well known. See for example [1, 88].
Theorem 3.4. Let y1, ..., yk and z1, ..., zk be two k ≥ 1 point configurations in Rn. Suppose that
|zi − zj| = |yi − yj|, 1 ≤ i, j ≤ k, i 6= j.
Then there exists a Euclidean motion A such that A(yi) = zi, i = 1, ..., k. If k ≤ n, then A can be
taken as proper.
Alignment of point configurations from their pairwise distances are encountered for example in
X-ray crystallography and in the mapping of restriction sites of DNA. See [71, 77] and the references
cited therein. (In the case of one dimension, this problem is known as the turnpike problem or in
molecular biology, it is known as the partial digest problem). See the work of [72, 52] for example
which deals with algorithms and their running time for such alignments. We mention that a difficulty
in trying to match point configurations is the absence of labels in the sense that often one does not
know which point to map to which. We will not deal with the unlabeled problem in this paper
but see [13]. We refer the reader to the papers by Werman and his collaborators and the many
references cited therein for a good insight into the subject of alignment of data in Euclidean space.
[82, 18, 83, 84, 85, 86, 87].
‖The shape identification problem can be stated more generally for other transformation groups. We restrict
ourselves in this paper to Euclidean motions.
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3.7 Labelled approximate alignment in Rn in the case where pairwise distances
are distorted.
To study the labelled alignment data problem in the case where pairwise distances are distorted,
we proved in [15] an analogy of Theorem 3.4 namely Theorem 3.5:
Theorem 3.5. (a) Given ε′ > 0, there exists β′ > 0 depending only on ε′, such that the following
holds. Let y1, ..., yk and z1, ..., zk be two k ≥ 1 point configurations in Rn satisfying (3.3).
Then, there exists a Euclidean motion A such that
(3.8) |zi −A(yi)| ≤ ε′diam {y1, ..., yk}
for each 1 ≤ i ≤ k. If k ≤ n, then we can take A to be a proper.
(b) Suppose now that y1, ..., yk and z1, ..., zk are two k ≥ 1 point configurations in Rn so that
(3.5) holds. Then there exist constants J, J ′ > 0 depending on n such the following holds: Set
β′ = J ′ε′J and suppose (3.6). Then, there exists a Euclidean motion A such that
(3.9) |zi −A(yi)| ≤ ε′.
Notice that if we require each set of points y1, ..., yk and z1, ..., zk to be in a bounded set of
controlled radius, then we are able to be specific about the relationship between ε′ and β′ in
Theorem 3.5, namely β′ = J ′ε′J . We provide the proof of Theorem 3.5 from [15] in order to
illustrate in particular, regarding (b), the use of an inequality called Lojasiewicz’s inequality which
is a technique allowing to approximate points in E by certain varieties in Rn. A similar idea can be
found for example in [69, 70].
3.8 Lojasiewicz’s inequality and Proof of Theorem 3.5.
Proof of Theorem 3.5 We first prove (a): Suppose not. Then for each l ≥ 1, we can find points
y
(l)
1 , ..., y
(l)
k and z
(l)
1 , ..., z
(l)
k in R
D satisfying (3.3) with β′ = 1/l but not satisfying (3.8). Without
loss of generality, we may suppose that diam
{
y
(l)
1 , ..., y
(l)
k
}
= 1 for each l and that y(l)1 = 0 and
z
(1)
l = 0 for each l. Thus |y
(l)
i | ≤ 1 for all i and l and
(1 + 1/l)−1 ≤ |z
(l)
i − z(l)j |
|y(l)i − y(l)j |
≤ (1 + 1/l)
for i 6= j and any l. However, for each l, there does not exist an Euclidean motion A such that
(3.10) |z(l)i −A(y(l)i )| ≤ ε′
10
for each i. Passing to a subsequence, l1, l2, l3, ..., we may assume
y
(lµ)
i → y∞i , µ→∞
and
z
(lµ)
i → z∞i , µ→∞.
Here, the points y∞i and z
∞
i satisfy
|z∞i − z∞j | = |y∞i − y∞j |
for i 6= j. Hence, by Theorem 3.4, there is an Euclidean motion A∗ such that A ∗ (y∞i ) = z∞i .
Consequently, for µ large enough, (3.10) holds with lµ. This contradicts the fact that for each l,
there does not exist a A satisfying (3.10) with l. Thus, we have proved all the assertions of (a)
except that we can take A to be proper if k ≤ n. To see this, suppose that k ≤ n and let A be an
improper Euclidean motion such that
|zi −A(yi)| ≤ ε′diam {y1, ..., yk}
for each i. Then, there exists an improper Euclidean motion A∗ that fixes y1, ..., yk and in place of
A, we may use the map A∗oA in (a) so (a) is proved. We now prove (b). Here we use an inequality
called Lojasiewicz’s inequality, [45] which allows us to control the upper bound estimate in (3.8)
and replace it by the upper bound in (3.9) provided the points y1, ..., yk and z1, ..., zk each lie in
bounded sets of controlled radius. The Lojasiewicz’s inequality says the following: Let f : U → R
be a real analytic function on an open set U in Rn and Z be the zero set of f . Assume that Z is
not empty. Then for a compact set K in U , there exist positive constants J and J ′ depending on f
and K such that uniformly for all x ∈ K, |x− Z|J ≤ J ′|f(x)|. It is easy to see that using this, one
may construct approximating distinct points y′1, ..., y
′
k, z
′
1, ..., z
′
k ∈ Rn (zeroes of a suitable f) with
the following two properties: (1) There exist positive constants J, J ′ > 0 depending on n such that
|(y1, ..., yk, z1, ..., zk)− (y′1, ..., y′k, z′1, ..., z′k)| ≤ Jε′J
′
.
In particular, we have
|yi − y′i| ≤ Jε′J
′
and
|zi − z′i| ≤ Jε′J
′
.
(2) |y′i − y′j| = |z′i − z′j | for every i, j. Thanks to (2), we may choose a Euclidean motion A so that
A(y′i) = z
′
i for each i. Also, thanks to (1), there exists positive constants J1, J2 depending on n with
|A(yi)−A(y′i)| ≤ J1ε′J2
So it follows that there exist positive constants J3, J4 depending only on n with
|A(yi)− zi| ≤ J3ε′J4
which is (b). ✷
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4 Building ε′-distorted diffeomorphisms; Slow twists and Slides, ap-
proximation of Euclidean motions.
4.1 Introduction to the ideas behind alligment and Theorem 3.2 and Theo-
rem 3.3.
In [15] (see Example 1 and Example 2 below), we introduced certain slow rotations and transla-
tions as ε′ distorted diffeomorphisms. We call them Slow twists and Slides. The ε′-distortions in
Theorem 3.2 and Theorem 3.3 as is shown in [15], are built using Slow twists and Slides and so
Theorem 3.2 and Theorem 3.3 are also an Alignment of data result in Euclidean space. Slow
twists are ε′-distorted diffeomorphisms whose argument is a function of distance from the origin.
These rotations reduce their speed of rotation for decreasing argument, are non-rigid for decreasing
argument becoming rigid for increasing argument. See (4.1). Slides are translations which are ε′-
distorted diffeomorphisms and satisfy (4.2). (See [18, 13] for applications of Slow Twists and Slides
to data allignment). ∗∗ In essence, ε′-distorted diffeomorphisms approximate Euclidean motions
well. It is instructive to provide more detail to these ideas:
4.2 Slow twists.
Example 1. Let ε′ > 0 and x ∈ Rn. Let S(x) be the D ×D block-diagonal matrix

D1(x) 0 0 0 0 0
0 D2(x) 0 0 0 0
0 0 . 0 0 0
0 0 0 . 0 0
0 0 0 0 . 0
0 0 0 0 0 Dr(x)


where for each i either Di(x) is the 1× 1 identity matrix or else
Di(x) =
(
cos fi(|x|) sin fi(|x|)
− sin fi(|x|) cos fi(|x|)
)
where fi : R → R are functions satisfying the condition: t|f ′i(t)| < J1ε′ for some constant J1 > 0
depending only on n, uniformly for t ≥ 0. The 1× 1 identity matrix is used to compensate for the
even/odd size of the matrix. Let Φ(x) = ΘTS(Θx) where Θ is any fixed matrix in SO(n). Then Φ
is a ε′-distorted diffeomorphism and we call it a slow twist (in analogy to rotations).
∗∗This a natural idea given we recall that O(n) is by definition the group of isometries of Rn → Rn which perserve
a fix point (SO(n) is the subgroup of O(n) of orthogonal matrices of determinant 1) and Euclidean motions from
R
n
→ R
n are the elements of the symmetry group of Rn, ie all isometries of Rn.
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4.3 Slides.
Example 2. Let ε′ > 0 and let g : Rn → Rn be a smooth map such that |g′(t)| < J2ε′ for some
constant J2 > 0 depending only on n, uniformly for t ∈ Rn. Consider the map Φ(t) = t+g(t), t ∈ Rn.
Then Φ is a ε′-distorted diffeomorphism. We call the map Φ a slide (in analogy to translations).
Using the definitions of Slow Twists and Slides we are able to now build ε′-distorted diffeomor-
phisms and approximate Euclidean motions well by them. This is given in Theorem 4.1 below.
4.4 Building ε′-distorted diffeomorphisms and approximation of Euclidean mo-
tions.
We have:
Theorem 4.1. Let ε′ > 0.
(a) There exists η > 0 depending on ε′ for which the following holds. Let Θ ∈ SO(n), r1, r2 > 0
and let 0 < r1 ≤ ηr2. Then, there exists an ε′-distorted diffeomorphism Φ such that
(4.1)
{
Φ(x) = Θx, |x| ≤ r1
Φ(x) = x, |x| ≥ r2
(b) There exists η1 > 0 depending on ε′ such that the following holds. Let A be a proper Eu-
clidean motion. Suppose 0 < r3 ≤ η1r4 and |x0| ≤ cε′r3. Then there exists an ε′-distorted
diffeomorphism Φ1 such that
(4.2)
{
Φ1(x) = A(x), |x| ≤ r3
Φ1(x) = x, |x| ≥ r4
(c) There exists η2 > 0 depending on ε′ such that the following holds. Let r5, r6 > 0 with 0 < r5 ≤
η2r6 and let x, x′ ∈ RD with |x − x′| ≤ cε′r5 and |x| ≤ r5. Then, there exists an ε′-distorted
diffeomorphism Φ such that
(4.3) Φ(x) = x′ andΦ(y) = y, for |y| ≥ r6.
(d) Let r > 0, x1 ∈ RD and let B(x1, r) be a ball in Rn. Let A and A∗ be proper Euclidean motions
such that
(4.4) |A(x1)−A∗(x1)| ≤ ε′r.
Then there exists a Cε′-distorted diffeomorphism Φ such that Φ = A in B(x1, exp(−1/ε′)r)
and Φ = A∗ outside B(x1, r). Here C > 0 depends only on n.
Theorem 4.1 together with Theorem 3.5 now form the basis for the proof of Theorem 3.2 and
Theorem 3.3.
We are ready to continue our tale:
13
5 A tale of Whitney distorted extensions, interpolation and align-
ment in Rn for fine sets-II.
We recall that Theorem 3.2 and Theorem 3.3 have an intriguing feature, namely the restriction
of the number of points k to be bounded by the dimension of Rn, n. Indeed, we showed in [15]
that Theorem 3.2 is false if k > n by constructing a counter example for n ≥ 2. Theorem 5.2,
Theorem 5.3, Theorem 5.4, Theorem 5.5 and Theorem 5.6, the main results of [14] which we will
describe below, tell us that we may remove the restriction on k if roughly we require that on any
n + 1 of the k points which form a relatively voluminous simplex, the extension Φ is orientation
preserving. We will make this notation more precise by meeting a special object called an η block.
Throughout this section n ≥ 2.
5.1 η block
Definition 5.1. For z0, z1, ..., zl ∈ Rn with l ≤ n, Vl(z0, ..., zl) will denote the l-dimensional volume
of the l-simplex with vertices at z0, ..., zl. If E ⊂ Rn is a finite set, then Vl(E) denotes the max
of Vl(z0, ..., zl) over all z0, z1, ..., zl ∈ S. †† Let φ : E → Rn and let 0 < η < 1. A positive (resp.
negative) η-block for φ is a n+1 tuple (x0, ..., xn) ∈ Rn such that the following two conditions hold:
(1) Vn(x0, ..., xn) ≥ (≤)ηndiam(x0, ..., xn). (2) Let T be the unique affine map which agrees with
φ on E. T exists and is unique by virtue of [1]. Then we assume that T is proper or improper.
(Here we recall that an invertible affine map T ′ : Rn → Rn is proper if det(T ′) > 0 and improper if
det(T ′) < 0. Since T ′ is invertible, T ′ is either proper or improper.) Thus if the map T in (2), is
not invertible then (x0, ..., xn) is not an η block.)
We are ready for:
5.2 Five results.
Theorem 5.2. Let E ⊂ Rn be finite. There exists a positve constant K ′ ≥ 1 depending on n
and positive constants cK ′ , C ′K ′, C
′′
K ′ depending on n and K
′ such that the following holds: Set
η = exp(−C ′K ′/ε) and β = exp(−C ′′K ′/ε) with 0 < ε < cK ′. Let φ : E → Rn satisfy
(5.1) (1 + β)−1|x− y| ≤ |φ(x) − φ(y)| ≤ (1 + β)|x− y|, x, y ∈ E.
Then if φ has no negative η block, there exists a proper ε-distorted diffeomorphism Φ such that φ = Φ
on E and Φ agrees with the proper Euclidean motion A∞ on{
x ∈ Rn : dist(x,E) ≥ 104diam(E)} .
††If Vn(E) is small, then we expect that E will be close to a hyperplane in R
n.
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Theorem 5.3. Let E ⊂ Rn be finite. There exists a positve constant K ′ ≥ 1 depending on n and
positive constants cK ′, C ′K ′, C
′′
K ′ depending only on n and K
′ such that the following holds: Set
η = exp(−C ′K ′/ε) and β = exp(−C ′′K ′/ε) with 0 < ε < cK ′. Let φ : E → Rn satisfy (5.1). Then if
φ has a negative η block, φ cannot be extended to a proper β distorted diffeomorphism.
Theorem 5.4. Let E ⊂ Rn be finite. There exists a positve constant K ′ ≥ 1 depending on n
and positive constants cK , C ′K ′ depending only on n and K
′ such that the following holds: Set
β = exp(−C ′K ′/ε) with 0 < ε < cK ′. Let φ : E → Rn satisfy (5.1). Suppose that for any So ⊂ S
with at most 2n+ 2 points, there exists a β distorted diffeomorphism ΦS0 such that ΦS0 = φ on S0.
Then, there exists an ε-distorted diffeomorphism Φ such that Φ = φ.
Theorem 5.5. Let E ⊂ Rn with card(S) ≤ n + 1. There exist positive constants c, C depending
only on n such that the following holds: Set β = exp(−C/ε) with 0 < ε < c and let φ : S → Rn
satisfy (5.1). Then there exists a β-distorted diffeomorphism Φ : Rn → Rn such that Φ = φ.
Theorem 5.6. Let φ : E → Rn where E ∈ Rn is finite and let 0 < η < 1. Suppose that φ satisfies
(5.1) and has a positive η block and a negative η block. Let 0 < β < cηn for small enough c > 0
depending only on n. Then φ does not extend to a β distorted diffeomorphism Φ : Rn → Rn.
Note that in Theorem 5.2, Theorem 5.3, Theorem 5.4, Theorem 5.5 and Theorem 5.6, we are
also able to improve the order β a polynomial in ε from to β to exp(−CKε for a constant CK > 0
dependning on n and E.
6 Approximation by Euclidean Motions.
We now want an analogy of Theorem 7.8 for a proper ε- diffeomorphisms (see Theorem 8.9 below)
and it is here that we meet the constant K ′. See (8.1) below. In order to do this, we need more
machinery. To begin, it will be necessary first to study pointwise approximation of ε diffeomorphisms
by given Euclidean motions. It follows from [20] that given ε′′ > 0 (small enough and depending
only on D) and Φ : RD → RD a ε′′-distorted diffeomorphism, there exists a Euclidean motion
A : RD → RD with |Φ(x) − A(x)| ≤ Cε′′ for x ∈ B(0, 10). Actually, using the well-known
John-Nirenberg inequality, in [20] we proved a lot more, namely a BMO theorem for ε′′-distorted
diffeomorphisms which is in the next subsection.
6.1 BMO theorem for ε′-distorted diffeomorphisms.
BMO theorem for ε′′-distorted diffeomorphisms: Let ε′′ > 0 be a small enough positive
number depending only on D, Φ : RD → RD a ε′′-distorted diffeomorphism and let B ∈ RD be a
ball. There exists T = TB ∈ O(D) and C > 0 such that for all λ ≥ 1, we have
(6.1) vol
{
x ∈ B : |Φ′(x)− T (x)| > Cε′′λ} ≤ exp(−λ)vol(B)
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and slow twists in Example 1 show that the estimate above is sharp. The set
(6.2)
{
x ∈ B : |Φ′(x)− T (x)| > Cε′′λ}
may well be small in a more refined sense but we did not pursue this investigation in [20].
6.2 Approximation by Euclidean Motions; Proper and Improper.
From Definition 5.1, we recall that Vl(z0, ..., zl) denotes the l-dimensional volume of the l-simplex
with vertices at z0, ..., zl. We now have:
Theorem 6.7.
(a) Let ε > 0. Let Φ : RD → RD be a ε-distorted diffeomorphism. Let z ∈ RD and r > 0 be given.
Then, there exists an Euclidean motion A = AB with B = B(z, r), such that for x ∈ B(z, r),
(1) |Φ(x)−A(x)| ≤ Cεr.
(2) Moreover, A is proper iff Φ is proper.
(b) Let x0, ..., xD ∈ RD with diam {x0, ..., xD} ≤ 1 and VD(x0, ..., xD) ≥ ηD where 0 < η < 1 and let
0 < β < c′ηD for a small enough c′. Let Φ : RD → RD be a β-distorted diffeomorphism. Finally
let T be the one and only one affine map that agrees with Φ on {x0, ..., xD}. (We recall that the
existence and uniqueness of such T follows from [1], T may not be invertible). Then Φ is proper iff
T is proper.
Theorem 4.1 then follows from (4.1), (4.2) and (4.3). ✷
We are now going to introduce the notation E for a special finite set in RD whose diameter
satisfies diam(E) ≤ 1 and its points are well separated (we will define this more precisely in a
moment and throughout the paper). The aim of the next section is to show that for certain such
sets E, we can always construct an improper ε-distorted diffeomorphism Φ : RD → RD such that
Φ(z) = z for each z ∈ E, Φ agrees with a improper Euclidean motion Az : RD → RD in a ball of
small enough radius (in particular smaller than the maximum separation distance between points in
E) and with center z for each z ∈ E and Φ agrees with a improper Euclidean motion on all points
in RD whose distance to E is large enough. Such sets E we will use to define our special constant
K in ( 8.1).
Our technique will be one of Approximate Reflections. Thus we intoduce our next section of:
7 Approximate Reflections from RD to RD.
Suppose that S is a finite subset of a affine hyperplane H ⊂ RD. (So H has dimension D− 1). Let
A : RD → RD denote reflection through H. Then A is an improper Euclidean motion and A(z) = z
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for each z ∈ S. ‡‡ Now suppose that S is again a finite subset of a affine hyperplane H ⊂ RD and
assume that we have a map p : RD → RD with p(z) close to z on S. (We will define this more
precisely in a moment). Then we call p an approximate reflection through H. We will now use
approximate reflections to construct ε-distorted diffeomorphisms as we have described above.
We proceed and for our set S, we will now take a special set E ⊂ RD as mentioned above which
we now define precisely in our main result of this next subsection:
7.1 Theorem 7.8.
We have:
Theorem 7.8. Let ε > 0, 0 < τ < 1, E ⊂ RD be a finite set with diam(E) = 1 and |z − z′| ≥ τ
for all z, z′ ∈ E distinct. Assume that VD(E) ≤ ηD where 0 < η < cτε for small enough c. Here we
recall VD is given by Definition 5.1. Then, there exists a Cε-distorted diffeomorphism Φ : RD → RD
with the following properties:
(a) Φ coincides with an improper Euclidean motion on
{
x ∈ RD : dist(x,E) ≥ 20}.
(b) Φ coincides with an improper Euclidean motion Az on B(z, τ/100) for each z ∈ E.
(c) Φ(z) = z for each z ∈ E.
8 The constant K ′ and Theorem 7.8 for proper ε-distorted diffeo-
morphisms.
We are now able to prove an analogy of Theorem 7.8 for proper ε-distorted diffeomorphisms, namely
Theorem 8.9. Two important ingredients we will need to do this will be to assume a separation
condition on the points of E as in Theorem 7.8 and also a condition on the cardinality of E which
will be our constant K, see (8.1) below.
Thus we have as our main result in this section:
Theorem 8.9. Let φ : E → RD with E ⊂ RD finite. Let ε > 0 and 0 < τ < 1. We make the
following assumptions:
• Assumption on parameters:
– Let 0 < η < cετ for small enough c.
‡‡For easy understanding: Suppose D = 2 and H is a line with the set S on the line. Let A denote reflection of
the lower half plane to the upper half plane through S. Then A is a Euclidean motion and fixes points on S because
it is an isometry.
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– Let CKβ1/ρkτ−1 < min(ε, ηD) for some large enough CK > 0 and ρK > 0, the later also
depending only on D and K.
• Assumptions on E: diam(E) = 1, |x− y| ≥ τ , for any x, y ∈ E distinct,
(8.1) card(E) ≤ K.
• Assumption on φ: φ has no negative η-blocks and
(1 + β)−1|x− y| ≤ |φ(x)− φ(y)| ≤ (1 + β)|x− y|, x, y ∈ E.
Then, there exists a proper Cε-distorted diffeomorphism Φ : RD → RD with the following properties:
• Φ = φ on E.
• Φ agrees with an Euclidean motion A∞ on
{
x ∈ RD : dist(x,E) ≥ 1000} .
• For each z ∈ E, Φ agrees with a Euclidean motion Az on B(z, τ/1000).
The rest of this paper proves Theorem 2.1.
9 Preliminary Results
Throughout this paper, we adopt the following conventions regarding constants. A “controlled
constant” is a constant determined by c0, C1, c2, n in Section 2. We write c, C, C ′, etc. to denote
controlled constants. When we write e.g., c0, C17, or c5, then this expression denotes the same
controlled constant in every occurrence. When we write e.g. c, C, or C ′, without a numerical
subscript, then this expression may denote different controlled constants in different occurrences.
We write B(z, r) to denote the closed ball in Rn with center z, radius r.
Lemma 9.1. Let B(z, r) ⊂ E. Then there exists a Euclidean motion A, such that for every K ≥ 1,
and for every
(9.1) y ∈ B(z,Kr) ∩ E, we have |φ(y)−A(y)| ≤ CK2εr.
Proof. Without loss of generality, we may assume z = 0, r = 1, and φ(0) = 0. Let e1, · · · , en be
the unit vector in Rn. By ((2.3)) we have 1 − ε ≤ |φ(ei)| ≤ 1 + ε for each i, and (1 − ε)
√
2 ≤
|φ(ei)− φ(ej)| ≤ (1 + ε)
√
2 for i 6= j. Since −2φ(ei) · φ(ej) = |φ(ei)− φ(ej)|2 − |φ(ei)|2 − |φ(ej)|2,
it follows that
(9.2) |φ(ei) · φ(ej)− δij | ≤ Cε for each i, j, where δij is the Kronecker delta function.
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Let A ∈ O(n) be the orthogonal matrix whose columns arise by applying the Gram-Schmidt process
to the vectors φ(e1), φ(e2), · · · , φ(en). Then (9.2) implies the estimate
|φ(ei)−Aei| ≤ Cε for each i.
Replacing φ by A−1 ◦ φ, we may therefore assume without loss of generality that
(9.3) |φ(ei)− ei| ≤ Cε for each i.
Assume (9.3), and recalling that φ(0) = 0, we will prove (9.1) with A = I. Thus, let K ≥ 1, and
let y ∈ B(0,K) ∩E. By ((2.3)), we have (1− ε) |y| ≤ |φ(y)| ≤ (1 + ε) |y|, hence
(9.4)
∣∣∣|φ(y)| − |y|∣∣∣ ≤ εK.
In particular,
(9.5) |φ(y)| ≤ zK.
Again applying ((2.3)), we have
(1− ε) |y − ei| ≤ |φ(y)− φ(ei)| ≤ (1 + ε) |y − ei| for each i.
Hence, by (9.3) and (9.5), we have
(9.6)
∣∣∣|φ(y)− ei| − |y − ei|∣∣∣ ≤ CεK for each i.
From (9.4), (9.5), (9.6), we see that
(9.7)
∣∣∣|φ(y)|2 − |y|2∣∣∣ = (|φ(y)| + |y|) · ∣∣∣|φ(y)| − |y|∣∣∣ ≤ CK2ε,
and similarly,
(9.8)
∣∣∣|φ(y)− ei|2 − |y − ei|2∣∣∣ ≤ CK2ε.
Since
−2φ(y) · ei = |φ(y)− ei|2 − |φ(y)|2 − 1 and
−2y · ei = |y − ei|2 − |y|2 − 1,
it follows from (9.7) and (9.8) that∣∣∣[φ(y)− y] · ei∣∣∣ ≤ CK2ε for each i.
Consequently, |φ(y)− y| ≤ CK2e, proving (9.1) and A = identity. 
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When we apply Lemma 9.1, we will always take K to be a controlled constant.
The proof of the following Lemma is straightforward, and may be left to the reader. Note that
∇A(x) is independent of x ∈ Rn when A : Rn → Rn is an affine map. We write ∇A in this case
without indicating x.
Lemma 9.2. Let B(z, r) be a ball, let A : Rn → Rn be an affine map, and let M > 0 be a
real number. If |A(y)| ≤ M for all y ∈ B(z, r), then |∇A| ≤ CM/r, and for any K ≥ 1 and
y ∈ B(z,Kr) we have ∣∣A(y)∣∣ ≤ CKM.
When we apply Lemma 9.2, we will always take K to be a controlled constant.
Lemma 9.3. For η > 0 small enough, we have
(9.9)
(
1− Cε)I ≤ (∇φ(y))+(∇φ(y)) ≤ (1 + Cε)I for all y ∈ Rn s.t. d(y) < η.
Proof. If y is an interior point of E, then (9.9) follows easily from ((2.3)). Suppose y is a boundary
point of E. Arbitrarily close to y, we can find x ∈ Rn\E. Applying ((2.1)), we obtain an interior
point z in E such that |z − x| ≤ C1d(x) ≤ C1|y − x|, hence |z − y| ≤ (1 + C1)|y − x|. Since z is an
interior point of E, we have
(9.10)
(
1− Cε)I ≤ (∇φ(z))+(∇φ(z)) ≤ (1 + Cε),
as observed above. However, we can make |z − y| as small as we like here, simply by taking |y − x|
small enough. Since φ ∈ C1(U), we may pass to the limit, and deduce (9.9) from (9.10). Thus,
(9.9) holds for all y ∈ E. Since E ⊂ U is compact and φ ∈ C1(U), the lemma now follows. 
Lemma 9.4. For η > 0 small enough, we have∣∣∣φ(y)− [φ(x) +∇φ(x) · (y − x)]∣∣∣ ≤ ε∣∣y − x∣∣
for all x, y ∈ U such that d(x) ≤ η and |y − x| ≤ η.
Proof. If η is small enough and d(x) ≤ η, then B(x, η) ⊂ U and |∇φ(y) − ∇φ(x)| ≤ ε for all
y ∈ B(x, η). (These remarks follow from the fact that E ⊂ U is compact and φ ∈ C1(U).)
The lemma now follows from the fundamental theorem of calculus. 
Lemma 9.5. Let Ψ : Rn → Rn be a C1 map. Assume that det∇Ψ 6= 0 everywhere on Rn, and
assume that Ψ agrees with a Euclidean motion outside a ball B. Then Ψ : Rn → Rn is one-to-one
and onto.
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Proof. Without loss of generality, we may suppose Ψ(x) = x for |x| ≥ 1. First we show that Ψ is
onto. Since det∇Ψ 6= 0, we know that Ψ(Rn) is open, and of course Ψ(Rn) is non-empty. If we can
show that Ψ(Rn) is closed, then it follows that Ψ(Rn) = Rn, i.e., Ψ is onto.
Let {xν}ν≥1 be a sequence converging to x∞ ∈ Rn, with each xν ∈ Ψ(Rn). We show that
x∞ ∈ Ψ(Rn). Let xν = Ψ(yν). If infinitely many yν satisfy |yν | ≥ 1, then infinitely many xν satisfy
|xν | ≥ 1, since xν = Ψ(yν) = yν for |yν | ≥ 1. Hence, |x∞| ≥ 1 in this case, and consequently
x∞ = Ψ(x∞) ∈ Ψ(Rn).
On the other hand, if only finitely many yν satisfy |yν | ≥ 1, then there exists a convergent
subsequence yνi → y∞ as i→∞. In this case, we have
x∞ = lim
i→∞
Ψ(yνi) = Ψ(y∞) ∈ Ψ(Rn).
Thus, in all cases, x∞ ∈ Ψ(Rn). This proves that Ψ(Rn) is closed, and therefore Ψ : Rn → Rn
is onto.
Let us show that Ψ is one-to-one. We know that Ψ is bounded on the unit ball. Fix M such
that
(9.11)
∣∣Ψ(y)∣∣ ≤M for |y| ≤ 1.
We are assuming that Ψ(y) = y for |y| ≥ 1. For |x| > max(M, 1), it follows that y = x is the only
point y ∈ Rn such that Ψ(y) = x. Now let Y = {y′ ∈ Rn : Ψ(y′) = Ψ(y′′) for some y′′ 6= y′}. The
set Y is bounded, thanks to (9.11). Also, the inverse function theorem shows that Y is open. We
will show that Y is closed. This implies that Y is empty, proving that Ψ : Rn → Rn is one-to-one.
Thus, let {y′ν}ν≥1 be a convergent sequence, with each y′ν ∈ Y ; suppose y′ν → y′∞ as ν → ∞.
We will prove that y′∞ ∈ Y .
For each ν, pick y′′ν 6= y′ν such that
Ψ(y′′ν ) = Ψ(y
′
ν).
Each y′′ν satisfies |y′′ν | ≤ max(M.1), thanks to (9.11).
Hence, after passing to a subsequence, we may assume y′′ν → y′′∞ as ν → ∞. We already know
that y′ν → y′∞ as ν →∞.
Suppose y′∞ = y
′′
∞. Then arbitrarily near y
′
∞ there exist pairs y
′
ν , y
′′
ν , with y
′
ν 6= y′′ν and Ψ(y′ν) =
Ψ(y′′ν). This contradicts the inverse function theorem, since det∇Ψ(y′∞) 6= 0.
Consequently, we must have y′∞ 6= y′′∞. Recalling that Ψ(y′ν) = Ψ(y′′ν), and passing to the limit,
we see that Ψ(y′∞) = Ψ(y
′′
∞).
By definition, we therefore have y′∞ ∈ Y , proving that Y is closed, as asserted above. Hence, Y
is empty, and Ψ : Rn → Rn is one-to-one. 
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From now on, we assume without loss of generality that
(9.12) diamE = 1.
10 Whitney Technology
From the standard proof [[24]] of the Whitney extension theorem, we obtain the following,
Whitney cubes: Rn\E is partitioned into “Whitney cubes” {Qν}. We write βν to denote the
sidelength of Qν , and we write Q∗ν to denote the cube Qν , dilated about its center by a factor of 3.
The Whitney cubes have the following properties,
(10.1) cβν ≤ d(x) ≤ Cβν for all x ∈ Q∗ν .
(10.2) Any given x ∈ Rn belongs to Q∗ν for at most C distinct ν.
Whitney partition of unity: For each Qν , we have a cutoff function Θν ∈ C∞(Rn), with the
following properties,
(10.3) Θν ≥ 0 on Rn.
(10.4) suppΘν ⊂ Q∗ν .
(10.5) |∇Θν| ≤ Cβ−1ν on Rn.
(10.6)
∑
ν
Θν = 1 on Rn\E.
Regularized Distance: A function δ(x), defined on Rn, has the following properties,
(10.7) cd(x) ≤ δ(x) ≤ Cd(x) for all x ∈ Rn.
(10.8) δ(·) belongs to C∞loc(Rn\E).
(10.9) |∇δ(x)| ≤ C for all x ∈ Rn\E.
Thanks to (10.1) and (10.7), the following holds,
(10.10)
[
Let x ∈ Rn, and let Qν be one of the Whitney cubes.
If d(x) ≥ c0 and x ∈ Q∗ν , then βν > c3.
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We bring (2.1) into the picture. Recall that diamE = 1.
Let Qν be a Whitney cube such that βν ≤ c3. Then d(x) < c0 for all x ∈ Q∗ν , as we see from
(10.10). Let xν be the center of Qν . Since d(xν) < c0, we may apply (2.1) with x = xν .
Thus, we obtain a ball
(10.11) B(zν , rν) ⊂ E,
such that
(10.12) cd(xν) < rν ≤ Cd(xν),
and
(10.13) |zν − xν | ≤ Cd(xν).
The ball B(zν , rν) has been defined whenever βν ≤ c3.
(
To see that rν ≤ Cd(xν), we just note
that B(zν , rν) ⊂ E but xν /∈ E; hence |zν − xν | > rν , and therefore (10.13) implies rν ≤ Cd(xν).
)
From (10.12), (10.13) and (10.1), (10.7), we learn the following,
(10.14) Q∗ν ⊂ B(zν , Crν).
(10.15) cδ(x) < rν < Cδ(x) for any x ∈ Q∗ν .
(10.16) |zν − x| ≤ Cδ(x) for any x ∈ Q∗ν .
These results
(
and (10.11)
)
in turn imply the following,
(10.17) Let x ∈ Q∗µ ∩Q∗ν . Then B(zν , rν) ⊂ B(zµ, Crµ) ∩ E.
Here, (10.14), (10.15), (10.16) hold whenever βν ≤ c3; while (10.17) holds whenever βµ, βν ≤ c3.
We want an analogue of B(zν , rν) for Whitney cubes Qν such that βν > c3.
There exists x ∈ Rn such that d(x) = c0/2. Applying (2.1) to this x, we obtain a ball
(10.18) B(z∞, r∞) ⊂ E,
such that
(10.19) c < r∞ ≤ 1/2.
(We have r∞ ≤ 1/2, simply because diamE = 1.)
From (10.18), (10.19) and the fact that diamE = 1, we conclude that
(10.20) E ⊂ B(z∞, Cr∞).
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11 Picking Euclidean Motions
For each Whitney cube Qν , we pick a Euclidean motion Aν , as follows,
Case I (“Small” Qν). Suppose βν ≤ c3. Applying Lemma 9.1 to the ball B(zν , rν), we obtain a
Euclidean motion Aν with the following property.
(11.1) For K ≥ 1 and y ∈ B(zν ,Krν) ∩ E, we have
∣∣φ(y)−Aν(y)∣∣ ≤ CK2εrν .
Case II (“Not-so-small” Qν). Suppose βν > c3. Applying Lemma 9.1 to the ball B(z∞, r∞), we
obtain a Euclidean motion A∞ with the following property.
(11.2) For K ≥ 1 and y ∈ B(z∞,Kr∞) ∩ E, we have
∣∣φ(y)−A∞(y)∣∣ ≤ CK2εr∞.
In case II, we define
(11.3) Aν = A∞.
Thus, Aν = Aν′ whenever ν and ν ′ both fall into Case II. Note that (11.2) together with (10.19)
and (10.20) yield the estimate
(11.4)
∣∣φ(y)−A∞(y)∣∣ ≤ Cε for all y ∈ E.
The next result establishes the mutual consistency of the Aν .
Lemma 11.1. For x ∈ Q∗µ ∩Q∗ν , we have
(11.5)
∣∣Aµ(x)−Aν(x)∣∣ ≤ Cεδ(x),
and
(11.6)
∣∣∇Aµ −∇Aν∣∣ ≤ Cε.
Proof. We proceed by cases.
Case 1: Suppose βµ, βν ≤ c3. Then Aν satisfies (11.1), and Aµ satisfies the analogous condition
for B(zµ, rµ). Recalling (10.17), we conclude that
(11.7)
∣∣φ(y)−Aµ(y)∣∣ ≤ Cεrµ for y ∈ B(zν , rν),
and
(11.8)
∣∣φ(y)−Aν(y)∣∣ ≤ Cεrν for y ∈ B(zν , rν).
Moreover, (10.15) gives
(11.9) cδ(x) < rµ < Cδ(x) and cδ(x) < rν < Cδ(x).
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By (11.7), (11.8), (11.9), we have
(11.10)
∣∣Aµ(y)−Aν(y)∣∣ ≤ Cεrν for y ∈ B(zν , rν).
Now, Aµ(y) − Aν(y) is an affine function. Hence, Lemma 9.2 and inclusion (10.14) allow us to
deduce from (11.10) that
(11.11)
∣∣Aµ(y)−Aν(y)∣∣ ≤ Cεrν for all y ∈ Q∗ν ,
and
(11.12)
∣∣∇Aµ −∇Aν∣∣ ≤ Cε.
Since x ∈ Q∗ν , the desired estimates (11.5), (11.6) follow at once from (11.9), (11.11) and (11.12).
Thus, Lemma 11.1 holds in Case 1.
Case 2: Suppose βν ≤ c3 and βµ > c3. Then by (11.1) and (10.11), Aν satisfies
(11.13)
∣∣φ(y)−Aν(y)∣∣ ≤ Cεrν for y ∈ B(zν , rν);
whereas Aµ = A∞, so that (11.4) and (10.11) give
(11.14)
∣∣φ(y)−Aµ(y)∣∣ ≤ Cε for all y ∈ B(zν , rν).
Since x ∈ Q∗µ ∩Q∗ν , (10.1) and (10.7) give
cδ(x) ≤ βµ ≤ Cδ(x) and cδ(x) ≤ βν ≤ Cδ(x).
In this case, we have also βν ≤ c3 and βµ > c3. Consequently,
(11.15) c < βµ < C, c < βν < C, and c < δ(x) < C.
By (10.15), we have also
(11.16) c < rν < C.
From (11.13), (11.14), (11.16), we see that
(11.17)
∣∣Aµ(y)−Aν(y)∣∣ ≤ Cε for all y ∈ Bν(zν , rν).
Lemma 9.2, estimate (11.16) and inclusion (11.14) let us deduce from (11.17) that
(11.18)
∣∣Aµ(y)−Aν(y)∣∣ ≤ Cε for all y ∈ Q∗ν ,
and
(11.19)
∣∣∇Aµ −∇Aν∣∣ ≤ Cε.
Since x ∈ Q∗ν , the desired estimates (11.5), (11.6) follow at once from (11.15), (11.18), (11.19).
Thus, Lemma 11.1 holds in Case 2.
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Case 3: Suppose βν > c3 and βµ ≤ c3. Reversing the roles of Qµ and Qν , we reduce matters to
Case 2. Thus, Lemma 11.1 holds in Case 3.
Case 4: Suppose βµ, βν > c3. Then by definition Aµ = Aν = A∞, and estimates (11.5), (11.6)
hold trivially. Thus, Lemma 11.1 holds in Case 4.
We have proved the desired estimates (11.5), (11.6) in all cases. 
The following lemma shows that Aν closely approximates φ on Q∗ν when Q
∗
ν lies very close to E.
Lemma 11.2. For η > 0 small enough, the following holds.
Let x ∈ Q∗ν , and suppose δ(x) ≤ η. Then x ∈ U , |φ(x)−Aν(x)| ≤ Cεδ(x), and |∇φ(x)−∇Aν | ≤ Cε.
Proof. We have βν < Cδ(x) ≤ Cη by (10.1) and (10.7). If η is small enough, it follows that βν < c3,
so Qν falls into Case I, and we have
(11.20)
∣∣φ(y)−Aν(y)∣∣ ≤ Cεrν for y ∈ B(zν , rν)
by (11.1). Also, (10.15), (10.16) show that
(11.21) B(zν , rν) ⊂ B
(
x,Cδ(x)
) ⊂ B(x,Cη).
We have
(11.22) d(x) ≤ Cδ(x) ≤ Cη
by (10.7). (In particular, x ∈ U if η is small enough.) If η is small enough, then (11.21), (11.22)
and Lemma 9.4 imply
y ∈ U and
∣∣∣φ(y)− [φ(x) +∇φ(x) · (y − x)]∣∣∣ < ε∣∣y − x∣∣ for y ∈ B(zν , r).
Hence, by (11.21) and (10.15), we obtain the estimate
(11.23)
∣∣∣φ(y)− [φ(x) +∇φ(x) · (y − x)]∣∣∣ ≤ Cεrν for y ∈ B(zν , rν).
Combing (11.20) with (11.23), we find that
(11.24)
∣∣∣Aν(y)− [φ(x) +∇φ(x) · (y − x)]∣∣∣ ≤ Cεrν for y ∈ B(z, rν).
The function y → Aν(y) − [φ(x) + ∇φ(x) · (y − x)] is affine. Hence, estimate (11.24), inclusion
(10.14), and Lemma 9.2 together tell us that
(11.25)
∣∣∣Aν(y)− [φ(x) +∇φ(x) · (y − x)]∣∣∣ ≤ Cεrν for y ∈ Q∗ν ,
and
(11.26)
∣∣∇Aν −∇φ(x)∣∣ ≤ Cε.
Since x ∈ Q∗ν . we learn from (11.25) and (10.15) that
(11.27)
∣∣Aν(x)− φ(x)∣∣ ≤ Cεδ(x).
Estimates (11.26) and (11.27) (and an observation that x ∈ U) are the conclusions of Lemma
11.2. 
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12 A Partition of Unity
Our plan is to patch together the map φ and the Euclidean motion Aν , using a partition of unity
on Rn. Note that the Θν in Section 10 sum to 1 only on Rn\E.
Let η > 0 be a small enough number. Let χ(t) be a C∞ function on R, having the following
properties.
(12.1)


0 ≤ χ(t) ≤ 1 for all t;
χ(t) = 1 for t ≤ η;
χ(t) = 0 for t ≥ 2η;
|χ′(t)| ≤ Cη−1 for all t.
We define
(12.2) Θ˜in(x) = χ
(
δ(x)
)
and (for each ν) Θ˜ν(x) =
(
1− Θ˜in(x)
) ·Θν(x) for x ∈ Rn.
Thus
(12.3) Θ˜in, Θ˜ν ∈ C∞(Rn), Θ˜in ≥ 0 and Θ˜ν ≥ 0 on Rn;
(12.4) Θ˜in(x) = 1 for δ(x) ≤ η;
(12.5) supp Θ˜in ⊂ {x ∈ Rn : δ(x) ≤ 2η};
(12.6) supp Θ˜ν ⊂ Q∗ν for each ν;
and
(12.7) Θ˜in +
∑
ν
Θ˜ν = 1 everywhere on Rn.
Note that (10.2) and (12.6) yield the following.
(12.8) Any given x ∈ Rn belongs to supp Θ˜ν for at most C distinct ν.
In view of (12.5), we have
(12.9) supp Θ˜in ⊂ U,
if η is small enough. This tells us in particular that Θ˜in(x) · φ(x) is a well-defined map from Rn to
R
n.
We establish the basic estimates for the gradients of Θ˜in, Θ˜ν. By (12.4), (12.5) we have
∇Θ˜in(x) = 0 unless η < δ(x) < 2η. For η < δ(x) < 2η, we have∣∣∇Θ˜in(x)∣∣ = ∣∣χ′(δ(x))∣∣ · ∣∣∇δ(x)∣∣ ≤ Cη−1
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by (12.1) and (10.9). Therefore,
(12.10)
∣∣∇Θ˜in(x)∣∣ ≤ C(δ(x))−1 for all x ∈ Rn\E.
We turn our attention to ∇Θ˜ν(x). Recall that 0 ≤ Θν(x) ≤ 1 and 0 ≤ Θ˜in(x) ≤ 1 for all x ∈ Rn.
Moreover, (10.1), (10.4), (10.5) and (10.7) together yield∣∣∇Θν(x)∣∣ ≤ C(δ(x))−1 for all x ∈ Rn\E and for all ν.
The above remarks
(
including (12.10)
)
, together with the definition (12.2) of Θ˜ν, tell us that
(12.11)
∣∣∇Θ˜ν(x)∣∣ ≤ C(δ(x))−1 for x ∈ Rn\E, each ν.
13 Extending the Map
We now define
(13.1) Φ(x) = Θ˜in(x) · φ(x) +
∑
ν
Θ˜ν(x) · Aν(x) for all x ∈ Rn.
This makes sense, thanks to (12.8) and (12.9). Moreover, Φ : Rn → Rn is a C1-map. We will prove
that Φ satisfies all the conditions (2.4) · · · (2.9) of Theorem 2.1.
First of all, for δ(x) < η, (12.3), (12.4), (12.7) give Θ˜in(x) = 1 and all Θ˜ν(x) = 0; hence (13.1)
gives Φ(x) = φ(x). Thus, Φ satisfies (2.5).
Next suppose d(x) ≥ c0. Then δ(x) > c > 2η if η is small enough; hence Θ˜in(x) = 0 and
Θ˜ν(x) = Θν(x) for each ν. (See (12.3) and (12.5).) Also, (10.10) shows that βν > c3 for all ν such
that x ∈ suppΘν . For such ν, we have defined Aν = A∞; see (11.3). Hence, in this case,
Φ(x) =
∑
ν
Θν(x) ·A∞(x) = A∞(x),
thanks to (10.6). Thus, Φ satisfies (2.6).
Next, suppose φ ∈ Cm(U) for some given m ≥ 1. Then since Θ˜in and each Θ˜ν belong to
C∞(Rn), we learn from (12.8), (12.9) and (13.1) that Φ : Rn → Rn is a Cm map.
Similarly, if φ ∈ C∞(U), then Φ : Rn → Rn is a C∞ map. Thus, Φ satisfies (2.8) and (2.9).
It remains to show that Φ satisfies (2.4) and (2.7). To establish these assertions, we first control
∇Φ.
Lemma 13.1. For all x ∈ Rn such that δ(x) ≤ 2η, we have∣∣∇Φ(x)−∇φ(x)∣∣ ≤ Cε.
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Proof. We may assume δ(x) ≥ η, since otherwise we have |∇Φ(x) − ∇φ(x)| = 0 by (2.5). For
δ(x) ≤ 3η, we have x ∈ U , and (13.1) gives
(13.2) Φ(x)− φ(x) =
∑
ν
Θ˜ν(x)
[
Aν(x)− φ(x)
]
,
since φ(x) = Θ˜in(x)φ(x) +
∑
ν Θ˜ν(x)φ(x). If δ(x) ≤ 2η, then (13.2) holds on a neighborhood of x;
hence
(13.3) ∇Φ(x)−∇φ(x) =
∑
ν
∇Θ˜ν(x) ·
[
Aν(x)− φ(x)
]
+
∑
ν
Θ˜ν(x) ·
[∇Aν −∇φ(x)].
There are at most C nonzero terms on the right in (13.3), thanks to (12.8). Moreover, if η is small
enough, then Lemma 11.2 and (12.6) show that |Aν(x)− φ(x)| ≤ Cεδ(x) and |∇Aν −∇φ(x)| ≤ Cε
whenever supp Θ˜ν ∋ x. Also, for each ν, we have 0 ≤ Θ˜ν(x) ≤ 1 by (12.3) and (12.7); and
|∇Θ˜ν(x)| ≤ C · (δ(x))−1, by (12.11). Putting these estimates into (13.3), we obtain the conclusion
of Lemma 13.1. 
Lemma 13.2. Let x ∈ Q∗µ, and suppose δ(x) > 2η. Then∣∣∇Φ(x)−∇Aµ∣∣ ≤ Cε.
Proof. Since δ(x) > 2η, we have Θ˜in(x) = 0, ∇Θ˜in = 0, and Θ˜ν(x) = Θν(x), ∇Θ˜ν(x) = ∇Θν(x)
for all ν; see (12.5) and (12.3). Hence, (13.1) yields
∇Φ(x) =
∑
ν
∇Θν(x)Aν(x) +
∑
ν
Θν(x)∇Aν .
Since also
∇Aµ =
∑
ν
∇Θν(x)Aµ(x) +
∑
ν
Θν(x)∇Aµ,
(
as
∑
ν ∇Θν(x) = 0,
∑
ν Θν(x) = 1
)
, we have
(13.4) ∇Φ(x)−∇Aµ =
∑
ν
∇Θν(x) ·
[
Aν(x)−Aµ(x)
]
+
∑
ν
Θν(x) ·
[∇Aν −∇Aµ].
There are at most C nonzero terms on the right in (13.4), thanks to (12.8). By (10.1), (10.4), (10.5)
and (10.7), we have |∇Θν(x)| ≤ C(δ(x))−1; and (10.3), (10.6) yield 0 ≤ Θν(x) ≤ 1. Moreover,
whenever Q∗ν ∋ x, Lemma 11.1 gives |Aν(x) − Aµ(x)| ≤ Cεδ(x), and |∇Aµ − ∇Aν | ≤ Cε. When
Q∗ν = x, we have Θν(x) = 0 and ∇Θν(x) = 0, by (10.4). Using the above remarks to estimate the
right-hand side of (13.4), we obtain the conclusion of Lemma 13.2. 
Using Lemma 13.1 and 13.2, we can show that
(13.5) (1− Cε)I ≤ (∇Φ(x))+(∇Φ(x)) ≤ (1 + Cε)I for all x ∈ Rn.
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Indeed, if δ(x) ≤ 2η, then (13.5) follows from Lemma 9.3 and 13.1. If instead δ(x) > 2η, then
x ∈ Rn\E, hence x ∈ Qµ for some µ. Estimate (13.5) then follows from Lemma 13.2, since
(∇Aµ)+(∇Aµ) = I for the Euclidean motion Aµ. Thus, (13.5) holds in all cases.
From (13.5) and (2.6), together with Lemma 9.5, we see that
(13.6) Φ : Rn → Rn is one-to-one and onto, hence Φ−1 : Rn → Rn is a C1 diffeomorphism,
by (13.5). Thus Φ satisfies (2.7). It remains only to prove (2.4).
To do so, we use (13.5) and (13.6) as follows. Let x, y ∈ Rn. Then |x − y| is the minimum
of length(Γ) over all C1 curves Γ joining x to y. Also, by (13.6), |Φ(x) − Φ(y)| is the infimum of
length
(
Φ(Γ)
)
over all C1 curves Γ joining x to y. For each Γ, (13.5) yields
(1− Cε) length (Γ) ≤ length (Φ(Γ)) ≤ (1 + Cε) length (Γ).
Taking the minimum over all Γ, we conclude that Φ satisfies (2.4), completing the proof of our
theorem. 
Acknowledgment: Support from the Department of Mathematics at Princeton, the National
Science Foundation, Mathematical Reviews, The Department of Defense and the University of the
Witwatersrand are gratefully acknowledged.
References
[1] P. Alestalo, D.A. Trotsenko and J. Vaisala, The linear extension property of bi-Lipchitz map-
pings, Siberian Math. J, 44(6)(2003), pp 959-968.
[2] A.S. Bandeira, M. Charikar, A. Singer and A. Zhu, Multireference Alignment using Semidefinite
Programming, 5th Innovations in Theoretical Computer Science (2014).
[3] E. Bierstone, P. Milman and W. Pawblucki, Differentiable functions defined on closed sets: A
problem of Whitney, Inventiones Math 151(2)(2003), pp 329-352.
[4] E. Bierstone, P. Milman and W. Pawblucki, High-order tangents and Fefferman’s paper on
Whitney’s extension problem, Annals of Mathematics, 164(2006), pp 361-370.
[5] N. Boumal, A. Singer, P.A. Absil and V. D. Blondel, Cramer-Rao bounds for synchronization
of rotations, Information and Inference: A Journal of the IMA, 3(1)(2014), pp 1-39.
[6] D. Boyer, Y. Lipman, E. St.Clair, J. Puenta, T. Faunkhouser, B. Patel, J. Jernvall and I.
Daubechies, Algorithms to automatically quantify the geometric similarity of anatomical sur-
faces, arXiv:1110.3649.
[7] Y. Brudnyi, On an extension theorem, Funk. Anal. i Prilzhen, 4(1970), pp 243-252.
30
[8] Y. Brudnyi and P. Shvartsman, The traces of differentiable functions to closed subsets on Rn,
in Function Spaces (Poznan, 1989),Teunbner-Texte Math, 120, Teubner, Stuttgart (1991), pp
206-210.
[9] Y. Brudnyi and P. Shvartsman, A linear extension operator for a space of smooth functions
defined on subsets of Rn, Dokl. Akad. Nauk SSSR 280(1985), pp 268-270. English transl. in
Soviet math. Dokl. 31, No 1 (1985), pp 48-51.
[10] Y. Brudnyi and P. Shvartsman, Generalizations of Whitney’s extension theorem, Int. Math.
Research Notices 3(1994), pp 515-574.
[11] Y. Brudnyi and P. Shvartsman, The Whitney problem of existence of a linear extension operator,
J. Geometric Analysis, 7(4)(1997), pp 515-574.
[12] Y. Brudnyi and P. Shvartsman, Whitneys extension problem for multivariate C(1,w) functions,
Trans. Amer. Math. Soc, 353(6)(2001), pp 2487-2512.
[13] N. Charalambides, S. B Damelin and B. Swartz, On Isometries And Equivalences Between
Point Configurations: Labelled and Unlabelled Data., arxiv 1705.06146.
[14] S.B. Damelin and C. Fefferman, On the Whitney extension-interpolation-alignment problem for
almost isometries with small distrotion in RD, arxiv 1411.2468.
[15] S.B. Damelin and C. Fefferman, On Whitney Extensions of almost isometries with small dis-
tortion, Interpolation and Alignment in RD, arxiv1411.2451.
[16] S. B. Damelin and D. S. Lubinsky, Necessary and Sufficient Conditions for Mean Convergence
of Lagrange Interpolation for Erdos Weights, Can. Math. J., 40(1996), pp 710-736.
[17] S. B. Damelin and D. S. Lubinsky, Necessary and Sufficient Conditions for Mean Convergence
of Lagrange Interpolation for Erd"os Weights II, Can. Math. J., 40(1996), pp 737-757.
[18] S. B. Damelin, B. Swartz and M. Werman, On alignment of data in RD, in preparation.
[19] N. Dym and Y. Lipman, Exact Recovery with Symmetries for Procrustes alignment,
arXiv:1606.07520.
[20] C. Fefferman, S. B. Damelin and W. Glover, BMO Theorems for ε-distorted diffeomorphisms
on RD and an application to comparing manifolds of speech and sound, Involve 5-2(2012), pp
159-172.
[21] C. Fefferman, Whitney’s extension problems and interpolation of data, Bull. Amer. Math.
Soc.(N.S), 46(2)(2009), pp 207-220.
[22] C. Fefferman, Cm extension by linear operators, Annals of Math, 166(3)(2007), pp 779-835.
[23] C. Fefferman, Smooth interpolation of data by efficient algorithms, Excursions in harmonic
analysis. Volume 1, 71âĂŞ84, Appl. Numer. Harmon. Anal., BirkhÃďuser/Springer, New York,
2013.
31
[24] C. Fefferman, Whitneys extension problem for Cm, Annals of Math, 164(1)(2006), pp 313-359.
[25] C. Fefferman, A sharp form of Whitneys extension theorem, Annals of Math, 161(1)(2005), pp
509-577.
[26] C. Fefferman, Interpolation and extrapolation of smooth functions by linear operators, Revista
Matematica Iberoamericana, 21(1)(2005), pp 313-348.
[27] C. Fefferman, A. Israel and G. Luli, Interpolation of data by smooth non-negative functions,
preprint.
[28] C. Fefferman, A. Israel and G. Luli, Fitting a Sobolev function to data III, Rev. Mat. Iberoam.
32 (2016), no. 3, 1039âĂŞ1126.
[29] C. Fefferman, A. Israel and G. Luli, Finiteness principles for smooth selection, Geom. Funct.
Anal. 26 (2016), no. 2, 422âĂŞ477.
[30] C. Fefferman, A. Israel and G. Luli, Fitting a Sobolev function to data II, Rev. Mat. Iberoam.
32 (2016), no. 2, 649âĂŞ750.
[31] C. Fefferman, A. Israel and G. Luli, Fitting a Sobolev function to data I, Rev. Mat. Iberoam.
32 (2016), no. 1, 275âĂŞ376.
[32] C. Fefferman and G. Luli, The Brenner-Hochster-KollÃąr and Whitney problems for vector-
valued functions and jets, Rev. Mat. Iberoam. 30 (2014), no. 3, 875âĂŞ892.
[33] C. Fefferman and A. Israel, The Jet of an Interpolant on a Finite Set, Rev. Mat. Iberoamericana,
27(1)(2011), pp 355-360.
[34] C. Fefferman and B. Klartag, An example related to Whitney extension with almost minimal
Cm norm, Rev. Mat. Iberoamericana, 25(2)(2009), pp 423-446.
[35] C. Fefferman and B. Klartag, Fitting a Cm Smooth Function to Data I, Ann. of Math,
169(1)(2009), pp 315-346.
[36] C. Fefferman and B. Klartag, Fitting a Cm Smooth Function to Data II, Rev. Mat. Iberoamer-
icana, 25(1)(2009), pp 49-273.
[37] C. Fefferman and B. Klartag, An example related to Whitney extension with minimal Cm norm,
Rev. Mat. Iberoam, 25(2)(2009), pp 423-446.
[38] C. Fefferman, S. Mitter and H. Narayanan, Testing the manifold hypothesis, J. Amer. Math.
Soc. 29 (2016), no. 4, 983âĂŞ1049.
[39] M. Gasca and T. Sauer, On the history of multivariate polynomial interpolation, Journal of
Computational and Applied Mathematics, 122(2000), pp 23-35.
[40] G. Glaeser, Etudes de quelques algebres tayloriennes, J d’Analyse 6(1958), pp 1-124.
[41] J. Gower, Generalized Procrustes analysis, Psychometrika, 40(1975), pp 33-51.
32
[42] J. C. Gower, Generalized Procrustes in the statistical analysis of shape, J. Roy. Statist. Soc.
Ser. B, 53(2)(1991), pp 285-339.
[43] I. Horev, B. Nadler, E. Arias-Castro, E. Galun, R. Basri, Detection of long edges on a compu-
tational budget: A sublinear approach, SIAM Journal of Imaging Sciences 8, pp 458-483.
[44] A. Israel, Bounded Linear Extension Operator for L2(R2), Annals of Mathematics,
171(1)(2013), pp 183-230.
[45] Ji, Shanyu, Kollár, János and Shiffman, Bernard (1992), A global Lojasiewicz inequality for
algebraic varieties, Transactions of the American Mathematical Society, 329(2), pp 813-818.
[46] B. Klartag and N. Zobin, C1 extensions of functions and stabilization of Glaeser refinements,
Revisita Math. Iberoamericana, 23(2)(2007), pp 635-669.
[47] J. Lagarias and Y. Wang, Self-Affine Tiles in Rn ,Advances in Math. 121 (1996), pp. 21-49.
[48] J. Lagarias, Integral Self-Affine Tiles in Rn I. Standard and Nonstandard Digit Sets, J. London
Math. Soc. 54 (1996), pp. 161-179.
[49] J. Lagarias and Y. Wang, Integral Self-Affine Tiles in Rn II. Lattice Tilings, J. Fourier Anal.
Appl. 3 (1997), pp. 83-102.
[50] Z. Lahner, E. Rodola, F. Schmidt, M. Bronstein and D. Cremers, Efficient globally optimal
2D-to-3D deformable shape alignment, arXiv:1601.06070.
[51] E. LeGruyer, Minimal Lipschitz extensions to differential functions defined on a Hilbert space,
Geometric and Functional Analysis, 19(4)(2009), pp 1101-1118.
[52] P. Lemke and M. Werman, On the complexity of inverting the autocorrelation function of a finite
integer sequence and the problem of locating n points on a line given the unlabeled distances
between them, Preprint 453, IMA, 1988.
[53] Y. Lipman, Bijective mappings of meshes with boundary and the degree in mesh processng,
arXiv:1310.0955.
[54] Y. Lipman, Approximation of Polyhedral surface uniformization, arXiv:1301.6336.
[55] Y. Lipman, Surface comparison with mass transportation, arXiv:0912.3488
[56] Y. Lipman, R. Al-Alfeiri, I. Daubechies, The continuous Procrustes distance between two sur-
faces, arXiv:1106.4588.
[57] Y. Lipman and I. Daubechies, Conformal Wasserstein distances: comparing surfaces in poly-
nomial time, arXiv:1103.4408.
[58] Y. Lipman and I. Daubechies, Conformal Wasserstein Distance: II. Computational Aspects
and Extensions, arXiv:1103.4681.
[59] R. A. Lorentz, Multivariate Hermite interpolation by algebraic polynomials: A survey, Journal
of Computational and Applied Mathematics, 122(2000), pp 167-201.
33
[60] A. Lubotsky, P. Sarnak and R. Philips, Hecke operators and distributions points on S2 (I and
II), Comm. Pure and Appl. Math., 34, (1986), 149-186, and No. XL, (1987).
[61] D. S. Lubinsky,Mean Convergence of Lagrange Interpolation for Exponential Weights on [−1, 1],
Canadian Math. J., 50(1998), pp 1273-1297.
[62] D. S. Lubinsky, On Boundedness of Lagrange Interpolation in Lp, p < 1, Journal of Approxi-
mation Theory, 96(1999), pp 399-404.
[63] D. S. Lubinsky, On Weighted Mean Convergence of Lagrange Interpolation for General Arrays,
Journal of Approximation Theory, 118(2002), pp 153-162.
[64] D. S. Lubinsky, Exact Interpolation, Spurious Poles, and Uniform Convergence of Multipoint
Pade Approximants, to appear in Sbornik Mathematics (Russia).
[65] D. S. Lubinsky and D. Kubayi, Quadrature Sums and Lagrange Interpolation for General Expo-
nential Weights, Journal of Computational and Applied Mathematics, 151(2003), pp 383-414.
[66] D. S. Lubinsky, Best Approximation and Interpolation of (1 + ax2)−1 and its Transforms,
Journal of Approximation Theory, 125(2003), pp 106-115.
[67] D. S. Lubinsky, On Mean Convergence of Trigonometric Interpolants, and Their Unit Circle
Analogues, for General Arrays, Analysis, 22(2002), pp 97-107.
[68] N. Ofir, M. Galun, B. Nadler and R. Basri,Fast detection of curved edges at low snr, Computer
Vision and Pattern Recognition, CVPR (2016).
[69] P. J. Olver, Differential invariants and invariant differential equations, Lie Groups and their
Appl. 1 (1994), 177-192.
[70] P. J. Olver, G. Sapiro, and A. Tannenbaum, Classification and uniqueness of invariant geomet-
ric flows, Comptes Rendus Acad. Sci. (Paris), SÃľrie I, 319 (1994), 339-344.
[71] A. L. Patterson, A direct method for the determination of the components of interatomic dis-
tances in crystals, Zeitschr. Krist, 90(1935), pp 517-542.
[72] J. Rosenblatt and P. D. Seymour, The structure of homometric sets, SIAM J. Algebraic Discrete
Methods 3(1982), pp 343-350.
[73] P. Sarnak, Letter to Aaronson and Pollington on the Solvay-Kitaev Theorem and Golden Gates.
[74] P. Sarnak, Letter to J. Lagarias on integral Apollonian packings.
[75] A. Shtern, M. Sela and R. Kimmel, Fast blended transformations for partial registration,
arXiv:1609.07738.
[76] A. Singer and H.T. Wu, Two-Dimensional tomography from noisy projections taken at unknown
random directions, SIAM Journal on Imaging Sciences, 6(1)(2013), pp 136-175.
34
[77] S.S. Skiena, W. D. Smith and P. Lemke, Reconstructing sets from interpoint distances, Discrete
and computational geometry. The Goodman-Pollack Festschrift, Volume 25 of Algorithms and
Combinatorics, Springer, Berlin, Berlin 2003, pp 597-632.
[78] R. Slossberg, A. Wetzler and R. Kimmel, Deep stereo alignment with dense CRF priors,
arXiv:1612.01725.
[79] M. Vestner, R. Litman, A. Bronstein, E. Rodola and D. Cremers, Bayesian inference of bijective
non-rigid shape correspondence, arXiv: 1607.03425.
[80] L. Wang, A. Singer and Z. Wen, Orientation Determination from Cryo-EM images using Least
Unsquared Deviations, SIAM Journal on Imaging Sciences, 6(4)(2013), pp 2450-2483.
[81] L. Wang and A. Singer, Exact and Stable Recovery of Rotations for Robust Synchronization,
Information and Inference: A Journal of the IMA, 2(2)(2013), pp 145-193.
[82] M. Werman and D. Weinshall, Similarity and Affine Invariant Distance Between Point Sets,
PAMI, 17(8), pp 810-814.
[83] M. Werman and S. Peleg, Bipartite graph alignment for points on a line or a circle, 8th ICPR,
1986, pp. 1114-1116.
[84] M. Werman, E. M. Arkin and K. Kedem, J. S. B. Mitchell, J. Sprinzak, Alignment points into
pairwise disjoint noise regions: Combinatorial bounds and algorithms subject to error, ORSA
Journal on Computing, special issue on computational geometry, 27-52, 1992.
[85] M. Werman and I. Omer, The bottleneck geodesic: Computing pixel affinity, CVPR, 2006.
[86] M. Werman and E. Begelfor, Affine invariance revisited, CVPR, 2006.
[87] , M. Werman and I. Omer, Image specific feature similarities, ECCV, 2006.
[88] J. H. Wells and L. R. Williams, Embeddings and extensions in analysis, Ergebnisse der Math-
ematik und iher Grenzgebietex Band 84, Springer-Verlag, New York-Heidelberg, 1975.
[89] H. Whitney, Analytic extensions of differentiable functions defined in closed sets, Trans. Amer.
Math. Soc. 36(1934), pp 63-89.
[90] H. Whitney, Differentiable functions defined in closed sets, Trans. Amer. Math. Soc. 36(1934),
pp 369-389.
[91] H. Whitney, Functions diffentiable on the boundaries of regions, Annals of Math. 35(1934), pp
482-485.
[92] Z. Zhao and A. Singer, Fourier-Bessel Rotational Invariant Eigenimages, The Journal of the
Optical Society of America A, 30(5)(2013), pp 871-877.
[93] N. Zobin, Whitney’s problem on extendability of functions and an intrinsic metric, Advances
in Math, 133(1)(1998), pp 96-132.
35
[94] N. Zobin, Extension of smooth functions from finitely connected planar domains, Journal of
Geom. Analysis, 9(3)(1999), pp 489-509.
36
