We consider the class of semi-infinite programming problems which became in recent years a powerful tool for the mathematical modeling of many real-life problems. In this paper, we study an augmented Lagrangian approach to semi-infinite problems and present necessary and sufficient conditions for the existence of corresponding augmented Lagrange multipliers. Furthermore, we discuss two particular cases for the augmenting function: the proximal Lagrangian and the sharp Lagrangian.
where Ω is a (possibly infinite) nonempty set, f : R n → R is a real valued function and g : R n × Ω → R. For a detailed discussion of the semi-infinite programming we refer to the recent monographs [1, 3, 13] as well as to the books [4, 11] which contain tutorial papers on recent advances in semi-infinite programming. In this paper we discuss an augmented Lagrangian approach to (possibly nonconvex) SIP problems of the form (1.1). For convex SIP problems there exists a well developed duality theory (e.g., [1, 3, 6] ). The augmented Lagrangian approach with finitely many equality constraints was introduced by Hestenes [5] and Powell [7] . This was extended to finite dimensional inequality constrained problems by Buys [2] . Theoretical properties of the augmented Lagrangian duality method, in a finite dimensional setting with a finite number of constraints, were thoroughly investigated in Rockafellar [8, 9] , where, in particular, it was connected with the conjugate duality theory. In, a general setting, augmented Lagrangians are discussed in Rockafellar and Wets [10, Chap. 11, Sect. K * ] (see also [14] for a recent survey of augmented Lagrangians in nonlinear programming).
This paper is organized as follows. Section 2 contains definitions of augmented Lagrange multipliers and augmented Lagrangians of the SIP problem (1.1), referred to as problem (P), and gives a general discussion of the corresponding duality properties. In Sect. 3 we investigate two particular cases of the augmenting function: the proximal Lagrangian and the sharp Lagrangian. In particular, we discuss existence of corresponding augmented Lagrange multipliers. Finally, Sect. 4 contains some illustrating examples.
Let us finally make the following remark. Of course, it is possible to replace the constraints g(x, ω) ≤ 0, ω ∈ Ω, by one constraint h(x) ≤ 0, where h(x) := sup ω∈Ω g(x, ω). Under certain regularity conditions the max-function h(x) can be represented as a maximum of a finite number of smooth functions and hence the SIP problem (1.1) can be reduced to a problem with a finite number of smooth constraints. This is a well known so-called "reduction approach". Regularity conditions, which are required for the reduction approach, are quite strong, e.g., the set Ω should be a sufficiently simple subset of a finite dimensional space, the function g(x, ω) should be smooth in x and ω, the set of active constraints should be finite, etc. The approach considered in this paper also involves a rather strong assumption of a finite discretization (see Theorem 1 below). The two approaches, the reduction and the one considered in this paper, are based on different ideas and require quite different regularity conditions, and hence could be applied to different situations.
Augmented Lagrange multipliers
We use the following framework throughout the paper. Consider a linear space Y of real valued functions y : Ω → R. We assume that it satisfies the following condition.
(C) For any finite set {ω 1 , . . . , ω m } ⊂ Ω and any real numbersȳ
One possible example is to take Y := R Ω , i.e., the space of all functions y : Ω → R. Another example, in case the set Ω is a metric space, is to take Y := C(Ω), where C(Ω) denotes the space of all continuous functions y : Ω → R. We assume throughout the paper that for every x ∈ R n the function g(x, ·) belongs to the space Y.
Consider also the space of functions λ : Ω → R such that only a finite number of λ(ω) are nonzero. We denote this space by R ( ) , and for λ ∈ R ( ) and y ∈ Y define the scalar product λ, y := ω∈Ω λ(ω)y(ω), where the summation is taken over such ω ∈ Ω that λ(ω) = 0. For a finite set σ = {ω 1 , . . . , ω m } ⊂ Ω and y ∈ Y we denote by y σ the restriction of function y(·) to σ , i.e., y σ (ω) = y(ω) if ω ∈ σ , and y σ (ω) = 0 if ω ∈ σ . By supp(λ) we denote the set of ω ∈ Ω such that λ(ω) = 0. Of course, we have that λ, y = λ, y σ , where σ := supp(λ).
We refer to problem (1.1) as problem (P) and assume throughout the paper that its optimal value, denoted val(P), is finite. We associate with problem (P) the following problem, denoted (P y ),
parameterized by y ∈ Y. Denote by v(y) the optimal value of problem (P y ), i.e., v(y) := val(P y ). Consider also a nonnegative valued convex function α :
Note that function v λ τ is associated with a finite set σ ⊂ Ω, which is supposed to be the support set of a considered element λ ∈ R ( ) . Also, with some abuse of notation, for an element y ∈ R ( ) we use the same symbol y to denote a corresponding finite dimensional vector formed from the nonzero elements of y. Since an order in which components of y ∈ R ( ) are used to form the corresponding finite dimensional vector is arbitrary, we assume that the function α(y) is invariant with respect to permutations of elements of y. We refer to the function α(y) as the augmenting function.
Definition 1
We say that λ ∈ R ( ) is an augmented Lagrange multiplier of (P) if there exists τ ≥ 0 such that
The above definition is a natural extension of the Augmented Lagrangian approach discussed in Rockafellar and Wets , p ≥ 1. We discuss these two particular examples in more details in Sect. 3.
For λ ∈ R ( ) , σ := supp(λ) and τ ≥ 0 we refer to
as the augmented Lagrangian of problem (P), associated with the augmenting function α(·) (cf., [10, Definition 11.55] ). Note that for
is the (standard) Lagrangian of problem (P).
For λ ∈ R ( ) and σ := supp(λ) we have the following
and hence
We also have (cf. [10, Theorem 11.59]) that for any
For τ ≥ 0 consider the following dual, denoted (D τ ), of problem (P): 
x 0 is an optimal solution of (P) andλ is an augmented Lagrange multiplier. Now for a finite set σ = {ω 1 , . . . , ω m } ⊂ Ω consider the corresponding discretization, denoted (P σ ), of problem (P):
With the above problem (P σ ) is associated the optimal value functionv σ (ȳ), wherē y = (ȳ 1 , . . . ,ȳ m ) ∈ R m , given by the optimal value of the problem
We also consider the associated functionv σ τ (ȳ) :
Theorem 1 Suppose that problem (P)
has an augmented Lagrange multiplierλ ∈ R ( ) , and let σ := supp(λ). Then val(P) = val(P σ ) and problems (P) and (P σ ) have the same set of optimal solutions.
Proof Let us observe that for any
Because of the condition (C) this is a straightforward consequence of the definition of the augmented Lagrangians. Note also that for any
Sinceλ is an optimal solution of (D τ ) for an appropriate τ ≥ 0, we obtain thatλ is also an optimal solution of (D σ τ ) and val(D σ τ ) = val(D τ ). We have then that
Since existence of the augmented Lagrange multiplierλ implies that val(P) = val(D τ ), we obtain that val(P) = val(P σ ).
We have here that if x 0 is an optimal solution of problem (P),
as well, and hence x 0 is an optimal solution of (P σ ) (recall that, with some abuse of the notation, we denote by the sameλ an element of R ( ) and the corresponding finite dimensional vector). Conversely, if x 0 is an optimal solution of problem
, and hence x 0 is an optimal solution of (P).
Consider the following conditions:
(A1) There exists a finite set σ = {ω 1 , . . . , ω m } ⊂ Ω such that val(P) = val(P σ ). (A2) Problem (P σ ) possesses augmented Lagrange multiplierλ.
By Theorem 2.1, we have that condition (A1) is necessary for existence of an augmented Lagrange multiplier for problem (P).
Note thatv σ τ (0) = val(P σ ), and hence under assumption (A1) we have thatv σ
and hence λ * is an augmented Lagrange multiplier of problem (P). Therefore, in order to establish existence of an augmented Lagrange multiplier for the semi-infinite programming problem (P), it suffices to verify conditions (A1) and (A2). Condition (A2) involves problem (P σ ) which is subject to a finite number of constraints.
Proximal and sharp Lagrangians
In this section we discuss augmented Lagrangians associated with the quadratic augmenting function α(y) := ω∈Ω y(ω) 2 = y 2 2 , y ∈ R ( ) , referred to as proximal Lagrangian, and augmenting functions of the form α(y) := y , where · is a norm on the corresponding finite dimensional space, referred to as sharp Lagrangians. We assume that a considered norm y is invariant with respect to permutations of components of y, for example, one can use the p -norms, p ∈ [1, +∞]. In particular, we discuss existence of the corresponding augmented Lagrange multipliers.
Proximal Lagrangians
Unless stated otherwise we assume in this section that α(y) := y 2 2 . By using condition (C), it is straightforward to calculate (cf. [9] ) that for τ > 0,
Sufficient (and almost necessary) conditions for existence of augmented Lagrange multipliers for the reduced problem (P σ ) are known. In order to formulate such conditions consider the Lagrangian
associated with problem (P σ ). Assume now that the functions f (·) and g(·, ω), ω ∈ Ω, are twice continuously differentiable. We use the following condition, due to Rockafellar [9] , associated with problem (P σ ). Condition (R σ ) There exist real constants a and b such that
If, for example, f (x) is bounded on R n from below by a constant c, then (3.1) holds with a := c and b := 0. Note also that since in finite dimensional spaces any two norms are equivalent, it does not matter what norm is used in (3.1). Let x 0 be a locally optimal solution of (P σ ) andλ ∈ R m be a corresponding vector of Lagrange multipliers. Denote by (P σ y ) the corresponding problem perturbed by vector y ∈ R m , i.e., problem of the form (2.6). Then the following second-order conditions hold (cf. [9, 12] , see also [1, Chap. 3] for a general discussion of second-order optimality conditions).
(i) Ifλ is an augmented Lagrange multiplier of problem (P σ ), then the following second order condition holds:
Note that the above condition is a necessary condition for x 0 to be a locally optimal solution of (P σ ) if the Lagrange multipliers vectorλ is unique (by C(x 0 ) we denote the critical cone of problem (P σ ) at x 0 ). (ii) Conversely, suppose that x 0 is a unique (globally) optimal solution of (P σ ), and that: (a) condition (R σ ) holds, (b) for all y ∈ R n in a neighborhood of 0 problem (P σ y ) has an optimal solutionx(y) converging to x 0 as y → 0, and (c) the following second order condition holds
Thenλ is an augmented Lagrange multiplier of problem (P σ ).
Let us discuss now assumption (A1). First order necessary conditions for the semiinfinite problem (1.1) are well known (e.g., [1, Sect. 5.4.2]). That is, if x 0 is a locally optimal solution of the semi-infinite problem (P), then under some regularity conditions there existsλ ∈ R ( ) such that
and, moreover, |supp(λ)| ≤ n. Suppose that Ω is a nonempty compact metric space, functions f (·) and g(·, ω), ω ∈ Ω, are twice differentiable and ∇ 2 x x g(x, ω) is continuous on R n × Ω. Then under the extended Mangasarian-Fromovitz constraint qualification, there exists a nonempty (and bounded) set of Lagrange multipliersλ ∈ R ( ) satisfying the first order optimality conditions (3.3).
Moreover, letλ ∈ R ( ) be such that condition (3.3) holds for someλ ∈ R ( ) and let
, where we use the same notationλ for the m-dimensional vector (λ(ω 1 ), . . . ,λ(ω m )), and hence x 0 satisfies the first order (KKT) optimality conditions for the corresponding problem (P σ ) as well. Suppose, further, that the second order sufficient condition (3.2) holds. Then x 0 is a locally optimal solution of the problem (P σ ). Note that condition (3.2) does not take into account the so-called sigma term and therefore is stronger than the corresponding second order sufficient conditions for the semi-infinite problem (P) (see [1, Sect. 5.4 .3] for a discussion of second order optimality conditions of SIP problems). Of course, in order to ensure that x 0 is a globally optimal solution of the reduced problem (P σ ) we would need some additional assumptions.
Theorem 2 Suppose that the semi-infinite problem (P) possesses unique (globally)
optimal solution x 0 and there existsλ ∈ R ( ) satisfying the first order necessary condition (3.3), and let σ := supp(λ). Then the following holds.
(a) Ifλ is an augmented Lagrange multiplier of (P), then val(P) = val(P σ ) and x 0 is the unique globally optimal solution of (P σ ).
holds, for all y ∈ R n in a neighborhood of 0 ∈ R n problem (P σ y ) has an optimal solutionx(y) converging to x 0 as y → 0, and the second order sufficient condition (3.
2) holds, thenλ is an augmented Lagrange multiplier of problem (P).
Proof The assertion (a) follows directly from Theorem 1.
Now if x 0 is a (globally) optimal solution of (P σ ), then val(P) = val(P σ ). We also have here (see the above property (ii)) that under the assumptions of assertion (b),λ is an augmented Lagrange multiplier of problem (P σ ). It follows thatλ is an augmented Lagrange multiplier of problem (P) as well.
Remark 1
It is possible to give a local version of the above theorem. Assume again that Ω is a compact metric space and Y := C(Ω) is the space of continuous functions y : Ω → R equipped with the sup-norm y ∞ := sup ω∈Ω |y(ω)|. Suppose that the semi-infinite problem (P) possesses unique (globally) optimal solution x 0 and there existsλ ∈ R ( ) satisfying the first order necessary condition (3.3), and let σ := supp(λ). Suppose, further, that for all y ∈ Y in a neighborhood of 0 ∈ Y problem (P y ) has an optimal solutionx(y) converging to x 0 as y ∞ → 0, and the second order sufficient condition (3.2) holds. By the second order condition (3.2) we have that x 0 is a locally optimal solution of (P σ ), and hence by the above discussion that there exist constants γ > 0 and τ ≥ 0 such that the inequality (2.2) holds for all y ∈ Y satisfying y ∞ ≤ γ . Let us replace the augmented Lagrangian L(x, λ, τ ), defined in (2.3), with the following (locally restricted) augmented Lagrangian
We can write then the corresponding dual problem D τ,γ defined in the same way as in (2.5) 
only with L(x, λ, τ, γ ) instead of L(x, λ, τ ). It follows that val(P) = val(D τ,γ )
andλ is an optimal solution of D τ,γ . Let us finally note that the assumption that "x(y) converges to x 0 as y → 0" holds automatically if x 0 is unique optimal solution of (P) and optimization of (P y ) can be restricted to a compact subset of R n for all y in a neighborhood of 0 ∈ Y (this is the so-called inf-compactness condition).
Sharp Lagrangians
Assume now that the augmenting function is of the form α(·) := · . Denote by · * the dual norm of the above norm. Note that for a vector y ∈ Y we have that y σ = sup z σ * ≤1 z σ , y . Then for λ ∈ R ( ) , σ := supp(λ) = {ω 1 , . . . , ω m } and x ∈ R n we have
The interchange of " inf " and " sup " operators in the above can be justified, for example, by applying [15, Theorem 2.10.2]. Furthermore, by making change of vari-
We obtain that
(3.6) In particular, if the chosen norm is 1 -norm · 1 , and hence its dual · * 1 is the max-norm · ∞ , then for λ = 0 we have
where [a] + := max{0, a}. The second term in the right hand side of (3.7) can be viewed as a penalty term.
As far as existence of augmented Lagrange multipliers, for the reduced problem (P σ ), is concerned we have the following result. Suppose that: (B1) f (·) and g(·, ω) , ω ∈ Ω, are continuously differentiable, (B2) the inf-compactness condition, for the reduced problem, holds. Then the reduced problem has a nonempty compact set of optimal solutions, denoted by S. Suppose, further, that: (B3) the Mangasarian-Fromovitz Constraint Qualification (MFCQ), for the reduced problem, holds at every x ∈ S. Then to every point x ∈ S corresponds a nonempty and compact set of (standard) Lagrange multipliers, denoted by σ (x), of the reduced problem. Note that, under assumptions (B1)-(B3), the set ∪ x∈S σ (x) is bounded. This follows, by compactness of S, from the fact that the MFCQ implies that the sets σ (x) are uniformly bounded for x in a neighborhood of any pointx ∈ S (e.g., [ 
Moreover, suppose that: (B4) σ (x) = {λ(x)} is a singleton, for every x ∈ S. Then
We have that for any (fixed)
Assuming that the above conditions (B1)-(B3) hold, we obtain that for any λ * ∈ R m and τ > sup
(recall that the set ∪ x∈S σ (x) is bounded here and hence the right hand side of (3.8) is finite) there exists a neighborhood N τ of 0 ∈ R m such that
The above inequality gives a local result (compare with the discussion of Remark 1). Under the above conditions (B1)-(B4), we obtain that
is a necessary condition for λ * to be an augmented Lagrange multiplier, of problem (P σ ), with the corresponding coefficient τ . In particular, by taking the 1 -norm · 1 and λ * = 0 (recall that · * 1 = · ∞ ), we obtain that for
Theorem 3 Suppose that the semi-infinite problem
x 0 is a locally optimal solution of the problem
Remark 2 We also can consider the following problem
with a penalty term stronger than in (3.9). In case Ω is a compact metric space and Y = C(Ω), it is known that if x 0 is a locally optimal solution of the semi-infinite problem (P) and the extended Mangasarian-Fromovitz constraint qualification holds at x 0 , then x 0 is a locally optimal solution of the penalized problem (3.9) for τ > 0 large enough (cf. [1, Proposition 3.111]). Example 4.3 in the following section illustrates the difference between penalizations (3.9) and (3.10).
Examples
This section contains three illustrating examples. Examples 1 and 2 discuss existence of augmented Lagrange multipliers. By Theorem 2.1, existence of a finite discretization of problem (P) with the same optimal value (condition (A1)) is necessary for existence of an augmented Lagrange multiplier. Note that condition (A1) may not hold even for linear SIP (see, e.g., [1, Examples 5.102, 5 .103]). Nevertheless, for convex SIP condition (A1) can be ensured by mild regularity conditions (see, e.g., [1, discussion on pages 502-506]). Let us consider the following examples of nonconvex SIP problems.
Example 1 Consider the following problem (P):
with the index set Ω := ω ∈ R 2 : ω 2 1 + ω 2 2 = 1 . Here the index set Ω is a compact subset of R 2 and we take Y := C(Ω). We have that the maximum of x 1 ω 1 + x 2 ω 2 , over ω ∈ Ω, is x 2 1 + x 2 2 , and hence the feasible set of problem (4.1) is x ∈ R 2 : x 2 1 + x 2 2 ≤ 1 . It is not difficult to verify that the point x 0 = (1, 0) is a globally optimal solution of the above problem and val(P) = −1. The only active constraint of problem (4.1) at the point x 0 is x 1 ≤ 1 (corresponding to the index ω 0 = (1, 0)) with the associated Lagrange multiplier
We have here that, for σ := {ω 0 }, the point x 0 is not a locally optimal solution of the corresponding finite problem (P σ ):
and the condition (A1) is not fulfilled (otherwise x 0 would also be a locally optimal solution of (P σ )). And, indeed, the above problem (P) does not possess augmented Lagrange multipliers. In order to verify this directly consider
and the corresponding perturbed problem (P y ε ). We have that for any ε ∈ R the point x ε := (1, ε) is a feasible solution of (P y ε ), and f (x ε ) = −1 − 1 4 ε 2 and y σ ε = 0. It follows that for any λ ∈ R ( ) supported on the set σ ,
for any τ ≥ 0 and ε = 0. Consequently, any λ ∈ R ( ) with supp(λ) = σ , cannot be an augmented Lagrange multiplier of (P) (for any augmenting function). Note that such λ is not an augmented Lagrange multiplier even if the feasible set of problem (P) is restricted to a neighborhood of the point x 0 .
On the other hand, the above problem (P) can be written as the following finite problem:
Min − x In the following example the condition (R σ ) is not fulfilled and there does not exist an augmented Lagrange multiplier. However, if we restrict our consideration to an appropriate neighborhood of the feasible set, then (R σ ) becomes fulfilled and we also obtain an augmented Lagrange multiplier.
Example 2 Consider the following problem (P):
with the index set := ω ∈ R 2 : ω 2 2 − ω 1 + 1 = 0 , Y := R Ω and quadratic augmenting function α(y) := y 2 2 . By calculating the maximum of the constraint function over ω ∈ Ω, it is possible to verify that the feasible set of the above problem (P) is x ∈ R 2 : 2x 2 2 − x 1 + 1 ≤ 0 . Then it is not difficult to see that the point x 0 := (1, 0) is a globally optimal solution of problem (P) and val(P) = 2. The only active constraint at x 0 is x 1 ≥ 1 (corresponding to the index ω 0 := (1, 0)) with the associated Lagrange multiplierλ(ω 0 ) = 5 supported on σ := {ω 0 }. We have here that x 0 is also a (globally) optimal solution of the corresponding finite problem (P σ ) and val(P) = val(P σ ), and hence the condition (A1) is fulfilled. Now, consider the point (s, 0), s < 1 (which is not feasible for (P)) and construct a corresponding perturbed problem (P y s ) with is not an augmented Lagrange multiplier of (P). In particular, the condition (R σ ) is not fulfilled. However, if we restrict our consideration to a neighborhood of the feasible set of (P) which is a subset of the halfspace {x ∈ R 2 : x 1 ≥ s 0 } for an s 0 ∈ R, then f (x) becomes bounded from below and λ 0 becomes an augmented Lagrange multiplier.
The next example illustrates the difference between penalizations (3.9) and (3.10).
Example 3 Let x ∈ R 2 and consider the following problem (P):
Min f (x) := −x Therefore, in a sufficiently small neighborhood of the point x 0 := (0, 0), the feasible region of problem (4.5) is defined by the constraint x 2 1 − x 2 ≤ 0. Consequently, for feasible x ∈ R 2 near x 0 we have that f (x) ≥ 0, and hence x 0 is a locally optimal solution of (P). The first-order optimality conditions (3.3) hold at x 0 with unique Lagrange multiplierλ(0) = 1, supp(λ) = σ , with σ := {0}. However, it is not difficult to verify that x 0 is not a locally optimal solution of the reduced problem (P σ ) for any finite set σ ⊂ Ω. It is also not difficult to see that x 0 is not a locally optimal solution of problem (3.9) for any τ > 0. On the other hand, for x ∈ R 2 near (0, 0) we have 
