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Abstract—We argue that graph-constrained dynamic choice
with reinforcement can be viewed as a scaled version of a special
instance of replicator dynamics. The latter also arises as the
limiting differential equation for the empirical measures of a
vertex reinforced random walk on a directed graph. We use this
equivalence to show that for a class of positively α-homogeneous
rewards, α > 0, the asymptotic outcome concentrates around
the optimum in a certain limiting sense when ‘annealed’ by
letting α ↑ ∞ slowly. We also discuss connections with classical
simulated annealing.
Index Terms—dynamic choice with reinforcement; vertex re-
inforced random walk; replicator dynamics; stochastically stable
equilibria; annealed dynamics
I. INTRODUCTION
Dynamic choice models, wherein the subsequent choice
of one among finitely many alternatives depends upon the
relative frequency with which it has been selected in past, have
found many applications. This is so particularly in the scenario
when the higher the frequency, the higher the probability
of its being chosen again. This is the so called positive
reinforcement or, in economic parlance, ‘positive externalities’
paradigm. It has been used for modelling herding behavior [9],
evolution of conventions [31], ‘increasing returns’ economics
[2], etc. Similar dynamics also arise in other disciplines, e.g.,
population algorithms for optimization [8] and more recently,
for service requests in web based platforms for search, e-
commerce, etc. [24]. They can also be used to model crowd-
sourced rating systems that call upon the so called ‘wisdom
of crowds’ [27]. One common caveat in all these is what is
already the concern of the aforementioned models of herding
and increasing returns economics, viz., the risk of some initial
randomness leading to the process getting eventually trapped
in an undesirable or suboptimal equilibrium behavior. Interest-
ingly, optimization schemes such as Ant Colony Optimization
leverage the initial bias that builds up in favor of the optimal
in order to find the optimum with high probability, but only in
the ‘large number of agents’ limit [8]. In this work we present
a different take on this issue. Firstly, we introduce what we
call a graph-constrained framework, wherein the choice at any
instant is restricted by the choice during the previous instant.
This is a realistic scenario in many cases and reduces to the
aforementioned case when the constraint graph is completely
connected.
For instance, consider buyers buying a product on an e-
commerce portal. They will be influenced by both the average
rating (assumed stable) and the number of people who bought
the product, as reflected in the number of reviews. In this
application the graph constraints come from suggestions from
e-commerce portal for purchase of items from same or related
categories.
Another possible application is consider the task of locat-
ing an object in a large image using crowdsourced agents.
Typically, the image is split into multiple sub-images and
each agent is asked to examine a few sub-images for the
desired object. Since the image is large, it is desirable to
determine which sub-image to examine next based on partial
information of the current state. One way to do this is to
constrain the next sub-image to be one of the neighbours
of the sub-image examined most recently, chosen randomly
according to a probability distribution based on the current
information about these sub-images. See, e.g., [11] for one
potential real application.
As yet another motivating example, a graphical constraint
may also arise in a scenario where a mobile sensing unit
covers an area repeatedly. It could be, e.g., a swarm of UAVs
for surveillance. It has to plan its trajectory according to
certain objectives which prioritize dynamically the preferred
regions or ‘hot spots’. The movement, however, can only be to
neighboring positions. If there is no central coordinator, then
one is faced with the kind of problem we have.
We show that by suitably tuning the choice probabilities, the
asymptotic profile can be made to concentrate on the optimal
behavior. This is in analogy with stochastically stable equilib-
ria in the sense of [12], [31], [32]. The tuning scheme increases
the concentration of probability on the current front runner in
the spirit of simulated annealing [15] and corresponds to the
natural phenomenon whereby the agents’ confidence in their
choices increases with increasing adoption thereof by their
peers.
It is worth mentioning that the dynamics in question is
closely related to similar dynamics arising in entirely disparate
domains. In particular, we shall state and exploit for our
analysis its connection with vertex reinforced random walks
[5] and the celebrated replicator dynamics of evolutionary
biology [16], [22], which is turn is a continuous time analog
of the famous multiplicative weights algorithm of computer
science, as pointed out in [17].
We describe our model in the next section and establish
its connection with the vertex reinforced random walk and
replicator dynamics in section 3, where we establish the
stochastic stability of the optimal choice in the spirit of [31],
[32]. This extends the framework of the latter works, which
is in the context of perturbed classical Markov chains (see
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2[4] and references therein on perturbed Markov chains), to
perturbed vertex reinforced random walks [5], [6]. In section
4 we analyze the ‘annealed’ counterpart of this scheme which
leads to the desired result. Section 5 analyzes the case of
noisily observed rewards. Section 6 discusses connections and
comparison with classical simulated annealing and related
issues. Section 7 specializes the problem to the complete graph
where we can say more, in particular we point out the analogy
with ant colony optimization.
We close this section with brief comparisons with some
related works in a different area, viz., multiarmed bandits,
in order to highlight the differences. In [24], a related albeit
different model is considered and it is observed that the process
may get locked into suboptimal equilibria. The remedy they
propose is to randomize the rewards for a fixed time window
in a clever manner (what they call a ‘balanced’ exploration)
before the aforementioned dynamic choice process takes over.
We eschew any such modification and instead take recourse to
stochastically stable behavior which is indeed optimal in the
annealed limit. This result is of a distinct flavor compared
to [24]. Also, our techniques are different. In [10], which
is methodologically closer to our work, a full fledged game
problem is considered wherein many agents are concurrently
exercising their choices with their payoffs depending on
others’ choices as well. Their focus is on -Nash equilibria
and not on optimal behavior as in our (non–game theoretic)
work. While the core technique, viz., use of the multiplicative
weight rule, is common between this work and [10], they use
a different choice thereof compared to our work. Graphical
constraints analogous to ours are used in [23] in a bandit
framework, but they are motivated by how communication
among agents can be factored into the analysis.
We draw upon the framework of [5] substantially. (See [6]
for some extensions.) The key contributions of ibid. are the
analysis of a general vertex reinforced random walk using the
tools of the ‘o.d.e.’ approach to stochastic approximation, in
order to derive very broad results about their asymptotic be-
havior, and then narrow these down to concrete examples with
linear reinforcement to obtain stronger claims. Our model is
pitched in between - it is a nonlinear model, but a very specific
one motivated by the particular problem we are considering,
and allows for more specific claims to be established. The use
of stochastic stability and annealing ideas in this context is
another novelty of this work.
II. PROBLEM FORMULATION
As a backdrop and in order to motivate the general setting,
we first introduce the simpler setting in which an agent is
unrestricted in his choice, followed by the more general setting
in which some graphical constraints are imposed.
Unconstrained setting : Consider a stream of agents arriv-
ing one at a time and choosing one of M > 1 distinct objects,
with the (n+1)-st agent picking the jth object with conditional
probability (conditioned on past history) pj(n), which we shall
soon specify. Let ξ(n) = i if the nth agent picks object i. Let
Si(n) := the number of times object i was picked till time
n and xi(n) :=
Si(n)
n , n ≥ 1, its relative frequency. Then a
simple calculation leads to the recursion
xi(n+1) = xi(n)+
1
n+ 1
(I{ξ(n+ 1) = i} − xi(n)) , n ≥ 0.
(1)
Here I{· · · } is the ‘indicator function’ which is 1 if its
argument is true and 0 otherwise. For specificity, we arbitrarily
set xi(0) = 1M ∀i, suggestive of a uniform prior. This will
not affect our conclusions. Throughout, we use the convention
0
0 = 0. The vector x(n) := [x1(n), · · · , xM (n)]T takes values
in the simplex of probability vectors,
SM := {x = [x1, · · · , xM ]T : xi ≥ 0 ∀i,
∑
j
xj = 1}.
Let Fn := the σ-field σ(ξ(m),m ≤ n). Then by definition,
P (ξ(n+ 1) = j|Fn) = pj(n).
In this paper, we assume the ‘positive externality’ to be
captured by a function of the form
fαj : xj ∈ [0, 1] 7→ fαj (x) = (µjxj)α
for some µj > 0, 1 ≤ j ≤ M , with a fixed α > 0
independent of j. Then each fαj is a locally Lipschitz function
in int(SM ), strictly increasing in xj and satisfying positive α-
homogeneity: fαj (axj) = a
αfαj (xj) for a ≥ 0. At time n,
the choice of i fetches a reward of fαi (x(n)). The monotone
increase of fαj captures the positive externality. Homogeneity
property renders the choice probabilities we define below
scale-independent. For this setting, the positive reinforcement
is modelled as:
pj(n) := p˜
α
ij(x(n)),
where
p˜αij(x) :=
fαj (x)∑M
k=1 f
α
k (x)
.
The reason for two indices i and j in the definition of p˜αij(x)
will be clear in the following more general setting.
Graph-constrained setting : We now consider a more
complex situation where the choice in the (n+ 1)st time slot
is constrained by the choice made in the nth slot. This can
happen, e.g., when given present choice, only some selected
‘nearby’ choices are offered or preferred. We model this as
follows. Consider a directed graph G = (V, E) where V, E are
resp., its node and edge sets, with |V| = M . We assume that
G is irreducible, i.e., there is a directed path from any node
to any other node. (More general situations can be analyzed
by considering each irreducible component separately.) For
i ∈ V , let N (i) := {j ∈ V : (i, j) ∈ E} denote the set of
successors of i in G, with the understanding that if i is chosen
at any instant n, the next choice must come from N (i). We
assume the following:
(A1) For each i, i ∈ N (i), allowing the agent to not change
her choice. This amounts to a self-loop at each node, i.e.,
(i, i) ∈ E ∀ i ∈ V . We also assume that the neighborhood
structure is bidirectional, i.e., i ∈ N (j) if and only if
j ∈ N (i).
3This setting is a generalization of the previous one, in the
sense that one can recover the latter by assuming G to be the
complete graph.
As before, let {ξ(n)} denote the n’th realization of this
stochastic process (i.e., the index of the selected vertex at time
n). Just as before, let Si(n) denote the total number of visits
to vertex i by time n, so that
Si(n) =
n∑
m=1
I{ξ(m) = i}.
Then vector process x(n) ∈ SM , whose i’th component
xi(n) :=
Si(n)
n as above, satisfies (1) with
P(ξ(n+ 1) = j|Fn) = pαξ(n)j(x(n)) (2)
for
pαij(x) := I
{
j ∈ N (i)} fαj (x)∑
k∈N (i) f
α
k (x)
. (3)
(Recall that 00 = 0 by convention.) The two limiting cases are
worth note. As α ↓ 0, the process approaches a simple random
walk on graph that picks a neighbor with equal probability. At
the other extreme, as α ↑ ∞, the process at i will pick the
j ∈ N (i) for which µjxαj = maxk∈N (i) µkxk.
This model requires the agents to know the products
{µixi(n)} at time n. In practice, only an estimate will be
available. We ignore this technicality for the time being and
remark on it later in this work.
III. CONVERGENCE ANALYSIS
The stochastic matrix [[pαij(x)]]i,j∈V above is parametrized
by the probability vector x ∈ SM . For fixed x, let piα(x)
denote its stationary distribution, whose existence and unique-
ness is ensured for each fixed x ∈ int(SM ) by our irreducibility
assumption for G. A direct calculation shows that
p˜iαi (x) :=
fαi (x)
∑
k∈N (i) f
α
k (x)∑
`(f
α
` (x)
∑
k∈N (`) f
α
k (x))
, i ∈ V,
satisfies the local balance condition
p˜iαi (x)p
α
ij(x) = p˜i
α
j (x)p
α
ji(x),
because both sides equal
fαi (x)f
α
j (x)I
{
j ∈ N (i)}∑
`(f
α
` (x)
∑
k∈N (`) f
α
k (x))
where I
{
j ∈ N (i)} = I{i ∈ N (j)}. So piα(x) = p˜iα(x).
By the standard analysis of stochastic approximation with
Markov noise ([7], Chapter 6), the sequence {x(n)} will
almost surely track the asymptotic behavior of the o.d.e.
x˙(t) = piα(x(t))− x(t), (4)
i.e.,
x˙i(t) =
Φαi (x(t))∑
k Φ
α
k (x(t))
− xi(t), (5)
for 1 ≤ i ≤M , where
Φαi (x) := f
α
i (x)
∑
j∈N (i)
fαj (x).
Let ϕαi (x) :=
Φαi (x)
xi
. Then (5) becomes
x˙i(t) =
xi(t)ϕ
α
i (x(t))∑
k xk(t)ϕ
α
k (x(t))
− xi(t). (6)
Lemma III.1. The o.d.e. (6) has the same trajectories and the
same asymptotic behavior as the o.d.e.
z˙i(t) = zi(t)
ϕαi (z(t))−∑
j
zj(t)ϕ
α
j (z(t))
 . (7)
Proof. Since the right hand side of (7) is locally Lipschitz in
the interior of SM , (7) has a unique solution when z(0) ∈
int(SM ). Note that (7) is obtained from (6) simply by multi-
plying the right hand side of (6) by the positive scalar valued
function q(t) :=
∑
k xk(t)ϕ
α
k (x(t)), which is bounded and
bounded away from zero uniformly in t. This amounts to
a pure time scaling t 7→ τ(t) where τ(·) is specified by
the well-posed differential equation τ˙(t) = q(τ(t)). Then
z(t) := x(τ(t)). (This is the same device as what is used
in [5], p. 368.) In paticular, τ(t) ↑ ∞ as t ↑ ∞, so that
the entire trajectory is covered. Furthermore, for suitable
∞ > c2 > c1 > 0, c1t ≤ τ(t) ≤ c2t, whence the traversal
of the (identical) trajectory is at a comparable speed in both.
The claim follows.
The dynamics (7) is a special case of replicator dynamics
of evolutionary biology [16], [22] (as is equation (3) of [5],
p. 368, in a similar context). Note also that an equilibrium z∗
of (7) must satisfy
z∗i > 0 =⇒ ϕαi (z∗) =
∑
j
z∗jϕ
α
j (z
∗). (8)
In particular, ϕαi (z
∗) ≡ a constant for i ∈ the support of z∗.
Let A := the adjacency matrix of G, which is symmetric
under our hypotheses. Then for x = [x1, · · · , xM ] ∈ SM ,
ϕαi (x) =
∂
∂xi
Ψα(x) for Ψα(x) :=
1
2α
∑
i,j
aijf
α
i (x)f
α
j (x).
Thus (7) corresponds to the replicator dynamics for a po-
tential game with potential Ψα. Local maxima of the potential
correspond to pure Nash equilibria for the corresponding
potential game [21]. For potential games in the context of
evolutionary games, see, e.g., [22].
In what follows, by local maximum of a function we mean
a point in its domain such that the function value there is the
maximum in some neighborhood thereof, not the function
value itself. We make the following assumptions. The first
is generically true (i.e., true for almost all parameter values,
compare with, e.g., [18], Chapter 2.).
(A2) The local maxima of Ψα are isolated.
Later on we see that (A2) is redundant for α sufficiently
large (see Lemma IV.1 below).
(A3) (Avoidance of traps) For fixed α, the iterates avoid the
unstable equilibria of (4) a.s.
4We shall comment on this assumption following the state-
ment and proof of our main result, Theorem IV.2.
Theorem III.2. For each α > 0, the local maxima of Ψα :
SM 7→ R are stable equilibria of (6) or (7) and the trajectories
of (1) converge to the set thereof, a.s.
Proof. Since (6) and (7) are obtained from each other by a
time scaling t 7→ τ(t) that satisfies τ(t) = Θ(t), it suffices to
consider only (7). We have
d
dt
Ψα(z(t)) =
∑
i
zi(t)
ϕαi (z(t))−∑
j
zj(t)ϕ
α
j (zj(t))
2 ≥ 0. (9)
Thus −Ψ serves as a Liapunov function for (7), implying that
it converges to the set of local maxima of Ψα in SM . These
correspond to the stable equilibria. The unstable equilibria are
ruled out in view of (A3).
One can say more:
Theorem III.3. The probability of convergence of {x(n)} in
(1) to any local maximum of Ψα in SM is strictly positive.
This is a special case of Theorem 6.3 of [5]. We have
Ψα(pi) =
1
2α
∑
i,j
(µiµj)
αaijpi
α
i pi
α
j .
Corollary III.4. The local maxima are of the form pi(i) =
z(i)
1
α where z is a local maximum of the quadratic form∑
i,j xixj(µiµj)
αaij over the set
Bα := {x : x(i) ≥ 0 ∀i,
∑
i
x(i)
1
α = 1}.
In the next section, we refine these results by adding an
annealing scheme.
IV. ‘ANNEALED’ DYNAMICS
We take a cue from simulated annealing [15] and consider
the asymptotics as α ↑ ∞, corresponding to the ‘temperature’
T := 1/α ↓ 0, slowly. A behavioral interpretation is that the
agents exhibit a herd behavior, weighing in public opinion
more and more with time.
We first analyze the optimization problem described in the
‘Remark’ following Theorem III.2 as α ↑ ∞. For this purpose,
it is convenient to drop the factor 12α in the definition of Ψ
α,
because it simplifies the analysis of α ↑ ∞ asymptotics. Note
that this does not affect the (location of) local maxima and the
relative magnitudes of the function values there, which will be
our concern here. Also note that the set of limit points of Bα
as α ↑ ∞ is given by (see Fig. 1)
B∞ := ∩α>0(∪α′>αBα′)
= {ei, 1 ≤ i ≤M},
where ei, 1 ≤ i ≤ M, denote the unit vectors in coordinate
directions. Let
D := {i ∈ V : µi = max
j
µj} (10)
(0,1)
(1,0)
Fig. 1: An illustration of the collapse of sets Bα to B∞.
and Πα := {pi ∈ SM : pi is a stationary distribution under
parameter α}, α > 0.
Lemma IV.1. If αn ↑ ∞ and pin ∈ Παn with pin → pi∗, then
pi∗ = ei (i.e., pi∗(i) = 1) for some i.
Proof. Without loss of generality, assume that maxi µi = 1.
For α sufficiently large, it follows from the geometry of Bα
that x ∈ Bα satisfy∑
i,j
(µiµj)
αaijx(i)x(j)
=
∑
i
µ2αi x(i)
2 +O
(
(maxk µk)
2α
α
)
=
∑
i
µ2αi x(i)
2 +O
(
1
α
)
.
That is, the cross terms are O
(
1
α
)
smaller than the maximum
term in the displayed summation. Therefore for sufficiently
large n, pin, being a local maximum of this quadratic form
over Bα, must be within O
(
1
α
)
of one of the unit cooordinate
vectors {ei}, i.e., must concentrate on some i in the α ↑ ∞
limit. The claim follows.
Recall that piα is a (not necessarily unique) solution to the
fixed point equation
piα(i) :=
fαi (pi
α)
∑
k∈N (i) f
α
k (pi
α)∑
`(f
α
` (pi
α)
∑
k∈N (`) f
α
k (pi
α))
. (11)
Consider slowly decreasing T := 1/α according to the
iteration
T (n+ 1) = (1− b(n))T (n), n ≥ 0, (12)
where 1 > b(n) ↓ 0 are stepsizes satisfying∑
n
b(n) =∞, nb(n) n↑∞→ 0. (13)
We do not separately impose the condition
∑
n b(n)
2 < ∞
as in classical stochastic approximation, it follows automat-
ically from the second requirement in (13). We assume that
x(0) ∈ int(SM ), e.g., the uniform distribution. This is not a
5restriction, since x(n) ∈ int(SM ) from some n on when all
possible choices have been made at least once and the above
requirement can be ensured simply by counting time from then
on. Our main result is the following.
Theorem IV.2.
∑
i∈D xi(n)→ 1 in probability.
Proof The second condition in (13) renders the pair (1), (12)
a two time scale stochastic approximation. The theory of [7],
section 6.1 now applies, despite some differences which we
shall highlight in remarks that follow. Thus we first ‘freeze’
the slow component T (n) ≈ T and analyze the fast iterate
(1). By the theory of stochastic approximation with Markov
noise (see [7], Chapter 6), it tracks the o.d.e. (4), a time-scaled
version of (7) as observed earlier. Thus it converges to the set
D1/T := {pi : pi is a fixed point of (11) for α = 1T }. Since
T is not constant but slowly varying, what this implies is that
the fast iterates track pi1/T (n) as n ↑ ∞, in particular converge
to the limit set thereof. We shall show that as T = T (n) ↓
0, they will converge to the set D defined above. Consider
subsequences T˜ (n) ↓ 0 such that
p˜in := pi
α
∣∣∣
α=1/T˜ (n)
→ pi∗
for some pi∗ ∈ SM with support S∗. Rewrite the expression
for p˜in from (11) as
p˜in(i) =
∑
j∈N (i)[µiµj p˜in(i)p˜in(j)]
1/T˜ (n)∑
i′
∑
j∈N (i′)[µi′µj p˜in(i′)p˜in(j)]1/T˜ (n)
=
∑
j∈N(i)[(µiµj p˜in(i)p˜in(j)]
1/T˜ (n)
maxk,l∈N(k)[µkµlp˜in(k)p˜in(l)]1/T˜ (n)∑
i′
∑
j∈N(i′)[µi′µj p˜in(i′)p˜in(j)]1/T˜ (n)
maxk,l∈N(k)[µkµl∈˜n(k)p˜in(l)]1/T˜ (n)
.
As T (n) ↓ 0, this concentrates on the (i, j) ∈ E for which
µipi
∗(i)
∑
j∈N (i)∩S∗
µjpi
∗(j)
= max
k
µkpi∗(k) ∑
`∈N (k)∩S∗
µ`pi
∗(`)
 .
Combined with Lemma IV.1, this implies that the measure will
concentrate on the i such that
µ(i)2 = max
j
µ(j)2,
i.e., on D. It is also clear that the limiting measure will be
uniform on D. 2
Remark : We now elaborate upon the application of the ‘two
time scale’ argument sketched above. In [7], Chapter 6, the
fast variable enters the dynamics of the slow variable and vice
versa. Further, it is assumed that for a fixed value of the slow
variable y(t) ≡ y (say), the trajectory of the fast variable
x(t) converges to a unique asymptotically stable equilibrium
λ(y) where λ(·) is Lipschitz. Two key differences in the
present scenario are that: for a fixed value of the slow variable
Tn ≡ T , the fast variable x(t) converges to one of possibly
nonunique but finitely many (cf. (A2)) locally asymptotically
stable equilibria, a.s. On the other hand, the evolution of
the slow variable is not affected by the fast variable, i.e.,
the coupling is one way. Thanks to this and the fact that
the aforementioned convergence argument of [7] is pathwise,
a.s., we can look at the set of all possible equilibria of the
fast dynamics with the slow dynamics frozen, and consider
their limit points as T ↓ 0. This is precisely what we have
characterized. Alternatively, one could have treated this as a
special case of the highly sophiticated results of [30] for two
time scale stochastic approximation where on both time scales
one has a differential inclusion limit rather than a differential
equation limit (see Theorem 5.9 of ibid.).
We now discuss (A3). Various avoidance of traps results
(i.e., a.s. avoidance of unstable equilibria of the limiting
o.d.e. by the stochastic approximation iterates) are available
in literature, see, e.g., Chapter 4 of [7] and the references
therein. One key requirement is that the noise be rich enough
in all directions so that the iterates get pushed away from
the stable manifolds of unstable equilibria often enough for
the conditional Borel-Cantelli lemma to kick in and ensure
that they move away from the unstable equilibria a.s. (See
Chapter 4 of [7] for the mathematical details.) In our case, the
conditional variance of the noise component itself decreases to
zero as α ↑ ∞ precisely because the selection probability of
agents concentrates on a single choice asymptotically, so this
is not obvious. One way out is to add some small extraneous
noise that is slowly decreased to zero as in simulated annealing
[15]. One such possibility is to replace (2) by
(1− ε(n))P(ξ(n+ 1) = j|Fn) + ε(n)χ(ξ(n)), (14)
where χ(i) is the uniform distribution on N (i) and ε(n) ∈
(0, 1). That is, at time n the agent picks the next node as per
the prescribed rule with probability 1−ε(n) and performs pure
exploration with probability ε(n). This can be viewed as errors
as in, e.g., the ‘trembling hand’ equilibrium in game theory.
It can also be interpreted as intentional residual exploration.
The parameter ε(n) can then be decreased to zero very slowly.
This is similar in spirit to ε-greedy strategy in reinforcement
learning [26]. In our simulations, however, we obtained con-
vergence to the optimum without such modifications with a
judicious choice of the cooling schedule (12).
V. THE CASE OF NOISY µi’S
In this section, we consider the case where the exact values
of µi’s are unknown and we have access to them only through
noisy measurements. To be more precise, when one visits the
node i, one observes:
µˆi(n) = µi +Wi(n)
where, Wi(n) is the noise term. We assume this noise to
be sub-Gaussian with unit variance. Thus one is trying to
maximize the total reward without access to the true (mean)
reward at any particular node. This is a more challenging
scenario, but one can still recover the earlier results with
small concessions. First and foremst, note that what we finally
achieved above is ordinal optimization, i.e., pick the best based
on relative ranking. Tis is robust to small perturbations, so we
6are already good unless the noise issignificant. For such a
scenario, we propose altaernatives.
Our first scheme is as follows. We keep track of the
empirical mean for each i:
yi(n+ 1) =
(
1− 1
Si(n+ 1)
)
yi(n) +
µˆi(n+ 1)
Si(n+ 1)
,
if ξ(n+ 1) = i,
= yi(n), otherwise, (15)
with yi(0) := µˆi(0)I{ξ(0) = i}. With this, we follow the
following two step procedure:
• Do an exploration phase where the total visits to each
node pass a certain threshold after which we can suffi-
ciently distinguish the means. This can be achieved by,
e.g., setting α = 1 and allowing the walk to run for a
sufficiently long time (see (16) below). (Compare with
the ‘balanced exploration’ of [24].)
• After this, we stop updating the empirical means and
anneal α as before with the following modification. In
our original setting where µi’s were deterministic, we
would have yi(n) = µixi(n). Thus we replace fαi (x) by
fˇαi (y, x) = (yixi)
α in (3) and ipso facto, in (14).
Observe that fˇαi (y, x) = (yixi)
α for the present case can
be seen to be equivalent to:
fˇαi (yi(n), xi(n)) =
(
1
n
n∑
j=1
I{ξj = i}µˆi(j)
)α
,
which uses a single cumulative average of the samples
{µˆi(n)}.
The intuition behind the above procedure can be made more
precise as follows. Assume without any loss of generality that
µ1 < µ2 < · · · < µM . Also, let ∆min = min1≤i<M (µi+1 −
µi) > 0 denote the smallest mean difference. Consider the
event
G(n) :=
{
µ1 ≤ y1(n) + ∆min
2
}
∩{
y1(n)− ∆min
2
≤ µ1 ≤ µ2 ≤ y2(n) + ∆min
2
}
...
..... ∩
{
yM−1(n)− ∆min
2
≤ µM−1 ≤ µM ≤ yM (n) + ∆min
2
}
...
.... ∩
{
yM (n)− ∆min
2
≤ µM
}
.
The event G(n) is a ‘good’ event for us in the sense that the
empirical mean estimates maintain the correct order relation
among themselves. Let Texp denote the end of the exploration
phase. Then on the event G(Texp), we have convergence of
x(n) to D with high probability (cf. the results of [28]). We
next establish a bound on the complement Gc(n) by exploiting
the sub-Gaussian nature of Wi(n). Towards this end, we use
the Cramer-Chernoff method to bound the tails. For any i, we
have
P
(|yi(n)− µi| ≥ ∆min
2
) ≤ 2 exp(− Si(n)∆2min
2
)
:= δ.
Then P(Gc(n)) ≤ Mδ. Let Smin := mini Si(Texp). So, we
have
Smin ≥ 1
∆2min
log
2
δ
=⇒ P(G(Texp)) ≥ 1−Mδ (16)
A major disadvantage of this scheme is that we do not have
any way of knowing ∆min or a convenient lower bound on it,
and therefore the minimum number of steps required for the
exploration phase. To address this, we propose a self-tuning
algorithm. Note that
yi(n) :=
∑n
m=0 I{ξ(m) = i}µˆi(m)∑n
m=0 I{ξ(m) = i}
.
Then if
Si(n) ↑ ∞, (17)
the strong law of large numbers yields yi(n)→ µi a.s. for all
i and our convergence analysis applies. The condition (17),
however, is not automatic and we may need to ensure it by
adding exploratory noise as in (14). In the notation of (14),
we need
∑
n ε(n) =∞. If this holds, then by the conditional
Borel-Cantelli lemma (see, e.g., Lemma 17, p. 49, of [7]),∑
n
I{ξ(n+1) = i} =∞⇐⇒
∑
n
P (ξ(n+1) = i|y(n)) =∞
a.s. But∑
n
P (ξ(n+ 1) = i|y(n)) ≥ 1
M
∑
n
ε(n) =∞
a.s., so (17) holds.
This, however, is not sufficient for the claims of section IV
to carry through. For the two time scale logic to work, we need
the decrease of T (n) to be at a slower rate than the strong law
of large numbers above. This translates into the requirement
b(n)Si(n)→∞ ∀i, a.s. (18)
Lemma V.1. If
b(n)
n∑
m=0
ε(m)→∞, (19)
then (18) holds.
Proof. The process Zn :=
∑n
m=0 b(n)(I{ξ(m + 1) = i} −
P (ξ(m + 1) = i|y(m)), n ≥ 0, is a zero mean martingale
with increments bounded by 2b(n). So its quadratic varia-
tion processs is O(
∑n
m=0 b(n)
2), therefore convergent. Hence
{Zn} converges a.s. (Theorem 11, p. 150, [7]). By Kronecker’s
lemma,
b(n)
n∑
m=0
(I{ξ(m+ 1) = i} − P (ξ(m+ 1) = i|y(m))→ 0
a.s. Hence
lim inf
n↑∞
b(n)Sn(i) = lim inf
n↑∞
b(n)
n∑
m=0
P (ξ(m+ 1) = i|y(m))
≥ 1
M
(
b(n)
n∑
m=0
a(m)
)
→∞ a.s.
under (18). So (19) is a sufficient condition for (18) to hold.
7For b(n) = 1n logn eventually, this can be ensured, e.g., by
ε(n) = lognn whence
∑n
m=0 ε(n) = O
(
(log n)2
)
.
VI. COMPARISON WITH SIMULATED ANNEALING
Since we have cited analogy with the traditional simu-
lated annealing scheme, it is worth discussing the simulated
annealing option in the present framework in some detail.
By analogy with simulated annealing, we have used a very
generic ‘cooling schedule’, i.e., scheme for decreasing T (n)
slowly, subject only to (13). This is in contrast with the
classical cooling schedule for simulated annealing which has
to be T (n) = Clogn or slower, where the constant C can be
precisely characterized [15]. This is so because in classical
simulated annealing, the stationary distribution of a Markov
chain, parametrized by the temperature parameter, is being
tracked as the temperature parameter is slowly decreased to
zero. But as the parameter decreases, so does the exponent
in the exponential rate of convergence to stationarity (the
‘spectral gap’). This leads to an inverse logarithmic schedule
as above. In our case, we are working with a vertex rein-
forced random walk for which the convergence of empirical
distributions to their stationary limit(s) is on the scale of
a stochastic approximation algorithm with stepsize schedule
1
n+1 , i.e., the warped time scale
∑n
m=0
1
m ≈ log n, n ≥ 1.
So by the theory of two time scale stochastic approximation,
any cooling schedule that satisfies (13) will work. In fact, for
b(n) = 1n logn , the cooling schedule is exactly the same as
that of simulated annealing within constant factors. To see
this, connsider
T (n) =
n−1∏
k=1
(
1− 1
k log k
)
T (0)
< exp
(
−
n−1∑
k=1
1
k log k
)
T (0)
< exp
(
− log log n
)
T (0)
=
T (0)
log n
.
Thus T (n) = O
(
1
logn
)
. Next we show that T (n) =
Ω
(
1
logn
)
. For this we use the fact for x ∈ (0, 1),
log
(
1
1− x
)
≤ x
1− x =⇒ 1− x ≥ e
− x1−x .
Letting T (0) = 1 without loss of generality,
T (n) =
n∏
m=1
(
1− 1
(m+ 1) log(m+ 1)
)
≥
n∏
m=1
e−
pm
1−pm for pm :=
1
(m+ 1) log(m+ 1)
= e−
∑n
m=1
pm
1−pm .
As p ↓ 0, p1−p = p(1 + o(1)). Thus
T (n) ≥ e−
∑n
m=1 pm(1+o(1)).
But
n∑
m=1
pm ≤ p1 +
∫ n
0
1
(1 + y) log(1 + y)
dy
≤ log log(n+ 1)− log log 2 + 1
2 log 2
= log log(n+ 1) +
3
2 log 2
.
Hence
T (n) ≥ e−(1+o(1))
∑n
m=1 pm
≥ e−(1+ε(n))(log log(n+1)+ 32 log 2 )
where ε(n)
n↑∞→ 0,
=
C
(log(n+ 2))1+ε(n)
for C > e−
1
log 2 .
That is, T (n) = Θ((log n)−1). This is reminiscent of the
classical cooling schedule of simulated annealing.
That said, it is also worth considering the possibility of
importing classical simulated annealing to the present scenario.
Since we have a replicator dynamics (7) corresponding to the
potential −Ψ, the change of variables z 7→ y with zi = y2i for
y := the nonnegative square-root of zi, maps the dynamics
(7) on the probability simplex SM to a gradient ascent on the
positive quadrant of the unit sphere
S∗ := {y ∈ RM : yi ≥ 0 ∀i;
∑
i
y2i = 1},
given by
y˙(t) =
1
4
∇∗Ψ˜(y(t)) (20)
for Ψ˜(y) := Ψ(z) for y, z as above [1], [25], where
∇∗Ψ˜(y) := (I − y(t)y(t)T )∇Ψ˜(y) is the projected gradient
of Ψ˜ at y(t). It is easy to check that the component of ∇Ψ˜
normal to the boundary of S∗, vanishes, so y(·) indeed lives in
S∗ if initiated therein. This suggests adding slowly decreasing
extraneous noise to (20) along the lines of classical ‘Langevin
algorithm’ [14], the continuous time counterpart of simulated
annealing. This leads to the stochastic differentail equation on
manifold S∗ given by
dY (t) =
1
4
∇∗Ψ˜(Y (t))dt+ η(t)dW (t) + dL(t), (21)
where,
1) W (·) is a Brownian motion on S∗ given by dW (t) =
(1 − y(t)y(t)T ) ◦ dW ′(t) for a d-dimensional standard
Brownian motion W ′(·) = [W ′1(·), · · · ,W ′M (·)]T , ‘◦’
denoting the Stratonovich integral,
2) η(t) =
√
C
log t is the optimal ‘cooling schedule’ for the
Langevin algorithm, and,
3) L(·) is the ‘local time at the boundary of S∗ that ensures
normal reflection on the boundary (see [3] for a more
detailed account).
From [19], we know that the law of Y (t) as t ↑ ∞ will
concentrate on the global maxima of Ψ˜.
8Converting back to a dynamics on SM via the transforma-
tion zi = y2i ∀i, we get the dynamics [3]
dZi(t) =
Zi(t)
∂Ψ
∂zi
(Z(t))−
∑
j
Zj(t)
∂Ψ
∂zj
(Z(t))
 dt+ 2η(t)×
√
Zi(t)
dW ′i (t)−√Zi(t)∑
j
√
Zj(t)dW
′
j(t)
 . (22)
This SM -valued stochastic differential equation (along with
(21)) has been discussed for η(·) ≡ a constant in [3] and in
particular, has issues with well-posedness at the boundary. As
in ibid., we choose the solution Zi(t) = Yi(t)2 for Y (·) := the
unique strong solution of the well-posed equation (21). Recall,
however, that (7) was obtained from the original o.d.e. limit
(6) via a time scaling. Thus the analog of (6) in the present
set-up would be
dXi(t) =
(
Xi(t)
∂Ψ
∂xi
(X(t))∑
j Xj(t)
∂Ψ
∂xj
(X(t))
−Xi(t))
)
dt +
2η(t)
√
Xi(t)∑
j Xj(t)
∂Ψ
∂xj
(X(t))
(
dW ′i (t) −√
Xi(t)
∑
j
√
Xj(t)dW
′
j(t)
)
.
The actual dynamic choice scheme for agents will then be a
discretization of this along the lines of [13]. That is, using the
simplifying notations from before,
xi(n+ 1) = xi(n) +
1
n+ 1
(piαi (xn)− xi(n) +Mi(n+ 1)) +
2
√
C
log log n
√
xi(n)∑
j Φ
α
j (x(n))
(
W ′i (n+ 1) −√
xi(n)
∑
j
√
xj(n)W
′
j(n+ 1)
)
. (23)
where {W ′i (n)} are i.i.d. N(0, 1) and {Mi(n)}, 1 ≤ i ≤ M ,
are‘Markov noise’ sequences defined by
Mi(n+ 1) := I{I{ξ(n+ 1) = i} − piαi (x(n)).
The asymptotic concentration on the optima for X(·) then
follows from the corresponding result for Y (·) and that for
{xn} follows by suitably adapting the arguments of [13] for
the present scenario.
The term
√
C/ log log n can be explained as follows. We
wish to scale the variance of the driving Brownian motion
by C/ log t, which leads to our choice of η(t). That said,
the discretization is with stepsize 1/(n + 1), which can be
interpreted as a discrete time step. Then the algorithmic time
scale for the discretized scheme is
∑n
m=1
1
n ≈ log n. On this
time scale,
√
C/ log t becomes
√
C/ log log n.
Equation (22) is only one of the several variants of stochas-
tic replicator dynamics, see [3] for a discussion about various
forms. It has the advantage of convertibility to (21) by a
change of coordinates. More generally, we can at best show
convergence to the global minima of the Freidlin-Wentzell
potential associated with the particular stochastic replicator
dynamics, by the results of [19].
The comparative rate of convergence of our original scheme
and simulated annealing, however, can be significantly dif-
ferent. Simulated annealing is notoriously slow. Our algo-
rithm, on the other hand, operates on the time scale of a
two time scale stochastic approximation. The central limit
theorem for such schemes established in [20] then suggests
a convergence rate of 1/
√
n. The key difference between the
two methodologies is the following. Simulated annealing uses
additional extraneous noise on a slower time scale in order to
parametrically track the stationary distribution of a Langevin
dynamics as the parameter (temperature) is slowly decreased
to zero. The measurement noise (the ‘Markov noise’ implicit in
(1), see Chapter 6 of [7]) is on a faster time scale and does not
affect this (see, e.g., [13]). The mean drift, i.e., the gradient, is
not tampered with. Intuitively, the additional noise pushes the
process away from local maxima other than the global maxima
often enough so that (through the ‘Borel-Cantelli lemma’) the
process converges to the global maximum in probability. (This
intuition is beautifully brought out in [15].) Our scheme has
only the measurement noise, no extraneous noise is added.
Instead we continuously morph the landscape (graph) of the
function being optimized, thus directly changing the mean drift
of our dynamics. The precise difference this makes needs to be
quantified rigorously. We leave this as a problem for future. It
is also to be noted that (14) cannot be morphed into a classical
annealing scheme, because this ε(n)-perturbation of transition
probabilities gets further multiplied by 1n+1 and to match with
simulated annealing cooling schedule of
√
C
log logn thereafter,
we need ε(n) = (n + 1)
√
C
log logn ↑ ∞. Thus while (14) is
good enough for avoidance of unstable equilibria, it is no help
in avoiding suboptimal stable equilibria.
Another related issue is metastability. Typically a Langevin
dynamics will spend a large time in subregions of its state
space such that transitions across them are relatively rare com-
pared to transitions within them. This seriously impacts the
rate of convergence to stationarity of the time-homogeneous
Langevin equation and ipso facto, the rate of convergence of
the corresponding time-inhomogeneous annealing algorithm
to the set of global maxima. The same is also true for our
scheme. This phenomenon, along with the associated notions
of metastability and quasi-stationarity, need to be analyzed
further. See [3] for some work in this direction for (22) with
η(t) ≡ a constant.
VII. REVISITING THE UNCONSTRAINTED CASE
Having established a number of results and insights for the
general, graph-constrained case, let us revisit the unconstrained
case where several general results can be made more explicit.
Recall that the ‘unconstrained’ case can be viewed as the
‘graph-constrained’ case with the complete graph, i.e., aij =
1 ∀ i, j. Then Ψα(x) = (∑i fαi (x))2, which is convex for
α ≥ 1. Unfortunately this does not buy us stronger results for
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Fig. 2: Fraction of total Visits, x(n) Vs. Iteration Count for Linear and Star Topology.
(a) Initialize in clique-2, α fixed. (b) Initialize in clique-2, α→∞.
Fig. 3: Fraction of total Visits, x(n) Vs. Iteration Count for the two clique experiment
the α ↑ ∞ asymptotics we have been looking at. However, the
story is different for a fixed α ∈ (0, 1). Since the expression
being squared is non-negative, we can equivalently consider
the problem of maximizing ψα(x) :=
∑
i f
α
i (x), which is
strictly concave. Hence in this case, it will have a unique
maximum on SM to which our scheme will converge without
any need for annealing. In fact, in this case, the stationary
solution can be specified in an explicit form. Namely, using
the Lagrange multiplier technique, we obtain
xi(∞) = µ
α/(1−α)
i∑M
k=1 µ
α/(1−α)
k
. (24)
It follows from the above formula that as α → 1, the
frequencies xi(∞) start to concentrate on the set D defined in
(10). As will be seen in the simulation section, in practice one
does not even need to take α very close to one. Interestingly
enough, if α = 1, the replicator dynamics converges to a
solution with only one nonzero component.
Now consider the case of α > 1 but with an additional
noise as in (14). If the level of the noise is fixed, the sequence
{x(n)} tracks the o.d.e.
x˙i(t) = (1− ε) f
α
i (x(t))∑
k f
α
k (x(t))
+ ε
1
M
− xi(t).
The stationarity condition for the above o.d.e. gives
(1− ε)(µixi)α + ε C
M
− xiC = 0,
where C =
∑M
k=1(µixi)
α. If ε→ 1, xi → 1/M . Expand the
solution with respect to (1− ε), i.e.,
xi(ε) =
1
M
+ x
(1)
i (1− ε).
Substituting this expansion in the stationarity condition, yields
x
(1)
i =
µαi
CMα
− 1
M
=
µαi∑M
k=1 µ
α
k
− 1
M
.
This implies that the states with indices in the set D will obtain
a larger fraction of visits in comparison with the other states.
This is reminiscent of the Ant Colony Optimization algorithm
of [8] where the initial randomness itself builds up the bias in
favour of the optimum, to which the scheme converges with
high probability.
Note that the payoff functions {ϕαi (·)} in the replicator
dynamics (7) are of the form ϕαi (z) = gi(zi)h(z) for an
h(·) : SM 7→ (0,∞) and gi : [0, 1] 7→ R+ where the latter
are monotone increasing. As shown in Lemma 4, p. 14, of
[8], each corner of SM , i.e., the coordinate vectors {ei}, are
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stable equilibria for (7) and the only ones to be so. Moreover,
the domain of attraction of ei is the set of z ∈ SM for which
zi > zj for j 6= i. This in conjunction with the preceding
observations makes it clear how the bias for the optimum
builds up starting from a uniform prior.
In fact there is more to the analogy with the ACO algorithm.
To capture that, consider N >> 1 agents simultaneously
making their choices at each time instant, independently
conditioned on the past, according to the our mechanism.
Then one replaces the indicator I{ξ(n + 1) = i} in (1) by
1
N
∑N
m=1 I{ξm(n+1) = i}, where ξm(n) := the choice made
at time n by the mth agent. Then one can argue as in p. 16-17
of [8] that the probability of getting trapped in a suboptimal
corner of SM decreases exponentially with N .
VIII. SIMULATION EXPERIMENTS
We empirically demonstrate our theoretical results on a star
and linear graph topology (with M = 4). Our results have
been plotted in Fig. 2. The details of the experiments are as
follows: for the linear topology, the reward vector µ is set equal
to µ = (2, 14 ,
1
2 , 1). The rewards are designed in this manner to
demonstrate the hill climbing capabilities (i.e. jump out of the
local maximum at node 4) of the algorithm. As can be seen in
Fig. 2, x1(n) (the fraction of visits to the node with highest
µ here) converges to 1 as n becomes large. We remark here
that the cooling schedule is the most important (and sensitive)
parameter of the algorithm. A too fast or a constant cooling
schedule may tend to make the algorithm get stuck in the local
minimum at node 4. The cooling schedule we used was:
α(n+ 1) = α(n)
(
1− 1
n log n
)−1
.
For the initial few iterations, to promote exploration, we keep
α = 10−2 fixed. For the star topology, the reward vector µ is
set equal to µ = (1, 13 ,
1
3 ,
1
3 ). The cooling schedule was kept
the same as before. Here, the central node, by which we mean
the node connected to all other nodes, is node 4.
For comparison purposes, we have also tried the reward
vector µ = (2, 14 ,
1
2 , 1) with the fixed α = 0.85 < 1 in the
complete graph setting. The dynamics always converges to the
stationary solution (0.98, 0.000, 0.000, 0.019). This demon-
strates our conclusion from Section 7 that for the values of
α < 1 even not so close to one, a very significant portion of
the mass is concentrated on the optimal node.
Our next numerical experiment is aimed at highlighting the
importance of annealing the cooling schedule for convergence
of x(n) to the set D. Along these lines, we consider a graph
composed of two cliques connected through a single edge. The
number of nodes for clique-1 is 2 and those for clique 2 is 8.
The results have been plotted in Fig. 3. We set µi = 1 for i ∈
clique 1 and µi = 0.1 for i ∈ clique 2. Some points to note
are:
• If we initialize the walk in clique-2 and don’t increase
α→∞, then although, the relative frequencies converge,
they do so to non-zero values for nodes in clique-2. In
Fig. 3(b), we have set T = 0.1 (α = 10)
• If we again initialize the walk in clique-2 and do increase
α→∞, then the chain moves to clique-1 and stays there.
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