Flash flood is a recurrent natural hazard with substantial impacts in the Southeast U.S. 8 (SEUS) due to the frequent torrential rainfalls that occur in the region, which are triggered by 9 tropical storms, thunderstorms, and hurricanes. Flash floods are costly natural hazards, primarily 10 due to their rapid onset. Therefore, predicting property damages of flash floods is imperative for 11 proactive disaster management. Here, we present a systematic framework that considers a variety 12 of features explaining different components of risk (i.e., hazard, vulnerability, and exposure), and 13 examine multiple Machine Learning (ML) methods to predict flash flood damages. A large 14 database of flash flood events consisting of more than 14,000 events are assessed for training and 15 testing the methodology, while multitude of data sources are utilized to acquire reliable 16 information related to each event. A variable selection approach was employed to alleviate the 17 complexity of the dataset and facilitate the model development process. The Random Forest (RF) 18 method was then used to map the identified input covariates to a target variable (i.e. property 19 damage). The RF model was implemented in two modes: first, as a binary classifier to estimate if 20 a region of interest was damaged in any particular flood event, and then as a regression model to 21 predict the amount of property damage associated with each event. The results indicate that the 22 proposed approach is successful not only for classifying damaging events (with an accuracy of 23 81%), but also for predicting flash flood damage with a good agreement with the observed property 24 damages. This study is among the few efforts for predicting flash flood damages across a large 25 domain using mesoscale input variables, and the findings demonstrate the effectiveness of the 26 proposed methodology.
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GTOPO30 Topography Data

109
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Methodology
138
This study proposes a risk-based model for flash flood damage prediction over the SEUS, 139 a valuable tool for decision makers and insurance companies. The framework of the proposed 140 approach is presented in Figure 1 . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t One of the variables used in this study is median home value that explains the flash flood 149 exposure. We utilized Zillow dataset to extract this information for each flash flood event during 150 1996 to 2017 over the SEUS. Unfortunately, the median home value is not available for all counties 151 and all years in the study period. To cope with this shortcoming, we utilized Artificial Neural There are several methods for splitting the data into different subsets for training, 168 validation and testing the model (Bowden et al. 2002; Wu et al. 2013) . Here, we randomly 169 separated the 9853 data into three groups: training (70% of data), to train and calibrate the ANN A c c e p t e d M a n u s c r i p t
Variable Selection
184
Variable selection is a common procedure for model development in artificial intelligence.
185
It helps remove the redundant predictors that add noise to the major estimators, and saves 186 computation time. Additionally, it prevents the potential overfitting of the model. Figure 3 187 illustrates the variable selection process, and the final selected features are shown in red, yellow, 188 blue, and grey that are respectively representing exposure, vulnerability, hazard, and 189 spatiotemporal features.
190
We selected our variables in different steps, such that we would able to address one issue at a time. 191 The geomorphologic features of the inundated area namely altitude, slope, flow accumulation, and 192 topographic roughness index are extracted at different spatial resolutions (1, 3, and 30 kilometers).
193
The correlation between different resolutions and the reported damage was estimated and the one 194 with the highest correlation was selected in this step. Please note that we also used Spearman 195 correlation coefficient that assesses the monotonic relationship between the two variables (whether linear 196 or not) and found that the result for selected variables were the same as those obtained by Pearson 197 correlation. Afterwards, we used Variance Inflation Factor (VIF) approach to remove multicollinear 198 variables. VIF is calculated as 1/(1-2 ), where is the correlation computed for each pair of the 199 predictor variables. To further reduce the dimension of our input variables, we also performed a 200 leave-one-out approach where one input variable was removed and the prediction was 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 12 younger, civilian with a disability, and single-parent households. We chose this factor as it had of those factors that are not included in our study (e.g., soil moisture). We compared the models' 211 performance (classification and regression scenarios) with and without using the variable selection 212 approach. Therefore, we realized that the proposed variable selection procedure that includes three 213 main components namely correlation coefficient, VIF and leave-one-out approach all collectively 214 assure that our ML models are fed by the most appropriate input variables, and guarantee 215 generalizable and not-overfitted models.
216
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The objective of this study is to build a model that can predict flash flood damage using 238 the event characteristics as the input variables. In this study, we used Random Forest (RF) for 239 classification and prediction of flash flood property damage. RF, proposed by Breiman (2001), is 240 an ensemble learning method that generates multiple decision trees using a randomly selected 241 subset of samples through replacement. This method is suitable for both regression and 
245
In this study, RF was used in two modes, classification and regression (see Figure 5 ). For 246 the classification problem, we transformed the damage values to a binary zero and one scoring 247 system, such that zero represents the events with no property damage and one refers to any damage 248 values greater than zero. In the regression mode, RF is used to estimate the relationships among 249 the predictors and the output variable (damage). To deal with the skewness of data, for the 250 regression model, both input and output variables were transformed using Box-Cox and log 251 transformations. We randomly split the data set into two groups, 85% of the data for training and 252 the remaining (15% of data) for testing. In both classification and regression models, using a trial 253 and error approach, we identified 1000 regression trees to yield promising performance. Using 254 1000 trees improve the model performance compared to small size of trees, while increasing the 255 numbers of trees to more than 1000 result in very minor improvement and significantly add to the 256 computational complexity. The model was also verified using the testing dataset. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t damage prediction. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t
Although North Carolina has low value of sensitivity, it has a high value of specificity (>0.9).
290
Conversely, a high value of sensitivity and low value of specificity is observed for the Mississippi 291 state.
292
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Damage Prediction Model
328
RF not only is used as a classifier, it is also implemented to predict the amount of property 329 damage from a particular flash flood event. The flash flood events that caused property damage 330 were randomly divided into two parts: training (85% of dataset) and testing (15% dataset). The 331 result of the developed model are evaluated using two performance measures: correlation 332 coefficient (R) and bias, both of which have been commonly used to measure the accuracy and 333 performance of the ML models (Abbaszadeh et al. 2019a; Neri et al. 2019; Gavahi et al. 2019; 334 Shastry and Durand 2019). Here, the regression (i.e. damage prediction) model is evaluated for 335 Page 21 of 31 AUTHOR SUBMITTED MANUSCRIPT -ERL-107644 .R2   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
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