Despite ample research on the association between indoor air pollution and allergic disease prevalence, public health and environmental policies still lack predictive evidence for developing a preventive guideline for patients or vulnerable populations mostly due to limitation of real-time big data and model predictability. Recent popularity of IoT and machine learning techniques could provide enabling technologies for collecting real-time big data and analyzing them for more accurate prediction of allergic disease risks for evidence-based intervention, but the effort is still in its infancy. This pilot study explored and evaluated the feasibility of a deep learning algorithm for predicting asthma risk. It is based on peak expiratory flow rates (PEFR) of 14 pediatric asthma patients visiting the Korea University Medical Center and indoor particulate matter PM10 and PM2.5 concentration data collected at their residence every 10 minutes using a PM monitoring device with a low-cost sensor between September 1, 2017 and August 31, 2018. We interpolated the PEFR results collected twice a day for each patient throughout the day so that it can be matched to the PM and other weather data. The PEFR results were classified into three categories such as 'Green' (normal), 'Yellow' (mild to moderate exacerbation) and 'Red' (severe exacerbation) with reference to their best peak flow value. Long Short-Term Memory (LSTM) model was trained using the first 10 months of the linked data and predicted asthma risk categories for the next 2 months during the study period. LSTM model is found to predict the asthma risk categories better than multinomial logistic (MNL) regression as it incorporates the cumulative effects of PM concentrations over time. Upon successful modifications of the algorithm based on a larger sample, this approach could potentially play a groundbreaking role for the scientific data-driven medical decision making.
I. INTRODUCTION
Asthma is known for affecting quality of life of people of all ages throughout the world by restricting social, emotional, and physical aspects of life [1] . Asthma is characterized by hypersensitivity of airways, which is reversible, but requires a constant management of the symptoms that include long term The associate editor coordinating the review of this manuscript and approving it for publication was Vincenzo Piuri . and short-term medication, mostly inhalers. Chronic Obstruction Pulmonary Disease (COPD), for which asthma is one of the risk factors, is characterized by non-reversible airways obstruction. Asthma and COPD are two leading causes of chronic disease burden as measured by DALY (disabilityadjusted life years) globally [2] , [3] . COPD is the fourth largest cause of mortality in the world at present, and it is forecasted that it will be third leading cause of deaths in westernized countries by 2020 [4] . Both asthma and COPD VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ are chronic respiratory conditions that require regular medication and management of patients as their severity may vary with weather and environmental conditions, effectiveness of medication, and other individual factors. Sudden exacerbation because of any reason requires critical medical care and may lead to hospitalization. Asthma and COPD exacerbations are cause of approximately 2 million visits to hospital emergency departments (EDs) per year in the United States [5] and hospital admission rates for asthma patients are 43.8 per 100,000 people in OECD countries on average. Asthma management is much worse than in some countries such as South Korea where hospital admission rates for asthma patients are 98.5 per 100,000 people [6] . Short-term increase in air pollutant concentration has been linked to excess daily emergency room visits and hospital admissions due to asthma and COPD [7] , [8] .
Environmental health forecasting, one of the least developed branches of forecasting, is a useful tool for measuring environmental risks and provisioning health services by integrating various personal and environmental factors that affect the health status of individuals and populations such as weather and air quality, which are particularly important in forecasting asthma [9] , [10] . Given that children tend to spend more time indoors, indoor air quality modeling is particularly important for predicting pediatric asthma [11] . With successful development and implementation of accurate predictive modeling, this provides an advanced notice for the patients to take proper medication or treatment to prevent from falling sick as well as help them to plan their mobility. Ability to forecast risk based on indoor monitoring and personal data is so powerful that it provides people with real-time risk assessment of their asthma exacerbation based on the dynamic patterns of indoor air pollutants and their general health condition.
Despite ample research that demonstrates a link between indoor air pollution and asthma exacerbation [12] - [14] , the efforts to forecast personalized risk based on real-time indoor air quality monitoring data are still at their infancy. Most existing studies have used one-time data based on questionnaire survey or monthly/quarterly measurements of indoor air pollutants, rather than hourly or real-time monitoring [15] , [16] . Such approach may be useful to identify a static correlation between indoor air pollution and asthma morbidity but cannot be utilized for practical prevention and intervention such as early warning or alert systems tailored to vulnerable households and individuals which requires constant monitoring and analysis of real-time indoor air conditions. The recent advancement of IoT and big data technologies facilitate real-time monitoring of indoor air quality and AI-based forecasting.
Deep learning has been recently used for various health applications, such as translational bioinformatics, medical imaging, pervasive sensing, medical informatics, and public health [17] , [18] . However, the level of predictability offered by a deep learning model depends on the availability of big data analytics framework [19] and real-time risk monitoring data via environmental and personal sensors using IoT technology [20] . Compared to other health applications, deep learning has been relatively less applied to asthma or other respiratory illness mostly due to the difficulty in obtaining real-time measurements of pulmonary function variables in non-clinical setting [21] . Most of the existing machine learning algorithms developed to predict asthmatic risks used historic patient records in clinical setting [22] or weekly or daily monitoring data [23] . Upon successful development and implementation of IoT-based mobile pulmonary sensors monitoring and measuring real-time pulmonary function in their daily lives, widespread applications of deep learning algorithms are expected to predict personal risk of developing asthma or COPD by linking with concurrent air pollution and environmental monitoring data collected from their real-time locations. We explore, for the first time, if a deep learning technique can be applied to the real-time records of indoor particulate matter (PM) concentrations to predict asthma risk reflected in peak expiratory flow rates (PEFR). This pilot study could demonstrate a potential role of deep learning approaches as a tool for data-driven medical decision making for asthma care and management.
The paper is structured as following. The next section describes the data and analytic method that was used in this study. Then, the results section reports the findings of the study. The paper concludes with the discussion of implication, limitation and suggestions for future research.
II. MATERIALS AND METHODS

A. PEAK EXPIRATORY FLOW RATE (PEFR) DATA AND PATIENT CLUSTERING
Many organizations such as the National Asthma Education and Prevention Program, and American Thoracic Society recommend the use of pulmonary function test (PFT) to primary care physicians to diagnose and manage respiratory problems [24] , but few studies have collected long-term daily records of PFT results mostly due to difficulty in home-based self-tests. PEFR is popularly used to estimate the degree of airway obstruction in patients with asthma because it is relatively easy to measure using an inexpensive small portable device, even by patients themselves at their homes [25] . Recently, a few research groups have used the weekly PEFR records to predict asthma deterioration in children using machine learning models [26] , but there is no attempt to collect the daily PEFR records over a long period of time and associate their temporal variations with real-time changes in exposure to indoor environmental risk factors.
As a pilot study to explore the feasibility, we obtained the self-collected PEFR results for a total of 16 pediatric asthma patients, measured twice a day between September 2017 and August 2018, which was approved by the institutional review board at Korea University Guro Hospital (IRB No.2016GR0336). With two cases dropped due to the incompleteness of the records, a set of twice-a-day PEFR records as well as the questionnaire survey responses (e.g. disease and prescription history, demographic variables, etc.) were gleaned and stored for 14 children aged between 6-14. They were then clustered into the two groups via K-means clustering based on the maximum, minimum, mean and standard deviation of the PEFR results of each patient [27] . Also, in order to match PEFR values one-to-one with the indoor air monitoring data, the observed PEFR values recorded twice per day were interpolated to 10-minute intervals for each cluster using 24-hour variation formula of PEFR established by Hetzel [28] and Charleston-Villalobos et al. [29] . Since the normal range of PEFR values varies by patients, the interpolated PEFR values were classified into three categories such as 'Green' (when a reading is higher than 80% of the best peak flow; normal), 'Yellow' (when a reading is between 50% and 80% of the best peak flow; mild to moderate exacerbation), and 'Red' (when a reading is lower than 50% of the best peak flow; severe exacerbation), as referenced by Talabere [30] .
B. INDOOR PM MONITORING DATA
We installed a continuous measurement device with low-cost monitoring sensors at each patient's residence during the same period when the PEFR data were collected, which measured particulate matters (PM10 and PM2.5), as well as temperature and relative humidity every 10 minutes. All data were stored at the device as well as transferred to the cloud storage through Wi-Fi networking. We compared the PM levels from our device with those of a reference monitor (DUSTTRAK II AEROSOL MONITOR 8530, TSI Incorporated, Minnesota, USA) in the lab settings to ensure accuracy and validity of our data. The mean ratio of our measurements to the reference values ranged from 0.742 to 0.758, which indicated very similar exposure patterns. The indoor PM data were finally matched with the PEFR data for every patient and every time instant so that the correlated data can be used to detect any potential association or meaningful basis for prediction.
C. DEEP LEARNING ALGORITHM AND PREDICTION
The matched data was analyzed to obtain guidance for predictive modeling. To investigate if there is any correlation between cumulative PM concentrations and PEFR risk categories (green, yellow and red), the mean values of PM10 and PM 2.5 concentrations were calculated for the four different prior periods of 1 hour, 12 hours, 24 hours and 72 hours, for each cluster. The statistical association between PM concentrations and PEFR classifications over time was used to predict the probability of each risk category. The temperature and humidity are incorporated as covariates in both predictive models. We first ran the multinomial logistic (MNL) regression to predict the PEFR risk category for a specific time period for each cluster using only the concurrent PM measurements. We then ran the Long Short-Term Memory (LSTM) deep learning network [31] , [32] to predict the same targets and compare the results with those from the conventional regression approach (MNL).
LSTM is a variant of recurrent neural network (RNN) that is designed to overcome the error back-flow (vanishing gradient) problems, through the use of memory cells and several gates, with each of these components being associated with a particular aspect of learning [31] . The memory cell decides what information to memorize about the past that would be required much later in the future. The gates comprise an update gate indicating when to update the memory cell with a new state, a forget gate to indicate when a memory cell state needs to be forgotten and an output gate to decide how to combine update and forget gate information with the memory cell state to compute output activation for the current time step. An appropriate combination of these gates with activations from the previous time-steps helps the network retain information from the distant past and thus longer time-dependent aspects of a sequence can be learnt much more efficiently in a reasonable amount of time [31] . LSTM has been widely used in various sequence-based problems such as natural language processing, but recently used in health applications [32] , [33] .
While the MNL model does not reflect the state of previous time periods, the LSTM model enables incorporating values from previous time periods. The sensitivity analysis was conducted by comparing the mean concentrations of PM10 and PM2.5 for three PEFR risk categories across the four prior periods (t-6, t-72, t-144, t-432; t=10 minutes) to explore at what cumulative period the PM impact appears noticeable. Based on the results from a series of sensitivity analyses (shown in Table 2 ), we decided to use the PM measurements collected during the 1-hour (t-6) period before each PEFR record. The Python scikit-learn package was used to implement MNL regression, while the TensorFlow was used for the LSTM modeling. For LSTM, 67% of the matched data were used as a training dataset for model training and the remaining 33% of the matched dataset were used as test dataset. The LSTM structure we employed is illustrated in Figure 1 . A cost function was created and used for each machine learning algorithm [34] . The precision score, which is defined as the number of true positives divided by the total number of elements that actually belong to the positive class (also called as positive predictive value) [35] , was calculated for each PEFR risk category in each cluster and the results obtained VOLUME 8, 2020 from MNL and LSTM were compared. For the experiment, we used the rectifier activation function (ReLU) as the activation function for the hidden layer [36] . We used this activation function for the output layer to maximize accuracy, which is measured by precision and recall values. In order to optimize the machine learning model, we used the Adam algorithm [37] , which has been widely used for machine learning processes because it automatically solves the optimal value by adjusting the learning rate. Both MNL and LSTM models were evaluated by the k-fold cross-validation method by setting k as 10 [38] . This method provides robust evaluation results on model performance regarding data used for experiments. In other words, it repeats the process of creating a training model using the training dataset with k-1 sets and then validates the model on the remaining dataset until it determines the final model with the largest precision score. Table 1 given below summarizes the characteristics of 14 asthmatic children in our sample and compares how they differ between cluster 1 (N=10) and cluster 2 (N=4). Although it is difficult to reach conclusions with any statistical significance due to small sample size, it appears that the subjects in cluster 2 are relatively older (more in late puberty) and have more severe symptoms than those in cluster 1, as indicated by a lower mean level of FEV1/FVC and a higher FeNO level. The subjects in cluster 2 also have a higher family history of any allergic disease (atopy, allergic rhinitis or asthma) from both mother and father. On an average level, cluster 2 has a lower mean PEFR than cluster 1 (218.2 vs. 263.2), but Figure 2 indicates a significant fluctuation of average PEFR values over the study period. Overall, the fluctuation of average PEFR looks relatively smaller in cluster 2 than in cluster 1, which partially indicates homogeneity among patients in cluster 2. What seems clear is that there is a substantial difference in temporal patterns of average PEFR values between the two clusters, which validates our cluster-based approach when applying deep learning prediction. The cluster characteristics are found to match better with their PEFR risk categories, implying that cluster 2 includes patients with higher vulnerability; 2.9% of the cluster 2 data belong to ''red'' category whereas no record belongs to the highest risk category in cluster 1. Table 2 given below demonstrates a potential association between PM concentrations and PEFR risk categories, along with their cumulative impact, for each cluster. For both clusters, the mean concentrations of PM10 and PM2.5 are the smallest for the ''green'' category in all cumulative periods. The largest mean PM concentration is associated with the ''red'' category for cluster 2 but with the ''yellow'' category for cluster 1 (no ''red'' category for cluster 1). There is a pattern that the PM impact decays over time for both the ''yellow'' and the ''red'' categories. The highest mean PM concentrations is at past hour (t-6) for both clusters. This finding supports the rationale for using air pollution data from the past hour in LSTM estimation. Figure 3 shows a loss function of the model for both training and test datasets during the machine tuning processes. The experimental process was iterated 200 times and the parameters were adjusted for both training and validation datasets at each iteration, along with the loss value of each model. Once the training process was complete, various neural network structures were formed to generate the models through a stepwise process until the final model was determined as that with the largest precision score. Figure 4 compares the predictive precision scores for PEFR categories by clusters and predictive methods (MNL and LSTM). It is evident that LSTM performance is far superior to MNL in predicting PEFR category, with 25-27% increase of precision for cluster 1 and 57-84% increase of precision for cluster 2 compared to MNL. Overall, MNL predicts better for cluster 1 than cluster 2 for every risk category, whereas LSTM predicts better for cluster 2 compared to cluster 1. Besides, the predictive performance of LSTM is found to be significantly better when used on clusters than when used on all samples together. This finding implies that the short-term PM accumulation could help improve the prediction of PEFR risk categories, particularly for cluster 2 whose samples are relatively older children with severe asthmatic symptoms. It also confirms etiology of asthma that the intensity of exasperation is normally higher in cases with family history. A deep learning approach such as LSTM is found to be more appropriate than standard statistical models to predict the PEFR risk categories when the cumulative effects of PM 10 and PM 2.5 concentrations are considered simultaneously.
III. RESULTS
A. PATIENT CHARACTERISTICS BY CLUSTER
B. EXPLORATORY ANALYSIS RESULTS
C. PREDICTION RESULTS
IV. DISCUSSION
Despite ample research on the association between indoor air pollution and allergic disease prevalence or exacerbation, public health and environmental policies still lack evidence for developing a preventive guideline for patients or vulnerable populations mostly due to limited availability of real-time big data and accurate predictive models. The recent popularity of IoT and deep learning techniques could respectively provide enabling technologies for collecting real-time big data and accurately predicting allergic disease risks for evidence-based intervention, but the effort is still in its infancy.
In this study of the year-long PEFR data of 14 pediatric asthma patients matched with the real-time PM 10 and PM 2.5 concentrations, we observed better prediction of asthma risk categories when the short-term accumulations of the PM records were analyzed by a deep learning model. We also found that predictive performance may differ depending on patient characteristics and duration of accumulation. Machine learning techniques have been recently used in distinguishing asthma phenotypes [39] or predicting asthma exacerbations based on telemonitored symptoms [40] , but there has been no attempt to predict asthma risk based on real-time monitoring of indoor air pollutants via a deep learning framework. This study is the first of its kind to show the potential of a deep learning approach as a tool for learning patterns between indoor air quality and asthma risk and predicting future risk of asthma exacerbations based on individual patient characteristics.
Although the sample size is not too large, we collected PM and PEFR data at every 10 minutes, which translated into 352,152 training samples for cluster 1 and 140,860 training samples for cluster 2. Considering that only seven input parameters were involved in this study (7) , the sample size used in constructing the neural network would be sufficient. The work reported here is only a feasibility study and requires further model development with considerably more samples and other covariates including outdoor air pollutants and individual patient characteristics.
The major limitation of this study, of course, is with regards to the interpolation and clustering of PEFR records in order to match with real-time PM monitoring data. A more thorough sensitivity analysis of those processes would enhance the robustness and feasibility of our effort to overcome the limited measurements of PEFR data. A long-term, comprehensive IoT-based PEFR or PFT monitored data would eventually remove such a limitation. Real-time indoor air monitoring and big data prediction via deep learning would produce valuable information that provides an advanced notice for the patients to take proper medication to prevent from falling sick as well as help them to improve their indoor environments. Such forecasting is also valuable to public health in terms of not only reduced disease burden from asthma but also a more efficient use of limited resources for treating asthma patients [10] . Upon successful refinement of deep learning algorithms based on a larger sample for whom actual real-time data on personal exposure to PM and pulmonary function are available via IoT-based mobile sensors, this approach could potentially play a groundbreaking role for the scientific data-driven medical decision making and prevention activities. He is currently working as a Professor and a Clinical Pediatrician with Korea University Guro Hospital. His research interests include alleviation and prevention of allergy, and childhood respiratory diseases, in particular asthma. Recently, he is working on the development of prevention platform using the IoT devices, including mobile and monitoring system in outdoor. He has a lot of academic articles and publications and received many fellowship awards and honors.
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