The four isosurfaces are computed for isovalues and its augmented version with the Betti numbers of each isosurface. The Contour Tree is a fundamental data structure in scientific visualization that is used to preprocess the domain mesh to allow optimal computation of isosurfaces with minimal overhead storage. The Contour Tree can also be used to build user interfaces reporting the complete topological characterization of a scalar field, as shown in Figure 1 .
The first part of the paper presents a new scheme that augments the Contour Tree with the Betti numbers of each isocontour in linear time. We show how to extend the scheme introduced in [3] with the Betti number computation without increasing its complexity. Thus, we improve on the time complexity from our previous approach [10] improved efficiency. The central part of the scheme computes the output Contour Tree by merging two intermediate Contour Trees and is independent of the interpolant. In this way we confine any knowledge regarding a specific interpolant to an oracle that computes the tree for a single cell. We have implemented this oracle for the trilinear interpolant and plan to replace it with higher order interpolants when needed. The complexity of the scheme is . Lastly, we report the running times for a parallel implementation of our algorithm, showing good scalability with the number of processors.
INTRODUCTION
Scalar fields are used to represent data in different application areas like geographic information systems, medical imaging or scientific visualization.
One fundamental visualization technique for scalar fields is the display of level sets, that is, sets of points of equal scalar value. For example, in terrain models isolines are used to highlight regions of equal elevation. In medical CT scans an isosurface can be used to show and reconstruct the separation between bones and soft tissues. The domain of a scalar field is typically a geometric mesh, and the field is provided by associating each vertex in the mesh with a sampled scalar value. If the mesh is a simplicial complex then a piecewise linear function is naturally defined by interpolating linearly, within each simplex, the scalar values at the vertices. If the mesh is a rectilinear grid then a piecewise trilinear function is naturally defined by interpolating, within each cell, the scalar values at the vertices.
The Contour Tree is a data structure that represents the relations between the connected components of the level sets in a scalar field. Two connected components that merge together (as one continuously changes the isovalue) are represented as two arcs that join at a node of the tree. The pre-computation of the Contour Tree allows one to collect structural information relative to the isocontours of the field. This can be used, for example, to speed up the computation of isosurfaces by computing seed sets over the Contour Tree data structure as in [13] . The display [1] of the Contour Tree provides the user with direct insight into the topology of the field and reduces the user interaction time necessary to "understand" the structure of the data. Figure 1 shows an example of how information can be extracted from the Contour Tree display.
The first efficient technique for Contour Tree computation in 2D was introduced by de Berg and van Kreveld in [5] . The algorithm proposed has c omplexity in higher dimensions, was proposed by van Kreveld et al. in [13] . This new approach is also used as a preprocessing step for an optimal isocontouring algorithm. It computes a small seed set from which any contour can be tracked in optimal running time. The approach has been improved by Tarasov and Vyalyi [12] achieving
complexity in the 3D case by a three-pass mechanism that allows one to resolve the different types of criticalities. Recently Carr, Snoeyink and Axen [3] presented an elegant extension to any dimension based on a two-pass scheme that builds a Join Tree and a Split Tree that are merged into a unique Contour Tree. The approach achieves
t ime complexity. One fundamental limitation of the basic Contour Tree is the lack of additional information regarding the topology of the contours. In high pressure chemical simulations [11] , hydrogen bonds between the atoms cannot be represented in a traditional way but can be characterized by isosurfaces of potential fields. The Contour Tree provides important information regarding the clustering of atoms into molecules but fails to discriminate between linear chains and closed rings (or more complex structures), which have different physical behaviors. In [10] we introduced the first efficient algorithm for the computation of the Betti numbers of all the level sets of a scalar field in (  0 )  2 1  3  # 5  6  7 1  F 8 t ime. In this paper we introduce an extension of the algorithm in [3] that allows one to add the Betti numbers of each contour while maintaining the simplicity of the scheme and the efficient
t ime complexity. We also introduce a new divide and conquer scheme for the computation of the Contour Tree. The basic idea is to compute Join/Split Trees by recursively combining the same trees computed for two halves of the mesh. This approach allows one to achieve better modularity by confining any knowledge of a specific interpolant to an oracle that computes the tree for a single cell (in the Appendix we report the oracle for the trilinear interpolant). In our analysis of the scheme we show a time complexity of
, where I i s the number of critical points in the field.
The algorithm is also easy to parallelize. Running times from our parallel implementation specialized for rectilinear grids shows good scalability with the number of processors.
THE CONTOUR TREE
Consider a scalar field Figure 2 shows a 2D scalar field with the associated Contour Tree.
CONTOUR TREE COMPUTATION
This section summarizes the main result of [3] , which is an elegant and efficient algorithm for the computation of the Contour Tree in any dimension. We refer to [3] for a formal proof of the correctness of the scheme. Topol. change 
BETTI NUMBERS COMPUTATION
This section introduces a modification to the function ContourTree that provides a more detailed characterization of the contours of a scalar field. The output generated by the modified function is the Augmented Contour Tree (P @ ¥ ¦ ¡
), as defined in [10] , which has a triple . The toroidal contour then splits into four components, each being a topological sphere.
In general the
has the same structure of the ¥ ¦ ¡ since it has the same number of non-degree-two nodes (extrema and merge/split points) and the same connectivity among them. The main difference is that the ¥ ¦ ¡ , in its minimal form, has no nodes of degree two. In contrast the P @ ¥ ¦ ¡ requires degree two nodes at the isovalues where a contour changes its topology without splitting or merging. Because of these added nodes, each arc of the 
Overall we have a set of 
We solve the systems of linear equations defined by (2) and (3) 
Correctness. The correctness of the routines LUStars and BettiNumbers derives directly from the definitions of the parameters computed. To prove the correctness of AugmentedContourTree we show that there are two invariants that remain true at each iteration. The invariants are the systems of equations (2) . This dissection can be computed for unstructured finite element meshes [8, 7] 
DIVIDE AND CONQUER STRATEGY
time. For simplicity of presentation and implementation (straightforward computation of the dissection), we restrict our analysis to the case of scalar fields
. This is the type of mesh that typically has the largest number of vertices (i.e., the type used in the largest simulations or generated by high resolution MRI/CT scanning devices). In this case the function ¢ is defined within each cell as the trilinear interpolation of the field values at the eight vertices. In this framework we cannot use the algorithm ContourTree since it assumes properties that are specific to a piecewise linear interpolant. For example, the trilinear interpolant admits critical points in the interior of a cell, a condition not allowed by ContourTree. Triangulating the cells of the grid is usually not an option for large data-sets, especially because the same topology cannot be reproduced in general unless several more vertices are added to each cell of the mesh.
Our approach overcomes this problem by assuming an oracle 
Recursive algorithm.
The recursive algorithm has the same structure of a merge sort scheme with the added feature that non-critical vertices are removed as soon as possible. This removal provides an output sensitive character to the algorithm and improves both its time complexity and its space complexity:
The function Split As the sub-meshes are merged together boundary points become interior points. In particular, every point is processed by Reduce in constant time. Moreover, any point that fails the test IsRegular is also processed in constant time by MergeJT at every level of the recursion. If To analyze the cost of dealing with the boundaries we apply the master theorem of recursive functions reported on page 62 of [4] , as shown in [7, 8] .
PRACTICAL RESULTS
This section reports some practical results from our implementation of the the two algorithms discussed in Sections 4 and 5. We first present an example of the Augmented Contour Tree of the scalar field obtained for a simple molecular data-set (methane) that shows surprisingly intricate topological structures. Next we compare the timings for the computation on data-sets of five different sizes. Methane. We consider the topological analysis of a small scalar field computed by ab initio simulation conditions for the methane molecule. We have computed the P Q ¥ ¦ ¡ and displayed it using the graph drawing tool graphviz [6] . The top portion of this graph is shown in Figure 1 , along with several isosurfaces, and their corresponding points in the P @ ¥ ¦ ¡
. We focus on this portion of the data-set since it is known that the simulation becomes less reliable at lower densities.
The Methane data-set, which is on a 32x32x32 rectilinear grid, is the simplest non-trivial data-set we explored. It is a nice example, since the visualization of the tree is possible by conventional means. This gives us a good way of exploring the possibilities of using the for closed surfaces. In the isosurface (d) the initial visualization shows a single surface, whereas the P Q ¥ ¦ ¡ shows 2 distinct components. Only after adding a clipping plane the second component is shown to be enclosed within the first. Performance. We have implemented in parallel the divideand-conquer P Q ¥ ¦ ¡ algorithm on a shared memory platform. This is done by creating two processes at each recursion that compute Join and Split Trees for each half of the mesh. The recursion become sequential as soon as the desired number of processes is reached. Table 1 summarizes running times for four data-sets of sizes scaling from thousands to millions of vertices. The speedup relative to the sequential case is reported in Figure 5 , compared to the ideal linear speedup (top line in the chart).
One can see that the speedup obtained in the parallel implementation scales nearly linearly. The coarse grained subdivision in our method is easily implemented in parallel. Each processor becomes responsible for a connected subregion of the mesh and works completely independently of the other processes. The only communication necessary is for a child process to return the ¢ ¡ and £ ¤ ¡ that it computed to its parent.
CONCLUSIONS
We have introduced two schemes for the computation of the P Q ¥ ¦ ¡ for scalar fields defined on simplicial meshes and on rectilinear grids. The first scheme is an extension of the algorithm proposed in [3] with the computation of the Betti numbers. The second contribution is a divide-and-conquer scheme for rectilinear grid domains. The complexity of this second scheme is improved further to
w here I i s the number of critical points in the mesh. Moreover, we demonstrate good practical scalability of a simple parallel implementation of this algorithm.
The comparison between the two schemes is interesting even if it applies to different classes of inputs. In particular, the divide-andconquer approach seems to present several advantages, especially for the processing of large data-sets. For instance, the auxiliary storage is kept as low as
. In contrast the original scheme can have
auxiliary storage since the union find processing needs to maintain auxiliary information on a set of vertices as large as the largest isosurface in the mesh.
In principle there seem to be no major problems preventing the application of the divide-and-conquer scheme to unstructured meshes, but further investigation is necessary to verify if the same performance benefits can be guaranteed in general.
The simple task of drawing the ¥ ¦ ¡ has become a major problem. For data-sets that we have successfully processed we already obtain trees that current graph drawing tools cannot handle. Still we plan to work on data-sets that are orders of magnitude larger. In such cases the development of interfaces that display the ¥ ¦ ¡ will present a major challenge. 
Bilinear Interpolant on a Rectangle
Consider a bilinear function 
Trilinear Interpolant on a Parallelepiped
We extend our analysis to the trilinear case and show how to compute the shape of the split and merge trees for a cube on the basis of the orientation of its edges and the function value of the eventual body saddle points. The analytical formulation of the trilinear interpolant is is four. Figure 7 shows the five distinct types of Split Trees that can be built with up to four maxima. We show in the following that the last type is not consistent with the topology of the trilinear interpolant. The important practical consequence of this theorem is that we can precompute four templates of Split Trees, and for each element in the mesh we select the appropriate template from the orientation of the edges. Simple numerical computations allow one to determine the specific values of the saddles where the merge occurs.
