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Summary 
The presented investigation develops a modelling technique, 
which allows measurement in a dynamically similar gas jet, to be related 
to the diesel engine injection process in the presence of air swirl. 
Modelling experiments have been performed for direct injection 
processes from both the centre and the circumference of the combustion 
chamber. A tracer gas technique has been employed, by which, concentra- 
tion of jet nozzle gas in the simulated air swirl was measured, thus 
yielding information on model predicted trajectory, spread and local 
fuel concentration. Gas concentration was measured using a specially 
developed hot wire anemometry technique which allowed measurement in a 
transient pulsed jet simulation. 
The modelling theory was developed on the basis that spray drop- 
let velocity relative to the air entrained into the spray is small after 
an initial jet disintegration, and droplet formation process. Consequent- 
ly the fuel spray is assumed to behave as an air jet bearing a mist of 
liquid droplets. 
Favourable comparison of model gas jet and engine fuel spray 
behaviour is initially made with published film data. Further compari- 
son of engine performance and associated high speed photographic results, 
with the model predicted fuel dispersion and local concentration levels, 
is made from data obtained on a modified Petter PM test engine. The 
results indicate that model predicted rich fuel regions, both at the 
combustion chamber wall and within the Jet core correspond to smoke 
generation areas recorded on the high speed films. Similarly, experi- 
mental engine performance parameters such as exhaust emission levels'# rate 
of pressure rise, and peak pressure are shown to directly relate to the 
model predicted dispersion of fuel. 
ii 
The conclusions drawn are that the modelling technique has 
potential in optimising the fuel injection equipment specification at 
the design stage and effectively represents the behaviour of the modelled 
engine fuel spray. 
iii 
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Notation 
A i) cross-sectional area of hot wire. 
ii) intercept constant in hot wire correlation law. 
Ac combustion chamber flow cross-sectional area 
(radius x height). 
Ap Proportion of the model gas jet weaker than 10: 1 air to 
fuel ratio. 
B i) slope constant of hot wire correlation law. 
Ii) mass transfer driving potential (Appendix A). 
Cd coefficient of discharge 
Cp specific heat at constant pressure. 
d diameter of jet orifice. o 
d diameter of gas nozzle. g 
df diameter of fuel nozzle. 
d diameter of hot wire. 
E, E0 voltage output of anemometer bridge. 
f( ) denotes 'function of' 
F(X) concentration function (equation 5.1) 
h i) height of combustion chamber. 
ii) overall surface heat transfer coefficient of the 
hot wire. 
Ho manometer total head reading (AHo denotes differential 
head manometer reading). 
vi 
Ip hot wire probe current. 
J momentum flux ratio. 
k thermal conductivity. 
ks hot wire material thermal conductivity at the wire 
support temperature. 
kw as ks but at the mean wire operating temperature. 
Kl solution variable defined by equation (4.7). 
K2 solution variable defined by equation (4.8). 
KT thermal conductivity evaluated at temperature T. 
1 length of hot wire sensing element. 
L wire material Lorenz constant. 
m mass flow rate. 
M molecular weight. 
n i) constant exponent. 
ii) molar quantity of gas. 
Nu Nusselt number (h. d/k) 
Pr Prandtl number. Ci. Cp/k) 
p absolute pressure. 
Pe Peltier coefficient. 
QC rate of heat loss to support by conduction from the 
hot wire. 
vii 
r local co-ordinate of combustion chamber radius. 
R combustion chamber outer radius. 
Re Reynolds number (p. U. d/p) 
R1 hot wire lead resistance. 
R hot wire operating resistance. w 
R hot wire room temperature resistance (at T c c 
Rt hot wire anemometer bridge top resistance. 
R hot wire resistance at the local gas temperature T 9 9 
K universal gas constant. 
s axial curved distance along the jet centreline for jets 
in crossf low. 
t time. 
Tm arithmetic film temperature (Tw +Tg )/2). 
Tw wire temperature. 
Tw' mean wire temperature (section 4.2). 
Tg gas temperature. 
Tc reference room temperature. 
T1 (TW - Tg) (section 4.2). 
U velocity. 
Uf fuel velocity at the nozzle. 
Ug gas velocity at the nozzle. 
Us jet velocity at centre line location 's'. 
Ua air velocity. 
x general length co-ordinate. 
z i) total length of hot wire sensing element. 
ii. general length co-ordinate. 
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Greek Notation 
a temperature coefficient of resistance. 
wire material resistivity. 
denotes a difference of magnitudes. 
modelling scale factor. 
P density. 
11 dynamic viscosity. 
V absolute viscosity. 
x molar concentration of tracer gas. 
IT ratio of circle circumference to diameter. 
a 
ab' 
a ba gas property 
functions defined by equation (4.26). 
c i. swirl ratio (swirl angular velocity/engine crankshaft 
angular velocity). 
ii. standard deviation. 
W angular velocity. 
0 angular displacement. 
ix 
Subscripts 
a i) air or cross-flow property. 
ii) gas type reference. 
b gas type reference. 
e denotes the fuel spray effective source property. 
f i) fuel nozzle property. 
ii) hot film anemometer property. 
9 gas [or jet nozzle) property. 
m denotes evaluation at the arithmetic film temperature T . M 
w hot wire property. 
Surscripts 
denotes X is evaluated in the engine conditions. 
denotes x is a mean quantity (except 7T). 
Abbreviations 
TDC Top dead centre. 
ATDC after top dead centre. 
BTDC before top dead centre. 
CTDC compression top dead centre. 
BDC bottom dead centre. 
EVO exhaust valve opens. 
AVO air valve opens. 
EVC exhaust valve closed. 
AVC air valve closed. 
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CHAPTER 1 
INTRODUCTORY DISCUSSION AND SURVEY OF PUBLISHED LITERATURE 
General Comments 
Dispersion of fuel within the combustion chamber of large diesel 
engines is usually achieved by a single, centrally placed, multi-hole 
injector nozzle. The fuel sprays thus created, possibly up to sixteen 
in number, provide even angular distribution of the fuel. and air 
entrainment into the sprays provides the mixing process in the absence 
Of any other air motion. 
However, the introduction of air swirl becomes desirable in 
smaller engines, where the number of nozzle holes has to be restricted 
due to manufacturing difficulties associated with the drilling, of small 
size multi-hole nozzles, and also running problems incurred by the 
clogging of excessively small spray holes. Hence, proportionally 
larger holes, usually three to five in number, are the norm in engines 
with cylinder capacities of one litre per bore or less. In these situa- 
tions the introduction of air swirl is essentially a compensating 
factorý for the large angular spacing of the fuel sprays and the 
decrease in available spray path length. 
The major factors affecting power output and exhaust emission, 
may therefore logically be expected to be those which directly influence 
the distribution of fuel within the combustion chamber. Such variables 
are numerous and include nozzle hole size and number, injection rate, 
swirl intensity, injection timing, combustion chamber design etc. 
By necessity therefore, the optimisation of fuel injection 
equipment characteristics, for any particular engine, is frequently 
a process of trial and error, preferably based on a large amount of 
experience on the part of the development engineer. Consequently 
ideas have been modified in light of new experience as a continuous process. 
2 
The following section of the survey is therefore intended to 
highlight the manner in which the -Fuel-air mixing process relates to 
engine performance, and accumulate the benefit of previoun research. 
3 
1.1 The Relationship of Air Swirl Intensity to Fuel Injection Variables 
1.1.1 Assessment of Air Swirl Velocity 
Meaningful interpretation of engine performance data, in 
relation to the fuel and air mixing process, is enhanced by a 
pre-knowledge of variation of swirl velocity over the considered 
engine speed range. Such information and comparison was 
provided by Urlaub ULM. when the'variation of swirl rate 
with engine speed was measured for a range of intake mask 
heights. 
As may be expected, the results of Urlaub shown in 
Figure (1.1) indicate an increase in swirl ratio with increase 
in mask height. Comparison of the manner in which swirl ratio. 
(defined as the ratio of air and crankshaft angular velocities), 
varies with engine speed shows a positive gradient for the 
$no-mask' data, whilst a negative gradient exists for the curves 
representing the swirl ratio with inlet masking. Increase in mask 
height or alternatively, decrease in inlet flow area, produces 
progressively1arger rates of decrease in swirl ratio with engine 
speed. 
The variation of swirl ratio magnitude for the different 
manifold geometries of Figure (1.1) is large. The results 
were obtained by monitoring the calibrated strain gauge output 
on a deflecting vane within the engine cylinder. 
Methods which have been Used to measure swirl velocity are 
varied. The early results of Lee (30) were obtained by mixing 
goose feathers with the intake air, and studying their motion 
by high speed photography. Additionally Lee used a rotating 
vane placed in the engine cylinder, the measurement of velocity 
then being achieved by instantaneously measuring the vanes 
angular velocity. Derham (31), and Horvatin (32) used hot wire 
4 
anemometers to measure instantaneous velocity throughout the cycle. 
Measured magnitudes of swirl velocity vary greatly between 
the sources. The results of Urlaub (Fig. (1.1)) indicate that 
large relative variation is possible by minor changes to the 
inlet manifold geometry of an engine. Thus, apparent discrepancy 
in the range of recorded 'typical' swirl magnitudes, Coccuring 
between different engines, with various port geometries and 
combustion chamber shapes), using different measurement tech- 
niques, is not surprising. 
Measurement techniques which rely on vane rotation, or 
tracers in the air flow, may be open to misinterpretation over 
periods of high acceleration within the flow field. Hot wire 
anemometry techniques overcome this disadvantage due to the high 
response rate of the sensor. However, an area of difficulty is 
now presented by the calibration of the hot wire probe, since 
the heat transfer it detects is a function of the velocity, 
temperature, and debsity of the air. All of which are transient 
variables in the engine cylinder. 
The following study of engine data will be seen to present 
a range of swirl values, and apparent discrepancy on actual 
'typical' magnitudes exists. However, the trend of engine data 
to relative change in swirl ratio will be shown to be consistent, 
and it is explanation of the trend that is therefore sought. 
0 
1.1.2 Evidence of Optimum Swirl Intensity 
Engine performance data corresponding to the swirl condi- 
tions of Figure (1-1) is shown in Figure (1.2). Decrease in 
volumetric efficiency. due to mask restriction of the intake 
manifold, is outweighed by improvements in both mean effective 
pressure and exhaust smoke level. However, the mean effective 
5 
pressure produced with the 14 mm mask becomes inferior to 
that of the lower swirl masks at higher engine speeds. 
Correspondingly, exhaust smoke emission exceeds that of the 
10 mm mask. This indicates an overswirled state, direct evidence 
of which is found also in the work of Melton and Rogowski (3), 
Nagao et al (4) (5), and Watts and Scott (6). 
The work of Watts and Scott compared induction swirl, as 
measured on a steady state blowing rig, with engine performance 
data. In this way, a relative measure of engine air swirl, as 
presented by the rig data, was related to engine performance. 
Figure (1.3) illustrates the result. Besides the obvious 
illustration of an optimum swirl rate, the curves also indicate 
a more marked decrease in performance for the overswirled region 
as compared to the underswirled state. 
An indication of variation of optimum swirl speed with 
engine speed was also presented by Watts and Scott. Figure (1.4) 
indicates a decrease in swirl rate for optimum operation at 
higher engine speed. In this respect Figure (1-2) taken from 
the work of Urlaub also shows a similar trend, since it can be 
seen that the high swirl ratio of the 14 mm mask is beneficial 
at lower engine speed, but the lower swirl masks are superior 
at higher engine speed. 
Similar illustration of optimum swirl intensity, presented 
by Nagao et al (4) for a deep bowl combustion chamber, is shown 
in Figure (1.5). The mean effective pressure curve, for 
maximum swirl, can be seen to represent inferior performance 
to that of even the no swirl data, whilst the lower swirl rate 
shows an improved performance. This again indicates a most 
severe deterioration in engine performance for the overswirled 
I 
state. 
6 
The photographic work for the deep bowl chamber shown in 
Figure (1.5), presented by Nagao at al, clearly shows a larger 
jet deflection for the high swirl case, but indicates that the 
flame front still reaches the combustion chamber periphery. 
The most marked difference between the low and high swirl rate 
photographs occurs at the initiation of the combustion process. 
The low swirl film indicates impingement of the jet on the 
chamber wall, with ignition occuring first in the areas adjacent 
to the point of impingement. The film for the higher swirl rate 
shows that ignition occurs first in the area behind the jet 
within the 'wake' region, and not adjacent to the wall. 
It will be of value to outline the basic viewpoints 
presented In explanation of the overswirled state. 
Urlaub'a investigation was primarily a study on the 
optimum conditions of air rotation and injection in engines with 
centrally located multi-hole nozzles. However, based on the 
evidence of'spray-deflection, observed by experimental rig 
simulation, impingement of the spray was shown to exist for all 
the test conditions, although varying proportions of deflected 
spray were measured. The explanation of optimum swirl rate of 
Pischinger and Pischinger (7), and Eisfeld (8),. was cited, where 
the opposing centrifugal and pressure forces acting on a fuel 
particle in the presence of swirl, were considered. 
By this concept, the solid fuel particle, under the 
influence of the rotating flow, may be expected to spiral 
radially outward. Conversely, in the presence of combustion 
a spiral motion towards the combustion chamber centre may be 
expected to occur if the density of the high temperature zone, 
representing the original droplet, becomes less than that 
of the air in the combustion chamber. 
7 
Under a similar mechanism, the denser unused air will be 
forced radially outward, thus enhancing the combustion process. 
Eisfeld postulated that optimum swirl intensity exists when 
this spiral mixing path, and hence air utilisation, is a 
maximum. 
However, in considering the above concept in the event of 
impingement, Urlaub indicates that many other factors come to 
bear on the problem. Evaporation and carburation at the combus- 
tion chamber wall may be expected to depend on swirl intensity, 
type of fuel. --thickness and spread of the fuel film, and wall 
temperature. Urlaub postulates that the mechanism by which 
auto-ignition sites are formed, adjacent. to the wall, is therefore 
highly complex, and not amenable to mathematical description. 
The viewpoInt. of Nagao et al (4), (5), and Melton and 
Rogowski t3), is considerably less complex. Marked decrease in 
engine mean-effective pressure. -and 
increased exhaust discolour- 
ation at swirl ratios in excess of the optimum was explained in 
terms of the 'thermal pinch' effect. 
This is considered to occur when the fuel spray does not 
reach the combustion chamber wall. In this event, the photo- 
graphic results of Nagao et al indicate that ignition occurs 
within the central fuel rich core, after which point the 
increased temperature and reduced density of the burning fuel 
volume creates a resistance to outward radial motion by the 
reverse mechanism of that described by Eisfeld for the solitary 
fuel particle. Air utilisation is thereby low, and the air 
contained in the outer regions of the combustion chamber is 
prevented from reaching the fuel. 
Melton and Ragowski were led to this conclusion by exam- 
ination of carbon formation and deduced thatithermal pinch' was 
8 
indicated by the restriction of carbon and combustion markings 
to the central regions of the combustion chamber. 
1.1.3 The Effect of Nozzle Configuration 
The nozzle configuration, in particular the number and 
size of the nozzle holes, may be expected to be as critical as 
the swirl ratio magnitude, because it is the inter-relationship 
of swirl and jet intensities, which determines the radial and 
angular distribution of the fuel. 
The results of Nagao et al (5), obtained for sprays 
injected into the shallow dish type of chamber are illustrative 
of this effect (Figure (1-6)). In the presence of swirl both 
mean effective pressure and exhaust discolouration are shown to 
deteriorate with increase in the number of sprays, with the 
exception of the low swirl data where an optimum spray number 
is evident. 
The 'no-swirl' curve shows a consistent improvement in 
performance as the number of sprays increase. This is explained 
in terms of the more even distribution of fuel, and therefore 
greater air utilisation throughout the chamber. Under these 
conditions the jet mixing, or air entrainment process, is the 
predominant factor in ensuring the fuel contacts the air. 
Melton and Rogowski (3). also found evidence of deteriora- 
tion in performance with increase in number of nozzle holes in 
tests conducted on the M. I. T. rapid compression machine. 
Figure (1.7) gives an illustration of their result, where the 
total pressure rise attributed to the combustion process is 
plotted against a pressure difference which is representative 
of swirl within the rig. Measured an this basis, the eight and 
eighteen hole nozzles can be seen to give superior performance 
9 
at low swirl intensities, whilst the four hole nozzle shows an 
improved performance at higher swirl rates with the optimum 
point clearly defined. 
Increase in the number of holes at constant total area 
and fueling rate, will correspond to a reduction in penetration 
potential of the individual spray. This therefore constitutes 
an increased swirl influence. 
The smaller angular spacing of the sprays at higher hole 
numbers, will produce smaller air sector separation, and danger 
of adjacent spray interference,. or overlapping, will be increased. 
This may be used in part explanation of the dependence of 
performance on the number of spray holes, but. the existence of 
an optimum number, of sprays. -as cirthe low swirl curve of 
Figure (1.61, also indicates that the: matchfng of swirI and spray 
intensities is relevant. 
The concept expounded by Eisfeld (8) and, Pischinger and 
Pischinger (7), and also the 'thermal pinch' approach, are 
feasible explanations of inadequate mixing processes in the 
presence of combustion. However, it may be postulated that the 
location of the first ignition site, and the proportion of 
previously formed near homogeneous mixture of suitable ignitable 
concentration is critical. 
Increase in the ability of the air swirl to transport 
sufficient fuel from the jet periphery to the rear of the jet 
and hence into a 'wake' region, prior to ignition, and at 
radii less than the wall radius, will increase the probability 
of ignition far from the wall even in the event of the main jet 
body fully penetrating. 
In creating a suitable near homogeneous mixture in the 
wake of the jet, the initial stages of combustion through that 
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fraction of the mixture may be expected to be rapid, and po55ibly 
evident by increase in combustion noise. 
Comparison of sound intensity and spectrum was made by 
Urlaub between three and five hole nozzles. Figure (1-8) shows 
the measured mean effective pressure variation with number of 
nozzle holes, (which again shows the same trend as Figures (1.6) , 
(1.7)1-and Figure (1.9) shows corresponding sound intensities. 
Not only does the mean effective pressure decrease for nozzles 
%4ith more than three holes, but the results also indicate a 
more violent, or more noisy combustion process, which will 
correspond to-a higher rate of initial pressure rise. 
Further evidence which compliments the above result may 
be-obtafted" from Huber. Stock and Pischinger (9). In this con- 
text. the dispersion of fuel within the combustion chamber was 
reprbsented by the fractional area it covered at the point of 
ignition, as recorded by Schlieren photography. The fuel spray 
in these cases was injected from the combustion chamber wall. 
Variation of mixing and fuel dispersion was achieved by changing 
the nozzle inclination to the combustion chamber radius, in 
conditions with and without air swirl. Figure (1.10) represents 
the data thus obtained, where the fractional area is plotted 
against the rate of pressure rise, and a degree of correlation 
can be seen to exist. The result is interesting. since the com- 
bustion produced phenomenom is represented directly in terms of 
fuel dispersion. Alternative representation in terms of engine 
variables such as nozzle hole number, swirl rate, injection rate 
etc., has the total effect of suggesting varying degrees of 
dispersion, but provides no direct comparison between equally 
bad mixing modes on opposite sides of the optimum. 
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1.1.4 Dependence of Exhaust Emissions on Fuel Spray and Air Swirl Intensity 
Evidence of correlation between spray intensity, at constant 
swirl rate, and exhaust emission levels, was presented by 
Khan and Grigg (10). Figure (1-11) indicates large variation in 
smoke level with change in injection timing, comparison with 
Figure (1.12) shows a strong correlation with ignition delay. 
Maximum smoke emission is seen to correspond to minimum delay. 
The variation of ignition delay depicted by Figure (1.12) is in 
agreement with that presented by Lyn and Valdmanis (11). 
The--trend of any gLven curve in Figure (1.11) with injection 
timing is explained by reference to the Schlieren studies of 
Huber, Stock and Pischinger. rnJection commencing at 90 degrees 
before top dead contra, In the presence of" swirl, was seen to 
produce a near homogeneous mfxtura by the time ignition occurred. 
The ensuing combustion was then poor, mixing being sufficiently 
thorough to render a generally overweak charge. Consequently 
smoke level, and also mean effective pressure, were low. 
Further dependence of emission levels on ignition delay, or 
more precisely, mixing time, is illustrated by Figure (1.131 
C1.14) also taken from the work of Khan and Grigg. It can be seen 
on comparison with Figure (1.11), that the decrease in smoke 
emission, with advanced injection, is at the expense of increased 
nitrous oxide and carbon monoxide levels. 
The figures (1-11) to (1.14) thus indicate varying degrees 
of the process observed by Huber Stock and Pischinger for the 
previously mentioned 90 degree advanced injection. The larger 
time available for the mixing process to occur with advanced 
injection is promoting Correspondingly larger proportions of near 
homogeneous, and possibly near stoichiometric mixture. Once 
ignition occurs flame propagation may be expected to be rapid, and, 
12 
rate of initial'pressure rise, temperature, and hence nitrous 
oxide formation will tend to be high. The dependence of nitrous 
oxide emission an charge mixedness is also inferred upon 
comparison of the two swirl rates in Figure (1.14), where the 
higher swirl intensity can be seen to provide higher nitrous 
oxide emissions. 
The emission formation process indicated is therefore very 
similar to that postulated by Henein (35), and illustrated in 
Figure (1.15). By this concept, the increased nitrous oxide 
formation due to the higher swirl rate of Figure (1.14) indicates 
the extension of spray vapour. or fine droplet, trail depicted in 
Figure (1.15). Similarly extensive ignition delay, corresponding 
t-a advanced injection, is indicative of a decreased oroportion of 
over-rich mixture as depicted by the spray core in Figure 
The inference is that the inter-relation of injection dura- 
tion and ignition delay is an important parameter in determining 
emission formation. More exactly, the mixture formed at the point 
of ignition is indicated to be a major controlling factor, 
particularly when ignition delay exceeds injection duration. An 
interesting point is that this is more evident from qualitative 
Schlieren analysis, where the dispersion of the fuel spray is 
observed directly, than from the interpretation of quantitative 
information on engine parameters such as nozzle configuration etc. 
The problems associated with interpretation of engine 
produced variables, such as nozzle configuration and smoke level, 
may be realised by again referring to Figure (1-11). Comparison 
of emission levels between the various nozzle configurations, 
at constant injection timing, presents an apparent contradiction 
to the above concept related to Henein 's Figure (1.15) - 
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The extension of the vapour trail has been considered to 
promote the emission of nitrous oxides, and inhibit carbon emis- 
sion. Figure (1.11) may now seemingly suggest that decrease in 
single spray penetration potential, or increased swirl 
influence, (for higher hole number configurations), and hence 
jet wake extension, produces the converse effect in increasing 
carbon emission. 
The problem is therefore one of interpretation. Figure (1.6) 
has already been used to illustrate the effect of spray hole 
number. Comparison of Figure 11.6) with Figure (1.11) shows a 
similar trend, which is explained by Nagao et al in terms of the 
'thermal pinch' effect. 
Thus-a degree of balance-is indicated between the heavily 
impinging spray with low proportions of waKe homogeneous mixture, 
but excessive wall wetting with consequent carbon emission, and 
the weak jet or over intense swirl, producing excessive spray 
deflection, possibly under penetration, poor air utilisation, and 
carbon formation due to the 'thermal pinch' effect. 
Interpretation of engine produced data is difficult, and 
ultimately the process which has to be explained is the mixture 
formation prior to ignition. Schlieren studies have been shown 
I to provide direct qualitative information on the fuel dispersion. 
The critical manner in which air swirl and fuel spray interaction 
controls engine performance has been illustrated. 
It is therefore proposed that any method of isolating, and 
hence, directly studying the fuel air mixing process divorced of 
the many complications of interpretation and variable interaction 
intrinisic to engine produced data, will be beneficial in under- 
standing the physical processes which occur. 
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Analytical description of the process represents one such 
method of isolation. Therefore a survey of relevant published 
mathematical models is desirable. 
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1.2 Discussion of the Literature Pertaining to Mathematical Analysis of 
the Fuel Spray 
1.2.1 General Comments 
The processes which occur within a fuel spray are sufficiently 
complex to prevent exact analytical description. Many researchers 
have considered the processes occuring in single droplets subjected 
to high temperature air streamss Godsave (12)C13), and Henein (14) 
showed that such analysis provided data on single droplet heat. up 
period and evaporation rate. However, the behaviour of single 
droplets is generally realised not to be indicative of the history 
of similar droplets contained within the fuel spray, where varia- 
tion of vapour pressure, relative velocity to the entrained air, 
and local temperature prevent the application of results obtained 
for the solitary fuel particle. 
The jet nature of the fuel' spray was realised by Schweitzer 
(15)(16), who established that considerable air motion was induced 
by the advancing spray. The Jet viewpoint has led workers such as 
Melton (17), Wakuri et al (18), and Thring and Newby (19) to adopt 
a macro-scale viewpoint of fuel sprays injected into still air: 
hence concepts such as source momentum and mass conservation are 
utilised in place of micro-scale droplet considerations. Dent (20) 
treated the fuel spray as a gas jet by modifying the orifice diameter 
used in the calculation of penetration by an adaptation of the work 
on co-axial gas jets performed by Forstall and Shapiro (21). 
The mathematical analysis of fuel sprays injected into 
swirling air is complicated by the interaction of the two flow 
fields. Allowance for the conditions within the spray core is 
usually achieved either by considerable assumption or by resorting 
to experimental data. 
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1.2.2 Review of Mathematical Analysises for Fuel Sprays Injected 
into Still Air 
The basis for rejection of the single droplet ballistic 
approach by both Melton and WaKuri et al was the high decelera- 
tion calculation predicts for a solitary droplet. Results of 
similar preliminary calculations, made by the author for single 
droplet histories, are shown in Figure (1.16). Calculation of 
the penetration was achieved by equating the droplet inertia- 
forces to the drag forces over small time increments, using a 
step-by-step iteration technique. The full derivation of these 
calculations is given in Appendix A. 
Wakuri et al and Melton both considered the momentum of 
the fuel droplets to be shared with the surrounding air, hence 
at a short distance from the nozzle, the fuel spray was considered 
essentially as an air jet carrying a mist of fuel droplets 
(possessing negligible relative velocity to the air), and 
possessing a total forward momentum equal to that of the nozzle 
momentum. 
Viewing the fuel spray as Figure (1.18), and applying the 
conservation of jet fluid at all axial stations, allowed 
Wakuri et al to derive the following penetration equation: - 
pa 
Pf 21 
a (2i) .-. tan 0 d /C- 
d 
U ...... (1.1) 
od 
where Pas Pf are the air and fuel densities respectively, x is 
the axial location measured from the nozzle, d the orifice size 
U0 the injection velocity, t the time measured from the start 
of injection, 0 the cone half angle and Cd the nozzle discharge 
coefficient. 
Wakuri et al, and also Sass (25), experimentally showed 
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that the cone half angle may be represented solely as a function 
of pf /P 
WaKuri et al also provided a simple method of predicting 
the average cross-sectional air to fuel ratio at any axial 
station. Again referring to Figure (1.18), the mass flow rate 
of entrained air at an axial location x, may be defined by 
the product of the difference of the total volumetric flow at 
x and the nozzle volumetric flow, with the charge air density. 
Thus: 
2p výC: d 32 _ 
Cd UI 7rd {u tan6+- ax axd24 C) 
The local mass flow rate of fuel ý fx 
is constant and equal to the 
nozzle mass flow rate which is known. 
Thus the local excess air coefficient X is defined as: 
ax 
s fX 
where n is the stoichiometric air to fuel ratio. The variation s 
of X thus calculated is given in Figure (1.19). x 
Wakuri et al also investigated the nature of the fuel spray 
experimentally. A range of jet momentum flows were created by 
varying the nozzle size and injection pressure, and a range of 
density ratios (P f 
/P 
a) created 
by changing the air density. 
Resultant penetrations and cone angles were then recorded by high 
speed cine-photography. 
Penetration was shown to be directly proportional to the 
square root of time, i. e.: 
x Is /E ....... (1.4) 
Where k is a constant dependent on nozzle size, injection pres- 
sure, and density ratio. A non-dimensional grouping was then 
taken to be representative of spray penetration and shown to be 
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solely a function of density ratio (Figure 1.20): - 
pf 
AU -. d pa 
0 
Inclusion of this grouping in equation (1.1) by substitution 
of equation (1-4). may be shown to yield: - 
( rC ýd p ý/p 
20 2 tan- 
F/pa 
- (1*63 2 
K1rU -d) 
Comparison of the predicted cone angle (equation (1.6)) with 
those measured experimentallY is shown in Figure (1.21). 
Melton (17) proposed a comparison between the liquid fuel 
spray and gas jet phenonmenon. In a manner similar to that of 
Wakuri et al conservation of source momentum and mass were 
, 
considered, but with additional provision for radial variation 
in forward jet velocity. Hence, by assuming a self-preserving 
velocity profile, and constant cone angle, Melton derived: 
cpf 
Fp Pf 
0 a- 
I 
I+ cý(2x/d) 
(1.7) 
where Uc is the local centre line velocity, and a is a constant. 
The value of - is chosen to given the area of jet cross- 
section through which the source momentum would issue at the 
local centre line velocity and density in the formula: 
7r 01 +-x12 
Pf 
CU SI) 
2 
ird 
2 
-8) 2puC4 
where p is now the local jet density. 
Thus the theory now differs from that of Wakuri et al, and 
dependance of penetration on cone angle is replaced by its 
dependence on -. The value of m will therefore be a function 
of the assumed form of velocity profile. Melton indicated that 
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a value of a=0.085 was suitable for most diesel engine fuel 
spray situations, although rigourous derivation of this was not 
presented. 
Meltan provided a penetration versus time relationship 
as a progression from equation (1.7): - 
4 cc U 2x 0t+I 
did 
Jpa 
Axial variation of air to fuel ratio along the jet axis 
was shown to be a linear relationship, Melton's calculations are 
based on the centre line values however, and hence the point at 
which stoichiometric concentration is achieved is somewhat 
greater than that shown in Figure (1.19), where the average 
cross-sectional concentration due to Wakuri et al, is represented. 
The point at which the centre line concentration reaches 
the stoichiometric value was calculated by Melton to be approxi- 
mately 625 nozzle diameters. Viewing the history of a transient 
Jet as shown in Figure (1.22), Melton postulates that dissipation 
of the over rich regions of the spray can only occur after the 
cessation of injection. On this basis he concludes that the 
relationship of'injection period to ignition delpy time is an 
important parameter in determining the character of the succeed- 
ing combustion process. 
Successful direct application of gas Jet formulae to diesel 
engine fuel sprays was achieved by Dent (20). The formulae for 
centre line velocity variation in coaxial gas jets as derived by 
Forstall and Shapiro (21). was applied with a correction for the 
large density variation between fuel and air. The correction was 
applied in a manner similar to that derived by Thring and Newby (19), 
where the actual orifice size was replaced for calculation 
purposes by a nozzle diameter through which the same momentum and 
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mass flows of fluid would occur at a density corresponding to 
that of the charge air. This corrected nozzle diameter is given 
by: - 
dd 
Of 
c ýa 
The centre line velocity of the equivalent co-axial gas 
jet, from the formula of Forstall and Shapiro is then: 
d 
I-ppaf 
-u0 soomess (1.11) cx 
which upon substituting UC = dx/dt and integrating yields: 
1 
(8. C d' Uood. t pf 
/p 
a 
), 5 0.. 00 
Dent then showed agreement between the penetration data 
published in refs. (26) to C29) and the theory as by 
equation (1-12). 
Comparison of the penetration predictions of Wakuri et al, 
Melton, and Dent may be made by reference to Figure (1.17). Also 
illustrated is the trajectory for a single 20 pm droplet injected 
under the same conditions and computed as in Appendix A. The 
calculations have been based on suitable diesel engine conditions, 
and the values of cone angle and constant a have been taken from 
their respective references (18)(17). 
Figure (1.17) clearly shows the single droplet penetration 
to be inadequate, and also indicates the predicted penetration of 
Wakuri et al to be somewhat less than those of Melton and Dent. 
Wakuri et al assumed uniform dispersion of the jet fluid and 
velocity over the whole jet cross-section (Figure (1.18)), hence 
the source momentum was also taken to be evenly distributed over 
the Jet area. However, dependence on radial distribution was 
manifested by its relationship with experimentally observed cone 
I 
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d 
angles, which were shown to be a function of density ratio, but 
in the absence of allowance for centre line 'amplification' of 
forward momentum. Melton's derivation allowed for radial 
velocity variation by ultimately restricting the nozzle 
momentum to an area less than that of the total jet cross-section, 
but at a velocity equal to the local centre-line velocity by 
equation (1.8). Most interesting in this context is the 
adaptation of the gas jet formulae by Dent. Radial velocity 
variation will now be taken intrinsically as that for the equiva- 
lent gas jet, since the centre line axial velocity variation of 
equation (1.11) was Initially derived for pure gas jets by 
Forstall and Shapiro. The density correction on orifice size 
may thus be taken to represent a change in jet scale, at constant 
source velocity and momentum, to produce an equivalent gas jet 
of lower source density. 
1.2.3 Review of Mathematical Analysises for Fuel Sprays Injected into 
Swirling Air 
Accurate description of the air motion 
requisite to analysis of the mixing process. 
(22) based their computation of swirl rate oi 
of Lee (30). and considered a solid body air 
hence radial variation of air swirl velocity 
chamber was represented by: - 
is a necessary pre- 
Borman and Johnson 
n data from the work 
rotation to exist, 
in the combustion 
kR0 (1.13) 
where k is-a numerical constant. 
Initially the equations governing the behaviour of a single 
droplet were derived, which predict the heat transfer to and 
evaporation from the droplet, together with the trajectory equa- 
tion derived from Newtons first law. 
In the case of fuel sprays injected into still air, Borman and 
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Johnson allowed for the air entrainment of the fuel spray by 
considering single droplets to be injected into a jet having the 
penetration and axial velocity variation with time as represented 
by mathematical curve fits to the data of Schweitzer C16). Such 
results, for 7.5 pm diameter droplets are reproduced in Figure 
(1.23). Even spacing of the penetration versus time curves for 
adjacent droplet trajectories may be taKen to depict an established 
spray at that location. Thus, the results indicate a steady fuel 
spray exists after 0.5 msecs at 25 mm from the nozzle. Or 
conversely, droplets injected 0.5 msecs after the initiation of 
the injection process do not overtake droplets which were 
injected earlier, i. e. relative motion of the droplets in the 
spray is not significant. 
In allowing for the jet protection of fuel droplets from 
the swirl cross-flow, Borman and Johnson again utilised the data 
fits of Schweitzer, which were obtained for fuel sprays injected 
into still air. Solitary fuel particles were designated starting 
times, velocities, and positions corresponding to the tip of the 
undeflected spray. 
The trajectory then described by such a droplet may be con- 
51dered similar to that of a fuel particle swept away from the 
Jet boundary by the air crossflow, since jet protection of the 
droplet is no longer provided in the computation. 
Results taken from the work of Borman ahd Johnson are 
reproduced in Figure (1.24). The radial and angular components 
of droplet motion may be presented as in Figure 11.25). 
A point of considerable interest is illustrated by compari- 
son of the radial penetration curves between the two swirl ratios 
in Figure (1.25). The larger radial penetration depicted for the 
higher swirl ratio would suggest that this component is predomin- 
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antly a function of the centrifugal force to which the solitary 
droplet is exposed. 
The analysis of Hussmann, Kahoun and Taylor (23), was 
concerned with gasoline fuel sprays injected from the cylinder 
wall into swirling air, and was intended to describe the fuel 
stratification process in spark ignition engines. However, the 
principles of analysis thus derived could equally be applied to 
diesel engine fuel sprays. 
The equations governing the droplet evaporation and trajec- 
tory were derived in a manner similar to that of Borman and 
Johnson. However, in applying the derived relationships for a 
single droplet to fuel spray situations, an entirely different 
approach was adopted. 
Borman and Johnson overcame the lack of information and 
knowledge on the dynamic conditions within the spray zone by the 
application of Schweitzers experimental data. Hussmann, Kahoun 
and Taylor, however, viewed each droplet size group on a Weber 
number criteria. A critical ratio of shear forces to surface 
tension forces for each droplet size was considered to exist, 
beyond which value a particular droplet would be disintegrated 
into smaller droplets. This critical ratio was defined by the 
Weber number viz: - 
pU2d 
We am eggs, 1.14 crit 20 
where We 
crit 
is the critical Weber number, pa the air density, 
Um the maximum survival velocity, d the droplet diameter, and a 
the surface tensipn. 
The effects of droplet interaction were thus taken to be 
greatest over the initial portions of the spray path where the 
apparent velocity of the droplet relative to the air is largest. 
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Hence, for a given droplet size equation (1.14) was used to 
define a maximum relative velocity to which it could have been 
bkposed. Accordingly, values of drag coefficient and force 
were based on this maximum permissible velocity for portions of 
the droplets history over which the apparent relative velocity 
exceeded that dictated by the Weber number criteria. 
This then allowed the computation of trajectory and evap- 
oration for single droplets injected into swirling air with a 
form of compensation for the protection afforded by the fuel 
spray momentum content. However, Hussmann, Kahoun and Taylor 
indicated that penetrations thus calculated tended to be rather 
high, but stated that suitable modification of the drag relation 
may prove feasible in the light of more experimental data. 
Fuel evaporated by a single droplet, over small time 
increments, was considered to be immediately swept away by the 
air swirl. Hence, the total mass of fuel vapour to be attributed 
to a particular incremental air element, could be defined from 
the single droplets evaporated mass during the time step, and 
the mass fraction the droplet possessed in the initial droplet 
size spectrum. 
A typical set of calculated trajectories is reproduced in 
Figure (1.26), which corresponds to the mass distribution histo- 
gram of Figure C1.27). The derived fuel-air contour map 15 
msecs after the start of injection is reproduced in Figure (1.28). 
The half-logarithmic plot of Figure (1.29) is illustrative 
of the forces acting on the droplets. It can be seen that the 
velocity of the droplets referred to their injection velocity 
become very low (mostly less than M, the minimum value correspond- 
ing to the maximum percentage centrifugal or pressure force. At 
this point the droplet has exhausted its injection induced penetra- 
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tion and is being controlled predominantly by the 
consequent acceleration of the droplet then indic, 
tendency to adopt the motion of the air. At this 
centrifugal force acting on the droplet attains a 
percentage of the drag force. 
These results would therefore indicate that 
air swirl. The 
ates its increased 
stage the 
steady and low 
for solitary 
droplets removed from the spray the centrifugal forces are of 
secondary importance, the predominant result being the transport- 
ation of the droplet by the air, this is well illustrated by the 
final, near circular, trajectories of Figure C1.26). 
The work of Adler. and Lyn (24). has a basically different 
approach to the previous droplet trajectory and evaporation 
techniques of refs. 122)(23). In this work the fuel spray is 
viewed as shown in Figure (1.30), and divided into rectangular 
elements of width 2b and height h. 
Inspection of high speed Schlieren films of the injection 
process led Adler and Lyn to the conclusion that the fuel spray 
behaved as a quasi-solid body. That is, steps in time produced 
progession of the spray tip as shown in Figure (1.30), preceding 
envelopes then describing an established spray boundary or width. 
The discrete elements of the fuel spray were then considered to 
be under equilibrium of the inertia and drag forces of the flow 
field. 
The unknowns to be solved were then defined as jet trajec- 
tory (centre line position), mixing zone width (2b), centre line 
values of velocity. concentration, and temperature, and finally the 
evaporation function. The latter was defined as the ratio of 
liquid fuel mass to total fuel mass within an individual element, 
and was derived independently from the experimental work of Dlauhy 
and Garvin (33). Relative velocity between the droplets and air 
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was assumed to be negligible. 
The remaining unknowns were then solved by application of 
the equations of momentum, mass and energy conservation, a de- 
rived equation governing the width of the mixing zone (based on 
Prandtl's mixing length hypothesis), and finally the equilibrium 
equation for the spray element in the flow field. The formula- 
tion of the equilibrium equation, which governs the spray 
trajectory, required a deflection coefficient representing the 
gas forces an the spray. Adler and Lyn were forced to bass this 
value an ex0erimentally observed deflections from high speed 
spray photography. 
t Computations were performed for both acetone and fuel oil 
sprays injected into air. The presented results for fuel oil 
data are shown in Figure (1.31). Trajectory was matched with 
that observed experimentally by use of the deflection coefficient. 
The results correspond to an injection pressure of 125 atmospheres 
into air at a density of 5.7 Kg/m 
3. Unfortunately little infoma- 
tion is given on the cross-flow swirl magnitude but the air rota- 
tion was assumed to behave as a forced vortex. 
Figure (1.31) shows, as pointed out by Adler and Lyn, that 
the spray calculated width is rather narrow compared to that 
observed experimentally by the Schlieren film. 
The results indicate a very vigorous mixing process close 
to the nozzle. This is highlighted by the rapid changes in 
density and concentration over the initial portions of the spray, 
the density of the spray far from the nozzle being very close to 
that of the charge air. 
A mathematical model of particular relevance to the present 
project is given by Rife and Heywood in Ref. (36). The paper was 
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presented in October, 1974 and therefore came to the author's 
notice long after the major principles relating to the current 
project had been developed and established. It was therefore of 
considerable encouragement to note that others had independently 
derived the same basic description of the fuel spray. Namely, 
Rife and Heywood assumed: 
I 
The liquid core of the jet breaks into droplets within a 
few diameters of the nozzle orifice. 
2. The relative velocity of fuel droplets in the jet flow is 
small. 
3. Velocity and concentration are uniformly distributed across 
any section of the jet. 
4. The entrainment rates are the same as those of gaseous Jets. 
The assumptions 1; 2; and 4 are discussed more fully later 
in relation to this project. (Chapter 2). 
The approach of Rife and Heywood was to consider the fuel 
spray in a cross flow to behave as a gas Jet. The assumption 
(1) provides the basic description of the fuel core disintegrating 
close to the nozzle, and the jet thereafter being composed of a 
mist of droplets. Assumption (2) has already been used by Wakuri 
et al (18), Dent (20), Adler and Lyn (24) and Melton (17). 
On these basic concepts the fuel spray is viewed as an 
air jet bearing the droplets in its path, and assumption CO, 
although not theoretically founded is not unreasonable upon 
acceptance of (1) and (2). 
Rife and Heywood then applied an analysis similar to that 
of Abramovich (34) for gas jets, to this idealised fuel spray 
model. Hence, considering the fuel spray as a gas jet, and there- 
fore considering basically momentum and mass conservations, pro- 
duced a model which is far simpler than any of the droplet based 
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analysises mentioned earlier. 
Comparison of the calculated jet tip position, and centre 
line trajectory with data obtained from studies on the M. I. T. 
rapid compression machine (as used also by Melton and Pogowski 
are given in Figure (1-33) and (1.32) respectively. Agree- 
ment is good, and the total gas jet approach, when compared 
with single droplet analysises, is not only more readily applied 
but also, in the author's opinion, more realistic. However, in 
common with other mathematical models mixing in the presence of 
I 
impingement of the jet on the combustion chamber wall cannot be 
described. 
From the photographic evidence of the combustion process, 
and the theoretical analysis of the fuel spray, Rife and Heywood 
propose that the combustion process is controlled by the rate of 
mixing in the fuel jet. This is an important conclusion, since 
single droplet evaporation and combustion studies, (Henein (14), 
Godsave (12)(13)) although correct for single fuel particles, do 
not represent the controlling influence in diesel engine fuel 
sprays. A further conclusion of Rife and Heywood is also impor- 
tant, namely that the quasi-steady assumption of fuel spray 
propagation, i. e. that the fuel spray tip moves in the same path 
as fuel, injected later, is valid. 
The photographic records of Rife and Heywood led them to 
conclude that the fuel igniting in the initial stages of combus- 
tion, causing the first rapid pressure rise, has mixed to an 
average concentration near to, or less than stoichiometric. The 
amount of fuel mixed to this concentration will therefore depend 
on the relationship between mixing, rate and ignition delay. This 
is in agreement with the results of Khan and Grigg (10) shown in 
Figures (1.12) and (1-14) where the increase in nitrous oxide 
2g 
emissions can be attributed directly to increased Imixedness' 
at the point of ignition. 
30 
1.3 Discussion of the Literature Survey 
The experimental results outlined in Section 1.1 illustrate 
the existence of an optimum swirl intensity and its relationship with 
nozzle hole number and diameter. The exhaust emission levels are 
shown to depend on this relationship and the simplified concdpt of 
Figure (1.15) gives a reasonable explanation of the formation of 
nitrous oxides. 
Interpretation of engine data provides some insight into the 
processes which occur, but ultimately the fuel-air mixing process 
has to be studied directly. Schlieren photographic techniques 
provide direct analysis on this basis, but do not provide any 
means of predicting the behaviour of proposed fuel nozzle specifica- 
tiohs, with regard to the variation in fuel dispersion and hence 
exhaust emission levels which may be anticipated. 
Ideally mathematical analysis should meet this objective, but 
a critical appraisal indicates that the information on predicted 
performance of fuel sprays is usually limited to centre-line 
values of trajectory and fuel concentration. 
Viewing the issuing spray as a solid body projected Into the 
cross-flow, automatically implies a complex flow structure in its 
wake. The existence of eddies behind the fuel 'cylinder' may be 
expected to form suitabl*e mixing regions for the fractions of fuel 
removed by the cross-flow, from the outer, low velocity, portions 
of the fuel spray. Figure (1.15) has been used to illustrate that 
this area of the mixture is thought to be responsible for the 
production of nitrous oxides. In the event of near perpendicular 
impingement on the combustion chamber wall another vigorous mixing 
region is provided. However, in this region the process is highly 
complex due to the indeterminate ratio of fuel wetting the wall to 
that which rebounds and is mixed with the air. 
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The single droplet approaches of Borman and Johnson and also 
Hussmann et al, indicate that single droplet velocity, relative 
to the air, is not large within the established spray. Hence the 
successful application of simple momentum based relationships for 
k 
fuel sprays into still air by Wakuri et al, Melton, and Dent have 
provided reasonbly proven penetration predictions. The 
Figures (1.16) and (1.17) further illustrate the rapid decolera- 
tion of the single droplet. Figures C1.26) C1.29) show that the 
droplet eventually free of the spray, (after the Weber number 
criteria, as used by Hussmann et al (23), allows the air relative 
velocity to be fully effective), follows basically the rotation 
of the air in absence of any allowance for eddy regions behind the 
jet, and the centrifugal force is seen to be a small percentage 
of the drag force. Similarly the results of Borman and Johnson 
(Figure (1.25)) show that the droplets initial radially directed 
momentum is quickly destroyed. 
The model of Adler and Lyn is dependent upon experimentally 
observed trajectories for fixing a deflection coefficient to the 
spray. The centre line values of concentration and density indicate 
that the mixing of the Jet, thus predicted, quickly reduces the 
mean density of the spray to a value which approaches that of the 
charge air. (Figure (1.31)) However, the predicted spread of 
the Jet is small when compared to that of the observed fuel spray, 
and again indicates that the eddy 'type, mixing in the wake of the 
jet is important. 
The mathematical analysis of Rife and Heywood is particularly 
relevant, since it indicates a train of thought basically similar 
to that used within this project. NamelY that the description of 
the fuel spray is more effectively achieved by a gas jet approach. 
Under this concept the droplets are considered to move with the 
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air, and the fuel spray is thus reduced to an air jet bearing a 
mist of droplets in its path. However, in common with the 
previously mentioned mathematical models, the analysis of Rife and 
Heywood cannot describe the wake and wall impingement mixing 
regions. 
In conclusion, therefore, engine produced data provides an 
insight into the mixing process but is subject to misinterpreta- 
tion, and mathematical analysis, although of great'benefit in 
predicting salient details, is not capable of describing the waKe 
and impingement mixing processes which are relevant to the exhaust 
emission levels. 
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1.4 Definition of the Project Objective 
The purpose of the project is to assess the feasibility 
of representing the diesel engine fuel spray by a dynamically 
similar gas jet model. Measurement of tracer, gas concentration 
levels may then be used to assess the trajectory and dispersion 
of-Riel in the engine cylinder. 
Mathematical difficulties in describing the wake mixing regions 
and effect of wall impingement may then be bypassed and replaced 
by relatively straight forward measurement under laboratory candi- 
tions. 
The development of the technique demands the further objective 
of validating the results. Therefore measurement and comparison 
of engine data will be made with that produced by corresponding gas 
jet simulations. 
A measurement technique, for detecting the tracer gas concen- 
tration, capable of transient analysis, will also be developed. 
Hot wire anemometry will be used for this purpose. 
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CHAPTER 2 
Statement of the Basis of SimilaritY between the 
Diesel Engine Fuel Spray and the Gas Jet Model 
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2.1 Introduction 
Section 1.2.2 presented several theories (17) (18) (19) (20) in 
Which the two phase diesel engine fuel spray injected ihto still air 
had been analysed using single phase gas jet principles. 
In considering fuel sprays injected across an air swirl it is 
therefore logical to review the relevant published results for gas 
jets subjected to cross-flow. Separate regimes of such jets are 
generally accepted to be as shown in figure (2.1). In regions I and 
II the jet possesses a high momentum flux in relation to the transverse 
flow and therefore constitutes an obstacle to it. In these regions 
the jet acts in many ways as a solid cylinder and hence vortices and 
eddies are formed in its wake (regime IV). Kamotani and Greber (80) 
showed that the vortices thus formed acquire axial momentum from the 
Jet and more along the jet boundary whilst increabing in strength. 
Further downstream, where momentum interchange has occurred 
between the two flows, mixing of the two fluids is more orderly and 
a zone of profile similarity (III) is established. In this region the 
three dimensional character of the Jet is relevant and a 'horse shoe' 
or crescent shape is created, this is illustrated together with the axes 
notation in Figure (2.2). 
The diesel engine fuel spray may, therefore, be considered to 
possess all of those regions if impingement on the combustion chamber 
wall does not occur. However in the event of impingement it may be 
postulated that the regime of profile similarity (III) may not be 
created. 
Representation of Jet trajectory has been accomplished by 
Margason C81), Kamotani and Greber (80), Shandarov, and Ivanov, the 
latter two being reported by Abramovich C34). 
Margason used a water vapour flow visualisation technique and 
determined the trajectory of isothermal jets within the momentum flux 
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ratio range 4<J< 100, where: 
p u2 
2 
u 
where p 
Z' Pa 
are the densities of the jet fluid and cross flow 
respectively. 
The correlating equation thus obtained was: 
xI(, ) c '), 96.96m.. (2.2) 
d01d0, 
and was shown to liewithin the spread of data from the results of 
Jordinson (82), Keffer and Barries (83). Shandarov (34) and Ivanov (34), 
and other data. 
Shandarov's equation was obtained for non-isotherTnal jets, where 
the free stream temperature was varied up to a maximum of three times 
that of the colder jet, and in the momentum flux ratio range 
2<J< 22. The results indicated that the inclusion of momentum flux 
ratio in the trajectory equation automatically accommodated the effect 
of temperature difference between the two flows. The correlation of 
data for jets injected perpendicular to the cross flow was represented 
by: 
2.55 
smove. o. (2o3) d0 
Of greater relevance to diesel engines applications, where values 
of J are high, are the results of Ivanov, which were taken over the 
momentum flux ratio range 12 <3< 1000. Isothermal jets injected 
at various angles to the flow were investigated. the correlation when 
reduced to the case of a perpendicular jet is given by: 
1 1.3 z3 C-Y) (T) &**most@ C2.4) 
0 
Kamotani and Graber (80), considered non-isothermal jets, within the 
range 15 <J< 60 and 0<Ta-T9< 204 deg. C. and represented their 
data by: 
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-% 3 u d 
0 
a0a*00 (2.5) 
The constants a, b were presented graphically as a function of 
momentum flux ratio. The exponent b was not shown to be rigidly 
constant, and log a was not exactly linear with log J. In this re- 
spect their results differ from equations (2.2) (2-3) (2.4), and in 
contradiction to the findings of Shandarov, a slight and separate 
effect of temperatbre difference was noticed. However, this data 
also fell within the spread of data as summarised by Margason 
(equation 2.3). 
Other correlations of jet centre line trajectory data are 
those by Callaghan and Ruggeri (83), given by: 
3.3 
x 
-= 11) ( 
1) 
9a000a (2.6) d01 do 
and Storms (84) given by: 
x (, ) 
d0 do 00a0aa 
(2.7) 
It is apparent that the majority of equations for centre-line 
trajectory may be represented by: 
mn 
x const. Cz see. (2.8) 7d 
00 
The remaining problem is therefore to relate the diesel engine 
fuel spray to a gas jet in a realistic manner, -and hence apply the 
form of trajectory relationships presented by equation (2.8). 
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2.2 Basic Concept of the Fuel Spray and Analysis in Relation to 
Gas Jets in Cross flow 
2.2.1 Derivation of the Steady State Equations 
The conclusions to the literature survey (section 1.3) 
indicate that the diesel engine fuel spray may be viewed 
basically as represented in Figure (2.3). Fuel in the nozzle 
may be considered as a cylinder at the density of the liquid 
and moving at the injection velocity Uf9 If at some station 
further downstream the jet consists of droplets possessing 
negligible relative velocity to the entrained air, the transition 
may be considered to occur in an axial distance termed the 
'break up' region. Subsequent to this initial disintegration 
and decceleration process, during which total momentum will be 
conserved and shared with the entrained air, the fuel spray may 
be considered to emit from an imaginary source, of larger 
diameter than the original fuel orifice, and to consist of fine 
droplets possessing little relative velocity to the entrained 
air. 
The basic assumptions which are necessary to utilise this 
concept are: - 
a. Momentum and liquid fuel mass are conserved between the 
actual fuel orifice and the effective source of the jet. 
b. Deflection over the break-up region is negligible and 
hence the conserved momentum may be considered to act in 
the same direction as the original fuel orifice. 
C, Liquid mass is not removed from the spray by the crossflow 
between the fuel orifice and effective source. 
d. Relative velocities of the fuel droplets to the entrained 
air are small after the break-up region. 
By equation (2.8), similarity of trajectory between the engine 
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fuel spray as depicted in Figure (2.3), and a gas jet subjected 
to a similar cross flow, will be achieved when: 
jje *seems. (2.9) 
and d /R d /Re essooso (2.10) 
where J, J are the respective momentum flux ratios for the gas 9e 
jet and effective source, and R. R' are the respective combustion 
chamber radii in the model and engine, (assuming that the break- 
up region occupies only a few fuel nozzle diameters). 
Conservation of momentum between the fuel nozzle and 
effective source yields: 
.pfUf2df2=% Ue 
20e2 
and hence: ddfa Cu f 
/U (p /P 0*5 (2.11) 
therefore by C2.10) dZ E. d f . 
(u 
f 
/U 
e 
). Cp 
f 
/P 
e 
)0.5 (2.12) 
where C is a scale factor defined by ý= R/Rp, 
2U 2) 
= (p 
2)/Cp I. UI2) 
..... (2.14) By eq. (2.9) (p g -U 9 
Mp 
a, a efUe aa 
where Ua, Ua are respective model and engine mass averaged air 
vel6cities, (a prime P) denotes an engine quantity). 
0.5 
-1 0 0.5 Hence: p8aue= Cu ao 
ug /U 
a 
LIP 
ap9 
/P 
a)o.. Po 
(2.15) 
which may be substituted in equation (2.11) to yield: 
E. d . 
Pf-pa ufua 
008606 fp mp 0 gg; ugua 
Equation C2.16) therefore maintains similarity of trajectory 
on the assumption that the fuel spray behaves as a gas jet after 
the effective source, and ensures compatability irrespective of 
model scale or injected gas quantity. However, if similarity of 
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overall mass air to fuel ratio is to be maintained, then: 
mf /M m /M OR 
(p 
fUfdf 
2) I(p 
aI *Ua 
I 
@Ac (p g 
Uged 
92 
Mp 
a'Uas 
Ac)..... (2.17) 
where Ac denotes the combustion chamber flow cross-sectional area 
(radius x height). 
With compatability of engine and model geometry rearrange- 
ment of equation (2.17) yields: 
0 0.5 -I d9-df9&. ((p f 
/P 
a)/(Pa 'P9 
)) . ((Ua U f'/'Ua 'U9 
(2.18) 
which may be substituted in the trajectory relationship (2-15) 
to Yield: 
--I u . (U /U faa 
and hence by equation (2.16) the gas jet diameter is defined by: 
d9=dfa&. C(p f'o 'pa 
Mp 
go pa0.5 oosso 
(2.20) 
Equations (2.19)(2.20) therefore define the gas Jet 
velocity and nozzle diameter which is predicted to have a com- 
patable trajectory, and overall mass air to fuel ratio, with the 
engine fuel spray. 
2.2.2 Transient Analysis 
Equation (2-19) indicates that the nozzle and air velocitieB 
present the same ratio in both the model and engine. It may be 
expected therefore that: 
uu 
Usýus.... C2.21) 
9f 
where Us. Us are the local centre line velocities in the model 
and engine respectively. Denoting jet axial distances by s, s' 
in the model and engine respectively, and corresponding times 
by t, t'. 'allows equation (2.21) to be re-written: 
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ds I ds' I 
-= ýp . Tt 0F dt u 
9 
and if initial conditions are taKen as t= t' = 0. then 
integration yields: 
u 
t- t'. E. ufe.. e 
(2.22) 
9 
which relates the model and engine time scales. 
2.2.3 Representation of the Air Cross Flow Velocity 
Representative air velocities (U a, 
Ua ') have been used to 
calculate air mass and momentum cross flows and have been taken 
as mass-averaged values. Therefore, for a combustion chamber of 
constant height h', with a velocity profile defined by 
U f(r'), (Figure (2.3)), 
a 
R' 
P 
"h' 
f 
f(r') dr' RI 
Ia0 dr (2.23) ua Pa '.. h'. Rl Of R' 
In practice f(r') is unliKely to be well defined, and if 
the velocity profile is approximated by a forced vortex 
-0 Cf(r') = wrl), then U wRI/2. a 
The mass averaged velocity in the model is readily defined 
by measuring the air mass flow rate entering the model chamber 
0-a 
(m 
a 
Hence, Ua ma /(h. R. P a 
Clearly the form of air 
velocity profile in the model should be as similar to that existing 
in the engine as possible. 
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2.3 Criticisms of the Modelling Concept 
The analysis of section (2.2) is based on similarity of trajectory, 
momenta ratio, and overall air to fuel ratio. The concept of a gas jet 
with similar trajectory may be readily appreciated, but the manner in 
which fuel dispersion occurs in the engine, manifested by the local air 
to fuel ratio contours, is not as readily appraised on a theoretical 
basis (section 1.2.3). Fuel dispersion and mixing rate may be reasoned 
to be dependent on the turbulence eddy scale and intensities generated 
in the Jet, no attempt has been made to equate these parameters. 
Hestroni and Sokolov (85) showed that the spread of a two phase 
co-axial gas jet, of relatively low liquid phase addition, was slightly 
less than its single phase equivalent. It is therefore proposed that 
experimental data from the model and engine injections should be assessed 
to establish if gas dispersion is indicative of fuel dispersion for the 
same overall air to fuel ratio. 
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CHAPTER 3 
Survey of Hot Wire Correlation Data and Techniques 
42 
3.1 Introduction 
Reference to some methods of engine air motion measurement was 
made in section (1.1.1), and it was indicated that the transient nature 
of the process was most suitably detected by the hot wire anemometer, 
provided rigourous calibration of the instrument was undertaken. 
Successful measurements of the air velocity in motored diesel engines, 
using hot wire anemometers have been made by Derham (31), Horvatin C32), 
Khan and Grigg (10), Hassan (41) and Waidenmuller (42). 
Transient analysis in dynamically similar gas jet models also 
poses the same requirement of response as that of air motion in an engine 
cylinder. Hot wire anemometers were first postulated to be capable of 
measuring gas concentration by Corrsin (43) in 1949 when a theoretical 
appraisal of the subject was published. Way and Libby (44) showed that 
thermal interference, between a hot wire and hot film, increased 
sensitivity to concentration of helium in air, and concentration level 
was thereby quantitatively evaluated. Devilliers and Diep (45) presented 
a method of measuring gas concentrations of helium and argon in supersonic 
flows employing the combination of a hot wire and pitot tube although 
this method was not capable of transient analysis. Various methods of 
describing the heat transfer process in flows of known binary concentra- 
tion have been published, (Simpson and Wyatt (46), Baccaglini, Kassoy 
and Libby (47), Wassan and Said (48) and, Wassan, Davis and Wilke (49)). 
It was therefore logical to extend the hot wire anemometry tech- 
nique, developed for engine air velocity measurement, to include the 
measurement of binary gas concentration. 
Hot wire anemometers are sensitive to variables changing the 
rate of heat transfer from the fine sensing element. It is the accurate 
description of the dependance of heat transfer on fluid and wire proper- 
ties which provides the method of calibration in flows of varying charac- 
teristics. 
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3.2 Review of Salient Heat Transfer Correlations for Cylinders in 
Cross flow 
For forced convective heat transfer between single cylinders 
and incompressible cross-flows under near isothermal conditions, 
(or on the basis that the fluid properties are independent of tempera- 
ture), dimensional analysis yields (56) (58) 
Nu hd f(pUd , 
cpp f(Re, Pr) (3.1) 
k 11 k 
However, for non-isothermal cases, such as will occur in this 
project, the relationship (3.1) must be extended to: 
Nu = Me. Pr, Ctemperature dependent term)) .... (3-2) 
Considerable data is available for forced convective heat trans- 
fer from heated cylinders normally orientated to the flow (refs. (46) 
1 
to (60) inclusive). McAdams (58) collected and correlated data-from 
some of these sources, together with other data. However, general 
correlations of this type are frequently viewed, (56) (54) (60). to 
be at best an engineering approximation, and not suitable for accurate 
instrumentation work. The details of the correlation of McAdams, together 
with those of other research workers, are tabUlated in Tables (3.1) C3.2). 
The equation of Kramer (59) (Table (3.1)) was obtained for 
cylinders in air, water, and various grades of 61l, but by the same 
argument applied to the equation of McAdamp, the equation may be too 
general for accurate measurement in gases alone. It is included in 
Table (3.1), however, as an illustration of the necessity for the 
inclusion of Prandtl number to accommodate the various fluid types. 
Prandtl number for air and most gases varies only slightly with 
both temperature and gas type. The dependence ofNusselt number on 
Prandtl number as depibted by equation (3.2), is therefore masked by 
natural data spread, or incorporated in the temperature correction 
term. Consequently the remaining equations in Tables (3.1) (3.2) may 
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be seen to be independent of Prandtl number, and generally represented 
by: - 
Nu - f(Re, (temperature dependent term)) owloses (3.3) 
The equation of Ahmad (56) (57), obtained for various gas com- 
binations, is an illustration of this point. The correlation is for a 
cooled sensor, and may not be directly applicable to hot wires, however 
the correction on Nusselt number is provided by absolute viscosity ratio. 
The previously mentioned temperature correction is presented in 
the correlations of Hilpert (53). Collis and Williams (54), and Hassan 
and Dent (50), as shown in Table (3.1). The correlation of Andrews 
et al (60) is of interest in this context, since the corrected Nusselt number 
is a function of Knudsen number. The correction is shown to be relevant 
to fine wires, or rare gases, for which the Knudsen number is greater 
than 10 -3 , and non-continium flow exists. Baccaglini et al (47), 
also indicate discrepancy in data correlation for flows of helium- 
nitrogen, and, 'neon-nitrogen mixtures, in which, due to poor thermal 
accommodation on the surface of the wire slip effects become significant. 
The correlation of King (52), was based an potential flow theory 
for cylinders in cross-flow. Resultant discrepancy on the predicted 
heat transfer was reported by Collis and Williams (54), to be as high 
as 40%. It was observation of this deviation of King's law which 
promoted Collis and Williams to develop their correlation. The result- 
ant work was meticulous in detail and the equation form as shown in 
Table (3.1) is generally accepted. The change at Re - 44 was reported 
by Collis'and Williams to coincide with the onset of eddy shedding 
behind the cylindrical wire. 
The correlation of Hilpert extends over a very large Reynolds 
range. However, in order to achieve close agreement to data, employ- 
ing the power law shown in Table C3.1), the data is divided into four 
regimes. Such discontinuity, particularly at Re = 4,. and Re = 40, 
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is the major source of discouragement against its use. 
Davies and Fisher (55) evaluated the fluid properties at the 
free stream temperature, with the exception of thermal conductivity 
which was evaluated at the wire temperature. Hassan and Dent (50), 
showed that deviation of the predicted velocity occurred as overheat 
ratio was increased to that suitable for use in motored diesel engine 
combustion chambers. This was corrected by an empirical temperature 
compensation factor on the estimated velocitY from the Davies and 
Fisher correlation: 
U=U 
df 
(Tw/Tg) 0.3 0.00.80000 (3.4) 
where U is the corrected velocity, and U df is the velocity as predibted 
by the Davies and Fisher equation. 
Parnas (61) calibrated hot wires at various temperature loadings 
and compared the results between the cases for gas properties evaluated 
at the freestream temperature Tg, and those evaluated at the arithmetic 
mean film temperature Tm. A strong temperature loading effect was 
indicated when properties were evaluated at Tg, but when evaluated at 
Tm the effect was considerably reduced. 
Reference to Table (3.1) (3.2) indicates that the majority of 
the cited correlating equations have gas property evaluation temperatures 
at Tm. The exception being Davies and Fisher and consequently Hassan 
and Dent also. The equations of King, McAdams and Kramer do not 
incorporate a temperature correction. 
Collis and Williams indicate that loss of heat due to conduction 
to the wire supports is significant for length to diameter ratio (1/d) 
less than 1000. Consequently the majority of the cited hot wire 
correlations CTables (3.1) (3.2), 'refs. C52) C53) (54) CGO)), have been 
based on wires with high 1/d. In practice the length of the wire for 
most hot wire applications in I. C. engine research has to be restricted 
due to vibration leading to wire breakage during measurement on the 
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engine (section 3.3). For this reason the an6lytis, and estimation, 
of end conduction loss due to Davies and Fisher is of releva. ice, and 
will be discussed fully in section 4.2. 
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3.3 Review of Hot Wire Calibration Methods for I. C. Engine Velocity 
Measurement 
In this contekt the work of Hassan C41), Hassan and Dent CSO) 
Derham C31), Dent and Derham (51). Horvatin (32), and Horvatin and Hus- 
smann (62) are directly relevant. 
Hassan established that the calibration characteristics obtained 
for the anemometry probes used in his project were most suitably 
described by the equation of Davies and Fisher provided the temperature 
correction of equation (3.4) was applied. Velocity prediction over all 
the overheat ratio range was then possible, and hence upon operation 
in the engine similar variation in overheat ratio due to increase in 
gas temperature could still be accommodated by the ambient calibration. 
The work of Derham (31) continued with the same procedure. 
Dent and Derham (51) established that agreement of predicted and actual 
air velocities under ambient calibration conditions ensured agreement 
in the varying density flow of the engine. 
i The derived technique was to measure engine gas velocity at a 
particular wire operating temperature, Twl, using the ambient calibra- 
tion and the Davies and Fisher equation. Concurrently engine voltage 
traces were obtained at various other wire temperatures (and consequently 
overheat ratios) Tw2, Tw3 ...... The gas velocity measured at Twl was 
then used to compute the output voltages at Tw2, TO ...... Compari- 
son of voltages as predicted by the equation of Davies and Fisher, and 
actual engine measured voltages at Tw2, TO ....... were shown to give 
close agreement. The conclusion drawn was that variation in gas 
temperature and density throughout the engine cycle was accommodated 
by the temperature correction of equation (3.4). 
The work of Horvatin C32), as also reported in Harvatin and 
Hussmann (62), used the published correlation of Grigull et al (63) viz: 
Nu = 0.43 + 0.48 Re 
0.5 
seems*, &@ (3.5) 
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The equation contains no temperature correction, but Horvatin used 
a heated wind tunnel to check calibration consistency at varying gas 
temperature (20 - 170 deg. C. ). 
Discrepancy of any particular wire from the calibration curve of 
equation (3.5) was attributed to uncertainty in wire geometry and cold 
(room temperature) resistance. Horvatin therefore made minor modifica- 
tions to the measured, i. e. estimated, wire length in order to achieve 
coincidence of the actual calibration and equation C3.5). 
Similarly, Derham C31) made modest changes to the estimated 
wire operating temperature (due to uncertainty in contact resistance' 
(section 4.3.3), to achieve coincidence of ambient calibration data with 
the equation of Davies and Fisher. Such modification was slight and 
incorporated as an amendment to the operating resistance at the 
calibration stage. Typically, a theoretical operating temperature of 
750 deg. C would be increased to an "assumed" value of approximately 
790 deg. C to ensure coincidence with the Oavies and Fisher equation. 
The temperature correction of equation (3.4) then ensured validity of 
calibration under motored engine conditions. 
Horvatin, Hassan, and Derham all included conduction end loss 
prediction in their calculation of heat transfer coefficient. Under 
conditions of varying gas temperature the wire support temperature 
will also fluctuate, consequently the proportionate heat loss due to 
end conduction may be expected to decrease With increase in gas 
temperature. This is particularly relevant at the low wire length to 
diameter Cl/d) ratios necessary for mechanical strength in the engine. 
Derham used Pt - 20% Ir wires of diameter 10 pm, and the length to 
diameter ratio never exceeded 200. Horvatin found it necessary to use 
jim Pt-Rh alloy, wires, although length to diameter ratio is not stated. 
Harvatin assumed a parabolic temperature profile along the wire, 
the integrated mean temperature of which represented the nominal wire 
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operating temperature. Thus on fixing the nominal mean temperature, 
(wire operating temperature), the temperature gradient at the wire 
support was expressed as a function of the assumed parabolic profile 
and wire length, and hence conduction end loss could be estimated. 
Hassan and Derham used the end loss analysis of Davies and Fisher 
(section 4.2) 
/ 
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3.4 Review of Binary Gas Concentration Measurement Techniques 
Hot wire anemometers were first postulated to be capable of 
simultaneous measurement of velocity and concentration by Corrsin (43). 
The full analysis as presented by Corrsin is involved, the basic 
approach was to adopt King's equation (52), and represent the simult- 
aneous operation of two wires in close proximity by: 
Nu, +B1 (x) u 
Nu 2 '-- A2 
(x) +B2 (x) U 
0.5 
.avm.. 3.6 
a0aaa3.7 
where X is the local molar concentration fraction, and the intercept 
and slope parameters, Alp A 2' Blip B 2' are functions of X. Corrsin 
proposed that the two sensors should be chosen to have different 
heat transfer-characteristics, so that the equation (3.6) (3-7) then 
represent a pair of simultaneous equations with two unknowns X, U. 
Dissimilarity in calibration characteristics was assumed to be achieved 
by using wires of different diameter. Solution of (3.6) (3.7) was then 
presented on a theoretical basis by assumption that the concentration 
function forms A,. A2, BIS B2 were known. 
Little other relevant information on successful hot wire concen- 
tration measurement techniques has come to the authors notice up to the 
published work of Way and Libby (44) 1969. Tombach (64) is reported by 
Way and Libby to have attempted concentration measurement using a hot 
wire probe configuration, but to have abandoned the technique due to 
calibration shift caused by exposure to high concentrations of helium 
in air for long periods of time. Way and Libby. however, found that 
sensitivity to concentration of helium in air could be enhanced by 
allowing thermal interference of the hot wire onto the hot film to 
occur. Calibration shift problems did not occur provided the helium 
exposure time was limited.. 
The analysis was again based on King's equation which may be 
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represented: 
E2=A (X) + E3 (X) U 
0.5 
.. *$. bebe (3.8) 
0.5 Ef=Af (X) +Bf (X) U au ...... (3.9) 
where E represents the wire output voltage and the subscripts w, f, refer 
to the hot wire and hot film respectively. 
Re-arrangement of (3.8) and (3.9) yiblds: 
EA {1 (B /B )(A /A, ) + (B /B )E *some** (3.10) ý4 wwffwwff 
which may be more easily represented by: 
E2. f (X) +fME2 *a-moose-Po (3.11) w12 
where f1 IX), f2 (X) are the respective intercept and slope functions 
of equation (3.10). 
Palibration data for operation in known concentrations, at high 
film temperature C275 deg. C), and low wire temperature (50 deg. C), 
with the wire downstream to the film is represented in Fig. (3.3). The 
dependence of fI CX) and f2 (XI on concentration level is not great. 
Similar data for the wire upstream of the film (0.05*, mm), Tw = 100 deg. C. 
Tf = 275 deg. C, and therefore creating thermal interference of the 
wire onto the film, is shown in figure (3.4). Separation of the 
calibration curves is greatly enhanced, and hence voltage readings, 
Efs Ews provide explicit definition of both gas concentration and 
velocity. 
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3.5 Conclusions of the Survey of Anemometry Techniques 
3.5.1 Applicability of General Correlating Equations to Engine 
Velocity Measurement 
The correlating relationships of McAdams and Kramer are based 
on a wide range of data and may prove too general for accurate 
velocity prediction. The equation due to King has been 
criticised on its potential flow basis of derivation and reported 
to give large systematic errors on heat transfer prediction (54). 
The equations of Collis and Williams have been meticulously 
derived, but are notdirectly applicable to I. C. engine research 
due to limitation on the overheat ratios employed and the low 
length to diameter ratio necessary for mechanical strength in 
the engine. Similar arguments apply to the correlation of 
Andrews et al, where additionally the correction on Nusselt 
number is difficult to apply due to the necessity to indirectly 
include the accommodation coefficient for the wire material and 
gas type. 
Incompatability of the equation due to Davies and Fisher to 
the I. C. engine measurement problem has caused worKers such as 
Hassan and Derham to develop the original relationship beyond 
its initial range. In particular the extensive range of over- 
heat ratios presented by operation in the engine cylinder pro- 
moted the application of the empirical temperature correction of 
equation (3.4) to the velocity predicted by the original Davies 
and Fisher equation, (for which Tw/Tg < 2.0). The inclusion 
of a temperature correction terms is in itself a predictable 
requirement for operation over a wide temperature range 
(equation 3.3). 
However, mechanical strength requirements in the engine 
limit the wire length to diameter ratio to a typical maximum 
value of 200. Wire weld contact resistance then becomes a 
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significant proportion of the wires measured room temperature 
resistance, and consequently both Horvatin and Derham were forced 
to make-minor modifications to the estimated wire operating 
details, in order to ensure coincidence with the respective 
original equations. Horvatin made allowance for data deviation 
from equation (3.51 by modifying the estimate of wire length and 
measured room temperature resistance, and Derham effectively 
modified the operating temperature estimate in order to compensate 
for the contact resistance deviation. The correction used by 
Derham increased the estimated wire temperature and therefore 
implied a room temperature resistance slightly less than that 
which was directly measured, usually corresponding to an effective 
contact resistance value of approximately 0.2 SI. 
In light of the above mentioned difficulties encountered 
upon direct application of published hot wire equations, it is to 
be concluded that a heat transfer correlation of data, based on 
typical probe configurations as used in the engine, would be a 
desirable extension to the previously developed techniques. 
Such a correlation should therefore extend over a sufficiently 
wide overheat ratio range, and incorporate consideration of the 
weld 'contact' resistance error which is relevant at the low 
length to diameter ratios employed. 
Additionally, the heat transfer relationship of the sensor 
will be a critical consideration in developing the binary gas 
concentration measurement technique, hence, additional correlation 
of data for various gas types is desirable. 
3.5.2 Binary Gas ConcentratiDn Measurement 
The analysis of Corrsin (43) is of interest, but up to the 
present has received little attention and development. 
The method of Way and Libby indicates that concentration 
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sensitivity of hot wire configurations may be achieved, but is 
heavily dependent on the interference of the two sensors. 
Measurement in the recirculating wake of the dynamically similar 
gas jet model may be expected to present uncertainty in flow 
direction and hence interference characteristics. The technique 
is also limited to operation at the calibration gas temperatures. 
During the initial stages of this project, gas jet modelling 
in the engine was contemplated, and a technique was therefore 
sought which provided the facility to measure gas concentration 
under non-isothermal flow conditions. 
Consequently it was concluded that a technique should be 
developed, possibly similar to that of Corrsin, which does not 
rely on sensor thermal interference, and has the facility to 
operate in non-isothermal flow fields. Such a technique will be 
related to the heat transfer correlation proposed in section 3.5.1. 
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CHAPTER 4 
Development of the Anemometry Heat Transfer 
Correlation: Practical Operation of Hot 
Wire Anemometers 
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4.1 Description of Experimental Equipment 
4.1.1 Hot Wire Anemometry Bridges: Principle of Operation 
The general principle of operation of constant temperature 
bridges may be explained by reference to the simplified circuit 
of figure (4.1). 
The probe system, comprising lead and wire resistive loads 
(Rlo Rw) form one arm of a wheatstone bridge, the remaining 
current path in the active side being formed by the bridge top 
resistance Rt. The passive arms of the bridge comprise resistances 
Rt variable resistance R 1c, and decade resistance Rd0 
The servo-amplifier maintains balance of the bridge by can- 
trol of the voltage E0, and hence probe current Ip, Thus E0 is 
indicative of the power dissipation in the wire necessary to 
maintain its resistance, and hence temperature, constant. There- 
fore the probe current is given by: 
Ip i- E0 /(R t+R1+Rw)vsaa*oa 
and for fixed probe operating details is a function of-the velocity 
and thermal properties of the flow encountered by the wire. 
Initial setting of the bridge is achieved by adjusting 
R lc to correspond to the probe lead resistance, and Rd 
to 
correspond to the required wire operating resistance. Servo- 
amplifier balance then ensures that: 
0 
RtRt 
RwR ic Rd 
I In practice Rt >R t so 
that only 
able bridge current is used in 
55MIO and 55MIl bridges used in 
passive arm contact. resistances 
a small proportion of the avail- 
the passive arm. In the DISA 
0 this project Rt = 20 Rt Thus 
become negligible. 
The 55MIO plug in unit has a 50 Q bridge top resistance and 
r 
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maximum probe current of 0.55A. The 55MIl unit has a5Q bridge 
top resistance and maximum probe current of 2A when operated in 
conjunction with the DISA 55D22 power booster adaptor. 
Steady state output voltages were monitored by the 
DISA 55D31 and Solartron A220 digital voltmeters. 
4.1.2 Hot Wire Probe Construction and Manufacture 
The salient design details of all probes used in this proj- 
ect are shown in figure (4-2). The nichrome steel pins were 
mounted in glazing flux in order to give the necessary strength 
at the high steady state gas temperatures encountered during high 
temperature calibration in the flow rig (section 4.1.3). 
The connecting plug at the rear of the probe was manufactured 
from individual gold plated pins and sockets (commercially avail- 
able), mounted in bakelite, in a manner which allowed only one 
position of connection. The Jack connections on the flying 
leads were of the BNC type. 
This combination of connections was found to give highly 
repeatable contact resistance, such that succl3ssive disconnections 
produced neglig-ýble change in the measured lead resistance 
(" 0.019). 
The choice of conducting material within the probe body 
was of importance since variation in probe body temperature 
produces change in the lead resistance and subsequent error in 
probe current (equation 4.1) may be introduced. 
Magnesium oxide insulated, twin conductor, 'Nichrome' 
sheathed cabling ('Pyrotenaxl). of outside diameter 1.6 mm, was 
used for this purpose. 
Copper was chosen for the 'Pyrotenax' conducting material 
since its low resistance matched the cable compensation capacity 
of DISA anemometry equipment. 
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The table below indicates the magnitude of error, per 100 
0C 
change in probe body temperature, to be anticipated for a probe 
body length of 300 mm. with Rw = 10 9, Rt =5n, and R, a 0.5 n. 
It should be noted however that the probe length thus represented 
is greater than that normally employed, and heating of the probe 
body is unlikely to be over its entire length. 
Temp. Probe Conductor Coef. 
Lead Change 
0% change 
in 
Material %C Resis. Per 100 CRL4Rw+Rt 
12 9 
NICHROME 0.00018 4.0 0.072 0,37 
COPPER 0.00393 0.144 0.056 0.36 
The magnitude of error thus represented was not thought to 
be significant. However, it is worthy of note that Horvatin and 
Hussmann (62) water cooled the probe body in order to eliminate 
change in lead resistance. 
Development of the gas concentration measurement technique, 
required the simultaneous operation of two wires for isothermal 
0 flows and three wires for nDn-isothermal flows. Figures (4.3) 
(4.4) illustrate a typical concentration probe. 
The fine sensing wire (usually 10 pm diameter) was welded 
to the Nichrome support pins using a DISA 5SAll micro manipulator 
and a capacitor discharge unit in conjunction with a binocular 
microscope. 
4.1.3 Flow Calibration Rig 
The design of the calibration rig allowed the simultaneous 
metering, mixing and heating of two gas types. Hence calibration 
in air and air/gas mixtures at various temperatures was possible. 
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A schematic arrangement of the rig is shown in figure (4. S) and 
a photograph with associated anemometry equipment is shown in 
figure (4.6). 
The metering orifices were designed with a length to 
diameter ratio of 4, with reference to the experimental work of 
Lichtarowitcz, Duggins and Markland (67), and constructed as shown 
in figure (ý. 7). The variation in coefficient of discharge 
according to Lichtarowitcz et al as also shown in figure C4.7) 
may be represented by: 
20 (1 + 2.25 l/dI - 
0.005 1/d 
se. w (4.2) c+Re2 duI+7.5 Clog 0.00015 Re) 
3 
where C du 
is the ultimate value of Cd when Re >5x 10 , and 
ReynoldB number (Re) is based on the orifice diameter and 
differential head predicted Velocity through the orifice. 
Tests were conducted to check the suitability of equation 
C4.2) to the orifices constructed in this project. The equation 
of continuity may be applied between the orifice in question and 
the measuring section (figure C4.5)) due allowance being made for 
the temperature and pressure differentials in the rig as 
measured by thermocouples T,, T 2' T 3' and manometer 
tappings 
Hol, Ho2. The computed test section velocity was then compared 
with that measured directly by the pitot tube in the test section, 
and a further check made by comparison with a hot wire anemometer 
which had been previously calibrated in a DISA 55041'wind tunnel. 
Figure (4.8) shows the comparison of pitot. and hot wire 
measured velocities, and indicates that pitot velocity is indica- 
tive of wire velocity. Figure (4.9) shows the orifice predicted 
velocity versus pitot measured velocity for the two orifice sizes 
used in the project. Two 4 mm diameter orifices provided meter- 
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ing of flows for the gas concentration technique, whilst the 
10 mm diameter orifice was used to obtain extended Reynolds 
number range in air calibrations. 
The conclusion drawn from the rig commissioning tests 
was that the computed orifice Cd values were satisfactory and 
that test section velocities thus computed were correct. 
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4.2 The Calculation of Wire Heat Transfer Coefficient with 
Allowance for End Conduction Loss 
In the absence of end conduction loss the average heat transfer 
coefficient of the wire may be represented by: 
hpw (4.3) 
nd2 CT T w9 
However, if heat is lost by conduction to the supports a fraction 
of the total power dissipation (1 
2R), 
should not be attributed to P, w 
convective cooling. The magnitude of conduction loss will then be a 
function of the temperature profile along the length of the wire, 
manifested by the temperature gradient at the probe support: 
dT 
Qc kSA. (-d7 &... oew-o (4.4) 
z/2 
where A= 7rd 
2 /4 and T, =T-T= f(x) 
Hence neglecting radiant heat transfer: 
12R= hor. d. z. (T 
pww 
dT 
T+2KA {g- 
x 9 
Z/ 2 
.o.. s*a(4.5) 
I 
where Tw is the representative mean wire temperature. 
The basis for calculation of wire temperature profile has been 
taken from the work of Davies and Fisher (55). Davies and Fisher 
considered the heat balance acting on a small element of wire as shown 
in figure (4.10), and established the following differential equation: 
d2T 
dx 2 
K1T1+K2 'o 
where KI 
K2 
2ß 
9 cx 
kA2 
w 
2 
p9 
k2 
w 
ir dh 
kA 
w 
9.. 9.99. 
(4.6) 
****do** (4.7) 
0 (4-8) 
for most wire materials is known to be negative, and solution of 
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(4.6), giving the variation of T1 with x, is then: 
K2 
T1K 
1 
cash 
{- 
cash 
C/FK-, l 
(VT-Kll 
x) 
-I seesem (4.9) 
z/2) 
Differentiation of (4.9) yields the required temperature gradient 
at the wire support: - 
2 tanh iFK-l z/2) (4.10) dx 
z/2 
T, 
In unusual circumstances K1 may be positive, and the solution of 
(4.6) then becomes: 
K cos (v"jK j X) 2 l 
cos WJK II 
seem*@@ 
Z/2) 
The criterion on which K1 is positive or negative may be easily 
established from (4.7). 
Since if K<0 Trdh >IpR9 
IKA "F . 
-z. A 
ww 
2 
and considering: 
hIpRw 
2Qc 
7dz (T T9 
it may be readily shown that: 
0 
2QR 
if K<0 then c< --K e. *sooo (4.12) 11p2RwRw 
2QR 
and if K1>0 then 2c>R9 ovessee 
(4.13) 
IpRww 
Wire materials considered in this project have been Pt - 10 % Rh, 
Pt - 20% Ir, Pt - 30% Ir alloys and pure Iridium. The latter material 
gave positive values of KI due to the high wire thermal conductivity 
promoting high conduction end loss, and a high temperature coefficient 
of resistance CO. 0042 I/DC I providing a low magnitude of the ratio 
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R /R However, work was discontinued on this material due to its gW 
low resistivity creating difficulty in accurate room temperature 
resistance measurement. 
Hence, for the remaining materials which exhibit a negative 
value of Kl,. equation (4.7) may be re-arranged after substitution of 
R? 
Og 
z to give: A 
JJK +I...... (4.14) 11 k Z. A 
and substitution of (4.10) and (4-14) in the overall heat balance 
(4-5) yields, upon re-arrangement: - 
ip 2Rw2ksRg tanh (VIK 
1 1. z/23 (R w-RgI IK, l 0= -qý *R R A. k z. CT' -Tzww v/IKII w ww9 
**sees (4.15) 
Solution of (4.15), yielding the value of IK, I, then allows solution of 
(4.14) to calculate the average heat transfer coefficient directly. 
Data required for the solution of average heat transfer coefficiOnt 
is therefore: 
a. 
b. 
ce 
d. 
e0 
Probe Current Ip, defined by equation (4.1) 
Probe resistance values (R R w9 
Wire geometry (z, d) 
Temperature coefficient of resistance (equation (4-14)) 
Wire material thermal conductivities at the support temperature, 
kso and mean wire temperature, kw. The support temperature, or 
temperature of the wire element adjacent to the weld, which 
dictates the value of k, is itself unknown. The assumption 
s 
that the wire adjacent to the weld is at the ambient gas 
temperature, has therefore been made. 
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The representation of wire material properties is therefore 
essential to the solution of (4.15), and is discussed in section (4.3.2). 
The variable KI is not explicitly defined by equation (4.15) and 
has therefore to be solved by a computational iteration technique, 
details of which are given in Appendix (B), and the computational 
solution of equation (4.15) may be studied by reference to Appendix (C), 
(subroutine IHTRANS'). 
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4.3 Assessment of Wire Geometry and Thermal Properties 
4.3.1 Wire Geometry 
The length of each calibrated wire was measured by a 
travelling vernier microscope. Error in length measurement is 
greater than generally realised due to uncertainty in the origin 
of the wire adjacent to the support weld, and 'bowing' of the 
wire between the supports. Estimated error in wire length 
measurement by this method is ±0.05 mm, which for a2 mm wire 
represents 2.5%. 
Wire diameter for the platinum alloy wires has been taken 
as that nominally stated by the manufacturers. The fine wire is 
produced by a precision drawing process for these materials and 
significant error on diameter is unlikely. 
4.3.2 Wire Material Thermal Properties 
Wire material thermal conductivity at temperature T, may 
be related to the resistivity at the same temperature by the 
Lorenz constant L: 
LT 
a see*** 
Powell et al (70) showed that the Lorenz constant of 
platinum metals remains sensiblY constant for temperatures above 
0 deg. C, and may be approximated in most cases by L=2.43. 
Exact values of Lorenz constant used in this project have been 
close to this value, but have beeh chosen to give agreement 
between published values of resistivity and thermal conductivity 
at 20 deg. C, (68) (69), variation with temperature then being 
given by: 
og =a 20 
(1 + m(Tg - 20)) *... so (4.17) 
and equation (4.16). 
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Published values of wire material temperature coefficient 
4m, (68,69,71), have not been used directly since slight 
discrepancy frequently exists between published values and that 
exhibited by individual batches of wire. The accuracy of 
temperature coefficient is critical since error in its assumed 
value will be reflected as an error in mean wire operating 
temperature. Use of the hot wire probe as a resistance therTnome- 
ter in the engine cylinder also demands an accurate value of 
temperature coefficient. 
Wire material resistance-temperature characteristics were 
obtained by welding large sample lengths of the wire to the steel 
supports of two asbestos bodied mountings. Resistances of the 
samples were then measured under steady state conditions at 
various temperatures, in a muffle oven, to an accuracy better 
than 0.01SI by the DISA-M system resistance measurement facility, 
and temperature was mbnitored by an iron-constanton thermocouple 
and the Solartron A220 digital voltmeter. 
Wire sample lengths were greater than 2 cm, Cten times normal 
anemometer probe wire length), in order to minimise the effects 
of 'contact' resistance on the total measured value, (section 
4.3.3). Prior to the actual test the wire was heated in the oven 
to a temperature > 400 deg. C for a 
Subsequent cooling then revealed a 
resistance, and indicated an annea 
is in keeping with the findings of 
Results for the wire batches 
in figure (4.11). 
period of up to four hours. 
lower room temperature 
ling process had occurred. This 
Hassan (41). 
used in this project are shown 
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4.3.3 Wire Room Temperature Resistance 
Wire mean operating temperature is defined from the 
measured wire material temperature coefficient, bridge decade 
resistance setting, and room temperature resistance (R c 
), by 
R 
TwR+Tc easses (4.18) 
Hence error in the measured value of RC produces error in 
operating temperature estimate. 
Davies and Fisher showed that error in cold resistance 
measurement is created by the Peltier effect at junctions of 
dissimilar metals in the probe lead system, whereby small power 
dissipation is considered to occur at such junctions, but unlike 
resistance power dissipation, is proportional to current. Thus 
the total power dissipation due to an applied voltage (E 0) may 
be represented by: 
Ip E0= Ip (Rw+RL)+ EI P0 unenee 
where Pe is the Peltier coefficient for the metal pair comprising 
the junction. Equation (4.19) shows that Peltier power 
dissipation is most significant at low current values. The 
DISA M system uses less than 2 mA probe current when operating 
in the resistance measurement mode. 
As probe current increases so Rw increases due to heating 
of the sensing element. Therefore power dissipation due to wire 
resistance will increase in proportion to the product of the 
current squared and Rwo until at normal operating currents 
Peltier power dissipation is insignificant. It is also worthy 
of note that decrease in wire length (and hence Rc), will produce 
a proportionate increase in the significance of the Peltier effect 
under resistance measurement conditions at ambient air temperature. 
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Hence for anemometer probes suitable for engine applications the 
effect cannot be ignored. 
Davies and Fisher (55) overcame the error due to Peltier 
effect by calculating the room temperature resistance from the 
measured wire length and published material resistivity. However, 
it has been shown (section 4.3.1) that length measurement may 
be in error by ±. 05 mm. Considering a nominal probe of 2mm, and 
resistance 10 11, this represents a possible resistance error of 
±0.25 Q. 
Derham (31), recognised resistance estimate error existed, 
and considered it to be a contact resistance existing at the 
wire support weld. Thus on computation of the velocity by the 
equation of Davies and Fisher, empirical modification of the wire 
operating temperature was incorporated to allow for this effect 
as previously discussed in sections C3.3) (3.5.11. None of the 
other previously reviewed correlations (Tables (3-1) (3.2)) 
indicate any compensation for error in cold resistance, however, 
in keeping with the high I/d ratio employed in many of the 
correlations contact resistance may have been of little 
significance in relation to the total measured cold resistance 
magnitude. 
In this project a siinple but effective method df determin- 
ing the actual wire cold resistance has been developed. 
Figure (4.12) shows the effect of operating the wire at 
resistancesclose to the measured cold resistance value in constant 
velocity flows. The measured voltage can be seen to become 
assymtopic to zero at an operating resistance below the measured 
cold resistance value. Further, the separation of the different 
velocity curves indicates the sensor is still acting as an 
anemometer at the nominal cold resistance value. Where the 
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difference between the velocitY curves becomes zero represents 
the point at which the sensor no longer behaves as an anemometer, 
and the resistance value corresponding to this point may be 
reasoned to be close to the actual wire cold resistance. 
Plotting the difference in output voltage between the 
two velocity curves produces the second curve of figure (4.13), 
and provides a clearly defined cold resistance value. 
Variation between the cold resistance value thus obtained 
and the measured cold resistance was found to be constant with 
wire material type. Typically, errors in measured cold resistance 
were found to be as tabulated below: 
Wire Material Wire dia. 'Contact' resistance (11 m) error (n) 
Pt - 10% Rh 10 0.16 
Pt - 20% Ir 10 0.12 
Pt - 30% Ir 15 0.08 
Ir 12.7 0.04 
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4.4 Anomalous Wire Surface Effects 
During the early stages of development of an overall wire 
correlation equation, difficulty was encountered due to shift in the 
wires operating characteristics. It has been indicated in 
section (4.3.21 that an initial change in wire cold resistance is to 
be expected due to the relieving of stresses developed in the drawing 
and coiling processes during manufacture. Therefore prior to 
calibration a preliminary annealing process was carried out in which 
the wires measured cold resistance would have decreased by typically 
0.04 Q. Ideally stability of wire calibration characteristics should 
exist after this process. 
Howeveir, it was found that subsequent prolonged operation of 
the wires, particularly in high temperature air flows, at high wire 
temperatures, produced a continuing increase in wire cold resistance 
and corresponding decrease in output voltage levels. 
Bradley and Entwistle (72) reported similar effects on 
Platinum and, Platinum-Rhodium resistance thermometers. Figure (4-13) 
shows some of their results and indicates that increase in resistance 
still occurs with immersion in non-oxidising gases. Tests were also 
undertaken on wires heated in vacuo, and a small change in resistance 
was again reported. This finding was attributed to adsorption and 
desorption of the gas into the wire surface, whilst the more marked 
change obtained with immersion in air and oxygen was attributed to 
sublimation and oxidation of the wires surface at high temperatures. 
The upper illustration of figure (4.14) shows a scanning electron 
micro-photograph of a Pt - 10% Rh wire which was operated for one hour 
in the flow calibration rig (figure 4.6). in high temperature air 
(240 deg. C) at a wire temperature of 750 deg. C. Surface deterioration 
is evident and therefore indicated that the sublimation and oxidation 
processes encountered by Bradley and Entwistle were occuring at the 
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operating conditions used in this project. This result also explains 
calibration drift problems which are frequently encountered with hot 
wire operation in engine cylinders, and have often been attributed to 
Oil contamination of the wire surface. 
In light of the above results, and the possibility of adsorption 
induced variation in resistance with exposure to differing gas types 
in the binary concentration technique, it was concluded that the 
surface of wires used in this project should be quartz coated. 
This was achieved by passing the wires through the flame 
produced by a 10% mixture of Hexamethyldisiloxane in methylated 
spirits. Calibration drift was then effectively prevented. The 
lower photograph of figure (4-14) shows a wire operated under the 
same conditions as the previous illustration and shows no deterioration 
of the coated surface. The results of Bradley and EntWistle 
(figure 4.13) also shows considerably reduced variation in cold 
resistance for the quartz coated wires. 
It is of interest to note that the variation in resistance due 
to adsorption and desorption of differing gas types explains the 
. 
limitation on helium exposure time for uncoated wires reported by Way 
and Libby (44) (section 3.4). 
Wire diameter must increase modestly due to the quartz coating 
but from measurements made on the electron scanning microscope photo- 
graphs no marKed increase was detected. It has therefore been assumed 
that wire diameter remains close to that stated by the manufacturers. 
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4.5 Empirical Hot Wire Heat Transfer Correlation Law 
4.5.1 General Comments 
The fluctuation of gas temperature within the combustion 
chamber throughout the engine cycle makes it a necessary condi- 
tion that the derived correlation should be applicable to all 
relevant over-heat ratios. The work of Parnas (61) (section 3.2) 
indicated least-'temperature loading dependence with the gas 
properties evaluated at the arithmetic mean film temperature: -- 
T= (T +T )/2. 
Mw9 
The description of heat transfer in binary gas mixtures 
requires that the derived correlation should be applicable to 
suitable tracer gas types. However, the inclusion of Prandtl 
number for gases considered in this project is likely to be an 
unnecessary complication from the preceding review of correlations 
(52,53,54,55,56,60), because it is sensibly constant for all 
gases. 
A general correl9tion of the form: 
Nu (temp. loading factor) =A+B Re 
n 
...... (4.20) 
is therefore, sought, where: 
Re m 
and Nu 
hd 
m 
where subscript m denotes the arithmetic mean property 
evaluation temperature. 
4.5.2 Choice of Suitable Tracer Gas Types 
The correlation of heat transfer data is necessary for 
tracer gases presenting suitable sensitivity characteristics in 
the binary gas concentration technique to be developed. Assuming 
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that the heat transfer characteristics of the sensor may be 
represented by an equation of the form of equation (4.20) 
allows application of theory basically similar to that proposed 
by Corrsin (43) (section 3.4). 
For two wires operating simultaneously, in close proximity, 
and at different wire temperatures, the simultaneous equations: 
f(Tm Nu A, 8 Re n (4.211 
f (Tm ) Nu -AD Re 
n 
22222 
may be obtained. 
posses* 
(4.22) 
Division of (4.21) by (4.22) yields the third equation: 
f (Tm h1d Fm AB om, d%n 
f (Tm 2h2d2 
'Fin 
2A2 
T2 PM 
2d2 ljm2 
ease. (4.23) 
which is independent of gas velocity. 
The measured sensor currents will yield the respective 
heat transfer coefficients (h,, h2 (section 4.2) whilst the 
remaining Unknowns p mi, Pm2' 
k 
ml, 
k 
m2" Ilml, 
Ilm2' are functions 
of gas concentration. 
Sensitivity to concentration is limited to the properties 
k since the ratio of gas densities may readily ml' m2 m2 ml' 
be shown to be equal to the inverse ratio of the corresponding 
film temperatures, by application of the characteristic gas 
equation. 
Variation of mean thermal conductivity and mean dynamic 
viscosity with molar concentration X may be calculated by: 
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X. pb 
x+ X)a ba 
(1 - x) ii a 
-- Xa + (1 - X) ab 
(1 - X) k a 
'a 
ab 
esoosso (4.24) 
-Z 
X. kb 
x+ (1 - x) cr ba 
sesesoo 
(4.25) 
where the subscripts a, b denote the property evaluated for the 
pure component, and X represents the molar concentration of 
component b, i. e. 
nb 
n 
and cr ab '3 
. {i + (la a 
/p 
b)0.5 
(M 
b 
/M 
a)00 
25 12 /{8(1 +Ma /M b 
)1 
0.5 
.. e. (4.26) 
and a ba is as 
(4.26) with the subscripts a. b interchanged. 
Equation (4.24) is due to Wilke and cited in Reid and 
Sherwood (65), and the equation (4.25) is due to Mason and 
Saxena (6G). 
Iterative solution of (4-23) is therefore possible. Suit- 
able estimates of molar concentration X may be used to evaluate 
k in equations (4-24) (4.25) at the respective film tempera- 
tures until satisfactory convergence in equation (4-23) is 
achieved for the experimental values of hlj h 2* 
The ability to converge to an accurate solution of (4-23) 
is dependent on the inequality of the two terms at concentration 
estimates other than the correct root. That is, given experi- 
mental values of hl, h 2' equation (4.23) becomes a concentration 
dependent function of the form: 
const. /kml - A, 
const. /k m2 -A2 
GROUP I 
n 
const. { 
ljm2 
liml 
GROUP 2 Peso** (4.27) 
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Varying estimates of X now change the values of groups 
I and 2 via the thermal properties kmS PMO Gases with thermal 
properties close to air may be immadiately reasoned to be 
unsuitable tracer agents. Exact sensitivity considerations are 
presented in section (5-2), however on a preliminary basis the 
following method was adopted. 
If constants A,, A2 are assumed to be approximately equal, 
then neglecting their influence on the value of group I will only 
have the effect of increasing its magnitude. The equation (4.27) 
may therefore be further simplified to give: 
k 
m2 const. { 
"m2 
1n-0 (4.28) const. 
k 
ml Pml 
In this approximate form relative variation of the ratios 
K 
m2 
/Kml# and V m2 
/11 
ml 
with molar concentration X provides the 
degree of inbalance about the solution root. 
Evaluation of thermal property ratios at different 
concentration levels may be made by equations (4.24) (4-25). 
Variation in ratio magnitude therefore provides a relative 
comparison of suitability of gas type. 
Figures (4-15) C4.16) shows the percentage change in 
k2A1 and v2 /V 1 
for various gas types. The ratio V2 /P 1 shows 
little'change with X, and hence sensitivity is mainly provided 
by the K2AI ratio. 
A result of considerable interest is shown by the helium 
Ck 
2AI) curve. Large difference in gas thermal conductivities 
between helium and air is illustrated not to be indicative of 
high sensitivity (cf. figure 3.3). The hydrocarbon gases indi- 
cate a more satisfactory variation in ratio k2AI with X and 
therefore, on this preliminary basis, are more satisfactory 
tracer agents.. 
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4.5.3 Scope of the Correlation 
The range of overheat ratios presented by the engine gas 
temperature variation for a wire operating at 750 deg. C is 
approximately 1.32 to 3.50 for typical diesel engine compression 
ratios. Similar range should therefore be represented in the flow 
calibration rig by varying both gas and wire operating temperatures. 
The available rig air velocity accurate metering range 
(imposed by the extremes of minimum measurable orifice head 
drop), and the onset of compressibility effects in the orifice 
throat) extends from 2.0 m/s to 100 m/s in the test section. 
This represents a maximum Re = 50 for a 10 pm wire operating at 
200 deg. C. Similar calculatiori at high wire temperature and 
minimum air velocity describes a minimum Re = 0.5. 
Thus data will be represented in the range: 
0.5 < Re < 50 
This corresponds favourably to the range represented by 
the equation of Davies and Fisher (55)(figure 3.1) as used by 
Hassan C41) and Derham C31), for measurement of mean gas 
velocity. 
4.5.4 Representation of Gas Properties 
The computation of gas properties has been designed to 
incorporate their temperature dependence. This is necessary to 
represent property values with continual variation in engine 
charge air temperature, and at differing rig calibration 
temperatures. Hance published data has been represented by 
polynomials of the form: 0 
li ET 
U-1) 
savemes (4.29) m 
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aaT (1 1) 
a (4.30) TiI i-I om 
for each gas type considered. The gas properties thus 
represented are shown in figure (4.17). 
Published values were compared prior to the selection of 
data (73) (74) (75) (76)(77) (78) and only modest discrepancy 
found between the sources with the exception of ref. (78) for 
propane. Hence in the interests of compatability data was 
drawn -from the single source of ref. (77). 
The mean properties of mixtures at the required arithmetic 
mean film temperature may then be obtained from the pure 
component values by equations (4.24) (4.25) (4.26). 
The mean density of the gas mixture may be calculated from 
the apparent molecular weight, 
M (I X) ma 
where subscripts a, b denote the separate constituents and 
X is molar concentration of (b) in (a + b), hence by the gas 
equation of state: 
p 
T 
cn 
ov.. ove (4.32) 
Computation of the gas properties is programmable and 
input data required is limited to the current wire and gas 
temperatures, together with the relevant polynomial coefficients 
0 06954a a as required by equations (4-29) (4-30). 
Variation in mean thermal conductivity thus computed 
for propane-air mixtures areshown in figure (4.18). 
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4.5.5 Aquisition and_Analysis of Correlation Data 
More than thirty wires were tested in various gases at 
different overheat ratios and the characteristic Nusselt-Reynold 
co-ordinates computed. Gas temperature was varied between 
18 deg. C and 300 deg. C, and wire temperature between 180 deg. C 
and 750 deg. C. A total of approximately 585 data points were 
therefore obtained. 
The method of determining the final equation form is best 
explained by reference to the process performed on each 
individual wire. 
Figure (4.19) shows the Nusselt number versus Reynolds 
number data for a single wire operating at the illustrated over- 
heat ratios. Considering the data for Tw= 548 deg. C and 
T9= 20 deg. C, the data may be replotted as: 
Nu =f (Re 
n) 
as in figure (4-20). The various Reynold exponents produce the 
obvious effect of linearising the data. The plot for n=0.4 
is shown to be most suitable, although in practice little 
variation in linearity was obtained by modest variation of n 
in the range 0.38 <n<0.42. Repetitive analysis of the data 
from many wires showed the value n=0.4 to be the most 
suitable. 
Figure (4.21) shows the data of figure (4.19) replotted 
on this basis for all the considered overheat ratios in air. 
Systematic deviation of the data at differing overheat ratios 
is apparent. Similar to the correction employed by Collis and 
Williams (54) the inverse ratio of film and absolute gas tempera- 
tures was found to be an effective temperature loading factor. 
Further repetitive analysis for the initial wires correlated^ 
78 
showed that the relationship: 
Tm -0.12 0.4 Nu . [-} it: f(Re oaf*** (4.33) T9 
produced coincidence of data for individual wires irrespective 
of temperature loading. Figure (4.22) shows the result for the 
air data of figure (4.21). 
Figure (4.23) shows ethane and 25% ethane data obtained 
with the same wire compared to the line of figure (4.22). and 
illustrates the important result derived for the gas considered 
in this project, namely that variation in gas type is accommodated 
by the Nusselt-Reynold number property groupings, no further 
property grouping is necessary, (cf. the correlations of 
Ahmad Table 3.2 Cref (56) (57)). 
All the data correlated are represented in figures (4.24) 
(4.25) where in the interests of clarity the data have been 
plotted on separate axes. 
Figures (4.26) (4-27) show the respective ambient and high 
temperature data for air replotted about the least squared error 
line to all the data represented in figures (4.24) (4.25). 
Figures (4.28) (4.29) (4.30) show similar plots about the same 
least squared error line for prop8ne, ethane and argon. 
The general correlation law obtained from the presented 
data is thus: 
T -0.12 0.4 Nu {T ý11 = 0.253 + 0.582 Re so ego (4.34) 
9 
The data has a coefficient of correlation of 0.994 and 
standard deviation of a= ±0-042. 
Comparison of the form of the correlation law presented is 
most easily made with that of Collis and Williams (54) (Table 3.1) 
applicable to pure air at room temperatures. The derived Reynold 
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exponent and temperature loading correction are both less than 
those presented by Collis and Williams, but the differences may 
be attributed to disparities in wire length to diameter ratios, 
wire surface quality (due to the quartz coating), and methods of 
calculating the heat transfer coefficients. 
The effect of allowance for conduction end loss on the 
overall heat balance (equation 4.5), is not marked, ffigure 14.31) 
shows the typical effect of neglecting end loss, and is seen to 
produce a shift in intercept and slope. Calculated end loss 
seldom exceeded ten per cent of the total heat dissipation. 
Figure (4.32) shows typical computed temperature profiles 
by equation (4.9) for a Pt - 10% Rh wire operating in ambient 
air, and figure (4.33) compares the profiles for the ambient 
and high temperature air cases. 
4.5.6 Appreciation of Typical Error: Deviation from the Correlation Law 
Data scatter about the least squared error line in 
figures (4.26) to (4-30) is indicative of the deviation of 
individual wire correlations, since typically the degree of 
self correlation for any particular wire produced the modest 
data scatter about the least squared error line as shown in 
figures (4.22) (4-23). The band within which 95% of individual 
wire correlations should fall is therefore represented by the 
lines at i2a = ±0.082 on figures (4.26) to (4.30). Explanation 
of this deviation may be achieved by considering the error 
incurred in the calibration process of individual sensors. 
The sources of error have been considered to arise from 
the following parameters: 
a. Operating wire temperature 
b. Gas temperature estimation 
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ce Recorded bridge voltage 
d. Measured wire length 
Be Room temperature resistance 
f. Wire material temperature coefficient. 
For a function value Y, dependent on may variables 
Vis V 
2' V3 @*. see 
V 
n' 
with associated individual errors, 
Via V 
2' V3V n' and related 
by Y- VVIP V 2" 
V3P.. V 
n 
the cumulative percentage error on Y incurred by the individual 
errors v,., v 2' v30.8080V n 
may be estimated by (79). 
error Y 
100 { (2-f 
2. 
v2+ (3f )2v2+C 
af 
') 
2v2+ 
sees y av 1 av 22 av 3.3 
Caf )2v .2 av n n 
essomee C4.35) 
For the purposes of error computation it has been assumed 
that error on items e) f) are manifested only by a resultant 
error in a). Hence by equation (4.18): 
DT 
w1R 
DTW Rw 
=--{- 11 and a cc cc2 
R9 DR 
9 ccR 
2 
Allowing an estimated error on - of 6% and 3% error on 
R9- Crepresentative of temperature coefficeint wire batch 
deviation and intercept error on figure 4.12 respectively), 
provides the typical cumulative error on Tw of ±2.2%. Hence 
for a wire operating at nominally 700 deg-C a possible error of 
approximately ±15.5 deg. C is indicated. In a similar manner 
the same percentage error will be present on gas temperature 
estimate when measured using the wire as a resistance 
thermometer. 
Similarly computation of typical error for actual data 
points may be performed on heat transfer coefficient and the 
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necessary differentials may be obtained from equation (4.3) using 
the experimental value of heat transfer coefficient as reference 
in the final percentage analysis (equation 4.35). 
The inclusion of allowance for end loss on the error 
analysis, (hence using equations (4.14) (4.15)) was thought to 
be an unnecessary complication in light of the results of 
figure (4.31). Thus the calculated errors are not inclusive 
of error on end loss estimate, but deviation about the true mean 
line will still be effectively represented. 
Error on heat transfer coefficeint will be greatest for 
small differences of wire and gas temperature, since error in 
either will then provide relatively large proportionate change 
in the denominator of equation (4.3 ). Error computation has 
therefore been undertaKen for the cases of high and low over- 
heat ratio at high and low gas temperatures. 
For an individual wire, calibrated at ambient gas 
temperature, data scatter about its own correlation line will 
be mainly a result of voltage reading error. Error on wire 
length estimate and wire temperature estimate, although present, 
may be reasoned not to materially affect the self-correlation 
of the individual sensor. The comparison of many individual 
wire correlations to their mean correlation line Cequation 4.34) 
should however allow for the error contributions incurred by 
individual wire temperature and length misrepresentation. 
Similarly the data for correlation in gases at room temperature 
may be expected to be free of any significant error contribution 
from the gas temperature estimation, but this effect should be 
included for high gas temperature correlations. 
Error on Nusselt number is also created by erroneous values 
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of thermal conductivity being computed as a result of the pre- 
viously mentioned wire and gas temperature errors. This may be 
readily calculated by differentiation of the polynomials of 
section (4.5.4). 
The table in figure (4.34) shows typical values of such 
computation for two overheat rat105. In both cases data scatter 
about an individual wire correlation line is shown to be low, but 
clearly increases at high gas temperatures. Inclusion of error 
contributions from wire length and temperature estimates to give 
the scatter of data around the mean correlation line shows 
respective large increases in error. 
Error on wire temperature is related to cold resistance 
and temperature coefficient errors and this strong dependence 
of error is therefore indicative of the importance of accuracy 
on wire temperature estimate. 
It is therefore to be concluded that calibration of indiv- 
idual wires is desirable, and the correlation work reported in 
this chapter should be used to predict the equation form: 
12 
NU« {T mi 
9 
0.4 
=A+BR @sees@ (4.35) 
Calibration data will then yield the individual wire 
characteristics by providing the numerical constants A, B in 
the likely range as depicted by the ±2a lines of figures 
(4.26) to (4.30). 
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CHAPTER 5 
Development of the Binary Gas Concentration 
Measurement Technique 
/ 
83 
5.1 Validation of the Concentration Sensitive Function 
The empirical correlation of heat transfer data, or the ability 
to describe the characteristics of a single wire in the form of equation 
(4-36) regardless of gas type, allows application of the concentration 
dependent function of equation (4.23). The form of the correlation 
equation indicates that re-arrangement results in the following 
function which is independent of velocity (section 4.5.2): - 
- 12 - 12 0.4 Tm Tm a B, pmldl "M2 
) F(x) =0 -' {Nu ( -A )-{ Nu (2) -A I. -- 1 T9 2 Tg 2B2 i7m 2d2 
Vm 1 
aa*9a* (ý-I) 
Figure (5.1) shows data plotted on this basis, for a probe having 
two parallel non-interferring wires, operating in the flow calibration 
rig of figure (4.5) where concentration level is known and hence the 
gas properties may be computed by equations (4.29) (4.30) (4.24)(4.25) 
at the respective film temperatures. The data represented extends over 
the velocity range 10 m/s to 82 m/s and the function is therefore shown 
to be independent of velocity. 
Computation of concentration level from two bridge outputs for a 
probe placed in an unknown concentration flow field therefore requires 
the reverse process. Namely, from the two heat transfer correlating 
equations, and recorded voltage levels, the concentration magnitude 
to obtain zero value of the function (equation 5.1) has to be 
determined. This has been achieved by computational methods using 
the iteration subroutine as developed for the calculation of wire heat 
transfer coefficient from equation (4.15). The actual iteration tech- 
niques for the two ceses are therefore identical although the external 
function form and solution variable pre different (Appendix B). 
Computational details are involved and in order to avoid distraction 
from the main points of the technique are described later in section (5.7). 
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Of prime importance is the manner in which the function of equa- 
tion C5.1) provides sensitivity to concentration. 
Figure (5.2) shows the function F(X) plotted against concentra- 
tion estimate for a single data point extracted from Figure (5.1), and 
indicates the manner in which variation in the magnitude of F(X) 
about the correct concentration estimate occurs. For any iteration 
process equality about the root should be high. hence convergence will 
be most readily defined when: 
13_F ( X) ux 
F-0 
is large. 
Differentiation of F(X) with respect to concentration X is in 
itself not analytically possible. However, numerical differentiation 
may be achieved by suitable programming techniques, and the above 
parameter has therefore been used to provide a measure of concentra- 
tion sensitivity for two hot wire sensors. 
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5-2 Concentration Sensitivity based on the Mean Correlation Low 
The general correlation of heat transfer data (section 4.5) 
indicates that a typical wire has a characteristic calibration with 
Aa0.253 and 6=0.582 in equation (4.36). Hence the concentration 
function FCX) may be represented for a typical wire pair by: 
Tm -. 12 Tm -0 12 Re 0.4 Re 
4 
F(X) - NU { 
-4 
- Nu {- 
2 {L2 )+0.253 {1)- I) 
I Tg 2 fg-) Re 2 Re 2 
soo. (5.2) 
and similarly for either wire operating in a known flow at known 
concentration levels: 
0.4 0.12 
hm{. 253 + . 582 
{p me 
U. d Tm (5.3) 
d Tg 
m 
where the mean properties k- Ma Pm* Pm may 
be evaluated by equations 
(4.25) (4.24) (4.32) at the respective film temperatures. 
Variation of F(x) with x may thus be computed for any gas type, 
wire temperature pair, velocity and concentration. 
Figure (5.3) shows the result of such computation for the gases 
propane, ethane, argon and helium at a concentration of X-0.5 in air, 
and velocity of U= 20 m/s. Definition of the root F(X) -0 at 
X-0.5 as defined by the sloPe of the function, can be seen to be 
poor for helium and argon. This is in keeping with the approximate 
sensitivity predictions of section (4.5.2). 
Of particular interest is the manner in which sensitivity changes 
with the variables of gas velocity, gas concentration, and the two 
wire probe operating temperature pair. 
Figure (5.4) shows variation of'F(X) with X for ethane at the 
temperature pair 150/650 deg. C and various velocities. The numerically 
computed differential {DF(XJ/ DX} at F(X) =0 illustrates more 
effectively the variation in sensitivity with gas velocity for the 
four considered gases at X=0.5 (figure 5.5). 
ac 
Figures (5.6) (5.7) similarly show variation of the sensitivity 
parameter with concentration at different constant velocities for the 
temperature pair 150/650 deg. C. Variation in sensitivity parameter 
with operating temperature pair at all concentration levels is shown 
in figures (5-8) (5.9). The figures may be seen to indicate the 
summise, that increased sensitivity occurs with increased difference 
in film temperatures, is approximately correct. 
The sensitivity relationships for propane and ethane have 
favourable characteristics for the gas jet modelling process. 
High concentration at the Jet source is associated with high velocity 
and hence the inherent decrease in sensitivity due to the. former is 
likely to be offset by the latter. Similarly as velocity decreases 
and jet mixing occurs at stations distant from the jet source. so 
sensitivity is enhanced at low concentration levels, and therefore 
compensates for the decrease in sensitivity with decrease in velocity. 
The above sensitivity analysis confirms the findings of 
section C4.5.2) and indicates the hydrocarbon gases are the most 
suitable tracer agents. 
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5.3 Concentration Calibration Procedure 
Theoretically the wire characteristic constants A, B of 
equation (4.36) may be obtained by calibration in either pure gas. 
However in the interests of caution calibration has always been per- 
formed in both gas types and additional random mixture data recorded 
in order to verify the concentration computation after calibration. 
Calculation of the Nusselt - Reynold number relationship follows 
basically the same procedure as that for the overall correlation 
data and'this, together with the concentration iteration technique 
has been combined in a single computer programme, since many of the 
required subroutines are common to both procedures. Details of this 
are given in section (5.7). 
Concentration measurement in an isothermal flow only requires 
verification of the coincidence of calibration data for the two con- 
sidered gas types, and figure (5.1) is indicative of the degree of 
coincidence to be anticipated on the concentration function for 
isothermal data. Figure (5.10) shows the typical agreement obtained 
between concentration and velocity measurement from a c, ýlibrated probe 
and the actual rig metered concentrations and velocities. 
Extension of the technique to measurement in non-isothermal 
flows requires the simultaneous measurement of gas temperature, and 
the calibrated wires should then also produce coincidence of data on 
the concentration function (equation 5.1) for all gas temperatures. 
Gas temperature for non-isothermal concentration measurement 
was monitored by a third wire on the probe used as a resistance 
thermometer (figures (4-3,4.4)). 
Figure (5.11) shows the coincidence of data obtained on the 
concentration function for a typical non-isothermal flow test in the 
calibration rig and indicates a rather more scattered grouping around 
the 45 degree line than that hitherto obtained for isothermal tests 
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ai typically shown in Figure (5.1). 
For the data represented in Figure (5.11) increase in gas 
temperature from 20 deg. C to 200 deg. C fixes the minimum suitable 
wire operating temperature at approximately 400 deg. C. The upper 
wire temperature is limited by flammibility of the hydro-carbon tracer 
gases. Experience indicates that 'flickering' combustion of the gas 
adjacent to the wire occurs at wire temperatures in excess of 
650 deg. C in near stoichiometric mixtures. Therefore the safe 
maximum attainable difference in wire film temperature is reduced 
from 450 deg. C for the isothermal case to 125 deg. C in these non- 
isothermal flow tests. The work of section (5.2) indicates a consider- 
able reduction in sensitivity may therefore be anticipated (figures 
5.8,5.9). Simultaneously the number of error sources has also 
increased to include error on gas temperature (approximately 2.2% 
(section 4.5.6)), and the worst error on computed Nusselt number may 
then be considered to be approximately 6.8% by figure (4.34). 
Figure (5.12) shows the measured concentration and velocity 
values compared with the rig metered values for non-isothermal flow 
and again indicates a rather scattered nature of the data. 
It is to be concluded that since this degree of error is 
present on non-isothermal flows produced in the calibration rig, where 
fluctuations in velocity and temperature are low, considerably worse 
error may be anticipated for non-isothermal measurements in typical 
turbulent flows such as the Jet mixing phenomenom. 
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5.4 Effect of Probe Inclination to the Flow 
The variation of concentration estimate with change in probe 
inclination to the flow is of interest when measuring in complex flow 
fields such as that occurring with the gas jet normal to the air flow. 
Recirculation in the jet wake in such situations will create 
uncertainty in flow direction, although maximum bridge output voltage 
may be taken to indicate approximate normality. 
Tests have been conducted in the flow calibration rig to 
determine the error on computed concentration and velocity at various 
inclination angles. Figure (5.13) shows comparison of actual and 
computed velocities and concentrations, where the computed values are 
based on the wire characteristics when normally orientated. 
Marked error on concentration estimate is seen to only occur with 
angles of inclination greater than 30 degs. and at 45 dogs. error has 
increased to measurable proportions. Corresponding error on velocity 
estimate tends to follow a sine relationship while the computed 
concentration on which the velocity prediction is based is substantially 
correct. However, error on computed concentration creates deviation 
from the sine relationship once inclination becomes severe. 
It is to be concluded that in caýes of uncertain flow direction 
maximum bridge output on the leading wire will ensure correct concen- 
tration computation since actual inclination to the flow is then 
unlikely to be greater than 30 degs. 
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5.5 Measurement Examples in UnKnown Flow Fields 
-t-! R 1W. III- I- -1 t" 
Illustration of the potential of the technique and experience in 
its application was obtained by preliminary tests. 
Isothermal concentration measurement was made in a steady state 
gas jet. Figure (5.14) illustrates the measured axial concentration 
and compares it with the formula due to Thring and Newby (19). 
Similarly radial concentration distribution was measured at axial 
locations of 5,10,25 jet diameters. The results are shown plotted 
in Figure (5.15). The data may be normalised. and compared with the 
formula of Forstall and Shapiro (21) indicating a self-preserving mass 
concentration profile exists, as in figure (5.16). 
Measurements were also made in a non-isothermal co-axial gas jet. 
The ihner jet fluid emerged at 60 deg. C with the outer co-axial flow 
at 145 deg. C. The inner and outer jet fluids were respectively ethane 
and air. 
Typical measured radial distributions of temperature and con- 
centration are shown in figure (5-17). The total data thus generated 
may be used to draw the concentration and temperature contours as shown 
In figure (5-18) 
- Figure 15-19) shows the cross-sectional concentration profiles 
for an isothermal propane jet issuing perpendicularly to a uniform air 
cross-flow and arranged as illustrated, in a rectangular wind tunnel. 
The data may be translated into a contour map (figure 5.20) and jet 
trajectory and the presence of re-circulation zones are then evident. 
A strong IwaKe' re-circulation zone is shown and a weaker upstream 
zone is created by the jet fluid deflected upstream by the impingement 
process. 
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5.6 Error Estimate on Concentration Measurement 
With correct calibration procedure. and well defined bridge 
output voltages possessing low fluctuations due to fluid turbulence, 
isothermal concentration measurement may be achieved to the accuracy 
shown in figure (5.10). However in practical measurement situations 
such as those illustrated in section (5.5), error on concentration 
estimate will be increased due to error in interpretation of the 
fluctuation in digital voltmeter outputs due to fluid turbulence. 
Such error incurred by the recording of erroneous voltage 
values may be considered as a misrepresentation of F(X) as depicted' 
in figure Ct. 21). Non-zero at the correct root of F(X) may be 
represented by an error AF. Consequent error on concentration estimate 
will then be related to the sensitivity parameter by: 
AX' = AF. 
1 
13F/3ý(T aava9a5.4 
F= 0 
In a manner similar to the error analysis of section 4.5.6. the 
change in function value of F(X) due to the errors on the individual 
bridge output voltages E Ol" 
E 
02 represented by 
AE 01, 
AE 02' may 
be 
represented by: 
IAFI - '{(2-F )2 AE 
2+( ZF 2 AE 
?11 
(5.5) 
DE 01 01 
-ýEN) 02 
Subsequent error in concentration magnitude may then be computed 
by equation 15-4). 
The results of such computations, (requiring numerical differen- 
tiation of equation (5-1)), are given in figure (5.22) where nominal 
values of error on recorded mean voltage level have been taken as 
those found to be typical from observed voltage fluctuations in the 
conducted experiments of section (5.5). Error in recorded mean voltage 
has been taken as ±0.5% representing for an actual bridge output of 
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10.00 volts a possible recorded mean value in the range 9.95 to 10.05 
volts. 
The error on argon data' is seen to be high for all concentration 
levels and similarly the error for helium is excessive at low gas 
concentrations. 
Ethane and propane display very modest errors on concentration 
estimate particularly in the low concentration range which is of 
greatest interest in the proposed fuel spray modelling experiments. 
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5.7 Computational Details 
The two basic requirements of the technique are: - 
a. To establish from calibration data the constants A, B 
as presented in equation (4.36). 
b. To calculate, from experimental bridge output voltage 
and gas temperature, the flow concentration and velocity 
by the iteration process using the established two wire 
calibration characteristics. 
Both requirements have been developed in a single computer pro- 
gram which therefore presents a choice of calculation sequpnces. A 
third alternative is presented for the case where calibration velocities 
over the wires have been established by other means such as the 
DISA 55D41 wind tunnel. 
The purpose of the following section is not to provide intricate 
detail on the computing procedure but mainly to outline the calculation 
paths required. Calculation paths are depicted in the flow chart 6f 
figure (5.23) and the actual program listing and segment descriptions 
are presented in Appendix (C), to which subroutine names in this 
section directly. relate. 
5.7.1 Computation of Probe Characteristics 
The recorded bridge voltage outputs from the calibration 
tests have to be related to the flow characteristics as metered 
by the orifices and subsequently Nusselt and Reynolds number 
calculated. 
Test section velocity and concentration are computed from 
the two orifice mass flow rates, their stagnation temperatures 
and pressures, and the test section temperature, by the equations 
of continuity and mass conservation. The subroutine IORIFLOW' 
calculates the separate orifice mass flow rates using equation 
Test section velocity and concentration is then calculated 
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from the combined orifice flows in subroutine IOOATAI. 
Corresponding bridge voltage outputs are used to calculate 
the heat transfer coefficients of the two wires as in section 
C4.2) using the iteration procedure of Appendix (B) in sub- 
routine IHTRANSI. 
A further subroutine 'NOATAI then combines the wire and 
orifice data to present Nusselt-Raynold co-ordinates using the 
function segments 'CPT', IKMI, 'VM' to calculate mixture property 
values for the concentration levels calculated in 'OOATA', at 
the twin wire respective film temperatures. INDATAI is also 
designed to least squared-error fit the total data for each wire 
and hence provide the constants A, B for equation (4.36). From 
these calibration constants the concentration function of 
equation (5-1) is computed and the necessary data groupings 
required to plot the twin wire relationship as typically illus- 
trated in figure (5.1) are evaluated and output. 
Thus when using the program in this calibration mode input' 
data comprises the total rig flow data readings AH1, AH2, H01, 
H02, Tl, T2, T3 as depicted in figure (4.5), and for the purpose 
of checking, the test section pitot-static head also. Addition- 
allY the wire operating temperatures, bridge voltage outputs. 
and wire properties etc. are required. 
Program output then presents the raw data as Nusselt- 
Reynold co-ordinates, with constants A. 6 evaluated in equation 
C4.36) for each wire, the test section velocities and concentra- 
tion levels, calculated mean gas mixture property levels, and 
the concentration function Plot similar to that of *figure (S. 1) . 
5.7.2 Calculation Sequence for the Computation of Concentration 
Magnitude from a Calibrated_two wire Probe 
The subroutine ICONX2P is used to calculate mixture concentration 
levels from recorded bridge voltage outputs. Twin wire heat 
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p 
transfer coefficients are firstly computed in subroutine 
'HTRANS'. The wire operating temperatures and experimental gas 
temperatures are used to calculate the 100% gas property values 
kmis km 20 Pmlj, PM 2 at 
the respective film temperatures by the 
polynomials of equations C4.29) (4.30) in function segment 'CPT'. 
Iteration within TONX21 is achieved by using the iteration 
subroutine 'CJMIT' (Appendix B) and the external concentration 
function 'FCX, as based on equation (5.11. The iteration variable 
is molar gas concentration X and successive estimates of the root 
are used to calculate the mean gas properties in the function seg- 
ments KM, VM (based on equations (4.24)(4.25), until the value of 
FM (equation (5.1)) is less than 10 
Iteration error is then substantially less than any real 
experimental error and may be calculated from equation (5-4) 
for typical sensitivity as depicted in figures (5.3) to 
for the considered operating conditions and tracer gas employed. 
Corresponding velocity calculation is achieved in subroutine 
IVELX2, ', where the derived concentration value is used to calcU- 
late the mixture properties and velocity by the wire character- 
istics A, B, in equation (4.3B) for each of the two wires. 
Data input for this mode of program use is therefore 
limited to the experimental bridge voltage values, and the two 
wire characteristics as presented by the calibration program 
procedure. Wire geometries and material details are also required. 
Output is presented as concentration estimate and the two 
wire velocity estimates based on the concentration value. 
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CHAPTER 6 
Modelling Experiments Based an Published Data 
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6.1 Descriptionof the Experimental Swirl Rig 
A steady state flow rig of fixed geometry was designed and 
manufactured to allow a non-uniform velocity profile to be created. 
The salient details are shown. in figure (6.1). Air mass flow rate, 
yielding the mass meaned velocity, (section (2.2.3)), was externally 
metered by the 10 mm. air orifice mounted within the flow calibration 
rig (section (4.1.3. )). 
On entering the modelling rig the air is deflected by a vane 
Which may be rotated to provide variation in air velocity profile. 
Optimum vane geometry, and the positioning of air passages through the 
vane, were determined experimentally to produce suitabie velocity 
profiles across the measurement zone. The measurement zone (figure 6.1) 
represents a 150 deg. sector of a circular combustion chamber. 
Exchangeable brass 'screw-in' gas jets could be placed at three 
locations within the rig. Two locations were provided on the centre 
column orientated parallel or at 20 deg. to the model top surface, thus 
allowing for suitable jet inclination in the engine. 
The third location was at the circumference of the model 
combustion chamber as shown in figure (6.1). Minor variation in 
geometry was achieved with modelling clay and forming templates to 
create any necessary radii etc. in the combustion chamber design. 
Probe traversing facility was provided by a rotating protractor 
disc, and a radial slider mechanism, thus allowing complete flexibility 
of probe position within the chamber. The traversing arrangement may 
be more effectively iilustrated by reference to figure (6.2). 
Variation in velocity profile with vane opening (defined in 
figure (6.1)) is shown in figure (6.3). At constant mass moaned model 
velocity, a variety of rig profiles may therefore be created. The 
manner in which the initial profile compares to profiles at subsequent 
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angular radii throughout the measurement zone. is also illustrated in 
figure (6.3) for a constant -vane opening of 15 mm. Modest variation 
is indicated, but this amount of change was considered to be within a 
normally accepted experimental error band. 
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6.2 Modelling Experiments based on the Data due to Stock (86)j 
Comparison of Model and Engine Jet Trajectories and Spread 
6.2.1 General Comments 
The work of Stock (86) has already been discussed in 
Section (1.1) where the published paper (9) based on the 
thesis of ref. (86) was reviewed. The work reported in the 
thesis is of greater detail and provides the necessary data 
for the modelling experiments. Additionally, a copy of the 
Schlieren film data has been made available and direct compari- 
son of model and engine trajectory and spread is therefore 
possible. 
Three different nozzle configurations have been modelled 
and represent an interesting range in injector inclination to 
the air swirl. 
6.2.2 Steady State Model of a RadialInjection 
Prints of the injection process are shown in figure 
Injection is from the circumference of the combustion chamber, 
and the nozzle is directed radially to the centre of the 
chamber, air swirl is in an anti-clockwise direction. 
Injection commenced 15 deg. b. t. d. c. and had a duration 
of 4 degs. crankshaft rotation. Nozzle diameter was 0.7 mm., 
injection rate 5 mm 
3 /crank deg., engine speed 1000 rev/min., 
and compression pressure was 32.95 bar. 
At compression top dead centre the combustion chamber 
was effectively a cylindrical disc of 29 mm. radius. The 
radial velocity profile across the combustion chamber, as 
measured by Stock, is shown in figure (6-5). and may be 
represented in non-dimensional form as illustrated. A rig 
vane opening of 17 mm was found to produce the most suitable 
comparison of profile (figure 6.5). 
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Calculation of the fuel nozzle exit velocity (based on the 
injection rate, nozzle area, and a value of Cd0.83 from 
ref. (87)), yielded Uf = 94 m/sec. 
Modelling tests were conducted at two rig mean air 
velocities, of 3.25 m/sec, and 5.6 m/sec. The gas jet nozzle 
diameter by equation (2.20) was calculated to be 5.22 mm for 
propane and 6.60 mm for ethane. 
Figures (6.6)(6.7)(6.8) compare the model measured steady 
state concentration profiles, obtained with the hot wire 
anemometry technique, for three different conditions of 
similarity. The profiles are represented along radii of the 
model combustion chamber at values of '0' denoting angular 
displacement from the nozzle in the direction of the airs 
rotation. Measurement was made on the horizontal plane 
containing the nozzle centre line. 
Agreement of the three different modelling conditions, 
based on the similarity theory of section (2.2.1), indicates 
conformity of trajectory and spread irrespective of tracer gas 
type and air velocity. The data scatter on each of the 
cross-sectional jet profiles was thought to be indicative of 
natural data spread, and not due to modelling discrepancies. 
Jet trajectory and spread is seen to be consistent. 
The data obtained Tor the propane model at 3.25 m/sec. 
is reproduced in figure (6.9) as a mass air to fuel ratio con- 
tour map, and more effectively illustrates trajectory and spread 
of the steady state model. 
6.2.3 Transient Modelling Df the Radial Injection 
The engine injection duration of four cranKshaft degrees 
rotation, corresponds to 0.67 irsecs. in real time. Applying 
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equation (2.22) therefore indicates that the corresponding dura- 
tion on the model is 10.5 msecs. at a mean rig air velocity of 
3.25 m/sec. Alternatively, an engine crankshaft rotation-of 
one degree corresponds to 2.62 msecs. on the model time scale. 
A pulsed gas jet was created by a specially designed and 
manufactured rotary valve, driven by a 'Servomexl variable 
speed D. C. motor and control unit. Pulse length of the gas jet 
could then be varied by control of the valve rotor angular 
velocity. The ratio of 'on' time to 'off' time was 0.045, hence 
ample duration existed for the scavenging of gas between success- 
ive injections in the model simulation. The experimental equip- 
ment associated with this set of tests is shown in figure (6.10). 
Gas nozzle exit velocity variation with time was measured 
by the calibrated concentration probe positioned on the exit 
plane of the nozzle. The pulse was found not to be perfectly 
square, but its rise time was short and a substantial percen- 
tage of its duration represented a constant injection velocity. 
Pulse length and character at the nozzle plane was highly 
repeatable (figure 6.11). Further downstream from the nozzle 
the pulse appeared typically as shown in the second oscillogram 
of figure C6.11), and some variation in pulse width and location 
of peaks existed between subcessivo injection processes. 
Therefore, representative voltage-time traces were obtained at 
each measurement location within the model combustion chamber, 
by a data processing technique which has also been employed 
for the transient engine analysis to be discussed in 
chapter C7). 
In the case of the transient jet analysis the time 
dependent variables to be simultaneously recorded were the 
two output voltages from the concentration hot wire probe and a 
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timing pulse. The timing pulse was produced by a photo-cell 
viewing a slotted disc mounted on the valve rotor. The positive 
rising edge of the pulse, (corresponding to light transmission 
through the disc's slot), was set to correspond to the initia- 
tion of the injection process at the nozzle exit plane (cf 
the voltage traces of figure (9.11)). 
Figure (6-12) shows the data processing sequence for a 
single voltage trace and associated timing pulse channel. The 
signal was modified by a d. c. voltage bias and attenuation 
stage such that the maximum and minimum voltages of the trace 
lay within the acceptance band of the 'Racal Store 41 frequency 
modulating tape recorder. On completion of the data recording 
pr. ocess, known calibration voltages were also recorded and hence 
modified by the same circuitry. 
The recorded signal was then replayed to, the input 
channel of a high speed A/D converter on a Hewlett Packard 
5451A computer. A small computer program was used to average 
any required number of input traces. Origin of the time scale 
on individual sample traces was maintained constant by using 
the photo-cell timing pulse as a triggering voltage on the 
A/D converter unit. Hence a typical, or mean, voltage time 
trace was generated and stored in the computer data core, with 
sampling ordinates at intervals as defined by the A/D converter 
setting. The averaged trace was then output via a high speed 
paper tape punch. 
In the case of the transient jet analysis two paper tapes, 
corresponding to the voltage time traces averaged over 
twenty injection processes, of the hot wires of the concentration 
probe, were therefore created for each measurement location. 
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Voltage levels on the paper tape did not represent actual test 
voltages due to the bias and attenuation process, and discrepancy 
between input and output levels of the tape recorder. Therefore, 
the similarly recorded calibration voltages were also digitised 
onto paper tape. Signal paper tapes and associated calibration 
level paper ta'pes,, were then processed by an I. C. L. 1904 digital 
computer using a simple conversion program to relate the 
'punched' voltages on the paper tapes to 'actual' voltages from 
the calibration levels. 'Actual' voltage-time traces thus 
generated were output on punched card and therefore formed data 
for the relevant processing program. 
For the purposes of the transient jet analysis the 
analogue signal was digitised at a sampling period of one 
ordinate Csample) every 100 Psecs. Thus the 10.5 msec. 
injection pulse was represented by approximately 100 ordinates. 
Concentration magnitude, at any measurement location, at 
appropriate points in time, could then be extracted. Hence, at 
a single point in time, concentration magnitude at every 
measurement location could be accumulated and processed in the 
same manner as the steady state analysis, to produce the gas 
jet envelope at that instant. 
The resultant concentration maps, (at successive time 
intervals after the start of the injection process, correspond- 
ing to engine steps of 1 deg. cranKshaft rotation), are shown 
in figure (6.13). Comparison of the envelopes thus produced 
with the steady state Jet envelope and trajectory may be made 
as in figure (6-14). 
The comparison of figure (6.14) illustrates an important 
result, namely, that the steady state trajectory and spread is 
sensibly identical to the transient jet. i. e. Successive 
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envelopes of the transient jet propagate along the path defined 
I 
by the steady state analysis. 
6.2.4 Comparison of the Radial Gas Jet Model with the Engine Fuel Spray 
The engine fuel spray envelopes illustrated in figure (6.41 
are represented in figure (6.15) to the same scale as the gas jet 
model diagrams. The light yellow are adjacent to the dark 
Ifuel"boundary of figure (6.4) represents a fine droplet or 
vapour trail. The figure (6.15) illustrates both boundaries. 
Figure (6.16) compares the outer boundary at each film frame 
interval (1 deg. crankshaft steps) with those produced by the 
gas jet model. Substantial agreement may be seen to exist. 
The minor discrepancies which are evident on comparison of the 
envelope were thought to be acceptable by the author in relation- 
ship to the modelling concept and the amount of variation which 
may be expected to occur between successive injections in both 
the model and the engine. 
6.2.5 Further Modelling Tests on_the Data due to Stock (86) 
Two furthermodelling tests based on the data of Stock 
were also executed. In these cases injector inclination was 
again horizontal but at an angle of 50 deg, to the combustion 
chqmber radius. Propane tracer gas was used and the models 
were based on the same parameters as those for figure (6.13). 
On the basis of the above favourable comparison between tran- 
6ient and steady state models the tests were conducted only for 
the steady state case. 
Figure (6.17) shows the results obtained with a gas jet 
inclination 50 degs. against the air swirl rotation. Figure 
(6-18) shows the corresponding film sequence. Basic similarity 
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is apparent and the trajectory and spread of the engine spray 
and model gas jet are compared in figure (6.19). 
Similarly, figure (6.20) shows the mass air-fuel ratio 
profile map obtained for the same nozzle inclined 50 deg. with 
the air swirl, and figure (6.21) shows the corresponding film 
sequence copied from the thesis of Stock. Figure (6.22) shows 
a representative engine fuel envelope (at 356 deg. ) compared 
with the gas jet model envelope. Impingement onto the combus- 
tion chamber wall is seen to occur at 70 - 90 deg. from the In- 
jector nozzle, the gas jet model shows similar impingement 
characteristics. 
6.2.6 Comments on the Gas Jet Simulations Based on the Data due to Stock 
Overall spread and trajectory of the gas jet models have 
I 
been shown to be similar to those of the engine. An interesting 
result has been illustrated on comparison of the steady state 
and transient analysis which confirmed that the steady state jet 
is basically similar to the transient model. Hence, the compli- 
cations of transient data analysis are unlikely to be necessary 
for most typical diesel engine injection processes. 
However, the above modelled situations, although allowing 
comparison of jet behaviour, have not allowed comparison of 
engine auto-ignition sites and corresponding model predicted 
local air to fuel ratio. This is because the large fuel nozzle 
diameter used in Stock's tests created a richer than average 
fuel spray, and auto-ignition sites observed on the film were 
located. outside the model measurement zone. 
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6.3 Modelling Experiments based on the Data due to Rife and Heywood 
(Reference 36) 
6.3.1 General Comments 
Two injection conditions have been modelled from this 
reference. Spray trajectory was observed by direct high speed 
cine-photography, dense regions of the spray prior to ignition 
were made visible by illumination from flash bulbs. The tests 
were conducted on the M. I. T. rapid compression machine and 
provide information on trajectory, and auto-ignition sites with- 
in the established spray. Low density, vapour regions were 
not visible by this direct photographic technique. The filmed 
data is of injection at a fuel nozzle velocity of 91.2 m/sec. 
from a single hole centrally placed nozzle of diameter 
0.152 mm., into a circular combustion chamber of 50.8 mm 
(2 inches) radius. Modelling experiments have been performed 
for filmed data at the two swirl rates of angular velocities 
80 and 180 rad/sec. 
The velocity profile of the rapid compression machine was 
found to be most effectively modelled with a modelling rig vane 
opening of 15 mm (figure 6.3). Modelling was performed at a 
mean rig air velocitY of 3.25 m/sec., and gas jet orifice 
velocities of 146 m/sec., and 65 m/sec., providing predicted 
similarity by equation (2.19) at the 80 and 180 rad/sec. 
air swirls respectively. The requisite gas jet diameter was 
calculated by equation (2.20) to be 0.75 mm. 
Gas concentration measurements were made in the plane of 
the jet centre line and represented as projected onto a plane 
normal to the camera viewing angle. Hence, direct comparison 
may be made of the film and model trajectories. 
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6.3.2 Data for the 80 rad/sec. Air Swirl Case 
Measurement by the hot wire concentration technique, for 
the model as described in (6.3.1) provided data to produce the mass 
air to fuel ratio contour map as shown in figure (6.23). The 
relevant sector of the circular combustion chamber is shown and 
scaled to correspond to the actual dimensions. 
Impingement of the jet is seen to occur, and the super- 
imposed centre line points as extracted from ref. (361 display 
a high degree of coincidence with the line of maximum jet 
concentration. 
An interesting region of low mixture concentration is 
indicated in the 'wake' region of the Jet, centred at a 
radius of 0.75 inches, and indicates accumulation of jet fluid 
in a low pressure wake region. 
Reproduction of the relevant combustion photographs are 
shown in figure C6.24): which illustrates the spontaneous 
ignition and flame progression sequence through the jet. These 
may be represented as in figure (6.25), where the boundary of 
the gas jet model is also illustrated. Comparison of the primary 
ignition source, and the corresponding area of figure (6.23), 
indicates that 'actual' ignition occurs in a 'predicted' air 
to fuel ratio of approximately 10: 1 to 15: 1, i. e. in a region 
predicted to be ýlightly richer than stoichiometric. Subsequent 
flame propagation (figure 6.25) is seen to proceed approximately 
parallel to the combustion chamber wall, and against the air's 
rotation. The figure C6.23) indicates that the flame front 
therefore travels through regions predicted to be mixed close 
stoichiometric concentration. Envelope (3) (cf. with figure 6.24)) 
indicates a considerably brighter combustion, indicative of a 
'richer' burning process. This corresponds to the model impinge- 
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ment point and mixtures in the range 10: 1 to 8: 1 mass air to 
fuel ratio. 
The flame envelope (4) of figure (6.25), Ccf. figures 
(6.24)(6.23)) is of particular interest because a bright igni- 
tion nucleus is indicated and represented as a secondary auto- 
ignition point in figure (6.25). The high luminosity of this . 
source would suggest that if ignition had not occurred in 
envelope (1) then the first auto-ignition centre may have 
occurred in this region. Further, the flame propagation from 
this source is rapid and spreads outwards from the nucleus, 
in a manner represented in figure (6.25) by envelopes (5) and CO. 
Envelopes (5). (6) (cf. figure 6.24) would suggest that the 
rapid combustion during these stages, and the expansion of the 
high temperature gases, has destroyed the initial jet profile, 
transport and mixing of fuel may then be reasoned to be con- 
trolled, at least in part, by the combustion induced turbulence. 
6.3.3 Model based on the data of Rife and Heywood at an Air Swirl 
of 180 rad/sec. 
Combustion photography of this injection process was not 
presented in reference (36) and therefore detailed comparison 
of the model mass air to fuel ratio contours with the ignition 
nuclei and subsequent Tlame propagation may not be made. 
The mass air to fuel ratio contour map, obtained by 
concentration measurement in the model, is shown in Tigure (6.26). 
Impingement of the fuel spray on the combustion chamber wall 
is predicted not to occur and comparison of the depicted fuel 
spray with the previous 80 rad/sec result of figure (6.23) 
shows a marked difference in fuel concentration levels. 
Data points extracted from reference (36) are superimposed 
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on the figure (6-26) and again indicate a close agreement of 
jet model and fuel spray trajectories. Personal communication 
with Professor Heywood revealed that the twin centre line 
trajectories represented are resultant of data scatter from 
separate film sequences. 
6.3.4 Comments on the Gas Jet Simulations based on the Data of 
Rife and Heywood 
As in the results of section (6.2), trajectory is seen 
to be accurately represented by the gas jet simulations. Further 
evidence is also presented which indicates that auto-ignition 
site location and subsequent flame propagation, during the 
initial combustion stages, relate closely to the model mass 
air to fuel ratio predictions. 
Furthbr analysis of data, with more detailed information 
on the auto-ignition characteristics of the spray, is deýirable. 
The work reported in chapter 7 is of'relevance in this context. 
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6.4 Range of Modelled Data 
The five model similarities examined within this chapter 
represent a wide range in engine conditions (particularly for momentum 
flux ratio J), and may be summarised as below: 
SOURCE 
Uf 
(m/sec) 
Ual 
CrrVsec) 
df 
(mm) 
dg (C 
3H8 
(mm) I-) 
STOCK (86) 94 42.5 0.7 5.22 7.8 
R. aM H. (36) 91.2 2.04 0.152 0.75 2830 
R. and H. (36) 91.2 4.56 0.152 0.75 590 
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CHAPTER 7 
Relationship of Fired Engine Data to the 
Corresponding Gas Jet Simulation 
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7.1 Introductory Comments 
The work reported in this chapter attempts to directly 
relate engine data with the gas jet simulated mixing of the fuel spray. 
Engine data has been obtained for three fuel injector nozzles to 
define cycle mean effective pressure, maximum rate of pressure rise, 
exhaust emission levels, and fuel injection equipment characteristics. 
Additionally a study. of the combustion process using high speed direct 
cine-photography has been undertaken. 
In order to allow accurate gas jet modelling of the fuel spray, 
air velocity measurements in the motored engine cylinder have also 
been made, using hot wire anemometry techniques. 
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7.2 Experimental Test Engine ModiTications 
The tests have been conducted on dconsiderably modified Petter 
PJ1 engine. (Salient specification details as in Appendix D). 
It was found necessary to replace the existing cylinder head with 
a specially designed, and manufactured, fabricated head. Many of the 
original features were maintained however. Existing inlet and exhaust 
valves were used, but relocated in the replacement head design, and 
the original valve rocker gear and injector body were also utilised. 
However, in order to provide the necessary viewing area for filming 
the combustion process, a 'two level' design was employed. Injector 
body inclination and nozzle central position were maintained as in the 
original engine, but the valve rocker gear was located on a second 
platform above the injector body. Figure (7.1) shows the arrangement 
Of the head on the engine, where it may be seen that the design then 
allows the location of the viewing window aperture in the area 
previously occupied by the valve gear. 
Air swirl was generated by a near tangential inlet port and a 
180 deg. inlet valve mask. 
Figure (7.2) shows an assembly drawing of the cylinder head and 
illustrates the salient-details. 
The original Petter PJ1 combustion chamber was of the deep bowl 
toroidal type, and the orifice (throat) an the piston crown was of 
insufficient diameter to allow adequate viewing of the combustion 
process. The original piston was therefore machined to allow the 
insertion of 'false' piston crowns with self contained combustion 
chambers. Figure (7.3) shows the two chamber shapes used in this 
Project. The volumes of both chambers were measured, and the bump 
clearances correspondingly modified to ensure that similar compression 
ratios existed. For both chambers the volumetric compression ratio 
was 16.9: 1. 
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The facility to mount a 'Kistler' pressure transducer was also 
provided, and replacement of the viewing window with a drilled brass 
plug allowed the insertion of a hot wire anemometer probe at various 
radii in the combustion chamber. For measurement at small radii the 
probe was inserted through the injector passage by a similar brass 
plug mounting system. 
Rotating disc and photo-call assemblies, similar to that described 
in section (6.2.3). were mounted on external extensions of the engine 
cam and crankshafts. Six equi-spaced slats in the crankshaft disc 
created voltage pulses at a frequency proportional to engine rotational 
speed. A 'Racal' computing counter was used to sample the pulses and 
display the engine speed in rev/min. A single slat in the camshaft disc 
provided one pulse per engine cycle set to coincide with induction top 
dead centre, and was used as the timing pulse for the data processing 
sequence as illustrated in figure (6-12) (Section 6.2.3). 
When required, the engine was driven by an A. C. motor, and a 
variable transformer provided speed control of the motored engine. 
Under fired engine conditions an unconventional method of applying load 
was employed. The fired engine was allowed to drive the motor armature 
against the field winding flux induced by the mains supply. Various 
transformer 'speed' settings, below the fired engine speed. then pro- 
vided various degrees of flux loading on the engine. Hence, at a given 
fuelling rate, engine speed could be maintained constant by adjustment 
of transformer speed setting. 
A micrometer type screw adjustment. allowed repeatability of fuel 
pump rack setting. The original 'Bryce' (8mm diameter plunger), fuel 
pump was used for all the tests. 
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7.3 Aquisition of Fired Engine Data 
7.3.1 Fuel Injection Equipment Characteristics 
Calibration of the nominal fuel pump rack setting, measured 
on the micrometer screw adjustment, was achieved by timing the 
fired engine consumption of a known volume of fuel at constant 
engine speed. Hence, the number of fuel pump plunger strokes 
could be calculated for the timed period and the quantity of 
fuel delivered per stroke readily determined for a range of 
nominal fuel rack settings at a constant engine speed of 
1000 rev/min. 
Injection duration for a given injected fuel quantity was 
found to be dependent on fuel nozzle hole area and nozzle open- 
ing pressure. Fuel line pressure was measured by a 'Kistler' 
fuel line transducer located 25 cm. from the injector nozzle 
(measured along the fuel line path). Simultaneously, needle 
lift was measured by a TISTEC 9151, non-contacting, inductive 
displacement transducer which was calibrated prior to the tests. 
Upper frequency limit of the displacement transducer was 20 kHz., 
and hence the short rise time at the opening of the injector nozzle 
could be effectively monitored. Figure (7.4) shows a set of 
injector characteristics, at 1000 rev/minvi, for a single hole 
nozzle of diameter 0.35 mm. Figure (7-5) summarises the results 
for the three nozzles used in this project at a constant engine 
speed of 1000 rev/min. Spill port closure was set at 2.3 degrees 
before top dead centre, however at a nozzle opening pressure of 
150 bar, (maintained constant for all the fired data tests), 
elasticity of the fuel line, and delay in pressure pulse arrival 
at the injector needle, can be seen from the results of figure 
(7.4) to produce a dynamic injection timing of 15 degrees before 
top dead centre at 1000 rev/min. 
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Satisfactory injection duration for all three nozzles was 
considered to occur for an injected fuel quantity of 40 mm 
3 
per pump stroke. Therefore all fired engine data aquisition has 
been based on the fuel injection characteristics at 1000 rev/min 
and the above injected quantity. 
7.3.2 Indicated Work done, and Fired Pressure Trace Comparisons 
for the different Nozzles and Combustion Chamber Geometries 
Fired cylinder pressure traces were measured using a 
Kistler type 628B capacitive pressure transducer and associated 
charge amplifier, type 5001. The data was recorded and 
processed as depicted in figure (6.12), averaging was performed 
over ten engine cycles. Approximately 1200 ordinates were 
generated onto punched data card for each moaned engine cycle 
trace. The tests were conducted for all three nozzles and the 
two combustion chambers at the previously mentioned conditions 
of 1000 rev/min engine speed, and 40 mm 
3 /cycle injected 
quantity. 
Subsequent processing of the data was achieved on the I. C. L. 
1904 computer using a specially written computer program. 
Numerical integration of each trace allowed computation of the 
indicated mean effective pressure. Numerical differentiation 
of each trace, provided data on the maximum rate of pressure 
I 
rise after the initiation of combustion. 
Figures (7-6) (7.7) show the respective pressure traces for 
the two combustion chambers as referenced in figure (7.3). 
A point of considerable interest, to be noted at this stage, 
is the similarity for the data of identical nozzles in the two 
chambers. Little effect of chamber geometry is apparent. 
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7.3.3 Exh6u8t'Emission Tests 
Exhaust gas was sampled as a continuous flow from a tapping 
2m. from the engine manifold, and presented to the infra-red 
gas analysising equipment manufactured by "The Analytical 
Development Co. Limited". Direct measurement of carbon monoxide, 
unburnt hydrocarbons, and nitrous oxide emissions were thereby 
obtained. Concurrently a fixed volume of exhaust gas was drawn 
through standard, special purpose, filter papers. The detection 
of reflected light from a standard source then provided a measure 
of exhaust smoke emission measured on the 'Dunedin' smoke 
analyser. A scale reading of 'zero' corresponds to the unsoiled 
filter paper, 'and a scale reading of 'ten' corresponds to a 
totally black surface. Calibration of the infra-red gas detec- 
tion equipment was achieved by sampling known gas mixtures 
(supplied by 'Rank Precision Industries') prior to the test run, 
after a suitable equipment 'warm' up period of three hours. 
However, subsequent drift of calibration was found to occur and 
frequent re-calibration was necessary. 
Emission levels were measured for all three fuel nozzles in 
both combustion chambers at an engine speed of 1000 rev/min. and 
a range of fuel pump rack settings from 20 mm 
3 /cycle to 
50 mm 
3 /cycle injected fuel quantity. The results are shown in 
figures (7.8) (7.9). 
Marked similarity for the two combustion chambers is seen 
to exist, particularly in view of the limitation on measurement 
accuracy imposed by the previously mentioned calibration drift 
problems. This is consistent with the similarity in pressure 
trace data presented in figures (7.6) (7-7). 
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7.3.4 High Speed Photography Results 
A 'Hycam' high speed cine camera was used to obtain the 
filmed data. Time scale, or crankshaft rotational position, 
was recorded on the film by using the photocell sensor and a 
slotted disc mounted on the engine camshaft extension. Slots 
were machined in the disc to a known1pattern' (i. e. at irregular 
angular spacings) and the disc adjusted so that a fixed point 
in the pattern corresponded to a known point in the engine cycle. 
Suitable electronic circuitry was used to present a high voltage 
to a neon-light mounted within the camera body on receiving any 
of the triggering pulses created by the photocell unit and slotted 
disc combination. Thus, the neon light was caused to flash with 
the disc slot pattern, and was located such that the light exposed 
the edge of the cine film (adjacent to the sprocket holes). 
Consequently the position in the cycle of any frame on the film 
could be easily determined by its position relative to the 
exposed portions of the film edge. 
Trial tests were performed using monochromatic film which 
allowed 'on-site' processing, and a rapid feed-bacK of data. 
Optimum filming conditions, and camera settings could then be 
predicted for the subsequent colour film tests. 
The viewing window was machined from 'Perspex' acrylic 
sheet, thus providing the maximum possible viewing area. Mount- 
ing of a quartz window in the same sized aperture considerably 
reduced the viewing area because of the additional separate 
brass mounting rings required. Prior, to each film sequence the 
Perspex window was polished flat with rubbing compound on a 
Plate glass surface. Final 'finish' was achieved by soft polish- 
ing with paper tissue. Before inserting the Perspex window, the 
engine was run to allow normal operating temperatures to stabilise, 
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with the quartz window in position. Rapid replacement of the 
quartz window with the larger window, then allowed ample running 
time to obtain the filmed data, before any sooting or deteriora- 
tion of the perspex surface occurred. 
An important finding of the monochrome film preliminary 
tests was that the two combustion chambers produced not notice- 
able variation in combustion characteristics for constant fuel 
nozzle configuration. This is also upheld by the results of 
figures (7.6) (7.7) (7.8) C7.9). Consequently colour film 
was only used on the combustion chamber I as depicted in 
figure (7.3). 
Filmed data was obtained at an engine speed of 1000 rev/min. 
and fuelling rate of 40 mm 
3 /cycle. Film speed was a nominal 
6000 frames/sec. 'Tungsten' colour film (Ektachrome EF 7242) 
was found to most effectively represent the combustion process 
colour spectrum. 'Daylight' colour film was found to produce 
an overall red bias on the colours. 
The camera direction is shown in figure (7-10), and the 
viewed spray was arranged to have the original, i. e. undeflected, 
path as also illustrated. 
The colour film results are shown for the three nozzles 
(for combustion chamber I) in figures (7-11) to (7.16)). The 
results will receive more discussion in section (7.7). Figure 
(7.17) shows prints from the monochromatic film for the 
1x0.35 mm nozzle at the same engine conditions but for combus- 
tion chamber II (figure 7.3), and may be compared with the 
combustion chamber I results, of Tigures (7.11) (7.12). Initial 
character of the spray, i. e. before combustion is totally 
established, may be seen to be almost identical. Auto-ignition 
occurs in similar regions of the spray and any apparent 
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difference may be attributed to the different film development 
I 
and printing processes. Prints of the #reversal' colour film 
were obtained from copies made on 35 mm 'negative, colour film. 
Hence a degree of fine detail is lost. The fine streaks, due 
to burning droplets appearing on the monochromatic film are 
an example of this effect. 
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7.4 'Ait'Vblocity Measurements 
7.4.1 Stbtbrhbnt of thb Measurement Problem 
The work of Chapter 4 showed that the heat transfer from 
the sensing element of a hot wire anemometer is defined by 
equation (4.36) irrespective of wire overheat ratio, where 
the constants, A, B may be anticipated to vary slightly between 
individual sensors. Re-arrangement of equation (4.36) 
yields: 
U. 
pm 
I Ch. d 
T -0.12 2.5 
0{ --E I- A) (7.1) d-p 
mKmT9 
The overall surface heat transfer coefficient (h) may be 
calculated as in section (4.2) and is a function only of bridge 
output voltage, probe details, and gas temperature. For opera- 
tion in the motored engino'cylinder the air properties vM, KM, 
may be sensibly expressed as functions of instantaneous wire 
film temperature as in section (4.5.4) and the remaining 
property, pma may be calculated from the characteristic gas 
equation at the instantaneous air pressure and temperature. 
Hence, the measurements required to allow computation of 
air velocity throughout the engine cycle are the time dependent 
variables of air temperature and pressure, and anemometer 
probe bridge voltage output. Instantaneous values of velocity 
may then be computed by equation (7.13 for a calibrated probe 
for which the constants A, 6 have been determined from the flow 
calibration rig. 
7.4.2 Experimental Equipment 
A single wire probe, manufactured as shown in figure (4.2), 
was used toýmeasure the air velocity in the engine cylinder. 
Derham (31) showed that the rotation of the air was essentially 
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two dimensional at piston positions close to compression top 
dead centre. Therefore the wire axis was mounted horizontally, 
i. e. parallel to the piston face, so that probe rotation allowed 
the separation of swirl and squish velocity components. 
The DISA M-system anemometry bridge, (50 n bridge top 
resistance, see section (4.1.1)), was used for engine air 
velocity measurement. The 'Racal Store 41 F. M. tape recorder 
was used to record the various sensor signals aftor appropriate 
biasing and attenuation together with the timing pulse, 
(section 6.2.3) as generally represented in figure (6.12). A 
tape speed of 15 inches per second was used, and represented an 
upper frequency limit of 5 kHz. 
A 'Kistler' capacitive pressure transducer, (as introduced 
in section (7-3-2)), was used to provide the motored engine 
cylinder pressure trace. Cyclic temperature variation was 
measured using the hot wire probe as a resistance thermometer. 
(based on the experimentally determined value of resistance 
temperature coefficient for the Pt - 10% Rh. wire employed 
(figure 4.11)). Probe location for temperature measurement was 
at a combustion chamber radius of 24mm. and depth of 10 mm. 
from the cylinder head flame face, with the wire orientated 
normal to the direction of the air swirl. 
Engine rotational speed was monitored as described in 
section (7.2). 
The test engine and associated equipment required for the 
air velocity tests is shown in figure (7.18). 
Data for the anemometer probe heat transfer calibration 
was obtained in the flow calibration rig Csection 4.1.3). for a 
range of overheat ratios presented by operation of the wire at 
750 deg. C and 540 deg. C, over the air temperature range of 
0 
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19 deg. C to 230 deg, C, and a velocitY range of 4 m/sec to 
96 m/sec. The data was seen to be correlated in the form of 
equation (4.36), and the constant A, B were computed to be 
0.249 and 0.591 respectively, after processing by the 
calibration program described in section (5.7.1). The probe 
was operated at a wire temperature of 750 deg. C in the engine 
tests. Wire material was Pt. - 10% Rh., (quartz coated), and 
wire geometry was 1.96 mm. x 10 um diameter. 
7.4.3 AquiBition of Data and Experimental Results 
Velocity measurements have been made in both combustion 
chambers at engine speeds of 600,800,1000,1200 rev. /min. 
Due to limitation on time,, measurement in combustion chamber II 
(figure 7.3) was restricted to that necessary to establish a 
comparison of air motion with combustion chamber I. 
Cylinder pressure and temperature traces were obtained for 
all the engine speeds as described in section (7.4.2) and 
processed as depicted in figure (6.12). Air temperature at 
compression top dead centre (CTDC) was measured to be approx- 
imately 20 deg. C higher at 1200 rev/min than at 600 rev/min. 
Motored engine cylinder pressure and temperature traces at 
1000 rev/min are illustrated in figure C7.19). 
Air velocity measurements in combustion chamber I were made 
at five combustion chamber radii at each engine speed. Probe 
insertion at the radii 10,17,21,27 mm., was through the brass 
plug mounted in the window aperture, to a depth of 10 mm. below 
the cylinder headflame face (see figure 7-3). For the 5 mm 
radius probe location, the probe was inserted down the injector 
body hole, and therefore the axis of the wire was not maintained 
parallel to the piston face for this location. Swirl velocity 
Component was measured by positioning the probe so that the wire 
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axis was radial to the combustion chamber, i. e. normal to the 
tangent. Squish velocity component was measured by rotating the 
probe so that the wire axis was n6rmal to the combustion chamber 
radius. 
Squish component was measured only at the 27 mm radius, 
i. e. adjacent to the combustion chamber lip, where its magnitude 
may be expected to be greatest. 
The recorded voltage traces were averaged over ton engine 
cycles and digitised to approximately 750 ordinates per cycle 
(approximately I cranK deg. interval). The above data was used 
in conjunction with a specially written computer program for the 
calculation of the air velocity. The flow chart for the computer 
program is shown in figure (7.20). 
Air velocities as a function of engine crankshaft rotation 
were then generated. Figure (7.21) to figure (7.25) inclusive 
show the computed swirl velocity traces at the four engine 
speeds and five radii for combustion chamber I, and figure (7.26) 
shows the squish velocity component at a radius of 27 mm for the four 
engine speeds. 
The general form of the traces show three velocity peaks 
corresponding to induction air motion, compression swirl motion, 
and exhaust air motion. The relevant portions of the traces 
are adjacent to CTDC, when fuel injection and mixing occurs. 
Velocity magnitudes at the respective radii may be replotted 
as combustion chamber swirl velocity profiles. Figure (7.27) 
shows the variation of swirl velocity profile for 30 degrees 
either side of CTOC at 1000 rev/min. Figure (7.28) shows 
similar profiles at the four engine speeds at CTOC. The profiles 
so generated may be approximated by a forced vortex representation 
as shown, and hence, an the basis of a solid body rotation a mean 
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swirl ratio 7 may be calculated. Figure (7.29) shows the 
variation of mean swirl ratio at CTDC with engine speed. Similar 
to the results of Urlaub (1) (2), (figure (1.1)), swirl ratio 
decreases with engine speed, and the magnitudes of the results 
of figure (7.29) approximately correspond to the 10 mm. mask 
curve of figure (1.1). 
Measured squish velocity component at CTOC and 27 mm radius 
(figure 7.26) is low compared to the corresponding swirl velocity 
Cfigure 7.25). It is worthy of note that the hot wire probe will 
sense heat transfer from its surface even when the flow Is 
parallel to the wire axis. Tests conducted an the flow 
calibration rig showed that a wire with its axis parallel to 
the flow may indicate a velocity up to 15% of the actual 
longitudinal component. Hance, part of the illustrated compres- 
sion squish (figure 7.26) must be attributed to the heat transfer 
induced by the predominant swirl motion. 
Figures (7.30) (7.31) show velocity traces for the combustion 
chamber II at a radius of 23 mm. The squish component is again 
seen to be low compared to the swirl component at CTDC. The 
figure C7.28) shows the measured swirl velocity platted in 
relation to the profiles of combustion chamber I, and indicates 
a substantial compatability in swirl magnitudes between the two 
combustion chamber shapes. 
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7.5 Comments on Relative Performance of the Two Combuntion Chambers 
As previously indicated, figures C7.61 17.7) show a marked 
similarity of pressure trace data for both combustion chambers, 
figures (7.8) (7.9) show similarity in exhaust emission levels, and 
essentially the same spray formation was found to exist from the 
high speed cine-film data. Figure (7-28) indicates that substantially 
the same air motion is generated in both cases. 
The 'squish' lip of combustion chamber II is therefore seen to 
have little effect. Actual shape of the two chambers differ, but both 
were designed to allow viewing of the combustion process through the 
window, at similar compression ratios, and are therefore of similar 
diameter and depth. Air motion may be expected to be consistent unless 
a substantial decrease in 'throat' diameter forces the air to adopt a 
radial (squish) motion as the charge air is transferred to the inner 
bowl when the piston approaches CTDC. Such an air motion may be 
expected to redirect tangential angular momentum. The mathematical 
model, due to Derham (31), which was developed to predict the air 
swirl motion, was based on the conservation of angular momentum on 
transfer of the charge air from the larger cylinder bare diameter, to 
the smaller combustion chamber diameter. It is logical therefore that 
bowls of similar radii may be anticipated to produce similar swirl 
ratios unless the path of the air is caused to substantially deviate 
from the induced tangential motion. 
The comparison of data between combustion chambers I and II 
therefore illustrates that exhaust emission levels and power output are 
predominantly a function of the air-fuel mixing process. Change in 
chamber shape will only affect either of these parameters by influencing 
the air motion and, logically, the spray path length. As resolved in 
section (1.1) it is therefore the air-fuel mixing process which has to 
be described. 
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7.6 Modelling Experiments Based on the Engine Data 
Motored engine. compression data, for the engine speed of 
1000 rev/min may be summarised as below: - 
Peak compression pressure 31.8 bar 
Peak compression temperature 456 deg. C 
Peak compression air density 15.2 kg/m 
3 
Representative air velocity 
CIO deg. BTON 10.8 M/Sec 
The latter item being obtained by manual integration of the 
Profile represented in figure (7.27). 
Similarly the-fuel injection characteristics for eac. h nozzle 
may be analysed and combined with the above data to yield the gas 
Jet diameter and velocity by equation (2.20) (2.19) for a model air 
velocity of 3.25 m/sec., yielding: - 
Fuel Nozzle Fuel Nozzle Gas Jet* Gas Jet 
Spec. Velocity diameter Velocity 
(No. x size) (m/sec) (mm) (m/sec) 
1x . 35 mm 198 2.67 58.5 
4x . 30 mm 108 2.29 32.0 
4x . 24 mm 165 1.83 48.5 
* Propane tracer gas 
For the modelling experiments a vane opening of 14 mm was found 
to most effectively simulate the air velocity profile (figure 6.31. 
Measurement of model gas concentration was again made in the plane 
containing the jet axis using the hot wire anemometry technique. Steady 
state tests were performed since ignition always occurred in the 
established fuel spray (figures 7.11 to 7.16). The resultant concentra- 
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tion maps for the combustion chamber I are shown in figures (7.32), 
(7.33). (7.34). 
Due to the extreme similarity between the engine performance 
obtained for the two combustion chamber shapes modelling experiments 
were not performed for combustion chamber II. 
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7.7 Relationship of Engine Data to the Gas Jet Models 
7.7.1 Qualitative Comparison of Photographic Data and Gas Jet 
Simulations 
With the direct photographic technique employed comparison 
of trajectory of the fuel spray and gas jet may be made when the 
combustion process illuminates the established spray (cf. figure 
(7.11), frame 3 at 2.5 deg BTDC). Further information an the 
auto-ignition sites, 'combustion' evident distribution of fuel, 
and occurence of smoke generation is provided. The gas jet 
models provide information on fuel distribution over the surface 
containing the jet centre line and a point worthy of note is that 
the engine fuel distribution and photographed combustion are 
three dimensional. 
Comparison will initially be made between the photographic 
results of figures (7.11) (7.12) and the corresponding gas jet 
model of figure (7.32). (1 x 0.35 mm. dia. nozzle). 
Both model and engine display an essentially straight jet 
with heavy wall impingement. Fuel concentration at the combus- 
tion chamber wall is predicted to be high in the model, and 
wall wetting would therefore be anticipated in the engine. 
Suitable ignition sites within the model are presented along the 
10: 1 to 15: 1 regions parallel to the wall and behind the spray 
body, which corresponds closely to the photographed behaviour, 
(figure 7.11, frame 2. at 5 deg. E3TDC. ). where auto-ignition 
is seen to occur simultaneously in two separate regionsi 
adjacent to the wall downstream of the impingement point, and 
adjacent to the spray body in the 'lee' of the air swirl. 
An area of interest is presented in the wake of the gas jet 
model. close to the nozzle, where an accumulation of fuel is 
apparent (figure 7.32). A low pressure wake region may be 
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formed due to the reasons outlined in section (2.1) and fuel 
thereby trapped. Concentration of gas in this area is seen to 
be low, but no evidence of such an accumulation is apparent from 
the engine photographs. The flame front reaches these regions 
by the end of injection Cfigure (7.11) from TDC to 2.5 dog. 
ATDC), but is indicative of combustion expansion and mixing 
rather than flame propagation through a preformed mixture. 
The engine spray is most effectively represented in frame 3 
(figure 7.11) at 2.5 deg. btdc, and marked similarity with the 
gas jet model is apparent (figure 7.32). The most intense 
combustion. at this point occurs in the jet wake, immediately 
behind the jet core, and in the mixture band predicted by the 
model to be between 15: 1 to 5: 1. 
Heavy smoke generation becomes evident from 15 deg. ATOC 
to 30 deg. ATOC with dense smoke nuclei being formed in the area 
approximately corresponding to the combustion chamber edge and the 
impingement point (see frames at 20,22.5 and 25 deg. ATOC, 
figure 7.11). The implication is that the combustion process 
is then sufficiently intense to cause ignition, and partial 
burning of the deposited wall fuel layer, corresponding in the 
gas, jet model to the narrow 3: 1 contour at the wall. 
Earlier in the combustion process the jet body does not 
become fully ignited until 2.5 to 5 deg. ATDC. Model predicted 
air to fuel ratio in the. spray body is less than 3: 1. therefore, 
similar to ignition at the wall sufficient heating of the fuel- 
rich portions only occurs when combustion has become well 
established. This is also in accordance with the postulation of 
Melton (17), in relation to figure (1.22), namely, that the 
dissipation and combustion of the fuel rich regions in the spray 
core could only occur after cessation of injection. In relation 
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to figure (7.11) this can be seen to be so, since intense 
combustion of the jet body corresponds to the end of injection 
when the air swirl rotates and destroys the original spray. 
The total combustion process is prolonged, and still visible 
at 70 deg. ATOC. (figure 7.12), although piston motion has then 
exceeded the camera focus depth of field. 
Dissipation of the model predicted rich wall regions'is 
therefore seen to be a slow process requiring heating and subse- 
quent combustion of the colder fuel layer. Combustion efficiency 
may then be expected to be additionally controlled by the rate 
at which air contacts the wall fuel layer. Figure (7.6) indicates 
a low peak pressure for this nozzle and low rate of initial 
pressure rise, accordingly figure (7.8) shows high smoke and un- 
burnt hydrocarbon emissions, and low No x emission. 
Figures (7.13) (7.14) and the corresponding gas Jot model 
of figure (7.33), for the 4x0.3 mm diameter nozzle, present a 
different mode of combustion. 
The viewed spray ignites close to the nozzle, and simultan- 
eously, close to the combustion chamber wall (frame 1. figure 
7.13). Flame propagation through the pre-mixed fuel is rapid 
(frame 2), and a wide combustion band is established by approx- 
imately 4.5 deg. BTOC (frame 3). On frame 3a darker brown 
Osmokel area at the combustion chamber edge, slightly to the left 
of centre, becomes visible. This suggests the spray impingemont 
point and jet deflection and considerable spread is therefore 
inferred by the sequence up to frame 4 (3 deg. BTDC), although 
the spray body is hidden by the combustion process. By CTOC 
(frame 6) flame has filled the viewing window. Comparison with 
the previous Ix0.35 mm nozzle (figure 7.11) effectively 
illustrates the difference*in the initial combustion rate of the 
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two sprays and is clearly evident from the pressure trace data 
of figure (7.6). 
Subsequent to the injection process the brown 'smoke' area 
rotates with the air swirl and by 3 deg. ATOC the air 'gap' 
separating the viewed spray combustion from the 'upstream' spray 
becomes visible. From 3 deg. ATOC to 8.7 deg. ATOC the 'smoke' 
area rotates out of view. By 36 deg. ATDC decay of the combus- 
tion process is evident, comparison with the same point in the 
cycle for the Ix . 35 mm nozzle (figure 7.12)) again indicates 
the difference in combustion rates. 
The gas jet simulation of figure (7.33) predicts considerable 
jet deflection and in this respect agrees with the photographic 
results. Additionally, spread of the jet is largo, and a wide 
trail, starting at approximately 10 mm radius is produced, and 
therefore corresponds to the early ignition and rapid combustion 
areas of. frames 1 and 2. figure (7.13). Gas concentration on 
impingement represents an air, to fuel ratio between 5: 1 and 3: 1 
and clearly corresponds with the above mentioned smoke generation. 
The model therefore predicts a fuel spray with both a wide lean 
trail in its wake, and a high fuel concentration at the combustion 
chamber wall and along the Jet centre line. In the latter respect 
the model prediction is similar to figure (7.32) for the 
1x0.35 mm diameter nozzle, but due to the lower injection velocity 
for figure (7-33), (see section 7.6), increased deflection and a 
wide lean trail are also produced. The results of figure (7.8) 
indicate both high nitrous oxide and smoke emission levels for 
the 4x0.3 mm diameter nozzle. The explanation is therefore 
related to the concept of Henein (35), figure (1.15), where the 
high nitrous oxide emissions were attributed to the lean 'trail' 
regions of the model and the incomplete combustion products were 
131 
attributed to the fuel rich core, and logically, the fuel rich 
wall regions also. 
Figures (7.15) (7-16) illustrate the photographic results 
for. the 4x0.24 mm diameter nozzle, and figure (7.34. ) illus- 
trates the corresponding gas jet simulation. The left hand 
spray, in view through the window aperture, is discussed below. 
Auto-ignition occurs simultaneously in three separate loca, ý 
tions, subsequent flame propagation to the spray body is rapid, 
as'depicted in frame 2 of figure (7.15), Capproximately 8.6 deg. 
BTDC). Wall impingement is evident and negligible deflection of 
the spray body occurs. No smoke generation is indicated and 
large areas of fuel free space persist throughout the combustion 
process. Combustion later in the sequence (5 deg. ATDC onwards) 
is restricted to burning at the outer combustion chamber radii. 
Comparison of auto-ignition sites with the gas jet model 
again indicate location along the 15: 1 to 10: 1 contour. The 
ignition nucleus near to the nozzle (figure 7.15, frame 1) is 
indicative of combustion in the wake generated region behind the 
gas jet (cf. figure 7.34). Such a wake 'collection' of jet 
fluid has already been illustrated in figures (6.23) (7-32) 
although evidence of ignition in this area has not been previously 
observed. The ignition nucleus Close to the combustion chamber 
edge (figure 7.15, frame 1). corresponds to the area downstream 
of the gas jet model impingement point where the concentration 
near to the wall is in the region 10: 1 to 15: 1. 
Generally gas jet predicted air to fuel ratio at the combus- 
tion chamber wall is in the region of 10: 1, and therefore consid- 
ably weaker than the previous results of figures (7.32) (7.33). 
This therefore coincides with the absence of smoke generation in 
figures (7.15) (7-16). 
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The combustion process for this nozzle is rapid and is 
decaying by 25 deg. ATDC (figure 7.16). The appearance is 
Icleaner', with flames distinctly brighter and less red than 
the previously discussed film sequences. Jet body 'core' 
concentration in the model (figure 7.34) is also seen to be 
less rich and extent of the 3: 1 boundary is reduced. The fuel 
spray form is most effectively illustrated early in the combus- 
tion process in frame 2 (figure 7.15) where substantial compari- 
son with the gas jet simulation of figure (7.34) may be made. 
7.7.2 Quantitative Comparison of Gas Jet Simulations and Engine Data 
Quantitative comparison of trajectory and spread, and auto- 
ignition site location, between various gas jet models and 
corresponding engine fuel sprays, has already been made in 
chapter B. The purpose here is to show a degree of correlation 
between exhaust emission levels, pressure trace data and the 
simulated fuel spray mixedness. 
Section 1.1 presented evidence that the interaction of fuel 
spray and air swirl intensities was related to the engine per- 
formance. Figures (1.9) (1-10), illustrated that increased 
Imixedness' promoted higher rate of initial pressure rise and 
figure (1.14) was used to indicate that increased swirl influence 
promoted increased Nitrous oxide emission. The concept of 
Henein (35), figure (1.15). was therebY supported, and indicates 
that extension of the relatively weak regions may promote 
increase in nitrous oxide emissions, initial rate of pressure 
rise. peak pressure, and hence combustion noise. Conversely, 
increase in the proportion of rich spray regions may be 
anticipated to promote increased emission of smoke, unburnt 
hydrocarbons, and due to partial carbon oxidations, increased 
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carbon monoxide emission also. The concept of Melton (17), 
figure C1.22), may also be anticipated to be relevant since 
as indicated for the 1x0.35 mm. diameter nozzle, dissipation 
of over rich fuel regions, within the spray care, may only 
occur after the cessation of injection. 
The air-fuel contour maps of figures (7.32) (7.33) (7.34) 
therefore provide a direct means of quantifying the spray mixed- 
ness, and the experimental engine data of figures (7.6) (7.8), 
provide the necessary performance comparison. 
The area of each spray model covered by a predicted air to 
fuel ratio weaker than 10: 1, expressed as a fraction of the 
total jet area, has been used as a parameter of model predicted 
mixedness. (The respective areas were measured using a planimeter) 
The lower histogram of figure (7.35) shows the result for the 
three considered nozzles. Consequently, the 1x0.35 mm. diameter 
nozzle spray is predicted to be less than 40% mixed to an air to 
fuel ratio weaker than 10: 1, measured on the 'area' basis. 
The upper histograms of figure C7.35) show engine data for 
each nozzle which may logically be expected to increase with 
increased spray mixedness. Model 'mixedness' parameter, and 
engine data, are therefore shown to follow a similar trend. 
The lower histogram of figure (7.36) shows the converse 
area parameter for the three nozzles, i. e. the fractional area 
of each gas jet model covered by air to fuel ratio regions 
richer than 10: 1 are represented. Consequently, the 
1x0.35 mm diameter nozzle spray is predicted to be more than 
60% mixed to an air to fuel ratio richer than 10: 1, on the 'area' 
basis. 
The upper histograms of figures (7.36) show the engine data 
for each nozzle which may be expected to increaae with proportion 
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of rich spray mixture. A degree of correlation between model 
Imixedness' and engine data is again indicated. 
7.7.3 Concluding Comments on the Engine Analysis 
The set of engine data, has been shown to be complimentary 
to the gas jet models. 
High values of nitrous oxide emission, rate of initial 
pressure rise, maximum cycle pressure, and-a rapid combustion 
process occur for the 4x0.24 mm. diameter nozzle, and have 
been explained by reference to the mixture presented by the 
corresponding simulation. (figure (7.34) (7.35)) 
Conversely, high values of unburnt hydrocarbon emission, 
smoke number, carbon monoxide emission, and a prolonged combus- 
tion process, occur for the Ix0.35 mm. diameter nozzle, and 
have been attributed to the high jet core and wall fuel concen- 
trations presented in the model. (figure (7.32) C7.36)) 
The 4x0.3 mm diameter nozzle produces both relatively 
high smoke and nitrous oxide emissions and combines the worst 
characteristics of the above mentioned cases. The model 
indicates that the large Jet diameter promotes fuel rich regions 
in the jet core and at the impingement point despite the low 
injection velocity (section 7.6). However, jet deflection occurs 
and the low velocity portions at the outer spray body are 
transported by the air swirl to form a generally 'weak' mixture 
in a jet trail, where the photographic data indicates allto-igni- 
tion and rapid initial combustion originate. The generally weak 
trail, and associated rapid combustion have been postulated to be 
responsible for the nitrous oxide emission (section 7.7.23, whilst 
the rich jet core and wall impingement zone have been proposed 
as responsible for the smoke emission in conjunction with the 
photographic evidence. 
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The carbon promotingo slow and late dissipation of the 
rich fuel core within the spray as proposed by Melton (figure 
1.22) and the emission formation concept of Henein (figure 
1.15) are therefore seen to be upheld. 
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CHAPTER 8 
General Discussion and Closure 
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8.1 Gas Jet Modelling Results 
8.1.1 Model Representation of Trajectory and Spread 
The results of chapter 6 illustrate that the engine fuel 
spray trajectory and spread are well represented by the gas 
jet simulation (see figures 16.9), (6.16), (6.19), (6.22), (6.23) 
(6.26)). Further, the modelling experiments of figures (6.6), 
C6.7) (6.8) indicate that substantially the same model predic- 
tions of spread, trajectory and fuel dispersion are created, 
using different tracer gas types and model mean swirl velocity, 
provided equations (2.19) (2.20) are satisfied. 
However, figure (6.22) indicates the gas jet is slightly 
wider than the fuel spray in this particular instance where 
impingement of the spray onto the combustion chamber wall 
occurs. This may be reasoned to be due to the inability of the 
gas JA to''wet' the combustion chamber wall, i. e. extraction 
of fuel from the spray in the engine cannot be represented by 
the jet simulation. The basic mechanism at the point of gas jet 
impingement must be different to that of the two phase liquid 
fuel spray, and the results of gas jet models should therefore 
be viewed accordingly, i. e. High gas concentration in the model 
may be taken to infer wall wetting in the engine. 
Transient gas jet analysis (see figure (6.13)) was shown to 
produce successive jet envelopes propagating along the same path 
as the steady state jet, and therefore complýments the quasi- 
steady jet, and quasi-solid body assumptions as 
used by Adler and Lyn (24) in their mathematical analysis 
(see figure (1-30)). In relation to the modelling experiments 
the result indicates that in cases where ignition occurs in the 
established spray, (i. e. injection duration exceeds ignition 
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delay), a simpler steady state analysis will be indicative of 
the fuel dispersion at the instant of ignition., Saving on 
labour and time is therefore considerable. 
8.1.2 Representation of Fuel Dispersion 
Published experimental data on fuel dispersion, or local 
air to fuel'ratio within the fuel spray, is rare. Consideration 
to obtaining such data on the experimental test engine used for 
the data of chapter 7, was given, but total time of the project 
prevented completion of this set of tests beyond preliminary 
work on the measurement technique using a gas chromatograph. 
Such an analysis would be a substantial piece of work and is 
discussed more fully in section (8.43. 
However, the results of chapter 7, and figures (6.23) 
(6.25) provide evidence that the model jet fluid dispersion is 
indicative of engine fuel dispersion. 
Auto-ignition has been seen to occur in regions predicted 
to be close to stoichiometric, and typically in the range 
10: 1 to 15: 1 mass air to fuel ratio. Prediction of the 
exact location of the auto-ignitiDn site from the gas jet 
simulation requires additional knowledge of temperature distri- 
bution in the spray, since auto-ignition will logically occur 
where suitable concentration and temperature coincide. This 
will receive further discussion in section (8.4). 
The data of Rife and Heywood (figure (6.24)) indicates that 
initial flame propagation is along model predicted contours in 
the region of 15: 1 to 10: 1, with a more intense combustion at 
the chamber wall where impingement presented a model air to fuel 
ratio of 8: 1, Cfigures (6.23) (6.25)). Similarly for the engine 
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data of chapter 7 the photographed combustion sequences show 
ignition to occur in model'regions represented by bands of 
mixture between 10: 1 and the outer boundary of the jet. In 
particular comparison of figures (7.13) and (7.33) indicates 
that large spread of the early ignition regions in the engine 
fuel spray is represented in the model by a wide trail down 
stream of the fuel jet. 
Excessively rich regions predicted in the model (less than 
5: 1 air to fuel ratio) in figures C7.32) (7.33), occurring both 
in the spray core and along the wall, are reasoned to promote 
both smoke formation and considerable delay in combustion when 
related to the corresponding film sequences of figures (7.11) 
to (7.14). Conversely the leaner wall and spray core mixtures 
of the model of figure (7.34) correspond to rapid clean combus- 
tion in the engine fuel spray of figure (7.15). 
The model area parameter, developed to quantify the model 
predicted fuel dispersion, shows a strong correlation with the 
engine produced data of figures (7.35) (7.36). Trend in the 
proportion of model lean mixture area is seen to be matched by 
trend in engine produced data related to lean region combustion 
(Henein (35) figure (1.15)). i. e. Increase in nitrous oxide 
emission, rate of pressure rise, and peak pressure is seen to 
correspond to increase in lean mixture proportion as predicted 
by the models. Additionally, increases in carbon monoxide, 
smoke, and unburnt hydrocarbon emission are shown to correspond 
to increase in rich mixture proportion as predicted by the 
models. 
The lean mixture 'patches' produced close to the nozzle in 
the models of figures (7.34), (7.32), (6.23) are worthy of 
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discussion. Little evidence of such fuel accumulation is 
apparent in the engine fuel spray. However the regions are of 
lean mixture, typically less than stoichiometric, and unlikely 
to provide suitable auto-ignition sites. The possibility of 
their existence in the engine cannot be overruled therefore, 
but 'combustion evidence' of these fuel areas is scarce and 
only truly apparent in figure (7.15), frame (2), just after 
10 deg. BTDC, when auto-ignition is seen to occur close to this 
region. Existence of these areas corresponds to the wake regions 
in the gas jet concept of figure (2.1), and explained as a low 
pressure region behind the almost 'solid' body cylinder 
representing the spray. It is of interest to note, therefore, - 
that such regions do not occur in the models where deflection 
and spread is large, (figures (6.26) (7.33)), and occurrence of 
these regions therefore shows a relation to the jet momentum 
compared to the cross flow intensity. 
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8.2 Application of the Modelling Technique to Engine Development 
Section (1.1) presented a survey of published engine performance 
data in relation to the fuel mixing process. The work of chapter 7 now 
compliments this and illustrates that variation in engine performance 
with nozzle configuration, such as those surveyed in figures (1-11) 
(1.8) (1.9) (1.6), may be explained by suitable gas jet models. The 
concept of 'thermal pinch' was proposed as a feasible eýxplanation of 
the overswirled state resulting in increased smoke emission. (section 
1.1.2). In particular, it Was proposed that for figure (1.11) increased 
smoke emission with increased hole number, i. e. increased swirl effect, 
could be explained by thermal pinch where under penetration of the 
spray was suggested. Under penetration of the 4x . 33 mm nozzle of 
figure (1.11) was thought to be suggested due to the large hole area 
promoting a low nozzle injection velocity. 
It is now of interest to note that the same argument could be 
applied to the low injection velocity, 4x0.3 mm nozzle, of chapter 
7, if no modelling data was available. On this faulty train of logic, 
correction would be suggested by reducing swirl rate, the model of 
figure (7.33) clearly indicates that increased wall impingement and 
smoke generation would result. 
The usefulness of the modelling technique is therefore 
apparent. 
Section (1.1) showed that engine performance is a function of 
many variables such as nozzle hole size, injection velocity, spray 
path length, and swirl intensity. The marked similarity between engine 
data for the two combustion chamber shapes of chapter 7 illustrates 
that the major controlling factors are those listed above. Engine 
development by progression from one combination to the next by 
changing a single variable, such as nozzle size, may be misleading 
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since interpretation of the engine data is in itself an uncertain process. 
The work of chapters (6) (7) illustrate that the gas jet modelling 
technique can represent the fuel mixing process with sufficient realism 
to allow selection of suitable injection rate, nozzle configuration, 
swirl rate and spray path length at the design stage. Subsequent 
development would then be restricted to fine variation of the generally 
correct combination. 
In particular the universal correlation of engine produced data 
as a function of a spread parameter is desirable for the prediction of 
relative performance between various injection systems. It has already 
been shown that the proportion of model area weaker than 10: 1 air to 
fuel ratio is indicative of the exhaust emission levels and pressure 
loadings created by combustion in the engine (figures (7.35) (7.36). 
From the work of chapter 2 it may be seen that, increased penetration 
occurs with increase in the ratio of nozzle momentum flux to cross flow 
momentum flux M, and increase in the ratio Cd f 
/R). Hence the 
parameter: 
J. df /2R *@season (8.1) 
may be anticipated to increase with jet penetration potential. However, 
spread of the fuel spray is not well represented by such a parameter 
since equal values of expression (8-1) may be obtained for cases of 
low J, high df /R, and, high J but low df /R. Further, as in the case 
of the data of Stock (86) (sea figures (6.9) (6-17) (6.20)), jet 
inclination can be seen to produce variation in fuel dispersion. Hence, 
the model area parameter of figures (7.35) (7.36) may be included as 
a dispersion factor: - 
J. df MR. A) posts*@* (8.2) 
may be expected to increase with Jet intensity and jet rich mixture 
proportion (where Ap is the area proportion of the gas jet model weaker 
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than 10: 1 air to fuel ratio). 
Available data to checK the correlation of engine variables with 
the parameter (8.2) between different combustion chambers and fuel 
injection systems is not provided by the data of this project. It is 
to be recommended therefore that future modelling studies may include 
worK to establish such a universal parameter. 
Figure (8.1) shows engine data plotted against the parameter 
(8.2) for the three considered injection cases of chapter 7. The 
presented data is obviously limited in this respect, but tends to 
suggest an optimum value of the parameter for smoke and CO emissions 
which correspond to the, maximum rate of pressure rise. More data 
from different engines and corresponding gas jet models, plotted on 
this basis would hopefully correlate to produce a universal guide 
Tor the optimum value of parameter (8.2). 
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8.3 Remarks on the Hot Wire Techniques 
Development of the hot wire heat transfer correlating equation 
of Chapter 4 for probes with wires of sufficient strength for engine 
velocity measurement work, and over a sufficiently wide overheat ratio 
range, allowed the direct application of the derived relationship 
without the complication and uncertainty previously produced by 
amendment to published relationships (section 3.5.1). However, limita- 
tion on the general application of the correlating equation is imposed 
by the specially devised techniques of quartz coating and cold resis- 
tance measurement. Non-coated wires, and use of operating temperatures 
based on directly measured cold resistance values, may be expected not 
to provide correlation on the same equation form. Therefore, future 
application of equation (4.36) should also be accompanied by applica- I 
tion of the quartz coating and cold resistance measurement techniques. 
The binary concentration measurement technique has been a 
useful research tool in the present project, and the sensitivity 
predictions for various tracer gases (section 5.2) provide a realistic 
method of determining measurement accuracy. Application in other 
modelling experiments to describe mixing phenomena is clearly possible. 
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8.4 Recommendations for Further Work 
Further validation of the model air to fuel ratio predictions 
may be made by direct sampling experiments on fuel spray in the engine 
cylinder. A high speed sampling valve would then be used to withdraw 
samples of air-fuel mixture from discrete locations in the spray. 
Suitable complete combustion of the withdrawn mixture could then be 
achieved on a continual flow basis. Measurement of the gaseous 
products after combustion, notably, carbon dioxide, carbon monoxide, 
oxygen and unburnt hydrocarbons, would allow computation of the 
original air to fuel ratio providing the injected fuel was a pure 
hydrocarbon such as n-heptane. Combustion of the spray in the engine 
cylinder would have to be avoided, possibly by reduction in compression 
ratio. Direct comparison with the corresponding gas jet model woUld 
then be possible. 
The dependance of fuel spray auto-ignition site location on 
IDcal temperature CDUld be determined by temperature measurement in an 
additional non-isothermal model, created on the same basis as the gas 
mixing model. Local temperature could be readily measured using a 
hot wire probe as a resistance thermometer. Similarity criteria Tor 
air and jet fluid temperatures would require derivation, and in the 
case of impingement, the model wall temperature would also have to 
be controlled. Mapping of temperature profiles, superimposed an the 
gas concentration model map, would then indicate where stoichiometric 
mixture, and suitable ignition temperature coincide. Comparison with 
engine photographic data would then provide a test for validation. 
The computation of exhaust emission levels and heat release 
from data on fuel injection rate and swirl intensity is a complex 
problem hampered by the pre-requisite of describing the mixing process. 
It is therefore logical to suggest that data on the fuel distribution, 
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generated by the gas jet modelling technique, could be used as input data 
to a combustion analysis to predict'heat release and exhaust emission 
levels. The problem of predicting the combustion process through the 
hetrogeneous mixture is in itself a formidable task. However, it may 
be claimed that the ability to realistically represent the local fuel 
concentrations removes a major problem area. 
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8.5 Conclusion 
Trajectory and spread of the gas jet models based on the theory 
of chapter (2) have been shown to closely represent those of the engine 
fuel spray, and a comparison of engine combustion data and model 
mixture prediction has been presented. 
A good indication of combustion performance may be inferred 
from the model air to fuel ratio map and the likely performance of 
the combustion system thereby predicted. Therefore the technique has 
been proposed to have immediate application in engine development work 
and as a suitable means of presenting mixture data for input to 
computational combustion models. 
Extension of the technique is recommended to provide data on 
the temperature dependence of auto-ignition sites, and further 
validation by mixture sampling on the engine is suggested. 
The developed hot wire anemometer heat transfer correlation is 
of direct use in engine velocity measurement work, and the binary 
concentration measurement technique is generally applicable to 
modelling experiments of mixing phenomena. 
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Appendix A 
One Dimensional Single Droplet Theory 
A. 1 Basic Assumption5 
qu The life of the droplet is divided into two stages: - 
i. Unsteady 'heat up' period: the temperature of the droplet 
increases to that of the boiling point of the hydrocarbon. 
ii. Steady state evaporation period. 
b. The considered droplet is not influenced by adjacent droplets. 
co Radiant heat transfer is negligible. 
d. Infinite thermal conductivity of the droplet due to rapid circu- 
lation of fluid (Biot modulus <0.1). 
e. The vapour pressure on the droplet surface is assumed equal to 
the saturation pressure corresponding to the liquid temperature. 
f. The main driving force for the diffusion of vapour from the drop- 
let surface is the mass concentration gradient. 
'Cracking' of the hydrocarbon fuel does not occur. 
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A. 2 Governing Equations 
A 2.1 Velocity Decay 
Equating the inertia and drag forces of the droplet yields: - 
7rD 
3dUfc ! 
_9 uu32. 
nD 
2 
13 f* -6 -dt d' 2f94 
where: 
Cd . 060804 drag coefficient 
Pf apg, **see.. respective fuel and gas densities 
Uf lu 9 
respective fuel and gas velocities 
The drag coefficient of a sphere may be represented as a function 
of Reynolds number from standard published data, and fitted by an 8th 
order polynomial. 
A 2.2 Droplet Temperature 
Equating the convective heat transfer to the droplet with the 
increase in internal energy and the heat lost due to evaporation yields: 
X ý-M 
gA h 7rD 
2 
(0 0) (A. 1.2) 
dt dt 49 
where: 
e ***eggs 
droplet temperature 
x ....... latent heat of evaporation 
m . *saute droplet mass 
c **Goofs specific heat of the fuel oil 
09....... gas temperature 
The average surface heat transfer coefficient h can be calcu- 
lated by the relation due to Froessling (37): 
Nu = 2(l + 0.276 Re' Pr 
1/3 ) ....... (A. 1.3) 
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where: - 
Re ........ Reynolds number 
Pr ........ Prandtl number 
Nu ........ Nusselt number 
A 2.3 Evaporation Rate 
By mass transfer theory (38): 
dm 
= Ag B *sees*.. (A 1.4) dt 
where: - 
A ........ droplet surface area 
........ mass transfer driving potential 
g ........ is defined by: 
h log e 
(I + 6) 
gB *so. * (A 1.5) 
p 
The driving potential B may be defined as: 
Mm 
B=mgms 
st 
where m 0.000a.. mass of vapour per unit mass of mixture. 
subscripts g ........ denotes the gaseous phase-removed from the 
droplet boundary layer. 
s *DOOR*@* denotes the surface condition. 
t ........ denotes the transported property. 
Considering the vapour to behave as a perfect gas, and applying 
Dalton's Law of partial pressure yields: 
(P -P 
B=C9P (A 1.6) 
c 
where: 
PS ...... saturated vapour pressure. 
P9 ease* vapour pressure in the gaseous phase. 
PC ...... total cylinder pressure. 
(mol. wt. of fuel/mol. wt. of air) 
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A. 3 Solution and Computation of the Governing Equations 
A 3.1 General 
It has been shown that the four variables velocity, mass. 
temperature, and time are inter-related by equations (A 1.1, A 1.2, 
A 1.3, A 1.4, A 1.5, A 1.6), the relationship may be represented as 
below: 
mass temp. velocity time 
mass I 
temp. I 
velocity 
where I. and II represent the stage of the droplets life over which 
they are dependent. 
The process of solving the three basic sets of equations becomes 
that of a step-by-step iterative method. The iteration providing a 
suitable value of Reynolds number and evaporation rate for the time 
step currently considered. 
A 3.2 Calculation of Velocity_Decay 
Rewriting equation A 1.1 yields: 
dfd3g. dt 
(U 
f- 
u 32 Dpf 
If a change in velocity across a small time step is considered, 
for which the iteration process provides a mean Re (Fe) based on a moan 
diameter U, a mean value of Cd (C d can be 
defined from the relation- 
ship of Reynolds number to drag coefficient. Thus, direct integration 
of the above equation is valid using these representative values as 
constants over the time increment: - 
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u ft +Ug 
CU 
ft -u9)a. At 
ass*. (A 1.7) t+At 1+0 (U ft -u9). At 
cd3p9 
where a=u. 4 pf 
U ft 0***"* 
fuel droplet velocitY at time t. 
Uf 
t+At .... fuel 
droplet velocity at time t+At 
A 3.3 Calculation of Droplet temperature and Mass change during 
Stage I 
The droplet temperature and mass inter-relationship is 
specified by equation A(l. 2), but the evaporation rate is also specified 
in equations (A 1.4, A 1.5, A 1.6 and A 1.3) where Pr is replaced by 
Schmidt number (Sc) in A 1.3. Godsave (12) and Kumagi and Isoda (39) 
showed that the droplet diameter changes little during the unsteady 
heat up period. Hence, during the small time step the droplet diameter 
will be taken as that calculated for the end of the last time interval. 
Hence given a representative value of Reynolds number (from the current 
iteration estimate) it can be shown that: 
m const. for At. 
This reduces the differential equation. (A 1.2) to the form: 
dO + CCO y ý -t 
which has the solution: 
0 
t+ At cc At 
ot - Y/oc 
or re-arranging: - 
0i+ (() -I)e- "c 
At 
oose (A 1.9) t+ At cc t cc 
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where: 
hA 
cc 
mC 
hA 
mC mC 
a so. (A 1.9a) ' 
rý (A 1.9b) 
and I bar ' quantities represent the mean of initial and final step 
values by the iteration process. 
A 3.4 Calculation of Droplet Mass during Stage II 
By the assumption of a constant temperature during this stage, 
the mass variation may be calculated directly by equations A 1.3 to 
A 1.6, the only variable being the mean time step Reynolds number. 
A 3.5 Suitable Iteration Procedure 
The iteration process used is that due to Wegstein as 
described in reference C40). 
I 
Reynolds number has been used as the iteration variable 
since a stable end of step value will represent a convergence of both 
droplet diameter and velocity. 
The program flow chart is shown in figure (A 1.1). 
fix initial droPlet conditions at 
time t 0. 
calc. Initial Reynold No, (Re) at t=0 
11 st. estimate put Reo = I? el I 
IRM =t Re, + Re')121 
lorll 
r-= boiling temp-I 
I 
Ist estimate 
+ 
find new diameter by Ir 
equation A 1-4 
Ifind'B' based on rm I 
I 
Ifind new dic. from evap. 
If ind new estimate of temp. ; 2; -l 
1 no 
- '! wl* hin 
L 
ýI wit 
Ir Z/ error limit's 
, e. 33 
FDm 
= 01 + D2)IP y 
ind Cd based on cur 
co1c. velocitly based on Cd D-m-1 
f ind new RV, 
no lRe, -Reýj within 
error limits. ? 
t- yes 
Jýtore end of step resultý 
I 
Rel = Re2 U/ = U2 
r/ = r? DI=D2 
[output results] 
Schematic Flow Chart of DrOplet COMPWOM017 
Sequence. 
Fig. A- I 
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Appendix B 
General Iteration Technique 
The iteration method reported here is suitable for solving 
non-linear equations of the form F(X) = 0, and is based an an IBM 
software routine. It has been developed for application in this pro- 
ject to calculate the hot wire heat transfer coefficient, Chance 
requiring iteration to the value of K1 to yield zero value of equation 
4.15), and also for the calculation of binary gas concentration (hence 
requiring iteration to the value of Xýto yield zero value of equation 
(5-1) via equations (4.29), (4.30), C4.24), (4.25)). 
In general an external function Fn(x) is required to define the 
function form and convergence will be achieved providing the root exists 
between the stipulated initial iteration bounds (XLI, XRU, and the 
derivative of Fn(x) at the root is not zero. The technique employed 
is Muellers iteration method and may be studied by reference to the 
following computer listing and the flow diagram of figure B. 1. 
APplication of the iteration subroutine may be seen in subroutines 
'HTRANS' and ICONXZI of appendix (C). 
Solution of the function Fn, (x) =0 is achieved by successive 
bisection and. interpolation, which starts at the initial bounds XLI, 
XRI. Subsequent bisection and interpolation loops reduce the bounds 
until the function value Fn(x) at either bound or bisection midpoint 
becomes less than 100 x EPS, where EPS is the input argument represent- 
ing the iteration tolerance. AlternativelY, convergence is considered 
to exist if the separation of the two bounds, (maintained on 
opposite sides of the root), becomes less than EPS. For additional 
information see the reference of the comment section of the following 
program listing. The additional parameters A, B, C, D, contained in the 
function argument list are constants allowing flexibility in the 
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function definition, and not iteration variables. 
c 
c 
ItUBRnUTINP CJMITCYVIV2. V3,, V4. PZIAIXLI, KRI, Lrp2, lpqogll! R, MI 
an GENERAL NONwLINIAN EQUATIONS 00 THE FORM PN(X#A#BoCoD)80 
6'ý MUELIERS ITERATION METHOD 
PARIMETFR FN CALLS AN EXTERNAL FUNCTION SUPPLIED BY THE USER 
OWRIPTION OF PARAMETERS 
Xw RESULTANT RnOT OF EQUATION PN(X#Atb; CobluO 
VfmV4 VALUES OF CONSTANTS ArS@C; b 
FN- NAME OF EXTERNAL FUNCTION USED 
XLImINITIAL LIFT SOUND OF THE RCOT'X. 
XNi-INiTIAL RIGHT SnUND OF THI ROOT X 
rpq. upOtR SOUND OF THE ENRON OF RESULT X 
IINftoMAW NUMBER OF ITERATION STEPS SPECIFIED 
IfooREiULTANT ENNOR PARAMETER 
IgNmi NO CONVERGENCE AFTIR IIND ITERATIONS FOLLOWEt 
By IFND IUCCISSIVE STEPS OF BISECTIO4. 
IlRol BASIC AS%UMPTION FN(XCI)*fN(XNI)Lfl9 THAN ZEN 
18 NOT SATIMID, 
IERx0 NO ERROR 
ShOTIOW OF EQUATION PN(x: A; aoC, Diso it ACHIEVED BY MEANS OF 
MORI'LINA ITERATION MITHah OF SUCCESSIVI illECTION AND INVERSE 
PARiBOLIC INTENPOLATION#UWICW STARTS AT THE INITIAL BOUNDS XLI 
AND XRI'; 'C0NV9RGENCI 11 QUADRATIC IF THE DERIVATIVI 00* FN AT THE 
ROO+-X tS NOT EQUAL TO ZPRO'. *ONE ITERATION REQUIRES TWO 
EVAi'UATTOMI OF FWCX#Aog#C; Dl. 
FfIR REPFR4N8I SEE G*K: KRISTIANSENeZERO OF ARSITARV FUNCTIONS&SITe 
PREPiARN ITERATION 
IFRMO 
XVNWLI 
xamiRs 
xuxi' 
VOL= X 
Po iW(TML, Vl#V2tV3#V4i 
W-xi TOLs X 
FE iN(TnL, Vi, V2@V31V41 
lifil 2: i6o2 
RASiC ARSUM, PTION FL*Fm 
G@NxRAYP TOLERANCE FOR 
3 Iwo 
TOLim InO. O*FPS 
C s+Aiy ITERATION LOOP 
IwI*l 
41*AiT'9vS1CTIOW LOOP 
DO ;I Kal, 10ND 
xv 0: 5*(XLAXNI 
Tocox 
ps jw(? nLeVf@V2#V3fV4i 
IF(i) S: i6fs 
INTFRCMANGE XL AND X1 
6 TOLs XL 
x I' 'miq 
xis TOL 
TnLa FL 
. 00#pm)) 25*3otS LPSS THAN 0 SATISFIED. 
FUNCTION VALUES, 
. 00-0pit)) 70607* iN eknER TO GET SAME SISN IN FL AND PR 
F 'em i it 
. FRm TOL 
ToLs. FwiL 
An i*TOI' 
AvAýA 
lifiwFRýM-FLS) 
ii(I-IIND) ir. 4, Pog 
9 x0mi 
pi IN i 
C TiST-ON SATtSFACTORY iCCUMACY IN BISECTION LOOP 
TOLý, IP4 
An i836R) 
Ii(iRS6MwXU-TO0 12#12; 13 
12 IW4713 
is CONYJNUý 
END BIIPCTION COOP 
C NO FONVPNGINCE AFTER IlNh ITERATIONS AND BISECTIONt 
C SET. 1111-i istRaft RETURN. 
lpito i 
14 lifialfrRinABSIM) 
is XwX'l' 
. popil 
16 RPTýJRN 
C COMPUTATION OF ITERATED XmVALUI BY INVIRSE PARABOLIC INTERPOLATION 
Xmmi 
Fkn; 
, xmýl. -Dx 
TOLxX 
Fo iN(TnL#Vi#Vl#V3#V4i 
lith 4AM-08 
C TP8i ON SATiSFACTORY ACCURACY IN ITERATION LOOP 
TaLs. EPr- 
AwA4S(Xi 
20,20lig 
TaLs TOi*A 
20 ii(i@S(; X)*TOLl 21#21#22 
21 litiogir)-TOLPi 1606*22 
C PijýARATION OF NEXT R; SECTION LOOP 
22 ji(ilGNil. 00sFj*SIGN(i. 00; F0) 24*23*14 
23 ximi 
pi"i 
GoTh & 
24 X*L'mi 
plosi , 
xiviI4 
GoTn 
piRnR NFURN IN CASK OF 40ONG INPUT DATA. 
25 JpRw 2 
R0 TfJR N 
Fýb 
start 
I 
Oak: W (,, YL /); FN (XPI) 
sit e sign ? 
P-9 Ye's Co '00 - 
)PPC) rn? > 'Sit C 
Istart iteration loop I 
error return: no root 
bchyeen initial boundd 
start bisection /oo 
i 104 FX- 
=(All? + X1- J/ 2r colo FNIXJ 
check if root between XL aX or 
A" a X1? - ch on-o eho un ds o ccordim7ly 
R, -F--; rURN 
ylqs 
v 
convergence ? yes 
no 
i Er tj 
mox number of 
teration loops ? 
no 
interpolate io new 
estimate of root 
I 
conver, gence ? 
fix bounds based 
tm te on- new es imate 
yes p erform /00 
extro bizection /00P. 3 
I 
extrla lbizectio 
&0 Mplete ? no 
i yes 
error return: 
no convergence 
ý0: 
Schematic Flow Chart for the. Iteration 
Subroutine, 
F0 ig. 
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Appendix C 
Hot Wire Concentration Calibration and Heat Transfer Correlation Program 
Master Segment 'CON2' 
Purpose: - 
a. To generate and least squared error fit the Nusselt-ReYnold 
number data from the flow calibration rig test results, (fig. 
(4.5), section (4-1.3)), and hence provide the constants A, B 
in equation (4.36). (Input NV = 1). 
b. Subsequently provide the concentration function plot data from 
the calibration constants as in figure C5.1). (Input NV a 11. 
ce Provide the computational sequence to calculate experimental con- 
centration values from bridge voltage OUtpUt5 of calibrated 
wires. (Input NV = 0). 
d. Provide the constants A, B in equation (4.36) for wires calibra- 
ted in air on equipment for which the velocity is directly 
known (such as the DISA wind tunnel). (Input W- 2). 
Arrangements of the program master segment is as in figure (5.23) 
and the required subroutines may 'now be discussed in relation to the 
program text and selected flow charts. 
Subroutine IHTRANSI 
Purpose: To solve equation (4-15) for Kl, hence define the heat 
transfer coefficient by equation (4.14). 
Input Arguments: As defined in the program text. For high gas 
temperature data wire material resistivity and wire 'cold' 
resistance should be externally defined at the appropriate 
gas temperature. 
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Internal Call Statements: 'CJMIT' and TKII 
Notes: Failure on the iteration process is denoted by setting 
H= 10 
a 
and Kl = default coding. 
i. e. Kl =, 1 exceeded max. iteration loopB. 
Ki =2 no root between initial bounds. 
Further details in the flow chart of figure C. 1 and the program text. 
Subroutine 'CONX2' 
Purpose: - To iterate to the value of gas molar concentration which 
satisfies equation (5.1). 
Input Arguments: IFX'; external function name which defines equation 
(5-1). 'Hl, H2' the two experimental heat transfer 
coefficients. 
Common Statements: TROP', arrays of gas properties at T Ml ,T m2 
for 
the two pure component gases. IGENI, defining the gas 
and reference temperatures. 'PROBES' defining the two 
wire's details. 
1OP', defining the wire operating details. 
'TEST', to output checK function values of 'FCX1. 
Internal Subroutines: 1CJMIT1 - 
External Function: 'FCX' defining equation (5.13, and additionally 
requiring functions 'VMI, IKMI (see miscellaneous 
segments). 
For further details see the flow chart of figure C. 2 and the program 
text. 
Subroutine 'VELX2" 
Purpose: To calculate the gas velocity predicted by each wire at 
known binary gas concentration (provided by ICONX21). 
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Input Arguments: 'FVX'. external velocity function name. 
XB, molar concentration level. Hl, H2 heat transfer 
coefficients. TA, TP' ambient pressure and mean film 
temperature. 
Common Statements: Previously defined (CONX2) except 'COEFS', con- 
tains the two wires intercept and slope constants for 
equation (4.36). 
Internal Call Segments: 
segments). 
'KM', 'VM', 'CPM'. o IFVXI (see miscellaneous 
Notes: Function IFVXI defines the velocity by re-arrangement of 
equation (4.36). Separate velocity estimates from each 
wire will agree closely provided the concentration 
estimate is correct. 
Further details from the flow chart of figure C. 3 and the program test. 
Subroutine IODATA' 
Purpose: To read the flow calibration rig data, (orifice heads 
and temperatures etc. ), and calculate the test section 
velocity and gas concentration. Subsequently to sort 
data to order of increasing velocity within concentration. 
Input Arguments: INFI, number of flows to consider. IWMI, array 
of molecular weights for the two gases. 'MI. sorting 
reference array. 
Common Statements: 'VELOI output of test section velocities and 
orifice predicted concentrations, and, test section gas 
temperature. 
Internal Call Statements: 'ORIFLOW', used to calculate the mass 
flow through an orifice using the relationship for Cd 
defined by equation (4.2). ISORTXYI, used to sort the 
data after computation (see miscellaneous segments). 
lGa 
Subroutine 'NDATA' 
Purpose: To generate Nusselt-Reynold co-ordinates from the cal- 
culated wire heat transfer coefficients and rig velocity 
data. Subsequently to least square fit the data to 
produce the constants A, B in equation (4.36). 
Input Arguments: TRE', Reynolds number exponent, (0.4). 
IPPR', Prandtl number exponent (redundant). 
'PTC' film temperature correction exponent C-0.12). 
'NF's number of flow cases. 'MI, sorting reference 
array. 'H', two dimensional array of experimental 
heat transfer coefficients. PA, ambient pressure. 
Common Statements: Previously defined except IPOLI, contains the 
polynomial coefficients for the gas property temperature 
relationships. 
internal Call Statements: IKMI, 'VM', 'CPM', 'CJMLSF'. Csee 
miscellaneous segments). 
Further details from the flow chart of figure CA and the program text. 
Miscellaneous Segments 
IKMI, IVM' Calculate the mean mixture gas properties by equations 
(4.25) (4.24) respectively. An additional segment 
ICPM' calculates the mean specific heat of the gas 
mixture and was originally used for Prandtl number 
evaluation early in the development of the correlating 
equation (4.36), b'ut is now redundant. 
'CJMLSF' Subroutine to produce the least squared error line 
through a set of data points. 
'SORTXY' Subroutine to sort data to order of array 'Y' within 
order of array W in increasing magnitude. Original 
data locations are stored in array W. 
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'PROPTAB' Subroutine to tabulate binary gas mixture properties 
as calculated by equations (4.24,4.25,4.29,4.30) 
at chosen temperature intervals and concentrations 
0, to 1.0 in steps of 0.1. 
'PROPVAL' Evaluates the pure gas component properties at the two 
wires respective film temperatures and stores in appro- 
priate two dimensional arrays. 
PROGRAM LISTING 
MASTEN CUNi 
DIMENSION 
153)#xmW(50)#Q(2*5O) 
P014FJON /PROP/ 
/PULI VPC(ZoV)#CPCt2tg)pCNc(2#9) 
/GEN/ fArT0 
/PROBEY/ RCCZ)#BETU(2)#ZWCJ)#DWt2)#ALPCZ)PRL(Z) 
/op/ R(2)#7(2) 
/TEST/ ptil) 
6 /VELO/ VTSOC)U)oVTSP(30)#XMO(39)#TS(39) 
7 /COEFS/ 
EXTERNAL FC. XoFVX 
Plu 301415VAO54 
READ(1#1050 NGAS 
DO 50 IGaloNGAS 
REA00#1051J) NRUN 
READ POLYNOMIAL COEFU FOR GAS PAIR 
READ(lo', OlU)CCVPCCIPJ)oýnitY)tl*l#2)#((CPCCItJ)tjwlt9)#IPI#Zlo 
00 45 IKNI*NRUN 
READ(lilUt)%))CWMCI)#101#2)#TAtPAITO 
READ00050 NP*NVeNP*NW 
C UP= I PROVIDE OUTPUl UF GAS PAUPERTINS 
C NV=O CONC RUN WITH CALIBRATED WIRES 
C NVal WIRE CALIBRATIUM IN GAS MIATURES ON CONC. RIG 
C NV= 2 READ GAS VELOCITY SY DIRECT INPUTtDISA CAL TUNNEL) 
C NF NUMBER OF FLOW CAbKS* 
C NW NUMSER OF WIRES UN PROlkq 
WRITE(idoidOOO) 
WRITE(9,2010) NP, NV#NF#NTPPNW 
-IF(NP-. hl. l) CALL PROPTAB(6QU*oZSo#WM) 
C READ ANO CALCULATE FLUW CONDITIONS, 
IF(NV. NFq0) GOTO 4 
READ0#100U)(TS(I)#Im1#NF) 
DO 3 1*1rNF 
)(1-10(j)m Ulu 
3 M(I)z I 
4 CONTINUE 
IF(NVotlel) CALL ODATA(NF#WMoM) 
IWIVeNE92) UOTO 10 
READC1f10O0(VTSO(I)f111#NF) 
DO 5 I"1fNF 
TS(I)m TA 
MCI)al 
5 xfio(l)s Ulu 
10 CnNTINU; 
WRITE(9,204U)C(RCCI)omL(I)#Dw(I)IZW(I)#ALP(l)o$ITO(I)t 
1pq(1))f. Ix1vHw) 
IFCNV$Eqto) REWIP1000) 
wqx w'i(d)lW"(I) 
N'4Fm hItIT(FkUATtNF)/IU, n)*IU 
IFCNNP*LT. NF) NNFx UNFOU 
WRITE(griOUg) 
READ(1#IQZU) 
WRITE(4#4030)((R(I), Ttl))tlmloZ) 
READ. (IoloDU)((BVCIPJ)#Jnl#NNF)tloi#2) 
DO 20 Jni#NF 
DO 15 INI #2 
PC" 8VIIvJ)/(BR(I)+R4l)+RM)) 
Q(ljj)8 PC*PC*Rtl) 
RAm RC(I)*(I+ALP(I)*tTS(J)-T0)) 
BrTAN 0ETOCI)*(I+ALPtl)*(TSW)v-TV)ý 
CALL MYRANS(BV(IoJ)oýAI#PCoktl)tRA#Ttt)#TSCJ)P$tTAPEWCI)#DW(S)#ALP 
1 (1) 1 MM) I 
15 Cr-NTINUJ' 
20 CONTINW. 
IF(? lV, EQ. 0) G01u 2) 
CALL MDATA(Qo4tUt33. i#U. 19#NF#MtIIV., OA#CIPCSPGR) 
AA aCIt5) 
Bsp 00) 
25 CONTINUE 
00 30 Jul #NF DO 27 Islez 
TP(I)II kT(I)*TSCJ))/d 
27 VXo(jejols Ulu 
CALL PW()PVALCTP#CP#ChOVIPCPCoCNC*VPC) 
TAN TSM 
CALL LU': X2(FCX, XBCJ)POV(ltj)#BV(ioj)) 
CALL VELX2(FVX#XBCJ)f"V(I#J)f$VtdtJ)#PAPTP#VAW(Iti)*VXWCZ#j)p 
'XFIWCJ)m XP(J)*WRI(l-A5W)*(l-WW 
IFCIIV*E(1,0) GOTU 30 
OF 
28 1 CRK). Eq. J)KnlX'19- AM0(K)I(WR*XM0(K)*0wWR)) 
CALL VLLX2(FVXPXBO@bV(l#J)#DVCZ#O)#PAeTPoVXO(I#J)#VAO(arj)) 
30 CCRTINUE 
OUTPUT ýE)4GWRATION MLSULTS IN ORDER OF ARRAY M 
WF I TE tie # d0: 10) 
VI 35 Jzl*NF 
Nt II(J) 
QElv PIODW(I)*ZWCI)*UV(leN)*tT(I)-TS(N)) 
QE2M PI*DU(4)*ZW(Z)*bV(2#N)*(T(t)-TS(N)) 
PCim 
PC2m lUt)@O*(Q(Z#N)-Qtg)/Qtiph) 
QCI#N): ' Q(ItN)*101)0. U 
Q(ZtN)m QCdpM)*IQV0-V 
35 W; TTE(itZ060) XPIO(J)fAMWCN)#VTSO(J)PVT3PtN)#VXWCI#N)#VXW(itNloVXQC 
il, N)#VXLI(Z, N)*RVCIoN)#BV(2#%)#N#TS(N)#Q(l#N)#Q(Z#N)vPCIePCZ 
45 CUNT I NUE 
50 CnNTINUi 
1000 FnR! IATVOFQ, O) 
jolo FIRfIATt3E&'U, Id) 
1020 FOWIAT(M. O) 
1030 FnRIIAT(*OAd) 
1040 FMIATC, 1130FO. U) 
1,050 FORIIAT(513) 
2000 VIRIIAT(- fil ) 
2010 FORIIATt#.: OXv' CONTRUL INTEGEkS 1#313) 
2020 F-IR, 'IAT(I///tdUX@' PRUOE INFURMATION 
wIM9. DIA, WIRt LENGTH ALPHA 
70 ? Fla 94 " 
lot//#$ COLD RES, LEAD KESIST. 
BETA splook to// 
2030 FIRMA7 teUX r 60PERA714b CONDI I IONS' * // t2OXo I RESISTAMCk ImI #Fbolo 
iIWIRt-, EMP, IaIp F6 9 if t J/#4QXtlA9SIbTANCF 
72= WIRE "LMP* 211 '#FO*2) 
21140 FORIIAI t. //, I TALRM LUND VISCOSITY SPEC HEAT GAS TEMPO#11#601le 
1*4*2Vl#-/)@///) 
2050 F1)RilAT(,: X* 0 xl*lo Amw VT50 VTSP Vxwl vxwi VX01 vxoz 
HTRI PiTRZ CA5t T tv Mwi MW2 PEI Veit) 
2u6o 
STI)P 
EM D 
AUNiOUTiNt 14TRANS(Negi #CUR tlWvNQpTW; TOultTOtZ#RtELPtMl 
CALCULATES THE HEAT TRANAPER COEPICIENT FOR A FINE WINN IN A 
CmOqg Pi'OW OF GAS. 
He NEAT TRANSFER COPPICINNY'S 
Kfw-PUNýTION YARIANLE'. ' 
CbR. WIRp CURRENT: 
RWo. WIRE OkRATING R1312TANCls 
Nam. Ujil RESISTANCE AT TIMPINATURN TO 
TWO WIN# 00FRATINS TIMPPRATURN: 
TOw.. RlýRRINCE AMBIENT TEMPERATURE. 
P? nmRgqtg? tYf? Y Of WIRE MATERIAL AT'TO. 
w TOTAL WINE LENGTH, 
Do WIRF DIAMETER. 
pýpo- FIRST* TEMPERATURE COIFICIINT' OF RISISTANel PON WINE MATERIAL* 
Me NO nF ITINATIONS EXECUTED IN CJMIT@ 
AWTIONAL, gUIROUMF3 RVIUINID-- CJMIT#PKI* 
FOR nlppRl r SEE INTERNAC REPORT. 
NPAI. Ki 
hlMPNSInN. PNj2Q) 
wiNNAV PK( 
pjw; j'. 'W992654 
An I*D*b/4 
Ci u qa. 2"23*170-6273) /C il O: **A) *INTO) 
rNUis- 2"21*i? W*273)/C(10.. **A)*BETO*(161LP*(TWRTO))) 
ain. PUII*CUR*oýl, (A&CNWT*Z*tTW-TO)) 
02a 2*tNWS*AO/(Z*CNWT*NWI 
4, q w, nw-mo)htw 
GLE: 2/2 
xvw O: Oi 
Figs. lO"**(-? ) 
IPN; n InO 
Citl' CJMIT(kigoi, 02#ogoa&; P, FKI, XL#XR; IPS#IENbtltRt") 
IjjjpR. j'T If GOTO 
w, 400000ioc '0 
CuRs. P 
. Kim- INN RiT4RN -, 
CaNilNui. 
lcii-. ýAIIIKO *' 
is fKi*iNWY*A*CUN*CUR*ILP*RO/Z)/(Pl*bI 
AiTilm 
lib 
FIJ4CTIUM FKI(Kl#GlvGif#fi3pG4) 
REAL KI s I(A#KSA 
KAx AOSCKI) 
KSAN 54RT(KA) 
FOX bl-ti-62*TANN(KbA*G4)/K$AoGl)-KA 
RETURN 
E'J 0 
SUBROUTINE CONXJ (fX#A#, Hjt4j) 
DIMENSION 
REAL*Kl 
com"ON /PROP/ 
/GEN/ TATO 
/PROBESA. RC(2); bK? Qt? )oZ(Z)tP(2)tALPNAt2) 
/OP/ mw(2); W(l) 
/TEST/ F(I ) 
40)m "I 
H(2)w H4 
00 1 121 4 
I IF( H(I). GT, 9Y4YY99qq j GoTu 4 
CALCULATE CHECK FUNCTION VALUES 
DI 2 In loll 
Xqu FLOA7(Iml)*0. l 
FMN FX(X6rH(l)t D(l)#M(2)v OW) 
WQITEU#d2)(F(I)#Iwl#ll) 
CALCULATE GAS MOLAR GUNCENTRATION 
CALL CJ11ITt XB#M(I)o 
IF(IER96T. o) GOTO 3 
RETURN 
3 WRITE(2#20) IER 
IF((F(11). GT. O. 0). AND*ETWCI). LTeTW(2))) x6slou 
IFC(Ftil). LT*0.0)oANDetTWCI)oGT*TW(2))) x1w1,0 
RETjRN 
4 W11TE(itil) Kiel 
RETURP4 
20 FORMAT0 ITERATION FAILURE IN CONXZ ON XB IERIP 0#13) 
21 FDAIIATts ITERATION FAILURE IN CUNX2-NTNANS III* 1#El2s4#f 
iWIRE NUMBER '012) 
22 Fr)R11AT(jex#ljEl0g3) 
E-140 
fONCTION FCX(Xij# 141 #DWI# HZpDWt) 
Cl)l. qiloN i ION opi GP(Z#2)vCN(2v2)#VI(2,2)#W"(Z) 
I /CUEFS/ 
2 /GEN/ lArTO 
/()P/ RMoT12) 
PIMENS1114 M(l)vDW(Z)#TM(Z) 
REAL Nu', g)oliU(2)#KM 
4(l)w "i 
H(2)a M? 
D'J(1)m DWI 
D; Jcz)x OW2 
DO I Imiti 
M; J(I)x VII(XBPWM(Z)Oijmtl)ovl(iol)#Vt(itl)j 
C414x 
NV(i)m "(I)*DW(I)/CNm 
7! 4(1)& ITA+T(l))/2 
FTCVI 
Nt)(I)XNUCI)OFTC 
C! NTINUC 
9Fv (tTM(Z)*ZP3. )*D'. )I*MJ(2))/((TM(i)4273#)*DW2*MUCI)) 
REJ Rt*-U. 4 
"Is GCO) 
p2j C50) 
PCs Re-al/Re 
Fcx3; 
RFTIRN 
END 
S'183ROUT-TNE VE LXZ ( FVX PXS phi Oie, PA# TP, Vj OV2) 
REAL Kli, NU 
cotAtioN /PROP/ cpQ#2)fcNCJ#2), Vj(2s2)#WM(2) 
/PROBE%/ RC(2)#BETU(2)#ZWCý. )oPWt2)#ALP(2)oPL(t) 
/COIFS/ 
1)14ENSIIIN HU), VU)#lPt? ) 
li%'I)u Hi 
H(2)m "a 
W-42 U"tZ)/W, 1(1) 
In, 
Nui 
AM a Xd* IR/ %I *X(46 (WR- I)) 
Via Xll)*Et3l4,3/, J: 4(, P)*6314,3*tl*-AM)/WI4(i) 
R02 PAI - Afl*(TPC I )+, I o'31 )) 
A-- MI. 
as CS( I. 
V(I)m FVX(%'J#WOPCN14ttvmýi#Vlll*TP(I)#DWCI)*Atb) 
Vill V(i) 
V? u VCe) 
RE TURN 
E N: ) 
FVNCTIUý)'FVX(NUPRHO, CN#CPPVIPIP#I)W#Aoll) 
RE4ý NU 
Cog4liON / 6EN / TA#TO 
F7C, o C(7A*2? 3, )/(TP#2? 3. ))k*O. li 
oug "U*FTC 
TFNU9LTvA) NU =A 
C= 
FIJXM Vlbt; /(R40*DW) 
RETURN 
EFO 
SIJRROUTINE UDATA(NF#WM#H) 
comlION IVELOI VU(50)#VPC3Uýoxmtso)tysstäo) 
/POL/ 
D1 fl E NS 1 UN Wtl ( Z) pM(NF30VC (9 )# FM C43 Wo 2) t 70 ta) t DWO 9 Z) DXti) ZA gg) 
READ(19'U)CCDXCIJ#ZXti»sinl#Z)' 
READ(l@IO) FDHP@FDHUPFMO#FTUoFT3#PTS#PA#DD#DT& 
Rla 8314.31WM(I) 
RZ* 8314,31WM(2J 
ATSm 3,141DYi65460TSeUTS14 
Dn 3 Jal #NF 
ti(J)fe j 
RFAD(1#10) 
D4Pm DMI'OFDHP 
TSS(J)u TS*FTS 
T%n TSSZJ) 
00 2 101@2 
WON HO(I)*FHU 
TO(I)n 70(1)*FYU 
0140(l)a DHUCI)*FDHO 
FMCDK (. 90 
DO I Km'&p9 
I VC(K)m VPC(I#K) 
2. CALL. URI FLUW(ZX(I DAU #PA#70(1) PWPI(l I 
)#QjCD) 
XM(i)- ýMUMFM(90M(2)) 
Rfix 
RHOM PT*; /CNfl*(T5*Zr39J) 
Vo(j)v(FM(l)*FMM)/tKH0*AT$J 
DGP= 0hP*1000s0/R"0-P"P 
VP(J)m SQRM*9v81*D4P) 
3 CoNythuh 
c SORT TU VELOCITY WIT"IN CONC9 ORDER, DRIVINA4 LOCATION. IN ANKAY 14 
CALL WTXY(AMPVG#l4f%FJ 
RETURN 
io F0RllAT('-OFUqU) 
. END 
SUBROUTINE ORIFLUW(L#P#DD#HUPPA#70@WM#VC#DN#N[, FMItlosCO) 
REAL -L 
DIMENSION VC(9) 
IF(DH9kLeO, OU00UOI) 41070 3 
Plu 3,14,15VZ654 
On D*U/CDD*DD) 
As PI*D-0/4 
pno NvvA1300.011000 
RHom WM*(PU*PA)/((TO#4f3*)*d3I4*3) 
VTOW CPIMOTOsy) 
tim DH*I-"UO. UIR40-DR 
kEw SQR'(2*9oBi*H)*K"U*D/IVTU 
CDUN U. aie? -O6OOa5*L'p 
IF CREwtc,: 001) 9 0) 10 
1 calm 
G, '61= AW, (O, 00015*RE)*" 
G3r, (). U. 5*Lj(D*(I+f. ý0*QA2)) 
RCDIN 11cou"s, "63, 
cDvw 1/. iCD 
2 CDwCDU 
142 CD*A. S9RT(2*V, d1*"ItI-FI4*FM)) 
FIIRR HIMOIA 
QrTUIIN 
3 C)x 0 
us 0. 
kr. 7110144 
Ff. IRX 
Elio 
S'IRRnuT! NF NDATA(PREPPPRIPTU#NFOP4o4tPA*tA#BPGR) 
RCAL Kfi#NU(4*5j)) 
D114ENS I IN HUt SU) tPit4#30) # RE tip 3io) pTc(Z#50) #CM(2) #CpMMt I; @vjA(j)# IR40(2)o. i(SU)*Y(50)pAt2l)#Bo)oM(NF)#TP(Z)ooNCJ) 
C114110h /PROP/ GP(j*jjoCN(9#2)#V1(ip2)#WM(Z) 
/VELO/ V(50)#VP(3o)txm(so)sTsc)u) 
/PROBES/ RC(i)oB[TU(2)tZW(d)@DW(Z)tALP(Z)tRLCZI 
/OP/ Rtif) 049) 
/00L/ VvCUoV)tCPCt2s9)#CNC(2#V) 
WRITEC4,45) PREoPPRolOIC 
WRITEQ-40) 
WRV wmtfl)lw"tl) 
DO 2 jai #4F 
Wo 11(j) 
TP(1)0 TS(N)*T0))ii 
TP(2)0 -TS(N)*T(Z))/g 
CALL PRI)PVAL(TP*CP#ChtVI#CPCoCNC#VPC) 
XPX xmtjj/cwk*xmcj)*tl-WR)) 
RM2 XM(j)*8314,5/WM(it)*(I-AMtJ))*831403/WMCIP 
DO I In, % IF z 
RAO(I)a PAICRM*(TPCI)+d? J, )) 
CII(Do 0t)(110WH(a) owmil ) VVI tit 1) rVI (101) #cN(dp1)#cN(l #M COM11011= CPM(XB, WMCe)oWt4(J)PCPtodtt), CPCIPI)) 
VIM(I)U VHCXBOWH(9)$Wmtl)fvit2fl)evltitl)) 
Tl'. (IjJ)= C(TS(14)42739)/(TPtl)*ZfS, ))**PTC 
NUCI#J)z H(I#N)*DW(l)lW4(I) 
RE(I, J)3 RHOCI)*V(J)*DWCI)/VIMCI) 
PR(I#J)-ý VIM(I)*CPMH%I)/CM-tI) 
M#Xt4(J)*A*#(CCNII)#CP14MCI)OVIMCIJ, NU(I. J), NktllJ)tPR(I 
2 CONTINUL 
XCM 0ou 
DO 5 Lx'. #3#2 
DO 4 LLslot 
N-- L01-L-1 
ACNý: U0 
B(N V: o 
N%m 0 
DO 3 Ja' #4F 
lg(; (. 4tj ta, xc) WHO 3 
141%2 WW 
Y (NN)a *jU(L4#J)*TC(LL#J) 
XCN: 08 ; E(ý4oJ)**PRi 
3 CO%TI"U: 
lFVV4*E-i. 0) 'UUTU 4 
CALL 
/* CONTINUZ 
xcx I OU 
CONT114U; 
_WqITE%ie; 
22)(CACI)#Bti))Plvl#4) 
DO 6 Js I#hF 
Rgs (kh. IvJ)/RE(2fJ)I**PRF 
Y(J)s 
6 XQ)z NM*J)*TC(I#J)-AM 
OPITE U- 2f) 
tJIITE(d I8)((X(J)vY(J))#JuIvNF) 
rALL IJ. 'oLSF(XvYvAtS)#ot5)#hýJ 
'4'41TEti-gh) ACSJ#B(: )) 
'JIITF(9.13J 
D: ) 10 J, &l@NF 
00 a 18102 
kutld)w Nu(lPJ)*TC(i#j) 
q 
10 comythui 
wItITIt. d. 14Y ( (. I(J) P. )Imtj)o (thy( 0j) OPM(I §J))# lei 0MV481 ONP 
1) 
20 FORHATtf///#iOX#9 NUSSeLT-REYNOLP DATA It/lItt SIT X14A$$ XMUL 
I Cmi cpml Vml*E4 mul REi pol CM4 epma VHI*14 Nuz 
2 We PRZ 1) 
21 F0RHAT(2XtI3#ZF?, 4#Zt F?. 4#F? @l#4PFT. 4tQPF7s4#&F? v4)) 22 FOVIATM0 LVEFS WINE I*IN AlliloV1994#11094ti/i 
iI COEFS WIRE 4 IN AIXv#FlQ*4#fiQs4vll# 
2 CU9FS WINE I IN GA$##Fl0o4#FlO. 4olI# 
A GUEFS WINE d IN GA2l#VlQs4tFl0e4*Il) 
23 FORMATMIt' SET XHA35 hucl Rfj**E PRI**& Nuci Rld**j pRj**l 
il) 
24 FOR1lATtZXvI3t? Ff, 4) 
25 FORIIAT(I PRE a O#Eldo4ol PPRO 1#112,40 PT9 0 0s9lZ#4) 
26 FOR14ATt! /#' CONC FUNCTION LWMO. 401094) 
27 FORIIAT(Ile' CQ%Ct FUNCTION PLOTIoll) 
28 FORllAT(ZXp6FlO, 4) 
RSTURN 
E14D 
PEW FUNCTION KMCXB#Wil#WA#Vls#ViAoemii)ettlt) 
AS= Cti*SQRTCVIA/VIB)ib((WS/WA)**U. 23))**dl)l$QNTX94(14WAIMt" 
BAm ((I*SQRT(VIO/VIA)*(CWA/WB)**U. 25))**i, )/VQNT(8*(i*WN/WA)) 
KIIIIJXB*CNBICXB*tl"XB)*BA)+CIOXD)*CNA/(XB*Ao*tl, Xo)) RE RN 
END 
FUNCTION CPMCXB#WB#WA#CPI#CPA) 
XMBoi XB*Wl/(WA * (I+XB*tWBIWA-j))) 
CPMPI XMB*CPD*ClOXMB)*CPA 
RETURN 
'END 
FIJNCTIUN VM(XBoWloWA#VI5#VIA) 
ARX (tl*SQRT(VIA/VIB)*%(WB/WA)**U. 25))**99)/$QNT(8*91 *WAIWI)) 
BAm ((I+5QRT(VjBjVjA)*((WA/WS)**V 25)) *d )/SQRTCB*CI*WIIWA)) 
VHO XB*VIBI(AB*ClwXB)*BA)OtiwXIJ*ilAf(; 9*11*tloXl)) 
RETURN 
END 
'-, ýUBROUTINE CJMLSFCXPYPAPI#N) 
Ul'R-ENSIUN X( N )#Y( 4) 
Qa 09 
Rm O: V 
DO I 1011N 
Qdq*x (I) 
ROR#Ytl) 
XMS QIN 
Y143 RIN 
DO 2 191 #N 
X(I)a X(l)-XM 
2 Y(l)s Y(l)-Y" 
qu osu 
Ra OSU 
DO 3 IsIoN 
Su Y(I)%X(I) 
Ta X(I)*X(I) 
09 r4+7 
3 RM R+$ 
B-n R/Q 
As YM-10-Ati 
RETURN 
AND 
SURROUTINE PROPV6L(T#f. Pt NtVI#CPr... CXfA_Ug_L 
DIRENSION M2 t Z)OCN%gtZ)#VltZog)#CPC(ZPV)tC%Ctit9)tVPCtgt9)oT(Z)t 
IC(9)#CC(9)#CCC(V) 
W) 3 10102 
00 1 JM", 09 
CCJ)m CPC(I#J) 
CC(J)1l CNCtl#J) 
CCC(J)w VPC(Itj) 
to 2 Jul #2 
cptlej)v CPT(C#Ttj)ovp 
C! 4(lfj)o CPT(CC@Ttjptv) 
VI(Ivj)a CPT(CcCPT(j)#V) 
CONTINUE 
3 CONTINUE 
RETURN 
E .40 
-FUMCTIU, 
*4 CPT(AC@T*N) 
0-1-1-IIN3 10 W-A CTV-j- 
IF(Tot-4.0*U) 
I*OITD 0*0 
DO I Islow 
0111 r. PTOA(; (I)*(T**(I-I)) 
I Cn4TINVE 
RFTIJRN 
2 CPTxAt; ()) 
RETIJRN 
Eli b 
VIRROUTPOE PROPTAB(TMAX#DT#WM) 
RtAL K" 
CI)14liOM/POL/ VPC(9#9)#GPC(2#V)eCMG(Z#9) 
WljTF 
NTs NINTCTMAXIDT)OI 
TMO 0.0 
Dn 2 JXIPNT 
T(I)w FLOAT(J-i)*DT 
1411TE(gsill) TM 
CALL PRf)PVAktltCP*#CNtVI@CPCoCOiC*VPC) 
oo I Isiol 
Xna (1-1)*D, i 
C4Hw 
Clio CPM(AR*14Pq(2)PW04(130CP(itl)#CP(1: 11) 
Vit4a 
PPY 
VIIIN 
lmlmd, id) 
COOITIOUE 
colITINut 
RETUR-4 
FOq! IAT(20X#l PRUPLPtltb OF' UASIS I#ll/#ZAv* bAl TEMP ROL culic 
IAIY K 14tAh ýP HhAN VISC*tE6) PMANDTL 
FORMATUX0,10.3) 
FO%tMAf(*&*Xo$lt).. StflOotltlfiV*J) 
ENO 
I 
z 
21) 
21 
22 
of 
SUAROUTIhE SURTXY(Xoy#14#N) 
t. 1q! v5loof X(N )#v(N )fmcm I 
00 4 KOA sti 
00) 3 J21 &L 
IF(XtJ)-X(J*i)) 3olpi 
Ir'(Y(J)-YCJ*I)l 3#3@d 
2 ZK X(J) 
XMD X(J*I) 
X(Joi)n Z 
zo Y(j) 
YMM I(J*I) 
Y%, J*I)s z 
NNS 14W 
H(J)p 1100) 
MCJOI)m 44 
5 C04TI'4UE 
4 CONTINUE 
RETURN 
E -N 0 
srARr. 
I 
calculate: wire material thermal conductivity 
from the Lorenz constant. 
CNWS: at the 'w'ire support temperature. 
CNWT: at the operating temperature. 
colculate: GI, G2, G3, G4. for function FKI 
set iteration bounds and tolerances for CJMI T 
XL= 0.011 XR 10/ý EPS =I IEND=100. 
iterate on function FKI till 
IFKII 
,< 100 x EPS or 
IXL-XRI . -< EPS 
yes iteration 
failure no 
H= 10 a 
KI = IER (olefou'lt coding) 
RETURN 
KI = JKI I 
I colculate H eq. (4- 14 )I 
RETURN 
Schematic Flow Chart 
% HTRANS" 
for Subroutine 
9 
ig. Co 1 
, 
srARr 
9.9 x 10 
7 
coH CJMIT 
iterate on FC X to 
obtain XB.: 
EPS= 1(59 XLI=O. Oi 
XRI=1-0 
iteration 
foilure 
no 
yes 
output iteration 
failure in HT RAN S 
output iterotion 
fo; lure in 
CONX2 
RETURN 
Schematic Flow Chart for Subroutine 
CONX2 
C-2 
Schematic Flow Chart 
I 
VELX2" 
for, Subroutine 
Fig. C-3 
Schematic Flow Chart : 'NIDATA" 
S rAR rI 
Ij 
=I I 
calculate film temperatures 
TP(I) = (TG(J) + TW (1 2 
TP(2)= ( TG(J) + TW(2))/ 2 
fi, pure gas property. orrays at 
temps. TP(l) TP(2) 
cofl "PROPVAL" 
FT 
calculate Nusselt and Reynold 
numbers NU(I, J) -, RE ('I, J) 
for wire re f. 4 Yf at flow veloc; ty, 
concentration and film temps. relevont 
to the respective arroy location 'J' ý 
I=I41 1,., 2 
output flow Mixture Prop-erties at 
temPs. TP(l) jTP (2) for flow 
condition ref. J. 
output * NU(I, J)-, REU, J) 
-cc 
J=J +1 
<OJ NF 
sontinued 
F0 ig. 
fill arrays , Y"X' with 
NU (TP W) /TG(J ) 
PTC 
and 
REPRE respectively. (for each 
wire. ) 
produce least squared error 
line of 'Y' vs. "X' hence 
obtain correlation constonts X; Iý 
call "CJMLSF" 
-generate the concentration 
func-tion data for each flow 
conoiition (eq. 5-1 based on 
the constants A: B 
output: the correlation constants A, B 
olata co-ordinates NU(TP(J)/TG(J)) 
PTC 
a RE PRE for each wire. 
output: Me concentration function 
group s as fig. (5- 
ArrupN 
F0 ig. C- 4 (CONTD. ) 
170 
Appendix D 
Petter PJI Test Engine Salient Details 
Description: 4-stroke cycle, overhead valve, direct injection 
diesel engine. 
GeometrY: - 
bore: 96.8 mm 
stroke: 110 mm 
connecting rod length: 231.9 mm 
Valve timings (. 18 mm tappet clearance (hot)): - 
inlet valve opens 4.5 dog. BTDC 
inlet valve closes 35.5 deg. ABDC 
exhaust valve opens 35.5 deg. BBDC 
exhaust valve closes 4.5 dog. ATOC 
Modified Compression Ratio 
Maximum Governed Speed 
(overspeed governor fuel 
, cut-off') 
16.9: 1 
1500 rev/min. 
Recommended spill port timing 23 deg. BTDC. 
