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1. Introduction
To improve Zadeh’s CRI (Compositional Rule of Inference) method proposed in [1],Wang introduced in [2] a newmethod
called triple I (the abbreviation of triple implications) method for solving the following fuzzy modus ponens (FMP for short)
and fuzzy modus tollens (FMT for short):
FMP : for a given rule A→ B and input A∗, compute B∗ (1)
FMT : for a given rule A→ B and input B∗, compute A∗ (2)
where A, A∗ ∈ F(U) (the set of all fuzzy subsets of universe U) and B, B∗ ∈ F(V ) (the set of all fuzzy subsets of universe
V ). Furthermore, by means of the theory of sustention degrees introduced in [2], the triple I method was generalized to the
α-triple I method, where α ∈ [0, 1]. Later, this approach has been extensively discussed in the literature (see, e.g. [3–13]).
Its basic idea can be summarized as follows: for α ∈ [0, 1], the solution to (1) is the smallest fuzzy subset B∗ of V such that
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) ≥ α (3)
holds for all u ∈ U and v ∈ V . Similarly, the solution to (2) is the largest fuzzy subset A∗ of U for which the above relation
holds.
Based on Zadeh’s implication IZ (see Section 2), Wang [2] established the computing formula of triple I method for FMP.
Later, Song et al. [9] established a series of formulas for the triple I and α-triple I methods based on IZ . But, there exist two
problems in their results. The first one is that the α-triple I method, as an extension of the triple I method, cannot contain
the latter as its particular case. The second one is that the triple I and the α-triple I solutions to FMT were mistaken. For
the sake of solving the above problems, we will first take the reasoning principles improved in [5], and then use them to
reestablish computing formulas for FMP and FMT by means of IZ .
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2. Problems in the existing results
Zadeh’s implication IZ is defined as follows:
IZ (x, y) =
{
x′ ∨ x, if x ≤ y,
x′ ∨ y, if x > y.
where ∧ = min,∨ = max, x′ = 1− x and x, y, z ∈ [0, 1]. In the following discussion, we also write IZ as→. The following
property of IZ will be important in our discussion:
(P) IZ is nondecreasing in its second variable.
For FMP problem, based on IZ , Wang [2] established the following triple I method (4) and Song et al. [9] established the
α-triple I (α ∈ [0, 1]) method (5):
B∗(v) = (sup
u∈Ev
(A∗(u) ∧ IZ (A(u), B(v)))), v ∈ V (4)
where Ev = {u ∈ U| 12 ∨ (A∗(u))′ < IZ (A(u), B(v))};
B∗(v) = sup
u∈E(α)v
(A∗(u) ∧ IZ (A(u), B(v))) ∧ α, v ∈ V (5)
where E(α)v = {u ∈ U|(A∗(u))′ < IZ (A(u), B(v)), A∗(u) ∧ IZ (A(u), B(v)) > α′}.
For FMT problem, Song et al. established in [9] the triple I and α-triple I solutions to FMT based on IZ as follows:
A∗(u) = ( inf
v∈Fu
IZ (A(u),B(v))>
1
2
I ′Z (A(u), B(v)))χFu + χF cu , u ∈ U (6)
A∗(u) = ( inf
v∈Ku
IZ (A(u),B(v))>
1
2
(I ′Z (A(u), B(v)) ∨ α′))χKu + χK cu , u ∈ U (7)
where Fu = {v ∈ V |B∗(v) < IZ (A(u), B(v))}, Ku = {v ∈ V |B∗(v) ∨ I ′Z (A(u), B(v)) < α} and χM (M is a set) is defined by
χM(x) = 1 for x ∈ M and χM(x) = 0 for x 6∈ M .
Now, we find that there exist the following two problems in above (4)–(7).
Problem 1. Formula (5) as an extension of (4) cannot contain the latter as its particular case since the α in (5) is a constant
in [0,1], while the maximum of the left side of (3) depends on the point (u, v)(∈ U × V ) for given A(u)→ B(v) and A∗(u).
And so are (6) and (7).
Problem 2. Formulas (6) and (7) are not correct. To show this point, we take the following example.
Example 2.1. Let U = V = [0, 1], A(u) = 1 − u, B(v) = 1+v3 , B∗(v) = 1 − v for u, v ∈ [0, 1] and α = 712 . For u = 14 , we
now compute the value of 712 -triple I solution A
∗(u) to FMT at u = 14 , i.e., A∗( 14 ).
Solution. K 1
4
= {v ∈ V |B∗(v) ∨ I ′Z (A( 14 ), B(v)) < 712 } = {v ∈ V |v > 512 , v > 14 } = {v ∈ V |v > 512 }, K c1
4
= {v ∈ V |v ≤
5
12 } and {v ∈ V |IZ (A( 14 ), B(v)) > 12 } = {v ∈ V |v > 12 }. So we have
inf
v∈K 1
4
IZ
(
A
(
1
4
)
,B(v)
)
> 12
(
I ′Z
(
A
(
1
4
)
, B(v)
)
∨
(
1− 7
12
))
= inf
v> 12
(
2− v
3
∨ 5
12
)
= 5
12
.
Since bothK 1
4
andK c1
4
are nonempty,we get from (7) thatA∗( 14 ) = 512+1 = 1712 , which is obviouslywrong. This fact illustrates
that improving Song et al.’s formulas (6) and (7) is must.
3. Improved triple I methods based on Zadeh’s implication IZ
3.1. Improved triple I method for FMP
In order to control each step in the process of reasoning more flexibly, we introduced in [5] the concept of pointwise
sustaining degrees and use it to improve the original reasoning principle (see, e.g. [2–9]) to the following form.
α(u, v)-triple I principle for FMP: The solution B∗(∈ F(V )) to FMPproblem (1) is the smallest fuzzy subset ofV satisfying
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) ≥ α(u, v), u ∈ U, v ∈ V (8)
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This B∗ is called α(u, v)-triple I solution of FMP. Especially, if α(u, v) = M(u, v) for any u ∈ U and v ∈ V , then the B∗ is
called triple I solution of FMP, whereM(u, v) is the maximum of the left side of (8) for given A(u)→ B(v) and A∗(u).
In the following, we will show that the solution to FMP based on this improved reasoning principle can solve Problem 1.
In order to guarantee the inequality (8) holds, we always assume in this subsection that α(u, v) ≤ M(u, v) for all u ∈ U
and v ∈ V .
Theorem 3.1 (α(u, v)-Triple I Method for FMP). Suppose that IZ is used in FMP, then the α(u, v)-triple I solution of FMP can be
expressed as follows:
B∗(v) = sup
u∈E(α)v
(A∗(u) ∧ IZ (A(u), B(v)) ∧ α(u, v)), v ∈ V (9)
where E(α)v = {u ∈ U|(A∗(u))′ < IZ (A(u), B(v)), A∗(u) ∧ IZ (A(u), B(v)) > α′(u, v)}.
Proof. In the following, we assume→= IZ . If IZ is used, then the maximum of (A(u) → B(v)) → (A∗(u) → B∗(v)) for
given A(u)→ B(v) and A∗(u) is as follows:
M(u, v) = IZ (A(u), B(v))→ (A∗(u) ∨ (A∗(u))′)
= I ′Z (A(u), B(v)) ∨ (IZ (A(u), B(v)) ∧ (A∗(u) ∨ (A∗(u))′)).
Thus, our assumptionM(u, v) ≥ α(u, v) becomes as follows:
IZ (A(u), B(v))→ (A∗(u) ∨ (A∗(u))′) ≥ α(u, v) (10)
i.e.,
I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) ≥ α(u, v) and
I ′Z (A(u), B(v)) ∨ A∗(u) ∨ (A∗(u))′ ≥ α(u, v).
(11)
We now verify that fuzzy set B∗ determined by (9) satisfies (8).
For any v ∈ V , if E(α)v 6= φ, then from (9) we get, for all u ∈ E(α)v ,
B∗(v) ≥ A∗(u) ∧ IZ (A(u), B(v)) ∧ α(u, v).
(i) If B∗(v) ≥ A∗(u), then, from our assumption (10) we have
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) = IZ (A(u), B(v))→ (A∗(u) ∨ (A∗(u))′) ≥ α(u, v)
(ii) If B∗(v) ≥ IZ (A(u), B(v)), then we investigate the following two cases. (a) If A∗(u) ≤ B∗(v), then from (i) we know
that (8) holds. (b) If A∗(u) > B∗(v), then from our assumption (11) we have
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) = IZ (A(u), B(v))→ (A∗(u)′ ∨ B∗(v))
= I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) ≥ α(u, v).
(iii) If B∗(v) ≥ α(u, v), then, from (P) we have
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) ≥ IZ (A(u), B(v))→ IZ (A∗(u), α(u, v)).
(a) IfA∗(u) ≤ α(u, v), then IZ (A(u), B(v))→ IZ (A∗(u), α(u, v)) = IZ (A(u), B(v))→ A∗(u)∨(A∗(u))′ ≥ α(u, v). So (8) holds.
(b) If A∗(u) > α(u, v), then IZ (A(u), B(v))→ IZ (A∗(u), α(u, v)) = IZ (A(u), B(v))→ (A∗(u))′ ∨ α(u, v). Since u ∈ E(α)v , we
know that A∗(u) > α′(u, v), i.e., (A∗(u))′ < α(u, v). So we further get
IZ (A(u), B(v))→ IZ (A∗(u), α(u, v)) = IZ (A(u), B(v))→ (A∗(u))′ ∨ α(u, v)
= IZ (A(u), B(v))→ α(u, v) = I ′Z (A(u), B(v)) ∨ (IZ (A(u), B(v)) ∧ α(u, v))
= (I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v))) ∧ (I ′Z (A(u), B(v)) ∨ α(u, v))
≥ α(u, v) ∧ α(u, v) = α(u, v).
It follows that (8) holds.
If E(α)v = φ, then from (9) we get B∗(v) = 0. Further, for any u ∈ U , we have
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) = IZ (A(u), B(v))→ IZ (A∗(u), 0).
If A∗(u) = 0, then (A(u) → B(v)) → (A∗(u) → 0) = IZ (A(u), B(v)) → 1 = I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) ≥ α(u, v).
If A∗(u) > 0, then (A(u) → B(v)) → (A∗(u) → 0) = IZ (A(u), B(v)) → (A∗(u))′. From E(α)v = φ, we know that
(A∗(u))′ ≥ IZ (A(u), B(v)) or A∗(u) ∧ IZ (A(u), B(v)) ≤ α′(u, v).
(i) If (A∗(u))′ ≥ IZ (A(u), B(v)), then (A(u)→ B(v))→ (A∗(u)→ 0) = I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) ≥ α(u, v).
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(ii) If A∗(u) ∧ IZ (A(u), B(v)) ≤ α′(u, v), then we discuss the following two cases. (a) If A∗(u) ≤ α′(u, v), i.e., (A∗(u))′ ≥
α(u, v), then from (P) and (11) we get
(A(u)→ B(v))→ (A∗(u)→ 0) ≥ IZ (A(u), B(v))→ α(u, v) = I ′Z (A(u), B(v)) ∨ (IZ (A(u), B(v)) ∧ α(u, v))
= (I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v))) ∧ (I ′Z (A(u), B(v)) ∨ α(u, v))
≥ α(u, v) ∧ α(u, v) = α(u, v).
(b) If IZ (A(u), B(v)) ≤ α′(u, v), i.e., I ′Z (A(u), B(v)) ≥ α(u, v), then (A(u) → B(v)) → (A∗(u) → 0) = I ′Z (A(u), B(v)) ∨
IZ (A(u), B(v)) ∧ (A∗(u))′ ≥ α(u, v).
Therefore, the B∗ determined by (9) satisfies (8). In the following, we will prove that the B∗ is the smallest fuzzy subset
of V satisfying (8).
Assume that there exist D ∈ F(V ) and v0 ∈ V such that D(v0) < B∗(v0). We now verify D does not satisfy (8). From (9)
it follows that there exists u0 ∈ E(α)v0 such that
D(v0) < A∗(u0) ∧ IZ (A(u0), B(v0)) ∧ α(u0, v0)
i.e., D(v0) < A∗(u0), D(v0) < IZ (A(u0), B(v0)) and D(v0) < α(u0, v0) hold. Since u0 ∈ E(α)v0 , we have (A∗(u0))′ <
IZ (A(u0), B(v0)) and A∗(u0) ∧ IZ (A(u0), B(v0)) > α′(u0, v0). Further we get (A∗(u0))′ ∨ D(v0) < IZ (A(u0), B(v0)). It follows
from above that
(A(u0)→ B(v0))→ (A∗(u0)→ D(v0))
= IZ (A(u0), B(v0))→ (A∗(u0))′ ∨ D(v0) = I ′Z (A(u0), B(v0)) ∨ (A∗(u0))′ ∨ D(v0)
= (IZ (A(u0), B(v0)) ∧ A∗(u0))′ ∨ D(v0) < α(u0, v0).
This means that fuzzy set D does not satisfy (8).
Summarizing above we know that B∗ determined by (9) is the α(u, v)-triple I solution of FMP problem. 
Remark 3.1. Formula (9) in case α(u, v) ≡ α (constant in [0, 1]) for all u ∈ U and v ∈ V was first established by Song et al.
in [9], where the proof was given in another way.
Corollary 3.1 (Triple I Method for FMP). If we take α(u, v) = I ′Z (A(u), B(v))∨ (IZ (A(u), B(v))∧ (A∗(u)∨ (A∗(u))′)) in (9), then
we can obtain the triple I solution (4) to FMP.
The proof is straightforward from (9).
Remark 3.2. Corollary 3.1 shows that (4) is a particular case of (9), i.e., α(u, v)-triple I method based on IZ can contain the
triple I method as its particular case. Thus, the Problem 1 in case FMP is solved.
3.2. Improved triple I method for FMT
In order to guarantee the inequality (8) holds, we always assume in this subsection that α(u, v) ≤ N(u, v) for all u ∈ U
and v ∈ V , where N(u, v) is the maximum of the left side of (4) for given A(u) → B(v) and B∗(v). Under this assumption,
the improved reasoning principle for FMT is as follows.
α(u, v)-triple I principle for FMT [5]: The solution A∗(∈ F(U)) to FMT problem (2) is the largest fuzzy subset of U
satisfying (8).
This A∗ is called α(u, v)-triple I solution of FMT. Especially, if α(u, v) = N(u, v) for any u ∈ U and v ∈ V , then the A∗ is
called triple I solution of FMT problem (2).
Theorem 3.2 (α(u, v)-Triple I Method for FMT). Suppose that IZ is used in FMT, then the α(u, v)-triple I solution of FMT can be
expressed as follows:
A∗(u) = inf
v∈E(α)u
(I ′Z (A(u), B(v)) ∨ α′(u, v)), u ∈ U (12)
where E(α)u = {v ∈ V |B∗(v) ∨ I ′Z (A(u), B(v)) < α(u, v), IZ (A(u), B(v)) ≥ α(u, v)}.
Proof. If→= IZ is used, then the maximum of (A(u)→ B(v))→ (A∗(u)→ B∗(v)) for given A(u)→ B(v) and B∗(v) is as
follows:
N(u, v) = (A(u)→ B(v))→ (0→ B∗(v))
= I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)).
Thus, our assumption N(u, v) ≥ α(u, v) becomes as follows:
I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) ≥ α(u, v), u ∈ U, v ∈ V . (13)
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We now verify that fuzzy set A∗ determined by (12) satisfies (8).
For any u ∈ U , if E(α)u 6= φ, then from (12) we get, for all v ∈ E(α)u,
A∗(u) ≤ I ′Z (A(u), B(v)) ∨ α′(u, v).
(i) If A∗(u) ≤ I ′Z (A(u), B(v)), then from IZ (A∗(u), B∗(v)) ≥ (A∗(u))′ we get IZ (A∗(u), B∗(v)) ≥ IZ (A(u), B(v)). So we have
from our assumption (13) that (A(u) → B(v)) → (A∗(u) → B∗(v)) = I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) ≥ α(u, v), i.e., (8)
holds.
(ii) If A∗(u) ≤ α′(u, v), then we make the following discussion. (a) If IZ (A(u), B(v)) ≤ IZ (A∗(u), B∗(v)), then from above
(i) we know that (8) holds. (b) If IZ (A(u), B(v)) > IZ (A∗(u), B∗(v)), then
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) = I ′Z (A(u), B(v)) ∨ IZ (A∗(u), B∗(v)) ≥ IZ (A∗(u), B∗(v))
≥ (A∗(u))′ ≥ α(u, v),
i.e., (8) holds.
If E(α)u = φ, then from (12) we know that A∗(u) = 1. Further, for any v ∈ V we have
(A(u)→ B(v))→ (A∗(u)→ B∗(v)) = IZ (A(u), B(v))→ B∗(v).
(i) If IZ (A(u), B(v)) ≤ B∗(v), then from our assumption (13) we get (A(u) → B(v)) → (A∗(u) → B∗(v)) =
I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) ≥ α(u, v).
(ii) If IZ (A(u), B(v)) > B∗(v), then since v 6∈ E(α)u, we know B∗(v)∨ I ′Z (A(u), B(v)) ≥ α(u, v) or IZ (A(u), B(v)) < α(u, v).
If B∗(v) ∨ I ′Z (A(u), B(v)) ≥ α(u, v), then (8) obviously holds. If IZ (A(u), B(v)) < α(u, v), then from assumption (13) we get
I ′Z (A(u), B(v)) ≥ α(u, v). So we have from the definition of IZ that (A(u)→ B(v))→ (A∗(u)→ B∗(v)) ≥ I ′Z (A(u), B(v)) ≥
α(u, v), i.e., (8) holds.
We now prove that A∗ determined by (12) is the largest fuzzy subset of U satisfying (8).
Assume that there exist D ∈ F(U) and u0 ∈ U such that D(u0) > A∗(u0). We now verify that D does not satisfy (8). From
(12) it follows that there exists v0 ∈ E(α)u0 such thatD(u0) > I ′Z (A(u0), B(v0))∨α′(u0, v0)holds, i.e.,D(u0) > I ′Z (A(u0), B(v0))
and D(u0) > α′(u0, v0) hold.
(i) If D(u0) ≤ B∗(v0), then from v0 ∈ E(α)u0 we get D(u0) ≤ B∗(v0) < α(u0, v0) ≤ IZ (A(u0), B(v0)). Again,
(D(u0))′ < IZ (A(u0), B(v0)) holds from above. So we get (D(u0))′ ∨ D(u0) < IZ (A(u0), B(v0)). Further we have
(A(u0)→ B(v0))→ (D(u0)→ B∗(v0))
= IZ (A(u0), B(v0))→ (D(u0))′ ∨ D(u0) = I ′Z (A(u0), B(v0)) ∨ (D(u0))′ ∨ D(u0)
= (D(u0))′ ∨ D(u0) < α(u0, v0).
(ii) IfD(u0) > B∗(v0), then from v0 ∈ E(α)u0 , we have B∗(v0) < α(u0, v0) and B∗(v0) < IZ (A(u0), B(v0)). Again, (D(u0))′ <
IZ (A(u0), B(v0)). So we get (D(u0))′∨B∗(v0) < IZ (A(u0), B(v0)). It follows from above and I ′Z (A(u0), B(v0)) < α(u0, v0) from
v0 ∈ E(α)u0 that
(A(u0)→ B(v0))→ (D(u0)→ B∗(v0)) = IZ (A(u0), B(v0))→ (D(u0))′ ∨ B∗(v0)
= I ′Z (A(u0), B(v0)) ∨ (D(u0))′ ∨ B∗(v0) < α(u0, v0).
Above (i) and (ii) show that fuzzy set D does not satisfy (8).
Summarizing above we know that A∗ determined by (12) is the α(u, v)-triple I solution of FMT problem. 
Corollary 3.2 (Triple I Method for FMT). If we take α(u, v) = I ′Z (A(u), B(v)) ∨ IZ (A(u), B(v)) in (12), then we can obtain the
triple I solution to FMT as follows:
A∗(u) = inf
v∈Eu
I ′Z (A(u), B(v)), u ∈ U (14)
where Eu = {v ∈ V | 12 ∨ B∗(v) < IZ (A(u), B(v))}.
The proof is straightforward from (12).
Remark 3.3. Corollary 3.2 shows that the α(u, v)-triple I method (12) can contain the triple I method (14) as its particular
case. Thus, we have solved Problem 1 in case FMT.
Now, let us use formula (12) with α(u, v) = α to resolve Example 2.1.
Solution of Example 2.1. Since A( 14 ) = 34 > 23 ≥ 1+v3 = B(v), we have IZ (A( 14 ), B(v)) = IZ ( 34 , 1+v3 ) = 14 ∨ 1+v3 = 1+v3 .
Further, we get
E
(α) 14
=
{
v ∈ V |B∗(v) < α, I ′Z
(
A
(
1
4
)
, B(v)
)
< α, IZ
(
A
(
1
4
)
, B(v)
)
≥ α
}
=
{
v ∈ V |1− v < 7
12
, 1− 1+ v
3
<
7
12
,
1+ v
3
≥ 7
12
}
=
{
v ∈ V |v > 5
12
, v >
1
4
, v ≥ 3
4
}
=
{
v ∈ V |v ≥ 3
4
}
.
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From (12), we get
A∗
(
1
4
)
= inf
v∈E
(α) 14
(
I ′Z
(
A
(
1
4
)
, B(v)
)
∨
(
1− 7
12
))
= inf
v≥ 34
(
2− v
3
∨ 5
12
)
= 5
12
.
This fact shows that formulas (12) and (14) have already solved Problem 2.
4. Conclusion
In this note, we have corrected the results about triple I method of fuzzy reasoning obtained by Song et al. in [9], and also
solved such a problem: the α-triple I method based on Zadeh’s implication as an extension of the triple I method cannot
contain the latter as its particular case.
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