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ABSTRACT
Context. Numerical modelling of convection driven dynamos in the Boussinesq approximation revealed fundamental characteristics
of the dynamo-generated magnetic fields and the fluid flow. Because these results were obtained for an incompressible fluid of constant
density, their validity for gas planets and stars remains to be assessed. A common approach is to take some density stratification into
account with the so-called anelastic approximation.
Aims. The validity of previous results obtained in the Boussinesq approximation is tested for anelastic models. We point out and
explain specific diﬀerences between both types of models, in particular, with respect to the field geometry and the field strength, but
we also compare scaling laws for the velocity amplitude, the magnetic dissipation time, and the convective heat flux.
Methods. Our investigation is based on a systematic parameter study of spherical dynamo models in the anelastic approximation. We
make use of a recently developed numerical solver and provide results for the test cases of the anelastic dynamo benchmark.
Results. The dichotomy of dipolar and multipolar dynamos identified in Boussinesq simulations is also present in our sample of
anelastic models. Dipolar models require that the typical length scale of convection is an order of magnitude larger than the Rossby
radius. However, the distinction between both classes of models is somewhat less explicit than in previous studies. This is mainly due
to two reasons: we found a number of models with a considerable equatorial dipole contribution and an intermediate overall dipole
field strength. Furthermore, a large density stratification may hamper the generation of dipole dominated magnetic fields. Previously
proposed scaling laws, such as those for the field strength, are similarly applicable to anelastic models. It is not clear, however, if this
consistency necessarily implies similar dynamo processes in both settings.
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1. Introduction
Magnetic fields of low-mass stars and planets are maintained
by currents resulting from the motion of a conducting fluid (or
gas) in their interiors. Because the magnetic field acts back on
the flow via the Lorentz force, the hydrodynamic dynamo prob-
lem is intrinsically non-linear. Moreover, a suﬃciently complex
flow and magnetic field geometry has to be assumed in or-
der to enable dynamo action. Further complications result from
tiny diﬀusivities, such as small kinematic viscosities, which
introduce small dynamic length scales compared to stellar or
planetary radii. Thus, self-consistent simulations of natural dy-
namos are not only three-dimensional, but a vast range of spatial
and temporal scales has to be resolved. These diﬃculties pre-
vented a direct numerical treatment of the dynamo problem for
a significant time. Only for the past 20 years, increasing com-
puter power made global, direct numerical simulations feasi-
ble, in particular for the geodynamo problem (e.g., Glatzmaier
& Roberts 1995; Kageyama & Sato 1997; Kuang & Bloxham
1997; Christensen et al. 1998; Sarson et al. 1998; Katayama et al.
1999; Buﬀett 2000; Dormy et al. 2000); for an early cylindri-
cal annulus model of the geodynamo see Busse (1975). In these
simulations, an incompressible conducting fluid was considered,
and the Boussinesq approximation was applied. Intensive and
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systematic parameter studies revealed fundamental properties of
these models related to their field and flow topologies, their field
strength, their velocity amplitudes, their advective heat trans-
port, or their time dependence (e.g. Christensen et al. 1999;
Grote et al. 2000; Kutzner & Christensen 2002; Busse & Simitev
2006; Christensen & Aubert 2006; Sreenivasan & Jones 2006;
Busse & Simitev 2010; Hori et al. 2010; Landeau & Aubert
2011; Schrinner et al. 2012; Yadav et al. 2013a). The simplify-
ing assumption of constant density in Boussinesq models, how-
ever, is probably not justified for gas planets or stars, in which
the density typically varies over many scale heights. An alter-
native approach, which takes compressibility into account, is
the so-called anelastic approximation (Ogura & Phillips 1962;
Gough 1969; Gilman & Glatzmaier 1981). In anelastic mod-
els, the density varies with radius, but its time derivative is ne-
glected in the continuity equation and the mass flux is solenoidal
(e.g., Glatzmaier 1984; Braginsky & Roberts 1995; Lantz & Fan
1999; Miesch et al. 2000; Brun et al. 2004; Browning et al.
2004). Consequently, fast travelling sound waves are filtered out
and, compared to fully compressible models, larger time steps
in the discretisation scheme may be reached. In this article, we
carry out a systematic parameter study of global dynamo sim-
ulations in the anelastic approximation guided by well known
results of Boussinesq models. In this way, we intend to point
out specific diﬀerences between anelastic and Boussinesq mod-
els and assess the validity of previous findings obtained in the
Boussinesq approximation. A similar approach was followed by
Gastine et al. (2012) and Yadav et al. (2013b). We compare our
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results with their findings and discuss some diﬀerences we ob-
tained for our varied sample of models. The conditions for the
generation of large-scale, dipolar fields (Sect. 3) and the test
of the flux-based scaling law for the magnetic field strength
(Sect. 4), originally proposed by Christensen & Aubert (2006)
for Boussinesq models, are revisited . We argue that the typi-
cal length scale of convection relative to the Rossby radius is
of crucial importance for the resulting field topology (see also
Schrinner et al. 2012) and show that larger magnetic Prandtl
numbers are required to obtain dipolar solutions with increas-
ing density contrast. Furthermore, the flux-based scaling laws
derived for Boussinesq models seem to hold in the anelastic ap-
proximation as well. However, because of their general validity,
the flux-based scaling laws might not be appropriate to distin-
guish between diﬀerent conditions for magnetic field generation.
The paper is organised as follows: Sect. 2 introduces the
anelastic models considered here and the recently developed nu-
merical solver; results for a numerical benchmark are given in
Appendix A. In Sect. 3, we present new evidence of the exis-
tence of a class of dynamos dominated by an axial dipole and a
class of models with a more variable magnetic field geometry.
Various scaling laws originally derived for Boussinesq models
are tested and discussed in Sect. 4, and we give some conclu-
sions in Sect. 5.
2. Dynamo calculations
2.1. The anelastic approximation
Convection of a gas or a compressible fluid in the interior of
planets and stars takes place on a vast range of spatial and tem-
poral scales. Sound waves excited in convection zones, for exam-
ple, have very short oscillation periods compared to the turnover
time of convection or the magnetic diﬀusion time relevant for the
generation of magnetic fields. Thus, extremely small timesteps
would be required to resolve these waves in numerical dynamo
models. To avoid this problem, simplifications of the governing
equations are often applied. The anelastic approximation used
in this study advantageously filters out sound waves (Ogura &
Phillips 1962; Gough 1969; Gilman & Glatzmaier 1981); it is
motivated by the idea that the superadiabatic temperature gradi-
ent driving convection in planetary or stellar convection zones is
tiny. The thermodynamic variables are then decomposed into the
sum of (close to adiabatic) reference values, denoted here by an
overbar, and perturbations, denoted by a prime,
 =  + ′, T = T + T ′, P = P + P′. (1)
Subsequently, the anelastic equations result from the “thermo-
dynamic linearization” around the reference state. It should be
stressed that a number of diﬀerent formulations of the anelastic
problem can be found in the literature (e.g., Glatzmaier 1984;
Braginsky & Roberts 1995; Lantz & Fan 1999; Miesch et al.
2000; Brun et al. 2004; Rogers & Glatzmaier 2005; Jones &
Kuzanyan 2009; Alboussière & Ricard 2013). We follow here
the approach introduced by Lantz & Fan (1999) and Braginsky
& Roberts (1995), also known as LBR-approximation. They
noticed that the only relevant thermodynamic variable in the
equation of motion is the entropy, if the reference state is
assumed to be close to adiabatic. Further advantages of the
LBR-equations over others are that they give a mathematically
consistent, asymptotic limit of the full, general equations (Jones
et al. 2011) and guarantee the conservation of energy (Brown
et al. 2012). Moreover, the LBR-equations were used to for-
mulate anelastic dynamo benchmarks (Jones et al. 2011). The
presentation of the equations given here follows the benchmark
paper and Jones et al. (2009).
2.2. Basic assumptions
We consider a perfect, electrically conducting gas in a rotating
spherical shell with an inner boundary at r = ri and an outer
boundary at r = ro. The aspect ratio of the shell is then de-
fined by χ = ri/ro. Convection in our simulations is driven by
an imposed entropy diﬀerence, Δs, between the inner and the
outer boundary. As discussed above, Δs is assumed to be small.
This implies small convective velocities compared to the speed
of sound. For consistency, we also require that the Alfvén ve-
locity of the magnetic field is small. Moreover, the kinematic
viscosity ν, the thermal diﬀusivity κ, and the magnetic diﬀu-
sivity η are constants throughout in this paper. Following Jones
et al. (2011), we represent the heat flux in our models in terms
of the entropy gradient instead of the temperature gradient. This
assumption relies on wide-spread ideas about turbulent mixing
(Braginsky & Roberts 1995) but does not follow from first prin-
ciples. Applying this simplification allows us to consider the en-
tropy as the only relevant thermodynamic variable in the formu-
lation of the anelastic problem.
2.3. The reference state
The reference state of our models is a solution of the hydrostatic
equations for an adiabatic atmosphere. Moreover, the centrifu-
gal acceleration is neglected and we assume that gravity varies
radially, g = −GM rˆ/r2, with G being the gravitational constant
and M the central mass of the star or the planet. This admits a
polytropic solution for the reference atmosphere,
P = Pc wn+1,  = c wn, T = Tc w, w = c0 +
c1d
r
, (2)
with the polytropic index n and d = ro−ri. We note that n defines
the value of the adiabatic exponent γ, or the ratio of specific
heats cp/cv via γ = (n+1)/n. The values Pc, c, and Tc are taken
midway between the inner and the outer boundary and serve as
units for the reference-state variables. Moreover, the constants c0
and c1 in (2) are defined as
c0 =
2w0 − χ − 1
1 − χ , c1 =
(1 + χ)(1 − wo)
(1 − χ)2 , (3)
with
w0 =
χ + 1
χ exp(N/n) + 1 , wi =
1 + χ − wo
χ
, (4)
and N = ln (i/o), where i and o denote the reference state
density at the inner and outer boundary, respectively. We em-
phasise again that convection in our models is not driven by
the reference state, or by the choice of a particular polytropic
index n, but by an imposed entropy diﬀerence Δs between the
boundaries.
2.4. The non-dimensional equations
The use of non-dimensional equations minimizes the number of
free parameters and is a prerequisite for a systematic parameter
study. We choose the shell width d as the fundamental length
scale of our models, time is measured in units of d2/η, and Δs
is the unit of entropy. The magnetic field is then measured in
units of
√
Ωcμη, where Ω is the rotation rate and μ the mag-
netic permeability. Finally, our dynamo models are solutions for
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the velocity u, the magnetic field B, and the entropy s of the
following, non-dimensional equations,
∂u
∂t
+ u · ∇u = Pm
[
− 1
E
∇ P
′
wn
+
Pm
Pr
Ra
s
r2
rˆ − 2
E
zˆ × u
+Fν +
1
E wn
(∇ × B) × B
]
, (5)
∂B
∂t
= ∇ × (u × B) + ∇2 B, (6)
∂s
∂t
+ u · ∇s = w−n−1 Pm
Pr
∇ ·
(
wn+1 ∇s
)
+
Di
w
[
E−1w−n(∇ × B)2 + Qν
]
, (7)
∇ · (wnu) = 0, (8)
∇ · B = 0. (9)
In (5), we used the viscous force Fν = w−n∇S with the rate of
strain tensor
S i j = 2wn
(
ei j − 13δi j∇ · u
)
, ei j =
1
2
(
∂vi
∂x j
+
∂v j
∂xi
)
· (10)
Moreover, the dissipation parameter Di and the viscous heat-
ing Qν in (7) are given by
Di =
c1Pr
PmRa
, (11)
and
Qν = 2
[
ei jei j − 13 (∇ · u)
2
]
. (12)
The system of Eqs. (5)−(9) is governed by a number of di-
mensionless parameters. These are the Rayleigh number Ra, the
Ekman number E, the Prandtl number Pr, and the magnetic
Prandtl number Pm. With the aspect ratio χ, the polytropic in-
dex n, and the number of density scale heights N defining the
reference state, our models are therefore fully determined by
seven dimensionless parameters:
Ra =
GMdΔs
νκcp
, Pr =
ν
κ
, Pm =
ν
η
, E =
ν
Ωd2
,
N = ln
(
i
o
)
, n, χ =
ri
ro
· (13)
Following Jones et al. (2009), we also considered a linearized
form of Eqs. (5) and (7) to calculate some critical Rayleigh num-
bers for the onset of convection. These are listed in Table B.1.
2.5. Boundary conditions
The mechanical boundary conditions are impenetrable and stress
free on both boundaries,
vr =
∂
∂r
(
vθ
r
)
=
∂
∂r
(vφ
r
)
= 0 on r = ri and r = ro. (14)
Furthermore, the magnetic field matches a potential field outside
the fluid shell. The choice of these boundary conditions requires
that the total angular momentum is conserved (Jones et al. 2011).
Finally, the entropy is fixed on the inner and the outer boundary
with
s = Δs on r = ri and s = 0 on r = ro. (15)
2.6. Output parameters
We use a number of non-dimensional output parameters to char-
acterize our numerical dynamo models. These are mostly based
on the kinetic and magnetic energy densities,
Ek =
1
2 V
∫
V
wnu2 dv and Em =
1
2 V
Pm
E
∫
V
B2 dv, (16)
where the integrals are taken over the volume of the fluid shell V .
A non-dimensional measure for the velocity amplitude is then
the magnetic Reynolds number, Rm =
√
2Ek, or the Rossby
number, Ro =
√
2EkE/Pm. To distinguish models with diﬀer-
ent field geometries, it turned out to be useful to introduce also
a local Rossby number, Ro = Roc c/π. Here, c stands for the
mean harmonic degree of the velocity component uc from which
the mean zonal flow has been subtracted (Schrinner et al. 2012),
c =
∑


〈wn (uc) · (uc)〉
〈wn uc · uc〉 · (17)
The brackets in (17) denote an average over time and radii. Also,
Roc is adapted consistently and stands for the Rossby number
based on the kinetic energy density without the contribution
from the mean zonal flow. The definition of Ro given here is
diﬀerent from Christensen & Aubert (2006), as it is not based on
the total velocity and tries to avoid any dependence on the mean
zonal flow.
The amplitude of the average magnetic field in our sim-
ulations is measured in terms of the Lorentz number, Lo =√
2EmE/Pm, which was previously used to derive a power law
for the field strength in Boussinesq simulations (Christensen &
Aubert 2006). The topology of the field is characterized by the
relative dipole field strength, fdip, defined as the time-average ra-
tio on the outer shell boundary of the dipole field strength to the
total field strength.
The total amount of heat transported in and out of the fluid
shell relative to the conductive heat flux is quantified by the
Nusselt number,
Nubot = −
(exp (N) − 1)wir2i
4πnc1
∫
S i
∂s
∂r
sin θ dθdφ, (18)
Nutop = − (1 − exp (−N))wor
2
o
4πnc1
∫
S o
∂s
∂r
sin θ dθdφ. (19)
The integrals are taken here over the spherical surface at radius ri
and radius ro, respectively. For a steady equilibrium state, Nubot
and Nutop are identical if time averaged. For later use, we also
define a Nusselt number based on the advective heat flux alone,
Nu = (Nubot − 1) EPr , (20)
and accordingly a quantity usually referred as the flux based
Rayleigh number,
RaQ = (Nubot − 1) Ra E
3
r2o Pr2
· (21)
The energy balance plays a crucial role in the classical derivation
of scaling laws for the saturation level of the magnetic field. In
particular, the fraction of ohmic to total dissipation, fohm = D/P,
is introduced because it determines the available power used for
the magnetic field generation. In an equilibrium state, the total
dissipation equals the power released by buoyancy,
P =
Ra E3
Pr Pm
∫
V
wn vr s dv, (22)
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and the ohmic dissipation is given by
D =
( E
Pm
)2 ∫
V
(∇ × B)2 dv. (23)
In (22) and (23), we scaled P and D by cΩ3d5.
2.7. Equation for a tracer field
For some of our models, we calculated the evolution of a mag-
netic tracer field simultaneously with (5)−(9),
∂BTr
∂t
= ∇ × (u × BTr) + ∇2BTr. (24)
In the above equation, BTr is a passive vector field, which was
advanced at each time step kinematically with the quenched
velocity field, but BTr did not contribute to the Lorentz
force (Cattaneo & Tobias 2009; Tilgner & Brandenburg 2008;
Schrinner et al. 2010). Schrinner et al. (2010) found that BTr
grows exponentially for multipolar dynamos but stays stable for
models dominated by a dipole field. The stability of BTr also
serves in this study to distinguish between diﬀerent classes of
dynamos (Schrinner et al. 2012).
2.8. Numerical implementation
The numerical solver used to compute solutions of Eqs. (5)−(9)
is a recently developed anelastic version of PaRoDy (Dormy
et al. 1998 and further developments). The code uses a poloidal-
toroidal expansion and a pseudo-spectral spherical harmonic ex-
pansion. The numerical method is similar in these aspects to the
one originally introduced in Glatzmaier (1984). The radial dis-
cretisation, however, is based on finite diﬀerences on a stretched
grid (allowing for a parallelization by a radial domain decom-
position). Moreover, the pressure term has been eliminated by
taking twice the curl of the momentum equation. The anelas-
tic benchmark results obtained with PaRoDy are presented in
Appendix A.
3. Field topology
3.1. Dipolar and multipolar dynamos
Parameter studies for Boussinesq simulations revealed two dis-
tinct classes of dynamo models. They can be distinguished by
their field geometry and are therefore referred to as “dipolar” and
“multipolar” models (Kutzner & Christensen 2002; Christensen
& Aubert 2006). The spatial variability of multipolar dynamos
is a direct consequence of dynamo action in a turbulent envi-
ronment and has to be expected. The class of dipolar dynamos,
however, is more peculiar. Schrinner et al. (2011b) showed that
these models are single-mode dynamos, that is, except for the
fundamental mode, all more structured magnetic eigenmodes
are highly damped. The single-mode property leads to fur-
ther characteristic diﬀerences between both classes of dynamos
apart from their diﬀerent field geometries. Whereas the dipole
axis is stable for models with a dominant axial dipole field,
multipolar models show frequent polarity reversals (Kutzner
& Christensen 2002) or oscillations (Goudard & Dormy 2008;
Schrinner et al. 2012). A third fundamental diﬀerence between
dipolar and multipolar models is related to their saturation mech-
anism. If a magnetic tracer field is advanced kinematically with
the self-consistent, quenched velocity field stemming from the
full dynamo simulation, the tracer field grows exponentially for
multipolar but not for dipolar models. Dipolar dynamos are
Fig. 1. Relative dipole field-strength versus the local Rossby number for
our sample of models. Filled symbols stand for dipolar, open symbols
for multipolar dynamos. The symbol shape indicates the number of den-
sity scale heights: N = 0.5: circle; N = 1: upward triangle; N = 1.5:
downward triangle; N = 2: diamond; N = 2.5: square; N = 3, 3.5, 4:
star. A cross inscribed in some open symbols means that the field of
these models exhibits a strong equatorial dipole component.
“kinematically stable” and in this numerical experiment, the
tracer field becomes aligned with the actual, self-consistent mag-
netic field after some initial transition period (Schrinner et al.
2010). Finally, dipolar and multipolar dynamos follow slightly
diﬀerent scaling laws for the magnetic field (Christensen 2010;
Schrinner et al. 2012; Yadav et al. 2013a). This aspect is further
discussed in Sect. 4.1.
Christensen & Aubert (2006) proposed a criterion based
on a local Rossby number to separate dipolar from multipo-
lar dynamos. We adopt this criterion in a slightly altered form
(Schrinner et al. 2012). It says that dipolar dynamos may be
found if the typical length scale of convection, , is at least an
order of magnitude larger than the Rossby radius, or, Ro =
v/(Ω) < 0.12 (in which v is a typical rms velocity). Our cri-
terion is diﬀerent from Christensen & Aubert (2006), and en-
tirely based on convection and not influenced by the mean zonal
flow. This helped to generalize the Rossby number rule to mod-
els with diﬀerent aspect ratios and mechanical boundary con-
ditions (Schrinner et al. 2012). Moreover, our reinterpretation
assumes that the magnetic field is generated only by convection
and therefore explains why the Rossby number criterion is not
applicable to models for which diﬀerential rotation plays an es-
sential role.
Figure 1 shows the relative dipole field strength versus the
local Rossby number for all anelastic models considered here.
Gastine et al. (2012) presented a similar plot but with fdip based
on the magnetic energy density instead of the field strength.
This leads to considerably lower values of fdip for multipolar
dynamos. As for Boussinesq simulations, only multipolar mod-
els are found for Ro > 0.12 (Christensen & Aubert 2006), and
the multipolar branch extends into the dipolar regime in the form
of a bistable region, where both solutions are possible, depend-
ing on the initial conditions (Schrinner et al. 2012). However,
in contrast to comparable parameter studies of Boussinesq mod-
els (Christensen & Aubert 2006; Schrinner et al. 2012), dipolar
and multipolar dynamos are hardly distinguishable from each
other in terms of their relative dipole field strength. Contrary to
previous results, models with an intermediate dipolarity ( fdip ≈
0.5) lead to a fairly smooth transition of fdip in Fig. 1. These
are in particular those models with a high equatorial dipole
contribution denoted by a cross that is inscribed in the plotting
symbol. Because the dipole field strength alone is not conclusive
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Fig. 2. Contour plot of the azimuthally averaged radial magnetic field of
model3m versus time and colatitude. The contour plot was normalised
by the maximum absolute value at each time step. The grey-scale coding
ranges from −1, white, to +1, black.
Fig. 3. Evolution of the energy of the tracer field normalised by the
energy of the actual magnetic field for model2m (dashed line) and
model54d (solid line).
to classify our models in Fig. 1, their time-dependence, their
kinematic stability, and their scaling behaviour (see Sect. 4.1)
were additionally considered to assign them to one of both
classes.
As in the case of Boussinesq simulations, only multipolar
models were found to exhibit polarity reversals or oscillatory
dynamo solutions. An example of a coherent dynamo wave for
model3m (N = 3) is given in Fig. 2. The period of these os-
cillatory dynamo modes and the poleward propagation direc-
tion of the resulting wave can be surprisingly well explained by
Parker’s plane layer formalism (Parker 1955; Busse & Simitev
2006; Goudard & Dormy 2008; Schrinner et al. 2011a; Gastine
et al. 2012). However, the recent claim that dynamo waves could
migrate towards the equator if there is a considerable density
stratification (Käpylä et al. 2013) was not confirmed by our
simulations.
Moreover, we tested 13 arbitrarily chosen models (see the
caption of Table C.1) for kinematic stability and found the
dipolar models to be kinematically stable, whereas all multipo-
lar models considered exhibited at least periods of instability.
Figure 3 shows as an example the evolution of the kinemati-
cally advanced tracer field for model2m and model54d. For the
first, the tracer field grows exponentially but it stays stable for
the latter although it has been permanently perturbed during the
simulation.
A transition from the dipolar to the multipolar regime can
be triggered by a decrease in the rotation rate or the dynamical
Fig. 4. Relative dipole field strength versus Ro for a sequence of models
with E = 3 × 10−4, Ra = 4Rac, Pm = 3, and Pr = 1. The meaning of
the symbols is defined in the caption of Fig. 1.
Fig. 5. Contour plot (equatorial cut) of the radial magnetic field of
model2m at a given time.
length scale (possibly associated with a change in the aspect ra-
tio), or an increase in the velocity amplitude. These three quan-
tities influence the local Rossby number directly. In Fig. 4, we
show that a transition towards the multipolar regime may also
be forced by increasing N. A higher density stratification with
all the other parameters fixed causes smaller length scales and
larger velocity amplitudes. This leads to an increase of Ro and
to a decrease of fdip at Ro ≈ 0.12 in Fig. 4.
3.2. Equatorial dipole
An example of a model strongly influenced by an equatorial
dipole mode is presented in Fig. 5. A strong mean zonal flow of-
ten present in these models seems to be in conflict with the gen-
eration of non-axisymmetric fields. Figure 6 demonstrates that
the strong equatorial dipole mode of model5m is indeed main-
tained and rebuilt by the columnar convection and damped by
the diﬀerential rotation. In Fig. 6 the mean zonal kinetic energy
normalised by an arbitrary value (dotted line) and the ratio of
the axisymmetric magnetic energy to the total magnetic energy
(solid line) are displayed. The action of the mean zonal flow,
or more precisely the diﬀerential rotation, tends to damp non-
axisymmetric components of the magnetic field. Thus, a burst
of the mean zonal kinetic energy is followed by a maximum of
the axisymmetric and a dip in the non-axisymmetric magnetic
energy. Subsequently, the mean zonal flow is quenched by the
A78, page 5 of 13
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Fig. 6. Dotted line: axisymmetric kinetic energy of model5m nor-
malised by an arbitrary value. Solid line: ratio of axisymmetric to total
magnetic energy.
axisymmetric field, the axisymmetric field decays and the non-
axisymmetric field is rebuilt. The interaction between the mean
zonal flow and the magnetic field observed in this model is still
fairly weak, although the mean zonal flow contributes already
58% to the total kinetic energy. Therefore, the magnetic field of
model5m stays on average highly non-axisymmetric. We note
that this is very diﬀerent from the Sun, for instance, where prob-
ably an even more eﬃcient diﬀerential rotation causes a predom-
inantly axisymmetric large-scale magnetic field (Charbonneau
2010), but also non-axisymmetric stellar magnetic fields were
reported (Donati & Landstreet 2009).
3.3. Discussion
The fundamental cause of the high dipolarity of dynamo mod-
els in the low Rossby number regime is an outstanding ques-
tion. Schrinner et al. (2012) argued that cylindrical convection
in a spherical fluid domain leads to a characteristic pattern of
the axisymmetric toroidal field for Boussinesq models, which
eventually results in the clear preference of only one, dipolar
eigenmode. The argument relies on the idea that a line of fluid
elements moving towards the outer spherical boundary has to
shorten and causes a converging flow towards the equatorial
plane. The toroidal field is then advected and markedly shaped
by this flow component (see also Olson et al. 1999). This ad-
vection process could be rigorously identified and quantified
as a strong γ-eﬀect in a corresponding mean-field description
(Schrinner et al. 2007, 2012). In addition, the recent finding that
the dichotomy of dipolar and multipolar dynamos seems to be
absent in convective dynamo simulations in Cartesian geometry
(Tilgner 2012) is consistent with this argument and points again
to the significance of the underlying symmetry constraints.
What has been said above about Boussinesq models
largely applies to anelastic models, too. However, geometri-
cal constraints are somewhat relaxed for a compressible fluid.
Therefore, compressibility might damp the advection of the
mean toroidal field towards the equatorial plane (γ-eﬀect),
and we hypothesize that this results in at least two specific
diﬀerences.
First, depending on the density contrast applied, it is more
diﬃcult to obtain dipolar solutions for anelastic models than for
Boussinesq ones, even if Ro < 0.12. However, unlike Gastine
et al. (2012), we did not find that dipolar solutions become im-
possible if N exceeds a certain threshold. Instead, we observe
that for a given N, Ekman and Prandtl number, there seems to
Fig. 7. Magnetic Prandtl number versus N for models with E = 10−4
and Pr = 1 and variable Rayleigh numbers. Filled circles stand for
parameters for which dipolar solutions were obtained.
exist a critical magnetic Prandtl number for dipolar dynamos.
For E = 10−4, Pr = 1, and N ≥ 1.5, we found Pmcrit = 2N − 2,
as apparent from Fig. 7. We emphasize again that the results of
Fig. 7 depend of course on E and Pr; the data of our numerical
study indicate that decreasing E and increasing Pr is favorable
to dipolar dynamo models.
Second, magnetic field configurations dominated by an
equatorial dipole seem to be more easily realized in anelastic
than in Boussinesq simulations. For the latter, only a few ex-
amples under very specific conditions were reported (Aubert
& Wicht 2004; Gissinger et al. 2012). The preference of non-
axisymmetric modes is well known from dynamo models based
on columnar convection (e.g. Ruediger 1980; Tilgner 1997), it
is also the case of the Karlsruhe dynamo experiment (Müller &
Stieglitz 2002). This agrees with our reasoning on the impor-
tance of the γ-eﬀect in the axial dipole generation mechanisms
(see also Schrinner et al. 2012). Indeed, the γ-eﬀect vanishes in
the above examples, as the geometrical constraints are relaxed.
4. Scaling laws
Because of computational limitations, very small length scales
and time scales associated with extreme parameter values that
are relevant for planets and stars cannot be resolved in global di-
rect numerical dynamo simulations. Therefore, numerical mod-
els are in general not directly comparable to planetary or stel-
lar dynamos. Instead, scaling laws, in particular for the field
strength, have been derived from theory and simulations and
then extrapolated to realistic parameter regimes (see Christensen
2010, and references therein).
Subsequently, their predictions may be compared with plan-
etary or stellar magnetic-field data obtained from observations
(Christensen et al. 2009; Christensen 2010; Davidson 2013). By
this consistency test, scaling laws may provide some evidence
about the reliability of numerical dynamo models.
Moreover, diﬀerent scaling laws typically represent diﬀer-
ent force balances or dynamo mechanisms, and their investiga-
tion might enable us to better distinguish between diﬀerent types
of dynamo models. It is this second aspect in particular, which
is of interest in the following. We adopt here the approach by
Christensen & Aubert (2006) and derive scaling laws for the field
strength, the velocity, the magnetic dissipation time, and the con-
vective heat transport and compare them with previous results
from Boussinesq simulations. A similar study was recently pub-
lished by Yadav et al. (2013b) based on a somewhat diﬀerent
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sample of models. Similarities and diﬀerences with their find-
ings are discussed.
Most of the proposed scaling laws are independent of dif-
fusivities, which are thought to be negligible under astrophysi-
cal conditions (Christensen 2010). However, present global dy-
namo simulations run in parameter regimes where diﬀusivities
still influence the overall dynamics and weak dependencies on
the magnetic Prandtl number seem to persist in purely empiri-
cally derived scalings (Christensen & Tilgner 2004; Christensen
& Aubert 2006; Christensen 2010; Yadav et al. 2013a; Stelzer
& Jackson 2013). In this study we do not attempt to resolve
this secondary dependence on Pm because the magnetic Prandtl
number varies only between 1 and 5 in our sample of models.
4.1. Magnetic field scaling
The magnetic field strength measured in terms of the Lorentz
number scales with the available energy flux to the power of
approximately 1/3. For the dipolar dynamos of our sample we
find
Lo
f 1/2
ohm

 1.58 Ra0.35Q , (25)
and for the multipolar models,
Lo
f 1/2
ohm

 1.19 Ra0.34Q . (26)
Except for somewhat larger exponential prefactors, this is in
good agreement with previous results from Boussinesq simu-
lations (Christensen 2010; Schrinner et al. 2012; Yadav et al.
2013a) and very similar to the magnetic field scaling given by
Yadav et al. (2013b). Unlike Yadav et al. (2013b), we note,
however, that we scale the Lorentz number with the flux-based
Rayleigh number RaQ and not directly with the power released
by buoyancy forces. Of course, both should be closely related
to each other. The same remark applies for the velocity scaling
discussed below.
Models on the multipolar branch exhibit lower field strengths
compared to their dipolar counterparts. This is not only apparent
by the smaller prefactor in the multipolar scaling, but also the
dynamo eﬃciency fohm for multipolar models is systematically
lower than for the corresponding dipolar ones. The latter indi-
cates that the bistable behaviour for models at Ro ≤ 0.12 is
caused by diﬀerent dynamo mechanisms. This was already seen
in Boussinesq simulations (Schrinner et al. 2012) and later con-
firmed by Gastine et al. (2012) for anelastic models.
Apart from a few exceptions, the shift between the two scal-
ings in Fig. 8 may serve to separate dipolar from multipolar dy-
namos. In agreement with Yadav et al. (2013b), we obtained sev-
eral models with dipole field strengths up to fdip ≈ 0.5, which,
nevertheless, clearly follow the multipolar scaling and belong to
the multipolar class of dynamos.
4.2. Velocity scaling
There is an ongoing discussion about the velocity scaling in dy-
namo models (Christensen 2010; Davidson 2013; Yadav et al.
2013b). It is probably not surprising that the velocity mea-
sured in terms of the Rossby number scales with the flux based
Rayleigh number, but the correct exponent and its theoretical
justification is debated. The lower bound is set by the assump-
tion of a balance between inertia and buoyancy forces (mixing
Fig. 8. Lorentz number compensated by fohm versus the flux-based
Rayleigh number for our sample of models. Filled symbols correspond
to dipolar models, open symbols are multipolar models and the symbol
shape indicates Nρ as explained in the caption of Fig. 1.
Fig. 9. Rossby number versus the flux-based Rayleigh number for our
sample of models.
length balance), which leads to an exponent of 1/3 (Christensen
2010). If, however, the predominant force balance is assumed
to be between the Lorentz force, the buoyancy, and the Coriolis
force (MAC-balance) the exponent is closer to 1/2 (Christensen
2010; Davidson 2013). As most previous studies (Christensen &
Aubert 2006; Christensen 2010; Yadav et al. 2013a; Stelzer &
Jackson 2013; Yadav et al. 2013b), we obtained an exponent in
between these two values for our sample of models,
Ro = 1.66 Ra0.42Q . (27)
The scatter in Fig. 9 is considerable, but the standard error
is of the same order as for Boussinesq models with stress-
free mechanical boundary conditions (Yadav et al. 2013a).
Compressible eﬀects do not seem to deteriorate the scaling.
However, as in Yadav et al. (2013b), we are not able to dis-
tinguish between dipolar and multipolar models in our velocity
scaling, which is contrary to what has been previously reported
by Yadav et al. (2013a) for Boussinesq models.
4.3. Scaling of Ohmic dissipation time
The scaling of magnetic dissipation time,
τdiss = EM/D = 2B/η, (28)
is used to evaluate the characteristic length scale B of the mag-
netic field. Christensen & Tilgner (2004) originally identified a
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Table 1. Scaling laws for anelastic and Boussinesq models.
Scaling Anelastic Boussinesq
c x σ c x σ
Lo/ f 1/2
ohm = c Ra
x
Q 1.58 0.35 0.017 1.08 0.37 0.017
Multipolar branch 1.19 0.34 0.067 0.65 0.35 0.006
Ro = c RaxQ 1.66 0.42 0.025 0.73a 0.39a 0.013a
1.79b 0.44b 0.010b
τdiss = c Ro−x 0.75 0.76 0.024 – 0.8 –
Nu = c RaxQ 0.25 0.59 0.032 0.06 0.52 0.004
Notes. Results for Boussinesq models were taken from Yadav et al. (2013a; see also Schrinner et al. 2012). Yadav et al. (2013a) distinguished
between dipolar and multipolar dynamos for their Rossby number scaling, whereas we derived a single power law for both classes of dynamo
models. (a) Dipolar models. (b) Multipolar models.
Fig. 10. Ohmic dissipation time versus Rossby number for all models
considered in this study.
linear dependence of τdiss on the inverse Rossby number pro-
vided that time is measured in units of Ω−1. Their finding was
supported by dipole-dominated Boussinesq models with no-
slip mechanical boundary conditions and the evaluation of the
Ohmic dissipation time in the Karlsruhe dynamo experiment.
The best fit for our data points in Fig. 10, however, gives an
exponent with a significantly lower absolute value,
τdiss = 0.75 Ro−0.76. (29)
An almost identical result was found by Yadav et al. (2013b)
from their somewhat more diverse and scattered data set.
Apparently, the application of stress-free boundary conditions
and possibly the compressible eﬀects flatten the slope of τdiss as
a function of the Rossby number. Moreover, it would seem plau-
sible that τdiss followed diﬀerent scaling relations for dipolar and
multipolar models. Indeed, the dissipation time for bistable pairs
is systematically larger for dipolar than for multipolar models.
However, separate least square fits for all dipolar and all multi-
polar models of our sample lead to very similar results.
4.4. Nusselt number scaling
The convective heat transport in dynamo models is very sen-
sitive to rotation and depends on the magnetic field, boundary
conditions, or the geometry of the fluid domain to a much lower
degree (Christensen 2002; Christensen & Aubert 2006; Aurnou
2007; Schmitz & Tilgner 2009; Busse & Simitev 2011; Gastine
& Wicht 2012; Yadav et al. 2013a; Stelzer & Jackson 2013). The
power law for the Nusselt number inferred from Fig. 11,
Nu = 0.25 Ra0.59Q , (30)
Fig. 11. Nusselt number versus the flux-based Rayleigh number for our
sample of models.
is consistent with previous results and also confirms this finding
for anelastic dynamo models; the exponent of 0.59 is very close
to the value of 5/9 established by the above mentioned refer-
ences. However, the scaling is somewhat more scattered than for
Boussinesq models (Yadav et al. 2013a). We excluded in a test
all models for which convection is only marginaly above the on-
set (Nu < 2), but this reselection of models did not improve the
quality of the fit.
4.5. Discussion
In an overall view, the scaling relations for Boussinesq and
anelastic models are very similar (see Table 1). Beyond that,
there is no obvious eﬀect of compressibility on the scaling re-
sults and they might be even considered as consistent irrespec-
tive of the density stratification of the underlying models (Yadav
et al. 2013b). However, the reason for the good agreement could
be that the flux-based scaling laws are insensitive to diﬀerent
physical conditions. Using the example of the magnetic field
scaling, we argue in the following that diﬀerences in the dy-
namo processes might not be visible in the scaling relation, and
some caution is needed in generalizing results from Boussinesq
simulations.
If the magnetic energy density follows a simple power law
in terms of the convective energy flux, an exponent of 2/3 is al-
ready required for dimensional reasons (e.g., Christensen 2010).
Moreover, the flux-based scaling law for the magnetic field is
composed of the scalings for the velocity and the magnetic dis-
sipation time. By definition, we have EM ∼ fohm τdiss P, and with
A78, page 8 of 13
M. Schrinner et al.: Topology and field strength in spherical, anelastic dynamo simulations
Ro ∼ Pα and τdiss ∼ Roβ, we find EM ∼ fohm P Pαβ. Dimensional
arguments require α β = −1/3, which establishes relations (25)
and (26). Whereas the exponent in the flux-based scaling law for
the magnetic field is fix, α and β are to some extend variable and
may change according to the specific physical conditions. This
reflects the outcome of more and more extended parameter stud-
ies: The exponent of 1/3 in the magnetic-field scaling is reliably
reproduced, but the values for α and β seem to be less certain
and are under debate.
In addition, scaling relations (25) and (26) require that the
field strength, measured by Lo, is compensated by the square
root of fohm (interpreted as dynamo eﬃciency in Schrinner
2013). However, fohm is probably a complicated function of
several control parameters and might depend strongly on the
specific physical conditions. The often made assumption that
fohm → 1 for Pm 1 (e.g. Davidson 2013) is probably too sim-
ple. For example, Schrinner (2013) recently demonstrated that
fohm in dynamo models might depend strongly on the rotation
rate. The dynamo eﬃciency dropped by two orders of magni-
tude as the rotation rate of these models was decreased. A further
counterexample could be the solar dynamo. Independent esti-
mates result in fohm ∼ O(10−3), (Schrinner 2013; Rempel 2006)
although the magnetic Prandtl number is thought to be much
smaller than one in the solar interior.1 In other words, the flux
based scaling laws probably do not distinguish between diﬀer-
ent types of dynamos because diﬀerences in the field strength
are absorbed by changes in fohm.
5. Conclusions
Our study revealed a number of similarities between Boussinesq
and anelastic dynamo models. The dichotomy between dipolar
and multipolar models seems to extend to anelastic models, and
the flux-based scaling laws originally proposed for Boussineq
models appear to hold similarly for models in the anelastic ap-
proximation. Thus, large scale, dipolar magnetic fields for both
types of models can only be produced if rotation is important (as
measured by the local Rossby number), and the magnetic field
strength is directly related to the energy flux via (25) and (26)
(see Fig. 8).
However, we also pointed out some significant diﬀer-
ences between Boussinesq and anelastic dynamo simulations.
Magnetic field configurations with a significant equatorial dipole
contribution are less typical for Boussinesq than for anelastic
models. Moreover, a large density stratification in anelastic mod-
els may inhibit the generation of magnetic fields dominated by
an axial dipole. The above claimed consistency of the scalings
for Boussinesq and anelastic simulations partly relies on the
very general formulation of the flux-based scaling laws and does
not necessarily imply similar dynamo processes. We also stress
that the assumption of a radially varying conductivity may intro-
duce additional eﬀects, which were not examined here. Whereas
Yadav et al. (2013b) obtained very similar scaling laws for mod-
els with variable conductivities, Duarte et al. (2013) reported that
the field topology of some models depends on the radial con-
ductivity profile. A mean-field analysis (Schrinner et al. 2007;
Schrinner 2011) of numerical dynamo models in the anelastic
approximation might give more detailed insight in relevant dy-
namo processes and is envisaged for a future study.
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Appendix A: Benchmark results
Table A.1. Hydrodynamic benchmark (E = 10−3, N = 5, χ =
0.35, Ra = 3.52 × 105, Pr = 1, n = 2).
Code PaRoDy Leeds
K.E. 81.85 81.86
Zonal K.E. 9.388 9.377
Meridional K.E. 0.02198 0.02202
Luminosity 4.170 4.199
vφ at vr = 0 0.8618 0.8618
S at ur = 0 0.9334 0.9330
Resolution 288 × 192 × 384 128 × 192 × 384
Timestep 5 × 10−6 2.5 × 10−6
Table A.2. Steady dynamo benchmark ( E = 2 × 10−3, N = 3, χ =
0.35, Ra = 8.00 × 104, Pr = 1, Pm = 50, n = 2).
Code PaRoDy Leeds
K.E. 4.189 × 106 4.194 × 105
Zonal K.E. 5.993 × 104 6.018 × 104
Meridional K.E. 52.98 53.02
M.E. 3.216 × 105 3.202 × 105
Zonal M.E. 2.424 × 105 2.412 × 105
Meridional M.E. 1.704 × 105 1.697 × 104
Luminosity 11.48 11.50
vφ at vr = 0 –91.84 –91.78
Bθ at vr = 0 ±0.0343 ±0.03395
S at ur = 0 0.7864 0.7865
Resolution 288 × 126 × 252 128 × 144 × 252
Timestep 5 × 10−7 10−6
Table A.3. Unsteady dynamo benchmark (E = 5 × 10−5, N = 3, χ =
0.35, Ra = 2.50 × 107, Pr = 2, Pm = 2, n = 2).
Code PaRoDy Leeds
K.E. 2.33 × 105 2.32 × 105
Zonal K.E. 1.38 × 104 1.36 × 104
Meridional K.E. 111 105
M.E. 2.41 × 105 2.42 × 105
Zonal M.E. 9.35 × 103 9.45 × 103
Meridional M.E. 2.10 × 104 2.13 × 104
Luminosity 42.4 42.5
Resolution 288 × 255 × 510 96 × 288 × 576
Timestep 5 × 10−7 3 × 10−6
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Appendix B: Critical Rayleigh numbers
for the onset of convection
Table B.1. Overview of the critical Rayleigh numbers and the corresponding critical azimuthal wavenumbers for the onset of convection deter-
mined, as explained in Jones et al. (2009).
E Pr N χ Rac mc
3 × 10−5 1 2.0 0.35 6.79 × 106 24
1 × 10−4 1 0.5 0.35 3.34 × 105 10
1 × 10−4 1 1.0 0.35 5.67 × 105 12
1 × 10−4 1 1.5 0.35 9.25 × 105 14
1 × 10−4 1 1.7 0.35 1.09 × 106 15
1 × 10−4 1 2.0 0.35 1.43 × 106 16
1 × 10−4 1 2.5 0.35 2.18 × 106 19
1 × 10−4 1 3.0 0.35 3.02 × 106 29
1 × 10−4 1 3.5 0.35 3.62 × 106 37
1 × 10−4 1 4.0 0.35 4.09 × 106 43
1 × 10−4 2 3.0 0.35 7.48 × 106 33
1 × 10−4 1 2.0 0.55 5.35 × 106 42
3 × 10−4 1 0.5 0.35 9.66 × 104 7
3 × 10−4 1 1.0 0.35 1.52 × 105 9
3 × 10−4 1 1.5 0.35 2.32 × 105 10
3 × 10−4 1 2.0 0.35 3.51 × 105 12
3 × 10−4 1 2.5 0.35 5.19 × 105 14
3 × 10−4 1 3.0 0.35 7.12 × 105 19
3 × 10−4 1 3.5 0.35 8.71 × 105 25
3 × 10−4 1 2.0 0.45 6.83 × 105 18
3 × 10−4 1 2.0 0.55 1.26 × 106 28
3 × 10−4 2 3.0 0.35 8.90 × 105 22
1 × 10−3 1 2.0 0.35 7.70 × 104 8
2 × 10−3 1 2.5 0.35 4.60 × 104 7
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Appendix C: Numerical models
Table C.1. Overview of the simulations carried out, ordered with respect to their local Rossby number.
Model E Ra Pm Pr χ N Ro Rm Lo fdip fohm Nu
1m 1 × 10−4 5.00 × 106 2.0 2 0.35 3.0 1.54 × 10−2 34 1.10 × 10−3 0.07 0.05 1.3
2m 1 × 10−4 5.00 × 106 3.0 2 0.35 3.0 1.69 × 10−2 57 2.06 × 10−3 0.55 0.09 1.4
3m 1 × 10−4 5.00 × 106 4.0 2 0.35 3.0 1.80 × 10−2 78 2.35 × 10−3 0.26 0.12 1.4
4m 1 × 10−4 5.00 × 106 5.0 2 0.35 3.0 1.80 × 10−2 95 2.21 × 10−3 0.28 0.11 1.4
5m 1 × 10−4 2.00 × 106 1.0 1 0.35 0.5 2.52 × 10−2 65 2.16 × 10−3 0.43 0.08 1.5
6d 2 × 10−3 8.00 × 104 50 1 0.35 3.0 2.71 × 10−2 240 8.38 × 10−3 0.83 0.01 1.1
7d 5 × 10−5 1.50 × 107 2.0 1 0.35 1.5 2.72 × 10−2 128 3.89 × 10−3 0.79 0.31 1.6
7m 5 × 10−5 1.50 × 107 2.0 1 0.35 1.5 2.51 × 10−2 164 2.84 × 10−3 0.20 0.22 1.6
8m 1 × 10−4 2.00 × 106 1.5 1 0.35 0.5 2.77 × 10−2 83 3.08 × 10−3 0.39 0.13 1.7
9d 3 × 10−4 4.00 × 105 3.0 1 0.35 0.5 2.94 × 10−2 78 8.78 × 10−3 0.85 0.28 1.5
10d 1 × 10−4 7.64 × 105 2.0 1 0.60 1.5 3.19 × 10−2 44 2.89 × 10−3 0.78 0.14 1.2
10m 1 × 10−4 7.64 × 105 2.0 1 0.60 1.5 3.12 × 10−2 42 2.03 × 10−3 0.35 0.11 1.2
11d 1 × 10−4 2.78 × 106 2.0 1 0.35 1.5 3.39 × 10−2 104 5.72 × 10−3 0.78 0.26 1.6
12d 3 × 10−5 1.96 × 107 2.0 1 0.35 2.0 3.39 × 10−2 213 3.87 × 10−3 0.68 0.32 2.1
12m 3 × 10−5 1.96 × 107 2.0 1 0.35 2.0 3.33 × 10−2 207 3.02 × 10−3 0.24 0.23 2.0
13d 1 × 10−4 6.14 × 106 2.0 1 0.60 1.0 3.41 × 10−2 49 2.75 × 10−3 0.68 0.12 1.2
13m 1 × 10−4 6.14 × 106 2.0 1 0.60 1.0 3.44 × 10−2 49 2.32 × 10−3 0.05 0.12 1.2
14m 1 × 10−4 2.50 × 106 1.5 1 0.35 0.5 3.51 × 10−2 106 4.59 × 10−3 0.49 0.19 2.0
15d 1 × 10−4 4.01 × 106 3.0 1 0.35 2.5 3.76 × 10−2 144 6.74 × 10−3 0.52 0.24 1.7
15m 1 × 10−4 4, 01 × 106 3.0 1 0.35 2.5 4.51 × 10−2 182 6.48 × 10−3 0.47 0.23 1.7
16d 1 × 10−4 5, 00 × 106 4.0 1 0.35 3.0 3.76 × 10−2 182 6.64 × 10−3 0.47 0.23 1.5
17d 1 × 10−4 3.00 × 106 2.0 1 0.35 0.5 3.90 × 10−2 148 8.15 × 10−3 0.75 0.37 2.3
18d 1 × 10−4 3.01 × 106 1.5 1 0.35 0.5 4.00 × 10−2 112 7.83 × 10−3 0.87 0.35 2.3
18m 1 × 10−4 3.01 × 106 1.5 1 0.35 0.5 4.32 × 10−2 127 6.09 × 10−3 0.39 0.23 2.3
19m 5 × 10−5 2.52 × 107 2.0 2 0.35 3.0 4.46 × 10−2 176 4.62 × 10−3 0.30 0.26 3.4
20d 1 × 10−4 3.40 × 106 1.0 1 0.35 1.0 4.71 × 10−2 80 8.55 × 10−3 0.86 0.37 2.4
20m 1 × 10−4 3.40 × 106 1.0 1 0.35 1.0 4.62 × 10−2 97 5.93 × 10−3 0.32 0.24 2.3
21d 3 × 10−4 6.08 × 105 3.0 1 0.35 1.0 4.86 × 10−2 115 1.27 × 10−2 0.64 0.31 1.9
22d 1 × 10−4 3.40 × 106 1.5 1 0.35 1.0 4.88 × 10−2 124 8.76 × 10−3 0.75 0.35 2.4
22m 1 × 10−4 3.40 × 106 1.5 1 0.35 1.0 4.78 × 10−2 132 6.62 × 10−3 0.39 0.25 2.3
23m 1 × 10−4 1.00 × 107 3.0 2 0.35 3.0 5.13 × 10−2 203 6.26 × 10−3 0.14 0.19 3.6
24d 1 × 10−4 4.00 × 106 2.0 1 0.35 1.5 5.30 × 10−2 170 8.37 × 10−3 0.69 0.33 2.6
25d 3 × 10−4 1.00 × 106 3.0 1 0.35 2.5 5.36 × 10−2 226 1.17 × 10−2 0.75 0.21 1.6
26m 1 × 10−4 1.14 × 107 2.0 1 0.60 2.0 5.38 × 10−2 70 3.41 × 10−3 0.24 0.14 1.4
27m 1 × 10−4 1.00 × 107 3.0 2 0.35 3.0 5.46 × 10−2 205 6.24 × 10−3 0.21 0.19 3.6
28d 3 × 10−4 8.00 × 105 3.0 1 0.35 0.5 6.06 × 10−2 161 2.14 × 10−2 0.76 0.41 2.5
29d 1 × 10−4 5.00 × 106 3.0 1 0.35 2.0 6.10 × 10−2 270 1.00 × 10−2 0.61 0.36 2.6
30m 1 × 10−4 5.00 × 106 1.0 1 0.35 1.7 6.50 × 10−2 100 8.06 × 10−3 0.5 0.26 2.6
31d 1 × 10−4 5.00 × 106 1.0 1 0.35 0.5 6.70 × 10−2 126 1.41 × 10−2 0.83 0.48 3.8
31m 1 × 10−4 5.00 × 106 1.0 1 0.35 0.5 7.10 × 10−2 140 1.05 × 10−2 0.45 0.34 3.8
32d 1 × 10−4 5.00 × 106 2.0 1 0.35 1.5 6.70 × 10−2 220 1.16 × 10−2 0.65 0.40 3.2
33d 1 × 10−4 5.00 × 106 3.0 1 0.35 1.7 6.70 × 10−2 300 1.08 × 10−2 0.63 0.37 2.9
34d 1 × 10−4 5.00 × 106 2.0 1 0.35 1.7 6.80 × 10−2 200 1.07 × 10−2 0.67 0.35 3.0
35d 3 × 10−4 6.08 × 105 3.0 1 0.35 1.5 6.99 × 10−2 160 1.78 × 10−2 0.59 0.34 2.3
36d 1 × 10−4 8.00 × 106 4.0 1 0.35 3.0 7.00 × 10−2 380 1.41 × 10−2 0.62 0.40 2.9
37d 3 × 10−4 1.05 × 106 3.0 1 0.35 2.0 7.21 × 10−2 152 1.60 × 10−2 0.67 0.31 2.1
38m 1 × 10−4 1.20 × 107 5.0 1 0.35 4.0 7.22 × 10−2 458 1.15 × 10−2 0.19 0.32 2.6
39d 1 × 10−4 5.55 × 106 2.0 1 0.35 1.5 7.40 × 10−2 247 1.52 × 10−2 0.63 0.49 3.6
40d 1 × 10−4 6.00 × 106 1.0 1 0.35 0.5 8.00 × 10−2 150 1.64 × 10−2 0.82 0.49 4.7
41d 1 × 10−4 1.00 × 107 5.0 1 0.35 3.5 8.20 × 10−2 500 1.23 × 10−2 0.63 0.33 3.2
42d 1 × 10−4 6.50 × 106 1.0 1 0.35 1.5 8.80 × 10−2 150 1.64 × 10−2 0.77 0.45 4.6
43d 1 × 10−4 7.00 × 106 2.0 1 0.35 2.0 8.80 × 10−2 280 1.64 × 10−2 0.66 0.46 4.3
44m 1 × 10−4 7.00 × 106 1.0 1 0.35 2.0 9.05 × 10−2 140 1.18 × 10−2 0.04 0.34 3.7
45d 1 × 10−3 2.50 × 105 3.0 1 0.35 2.5 9.07 × 10−2 87 2.76 × 10−2 0.82 0.23 1.7
45m 1 × 10−3 2.50 × 105 3.0 1 0.35 2.5 6.35 × 10−2 86 2.17 × 10−2 0.31 0.19 1.6
46m 1 × 10−4 6.00 × 106 1.0 1 0.35 0.5 9.20 × 10−2 170 1.26 × 10−2 0.52 0.35 4.6
47d 3 × 10−4 1.50 × 106 3.0 1 0.35 2.5 9.35 × 10−2 191 2.29 × 10−2 0.59 0.37 2.6
Notes. In case of bistable pairs, the local Rossby number of the dipolar model was considered to create the sequence. Kinematic stability: out of
the 13 models tested, the kinematically stable are model16d, model37d, model45d, model54d, model55d, and model56d, and the kinematically
unstable are model2m, model5m, model8m, model14m, model18m, model65m, and model66m. Models with a considerable equatorial dipole field
are model2m, model5m, model8m, model14m, model18m, model22m, model27m, model30m, model31m, model45m, model46m, and model56m.
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Table C.1. continued.
Model E Ra Pm Pr χ N Ro Rm Lo fdip fohm Nu
47m 3 × 10−4 1.50 × 106 3.0 1 0.35 2.5 8.67 × 10−2 234 1.67 × 10−2 0.39 0.22 2.2
48m 3 × 10−4 2.52 × 106 3.0 1 0.55 2.0 9.81 × 10−2 112 1.12 × 10−2 0.27 0.21 1.8
49d 3 × 10−4 1.40 × 106 3.0 1 0.35 2.0 1.01 × 10−1 221 2.47 × 10−2 0.51 0.36 2.8
50d 3 × 10−4 1.50 × 106 3.0 1 0.35 1.5 1.09 × 10−1 265 3.18 × 10−2 0.67 0.45 3.7
51d 1 × 10−4 8.00 × 106 1.0 1 0.35 1.5 1.10 × 10−1 190 1.97 × 10−2 0.77 0.49 5.8
52d 1 × 10−4 1.52 × 107 3.0 1 0.55 2.0 1.13 × 10−1 369 2.10 × 10−2 0.64 0.54 4.3
53d 3 × 10−4 2.05 × 106 3.0 1 0.45 2.0 1.14 × 10−1 186 2.27 × 10−2 0.60 0.35 2.6
54d 1 × 10−3 3.00 × 105 3.0 1 0.35 2.5 1.19 × 10−1 108 4.14 × 10−2 0.74 0.33 2.2
54m 1 × 10−3 3.00 × 105 3.0 1 0.35 2.5 1.13 × 10−1 114 2.97 × 10−2 0.27 0.28 2.1
55d 3 × 10−4 2.00 × 106 3.0 1 0.35 2.5 1.22 × 10−1 277 2.91 × 10−2 0.56 0.38 3.6
56d 3 × 10−4 2.39 × 106 3.0 1 0.45 2.0 1.29 × 10−1 215 2.73 × 10−2 0.59 0.42 3.1
56m 3 × 10−4 2.39 × 106 3.0 1 0.45 2.0 1.25 × 10−1 243 2.05 × 10−2 0.32 0.29 3.3
57m 3 × 10−4 2.08 × 106 3.0 1 0.35 2.5 1.30 × 10−1 291 2.71 × 10−2 0.32 0.36 3.7
58m 3 × 10−4 2.50 × 106 3.0 1 0.35 3.0 1.28 × 10−1 272 2.58 × 10−2 0.26 0.35 3.4
59m 3 × 10−4 5.00 × 105 2.0 2 0.35 3.0 1.34 × 10−1 191 1.98 × 10−2 0.28 0.29 5.4
60m 3 × 10−4 3.50 × 106 3.0 1 0.35 3.5 1.41 × 10−1 294 2.58 × 10−2 0.17 0.34 3.6
61m 3 × 10−4 2.85 × 106 3.0 1 0.35 3.0 1.43 × 10−1 314 2.79 × 10−2 0.21 0.36 3.8
62m 3 × 10−4 2.50 × 106 3.0 1 0.35 2.5 1.47 × 10−1 342 3.15 × 10−2 0.28 0.39 4.2
63m 1 × 10−4 1.10 × 107 1.0 1 0.35 2.5 1.50 × 10−1 240 1.58 × 10−2 0.28 0.37 5.2
64m 3 × 10−4 3.78 × 106 3.0 1 0.55 2.0 1.52 × 10−1 200 1.92 × 10−2 0.17 0.31 2.7
65m 1 × 10−3 4.00 × 105 3.0 1 0.35 2.5 1.66 × 10−1 162 4.39 × 10−2 0.26 0.26 2.6
66m 2 × 10−3 2.00 × 105 3.0 1 0.35 2.5 2.18 × 10−1 150 4.66 × 10−2 0.19 0.17 2.6
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