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Deutsche Zusammenfassung
Das Ziel der vorliegenden Arbeit ist es die Ergebnisse der Arbeit [KMS15] zu verallgemei-
nern. Wir betrachten die Wirkung arithmetischer Untergruppen der projektiven Gruppe
u¨ber einem rationalen Funktionenko¨rper auf dem zugeho¨rigen Bruhat-Tits Geba¨ude.
Fu¨r die Einschra¨nkung dieser Wirkung auf den zugrundeliegenden Graphen des Bruhat-
Tits Geba¨udes werden wir die jeweiligen Quotientengraphen bestimmen. Auf dem ra-
tionalen Funktionenko¨rper u¨ber einem endlichen Ko¨rper Fq mit q Elementen ko¨nnen
wir diskrete Bewertungen definieren. Diese Bewertungen korrespondieren zu normier-
ten, irreduziblen Polynomen u¨ber Fq. Der Grad der Bewertung ist gleich dem Grad des
irreduziblen Polynoms, welches zu dieser Bewertung assoziiert ist. Fu¨r kleine Grade ist
der berechnete Quotientengraph ein Fundamentalbereich fu¨r die Wirkung der arithme-
tischen Untergruppe auf dem zugrundeliegenden Graphen des zugeho¨rigen Bruhat-Tits
Geba¨udes. Ein solcher Fundamentalbereich kann beispielsweise dazu verwendet werden
eine Pra¨sentierung der Gruppe zu bestimmen. Dazu werden nur noch die Stabilisatoren
innerhalb der arithmetischen Untergruppe von bestimmten Ecken und Kanten beno¨tigt
(Siehe [Ser80], Abschnitt I.4 und Abschnitt II.2). Einige dieser Stabilisatoren werden wir
in der vorliegenden Arbeit bestimmen, aber wir werden nicht genauer darauf eingehen
und uns auf die Berechnung der Quotientengraphen konzentrieren. Zu einer Stelle p des
rationalen Funktionenko¨rpers berechnen wir den Quotientengraphen der Wirkung der
Gruppe PGL3(O{p}) auf dem zugrundeliegenden Graphen X des zugeho¨rigen Bruhat-
Tits Geba¨udes. Hierbei bezeichnet O{p} alle Elemente des rationalen Funktionenko¨rpers,
die nur an der Stelle p mo¨gliche Polstellen besitzen. Zuerst berechnen wir den Funda-
mentalbereich fu¨r die Wirkung der PGL3(O{∞}) ∼= PGL3(k[t]) auf dem zugeho¨rigen
Graphen. Um die Quotientengraphen fu¨r alle Stellen p berechnen zu ko¨nnen betrach-
ten wir die Wirkung von PGL3(O{p,∞}) auf dem Produkt der Bruhat-Tits Geba¨ude,
die zu den Stellen p und ∞ assoziiert sind. Mit O{p,∞} bezeichnen wir die Funktio-
nen, die nur Polstellen in p und ∞ haben ko¨nnen. Indem wir die Orbits der Wirkung
der PGL3(O{p}) auf den Ecken des zu p assoziierten Bruhat-Tits Geba¨udes mit Or-
bits der Wirkung von PGL3(O{∞}) auf den Ecken des zu ∞ assoziierten Bruhat-Tits
Geba¨udes identifizieren finden wir eine Beschreibung der Ecken des Quotientengraphen
PGL3(O{p})\X. Die Anzahl an Kanten zwischen zwei vorgegebenen Ecken des Quotien-
tengraphen PGL3(O{p})\X kann u¨ber die Anzahl von geeigneten Doppelnebenklassen
bestimmt werden. Um die Anzahl an Doppelnebenklassen bestimmen zu ko¨nnen mu¨ssen
v
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wir einige Fa¨lle unterscheiden. Fu¨r jeden dieser Fa¨lle beno¨tigen wir die Ma¨chtigkeiten
der involvierten Mengen um damit die Anzahl der Doppelnebenklassen in dem jeweiligen
Fall zu berechnen. Das Hauptresultat der vorliegenden Arbeit beschreibt die Quotien-
tengraphen durch Angabe der Anzahl an Kanten zwischen zwei vorgegebenen Ecken.
vi
Introduction
In order to study semisimple complex Lie groups and semisimple algebraic groups over
an arbitrary field Tits introduced buildings (see [Tit74]). So he associated to such a
group a building, such that the group acts in a nice way on the associated building. By
studying this action one can get information about the group. For instance, when we
have a fundamental domain for an action of a group on a graph together with the stabi-
lizers we can derive a presentation of the group by generators and relations (cf. [Ser80],
Sections I.4, II.2). More general, if we have a simplicial fundamental domain for the
action of a group on a certain simplicial complex together with the stabilizers we can get
a presentation of the group by generators and relations (see [Sou79], Section 2 or [AB08],
Chapter 14). For the connection between buildings and groups Tits introduced the the-
ory of BN -pairs. When we can find a BN -pair in a group G, which means that B and N
are subgroups of G satisfying certain properties, then we may associate a building to G
with a strongly transitive action of G on that building. If the corresponding Weyl group,
defined by W = N/(B ∩N), is a finite reflection group, then the associated building is
called a spherical building. In this case the apartments are triangulated spheres. For
many groups with a BN -pair such that the associated building is spherical, it is possible
to assign a second BN -pair to the group whenever we can equip the ground field with a
discrete valuation. Then the Weyl group for this second BN -pair is an infinite Euclidean
reflection group and an apartment of the associated building is a triangulated Euclidean
space. They are called affine or Euclidean buildings. In [IM65] Iwahori and Matsumoto
introduced first such BN -pairs and later in [BT72] Bruhat and Tits generalized this re-
sult to construct such BN -pairs for reductive algebraic groups over a non-archimedean
local field. According to this construction, Euclidean buildings are often called Bruhat-
Tits buildings. There exist some different compactifications for Bruhat-Tits buildings
(see, for example, [Lan96], [Wer01], [Wer04] and [Wer07]). In [Wei09] there is a clas-
sification of Bruhat-Tits buildings. Here a Bruhat-Tits building is a thick, irreducible,
affine building whose building at infinity is Moufang. Bruhat-Tits buildings play an
important role by finiteness properties of matrix groups in positive characteristic. For
example, Serre proved that SL2(Fq[t]) is not finitely generated (which is a theorem of
Nagao) by analyzing the stabilizers corresponding to a fundamental domain for the ac-
tion of SL2(Fq[t]) on the Bruhat-Tits tree (see [Ser80], Section II.1.6). Behr gave in
[Beh98] a characterization for arithmetic subgroups to be finitely generated and finitely
vii
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presented. More general the finiteness length of such matrix groups was studied (see,
for instance, [Abr96], Section III.2, [AB08] Section 13.5, [Wit14] or [BKW13]).
Serre studied in [Ser80] the action of the projective linear group of the two dimen-
sional vector space over a global function field of a smooth projective curve over a finite
field. For such a global function field we can define a discrete valuation and associate
a Bruhat-Tits building to the projective linear group over the two dimensional vector
space over this field. In that case the Bruhat-Tits building is a graph and in partic-
ular it is a tree. Therefore the Bruhat-Tits building is called Bruhat-Tits tree in this
case. Serre computed fundamental domains for the action of arithmetic subgroups on
the Bruhat-Tits tree for some degrees of the valuations. In the case that the global func-
tion field is the rational function field over a finite field Fq with q elements this result
was generalized by Ko¨hl, Mu¨hlherr and Struyve in [KMS15] to arbitrary degrees. But
for higher degree the orbit space Γ\X, where X is the Bruhat-Tits tree and Γ is the
arithmetic subgroup acting on X, is not a fundamental domain for this action. There
is another generalization of the results by Serre in [Sou79]. There Soule` computed the
fundamental domain for the action of G(k[t]), where G is a simple and simply-connected
Chevalley group defined over Z and k[t] denotes the ring of polynomials over a field k.
In the present thesis we want to generalize the result in [KMS15] of arithmetic sub-
groups of PGL2(k(t)) to arithmetic subgroups of PGL3(k(t)). The associated building
to PGL3(k(t)) is a Bruhat-Tits building of type A˜2, so the apartments in this affine
building are Euclidean planes tiled by equilateral triangles. We consider only the under-
lying graph, i.e. the 1-skeleton, of the Bruhat-Tits building and the goal of this Thesis
is to describe the orbit space Γ\X, where X is this underlying graph of the Bruhat-Tits
building and Γ is an arithmetic subgroup of PGL3(k(t)). The Main Theorem 3.1.1 de-
scribes the vertices of this quotient and the number of edges between two given vertices
in the quotient graph. To reach this goal we adopt the strategy from [KMS15].
In Chapter 1 we summarize the needed definitions and some important facts about
buildings. To do so we mostly follow the book by Abramenko and Brown [AB08]. First
we introduce simplicial complexes, because we want to define buildings as simplicial
complexes that can be covered in a certain way by subcomplexes, the so called apart-
ments. We consider chamber complexes, which are certain simplicial complexes. They
are finite dimensional and the simplices with maximal dimension are called chambers.
Buildings are examples of chamber complexes. Then we consider finite reflection groups
and Coxeter groups. To this groups we can associate a simplicial complex which is iso-
morphic to the apartments of the building. The simplicial complexes corresponding to
Coxeter groups are called Coxeter complexes. When the Coxeter complex is finite, then
the building is called spherical. If the geometric realization of the Coxeter complex is a
Euclidean space, then the building is called affine or Euclidean. Moreover, we consider
the connection between buildings and groups with a BN -pair as mentioned above. In
viii
particular we assign a building to the group SLn(k) over some field k. To certain affine
buildings we can associate a building at infinity, which is a spherical building.
In Chapter 2 we define the building associated to the group PGLn(Kν), where K
is a field with discrete valuation ν. We use lattice classes in order to describe that
building, in particular the vertices of the building are given by the lattice classes of the
n-dimensional vector space over K. This building is isomorphic to the affine building for
SLn(K), defined by a BN -pair for certain subgroups B and N of SLn(K). Now the latter
building is a Bruhat-Tits building and hence the former is a Bruhat-Tits building, too.
A Bruhat-Tits building is an affine building whose building at infinity is Moufang. For
SLn(K) the associated affine building has as building at infinity the associated spherical
building for SLn(K). Due to a result by Tits (announced in [Tit74], p.274) every thick,
irreducible, spherical building of rank at least 3 is Moufang (See [AB08], Theorem 7.59).
For the spherical building of SLn(K) it is shown in [AB08], Section 7.3.4 that it satisfies
the Moufang property. Then we restrict to the case of the Bruhat-Tits building of rank
3 associated to PGL3(Kν), where K = k(t) is the rational function field over a finite
field k = Fq with q elements. In this case we generalize some facts from [Ser80]. We
consider the action of the arithmetic subgroup PGL3(k[t]) on the underlying graph of
the corresponding Bruhat-Tits building. For this action we compute the fundamental
domain and some stabilizers.
In Chapter 3 we generalize the result in [KMS15] to PGL3(Kν), where K = k(t)
is the rational function field over a finite field k = Fq with q elements. In particular
we calculate the quotient graph of the underlying graph of the associated Bruhat-Tits
building by the action of an arithmetic subgroup of PGL3(Kν). Similar to [KMS15]
we consider for a place p of k(t) and the place ∞ the action of PGL3(O{p,∞}), where
O{p,∞} denotes the elements of k(t) having only possible poles at p or∞, on the product
of the Bruhat-Tits building associated to p and the Bruhat-Tits building associated to
∞. Using the fundamental domain for the action of PGL3(O{∞}) ∼= PGL3(k[t]) on the
underlying graph of the Bruhat-Tits building corresponding to the place ∞ we find the
vertices of the quotient Γ\X, where X is the underlying graph of the Bruhat-Tits build-
ing corresponding to the place p and Γ = PGL3(O{p}); here O{p} denotes the elements
in k(t) having only possibly poles at p. For the edges of the quotient graph we have
to compute the size of certain double cosets. Therefore we have to distinguish some
cases. When we compute the length of the double cosets in each of these cases we find
the number of edges between two given vertices in the quotient graph. So we prove our
Main Theorem 3.1.1. Since it needs 9 pages to formulate the main result of this thesis
we will not state it again in this introduction. But here are the pictures of the quotient
graphs for the degrees d ∈ {1, 2, 3}:
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1. Buildings
In the first chapter we summarize definitions and important facts about buildings. We
will mainly follow the book [AB08]. There exist several approaches to buildings. We
define buildings as simplicial complexes, that can be covered by Coxeter complexes.
1.1. Simplicial complexes
This section is based on Chapter 3 in [Pap12] and [AB08], Appendix A.1.1.
Definition 1.1.1. Let V be a set. An abstract simplicial complex K with vertex set V
is a nonempty collection of finite subsets of V such that:
• if v ∈ V, then {v} ∈ K
• if σ ∈ K and τ ⊂ σ, then τ ∈ K
An element v ∈ V is called vertex. An element σ ∈ K is called simplex of K. If the
simplex σ consists of k + 1 vertices, then we call it a k-simplex of K. Furthermore the
cardinality |σ| = k + 1 is called the rank of the simplex and k is the dimension of the
simplex σ. The empty set is a simplex of rank 0 and dimension −1. For a vertex v ∈ V
we also call the corresponding 0-simplex {v} of K a vertex of K. If e is a 1-simplex of K
we call it an edge of K.
Remark 1.1.2. We say simplicial complex for an abstract simplicial complex.
Remark 1.1.3. Another way to define simplicial complexes is the following: Let ∆ be a
non-empty poset (partial ordered set). Then ∆ is a simplicial complex if it satisfies the
following conditions:
1. Any two elements A,B ∈ ∆ have a greatest lower bound A ∩B.
2. For any A ∈ ∆, the poset ∆≤A of faces of A is isomorphic to the poset of subsets
of {1, ..., r} for some integer r ≥ 0.
Definition 1.1.4. Let K be a simplicial complex and L be a subcollection of K. Then
L is a subcomplex of K if each subset of an element in L is itself contained in L.
1
1. Buildings
Remark 1.1.5. If L is a subcomplex of K, then it is itself a simplicial complex and its
set of vertices is a subset of the set of vertices of K.
Definition 1.1.6. Let K be a simplicial complex. For all n ∈ N0 the n-skeleton Kn of
K is the subcomplex of K consisting of all k-simplices with k ≤ n. Its vertex set is the
union of all the k-simplices of K with k ≤ n.
Definition 1.1.7. If τ ⊂ σ ∈ K, then τ is called a face of the simplex σ. A maximal
simplex of K is a simplex which is not a proper face of any simplex of K.
Definition 1.1.8. The simplicial complex K has finite dimension n ∈ N, if all simplices
in K are k-simplices for some k ≤ n and n is the minimal natural number with this
property. Then we also say that K has rank n+ 1.
Definition 1.1.9. A simplicial complex of dimension 1 is a (simplicial) graph. In partic-
ular, a graph is a pair (V,E) of sets, where V is the vertex set of the simplicial complex
and E is the set of edges.
Remark 1.1.10. If it is necessary we can consider a graph as a directed graph (which
means that the set of edges E consists of ordered subsets of V × V ) by choosing for
each edge a direction. For more details about directed graphs see for example [Ser80]
Chapter 1, Section 2.1.
Definition 1.1.11. If we have an edge (u, v) in some directed graph we call u the origin
of the edge.
Definition 1.1.12. The 1-skeleton of a simplicial complex K is a graph and it is called
the underlying graph of K.
Definition 1.1.13. Let K be a simplicial complex with vertex set V and L be a simplicial
complex with vertex set W . A simplicial map from K to L is a map ϕ : V → W such
that for each simplex σ ∈ K the image ϕ(σ) is a simplex in L. If there exist a simplicial
map ψ from L to K, such that ϕ and ψ are inverse functions, then ϕ is a simplicial
isomorphism. Furthermore, if L = K and ϕ is an isomorphism from K to itself, we call
ϕ a simplicial automorphism of K. Write Aut(K) for the set of all automorphisms of K.
1.2. Geometric realization
Based on [AB08] Appendix A.1.1.
Definition 1.2.1. Let ∆ be a simplicial complex with vertex set V. Further, let V be
a real vector space with V as a basis. For each nonempty simplex A ∈ ∆ set
|A| =
{∑
v∈A
λvv | λv > 0 for all v ∈ A and
∑
v∈A
λv = 1
}
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and define
|∆| =
⋃
A∈∆
|A|.
Then |∆| is called the geometric realization of ∆.
Remark 1.2.2. We can define a topology on |∆| as follows: Consider closed simplices
|A¯| :=
{∑
v∈A
λvv | λv ≥ 0 for all v ∈ A and
∑
v∈A
λv = 1
}
=
⋃
B≤A
|B|
for each A ∈ ∆. If the rank of A is r, then we can visualize the closed simplex |A¯| as
the convex hull in Rr of its r vertices. So we define a topology on each closed simplex as
a subspace of Euclidean space. Then the topology on |∆| is defined by calling a subset
closed if and only if its intersection with each closed simplex is closed.
1.3. Flag complexes
The definition is taken from [AB08] Appendix A.1.2. and the example can be found in
[AB08] Section 4.3.
Definition 1.3.1. Let P be a set with a binary incidence relation, which is reflexive
and symmetric. A flag in P is a set of pairwise incident elements of P . The flag complex
associated to P is the simplicial complex ∆(P ) with P as vertex set and the finite flags
as simplices. A flag complex of dimension 1 is called an incidence graph.
Example 1.3.2. Let V be a vector space over an arbitrary field k of finite dimension
n ≥ 2. Consider the projective space Pn−1(V ) consisting of all nonzero proper subspaces
of V . We define an incidence relation on the projective space by calling two subspaces
A,B of V incident if A ⊆ B or B ⊆ A. Then the flags in Pn−1(V ) are the chains
{V1 ⊆ ... ⊆ Vr | Vi is a subspace of V with dimkVi = i for all 1 ≤ i ≤ r}
for some integer 1 ≤ r ≤ n. These are the simplices of the flag complex corresponding
to the vector space V .
1.4. Chamber complex
The definitions can be found in [Bro96] Chapter I Appendix C and in [AB08] Appendix
A.1.3.
3
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Definition 1.4.1. Let n ∈ N and ∆ a n-dimensional simplicial complex. A gallery is a
sequence of n-simplices Γ = (C0, ..., Cd) such that for all i ∈ {1, ..., d} we have Ci−1 = Ci
or Ci−1 ∩ Ci is a (n − 1)-simplex of ∆. In the latter case we say that Ci−1 and Ci are
adjacent. If there exist a gallery Γ = (C0, ..., Cd) from C0 to Cd, then we say that they
are connected by Γ. The integer d is the length of Γ.
Definition 1.4.2. Let n ∈ N and ∆ be a n-dimensional simplicial complex. Then ∆ is
a chamber complex if it satisfies the two conditions:
• all maximal simplices of ∆ are n-simplices
• any two maximal simplices of ∆ can be connected by a gallery
The maximal simplices are called chambers. The (n− 1)-simplices will be called panels.
We say that a chamber complex is thin if each panel is a face of exactly two chambers.
Definition 1.4.3. Let ∆ be a chamber complex. On the set C(∆) of chambers we can
define a distance function d by
d(C,D) = min{r | there exists a gallery of length r from C to D}
for chambers C,D ∈ C(∆).
Definition 1.4.4. A gallery from a chamber C to a chamber D is called minimal gallery
if the length of the gallery is equal to d(C,D).
Definition 1.4.5. Let ∆ be a chamber complex of dimension n−1, with n ∈ N, and let
I be a set with n elements. A type function on ∆ with values in I is a function τ that
assigns to each vertex v an element τ(v) ∈ I such that the vertices of every chamber are
mapped bijectively onto I. Is v a vertex of ∆ then we call τ(v) the type of v. Moreover,
if A is a simplex with vertices v1, ..., vk then we call τ(A) = {τ(v1), ..., τ(vk)} the type
of A. The cotype of such a simplex A is defined to be the complement I \ τ(A). The
codimension of A is defined to be |I \ τ(A)|. If we have a panel of cotype {i} for some
i ∈ I, then we call it an i-panel.
Definition 1.4.6. We say that ∆ is colorable if it admits a type function.
Definition 1.4.7. A simplicial map ϕ which maps chambers to chambers is called
chamber map.
Remark 1.4.8. A chamber map takes galleries to galleries.
Definition 1.4.9. A chamber subcomplex of a chamber complex ∆ is a simplicial sub-
complex Σ that is a chamber complex in its own right and has the same dimension as
∆.
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Remark 1.4.10. The image of a chamber map ∆→ ∆′ is always a chamber subcomplex
of ∆′. If Σ is a chamber subcomplex of ∆, then the inclusion Σ ↪→ ∆ is a chamber map.
Definition 1.4.11. Let ∆ be a chamber complex. The link of a simplex A is the
subcomplex
lk∆(A) = {B ∈ ∆ | A ∩B = ∅, A ∪B ∈ ∆}.
1.5. Chamber system
From [AB08] Appendix A.1.4.
Definition 1.5.1. Let ∆ be a chamber complex which is colorable. So there is a type
function with values in a set I. Then any panel of ∆ has cotype {i} for some i ∈ I,
in particular it is an i-panel. For i ∈ I we say that two adjacent chambers of ∆ are
i-adjacent if their common panel is an i-panel. The chamber system associated to ∆ is
the set C = C(∆) of chambers together with the relations of i-adjacency, one for each
i ∈ I. For a subset J ⊆ I we call two chambers J-equivalent if they can be connected by
a gallery C1, ..., Ck, for some k ∈ N, such that any two consecutive chambers Cr−1, Cr
are j-adjacent for some j ∈ J . The equivalence classes of chambers under J-equivalence
are called J-residues, or residues of type J .
1.6. Finite reflection groups
This section follows [AB08] Chapter 1.
Let V be a Euclidean vector space, i.e. a finite-dimensional real vector space with an
inner product.
Definition 1.6.1. A hyperplane H in V is a subspace of codimension 1. The reflection
with respect to H is the linear tansformation sH : V → V that is the identity on H and
is multiplication by −1 on the 1-dimensional orthogonal complement of H.
Definition 1.6.2. A finite reflection group is a finite group W of invertible linear trans-
formations of V generated by reflections sH , where H ranges over a set H of hyperplanes.
H is said to be a hyperplane arrangement.
Definition 1.6.3. A reflection group W is called essential if
⋂
H∈H
H = 0. The rank of a
finite reflection group W is the dimension of the orthogonal complement of
⋂
H∈H
H in V .
Definition 1.6.4. A finite reflection group W is called reducible if it decomposes into
a direct product W = W1 ×W2 of finite reflection groups W1,W2 of the summands of
V = V1 ⊕ V2 respectively, where V1 and V2 are both nontrivial. Otherwise W is called
irreducible.
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Remark 1.6.5. Let H = {Hi}i∈I for some finite set I be a hyperplane arrangement. For
each i ∈ I choose a nonzero linear function fi : V → R such that Hi is defined by fi = 0.
Then the function fi is uniquely determined by the hyperplane Hi, up to multiplication
by a nonzero scalar.
Definition 1.6.6. A cell in V with respect to H is a nonempty set A obtained by
choosing for each i ∈ I a sign σi ∈ {+,−, 0} and specifying fi = σi. [Here ”fi = +”
means fi > 0 and ”fi = −” means fi < 0] Hence we have A =
⋂
i∈I
Ui, where Ui is either
Hi or one of the open half-spaces of V determined by Hi. The sequence σ := (σi)i∈I
that encodes the definition of A is called the sign sequence of A and is denoted by σ(A).
The support of A is the subspace supp(A) =
⋂
σi(A)=0
Hi. The dimension of a cell A is
defined to be the dimension of its support supp(A). We denote by Σ(H) the set of cells.
Definition 1.6.7. Given cells A,B ∈ Σ(H), we call B a face of A and write B ≤ A if
for each i ∈ I either σi(B) = 0 or σi(B) = σi(A).
Definition 1.6.8. Let A be a cell. Define A¯ =
⋃
B≤A
B.
Proposition 1.6.9 ([AB08], Proposition 1.24.). A¯ is the closure of A in V .
Definition 1.6.10. The cells of maximal dimension are called chambers. A panel is a
cell of codimension 1. If a panel A is a face of a chamber C, then its support hyperplane
H is called a wall of C
Definition 1.6.11. Let the hyperplane arrangement H be W -invariant. We write
Σ(W,V ) = Σ(H) for the set of cells. Then W acts as a group of poset automorphism on
Σ(W,V ).
Proposition 1.6.12 ([AB08], Proposition 1.107.). The poset Σ(W,V ) is a simplicial
complex.
Proposition 1.6.13 ([AB08], Proposition 1.108.). The geometric realization |Σ(W,V )|
is canonically homeomorphic to a sphere of dimension rank(W,V )− 1.
1.7. Coxeter Groups
This section is based on [Bou02] Chapter IV and [AB08] Section 2.4.
Definition 1.7.1. LetW be a group with identity 1W and S be a finite set of generators
of W of order 2, such that 1W /∈ S. The following condition on (W,S) is called the
Coxeter condition:
W = ⟨S | (st)m(s,t) = 1⟩,
where m(s, t) is the order of st and there is one relation for each pair s, t in S with
m(s, t) <∞.
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Definition 1.7.2. A group W is a Coxeter group, if the Coxeter condition holds for W .
We call the pair (W,S) a Coxeter system. The Matrix
M = (m(s, t))s,t∈S
is called the Coxeter matrix of (W,S) and the cardinality |S| will be called the rank of
the Coxeter system (W,S).
Remark 1.7.3. The entries of a Coxeter matrix are given by
m(s, s) = 1 and 2 ≤ m(s, t) = m(t, s) ≤ ∞ for s ̸= t.
For m(s, t) =∞ there is no relation between s and t.
Definition 1.7.4. Let (W,S) be a Coxeter system. For w ∈W the length lS(w) = l(w)
(with respect to S) is the smallest integer r ≥ 0, such that w can be written as a product
of r elements from S. A reduced decomposition of w (with respect to S) is any sequence
(s1, ..., sr) of elements of S such that w = s1 . . . sr and l(w) = r.
Remark 1.7.5. Therefore 1W is the unique element of length 0 and the elements in S are
those elements of length 1.
Definition 1.7.6. For any subset J ⊆ S, we set WJ = ⟨J⟩. We call WJ a standard
parabolic subgroup.
Proposition 1.7.7 ([AB08], Proposition 2.14.). Let (W,S) be a Coxeter system and
WJ be a standard parabolic subgroup for some subset J ⊆ S. For any w ∈ WJ we have
lJ(w) = lS(w).
Lemma 1.7.8 ([AB08], Lemma 2.15.). Let (W,S) be a Coxeter system. Given J ⊆ S,
w ∈WJ , and s ∈ S \ J , we have l(sw) = l(w) + 1.
Definition 1.7.9. A Coxeter system (W,S) of rank n is called spherical (of dimension
n− 1) if W is finite.
1.7.1. Coxeter Diagram
The definitions are taken from [AB08] Section 1.5.6.
Definition 1.7.10. Let (W,S) be a Coxeter system with corresponding Coxeter matrix
M = (m(s, t))s,t∈S .
We define the Coxeter diagram to be a graph with n = |S| vertices, so that every vertex
corresponds to an element s ∈ S. The edges are given by the following rules:
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• We connect two distinct vertices s and t by an edge if and only if m(s, t) ≥ 3. So
the vertices s and t are not connected if m(s, t) = 2.
• If m(s, t) ≥ 4, then we label the edge with the number m(s, t).
• When we do not label an edge, then the number m(s, t) equals 3.
Definition 1.7.11. We call a Coxeter system irreducible if the corresponding Coxeter
diagram is connected.
Example 1.7.12. We only work in the situation where we have a diagram of type An or
A˜n. The diagrams of type An and A˜n:
An (n ∈ N)
A˜1
∞
A˜n (n ≥ 2)
Actually we mainly work with A2 and A˜2 .
1.8. Coxeter Complexes
In this section we follow Section 3.1 in [AB08].
Let (W,S) be a Coxeter system, where S is finite.
Definition 1.8.1. A standard coset in W is a coset wWJ , where w ∈W and WJ = ⟨J⟩
for some subset J ⊆ S.
Definition 1.8.2. Let
Σ(W,S) = {wWJ | w ∈W and J ⊆ S}.
Then Σ(W,S) is a poset, when we define the order by B ≤ A in Σ(W,S) if and only if
B ⊇ A as subsets of W . We call Σ(W,S) the Coxeter complex associated to (W,S).
Definition 1.8.3. The Coxeter complex Σ(W,S) is called spherical if W is finite.
Theorem 1.8.1 ([AB08], Theorem 2.65.). A spherical Coxeter complex Σ(W,S) is
isomorphic to the simplicial complex Σ(W,V ), where W is viewed as finite reflection
group of the Euclidean vector space V = RS equipped with the symmetric bilinear form
B(es, et) = − πm(s,t) ; here M = (m(s, t))s,t∈S is the associated Coxeter matrix and (es)s∈S
denotes the standard basis of V .
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Remark 1.8.4. Due to 1.8.1 and 1.6.13 a spherical Coxeter complex is isomorphic to
Σ(W,V ) whose geometric realization is homeomorphic to a sphere.
Definition 1.8.5. The Coxeter complex Σ(W,S) has a canonical type function with
values in S. This is the function τ defined by τ(wWJ) = S \ J for w ∈ W and J ⊆ S.
Equivalently, the simplex wWJ has cotype J .
Theorem 1.8.2 ([AB08], Theorem 3.5). The poset Σ(W,S) is a simplicial complex.
Moreover, it is a thin chamber complex of rank equal to |S|, it is colorable, and the
action of W on Σ(W,S) is type-preserving.
Remark 1.8.6. The chambers in Σ(W,S) are the singletons {w} for elements w ∈ W .
The panels are simplices of the form w⟨s⟩ = {w,ws} for w ∈ W and s ∈ S. So each
panel is a face of exactly two chambers, for instance, w⟨s⟩ = {w,ws} is a face of w and
ws.
Definition 1.8.7. Let Σ(W,S) be a Coxeter complex. We call the chamber C := 1W
the fundamental chamber.
Definition 1.8.8. A simplicial complex Σ is called a Coxeter complex if it is isomorphic
to Σ(W,S) for some Coxeter system (W,S). It is called a spherical Coxeter complex if
it is finite.
Proposition 1.8.9 ([AB08], Corollary 3.17). Σ(W,S) is completely determined by its
underlying chamber system. More precisely, the simplices of Σ(W,S) are in 1− 1 corre-
spondence with the residues in C(Σ(W,S)), ordered by reverse inclusion. Here a simplex
A corresponds to the residue C(Σ(W,S))≥A, consisting of the chambers having A as a
face.
Definition 1.8.10. Let C and −C be two adjacent chambers in a Coxeter complex Σ.
A root of Σ is a subcomplex
α = {u ∈ Σ | ∃D ∈ C(Σ) : u ⊆ D and d(D,C) < d(D,−C)},
where the chambers of α are given by the set
C(α) = {D ∈ C(Σ) | d(D,C) < d(D,−C)}.
The opposite root
−α = {u ∈ Σ | ∃D ∈ C(Σ) : u ⊆ D and d(D,C) > d(D,−C)}
to α is the subcomplex with set of chambers equal to
C(−α) = {D ∈ C(Σ) | d(D,C) > d(D,−C)}.
The intersection ∂α := α ∩ −α of two opposite roots will be called the wall bounding
±α.
Theorem 1.8.3 ([AB08], Theorem 3.65.). A thin chamber complex Σ is a Coxeter
complex if and only if every pair of adjacent chambers is separated by a wall.
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1.9. Buildings
This section is based on Section 4.1 in [AB08].
Definition 1.9.1. A building is a simplicial complex ∆, that is a union of subcomplexes
Σ (called apartments) satisfying the following axioms:
• (B0) Each apartment Σ is a Coxeter complex.
• (B1) For any two simplices A,B ∈ ∆, there is an apartment Σ containing both of
them.
• (B2) If Σ and Σ′ are two apartments containing A and B, then there is an isomor-
phism Σ→ Σ′ fixing A and B pointwise.
Remark 1.9.2. In axiom (B2) we can take the empty set for the simplices A and B. Then
the axiom implies that any two apartments in the building are isomorphic. Therefore a
building ∆ is a finite-dimensional simplicial complex and its dimension is the common
dimension of its apartments. Moreover ∆ is a chamber complex.
Definition 1.9.3. Let ∆ be a building. Any set A of subcomplexes Σ satisfying the
axioms in 1.9.1 will be called a system of apartments for ∆.
Proposition 1.9.4 ([AB08], Proposition 4.7). All apartments in a building have the
same Coxeter matrix.
Definition 1.9.5. If ∆ is a building where all apartments have the Coxeter matrix
M = (m(s, t))s,t∈S , then we call M the Coxeter matrix of ∆. Similarly, we speak of the
Coxeter diagram of ∆. The rank of ∆ is the cardinality of S.
Definition 1.9.6. Let (W,S) be a Coxeter system with Coxeter matrix M . A building
∆ is of type (W,S) (or of type M) if ∆ comes equipped with a type function having
values in S such that the Coxeter matrix of ∆ is M . We then say that W is the Weyl
group of ∆.
Definition 1.9.7. A building is called thick if every panel is a face of at least three
chambers.
Proposition 1.9.8 ([AB08], Corollary 4.11.). A building ∆ is completely determined by
its underlying chamber system. More precisely, the simplices of ∆ are in 1 − 1 corre-
spondence with the residues in C := C(∆), ordered by reverse inclusion. Here a simplex
A corresponds to the residue C≥A, consisting of the chambers having A as a face.
Theorem 1.9.1 ([AB08], Theorem 4.54.). If ∆ is a building, then the union of any
family of apartment systems is again an apartment system. Consequently, ∆ admits a
largest system of apartments.
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Definition 1.9.9. The maximal apartment system will be called the complete system
of apartments.
Definition 1.9.10. Let ∆ be a building and ∆′ a chamber subcomplex of ∆. Then
∆′ is a subbuilding of ∆ if ∆′ is a building in its own right and every apartment in
the complete system of apartments of ∆′ is an apartment in the complete system of
apartments of ∆.
Proposition 1.9.11 ([AB08], Proposition 4.63.). Let ∆ be a building of type M . A
chamber subcomplex ∆′ of ∆ is a subbuilding if and only if ∆′ is a building in its own
right and its Coxeter matrix is M .
Definition 1.9.12. A building is called spherical if its apartments are spherical Coxeter
complexes.
Theorem 1.9.2 ([AB08], Theorem 4.70.). A spherical building admits a unique system
of apartments.
1.9.1. The Weyl distance
The definition can be found in [AB08] Section 4.8.
We assume in this subsection that ∆ is a building of type (W,S).
Proposition 1.9.13 ([AB08], Proposition 4.81.). There is a function δ : C(∆)×C(∆)→
W with the following properties:
a) Given a minimal gallery Γ = (C0, ..., Cd) of type s(Γ) = (s1, ..., sd), δ(C0, Cd) is
the element w = s1...sd represented by s(Γ).
b) Let C and D be chambers, and let w = δ(C,D). The function Γ ↦→ s(Γ) gives a 1−1
correspondence between minimal galleries from C to D and reduced decompositions
of w.
Definition 1.9.14. The function δ of 1.9.13 is called the Weyl distance function asso-
ciated to ∆.
1.9.2. Group actions on buildings
Based on [AB08] Section 6.1.
Let ∆ be a building of type (W,S) and G be a group acting type-preservingly on ∆.
Suppose we have a system of apartments A which is G-invariant, in particular, if Σ is
an apartment in A, then its image gΣ is again in A for all elements g ∈ G.
Definition 1.9.15. The G-action is strongly transitive (with respect to A) if G acts
transitively on the set of pairs (Σ, C) consisting of an apartment Σ ∈ A and a chamber
C ∈ Σ.
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Remark 1.9.16. The action of G is strongly transitive if and only if the action is transitive
on the set of chambers and the stabilizer of a given chamber C acts transitive on the set
of apartments in A containing C.
Definition 1.9.17. Assume we have a strongly transitive G-action on ∆ (with respect
to A), and choose an arbitrary pair (Σ, C) of an apartment Σ ∈ A and a chamber C ∈ Σ.
We call C the fundamental chamber and Σ the fundamental apartment.
Definition 1.9.18. The action of G on ∆ is Weyl transitive if for each w ∈ W , the
action is transitive on the set of ordered pairs (C,D) of chambers with Weyl distance
δ(C,D) = w.
1.9.3. The building ∆(G,B)
The definitions are taken from [AB08] Section 6.2.
Definition 1.9.19. Let G be a group, B a subgroup of G, (W,S) a Coxeter system and
C :W → B \G/B a bijection which satisfies the following condition:
(B) For all s ∈ S and w ∈W it is C(sw) ⊆ C(s)C(w) ⊆ C(sw) ∪ C(w).
If l(sw) = l(w) + 1, then C(s)C(w) = C(sw). Then the bijection C is said to provide a
Bruhat decomposition of type (W,S) for (G,B).
Definition 1.9.20. If we have a Bruhat decomposition of type (W,S) for (G,B) and
J ⊆ S, then the standard parabolic subgroup PJ is defined to be the union PJ :=⋃
w∈WJ C(w).
Definition 1.9.21. Given a Bruhat decomposition for (G,B) we define
∆(G,B) = {gPJ | g ∈ G and PJ a standard parabolic subgroup }.
This defines a poset when we define the order by reverse inclusion.
Proposition 1.9.22 ([AB08], Proposition 6.34.). Given a Bruhat decomposition for
(G,B), the poset ∆(G,B) is a building, and the natural action of G on ∆(G,B) by left
translation is Weyl transitive and has B as the stabilizer of a fundamental chamber.
Conversely, if a group G admits a Weyl transitive action on a building ∆ and B is the
stabilizer of a fundamental chamber, then (G,B) admits a Bruhat decomposition and ∆
is canonically isomorphic to ∆(G,B).
Definition 1.9.23. A Bruhat decomposition for (G,B) is called thick if the building
∆(G,B) is thick.
Theorem 1.9.3 ([AB08], Theorem 6.43.). Suppose (G,B) admits a thick Bruhat de-
composition.
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a) The standard parabolic subgroups are precisely the subgroups of G containing B.
b) If P is a standard parabolic subgroup and gBg−1 ≤ P for some g ∈ G, then g ∈ P .
c) Every standard parabolic subgroup is equal to its own normalizer, and no two of
them are conjugate.
1.9.4. BN-Pairs
This subsection is based on Section 6.2.6 in [AB08].
Definition 1.9.24. Let G be a group. We call a pair of subgroups B and N of G a
BN -pair if B and N generate G, the intersection T := B ∩N is normal in N , and the
quotientW := N/T admits a set of generators S such that the following conditions hold:
• (BN1) For s ∈ S and w ∈W , sBw ⊆ BswB ∪BwB.
• (BN2) For s ∈ S, sBs−1 
 B.
The group W is called the Weyl group associated to the BN -pair.
Theorem 1.9.4 ([AB08], Theorem 6.56.). a) Given a BN -pair in G, the generating
set S is uniquely determined, and (W,S) is a Coxeter system. There is a thick
building ∆(G,B) that admits a strongly transitive G-action such that B is the
stabilizer of a fundamental chamber and N stabilizes a fundamental apartment
and is transitive on its chambers.
b) Conversely, suppose a group G acts strongly transitively on a thick building ∆ with
fundamental apartment Σ and fundamental chamber C. Let B be the stabilizer of
C, and let N be a subgroup of G that stabilizes Σ and is transitive on the chambers
of Σ. Then (B,N) is a BN -pair in G, and ∆ is canonically isomorphic to ∆(G,B).
Remark 1.9.25. The building ∆(G,B) in 1.9.4 is the building we defined in 1.9.21. The
group G acts on ∆(G,B) by left translation. The fundamental apartment is
Σ = {wPJ | w ∈W and PJ is a standard parabolic subgroup }.
1.9.5. The spherical building for SLn
This subsection summarizes some results of Section 6.5 in [AB08].
We consider the special linear group G = SLn(k), n ∈ N>1, over an arbitrary field k.
Let B ≤ G be the upper-triangular group, i.e. the stabilizer of the standard flag
⟨e1⟩ < ⟨e1, e2⟩ < ... < ⟨e1, ..., en⟩,
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where e1, ..., en denotes the standard basis of k
n. Furthermore we define N to be the
monomial subgroup of G, i.e. the stabilizer of the set of lines {⟨e1⟩, ..., ⟨en⟩}. Then
T = B ∩ N is the diagonal subgroup of G and W = N/T can be identified with the
symmetric group on n letters.
Proposition 1.9.26 ([AB08], Section 6.5.). Let k be a field, n ∈ N>1, denote by B be
the upper-triangular group of G = SLn(k) and let N be the monomial subgroup of G.
Then (B,N) is a BN -pair for G. The associated building ∆(G,B) is isomorphic to the
complex of flags of proper nonzero subspaces of kn.
1.10. Affine buildings
Definitions are taken from [AB08], [Wei09] and [MPW15].
1.10.1. Euclidean Reflection Groups
In this subsection we follow Section 10.1 in [AB08].
Let V be a Euclidean vector space, i.e. real vector space equipped with a positive
definite inner product, of finite dimension n ≥ 1.
Definition 1.10.1. An affine subspace of V is a coset of a linear subspace defined by
a linear equation of the form f = c, where f : V → R is a nonzero linear map and c
is a constant. The dimension of this affine subspace is by definition the dimension of
the corresponding linear subspace. If the corresponding linear subspace is a hyperplane,
then we call the affine subspace an affine hyperplane.
Definition 1.10.2. For a vector v ∈ V denote by τv the translation τv : V → V,w ↦→
w + v. The group of affine automorphisms of V is the semidirect product Aff(V ) =
V oGL(V ), where we identify V with the normal subgroup consisting of all translations.
Furthermore the group of affine isometries of V is given by V o O(V ), where O(V ) ≤
GL(V ) denotes the orthogonal group.
Definition 1.10.3. Let H = x +H0 be an affine hyperplane, with x ∈ V and H0 is a
linear hyperplane in V . Further, let sH0 be the orthogonal reflection corresponding to
the hyperplane H0. Then we call sH := τxsH0τ−x the reflection with respect to H.
Remark 1.10.4. The reflection sH depends only on the hyperplane H.
Definition 1.10.5. A group W of affine isometries of V is an affine reflection group if
there is a set H of affine hyperplanes in V satisfying:
1. W is generated by the reflections sH for H ∈ H.
2. H is W -invariant.
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3. H is locally finite, in the sense that every point of V has a neighborhood that
meets only finitely many H ∈ H.
Definition 1.10.6. For an affine reflection group W we define similar to the finite
reflection group case the following: cells are nonempty sets defined by linear equalities
or strict inequalities, one for each H ∈ H. This means if H is defined by f = c, then the
definition of A involve either the same equality or one of the inequalities f > c or f < c.
The support of a cell is the intersection of all affine hyperplanes that corresponds to a
linear equality in the definition of the cell. The dimension of a cell is the dimension of its
support. The cells of maximal dimension n are called chambers and those of dimension
n− 1 are called panels. We have a face relation on the set of cells. The supports of the
panels of a chamber C are called the walls of C.
Proposition 1.10.7 ([AB08], section 10.1.3.). Let W be an affine reflection group,
choose a chamber C and let S be the set of reflections with respect to the walls of C.
Then the following holds:
a) W is simply transitive on the chambers.
b) W is generated by S.
c) H necessarily consists of all affine hyperplanes H with sH ∈W .
d) (W,S) is a Coxeter system.
Theorem 1.10.1 ([AB08], Theorem 10.8.). With the notation from the previous propo-
sition 1.10.7.
a) C has only finitely many walls, and hence S is finite.
b) There are only finitely many linear hyperplanes H0 such that H contains an affine
hyperplane H = x+H0 for some x ∈ V .
c) Let W¯ ≤ GL(V ) be the set of linear parts of the elements in W , i.e. the image of
W under the projection Aff(V ) GL(V ). Then W¯ is a finite reflection group.
Definition 1.10.8. We call the affine reflection group W essential if the associated
finite reflection group W¯ is essential.
Definition 1.10.9. The affine reflection groupW will be called irreducible if the Coxeter
diagram of (W,S) is connected.
Definition 1.10.10. A Euclidean reflection group is an essential, irreducible, infinite,
affine reflection group.
Let W denote a Euclidean reflection group.
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Definition 1.10.11. We denote by Σ(W,V ) the poset of cells together with an element
which is defined to be a face of each cell.
Remark 1.10.12. The poset of cells has no smallest element and hence it can not be
a simplicial complex. The poset Σ(W,V ) is a simplicial complex and its geometric
realization is homeomorphic to V .
Proposition 1.10.13 ([AB08], Proposition 10.13.).
a) The simplicial complex Σ(W,V ) is isomorphic to the Coxeter complex Σ(W,S) of
the Coxeter system (W,S) in 1.10.7.
b) Σ(W,V ) triangulates V .
1.10.2. Euclidean Coxeter complexes and affine buildings
The following is based on Section 10.2 and Chapter 11 in [AB08].
Definition 1.10.14. A Coxeter complex Σ will be called Euclidean if it is isomorphic
to Σ(W,V ) for some Euclidean reflection group (W,V ).
Lemma 1.10.15 ([AB08], Lemma 10.36.). Let (W,V ) and (W ′, V ′) be Euclidean re-
flection groups. Let φ : Σ(W,V ) → Σ(W ′, V ′) be a simplicial isomorphism. Then the
composite bijection
V ∼= |Σ(W,V )| |φ|−→ |Σ(W ′, V ′)| ∼= V ′
is an affine isomorphism whose linear part g satisfies ⟨gv, gv¯⟩ = λ⟨v, v¯⟩ for some positive
constant λ and all v, v¯ ∈ V .
Remark 1.10.16. By the previous Lemma 1.10.15 we have a well defined equivalence class
of metrics on the geometric realization of an Euclidean Coxeter complex Σ, in particular
two metrics are equivalent if one is a positive scalar multiple of the other. We choose a
canonical representative of this equivalence class to view |Σ| as metric space. Then the
abstract isomorphism φ : Σ→ Σ′ induces an isometry |Σ| → |Σ′|.
Definition 1.10.17. An affine building is a building whose apartments are Euclidean
Coxeter complexes.
Remark 1.10.18. Affine buildings are also called Euclidean buildings, because one can
view the geometric realization of an apartment in an affine building as some Euclidean
space Rd (see 1.10.15).
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1.10.3. The spherical building at infinity
This section summarizes some sections in Chapter 11 in [AB08] where the construction
of the building at infinity is described. For more details on the construction read the
relevant sections in, for example, [AB08], [Gar97] or with another description for build-
ings in [Wei09] and [Ron09].
We start with a Euclidean building ∆ equipped with its complete system of apart-
ments A. If the apartment system is not complete the construction using only these
apartments yields a subcomplex of the building at infinity, which is not always a build-
ing. Later in this section we will state a condition which ensures that we get a building
although we use a non-complete system of apartments.
In this section we call the geometric realization X of the Euclidean building ∆ itself
a Euclidean building and the subset E = |Σ| ⊆ X for Σ ∈ A an apartment of X.
Definition 1.10.19. We can use the Euclidean structures of the apartments of X to
define a distance in X by
d(x, y) := dE(x, y)
for two points x, y ∈ X and an apartment E containing both.
Remark 1.10.20. If we have another apartment E′ containing x and y, then we can find
an isometry E → E′ which fixes both points x and y. Hence the distance is independent
of the choice of an apartment. We obtain a metric d : X×X → R (see [AB08], Theorem
11.16.).
Definition 1.10.21. Choose an identification of an apartment Σ with the complex
Σ(W,V ) associated to a Euclidean reflection group. This gives an identification of E =
|Σ| with V . Let W¯ be the finite reflection group consisting of the linear parts of the
elements of W . The conical cells based at a point x ∈ E are the translates U = x+D,
where D is a cell associated to W¯ . We will call D the direction of U. If the W¯ -cell D
is a chamber, then the conical cell x+D will be called a sector. If C and C′ are sectors
with C′ ⊆ C, then C′ is called a subsector of C.
Definition 1.10.22. A conical cell in X is a subset U that is contained in some apart-
ment E and is a conical cell in E. Similarly, a sector in X is a subset C that is contained
in some apartment E and is a sector in E.
Proposition 1.10.23 ([AB08], Proposition 11.62.). If U is a conical cell in some apart-
ment E, then U is a conical cell in every apartment E′ that contains it.
Definition 1.10.24. A ray in X is a subset r that is isometric to the half-line [0,∞).
The point x ∈ r that corresponds to 0 under the unique such isometry will be called the
basepoint of r.
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Remark 1.10.25. A ray is convex and hence it is contained in some apartment of X (see
[AB08], Theorem 11.53.). As subset of the apartment the ray is of the form
{(1− t)x+ ty | t ≥ 0}
for some x ̸= y.
Definition 1.10.26. We call two rays r, s parallel if there exists a number M such that
for each y ∈ r there is a z ∈ s with d(y, z) < M and similarly with the roles of r and s
reversed.
Remark 1.10.27. If we have two rays r, s in some apartment E, then they are parallel if
and only if there is a translation of E taking one to the other. The relation of parallelism
is an equivalence relation.
Definition 1.10.28. An equivalence class of rays will be called an ideal point of X. Let
X∞ denote the set of ideal points.
Lemma 1.10.29 ([AB08], Lemma 11.72.). Given a point x and a ray s, there is a unique
ray r that is based at x and parallel to s.
Definition 1.10.30. If r is a ray with basepoint x and representing the ideal point e
we write [x, e) for the ray r. The open ray (x, e) is defined to be the set [x, e) \ {x}.
Definition 1.10.31. Let U be a conical cell in X based at some point x ∈ X. The face
of U at infinity is the set
U∞ = {e ∈ X∞ | (x, e) ⊆ U}.
Definition 1.10.32. Let F be a face of a conical cell at infinity and x its cone point.
The open join is defined as follows:
x ⋆ F :=
⎧⎨⎩{x} if F = ∅,⋃
e∈F
(x, e) otherwise .
Remark 1.10.33. We can recover a conical cell U from its cone point x and its face at
infinity F = U∞. In particular U = x ⋆ F .
Definition 1.10.34. An ideal simplex of X is a subset F of X∞ such that F = U∞ for
some conical cell U.
Lemma 1.10.35 ([AB08], Lemma 11.75.). If F is an ideal simplex and x is an arbitrary
point of X, then there is a conical cell U based at x such that F = U∞. Consequently,
there is a 1 − 1 correspondence between the set of ideal simplices of X and the set of
conical cells based at any given point x ∈ X.
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Lemma 1.10.36 ([AB08], Lemma 11.77.). Two sectors of X have the same face at
infinity if and only if they have a common subsector.
Definition 1.10.37. Let ∆∞ be the set of ideal simplices of X.
Remark 1.10.38. In order to define a face relation on ∆∞ we want to use the 1 − 1
correspondence in 1.10.35 and a face relation on the set of conical cells in X, that is
defined as follows:
We already have a face relation on the set of conical cells in an apartment E based at
a given point x. We extend this face relation to conical cells in X based at x by saying
that U′ is a face of U if U′ is contained in the closure of U and is a face of U in some
apartment containing U. In this case U′ is a face of U in every apartment containing U.
Definition 1.10.39. Given ideal simplices F and F ′, we call F ′ a face of F if x ⋆ F ′ is
a face of x ⋆ F for some x ∈ X.
Remark 1.10.40. If F ′ is a face of F , then x ⋆ F ′ is a face of x ⋆ F for every x ∈ X.
Definition 1.10.41. Let E = |Σ| be an apartment of X. We define
Σ∞ = {F ∈ ∆∞ | F = U∞ for some conical cell U in E}
and call it an apartment of ∆∞.
Theorem 1.10.2 ([AB08], Theorem 11.79.). The poset ∆∞ is a spherical building. Its
apartments are in 1− 1 correspondence with those of X.
Remark 1.10.42. From the proof of Theorem 11.79 given in [AB08] it follows that Σ∞
is a subcomplex of ∆∞ and it is a finite Coxeter complex. In particular, if we identify
Σ with Σ(W,V ) for some Euclidean reflection group (W,V ), then Σ∞ is isomorphic to
Σ(W¯ , V ), where W¯ is the associated finite reflection group.
Definition 1.10.43. ∆∞ is called the building at infinity associated to ∆.
Now we assume the apartment system A to be incomplete and we want to do the same
construction as we did for the building at infinity but using only the apartments in A.
Definition 1.10.44. Let A∞ be the set of apartments Σ∞ in ∆∞ with Σ ∈ A. Further,
define
∆∞(A) =
⋃
Σ∈A
Σ∞.
Remark 1.10.45. ∆∞(A) is a subcomplex of ∆∞ and we want to know whether it is a
building with apartment system A∞.
Definition 1.10.46. We call a sector in X an A-sector if it is contained in an apartment
in A.
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Proposition 1.10.47 ([AB08], Proposition 11.89.). ∆∞(A) is a building with A∞ as
system of apartments if and only if A has the following property: For any two A-sectors,
there is an apartment in A containing a subsector of each of them.
Definition 1.10.48. We call an apartment system A good if it satisfies the condition
in the previous Proposition 1.10.47.
Proposition 1.10.49 ([AB08], Corollary 11.92.). There is a 1 − 1 correspondence be-
tween subbuildings of ∆∞ and pairs (X ′,A), with X ′ is a subbuilding of X and A a good
apartment system for X ′.
Proposition 1.10.50 ([AB08], Proposition 11.93.). Let A be a good system of apart-
ments for a Euclidean building X. If X is thick, then the building at infinity ∆∞(A) is
thick.
20
2. Bruhat-Tits Buildings
In [Wei09] and [MPW15] a Bruhat-Tits building is defined to be an affine building whose
”building at infinity” satisfies the Moufang property. See 2.2.3 for the exact definition.
The building associated to the projective general linear group over a field with discrete
valuation is an example of a Bruhat-Tits building. It is an affine building of type A˜n−1,
where n is the dimension of the corresponding vector space over the field with discrete
valuation. This follows from Section 6.9.3 in the book [AB08]. Moreover, it is shown
there, that the building at infinity is the building associated to the n-dimensional vector
space, where we forget that we have a discrete valuation on the field. Therefore the
building at infinity is a spherical building of type An−1. From Section 7.3.4 in [AB08]
we know that this building satisfies the Moufang property.
2.1. Discrete valuations
The definitions in this section can be found in various books. For example in [AB08]
Section 6.9.1, [Ser80] Chapter 1, Section 1.6 and [Ron09] Chapter 9, Section 2. The part
about the function field case is basically taken from [NX09] Section 1.5.
Definition 2.1.1. Let K be a field. A discrete valuation on K is a surjective homo-
morphism ν : K× → Z, together with the convention that ν(0) =∞, such that
ν(a+ b) ≥ min{ν(a), ν(b)}
for all a, b ∈ K. Sometimes we write Kν for a field K with discrete valuation ν.
Definition 2.1.2. Let π ∈ K× be a uniformizer, i.e. an element with ν(π) = 1.
Definition 2.1.3. We denote by Oν := {a ∈ K | ν(a) ≥ 0} the valuation ring of K
with respect to ν.
Remark 2.1.4. The invertible elements in the valuation ring are given by O×ν = {a ∈ K |
ν(a) = 0}.
Remark 2.1.5. Let K be a field with discrete valuation and π a uniformizer. Then every
element a ∈ K× can be written uniquely as a = uπz for some u ∈ O×ν and z ∈ Z.
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Lemma 2.1.6. The valuation ring Oν has a unique maximal ideal πOν .
Proof. For each element a ∈ K× we have
aOν = Oνa = πν(a)Oν = {x ∈ K | ν(x) ≥ ν(a)}.
Hence the non-trivial ideals of Oν are of the form πrOν for some r ∈ N.
Definition 2.1.7. The unique maximal ideal p = πOν is called a place of K. The field
kp := Oν/πOν is called the residue field.
Remark 2.1.8. If we have a place p, then it corresponds to a valuation of K. We denote
this valuation by νp.
Definition 2.1.9. Let S be a non-empty finite set of places of K. Then
OS = {a ∈ K | νp(a) ≥ 0 for all places p /∈ S} =
⋂
p/∈S
Oνp
is the set of elements in K having only poles in S. It is called the ring of S-integers.
2.1.1. Completion
Here we follow Section 6.9.1 in [AB08].
Given a field K with a discrete valuation ν we can consider the map
K → R, a ↦→ |a| := e−ν(a).
Definition 2.1.10. For an element a ∈ K the real value |a| := e−ν(a) is called the
absolute value of a.
Remark 2.1.11. The absolute value satisfies |ab| = |a||b| and |a + b| ≤ max{|a|, |b|} for
all a, b ∈ K.
Definition 2.1.12. We define a metric on K by d(a, b) := |a− b| for a, b ∈ K.
Definition 2.1.13. The field K is called complete, if every Cauchy sequence converges
to a limit in K. If K is not complete, then we can form the completion Kˆ of K by
adjoining all limits of Cauchy sequences to K.
Remark 2.1.14. The field operations and the discrete valuation ν extend to Kˆ by conti-
nuity, hence Kˆ is again a field with discrete valuation. The valuation ring of Kˆ is the
completion Oˆν of Oν and the residue field is the same field kp as that for Oν .
Example 2.1.15. Let Fq be a finite field with q elements. The completion of the rational
function field Fq(t) with valuation corresponding to the irreducible polynomial t ∈ k[t]
can be identified with the field of formal Laurent series Fq((t)). Similarly, the completion
with respect to the valuation ν∞ is Fq((1t )).
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2.1.2. Discrete valuations on global function fields
The following is based on Section 1.5 in [NX09].
Definition 2.1.16. Let k be a field. A function field over k is a field extension K of
k with at least one element t ∈ K that is transcendental over k. Then we call k the
constant field of K. If the constant field k is algebraically closed in K, i.e. k = {a ∈ K |
a is algebraic over k}, then k is called the full constant field of K. In the case that K
is a finite extension of the rational function field k(t), where t ∈ K is a transcendental
element over k, we say that K/k is an algebraic function field of one variable over k. If
in addition the full constant field k is a finite field, then K/k is called a global function
field.
From now on we denote by k the finite field Fq with q elements and by K/k a global
function field.
Remark 2.1.17. When we consider a discrete valuation ν of K, then we have ν(a) = 0
for all a ∈ k×, because for all a ∈ k× we have aq−1 = 1 and hence 0 = ν(1) = ν(aq−1) =
(q − 1)ν(a), which is only possible for ν(a) = 0.
Example 2.1.18. (see [NX09], Example 1.5.5.) Let k = Fq and K = k(t) is the rational
function field over k. The full constant field of k(t) is k. Let f ∈ k[t] be a monic,
irreducible polynomial and define a discrete valuation of k(t) corresponding to f as
follows:
• for a ∈ k[t] \ {0} with fm|a and fm+1 - a put νf (a) = m;
• for ab ∈ k(t) \ {0} put νf (ab ) = νf (a)− νf (b);
• put νf (0) =∞.
Moreover, we define the discrete valuation ν∞ of k(t) by ν∞(ab ) = deg(b) − deg(a) for
nonzero polynomials a, b ∈ k[t] and ν∞(0) =∞.
Theorem 2.1.1 ([NX09], Theorem 1.5.8.). Every discrete valuation of the rational func-
tion field k(t) is given by one of the discrete valuations in Example 2.1.18.
Remark 2.1.19. By Theorem 2.1.1 and Example 2.1.18 we have a 1− 1 correspondence
between places of k(t) and {f ∈ k[x] | f is monic and irreducible } ∪ {∞}.
Theorem 2.1.2 ([NX09], Theorem 1.5.13.). The residue field of every place of K/k is
a finite extension (of an isomorphic copy) of k.
Definition 2.1.20. We define the degree of a place p of K/k to be the degree of the
residue field kp over k.
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Remark 2.1.21. When we consider a place p of the rational function field K = k(t) asso-
ciated to a monic, irreducible polynomial f ∈ k[t], then the residue field kp is isomorphic
to k[t]/(f). So the degree of the place p equals the degree of the associated polynomial
f . Furthermore, the residue field of the place corresponding to∞ is isomorphic to k and
hence of degree 1. (see [NX09], Example 1.5.11.)
2.2. The definition of a Bruhat-Tits Building
The following definitions can be found in [MPW15], Chapter 1.
Definition 2.2.1. For any root α of a building ∆ the corresponding root group Uα is the
subgroup of Aut(∆) consisting of all elements that act trivially on each panel containing
two chambers of α.
Definition 2.2.2. A building ∆ is Moufang (or satisfies the Moufang condition) if
1. it is thick, spherical and irreducible,
2. its rank is at least 2,
3. for every root α the corresponding root group Uα acts transitively on the set of all
apartments containing α.
Definition 2.2.3. A Bruhat-Tits building is a thick, irreducible, affine building whose
building at infinity is Moufang.
2.3. The affine building for SLn
In this section we follow [AB08], Chapter 6.9.
Let K denote a field with a discrete valuation ν and n ∈ N>1. Moreover, let Oν be
the valuation ring, π a uniformizer and kp = Oν/πOν be the residue field. We want to
construct a BN -pair for SLn(K) by using the BN -pair (B¯, N¯) we constructed in Section
1.9.5 for SLn(kp). Therefore we use the following diagram of matrix groups:
SLn(Oν) SLn(K)
SLn(kp)
ι
p
In particular we define B = ι ◦ p−1(B¯), where B¯ is the upper-triangular subgroup of
SLn(kp), i.e.
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B =
⎧⎪⎨⎪⎩
⎛⎜⎝b1,1 . . . b1,n... . . . ...
bn,1 . . . bn,n
⎞⎟⎠ ∈ SLn(K) | ν(bi,i) = 0 for 1 ≤ i ≤ n,ν(bi,j) ≥ 0 for 1 ≤ i < j ≤ n
and ν(bi,j) ≥ 1 for 1 ≤ j < i ≤ n
⎫⎪⎬⎪⎭
and let N be the subgroup of SLn(K) defined by monomial matrices. The intersection
T = B ∩N is the diagonal subgroup of SLn(Oν) and the Weyl group W = N/T can be
identified with the semidirect product Zn−1 o W¯ , where W¯ = B¯/N¯ is the Weyl group
corresponding to the spherical building for SLn(kp) (see Section 6.9.2 and Section 6.9.3
in [AB08]).
Proposition 2.3.1 ([AB08], Section 6.9.2.). The above defined subgroups B and N of
SLn(K) are a BN -pair for SLn(K).
Definition 2.3.2. Let (B,N) the above defined BN -pair for G = SLn(K). The associ-
ated building ∆(G,B) will be called the Bruhat-Tits building for SLn(K).
Proposition 2.3.3 ([AB08], Proposition 11.105.). Let ∆(G,B) be the Bruhat-Tits build-
ing for SLn(K) defined in 2.3.2 and X = |∆(G,B)|.
a) There is a sector C in the fundamental apartment E = |Σ| such that the stabilizer
B of C∞ is the upper-triangular subgroup of G.
b) The apartment system A associated to (G,B,N) is good. The subcomplex ∆∞(A)
of ∆∞ is therefore isomorphic to the spherical building associated to SLn(K) in
1.9.5.
c) A is the complete apartment system if and only if K is complete with respect to
the given valuation.
Lemma 2.3.4 ([AB08], Section 7.3.4.). The spherical building associated to SLn(K) in
1.9.5 satisfies the Moufang property.
Corollary 2.3.5. The affine building associated to SLn(K) in 2.3.2 is a Bruhat-Tits
building.
Proof. Follows from 2.3.3 and 2.3.4.
2.4. Lattices
The following section is basically taken from Chapter 2, Section 1 in [Ser80] and Chapter
9, Section 2 in [Ron09].
In this section we assume K to be a field with discrete valuation ν and V is a n-
dimensional vector space over K for some n ∈ N>1.
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Definition 2.4.1. A lattice L of V (corresponding to the valuation ν) is a finitely
generated Oν-submodule of V which generates the K-vector space V .
Remark 2.4.2. The lattices of V correspond to bases of V , in particular, if (b1, ..., bn) is
a basis of V , then the corresponding lattice is L = Oνb1 ⊕ ...⊕Oνbn = ⟨b1, ..., bn⟩Oν .
Definition 2.4.3. Let (e1, ..., en) denote the standard basis of V . We call the lattice
Ls = Oνe1 ⊕ ...⊕Oνen corresponding to the standard basis the standard lattice.
Remark 2.4.4. If we have a lattice L and some element a ∈ K×, then aL is again a
lattice (since aOν = Oνa).
Definition 2.4.5. We define an equivalence relation on the set of lattices by saying two
lattices L and L′ are equivalent if there exist an element a ∈ K× such that L = aL′. By
[L] we denote the equivalence class of the lattice L.
2.5. The Bruhat-Tits Building for PGLn
Based on [Ser80] Chapter 2, Section 1 and [Ron09] Chapter 9.
Let K be a field with discrete valuation ν and V be a n-dimensional vector space over
K for some n ∈ N>1.
Definition 2.5.1. Let
Pν = {[L] | L is a lattice of V }
the set of equivalence classes of lattices in V . We define an incidence relation by saying
that two elements x, y ∈ Pν are incident if there exist lattices L ∈ x and L′ ∈ y such
that
πL ⊆ L′ ⊆ L
holds.
Remark 2.5.2. The incidence relation is reflexive and it is symmetric since for the two
representatives L and L′ we have
πL′ ⊆ πL ⊆ L′ ⊆ L.
Thus we can associate a flag complex Xν = ∆(Pν) to Pν .
Definition 2.5.3. We define the Bruhat-Tits building X = Xν associated to PGLn(Kν)
to be the flag complex Xν in 2.5.2. It is the simplicial complex, where the vertices are
the lattice classes of V corresponding to the valuation ν and a simplex of rank r is given
by vertices [L0], ..., [Lr−1] such that
L0 ⊇ L1 ⊇ ... ⊇ Lr−1 ⊇ πL0
holds.
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Proposition 2.5.4 ([AB08], Section 6.9.). The Bruhat-Tits building X for PGLn(Kν)
is isomorphic to the Bruhat-Tits building ∆(B,N) for SLn(Kν), defined in 2.3.2. The
fundamental chamber in X is the simplex with vertices [⟨πe1, ..., πei−1, ei, ..., en⟩], i =
1, ..., n.
Remark 2.5.5. Let [L] be a vertex of X. Then we can identify the neighbors of [L] with
subspaces in L/πL ∼= knp . Hence the link of [L] is the spherical building associated to
SLn(kp) as defined in 1.9.5.
2.5.1. The action of GL(V ) and PGL(V )
Remark 2.5.6. Since GL(V ) acts on the set of bases of V , there is a natural action of
GL(V ) on the set of lattices of V and hence GL(V ) acts on the vertices of X. This
action preserves the incidence relation, so we get an action of GL(V ) on X. Since the
vertices are equivalence classes of lattices, where two lattices are equivalent if one is a
scalar multiple of the other, the action of GL(V ) induces an action of PGL(V ) on X.
Furthermore they have the same orbits.
Definition 2.5.7. Consider the Bruhat-Tits building Xν corresponding to the valuation
ν. Let Ls denote the standard lattice of V and define the type of the corresponding vertex
[Ls] in the Bruhat-Tits building to be 0. For each lattice L of V there exists an element
g ∈ GL(V ) such that gLs = L. Define the type of [L] as
ν(det(g)) (mod n).
Lemma 2.5.8. The group SL(V ) acts type preservingly and it acts transitive on the set
of vertices of the same type.
Proof. If s ∈ SL(V ) and L is a lattice of V , then by definition the type of s · [L] is
given by ν(det(s)) + type of [L] (mod n). Thus SL(V ) acts type preservingly, because
ν(det(s)) = ν(1) = 0.
Let x and y be two vertices of the same type i ∈ {0, ..., n − 1}. Then there exist
two lattices L and L′ in V such that x = [L] and y = [L′]. Furthermore there exist
g, g′ ∈ GL(V ) with gLs = L, g′Ls = L′. Therefore g′g−1L = L′. Now
ν(det(g′g−1)) = ν(det(g′)) + ν(det(g−1)) = ν(det(g′))− ν(det(g)) ≡ i− i ≡ 0 (mod n).
So there exist m ∈ Z with n ·m = ν(det(g′g−1)). Therefore det(g′g−1) = u · πnm for an
uniformizer π ∈ K and an unit element u in the valuation ring Oν . Write a = πm. Then
it follows det(g′g−1) = uan and this yields, that det( 1a · g′g−1) = u. Now
s := 1a
⎛⎜⎜⎜⎝
u−1
1
. . .
1
⎞⎟⎟⎟⎠ · g′g−1 ∈ SL(V )
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satisfies the condition s · L = 1aL′. We conclude s · x = y.
Remark 2.5.9. For a simplex in X given by the vertices [L0], ..., [Lr] we have that Li/πL0
is a subspace of the n-dimensional kp-vector space L0/πL0 for all 0 ≤ i ≤ r. Therefore
the maximal simplices consist of n vertices. Moreover, we can find for a simplex of rank
n a basis (b1, ..., bn) of V such that
L0 = ⟨b1, ..., bn⟩Oν , L1 = ⟨πb1, ..., bn⟩Oν , ..., Ln−1 = ⟨πb1, ..., πbn−1, bn⟩Oν .
Hence we find for all 0 ≤ i ≤ n − 1 a diagonal matrix gi ∈ GLn(K) ∼= GL(V ) with
giL0 = Li such that ν(det(gi)) = i. This implies that all vertices of such a simplex are
of different type.
2.5.2. Stabilizers
Proposition 2.5.10. The stabilizer in GLn(Kν) of the standard lattice Ls is GLn(Oν)
and the stabilizer in GLn(Kν) of the vertex [Ls] corresponding to the standard lattice in
X is Z ·GLn(Oν), where Z = {z · id | z ∈ K×}.
Proof. Let g = (gij) 1≤i≤n
1≤j≤n
∈ GLn(K) with gLs = Ls. So we have
g⟨e1, ..., en⟩Oν = ⟨e1, ..., en⟩Oν .
Therefore we have for all j ∈ {1, ..., n}:
gej =
n∑
i=1
gijei ∈ ⟨e1, ..., en⟩Oν .
This implies gij ∈ Oν and since the determinant of g has to be an element in K×∩Oν =
O×ν we derive g ∈ GLn(Oν). Since GLn(Oν) stabilizes the standard lattice, we conclude
that GLn(Oν) is equal to the stabilizer of Ls.
Now suppose g ∈ GLn(K) satisfies g[Ls] = [Ls]. Then there exists an element a ∈ K×
with gLs = aLs. Thus a
−1gLs = Ls which implies a−1g ∈ GLn(K)Ls = GLn(Oν).
Hence we have g ∈ aGLn(Oν) ⊆ Z ·GLn(Oν). With the observation that Z ·GLn(Oν)
stabilizes [Ls] we find that the stabilizer of the vertex corresponding to the standard
lattice is equal to Z ·GLn(Oν).
Corollary 2.5.11. The stabilizer in PGLn(K) of the vertex corresponding to the stan-
dard lattice is PGLn(Oν).
Proof. Follows from 2.5.10
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Remark 2.5.12. The fundamental apartment of the Bruhat-Tits building for PGLn(Kν)
has the vertices
[⟨πa1e1, ..., πanen⟩],
where (e1, ..., en) denotes the standard basis of K
n and a1, ..., an ∈ Z (cf. [AB08],
Example 10.1.7). The stabilizer of the fundamental apartment is the monomial group.
An apartment corresponds to a basis of Kn, in particular, the vertices of an apartment
are of the form
[⟨πa1b1, ..., πanbn⟩]
for a basis (b1, ..., bn) of K
n and a1, ..., an ∈ Z.
Definition 2.5.13. Let
GL(V )o = {g ∈ GL(V ) | ν(det(g)) = 0}.
For a basis (b1, ..., bn) of V , integers a1, ..., an ∈ Z and two lattices L1 = ⟨b1, ..., bn⟩Oν
and L2 = ⟨πa1b1, ..., πanbn⟩Oν of V we define
χ(L1, L2) =
n∑
i=1
ai.
Remark 2.5.14. If we have two lattices L1 and L2 of V , then there exists an integerm ∈ Z
such that πmL2 ⊆ L1. By the invariant factor theorem there exists a basis (b1, ..., bn) of V
such that L1 = ⟨b1, ..., bn⟩Oν and πmL2 = ⟨πa′1b1, ..., πa′nbn⟩Oν for uniquely determined in-
tegers a′1, ..., a′n ∈ Z. This implies L2 = ⟨πa
′
1−mb1, ..., πa
′
n−mbn⟩Oν = ⟨πa1b1, ..., πanbn⟩Oν
with ai = a
′
i −m for 1 ≤ i ≤ n. Moreover, the integers {a1, ..., an} does not depend on
the choice of basis for the lattices L1 and L2.
Lemma 2.5.15 (see [Ser80], Chapter 2, Section 1.2, Proposition 1). Let L be a lattice
and s ∈ GL(V ). Then χ(L, s · L) = ν(det(s)).
Proof. Due to 2.5.14 we can find a basis (b1, ..., bn) of the lattice L and integers a1, ..., an
such that (b1π
a1 , ..., bnπ
an) is a basis of the lattice s ·L. Thus there exist for 1 ≤ i, j ≤ n
elements mij ∈ Oν with s · bj =
∑n
i=1mijπ
aibi for 1 ≤ j ≤ n. Hence
s =
⎛⎜⎝ π
a1
. . .
πan
⎞⎟⎠·
⎛⎜⎝ m11 · · · m1n... . . . ...
mn1 · · · mnn
⎞⎟⎠, where
⎛⎜⎝ m11 · · · m1n... . . . ...
mn1 · · · mnn
⎞⎟⎠ ∈ GLn(Oν).
With ν
⎛⎜⎝det
⎛⎜⎝
⎛⎜⎝ m11 · · · m1n... . . . ...
mn1 · · · mnn
⎞⎟⎠
⎞⎟⎠
⎞⎟⎠ = 0 it follows
ν(det(s)) = ν
⎛⎜⎝det
⎛⎜⎝
⎛⎜⎝ π
a1
. . .
πan
⎞⎟⎠
⎞⎟⎠
⎞⎟⎠+ ν
⎛⎜⎝det
⎛⎜⎝
⎛⎜⎝ m11 · · · m1n... . . . ...
mn1 · · · mnn
⎞⎟⎠
⎞⎟⎠
⎞⎟⎠ =
∑n
i=1 ai. With χ(L, s · L) =
∑n
i=1 ai we proved the Lemma.
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Lemma 2.5.16 (see [Ser80], Chapter 2, Section 1.3, Lemma 1). For all subgroups G ≤
GL(V )o and lattices L of V we have G[L] = GL.
Proof. Let g be an element in G with g · [L] = [L]. Then there exist c ∈ K× such
that gL = cL. With χ(L, c · L) = n · ν(c) and the previous Lemma 2.5.15 it follows:
ν(det(g)) = χ(L, cL) = n · ν(c). Because of ν(det(g)) = 0 we deduce ν(c) = 0, which
means c ∈ O×ν . Thus L = c · L.
Proposition 2.5.17 ([AB08], Section 6.9.). The stabilizer in SLn(Kν) of the funda-
mental chamber C in ∆(B,N) is the intersection of the stabilizers of all of its vertices,
in particular, it equals B.
2.6. The two dimensional Bruhat-Tits building for PGL3
From now on we focus on the case PGL3. So we assume that V is a 3-dimensional vector
space over a fieldK with discrete valuation ν. We first define a distance in the underlying
graph of the Bruhat-Tits building (see the first subsection 2.6.1 below). In the second
subsection we consider the case where K = k(t) is the rational function field over a finite
field k = Fq with q elements. There we compute a fundamental domain for the action
of GLn(k[t]) on the underlying graph of the Bruhat-Tits building corresponding to the
place ∞ of k(t).
2.6.1. Distance in the underlying graph
We generalize the definition of distance in the Bruhat-Tits tree given in Chapter 2, Sec-
tion 1.1 in [Ser80].
Let L and L′ be two lattices of V . According to 2.5.14 we can find an Oν-basis
(b1, b2, b3) of L and integers a, b, c such that (π
ab1, π
bb2, π
cb3) is an Oν-basis for L′.
Moreover, the integers {a, b, c} does not depend on the choice of basis for L and L′. The
lattice L′ is a subset of L if and only if the three integers a, b and c are all not negative.
For L′ ⊂ L we obtain
L/L′ ∼= Oν/πaOν ⊕Oν/πbOν ⊕Oν/πcOν .
Definition 2.6.1. Let x and y be two vertices of the underlying graph X of the Bruhat-
Tits building and take lattices L = Oνb1⊕Oνb2⊕Oνb3 in x and L′ = πaOνb1⊕πbOνb2⊕
πcOνb3 in y. We define the distance in X of x and y to be the integer
d(x, y) = |max{a, b, c} −min{a, b, c}|.
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Remark 2.6.2. a) The distance is independent of the choice of representatives for x
and y, because if we replace L by rL and L′ by sL′ for some r, s ∈ K×, then we
have to replace the integers {a, b, c} by {a+ν( sr ), b+ν( sr ), c+ν( sr )} and hence the
distance does not change.
b) If a lattice L is given, then each class y ∈ X has exactly one representative L′
satisfying the equivalent conditions:
• L′ ⊆ L and L′ is maximal (in y) with this property
• L′ ⊆ L and L′ * Lπ
For such a lattice L′ we have
L/L′ ∼= Oν/πaOν ⊕Oν/πbOν
for some suitable non-negative integers a and b. In this case the distance between
the lattice classes of L and L′ is given by the maximum of a and b.
c) It is d(x, y) = 0 if and only if x = y. The vertices x and y are adjacent, i.e.
d(x, y) = 1, if and only if there exist representatives L ∈ x and L′ ∈ y with L′ ⊆ L
and L/L′ ∼= Oν/πOν = kp.
Remark 2.6.3. Take a vertex x and a lattice L ∈ x, then L/πL is a free kp-module of
rank 3. If we have another vertex y with d(x, y) = 1, then we can find a representative
L′ ∈ y with L′ ⊆ L and L′/πL is a kp-submodule of L/πL of rank 1 or rank 2. Therefore
the edges with origin x correspond bijectively to the points and lines in the projective
plane P2(Oν/πOν) = P2(kp). For a finite field kp = Fq we have 2|P2(kp)| = 2(q2+ q+1)
such edges.
Remark 2.6.4. There is another way to compute the distance between two vertices x and
y in X with representatives L ∈ x and L′ ∈ y: Let r ∈ Z be minimal such that πrL ⊆ L′
and s ∈ Z maximal according to the property L′ ⊆ πsL. Then the distance is given by
d(x, y) = |r − s|.
When we choose an Oν-basis (b1, b2, b3) of L such that (πab1, πbb2, πcb3) is an Oν-basis
for L′ for suitable a, b, c ∈ Z, then r = max{a, b, c} and s = min{a, b, c}.
2.6.2. The fundamental domain
In this section we generalize the arguments given in [Ser80], Chapter 2. The definition
of a fundamental domain can be found in Chapter 1, Section 4.1, Definition 7 in [Ser80].
Let k = Fq be the finite field with q elements and ∞ the place corresponding to the
valuation ν∞ : k(t) → Z ∪ {∞} defined by ν∞
(
a
b
)
= deg(b) − deg(a) for a, b ∈ k[t] and
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a ̸= 0 ̸= b and ν∞(0) = ∞. Then t−1 is a uniformizer. Let X be the underlying graph
of the Bruhat-Tits building corresponding to the place ∞. Then the vertices of X are
given by lattice classes in k(t)3. Two vertices are adjacent if and only if there exist
representatives L and L′ for the lattice classes such that t−1L ⊂ L′ ⊂ L.
Consider now the action of Γ = GL3(k[t]) ∼= GL3(O{∞}) on X.
Definition 2.6.5. For all natural numbers n ≥ m ≥ 0 let Ln,m denote the lattice
tnO∞e1 ⊕ tmO∞e2 ⊕O∞e3, where {e1, e2, e3} is the standard basis of the vector space
k(t)3.
The next Propositions generalize Proposition 3 in Chapter 1, Section 1.6 in the book
[Ser80].
Proposition 2.6.6. The vertices [Ln,m] for n ≥ m ≥ 0 are pairwise inequivalent
mod Γ.
Proof. Let s =
⎛⎝a b cd e f
g h i
⎞⎠ ∈ Γ such that s[Ln,m] = [Ln+α,m+β]. Hence there exist a
z ∈ Z such that s · Ln,m = Ln+α,m+β · t−z, i.e. we have
atnOνe1 ⊕ dtnOνe2 ⊕ gtnOνe3 ∈ ⟨tn+α−ze1, tm+β−ze2, t−ze3⟩Oν ,
btmOνe1 ⊕ etmOνe2 ⊕ htmOνe3 ∈ ⟨tn+α−ze1, tm+β−ze2, t−ze3⟩Oν ,
cOνe1 ⊕ fOνe2 ⊕ iOνe3 ∈ ⟨tn+α−ze1, tm+β−ze2, t−ze3⟩Oν .
We deduce: deg(a) ≤ α − z, deg(b) ≤ n + α − z −m, deg(c) ≤ n + α − z, deg(d) ≤
m + β − z − n, deg(e) ≤ β − z, deg(f) ≤ m + β − z, deg(g) ≤ −n − z, deg(h) ≤
−m − z, deg(i) ≤ −z. Because s is in GL3(k[t]) the determinant of s is a unit in
the ring k[t]. It is k[t]× = k× and this yields ν∞(det(s)) = 0. Lemma 2.5.15 implies:
0 = ν∞(det(s)) = χ(Ln,m, s · Ln,m) = α+ β − 3z, i.e.
3z = α+ β.
Now we want to show, that z equals to 0:
Assume z > 0. Then deg(g) < 0, deg(h) < 0, deg(i) < 0, i.e. g = h = i = 0, a
contradiction to s ∈ Γ.
Assume z < 0. Consider the matrix s−1 =
⎛⎝a˜ b˜ c˜d˜ e˜ f˜
g˜ h˜ i˜
⎞⎠ ∈ Γ.
From s · Ln,m = Ln+α,m+β · t−z it follows Ln,m = s−1 · Ln+α,m+β · t−z. Thus
a˜tn+α−zOνe1 ⊕ d˜tn+α−zOνe2 ⊕ g˜tn+α−zOνe3 ∈ ⟨tne1, tme2, e3⟩Oν ,
b˜tm+β−zOνe1 ⊕ e˜tm+β−zOνe2 ⊕ h˜tm+β−zOνe3 ∈ ⟨tne1, tme2, e3⟩Oν ,
c˜t−zOνe1 ⊕ f˜ t−zOνe2 ⊕ i˜t−zOνe3 ∈ ⟨tne1, tme2, e3⟩Oν .
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Therefore deg(a˜) ≤ z−α, deg(b˜) ≤ n−m−β+z, deg(c˜) ≤ n+z, deg(d˜) ≤ m−n−α+
z, deg(e˜) ≤ z−β, deg(f˜) ≤ m+ z, deg(g˜) ≤ z−n−α, deg(h˜) ≤ z−m−β, deg(˜i) ≤ z.
The assumtion z < 0 yields with deg(g˜) < 0, deg(h˜) < 0, deg(˜i) < 0 a contradiction to
s−1 ∈ Γ.
Hence z = 0 and α = −β.
Next we want to show, that α = 0 and hence also β = 0:
Assume α < 0. If n = 0, then deg(a) ≤ α < 0, deg(b) ≤ α < 0, deg(c) ≤ α < 0,
which contradicts s ∈ Γ. For n > 0 it follows with m+ β ≤ n+ α that deg(g) ≤ −n <
0, deg(d) ≤ m + β − n ≤ n + α − n = α < 0 and deg(a) ≤ α < 0. This is again a
contradiction to s ∈ Γ.
Now assume that α > 0. Then, by similar arguments for the inverse of s, we have
deg(a˜) ≤ −α < 0, deg(d˜) ≤ m− n− α < 0 and deg(g˜) ≤ −n− α < 0, which contradicts
s−1 ∈ Γ.
It follows α = 0 and β = −α = 0.
Next we define certain subgroups of GL3(Fq[t]).
Definition 2.6.7. First let H0,0 := GL3(Fq).
For n > m > 0 define
Hn,m :=
⎧⎨⎩
⎛⎝a b c0 e f
0 0 i
⎞⎠ | a, e, i ∈ F×q , deg(b) ≤ n−m, deg(c) ≤ n, deg(f) ≤ m
⎫⎬⎭.
Furthermore, define for n > 0 the groups
Hn,n :=
⎧⎨⎩
⎛⎝a b cd e f
0 0 i
⎞⎠ | (a b
d e
)
∈ GL2(Fq), i ∈ F×q , deg(c) ≤ n, deg(f) ≤ n
⎫⎬⎭
and
Hn,0 :=
⎧⎨⎩
⎛⎝a b c0 e f
0 h i
⎞⎠ | (e f
h i
)
∈ GL2(Fq), a ∈ F×q , deg(b) ≤ n, deg(c) ≤ n
⎫⎬⎭.
Remark 2.6.8. For the groupsHn,m (now considered as subgroups of PGL3(k(t)), because
in Chapter 3 where we need the facts listed here we work in the projective general linear
group) we have the following cardinalities:
If n = m = 0 it is
|H0,0| = |PGL3(Fq)| = (q3 − 1)(q3 − q)q2,
if n > m > 0 we get
|Hn,m| = (q − 1)2q2n+3,
if n = m > 0 then
|Hn,n| = (q2 − 1)(q2 − q)q2n+2
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and if n > m = 0 we compute
|Hn,0| = (q2 − 1)(q2 − q)q2n+2.
Note that we divided by q − 1 since we are working in the projective group.
Proposition 2.6.9. The group Hn,m is the stabilizer of the vertex [Ln,m] in Γ for all
n ≥ m ≥ 0.
Proof. Consider again the matrix s and the degree restraints of the entries of s like in
the proof of Proposition 2.6.6. We know that α = β = z = 0.
If n = 0, it follows m = 0 and hence the inequalities deg(a) ≤ 0, deg(b) ≤ 0, deg(c) ≤
0, deg(d) ≤ 0, deg(e) ≤ 0, deg(f) ≤ 0, deg(g) ≤ 0, deg(h) ≤ 0, deg(i) ≤ 0, which
means s ∈ GL3(Fq).
Now let n > 0.
For n > m > 0 we get deg(a) ≤ 0, deg(b) ≤ n −m, deg(c) ≤ n, deg(d) ≤ m − n <
0, deg(e) ≤ 0, deg(f) ≤ m, deg(g) ≤ −n < 0, deg(h) ≤ −m < 0, deg(i) ≤ 0, which
yields s ∈ Hn,m.
For the cases n = m, respective m = 0, we get similarly that s is in Hn,n, respective
Hn,0.
Proposition 2.6.10. a) H0,0 acts with two orbits on the set of edges with origin
[L0,0].
b) For n > 0, Hn,n fixes the edge ([Ln,n], [Ln+1,n+1]) and acts with three orbits
on the set of edges with origin [Ln,n] distinct from ([Ln,n], [Ln+1,n+1]).
c) For n > 0, Hn,0 fixes the edge ([Ln,0], [Ln+1,0]) and acts with three orbits on
the set of edges with origin [Ln,0] distinct from ([Ln,0], [Ln+1,0]).
d) For n > m > 0, Hn,m fixes the edges ([Ln,m], [Ln+1,m]) and ([Ln,m], [Ln+1,m+1])
and acts with four orbits on the set of edges with origin [Ln,m] distinct from
([Ln,m], [Ln+1,m]) and ([Ln,m], [Ln+1,m+1]).
Proof. a) The set of edges with origin [L0,0] can be identified with the set of one-
dimensional and two-dimensional subspaces of k3 (cf. Remark 2.6.3). Now
the group H0,0 = GL3(k) acts transitive on both, the set of one-dimensional
subspaces and the set of two-dimensional subspaces. Thus H0,0 acts with two
orbits on the set of edges with origin [L0,0].
b) First note that Hn,n ⊂ Hn+1,n+1, which shows that Hn,n fixes the edge
([Ln,n], [Ln+1,n+1]). The action of Hn,n on the k vector space Ln,n/t
−1Ln,n is
given by the homomorphism
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Hn,n → GL3(k),
⎛⎝a b cd e f
0 0 i
⎞⎠ ↦→
⎛⎝a b cnd e fn
0 0 i
⎞⎠ ,
where c = c0 + c1t + ... + cnt
n and f = f0 + f1t + ... + fnt
n with ci, fi ∈ k
for all 0 ≤ i ≤ n. Therefore the action of Hn,n on Ln,n/t−1Ln,n ∼= k3 may
be described by the action of the image of this homomorphism on the vector
space k3. Now the image is given by the subgroup of GL3(k) consisting of
matrices of the form ⎛⎝⋆ ⋆ ⋆⋆ ⋆ ⋆
0 0 ⋆
⎞⎠ .
This subgroup acts with two orbits on the set of one-dimensional subspaces
of k3, it fixes the subspace
⟨⎛⎝10
0
⎞⎠ ,
⎛⎝01
0
⎞⎠⟩ and acts transitively on the set of
two-dimensional subspaces of k3 distinct from
⟨⎛⎝10
0
⎞⎠ ,
⎛⎝01
0
⎞⎠⟩.
c) It is Hn,0 contained in Hn+1,0, hence Hn,0 fixes the edge ([Ln,0], [Ln+1,0]).
Similarly to the proof above the action of Hn,0 on Ln,0/t
−1Ln,0 ∼= k3 is given
by the homomorphism
Hn,0 → GL3(k),
⎛⎝a b c0 e f
0 h i
⎞⎠ ↦→
⎛⎝a bn cn0 e f
0 h i
⎞⎠,
where b = b0 + b1t+ ...+ bnt
n and c = c0 + c1t+ ...+ cnt
n with bi, ci ∈ k for
all 0 ≤ i ≤ n. The image of this homomorphism is the subgroup of matrices
of the form ⎛⎝⋆ ⋆ ⋆0 ⋆ ⋆
0 ⋆ ⋆
⎞⎠ .
This subgroup stabilizes the subspace
⟨⎛⎝10
0
⎞⎠⟩ and acts transitively on the
set of one-dimensional subspaces in k3 distinct from
⟨⎛⎝10
0
⎞⎠⟩. On the set of
two-dimensional subspaces of k3 this group acts with two orbits.
d) It is Hn,m contained in Hn+1,m and in Hn+1,m+1, hence Hn,m fixes the edges
([Ln,m], [Ln+1,m]) and ([Ln,m], [Ln+1,m+1]). Consider the action of Hn,m on
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Ln,m/t
−1Ln,m ∼= k3 given by the homomorphism
Hn,m → GL3(k),
⎛⎝a b c0 e f
0 0 i
⎞⎠ ↦→
⎛⎝a bn−m cn0 e fm
0 0 i
⎞⎠,
where b = b0 + b1t + ... + bn−mtn−m, c = c0 + c1t + ... + cntn and f =
f0 + f1t + ... + fmt
m with bi, cj , fr ∈ k for all 0 ≤ i ≤ n − m, 0 ≤ j ≤ n,
0 ≤ r ≤ m. The image of this homomorphism is the subgroup of triangular
matrices ⎛⎝⋆ ⋆ ⋆0 ⋆ ⋆
0 0 ⋆
⎞⎠ .
This subgroup stabilizes the subspace
⟨⎛⎝10
0
⎞⎠⟩ and acts with two orbits on the
set of one-dimensional subspaces in k3 distinct from
⟨⎛⎝10
0
⎞⎠⟩. Furthermore
it fixes
⟨⎛⎝10
0
⎞⎠ ,
⎛⎝01
0
⎞⎠⟩ and acts with two orbits on the set of two-dimensional
subspaces of k3 distinct from
⟨⎛⎝10
0
⎞⎠ ,
⎛⎝01
0
⎞⎠⟩.
Definition 2.6.11. Let Y be a graph, G be a group acting without inversion on Y (this
means there does not exist an element g ∈ G and an edge (x, y) of Y with g(x, y) = (y, x))
and π : Y → G\Y be the canonical projection. A subgraph F of Y is called fundamental
domain for the action of G on Y if the restriction π|F : F → G\Y is an isomorphism.
Theorem 2.6.12. The set F := {[Ln,m] | n ≥ m ≥ 0} of vertices of X is a fundamental
domain for the action of Γ on X.
Proof. We generalize the proof of the Corollary of Proposition 3 in Chapter 1, Section
1.6 in [Ser80]: First we have Γ ⊂ GL(k(t)3)o, because for every matrix M ∈ Γ the
determinant of M is an element in k[t]× = k×, i.e. ν(det(M)) = 0. Thus Γ acts without
inversions on X and the quotient graph X ′ = Γ\X is defined. Because of Proposition
2.6.6 we know that the vertices in F are pairwiese inequivalent mod Γ. Therefore the
restriction of the projection X → X ′ to F yields an isomorphism from F to a subgraph
F ′ in X ′.
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2.6. The two dimensional Bruhat-Tits building for PGL3
Now we want to show that F ′ equals X ′: X ′ is a quotient graph of the underlying
graph X of a building, hence connected. Therefore it suffices to show, that F ′ is open
in X ′, i.e. every edge y′ in X ′ with origin in F ′ is contained in F ′. Suppose y′ is an edge
in X ′, such that its origin p is a vertex in F ′. Then there exists a vertex [Ln,m] in F
such that p is the image of the vertex [Ln,m] under the projection X → X ′. Furthermore
there exists an edge y in X with origin [Ln,m], such that y
′ is the image of y under the
projection X → X ′.
For n = 0 = m it follows with Proposition 2.6.10 that y is congruent to
([L0,0], [L1,0]) mod Γ or ([L0,0], [L1,1]) mod Γ
which yields y′ is an edge in F ′. Similarly we get from Proposition 2.6.10 that y is
congruent to z mod Γ, where z is as follows:
if n > m = 0, then
z ∈ {([Ln,0], [Ln+1,0]), ([Ln,0], [Ln−1,0]), ([Ln,0], [Ln,1]), ([Ln,0], [Ln+1,1])};
if n = m > 0, then
z ∈ {([Ln,n], [Ln+1,n]), ([Ln,n], [Ln+1,n+1]), ([Ln,n], [Ln,n−1]), ([Ln,n], [Ln−1,n−1])}
and if n > m > 0, then
z ∈ {([Ln,m], [Ln+1,m]), ([Ln,m], [Ln+1,m+1]), ([Ln,m], [Ln,m+1]), ([Ln,m], [Ln−1,m]), ([Ln,m], [Ln−1,m−1]), ([Ln,m], [Ln,m−1])}.
In all of these cases y′ is an edge in F ′.
Remark 2.6.13. Due to [Sou79] we know even more. In particular, when we glue in a 2-
simplex for every triangle in F , then the resulting sector forms a simplicial fundamental
domain for the action of Γ on the Bruhat-Tits building X.
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3. Quotient-graphs for certain
subgroups of PGL3(Fq(t))
In the following chapter we will state and prove our Main Theorem, which describes
the quotient graph of the underlying graph of the Bruhat-Tits building by the action
of an arithmetic subgroup of the projective group over a rational function field. In the
first section we formulate the Theorem, what will take 9 pages. Then we will need the
rest of the chapter to prove this Theorem. The strategy for this proof is the same as
in [KMS15]: For a place p of the rational function field Fq(t) we consider the action
of PGL3(O{p,∞}) on the product of the Bruhat-Tits building associated to the place
p and the Bruhat-Tits building associated to the place ∞. In order to describe the
quotient graph of the underlying graph X of the Bruhat-Tits building corresponding to
the place p by the action of Γ = PGL3(O{p}) we can use the fundamental domain for
the action of PGL3(O{∞}) computed in 2.6.12. The vertices Xn,m in the orbit space
Γ\X correspond to certain vertices in the fundamental domain. The number of edges
between two given vertices Xn,m and Xn′,m′ in the orbit space Γ\X is equal to the
number of double cosets Hn′,m′ \Υn′,m′,n,m/Hn,m, where Hn,m, respective Hn′,m′ , is the
stabilizer of the vertex yn,m, respective yn′,m′ , in the Bruhat-Tits building associated
to the place ∞. Moreover, Υn′,m′,n,m is the set of matrices in PGL3(O{p,∞}) mapping
x0,0 to a neighbor and yn,m to yn′,m′ . The size of a double coset Hn′,m′MHn,m with
representative M ∈ Υn′,m′,n,m is given by |Hn′,m′MHn,m| = |Hn′,m′ ||Hn,m||M−1Hn′,m′M∩Hn,m| . Due to
2.6.8 we know the cardinalities of the two stabilizers. Hence we have to compute the
size |M−1Hn′,m′M ∩ Hn,m| to find the length of a double coset. Furthermore we have
to count the elements in the set Υn′,m′,n,m to obtain the number of double cosets in a
given case. We first compute the cardinality of Υn′,m′,n,m for the needed cases. Then
we distinguish three cases (κ := d−2n−n
′+m−m′
3 < 0, κ = 0 and κ > 0) to calculate the
number of double cosets. The cases follow from the degree restraint for the lower left
entry of the representative M , in particular for κ < 0 we know that this entry has to
be zero, in case κ = 0 it is an element in the field Fq and for κ > 0 we only know that
it is a polynomial with degree less or equal to κ. Since we have four different types
of stabilizers Hn,m we have to consider four subcases for n,m, respective n
′,m′, which
yields in total 16 subcases in all three cases.
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3.1. Main Theorem
Theorem 3.1.1. Let νp be a valuation of degree d of the rational function field Fq(t) and
let Xνp be the Bruhat-Tits building of the group PGL3(Fq(t)νp). Consider the underlying
graph X of Xνp. Then the orbit space PGL3(O{p})\X can be described as follows.
1. If 3 - d, then its set of vertices is {Xn,m | n,m ∈ N0 and n ≥ m ≥ 0} with the
following edges, where n,m ∈ N0 and i, j ∈ N:
a) 1 edge between the vertices
i. X{n,m} and X{n+d,m}; here X{n,m} :=
{
Xn,m if n ≥ m
Xm,n if m ≥ n,
ii. Xn,m and Xn+d,m+d (n ≥ m ≥ 0),
iii. Xn,m and Xn−m+d,d−m (n ≥ m > 0, d > m) if d ≥ 2,
iv. Xn,m and Xd−m,n−m (d > n ≥ m > 0) if d ≥ 2,
b) q2d−2i−2 edges, if d ≥ 4, between the vertices
i. Xn,0 and Xn+i,2i−d (2i > d > i > 1),
ii. Xn+i,n+i and X2i+n−d,n (2i > d > i > 1),
c) q2d−2n−2i−2 edges, if d ≥ 4, between the vertices
i. Xi,i and X2n+2i−d,n (2i+ n > d > i+ n > 2),
d) q2i−2 edges, if d ≥ 4, between the vertices
i. Xn,n and Xd+n−i,n+i (d > 2i),
ii. Xn+i,0 and X{n,d−2i} (2i+ n ̸= d > 2i); here X{n,m} :=
{
Xn,m if n ≥ m
Xm,n if m ≥ n,
e) q2d−2n−2 edges, if d ≥ 4, between the vertices
i. Xn,0 and X2n−d,2n−d (2n > d > n > 2),
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f) q2n−2 edges, if d ≥ 4, between the vertices
i. Xn,n and Xd−2n,d−2n (d > 2n > 0),
g) q2d−2n−6 edges between the vertices
i. Xn,n and X0,0 (d > n > 0) if d ≡ n (mod 3) and d ≥ 4,
ii. Xn,0 and X0,0 (d > n > 0) if d ≡ n (mod 3) and d ≥ 4,
iii. Xn,0 and X0,0 (d > 2n > 0) if d ≡ 2n (mod 3) and d ≥ 5,
iv. Xn,n and X0,0 (d > 2n > 0) if d ≡ 2n (mod 3) and d ≥ 5,
h) qd+κ−4 edges, if d ≥ 5, between the vertices
i. Xn,0 and Xi,i (n,−κ = −d−2i−2n3 ∈ N, d > 2n− i, d > 2i− n, 2n+ 2i > d ≥ 4− κ),
i) (q + 1)q2d−2n−2 edges, if d ≥ 4, between the vertices
i. Xn,2n−i−d and Xi,i (2n > d+ i > n, d > n > 0),
ii. Xn,m and Xn+m−d,0 (n+m > d > n > m > 0),
j) (q + 1)q2i−2j−2 edges, if d ≥ 4, between the vertices
i. Xn+i,j and X{n,d−2i+j} (i > j, d− 2i+ j ̸= n, d > 2i− j);
here X{n,m} :=
{
Xn,m if n ≥ m
Xm,n if m ≥ n,
k) (q + 1)q2n+2j−2i−2 edges, if d ≥ 5, between the vertices
i. Xi,j and Xi+d−2j−n,n (i > j, n > 0, d > 2j + 2n− i ≥ i+ 2),
l) (q + 1)q2i−2 edges, if d ≥ 4, between the vertices
i. Xn,m and Xd+m−i,n+i (n > m > 0, d > 2i+ n−m),
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m) (q + 1)q2m−2 edges, if d ≥ 4, between the vertices
i. Xn,m and Xd−n−m,d−n−m (d > n+m > n > m > 0),
n) (q + 1)q2d−2n−6 edges, if d ≥ 7, between the vertices
i.
Xn,m and X0,0 (n > m > 0, d > 2n−m)
if d ≡ 2n−m (mod 3) ≡ 2(n+m) (mod 3),
ii. Xn,m and X0,0 (n > m > 0, d > n+m) if d ≡ n+m (mod 3),
o) (q + 1)qd+κ−m−4 edges, if d ≥ 7, between the vertices
i.
Xn,m and Xi,i (−κ = −d−2n−2i+m3 ∈ N, n > m > 0,
d > 2n−m− i, d > 2i− n+ 2m, d ≥ m+ 4− κ),
p) (q + 1)qd+κ−n+m−4 edges, if d ≥ 7, between the vertices
i.
Xn,m and Xi,0 (−κ = −d−2i−n−m3 ∈ N, n > m > 0,
d > n+m− i, d > 2i+ n− 2m, d ≥ n−m+ 4− κ),
q) (q + 1)2qd+κ−m+j−i−2 edges, if d ≥ 5, between the vertices
i.
Xn,m and Xi,j (−κ = −d−2n−i+m−j3 ∈ N, n > m > 0, i > j,
d > i− n+ 2m+ j, d > 2n+ i−m− 2j, d ≥ m− κ+ i− j + 2),
r) (q + 1)q2(d−n−i−2) + q2(d−n−i−1) edges, if d ≥ 5, between the vertices
i. Xn,n and Xi,2n−d+2i (2n+ 2i > d > 2n+ i > i, d ≥ n+ i+ 2),
s) (q + 1)q2(n+i−2) + q2(n+i−1) edges, if d ≥ 5, between the vertices
i. Xn,0 and Xd−2n−i,i (d > 2n+ 2i > 2i),
t) (q+ 1)2q2(n−m+i−2) + (q+ 1)q2(n−m+i−1) edges, if d ≥ 7, between the vertices
i. Xn,m and Xd+m−2n−i,i (n > m > 0, d > 2n+ 2i−m ≥ m+ 4),
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u) (q + 1)2(q2 + q + 1)q2(d−i−n−3) edges, if d ≥ 10, between the vertices
i.
Xn,m and Xi,j (n > m > 0, i > j, d > 2n+ i+ j −m)
if d ≡ 2n+ i+ j −m (mod 3),
v) (q + 1)(q2 + q + 1)q2(d−i−n−3) edges between the vertices
i. Xn,m and Xi,i (n > m > 0, d > 2n+ 2i−m) if d ≡ 2n+ 2i−m (mod 3) and d ≥ 8,
ii. Xn,m and Xi,0 (n > m > 0, d > 2n+ i−m) if d ≡ 2n+ i−m (mod 3) and d ≥ 7,
iii. Xn,n and Xi,j (i > j, d > n+ i+ j > i+ j) if d ≡ n+ i+ j (mod 3) and d ≥ 7,
iv. Xn,0 and Xi,j (i > j, d > 2n+ i+ j > i+ j) if d ≡ 2n+ i+ j (mod 3) and d ≥ 8,
w) (q2 + q + 1)q2(d−i−n−3) edges between the vertices
i. Xn,n and Xi,i (d > n+ 2i > 2i) if d ≡ n+ 2i (mod 3) and d ≥ 7,
ii. Xn,n and Xi,0 (d > n+ i > i) if d ≡ n+ i (mod 3) and d ≥ 5,
iii. Xn,0 and Xi,i (d > 2n+ 2i > 2i) if d ≡ 2n+ 2i (mod 3) and d ≥ 7,
iv. Xn,0 and Xi,0 (d > 2n+ i > i) if d ≡ 2n+ i (mod 3) and d ≥ 7.
If d is additionally even:
x) 1 edge, if d = 2, between the vertices
i. Xn,n and Xn+1,n+1,
ii. Xn,0 and Xn+1,0,
y) q(q
d−3+1)
q+1 edges, if d ≥ 4, between the vertices
i. Xn,n and Xn+ d
2
,n+ d
2
,
ii. Xn,0 and Xn+ d
2
,0,
z) qd−4 + q(q
d−3+1)
q+1 edges, if d ≥ 4, between the vertices
i. Xn,n and X d−2n
2
,0 (d > 2n > 0).
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2. If 3 | d, then its set of vertices is
{Xrn,m | n,m ∈ N0, n ≥ m ≥ 0, n+m ∈ 3N0 and r ∈ Z3} with the following edges,
where n,m ∈ N0 and i, j ∈ N:
a) 1 edge between the vertices
i. Xr{n,m} and X
r+1
{n+d,m} (n+m ∈ 3N0); here Xr{n,m} :=
{
Xrn,m if n ≥ m
Xrm,n if m ≥ n,
ii. Xr+1n,m and X
r
n+d,m+d (n+m ∈ 3N0, n ≥ m ≥ 0),
iii. Xr+1n,m and X
r
n−m+d,d−m (n+m ∈ 3N, n ≥ m > 0, d > m) if d ≥ 6,
iv. Xrn,m and X
r+1
d−m,n−m (n+m ∈ 3N, d > n ≥ m > 0) if d ≥ 6,
b) q2d−2i−2 edges between the vertices
i. Xr+1n,0 and X
r
n+i,2i−d (n ∈ 3N0, 2i > d > i > 1),
ii. Xr+1n+i,n+i and X
r
2i+n−d,n (n+ i ∈ 3N, 2i > d > i > 1),
c) q2d−2n−2i−2 edges, if d ≥ 6, between the vertices
i. Xr+1i,i and X
r
2n+2i−d,n (i ∈ 3N, 2i+ n > d > i+ n > 2),
d) q2i−2 edges between the vertices
i. Xrn,n and X
r+1
d+n−i,n+i (n ∈ 3N0, d > 2i),
ii. Xrn+i,0 and X
r+1
{n,d−2i} (n+ i ∈ 3N, 2i+ n ̸= d > 2i);
here Xr{n,m} :=
{
Xrn,m if n ≥ m
Xrm,n if m ≥ n,
e) q2d−2n−2 edges, if d ≥ 6, between the vertices
i. Xrn,0 and X
r+1
2n−d,2n−d (n ∈ 3N, 2n > d > n > 2),
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f) q2n−2 edges, if d ≥ 9, between the vertices
i. Xr+1n,n and X
r
d−2n,d−2n (n ∈ 3N, d > 2n > 0),
g) q2d−2n−6 edges between the vertices
i. Xrn,n and X
r+1
0,0 (n ∈ 3N, d > n > 0) if d ≡ n (mod 3) and d ≥ 6,
ii. Xr+1n,0 and X
r
0,0 (n ∈ 3N, d > n > 0) if d ≡ n (mod 3) and d ≥ 6,
iii. Xrn,0 and X
r+1
0,0 (n ∈ 3N, d > 2n > 0) if d ≡ 2n (mod 3) and d ≥ 9,
iv. Xr+1n,n and X
r
0,0 (n ∈ 3N, d > 2n > 0) if d ≡ 2n (mod 3) and d ≥ 9,
h) qd+κ−4 edges, if d ≥ 6, between the vertices
i. Xrn,0 and X
r+1
i,i (n, i ∈ 3N,−κ = −d−2i−2n3 ∈ N, d > 2n− i, d > 2i− n, 2n+ 2i > d ≥ 4− κ),
i) (q + 1)q2d−2n−2 edges, if d ≥ 6, between the vertices
i. Xrn,2n−i−d and X
r+1
i,i (i ∈ 3N, 2n > d+ i > n, d > n > 0),
ii. Xr+1n,m and X
r
n+m−d,0 (n+m ∈ 3N, n+m > d > n > m > 0),
j) (q + 1)q2i−2j−2 edges, if d ≥ 6, between the vertices
i. Xrn+i,j and X
r+1
{n,d−2i+j} (n+ i+ j ∈ 3N, i > j, d− 2i+ j ̸= n, d > 2i− j);
here Xr{n,m} :=
{
Xrn,m if n ≥ m
Xrm,n if m ≥ n,
k) (q + 1)q2n+2j−2i−2 edges, if d ≥ 6, between the vertices
i. Xri,j and X
r+1
i+d−2j−n,n (i+ j ∈ 3N, i > j, n > 0, d > 2j + 2n− i ≥ i+ 2),
l) (q + 1)q2i−2 edges, if d ≥ 6, between the vertices
i. Xrn,m and X
r+1
d+m−i,n+i (n+m ∈ 3N, n > m > 0, d > 2i+ n−m),
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m) (q + 1)q2m−2 edges, if d ≥ 6, between the vertices
i. Xr+1n,m and X
r
d−n−m,d−n−m (n+m ∈ 3N, d > n+m > n > m > 0),
n) (q + 1)q2d−2n−6 edges, if d ≥ 6, between the vertices
i.
Xrn,m and X
r+1
0,0 (n+m ∈ 3N, n > m > 0, d > 2n−m)
if d ≡ 2(n+m) (mod 3),
ii. Xr+1n,m and X
r
0,0 (n+m ∈ 3N, n > m > 0, d > n+m) if d ≡ n+m (mod 3),
o) (q + 1)qd+κ−m−4 edges, if d ≥ 6, between the vertices
i.
Xrn,m and X
r+1
i,i (n+m, i ∈ 3N,−κ = −d−2n−2i+m3 ∈ N, n > m > 0,
d > 2n−m− i, d > 2i− n+ 2m, d ≥ m+ 4− κ),
p) (q + 1)qd+κ−n+m−4 edges, if d ≥ 6, between the vertices
i.
Xr+1n,m and X
r
i,0 (n+m, i ∈ 3N,−κ = −d−2i−n−m3 ∈ N, n > m > 0,
d > n+m− i, d > 2i+ n− 2m, d ≥ n−m+ 4− κ),
q) (q + 1)2qd+κ−m+j−i−2 edges, if d ≥ 6, between the vertices
i.
Xrn,m and X
r+1
i,j (n+m, i+ j ∈ 3N,−κ = −d−2n−i+m−j3 ∈ N, n > m > 0, i > j,
d > i− n+ 2m+ j, d > 2n+ i−m− 2j, d ≥ m− κ+ i− j + 2),
r) (q + 1)q2(d−n−i−2) + q2(d−n−i−1) edges, if d ≥ 6, between the vertices
i. Xr+1n,n and X
r
i,2n−d+2i (n ∈ 3N, 2n+ 2i > d > 2n+ i > i, d ≥ n+ i+ 2),
s) (q + 1)q2(n+i−2) + q2(n+i−1) edges, if d ≥ 9, between the vertices
i. Xrn,0 and X
r+1
d−2n−i,i (n ∈ 3N, d > 2n+ 2i > 2i),
t) (q+ 1)2q2(n−m+i−2) + (q+ 1)q2(n−m+i−1) edges, if d ≥ 6, between the vertices
i. Xrn,m and X
r+1
d+m−2n−i,i (n+m ∈ 3N, n > m > 0, d > 2n+ 2i−m ≥ m+ 4),
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u) (q + 1)2(q2 + q + 1)q2(d−i−n−3) edges, if d ≥ 9, between the vertices
i.
Xrn,m and X
r+1
i,j (n+m, i+ j ∈ 3N, n > m > 0, i > j, d > 2n+ i+ j −m)
if d ≡ 2n+ i+ j −m (mod 3),
v) (q + 1)(q2 + q + 1)q2(d−i−n−3) edges between the vertices
i.
Xrn,m and X
r+1
i,i (n+m, i ∈ 3N, n > m > 0, d > 2n+ 2i−m)
if d ≡ 2n+ 2i−m (mod 3) and d ≥ 12,
ii.
Xrn,m and X
r+1
i,0 (n+m, i ∈ 3N, n > m > 0, d > 2n+ i−m)
if d ≡ 2n+ i−m (mod 3) and d ≥ 9,
iii.
Xrn,n and X
r+1
i,j (n, i+ j ∈ 3N, i > j, d > n+ i+ j > i+ j)
if d ≡ n+ i+ j (mod 3) and d ≥ 9,
iv.
Xrn,0 and X
r+1
i,j (n, i+ j ∈ 3N, i > j, d > 2n+ i+ j > i+ j)
if d ≡ 2n+ i+ j (mod 3) and d ≥ 12,
w) (q2 + q + 1)q2(d−i−n−3) edges between the vertices
i. Xrn,n and X
r+1
i,i (n, i ∈ 3N, d > n+ 2i) if d ≡ n+ 2i (mod 3) and d ≥ 12,
ii. Xrn,n and X
r+1
i,0 (n, i ∈ 3N, d > n+ i) if d ≡ n+ i (mod 3) and d ≥ 9,
iii. Xrn,0 and X
r+1
i,i (n, i ∈ 3N, d > 2n+ 2i) if d ≡ 2n+ 2i (mod 3) and d ≥ 15,
iv. Xrn,0 and X
r+1
i,0 (n, i ∈ 3N, d > 2n+ i) if d ≡ 2n+ i (mod 3) and d ≥ 12.
If d is additionally even:
x) q(q
d−3+1)
q+1 edges, if d ≥ 6, between the vertices
i. X
r
n,n and X
r+1
n+ d
2
,n+ d
2
(n ∈ 3N0),
ii. X
r+1
n,0 and X
r
n+ d
2
,0
(n ∈ 3N0),
y) qd−4 + q(q
d−3+1)
q+1 edges, if d ≥ 9, between the vertices
i. X
r+1
n,n and X
r
d−2n
2
,0
(n ∈ 3N, d > 2n).
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The edges from X0,0 to itself:
z) Let l(s) :=
⎧⎪⎨⎪⎩
d−2s−4
3 if s ≡ 1 (mod 3)
d−2s−5
3 if s ≡ 2 (mod 3)
d−2s−6
3 if s ≡ 0 (mod 3)
.
For d is odd:
1+ (q
d−3−1)(qd+q3−q2−q)
(q3−1)(q2−1) − (q
d−q3)(qd+q3)+qd(qd−q3)
(q6−1)q6 −(q+1)
(∑ d−5
2
s=1 q
2s q6l(s)+6−1
q6−1
)
edges, if d ≥ 9, between the vertices
i. Xr0,0 and X
r+1
0,0 ,
and 1 edge, if d = 3, between the vertices
i. Xr0,0 and X
r+1
0,0 .
For d is even:
1+ (q
d−3−1)(qd+q3−q2−q)
(q3−1)(q2−1) − (q
d−q3)(qd+q3)+qd(qd−q6)
(q6−1)q6 −(q+1)
(∑ d−4
2
s=1 q
2s q6l(s)+6−1
q6−1
)
edges, if d ≥ 6, between the vertices
i. Xr0,0 and X
r+1
0,0 .
3.2. Examples
The quotient graphs for degrees d ∈ {1, 2, 3}:
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For degree 1:
X0,0 X1,0 X2,0 X3,0 X4,0 X5,0 X6,0 X7,0 X8,0 X9,0 X10,0
X1,1 X2,1 X3,1 X4,1 X5,1 X6,1 X7,1 X8,1 X9,1 X10,1
X2,2 X3,2 X4,2 X5,2 X6,2 X7,2 X8,2 X9,2 X10,2 X11,2
X3,3 X4,3 X5,3 X6,3 X7,3 X8,3 X9,3 X10,3 X11,3
X4,4 X5,4 X6,4 X7,4 X8,4 X9,4 X10,4 X11,4 X12,4
X5,5 X6,5 X7,5 X8,5 X9,5 X10,5 X11,5 X12,5
X6,6 X7,6 X8,6 X9,6 X10,6 X11,6 X12,6 X13,6
X7,7 X8,7 X9,7 X10,7 X11,7 X12,7 X13,7
X8,8 X9,8 X10,8 X11,8 X12,8 X13,8 X14,8
X9,9 X10,9 X11,9 X12,9 X13,9 X14,9
For degree 2:
X15,9 X13,7 X11,5 X9,3 X7,1 X8,1 X10,3 X12,5 X14,7
X13,9 X11,7 X9,5 X7,3 X5,1 X6,1 X8,3 X10,5 X12,7
X11,9 X9,7 X7,5 X5,3 X3,1 X4,1 X6,3 X8,5 X10,7
X9,9 X7,7 X5,5 X3,3 X1,1 X2,1 X4,3 X6,5 X8,7
X8,8 X6,6 X4,4 X2,2 X0,0 X1,0 X3,2 X5,4 X7,6
X10,8 X8,6 X6,4 X4,2 X2,0 X3,0 X5,2 X7,4 X9,6
X12,8 X10,6 X8,4 X6,2 X4,0 X5,0 X7,2 X9,4 X11,6
X14,8 X12,6 X10,4 X8,2 X6,0 X7,0 X9,2 X11,4 X13,6
X16,8 X14,6 X12,4 X10,2 X8,0 X9,0 X11,2 X13,4 X15,6
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For degree 3:
X216,11 X
1
13,11 X
0
11,10 X
2
11,7 X
1
11,4 X
0
11,1 X
2
13,2 X
1
16,5 X
0
19,8
X213,5 X
1
10,5 X
0
7,5 X
2
5,4 X
1
5,1 X
0
7,2 X
2
10,5 X
1
13,8 X
0
16,11
X211,1 X
1
8,1 X
0
5,1 X
2
2,1 X
1
2,1 X
0
5,4 X
2
8,7 X
1
11,10 X
0
14,13
X214,7 X
1
11,7 X
0
8,7 X
2
7,5 X
1
7,2 X
0
8,1 X
2
11,4 X
1
14,7 X
0
17,10
X116,8 X
0
13,8 X
2
10,8 X
1
8,7 X
0
8,4 X
2
8,1 X
1
10,2 X
0
13,5 X
2
16,8
X113,2 X
0
10,2 X
2
7,2 X
1
4,2 X
0
2,1 X
2
4,2 X
1
7,5 X
0
10,8 X
2
13,11
X114,4 X
0
11,4 X
2
8,4 X
1
5,4 X
0
4,2 X
2
5,1 X
1
8,4 X
0
11,7 X
2
14,10
X117,10 X
0
14,10 X
2
11,10 X
1
10,8 X
0
10,5 X
2
10,2 X
1
11,1 X
0
14,4 X
2
17,7
X215,6 X
0
12,3 X
1
9,0
X015,9 X
1
12,6 X
2
9,3 X
0
6,0
X212,9 X
0
9,6 X
1
6,3 X
2
3,0
X012,12 X
1
9,9 X
2
6,6 X
0
3,3
X10,0
X29,9 X
0
12,9 X
1
15,9 X
2
18,9
X06,6 X
1
9,6 X
2
12,6 X
0
15,6
X13,3 X
2
6,3 X
0
9,3 X
1
12,3 X
2
15,3
X03,0 X
1
6,0 X
2
9,0 X
0
12,0
X20,0
X00,0
X13,0 X
3
3,3
X26,0 X
0
6,3 X
1
6,6
X09,0 X
1
9,3 X
2
9,6 X
0
9,9
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3.3. Probability for polynomials to be coprime
Later, when we compute the cardinality of Υn′,m′,n,m, we need the probability for arbi-
trary polynomials, where at least one of them is of degree greater zero, to be coprime.
The following Lemma gives us this number:
Lemma 3.3.1 ([BB07], Corollary 5). Let 1 < m ∈ N, d1 ∈ N, d2, ..., dm ∈ N0 and
for 1 ≤ i ≤ m let ai ∈ Fq[t] be arbitrary polynomials of degree di, respectively. (Here
we consider the zero polynomial as polynomial of degree 0). Then the probability that
a1, ..., am are coprime is 1− 1qm−1 .
Corollary 3.3.2. Let 1 < m ∈ N, d1 ∈ N, d2, ..., dm ∈ N0 and let a1 ∈ Fq[t] an arbitrary
polynomial of degree d1 and for 2 ≤ i ≤ m let ai ∈ Fq[t] be arbitrary polynomials of
degree at most di, respectively. (Here we consider the zero polynomial as polynomial of
degree 0). Then the probability that a1, ..., am are coprime is 1− 1qm−1 .
Proof. Follows immediately from Lemma 3.3.1.
3.4. Stabilizers in PGL3(O{p,∞})
Now we generalize the arguments in [KMS15].
Let k denote the finite field Fq with q elements and let p denote a place of degree d of
the rational function field k(t) such that the place p corresponds to an irreducible monic
polynomial f and a valuation νp. Additionally we consider the place ∞ of k(t), which
is a place of degree 1 and corresponds to the valuation ν∞ : k(t)→ Z ∪ {∞}, ν∞
(
a
b
)
=
deg(b) − deg(a) for a, b ∈ k[t] and a ̸= 0 ̸= b and ν∞(0) = ∞. Let X denote the
underlying graph of the Bruhat-Tits building corresponding to the place p and Y be the
underlying graph of the Bruhat-Tits building corresponding to the place ∞. Then the
vertices of X and Y are given by lattice classes and the action of PGL3(k(t)) on X and
Y is induced by the canonical action from the left of PGL3(k(t)) on the 3-dimensional
lattices.
Definition 3.4.1. Let Π := PGL3(O{p,∞}), Γ := PGL3(O{p}) and Ξ := PGL3(O{∞}).
With {e1, e2, e3} we denote the standard basis of the vector space k(t)3. Define x0,0 to
be the vertex in X corresponding to the standard lattice Ope1⊕Ope2⊕Ope3 and for all
n ≥ m ≥ 0 set yn,m := [Ln,m] in Y (the lattices Ln,m are defined in 2.6.5).
Remark 3.4.2. Let U be a dense subgroup of a topological group G which acts on a
discrete set X. Then U and G have the same orbits.
Remark 3.4.3. Since O{p,∞} is a dense subring of k(t) it follows that SL3(O{p,∞}) is dense
in SL3(k(t)). Because in the closure of SL3(O{p,∞}) we have the matrices in SL3(k(t)) of
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the form
⎛⎝⋆ 0 0⋆ ⋆ 0
0 0 ⋆
⎞⎠ ,
⎛⎝⋆ 0 00 ⋆ 0
⋆ 0 ⋆
⎞⎠ ,
⎛⎝⋆ 0 00 ⋆ 0
0 ⋆ ⋆
⎞⎠ ,
⎛⎝⋆ 0 00 ⋆ ⋆
0 0 ⋆
⎞⎠ ,
⎛⎝⋆ 0 ⋆0 ⋆ 0
0 0 ⋆
⎞⎠ ,
⎛⎝⋆ ⋆ 00 ⋆ 0
0 0 ⋆
⎞⎠ .
These matrices generate SL3(k(t)).
Lemma 3.4.4. The group PSL3(O{p,∞}) acts with three orbits on either X or Y , i.e.
PSL3(O{p,∞}) acts type preservingly on the vertices of the underlying graphs X and Y
of the Bruhat-Tits buildings and acts transitively on the set of vertices of the same type.
Proof. By Lemma 2.5.8 the group SL3(k(t)) acts type preservingly and transitive on the
set of vertices of the same type (in X or Y ). According to Remark 3.4.2 and Remark
3.4.3 the subgroup SL3(O{p,∞}) of SL3(k(t)) acts type preservingly and transitive on
the set of vertices of the same type (in X or Y ). This implies that the same is true for
PSL3(O{p,∞}).
Lemma 3.4.5. If 3 is not a divisor of the degree d, then Π = PGL3(O{p,∞}) acts
transitively on both X and Y . If 3 divides the degree d, then Π acts transitively on X,
but type preservingly on the vertices of Y .
Proof. Let M be a matrix in GL3(O{p,∞}). Then det(M) is an element of the set
O×{p,∞} = {λ ·fn | λ ∈ k×, n ∈ Z}. Thus det(M) = λ ·fn for some λ ∈ k×, n ∈ Z. Hence
νp(det(M)) = n. Therefore Π acts non type preservingly and PSL3(O{p,∞}) ⊂ Π acts
transitively on the set of vertices of the same type, which yields that Π acts transitively
on X.
For the action on Y it is ν∞(det(M)) = −nd, which is congruent to 0 (mod 3) if
3 divides d. In this case Π acts type preservingly on Y . If d ≡ 1 (mod 3), then
ν∞(det(M)) ≡ −n (mod 3) and hence Π acts non type preservingly on Y . Because
PSL3(O{p,∞}) ⊂ Π acts transitively on vertices of Y of the same type, it follows, that
Π acts transitively on Y . Similarly, if d ≡ 2 (mod 3), then ν∞(det(M)) ≡ −2n (mod 3)
and again Π acts transitively on Y .
Proposition 3.4.6. The stabilizer in PSLn(O{p,∞}) of the vertex x0,0 is PSLn(O{∞})
and the stabilizer in PSLn(O{p,∞}) of the vertex y0,0 is PSLn(O{p}).
Proof. With Corollary 2.5.11 it suffices to show
PSLn(O{p,∞})∩PGLn(O∞) = PSLn(O{p}) and PSLn(O{p,∞})∩PGLn(Op) = PSLn(O{∞}):
Let [g] ∈ PSLn(O{p,∞}) ∩ PGLn(O∞) with g = (gij)1≤i,j≤n ∈ GLn(O∞). Then there
exist a λ ∈ O×∞ such that λ · g ∈ SLn(O{p,∞}), this means det(λg) = λndet(g) = 1. Then
we have ν∞(λ) = 0 and ν∞(λ · gij) = ν∞(gij) ≥ 0 for all 1 ≤ i, j ≤ n. We conclude
that λ · g is an element in SLn(O∞) and for all 1 ≤ i, j ≤ n the corresponding entry
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λ · gij lies in the intersection O{p,∞} ∩ O∞ = O{p}. Therefore λ · g is in SLn(O{p}) and
[g] ∈ PSLn(O{p}). For the other inclusion it is obvious that PSLn(O{p}) is a subset of
PSLn(O{p,∞}) and with O{p} ⊂ O∞ it follows PSLn(O{p}) ⊂ PGLn(O∞).
The second equality follows by similar argumentation.
Remark 3.4.7. For every ring R and natural number n the following sequence is exact:
1→ PSLn(R)→ PGLn(R)→ R×/(R×)n → 1, i.e. R×/(R×)n ∼= PGLn(R)/PSLn(R).
Proposition 3.4.8. a) Πx0,0 = Ξ.
b) Γx0,0 = PGL3(k).
c) Πy0,0 = Γ˜, where in case 3 divides d the stabilizer Γ˜ contains Γ as an index 3
subgroup and in case 3 does not divides d the stabilizer Γ˜ equals Γ.
d) Ξy0,0 = PGL3(k).
Proof. a) First we compute the index of PSL3(O{p,∞}) in PGL3(O{p,∞}). To do
this we want to use Remark 3.4.7. So we need the number of elements in k×
with a third root in k×. If q ≡ 1 (mod 3), then q−13 elements in k× have a
third root in k×. If q is not congruent 1 (mod 3) every non-zero element in
the field has a third root, i.e. there are q − 1 elements in k× having a third
root in k×. Therefore
[PGL3(O{p,∞}) : PSL3(O{p,∞})] = |O×{p,∞}/(O×{p,∞})3|
= |{λfn · (O×{p,∞})3 | λ ∈ k×, n ∈ Z}| =
⎧⎨⎩
q−1
q−1
3
· 3 = 9 if q ≡ 1 (mod 3),
q−1
q−1 · 3 = 3 else
,
because λfn ∈ (O×{p,∞})3 if and only if there exists an integer m with n = 3m
and λ has a third root in k×.
Using again Remark 3.4.7 we compute [PGL3(O{∞}) : PSL3(O{∞})] = |O×{∞}/(O×{∞})3|
= |k×/(k×)3|=
{
3 if q ≡ 1 (mod 3),
1 else
.
By 3.4.5 and 3.4.4 the group PGL3(O{p,∞}) acts transitive on X, while
PSL3(O{p,∞}) acts type preservingly on X, i.e. the orbit Π(x0,0) is three
times bigger than the orbit PSL3(O{p,∞})(x0,0). Because of Proposition 3.4.6
we know that PSL3(O{∞}) is the stabilizer of x0,0 in PSL3(O{p,∞}).
Now the orbit-stabilizer theorem yields
PSL3(O{p,∞})/PSL3(O{∞}) ∼= PSL3(O{p,∞})(x0,0) and Π/Πx0,0 ∼= Π(x0,0).
Since we know that Π(x0,0) is three times bigger than
PSL3(O{p,∞})(x0,0) we conclude Π/Πx0,0 is three times bigger than
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PSL3(O{p,∞})/PSL3(O{∞}), i.e. [Π : Πx0,0 ] = 3·[PSL3(O{p,∞}) : PSL3(O{∞})].
With [Π : Πx0,0 ][Πx0,0 : PSL3(O{∞})] = [Π : PSL3(O{∞})]
= [Π : PSL3(O{p,∞})][PSL3(O{p,∞}) : PSL3(O{∞})]
it follows 3·[Πx0,0 : PSL3(O{∞})] = [Π : PSL3(O{p,∞})] = 3·[Ξ : PSL3(O{∞})],
where the second equation holds because of the computations of the two
indexes above. Thus [Πx0,0 : PSL3(O{∞})] = [Ξ : PSL3(O{∞})].
With Corollary 2.5.11 we get Ξ ⊆ PGL3(Op) = PGL3(k(t))x0,0 and with
Ξ ⊆ Π we obtain Ξ ⊆ Π ∩ PGL3(Op) = Πx0,0 , which yields Πx0,0 = Ξ.
b) Due to 2.5.11 we have Γx0,0 = Γ ∩ PGL3(Op) and this intersection is equal
to PGL3(k), because let [g] ∈ Γ ∩ PGL3(Op) such that g ∈ GL3(Op). Now
we can find an element λ ∈ O×p with λg ∈ GL3(O{p}). So νp(λ) = 0 and
det(λg) is an element in O×{p} = k×. With νp(λ) = 0 and g ∈ GL3(Op) we
deduce λg ∈ GL3(Op). This implies λg ∈ GL3(Op) ∩ GL3(O{p}) = GL3(k).
That PGL3(k) is a subset of the intersection Γ ∩ PGL3(Op) follows since
k = Op ∩ O{p}.
c) If we consider the action of Π on Y we have to distinguish two cases, because
of Lemma 3.4.5: In case 3 divides d the action of Π and of PSL3(O{p,∞})
on Y are both type preserving and the orbits Π(y0,0) and PSL3(O{p,∞})(y0,0)
have the same length, while if 3 is not a divisor of d the orbit Π(y0,0) is three
times bigger than the orbit PSL3(O{p,∞})(y0,0). Similar to part a) we have
[Π : PSL3(O{p,∞})] =
⎧⎨⎩
q−1
q−1
3
· 3 = 9 if q ≡ 1 (mod 3),
q−1
q−1 · 3 = 3 else
and
[Γ : PSL3(O{p})] = |O×{p}/(O×{p})3| = |k×/(k×)3|=
{
3 if q ≡ 1 (mod 3),
1 else
.
Together with PGL3(O{p}) ⊆ PGL3(O∞) = PGL3(k(t))y0,0 , here we use again
2.5.11, it follows Γ ⊆ Πy0,0 . Thus, if 3 is a divisor of d the index of Γ in Γ˜ is [Γ˜ :
Γ] =
[Π:PSL3(O{p,∞})]
[Γ:PSL3(O{p})] = 3 and in the other cases [Γ˜ : Γ] =
[Π:PSL3(O{p,∞})]
3[Γ:PSL3(O{p})] = 1,
i.e. Γ˜ = Γ.
d) Similar to part b): It is Ξy0,0 = PGL3(O{∞}) ∩ PGL3(O∞) by Corollary
2.5.11. Furthermore PGL3(O{∞})∩PGL3(O∞) = PGL3(k), because let [g] ∈
PGL3(O{∞}) ∩ PGL3(O∞) with g ∈ GL3(O∞), then there exists a λ ∈ O×∞
such that λg ∈ GL3(O{∞}), but this means det(g) ∈ O×{∞} = k× and it follows
ν∞(λ) = 0, i.e. λg ∈ GL3(O∞)∩GL3(O{∞}) = GL3(k). Since k = O∞∩O{∞}
we have PGL3(O{∞}) ∩ PGL3(O∞) ⊇ PGL3(k).
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Remark 3.4.9. In part c) of the previous Proposition 3.4.8 we can take arbitrary n instead
of 3. The proof stays the same. By Proposition 2.6.9 we know that Ξyn,m = Hn,m for all
n ≥ m ≥ 0.
3.5. Maps sending x0,0 to a neighbor and yn,m to yn′,m′
Here we still follow the strategy in [KMS15].
Lemma 3.5.1. Let h be an element in PGL3(O{p,∞}) represented by a matrix M ∈
GL3(k[t]), where not all entries ofM are divisible by f as polynomials. Then the distance
between x0,0 and h(x0,0) equals νp(det(M)).
Proof. Similarly to the proof of Lemma 3.1 in [KMS15]: Let L be a lattice in the lattice
class x0,0. Then we know by Remark 2.6.4 that the distance between x0,0 and h(x0,0)
equals b − a, where b is minimal such that f bL is contained by ML and a is maximal
such that faL contains ML.
Due to the conditions on the entries of M , we have that L contains ML but fL does
not, so a = 0.
Now we calculate b: We have that f bL ⊆ ML is equivalent to L ⊇ f bM−1L. The
entries of M−1 are up to minus signs the first minors of M divided by det(M) ∈ O×{p,∞}.
Hence, if one wants to multiply M−1 with a power f b of f such that in this product the
entries lie in k[t], then the minimal and sufficient such b is νp(det(M)).
Proposition 3.5.2. The set of elements of Π that map x0,0 to a neighbor and yn,m to
yn′,m′ for natural numbers n ≥ m ≥ 0 and n′ ≥ m′ ≥ 0 equals
Υn′,m′,n,m :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
M :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ |
α, β, γ, δ, ε, θ, ϑ, ρ, ι ∈ k[t],
deg(α) ≤ d−2n+2n′+m−m′3 , deg(β) ≤ d+n+2n
′−2m−m′
3 ,
deg(γ) ≤ d+n+2n′+m−m′3 , deg(δ) ≤ d−2n−n
′+m+2m′
3 ,
deg(ε) ≤ d+n−n′−2m+2m′3 , deg(θ) ≤ d+n−n
′+m+2m′
3 ,
deg(ϑ) ≤ d−2n−n′+m−m′3 , deg(ρ) ≤ d+n−n
′−2m−m′
3 ,
deg(ι) ≤ d+n−n′+m−m′3 ,
det(M) = λf, λ ∈ k×
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Proof. Consider an element h ∈ Π with h(x0,0) is adjacent to x0,0. Then h is represented
by a matrix
M ′ :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈ GL3(O{p,∞})
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and by multiplication with the appropriate power of f if necessary, we may assume that
all the entries α, β, γ, δ, ε, θ, ϑ, ρ and ι lie in k[t] and are coprime as polynomials. Using
Lemma 3.5.1 we know that the distance between x0,0 and h(x0,0) equals νp(det(M
′)).
Since these two vertices are adjacent we have νp(det(M
′)) = 1, in particular f divides
det(M ′) ∈ k[t], but f2 does not divides the determinant of M ′. With det(M ′) ∈ O×{p,∞}
it follows the existence of a scalar λ ∈ k× such that det(M ′) = λf .
Next we want to determine the set of elements in PGL3(k(t)) which map yn,m to
yn′,m′ for n ≥ m ≥ 0 and n′ ≥ m′ ≥ 0. By Proposition 2.5.11 the stabilizer of y0,0 in
PGL3(k(t)) is PGL3(O∞). Hence we can describe the set of elements mapping yn,m to
yn′,m′ as g
′ PGL3(O∞)g with elements g, g′ ∈ PGL3(k(t)) satisfying g′(y0,0) = yn′,m′ and
g(yn,m) = y0,0. In particular, g
′ can be represented by the matrix
⎛⎝tn′ 0 00 tm′ 0
0 0 1
⎞⎠ and⎛⎝t−n 0 00 t−m 0
0 0 1
⎞⎠ is a possible representative for g. Now let
M ′′ :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ :=
⎛⎝atn′−n btn′−m ctn′dtm′−n etm′−m ftm′
gt−n ht−m i
⎞⎠ =
⎛⎝tn′ 0 00 tm′ 0
0 0 1
⎞⎠⎛⎝a b cd e f
g h i
⎞⎠⎛⎝t−n 0 00 t−m 0
0 0 1
⎞⎠
be an arbitrary element in g′ PGL3(O∞)g. This implies that the elements
M ′′ =
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈ PGL3(k(t)),
which map yn,m to yn′,m′ are exactly those elements that satisfy
α, β, γ, δ, ε, θ, ϑ, ρ, ι ∈ k(t), ν∞(α) ≥ n− n′, ν∞(β) ≥ m− n′, ν∞(γ) ≥ −n′, ν∞(δ) ≥
n−m′, ν∞(ε) ≥ m−m′, ν∞(θ) ≥ −m′, ν∞(ϑ) ≥ n, ν∞(ρ) ≥ m, ν∞(ι) ≥ 0 and
ν∞(det(M ′′)) = ν∞(tn
′+m′)+ν∞
⎛⎝det
⎛⎝⎛⎝a b cd e f
g h i
⎞⎠⎞⎠⎞⎠+ν∞(t−n−m) = n−n′+m−m′.
Next we describe the set Υn′,m′,n,m of elements in Π which map the vertex x0,0 to a
neighbor and yn,m to yn′,m′ . To do so we want to use, as above, matrices
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M˜ :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈ GL3(O{p,∞})
where the entries are coprime polynomials and the determinant of M˜ is a non-zero scalar
multiple of f . Since ν∞(f) = −d we have to multiply the matrix
⎛⎝atn′−n btn′−m ctn′dtm′−n etm′−m ftm′
gt−n ht−m i
⎞⎠
from above with the matrix t
d+n−n′+m−m′
3
⎛⎝1 0 00 1 0
0 0 1
⎞⎠ to arrive at the desired set.
Remark 3.5.3. The set Υn′,m′,n,m is only in one of the following three cases non-empty:
The first case is that d ≡ 0 (mod 3) and n+ 2n′ +m−m′ ≡ 0 (mod 3), the second one
is d ≡ 1 (mod 3) and n+2n′+m−m′ ≡ 2 (mod 3) and in the third case we have d ≡ 2
(mod 3) and n+ 2n′ +m−m′ ≡ 1 (mod 3). This is because all the degree restraints of
the entries of a matrix in Υn′,m′,n,m are congruent
d+n+2n′+m−m′
3 (mod 3), what implies
that d+ n+2n′+m−m′ has to be divisible by 3, since otherwise we can not have that
the determinant of a matrix in Υn′,m′,n,m is a non-zero scalar multiple of the polynomial
f .
Remark 3.5.4. If we set κ := d−2n−n
′+m−m′
3 then we have the following description of
the above set in 3.5.2:
Υn′,m′,n,m =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
M :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ |
α, β, γ, δ, ε, θ, ϑ, ρ, ι ∈ k[t],
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n+ n′ −m,
deg(γ) ≤ κ+ n+ n′, deg(δ) ≤ κ+m′,
deg(ε) ≤ κ+ n−m+m′, deg(θ) ≤ κ+ n+m′,
deg(ϑ) ≤ κ, deg(ρ) ≤ κ+ n−m,
deg(ι) ≤ κ+ n,
det(M) = λf, λ ∈ k×
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Furthermore, with 3.5.3 we have Υn′,m′,n,m ̸= ∅ if and only if κ ∈ Z.
Remark 3.5.5. The set Υn′,m′,n,m is stable under multiplication with matrices in Hn′,m′
from the left and similarly, Υn′,m′,n,m is stable under multiplication with elements in
Hn,m from the right.
Remark 3.5.6. If we have κ > 0 then it is not possible to have two entries in the same
row or the same column of M equal to zero. This holds because the determinant of M
is then a product of two polynomials that have both less degree than the degree d of the
irreducible polynomial f . Hence we have a contradiction. For instance, if ϑ = 0 = ρ,
then
λf = det(M) = ι(αε− δβ),
which is a contradiction to the Irreducibility of f , since
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deg(ι) ≤ κ+ n < κ+ n+ 2κ+ n+ n′ −m+m′ = d and
deg(αε− δβ) ≤ 2κ+ n+ n′ −m+m′ < 2κ+ n+ n′ −m+m′ + κ+ n = d.
Similarly, we get a contradiction in the case where two entries in the same row or column
of M are equal to zero.
Lemma 3.5.7. For natural numbers n ≥ m ≥ 0 and n′ ≥ m′ ≥ 0 let κ = d−2n−n′+m−m′3 >
0 be a natural number and take M :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈ Υn′,m′,n,m.
a) • For polynomials a, b ∈ k[t] with deg(a) ≤ n′ and deg(b) ≤ n′ the equations
a(δ, ε) + b(ϑ, ρ) = 0 or a(θ, δ) + b(ι, ϑ) = 0 or a(θ, ε) + b(ι, ρ) = 0 imply
a = 0 = b.
• For polynomials a, b ∈ k[t] with deg(a) ≤ n and deg(b) ≤ n the equations
a(ϑ, δ) + b(ρ, ε) = 0 or a(α, ϑ) + b(β, ρ) = 0 or a(α, δ) + b(β, ε) = 0 imply
a = 0 = b.
• For polynomials a, b ∈ k[t] with deg(a) ≤ 0 and deg(b) ≤ n′ the equation
a(α, β) + b(ϑ, ρ) = 0 implies a = 0 = b.
• For polynomials a, b ∈ k[t] with deg(a) ≤ n and deg(b) ≤ 0 the equation
a(ϑ, δ) + b(ι, θ) = 0 implies a = 0 = b.
b) For a ∈ k, b, c ∈ k[t] with deg(b) ≤ n′ and deg(c) ≤ n′ the equation a(α, β) +
b(δ, ε) + c(ϑ, ρ) = 0 implies a = 0 = b = c.
Proof. a) In order to show a = 0 = b we assume that a or b has to be non-zero. But
if we assume one of them to be zero and the other one is non-zero, then we find in
all cases two entries in the same row or the same column of M equal to zero. Due
to Remark 3.5.6 this is not possible in the case κ > 0. Therefore we can assume
that a and b are both non-zero polynomials. Notice that in all cases we know that
the corresponding first minor of M has to be zero.
Now we consider the first case deg(a) ≤ n′ and deg(b) ≤ n′.
Consider first a(δ, ε) + b(ϑ, ρ) = 0 and δρ− ϑε = 0. It follows
λf = det(M) = α(ει− ρθ)− β(δι− ϑθ) =
α(ει− (−b−1aε)θ)− β(δι− (−b−1aδ)θ) = (αε− δβ)(ι+ b−1aθ).
Since f is irreducible we have a contradiction, because deg(αε−δβ) ≤ 2κ+n+n′−
m+m′ = d−κ−n < d and deg(ι+ b−1aθ) ≤ κ+n+m′+n′ = d−2κ−n+m < d,
since deg(b−1a) ≤ deg(a) ≤ n′. Similarly, we do the other cases:
With a(θ, δ) + b(ι, ϑ) = 0 we deduce
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λf = det(M) = α(ει− ρθ) + γ(δρ− ϑε) =
α(ε(−b−1aθ)− ρθ) + γ(δρ− (−b−1aδ)ε) = (γδ − αθ)(ρ+ b−1aε).
Since f is irreducible we have a contradiction, because deg(γδ−αθ) ≤ 2κ+n+n′+
m′ = d−κ−n+m < d and deg(ρ+b−1aε) ≤ κ+n−m+m′+n′ = d−2κ−n < d.
For a(θ, ε) + b(ι, ρ) = 0 we obtain
λf = det(M) = γ(δρ− ϑε)− β(δι− ϑθ) = (βθ − γε)(ϑ+ b−1aδ).
We have a contradiction to the Irreducibility of f , because deg(βθ−γε) ≤ d−κ < d
and deg(ϑ+ b−1aδ) ≤ κ+m′ + n′ = d− 2κ− n+m− n < d.
Now we suppose deg(a) ≤ n and deg(b) ≤ n.
In the case a(ϑ, δ) + b(ρ, ε) = 0 the determinant is given by
λf = det(M) = α(ει− ρθ)− β(δι− ϑθ) = α(−b−1a)(δι− ϑθ)− β(δι− ϑθ) =
(ϑθ − δι)(β + b−1aα).
With the Irreducibility of f we obtain a contradiction, because deg(ϑθ − δι) ≤
d−κ−n+m−n′ < d and deg(ι+ b−1aθ) ≤ κ+n+n′ = d− 2κ−n+m−m′ < d,
since deg(b−1a) ≤ deg(a) ≤ n.
Using a(α, ϑ) + b(β, ρ) = 0 we get
λf = det(M) = ι(αε− δβ) + γ(δρ− ϑε) = (αι− γϑ)(ε+ b−1aδ).
Since f is irreducible we have a contradiction, because deg(αι− γϑ) ≤ d−κ−n+
m−m′ < d and deg(ε+ b−1aδ) ≤ κ+ n+m′ = d− 2κ− n+m− n′ < d.
From a(α, δ) + b(β, ε) = 0 we obtain
λf = det(M) = ϑ(βθ − εγ)− ρ(αθ − δγ) = (δγ − αθ)(ρ+ b−1aϑ).
This is a contradiction to the Irreducibility of f , because deg(δγ − αθ) ≤ d− κ−
n+m < d and deg(ρ+ b−1aϑ) ≤ κ+ n = d− 2κ− n+m− n′ −m′ < d.
Next we do the case deg(a) ≤ 0 and deg(b) ≤ n′. Due to a(α, β) + b(ϑ, ρ) = 0 the
determinant is given by
λf = det(M) = ι(αε− δβ) + γ(δρ− ϑε) = (αε− δβ)(ι+ b−1aγ).
Since f is irreducible we have a contradiction, because deg(αε−δβ) ≤ 2κ+n+n′−
m+m′ = d−κ−n < d and deg(ι+ b−1aγ) ≤ κ+n+n′ = d−2κ−n+m−m′ < d,
since deg(b−1a) ≤ deg(a) ≤ 0.
The last case is deg(a) ≤ n and deg(b) ≤ 0. According to a(ϑ, δ) + b(ι, θ) = 0 we
know
λf = det(M) = α(ει− ρθ) + γ(δρ− ϑε) = (δρ− ϑε)(γ + b−1aα).
Due to the fact that f is irreducible we have a contradiction, because deg(δρ−ϑε) ≤
d− κ− n− n′ < d and deg(γ + b−1aα) ≤ κ+ n+ n′ = d− 2κ− n+m−m′ < d,
since deg(b−1a) ≤ deg(a) ≤ n.
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b) Let a(α, β) + b(δ, ε) + c(ϑ, ρ) = 0 for some a ∈ k, b, c ∈ k[t] with deg(b) ≤ n′ and
deg(c) ≤ n′. Now assume a ∈ k×. As we saw in Remark 3.5.6 we can not have
two entries of the same row or column of M equal to zero. Hence (α, β) ̸= (0, 0).
According to a(α, β) + b(δ, ε) + c(ϑ, ρ) = 0 we deduce
αε− δβ = (−a−1(bδ + cϑ))ε− δ(−a−1(bε+ cρ)) = −a−1c(ϑε− δρ) and
αρ− ϑβ = (−a−1(bδ + cϑ))ρ− ϑ(−a−1(bε+ cρ)) = −a−1b(δρ− ϑε).
Therefore
λf = det(M) = ι(αε− δβ)− θ(αρ− ϑβ) + γ(δρ− ϑε) =
ι(−a−1c(ϑε−δρ))−θ(−a−1b(δρ−ϑε))+γ(δρ−ϑε) = (a−1cι+a−1bθ+γ)(δρ−ϑε).
This is a contradiction, since f is irreducible, deg(a−1cι + a−1bθ + γ) ≤ κ + n +
m′+n′ = d− 2κ−n+m < d and deg(δρ−ϑε) ≤ d−κ−n−n′ < d. We conclude
that a has to be zero. But then the remaining equation b(δ, ε)+ c(ϑ, ρ) = 0 implies
b = 0 = c, because of part a) of the Lemma.
3.5.1. The cardinality of Υn′,m′,n,m
In the next part we want to determine the cardinality of Υn′,m′,n,m. In some cases we
can calculate the size of Υn′,m′,n,m by using the results of [KMS15], because we have
some 2× 2 submatrix with the same properties as in [KMS15]. This is done in Lemma
3.5.9. If we can not use [KMS15] to compute the cardinality of Υn′,m′,n,m, we have to
count the elements in this set in another way. We do this in Lemma 3.5.12 and Lemma
3.5.13.
Remark 3.5.8. To compute the cardinality of the set Υn′,m′,n,m we have the following two
different ways. We can calculate all possible choices for a matrix M =
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈
Υn′,m′,n,m in order to count all the elements in Υn′,m′,n,m, but we could also use the
matrix M τ :=
⎛⎝ ι θ γρ ε β
ϑ δ α
⎞⎠ instead of M to count the elements in Υn′,m′,n,m, because
there is a bijection between Υn′,m′,n,m and the set {M τ | M ∈ Υn′,m′,n,m}. Note that
det(M) = det(M τ ). If we consider M τ instead of M , for the degree restraints of the
entries, the roles of n and n′ are interchanged and the roles of n − m and m′ are in-
terchanged. But since κ = d−2n−n
′+m−m′
3 =
d−n−n′−(n−m)−m′
3 , we see that κ stays the
same if we fix the degree d and interchange the roles of n with n′ and n −m with m′.
So we get
|Υn′,m′,n,m| = |Υτn,n−m,n′,n′−m′ |.
60
3.5. Maps sending x0,0 to a neighbor and yn,m to yn′,m′
Lemma 3.5.9. Let κ < 0, Υn′,m′,n,m ̸= ∅ and n ≥ m ≥ 0 and n′ ≥ m′ ≥ 0 be natural
numbers.
1. If κ +m′ < 0 = κ + n′, this implies that all matrices M ∈ Υn′,m′,n,m are of the
form M =
⎛⎝α β γ0 ε θ
0 ρ ι
⎞⎠, then the cardinality of the set Υn′,m′,n,m is given by
|Υn′,m′,n,m| = (q − 1)2(qd + qd−1)(q2 − q)qdeg(β)+deg(γ)+2,
where deg(β) (respective deg(γ)) denotes the maximal possible degree for β (re-
spective γ).
2. If κ + n − m < 0 = κ + n, i.e. all matrices M ∈ Υn′,m′,n,m are of the form
M =
⎛⎝α β γδ ε θ
0 0 ι
⎞⎠, then the cardinality of the set Υn′,m′,n,m is given by
|Υn′,m′,n,m| = (q − 1)2(qd + qd−1)(q2 − q)qdeg(θ)+deg(γ)+2,
where deg(θ) (respective deg(γ)) denotes the maximal possible degree for θ (respec-
tive γ).
Proof. 1. Suppose κ + m′ < 0 = κ + n′, then we know that for all matrices M =⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈ Υn′,m′,n,m the entries δ and ϑ are always equal to zero and we have
det(M) = α(ει − ρθ) = λf , for some non-zero scalar λ. Notice that deg(α) =
κ + n′ = 0. Since α is a non-zero element in the field k there is a µ ∈ k× with
ει−ρθ = µf . Now we are in the same situation like in [KMS15] if we want to count
the possibilities for the matrix
(
ε θ
ρ ι
)
. Hence we can use the same arguments as
in [KMS15] to find (q− 1)2(qd+ qd−1)(q2− q) possibilities for this kind of matrices
(in [KMS15] the given number is divided by q − 1, because it is considered in
the projective group; we will divide by q − 1 later). Next we have to count the
possible choices for the first row of M . Since α is a non-zero element in k, we have
q− 1 choices for α. Moreover, we have qdeg(β)+deg(γ)+2 possibilities for the last two
entries β and γ. Because we are working in the projective group, we divide by
q − 1. Therefore we obtain
|Υn′,m′,n,m| = (q − 1)2(qd + qd−1)(q2 − q)qdeg(β)+deg(γ)+2
in this case.
2. Due to 3.5.8 we can compute the possibilities for the matrix M τ instead of the
possibilities for M . According to the first part, which we proved above, we find
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|Υn′,m′,n,m| = (q − 1)2(qd + qd−1)(q2 − q)qdeg(θ)+deg(γ)+2.
Definition 3.5.10. Define Υϑ=0n′,m′,n,m to be the subset of Υn′,m′,n,m consisting of all
matrices, where the lower left entry ϑ is always 0. Similar we define Υϑ ̸=0n′,m′,n,m to be
the subset of Υn′,m′,n,m of all matrices with lower left entry ϑ different from 0. Let
κ = d−2n−n
′+m−m′
3 and u := 2κ+ n
′ + n−m+m′.
Remark 3.5.11. When we have κ+m′ ≥ 0 and κ+ n−m ≥ 0, which means the degree
restraints for the entries of a matrix in Υn′,m′,n,m are such that it is not the case that
two entries in a row or a column necessarily have to be zero, then we can not apply
Lemma 3.5.9. To calculate the cardinality of the set Υn′,m′,n,m in this case we state the
following two Lemmata:
Lemma 3.5.12. Let Υn′,m′,n,m ̸= ∅. If κ + m′ ≥ 0 and κ + n − m ≥ 0, then for the
cardinality of Υn′,m′,n,m the following holds:
1. For κ < 0:
a) Is −κ < m′, then |Υn′,m′,n,m| = (q − 1)2(q2 − 1)2qd+2κ+2n−m+n′+m′+1
b) Is −κ = m′ < n′ and κ+ n−m > 0,
then |Υn′,m′,n,m| = (q − 1)2(q2 − 1)qd+κ+2n+n′−m+3
c) Is −κ = m′ = n′ and κ+ n−m > 0,
then |Υn′,m′,n,m| = (q − 1)(q2 − 1)2qd+2n−m+2
2. For κ = 0:
a) Is 0 < m′, then |Υϑ=0n′,m′,n,m| = (q−1)(q2−1)qn
′+m′−1(q−1)(q2−1)qd+2n−m+2
and |Υϑ̸=0n′,m′,n,m| = (q − 1)qn
′+m′+2(q − 1)(q2 − 1)qd+2n−m+2,
in particular |Υn′,m′,n,m| = (q − 1)2(q2 − 1)(q3 + q2 − 1)qd+2n−m+n′+m′+1
b) Is 0 = m′ < n′ and n > m,
then |Υϑ=0n′,m′,n,m| = (q − 1)qn
′+1(q − 1)(q2 − 1)qd+2n−m+2
and |Υϑ̸=0n′,m′,n,m| = (q − 1)qn
′+2(q − 1)(q2 − 1)qd+2n−m+2,
in particular |Υn′,m′,n,m| = (q − 1)(q2 − 1)2qd+2n−m+n′+3
c) Is 0 = m′ = n′ and n > m,
then |Υϑ=0n′,m′,n,m| = (q2 − 1)(q − 1)(q2 − 1)qd+2n−m+2
and |Υϑ ̸=0n′,m′,n,m| = (q − 1)q2(q − 1)(q2 − 1)qd+2n−m+2,
in particular |Υn′,m′,n,m| = (q3 − 1)(q − 1)(q2 − 1)qd+2n−m+2
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3. For κ > 0 it is |Υn′,m′,n,m| = (q − 1)2(q2 − 1)2(q2 + q + 1)q2d.
Proof. Let Υn′,m′,n,m ̸= ∅ and M =
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈ Υn′,m′,n,m. We want to determine
the cardinality of Υn′,m′,n,m by computing all possible choices of the matrix M :
From the definition of Υn′,m′,n,m we deduce that
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n+ n′ −m, deg(γ) ≤ κ+ n+ n′, deg(δ) ≤
κ+m′, deg(ε) ≤ κ+ n−m+m′, deg(θ) ≤ κ+ n+m′, deg(ϑ) ≤ κ, deg(ρ) ≤
κ+ n−m, deg(ι) ≤ κ+ n.
Suppose κ+m′ and κ+n−m are both greater or equal to zero. Furthermore, if we have
κ+m′ = 0, we assume κ+ n−m > 0. Notice that these assumptions imply κ+ u > 0.
1. First we choose the first column of the matrix M ∈ Υn′,m′,n,m in such a way that
α, δ, ϑ are coprime polynomials and at least one of these three polynomials has its
maximal possible degree.
In order to choose the first column with these properties, we have to consider
three different cases: First let κ < 0, which means ϑ = 0 and we have to choose
α and δ coprime and such that one of these two polynomials has its maximal
possible degree. To do this, we have to consider again three different cases, namely
−κ < m′, −κ = m′ < n′ and −κ = m′ = n′.
According to 3.3.2 we know that the probability of two arbitrary chosen polyno-
mials, where at least one of them has degree greater than zero, to be coprime is
q−1
q .
In the case −κ < m′, we have
q−1
q ((q − 1)q2κ+n
′+m′+1 + (q − 1)q2κ+n′+m′) = (q − 1)(q2 − 1)q2κ+n′+m′−1
possible choices for the first column of M .
If −κ = m′ < n′, then deg(δ) ≤ 0, which implies that α ∈ k[t] and δ ∈ k are
coprime polynomials if and only if δ is non-zero. Therefore, we have in this case
(q − 1)q2κ+n′+m′+1 = (q − 1)qκ+n′+1
possibilities.
For −κ = m′ = n′ it follows deg(α) ≤ 0 and deg(δ) ≤ 0. Since α and δ should
be coprime, we have to choose (α, δ) ∈ k2 \ {(0, 0)}. This yields (q2 − 1) possible
choices.
Next we consider the case κ = 0, which means deg(ϑ) ≤ 0. Now there are two
possibilities: ϑ = 0 or ϑ ̸= 0. Let ϑ = 0, then we have the same three cases as in
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the case κ < 0, but replacing −κ by 0, i.e. the three cases are 0 < m′, 0 = m′ < n′
and 0 = m′ = n′. The number of possible choices in these three cases is given by
the corresponding solution in the case κ < 0 if we replace κ by 0.
If ϑ ̸= 0, it follows that α, δ, ϑ are automatically coprime. This implies
(q − 1)qn′+m′+2
possibilities for the first column of M , where ϑ ̸= 0.
To get the number of all possible choices of the first column ofM in the case κ = 0,
we add the choices for ϑ = 0 and ϑ ̸= 0.
The last case is κ > 0. By 3.3.2, the probability of three arbitrary chosen polyno-
mials, where at least one of them has degree greater than zero, to be coprime is
given by q
2−1
q2
. Hence, there are
q2 − 1
q2
((q − 1)3qd−2n+m + 3(q − 1)2qd−2n+m + 3(q − 1)qd−2n+m)
= (q2 − 1)(q − 1)qd−2n+m−2(q2 + q + 1)
possibilities for the first column of the matrix M .
2. Choose the second column of M , such that the entries β, ε, ρ are coprime polyno-
mials and such that additionally the polynomials αε − δβ, αρ − ϑβ, δρ − ϑε
are coprime and at least one of these three polynomials has its maximal possible
degree.
a) First we choose polynomials a, b, c of degree deg(a) ≤ 2κ+n′+n−m+m′ =
u, deg(b) ≤ 2κ+n′+n−m = u−m′ and deg(c) ≤ 2κ+n−m+m′ = u−n′,
such that a = αε− δβ, b = αρ− ϑβ, c = δρ− ϑε.
Notice that u − n′ ≥ 0, since in the case κ < 0 we assume −κ ≤ m′ and
−κ ≤ n −m. If we want to write a, b, c in such a way, then the polynomials
a, b, c have to fulfill the equation aϑ−bδ+cα = 0. Consider the set of solutions
of the following system of linear equations: Ax = 0, where
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α0 0 0 −δ0 0 0 ϑ0 0 0
... α0
. . .
... −δ0 . . .
... ϑ0
. . .
ακ+n′
... −δκ+m′
... ϑκ
...
0 ακ+n′
. . . 0 0 −δκ+m′ . . . 0 0 ϑκ . . . 0
... 0
. . . α0
... 0
. . . −δ0
... 0
. . . ϑ0
...
...
. . .
...
...
...
. . .
...
...
...
. . .
...
0 0 0 ακ+n′ 0 0 0 −δκ+m′ 0 0 0 ϑκ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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∈ k(κ+u+1)×(3u−n′−m′+3) and x =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0
...
cu−n′
b0
...
bu−m′
a0
...
au
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
W.l.o.g. let α be of maximal possible degree, i.e. of degree κ+n′ and moreover,
δ = 0 is only possible if ϑ = 0.
We want to show, that the matrix A has maximal rank. Therefore, consider
the submatrix B, where we take the first u − n′ + 1 columns of the columns
with entries α, the first κ+ n′ − deg(gcd(α, δ)) columns of the columns with
entries −δ and deg(gcd(α, δ)) columns of the columns with entries ϑ. We
show that the resulting matrix B ∈ k(κ+u+1)×(κ+u+1) has maximal rank, i.e.
rank(B) = κ+ u+ 1.
For the proof, we consider three cases:
First case: For deg(gcd(α, δ)) = 0, i.e. the polynomials α and δ are coprime,
there are two cases possible.
If δ = 0, then we assumed ϑ to be zero, too. Since the three polynomials
α, δ, ϑ are coprime we deduce α ∈ k×. Furthermore, deg(α) = κ + n′ yields
κ+ n′ = 0. Hence B =
⎛⎜⎝α . . .
α
⎞⎟⎠ ∈ k(κ+u+1)×(κ+u+1) has obviously rank
κ+ u+ 1.
Now if α and δ are both non-zero, then the matrix B looks like
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B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α0 0 0 −δ0 0 0
... α0
. . .
... −δ0 . . .
ακ+n′
...
. . .
... −δκ+m′
...
. . . 0
0 ακ+n′
. . . 0 −δκ+m′ . . . −δ0
... 0
. . .
... 0
. . .
...
0
. . . 0
...
... −δκ+m′
. . . α0 0 0
...
. . .
...
...
. . .
...
0 0 ακ+n′ 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ k(κ+u+1)×(κ+u+1).
Here the last block of 0 under the columns where the entries are the coefficients
of −δ consists of κ+ u+ 1− (2κ+ n′ +m′ + 1) = κ+ n−m ≥ 0 rows.
Consider a linear combination of the columns of B equal to zero. This means
there exist polynomials g and h such that deg(g) ≤ u−n′, deg(h) ≤ κ+n′−1
and gα − hδ = 0, hence gα = hδ. Since α and δ are coprime it follows α di-
vides h. But deg(α) = κ + n′ and deg(h) ≤ κ + n′ − 1, whence h = 0
and g = 0. We deduce that the columns of B are linearly independent and
rank(B) = κ+ u+ 1.
Second case: If deg(gcd(α, δ)) = κ+n′ > 0, in particular we have gcd(α, δ) =
α and note that in this case we necessarily have n′ = m′, because the assump-
tion δ = 0 implies α ∈ k× and hence κ + n′ = deg(α) = 0. Moreover, α and
ϑ are coprime, since α, δ and ϑ are coprime polynomials. Then
B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α0 0 0 ϑ0 0 0
... α0
. . .
... ϑ0
. . .
ακ+n′
...
. . .
... ϑκ
...
. . . 0
0 ακ+n′
. . . 0 ϑκ
. . . ϑ0
... 0
. . .
... 0
. . .
...
0
. . . 0
...
... ϑκ
. . . α0 0 0
...
. . .
...
...
. . .
...
0 0 ακ+n′ 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ k(κ+u+1)×(κ+u+1) and it follows similar to the first case that rank(B) =
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κ + u + 1. Note that in this case the 0 block in the lower right corner of B
has κ+ u+ 1− (2κ+ n′ + 1) = κ+ n−m+m′ = κ+ n−m+ n′ > 0 rows.
Third case: Now let 0 < deg(gcd(α, δ)) < κ+ n′ and consider a linear combi-
nation of the columns of B equal to zero. Therefore, there exist polynomials
g, h and p, such that
deg(g) ≤ u− n′, deg(h) ≤ κ+ n′ − deg(gcd(α, δ))− 1, deg(p) ≤
deg(gcd(α, δ))− 1 and αg − δh+ ϑp = 0.
This implies gcd(α, δ) divides ϑp and since α, δ and ϑ are coprime, we know
that gcd(α, δ) divides p. But deg(p) ≤ deg(gcd(α, δ)) − 1, whence p = 0. So
we have αg = δh. From this equation we deduce αgcd(α,δ) divides h. But then
deg( αgcd(α,δ)) = κ+ n
′ − deg(gcd(α, δ)) and deg(h) ≤ κ+ n′ − deg(gcd(α, δ))− 1
implies h = 0, whence g = 0. Therefore, rank(B) = κ+ u+ 1.
Since B is a submatrix of A, it follows that the rank of A is κ + u + 1, too.
In particular, the matrix A has maximal rank. For the equation Ax = 0 we
have
q3u−n′−m′+3−rank(A) = q3u−n′−m′+3−(κ+u+1) = q2u−κ−n′−m′+2 = qd−m+2
solutions.
b) To fulfill the condition that at least one of the three polynomials a, b, c has its
maximal possible degree we subtract all the solutions of the equation A˜x˜ = 0,
where A˜ is the matrix arising from A if we omit the last row of A and the
u − n′ + 1 column, the 2u − n′ − m′ + 2 column and the last column of A
and the variable x˜ has three rows less than x. In particular, we erase the
u − n′ + 1, the 2u − n′ −m′ + 2 and the last row of x to obtain x˜. Now the
matrix A˜ has rank κ+ u, i.e. maximal rank. In order to see this, we consider
the submatrix B˜ ∈ k(κ+u)×(κ+u) of A˜ arising from B if we omit the last row
of B and the u − n′ + 1 column of B. Since the last row of B has only one
entry different from zero, in particular the only non-zero entry in the last
row of B is the u − n′ + 1 entry, we can use similar arguments like in the
proof of rank(B) is maximal to deduce that the rank of B˜ is also maximal,
i.e. rank(B˜) = κ + u. This means that the matrix A˜ has maximal rank, in
particular, rank(A˜) = κ+ u. Hence we have
q3u−n′−m′−rank(A˜) = q3u−n′−m′−(κ+u) = q2u−κ−n′−m′ = qd−m
solutions for the equation A˜x˜ = 0. If we subtract these solutions from the
solutions of the equation Ax = 0, we have
qd−m+2 − qd−m = qd−m(q2 − 1)
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solutions left. All these solutions fulfill that at least one of the three polyno-
mials a, b, c has its maximal possible degree.
c) Next, we ensure that the three polynomials a, b and c are coprime, which
means we multiply with the probability for a, b, c to be coprime. Since
a = αε − δβ, b = αρ − ϑβ, c = δρ − ϑε are not independent polyno-
mials we have to compute the probability of these certain three polynomials
to be coprime.
Claim: The probability of a, b, c to be coprime is equal to 1− 1q .
Proof: Let A, x, A˜, x˜ as before. Moreover, define
L :=
{(
g a˜g˜ , g
b˜
g˜ , g
c˜
g˜
)
∈ k[t]3 | (a˜, b˜, c˜) is a solution of A˜x˜ = 0, g˜ := gcd(a˜, b˜, c˜)
and g ∈ k[t] with deg(g) = deg(g˜) + 1
}
and let LNC be the set of all not coprime solutions of the system of linear
equations Ax = 0.
Then L = LNC.
” ⊆ ” If we have some element z :=
(
g a˜g˜ , g
b˜
g˜ , g
c˜
g˜
)
∈ L then the entries are not
coprime, since g = gcd
(
g a˜g˜ , g
b˜
g˜ , g
c˜
g˜
)
and deg(g) = deg(g˜) + 1 ≥ 1.
Furthermore, z is a solution of the equation Ax = 0, because αg c˜g˜ + ϑg
a˜
g˜ =
g
g˜ (αc˜+ ϑa˜) =
g
g˜ δb˜ = δg
b˜
g˜ , since (a˜, b˜, c˜) is a solution of A˜x˜ = 0.
” ⊇ ” Take (a, b, c) ∈ LNC and let g := gcd(a, b, c). Then deg(g) ≥ 1. It
follows (a, b, c) = (ga, gb, gc), with a, b, c are coprime and αc + ϑa = δb,
since (a, b, c) is a solution of Ax = 0. Now choose some g˜ ∈ k[t] with
deg(g˜) = deg(g) − 1 ≥ 0 and define a˜ = ag˜, b˜ = bg˜, c˜ = cg˜. They
fulfill the equation αc˜ + ϑa˜ = αcg˜ + ϑag˜ = g˜(αc + ϑa) = g˜δb = δb˜. Hence
(a, b, c) = (ga, gb, gc) =
(
g a˜g˜ , g
a˜
g˜ , g
a˜
g˜
)
∈ L.
Therefore we have
|LNC | = |L| = qd−m qdeg(g)+1qdeg(g˜)+1 = qd−m+1.
Let S be the set of solutions of Ax = 0. From the previous computations we
know that |S| = qd−m+2. Then the probability for a solution of Ax = 0 to be
not coprime is given by
|LNC |
|S| =
qd−m+1
qd−m+2 =
1
q .
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This yields that the probability for a coprime solution of Ax = 0 is equal to
1− 1q .
Whence we have
qd−m(q2 − 1)
(
1− 1q
)
= qd−m−1(q2 − 1)(q − 1)
possibilities for a, b, c with the required properties.
d) Since the three polynomials a, b, c are coprime and at least one of them has
its maximal possible degree it follows that β, ε, ρ are coprime and at least one
of these three polynomials has its maximal possible degree.
The equations a = αε − δβ, b = αρ − ϑβ, c = δρ − ϑε imply that one
of the polynomials a, b, c has its maximal possible degree if and only if the
relevant polynomials from α, δ, ϑ and β, ε, ρ are of their respective maximal
possible degree. Moreover, if we take g = gcd(β, ε, ρ), then we have that g
divides a, b, c, whence we find g divides gcd(a, b, c) = 1. Therefore g = 1 and
hence β, ε, ρ are coprime.
e) For our chosen a, b, c we compute all possibilities for β, ε, ρ, such that a =
αε − δβ, b = αρ − ϑβ, c = δρ − ϑε. Therefore we solve the following
system of equations: Ax = b, where x =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
β0
β1
...
βκ+n+n′−m
ε0
...
εκ+n−m+m′
ρ0
...
ρκ+n−m
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, b =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0
...
au
−b0
...
−bu−m′
c0
...
cu−n′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
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A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−δ0 0 α0 0
... −δ0
... α0
−δκ+m′
...
. . .
...
. . .
−δκ+m′ . . . ακ+n′ . . .
. . . −δ0 ακ+n′ . . . α0
...
...
−δκ+m′ ακ+n′
ϑ0 0 −α0 0
... ϑ0
... −α0
ϑκ
...
. . . −ακ+n′
...
. . .
ϑκ
. . . −ακ+n′ . . .
. . . ϑ0
. . . −α0
...
...
ϑκ −ακ+n′
−ϑ0 0 δ0 0
... −ϑ0
... δ0
−ϑκ
...
. . . δκ+m′
...
. . .
−ϑκ . . . δκ+m′ . . .
. . . −ϑ0 . . . δ0
...
...
−ϑκ δκ+m′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ k(3u−n′−m′+3)×(3κ+3n+n′−3m+m′+3) = K(2d−n−m+3)×(d+n−2m+3)
We claim rank(A) = d−m+ 2.
Consider a linear combination of scalar multiples of the columns of A equal
to zero. To have such a combination is equivalent to have polynomials g, h, p
with
g(−δ) + hα = 0, gϑ− pα = 0, −hϑ+ pδ = 0.
These equations are obviously fulfilled for g = α, h = δ, p = ϑ. So we have
to erase at least n−m+1 columns in order to get one of the polynomials g, h, p
of lower degree as the corresponding polynomial α, δ, ϑ, because otherwise we
can choose g = α, h = δ, p = ϑ as a nontrivial linear combination equal
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to zero. Thus erase n−m+ 1 columns, such that
deg(g) ≤ κ+ n+ n′ −m− (n−m+ 1) = κ+ n′ − 1 = deg(α)− 1.
According to gδ = hα we deduce αgcd(α,δ) divides g and gϑ = pα yields
α
gcd(α,ϑ)
divides g. From these two conditions it follows that α divides g, since α, δ
and ϑ are coprime. Because of the degree restraints this implies g = 0. Using
the above equations we derive p = 0 = h. Hence
rank(A) = d+ n− 2m+ 3− (n−m+ 1) = d−m+ 2
as required.
Now we arrive at qd+n−2m+3−rank(A) = qd+n−2m+3−(d−m+2) = qn−m+1 solu-
tions for the system of linear equations Ax = 0, i.e. we have
qn−m+1
possible choices for the polynomials β, ε, ρ.
For the second column of M we have
qd−m−1(q2 − 1)(q − 1)qn−m+1 = (q2 − 1)(q − 1)qd+n−2m
possible choices.
3. The determinant of M is given by λf for some non-zero element λ in the field k.
For this element λ we have q − 1 possible choices.
4. Next we want to compute the possibilities for the last column of our matrixM . As
before, we have chosen the polynomials a = αε− δβ, b = αρ−ϑβ, c = δρ−ϑε
with deg(a) ≤ 2κ+ n′ + n−m+m′ = u, deg(b) ≤ 2κ+ n′ + n−m = u−m′ and
deg(c) ≤ 2κ+n−m+m′ = u−n′. Then we can compute the last column of M by
solving the following system of linear equations: Ax = b, where x =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ι0
...
ικ+n
θ0
...
θκ+n+m′
γ0
...
γκ+n+n′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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b = λ ·
⎛⎜⎝f0...
fd
⎞⎟⎠ and
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 0 −b0 0 c0 0
... a0
... −b0
... c0
au
...
. . . −bu−m′
...
. . . cu−n′
...
. . .
au
. . . a0 −bu−m′ . . . −b0 cu−n′ . . . c0
. . .
...
. . .
...
. . .
...
au −bu−m′ cu−n′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ k(d+1)×(3κ+3n+n′+m′+3) = k(d+1)×(d+n+m+3)
In order to solve this system of linear equations we show rank(A) = d + 1 is
maximal. Let
B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 0 −b0 0 c0 0
... a0
... −b0
... c0
au
...
. . . −bu−m′
...
. . . cu−n′
...
. . .
au
. . . −bu−m′ . . . cu−n′ . . . c0
. . .
. . .
. . .
...
. . .
. . . cu−n′
. . . a0
. . . −b0 0 0
. . .
...
. . .
...
...
...
au −bu−m′ 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ k(d−m)×(d−m).
So B is the submatrix of A, which we get if we erase the columns κ+n−m+1 until
κ+n+1, 2κ+2n+m′−m+2 until 2κ+2n+m′+2 and the last n+1 columns of A.
In total we erase 2m+2+n+1 = 2m+n+3 columns of A. The lower right block
of 0 entries in B consists of κ+u+n−m+1−(u−n′+1+κ+n′) = n−m ≥ 0 rows.
Moreover, from κ+u > 0 we know d−n = κ+u > 0 and whence d−m ≥ d−n > 0
Then we claim rank(B) = d−m is maximal.
Consider a linear combination of the columns of B equal to zero. This means we
have polynomials g, h, p with
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deg(g) ≤ κ+ n−m− 1, deg(h) ≤ κ+ n+m′ −m− 1, deg(p) ≤ κ+ n′ − 1
and ag − bh+ cp = 0.
Notice that the degree restraint for h is greater or equal to 0 and additionally at
least one of the degree restraints for g and p are also greater or equal to 0. This
follows from our assumtion that κ+m′ > 0 or κ+ n−m > 0.
We have 0 = ag− bh+ cp = det
⎛⎝⎛⎝α β pδ ε h
ϑ ρ g
⎞⎠⎞⎠, which means that the columns of
the matrix
⎛⎝α β pδ ε h
ϑ ρ g
⎞⎠ ∈ k(t)3×3 are linearly dependent. This implies that there
exist µ1, µ2, µ3 ∈ k(t) not all of them equal to zero, such that
µ1
⎛⎝αδ
ϑ
⎞⎠+ µ2
⎛⎝βε
ρ
⎞⎠+ µ3
⎛⎝ph
g
⎞⎠ =
⎛⎝00
0
⎞⎠.
Actually we have µ3 ̸= 0, because the first two columns of M are linearly indepen-
dent.
If µ2 = 0, then there exists a ν =
ν1
ν2
∈ K(t) with ν1, ν2 ∈ k[t] and ν
⎛⎝αδ
ϑ
⎞⎠ =
⎛⎝ph
g
⎞⎠.
Since α, δ, ϑ are coprime and p, h, g are polynomials it follows that deg(ν2) = 0.
According to deg(p) < κ + n′ = deg(α) it is not possible to have deg(ν1) ≥ 0, i.e.
we have ν = 0 and p = 0 = h = g.
Assume µ2 ̸= 0, then there exist ν, µ ∈ k(t) with ν
⎛⎝αδ
ϑ
⎞⎠ + µ
⎛⎝ph
g
⎞⎠ =
⎛⎝βε
ρ
⎞⎠. This
implies
a = αε− δβ = α(δν + µh)− δ(να+ µp) = µ(αh− δp), b = αρ− ϑβ =
µ(αg − ϑp), c = δρ− ϑε = µ(δg − ϑh).
Since a, b, c are coprime we deduce ν∞(µ) ≥ 0. Moreover,
deg(αh) ≤ κ+n′+κ+n−m+m′−1 = u−1 < u, deg(δp) ≤ κ+m′+κ+n′−1 =
u−n+m−1 < u, deg(αg) ≤ κ+n′+κ+n−m−1 = u−m′−1 < u−m′, deg(ϑp) ≤
κ+κ+n′−1 = u−m′+m−n−1 < u−m′, deg(δg) ≤ κ+m′+κ+n−m−1 =
u− n′ − 1 < u− n′, deg(ϑh) ≤ κ+ κ+ n−m+m′ − 1 = u− n′ − 1 < u− n′
means that the three polynomials a, b, c have not maximal possible degree, a con-
tradiction to the condition that at least one of the three polynomials a, b, c has
maximal possible degree. This proves rank(B) = d−m.
73
3. Quotient-graphs for certain subgroups of PGL3(Fq(t))
Next consider the submatrix B′ of A consisting of all columns in A that also
occur in the matrix B and m+ 1 columns where the entries are the coefficients of
the polynomial from a, b, c which has maximal possible degree and such that the
leading coefficient is in the d −m + 1 until the d + 1 row. Since B has maximal
rank it follows that B′ has maximal rank. So B′ is a submatrix of A with maximal
possible rank, hence A has maximal rank, i.e. rank(A) = d+ 1.
Therefore, for the last column of M we have
qd+n+m+3−rank(A) = qn+m+2
possibilities.
Now we have to calculate the product of the possibilities for the columns of M
(they are computed in 1, 2 and 4) and the choices for λ (cf. 3) in order to arrive
at the stated cardinality in every case. Remember that we have to divide by q− 1
because we are working in the projective group.
Lemma 3.5.13. Let Υn′,m′,n,m ̸= ∅. If κ + m′ ≥ 0 and κ + n − m ≥ 0, then for the
cardinality of Υn′,m′,n,m the following holds:
1. For κ < 0:
a) Is −κ < n−m, then |Υn′,m′,n,m| = (q − 1)2(q2 − 1)2qd+2κ+2n−m+n′+m′+1
b) Is −κ = n−m < n and κ+m′ > 0,
then |Υn′,m′,n,m| = (q − 1)2(q2 − 1)qd+κ+n+n′+m′+3
c) Is −κ = n−m = n and κ+m′ > 0,
then |Υn′,m′,n,m| = (q − 1)(q2 − 1)2qd+n′+m′+2
2. For κ = 0:
a) Is 0 < n−m, then |Υϑ=0n′,m′,n,m| = (q−1)(q2−1)q2n−m−1(q−1)(q2−1)qd+n
′+m′+2
and |Υϑ̸=0n′,m′,n,m| = (q − 1)q2n−m+2(q − 1)(q2 − 1)qd+n
′+m′+2,
in particular |Υn′,m′,n,m| = (q − 1)2(q2 − 1)(q3 + q2 − 1)qd+2n−m+n′+m′+1
b) Is 0 = n−m < n and m′ > 0,
then |Υϑ=0n′,m′,n,m| = (q − 1)qn+1(q − 1)(q2 − 1)qd+n
′+m′+2
and |Υϑ ̸=0n′,m′,n,m| = (q − 1)qn+2(q − 1)(q2 − 1)qd+n
′+m′+2,
in particular |Υn′,m′,n,m| = (q − 1)(q2 − 1)2qd+n+m′+n′+3
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c) Is 0 = n−m = n, i.e. m = 0 = n, and additionally m′ > 0,
then |Υϑ=0n′,m′,n,m| = (q2 − 1)(q − 1)(q2 − 1)qd+n
′+m′+2
and |Υϑ ̸=0n′,m′,n,m| = (q − 1)q2(q − 1)(q2 − 1)qd+n
′+m′+2,
in particular |Υn′,m′,n,m| = (q3 − 1)(q − 1)(q2 − 1)qd+n′+m′+2
Proof. This Lemma follows by Remark 3.5.8 from Lemma 3.5.12 with interchanged roles
of n with n′ and n−m with m′.
3.6. The vertices of Γ˜\X
We adopt the strategy from [KMS15] to compute the quotient graph.
The group Π acts transitively on X and Ξ is the stabilizer of x0,0 in Π. So we get
V(X) = Π/Ξ. In the following we consider the natural left action of Π on Y as action
from the right via inversion. For the action of Π on the underlying graph Y of the
Bruhat-Tits building we have two possibilities: If three does not divide d the action of
Π on Y is transitive and Γ˜ = Γ. In this case we get V(Y ) = Γ˜\Π. The second case is
that three is a divisor of d. Then Π acts type preservingly on Y and we have Γ˜\Π = Y˜ ,
where Y˜ is the set of vertices in Y of the same type as the vertex y0,0. In total we get
Γ˜\X ∼= Γ˜\(Π/Ξ) = (Γ˜\Π)/Ξ ∼=
{
Y˜ /Ξ if 3|d,
Y/Ξ if 3 - d
.
By Theorem 2.6.12 the set of vertices {yn,m | n ≥ m ≥ 0} is a fundamental domain for
the action of Ξ on Y . Therefore the sets {yn,m | n ≥ m ≥ 0, n +m ≡ 0 (mod 3)} and
{yn,m | n ≥ m ≥ 0} form a system of representatives for the Ξ-orbits on Y˜ , respective
Y . Now we label a Γ˜-orbit on X with Xn,m if and only if it corresponds to the Ξ-orbit
on Y containing the vertex yn,m.
3.7. The edges of Γ˜\X
Next we want to describe the number of edges in the quotient graph between the orbits
Xn,m and Xn′,m′ .
Proposition 3.7.1. The number of edges between the orbits Xn,m and Xn′,m′ in the
quotient graph Γ˜\X equals |Hn′,m′\Υn′,m′,n,m/Hn,m|.
Proof. Let x be a vertex in the Γ˜-orbit Xn,m. Then there exists an element g ∈ Π such
that x corresponds to the double coset Γ˜gΞ and g(x0,0) = x and g
−1(y0,0) = yn,m. This
is because the correspondence between X and Π/Ξ is given by x ↦→ gΞ for some g ∈ Π
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with g(x0,0) = x and, moreover, the correspondence of Γ˜\Π to either Y˜ or Y is given by
yn,m ↦→ Γ˜g−1, where g ∈ Π with (y0,0)g = g−1(y0,0) = yn,m. Similarly, for each vertex
x′ ∈ Xn′,m′ there exists an element g′ ∈ Π with g′(x0,0) = x′ and g′(yn′,m′) = y0,0.
Assume the vertex x ∈ Xn,m is adjacent to the vertex x′ ∈ Xn′,m′ . Then the vertex
z := (g′)−1(x) is adjacent to x0,0 and we have (g′)−1g((x0,0, yn,m)) = (z, yn′,m′). This
yields, by definition, that the element h := (g′)−1g is an element of the set Υn′,m′,n,m.
Two elements h1 := (g
′)−1g1 and h2 := (g′)−1g2 in Υn′,m′,n,m determine the same
neighbor of the vertex x′ if and only if they are in the same left coset h1Hn,m = h2Hn,m
in Υn′,m′,n,m/Hn,m.
This is because h1 and h2 determine the same neighbor of x
′ if and only if
hi((x0,0, yn,m)) = (g
′)−1gi((x0,0, yn,m)) = (z, yn′,m′)
for i = 1 and i = 2. This is equivalent to
((g′)−1g1)−1(g′)−1g2((x0,0, yn,m)) = (x0,0, yn,m),
which means
h−11 h2 = (g
−1g′1)−1g−1g′2 ∈ Hn,m,
because Hn,m is the stabilizer of the pair (x0,0, yn,m). Now h
−1
1 h2 ∈ Hn,m holds if and
only if h1 and h2 lie in the same left coset of Hn,m.
Next we want to consider the orbits of the stabilizer Γ˜x′ = Πx′,y0,0 on the neighbors
of the vertex x′ in the orbit Xn,m. Instead of this, we will consider the orbits of the
stabilizer
(g′)−1Γ˜x′g′ = (g′)−1Πx′,y0,0g′ = Π(g′)−1(x′),(g′)−1(y0,0) = Πx0,0,yn′,m′ = Hn′,m′
on the neighbors of x0,0 = (g
′)−1(x′) in the orbit (g′)−1Xn,m.
Claim: Two neighbors z and z′ of x0,0 in (g′)−1Hn,m are in the same Hn′,m′-orbit if
and only if the double cosets with representatives hz and hz′ in Hn′,m′\Υn′,m′,n,m/Hn,m
are equal, where hz = (g
′)−1g is the element corresponding to z and hz′ is the element
corresponding to z′.
If z and z′ are in the same Hn′,m′-orbit, there exists an element α ∈ Hn′,m′ with
α(z) = z′. Hence h−1z′ αhz((x0,0, yn,m)) = (x0,0, yn,m). Since Hn,m is the stabilizer of the
pair (x0,0, yn,m) this yields h
−1
z′ αhz ∈ Hn,m, i.e. hz′Hn,m = αhzHn,m. With α ∈ Hn′,m′
it follows
Hn′,m′hz′Hn,m = Hn′,m′αhzHn,m = Hn′,m′hzHn,m.
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Conversely, if we have Hn′,m′hz′Hn,m = Hn′,m′hzHn,m, then there exist az, az′ ∈ Hn′,m′
and bz, bz′ ∈ Hn,m with az′hz′bz′ = azhzbz. Therefore hz′ = a−1z′ azhzbzb−1z′ . It follows
z′ = hz′(x0,0) = a−1z′ azhzbzb
−1
z′ (x0,0)
Hn,m⊆Πx0,0
= a−1z′ azhz(x0,0) = a
−1
z′ az(z),
whence z and z′ are in the same Hn′,m′-orbit.
Remark 3.7.2. The size of a double coset with representative g ∈ Υn′,m′,n,m is given
by |Hn′,m′gHn,m| = |Hn′,m′ ||Hn,m||g−1Hn′,m′g∩Hn,m| =
|Hn′,m′ ||Hn,m|
|gHn,mg−1∩Hn′,m′ | . According to Remark 2.6.8
we know the cardinalities of the two stabilizers Hn′,m′ and Hn,m. Thus we need to
compute the cardinality of the intersection g−1Hn′,m′g ∩Hn,m in order to find the size
of the corresponding double coset. By multiplication with g from the left we have
|g−1Hn′,m′g ∩ Hn,m| = |Hn′,m′g ∩ gHn,m|. Sometimes we use this fact to compute the
cardinality of the intersection g−1Hn′,m′g ∩Hn,m.
Remark 3.7.3. We consider again the last case in [KMS15] to obtain how many double
cosets of which length exist in this case: Now k = Fq denotes the finite field with q
elements and we work with the rational function field k(t). We have lattices in k(t)2 and
we denote by x0 the lattice class corresponding to the standard lattice in the Bruhat-Tits
tree X (corresponding to the valuation νp) and in the Bruhat-Tits tree Y associated to
the valuation ν∞ we write yi, for i ∈ N0, for the lattice class corresponding to ⟨tie1, e2⟩O∞ ,
where {e1, e2} denotes the standard basis of k(t)2. Then we have the set of elements in
Π = PGL2(O{p,∞}) which map x0 to a neighbor and ym to yn given by
Υn,m :=
{(
α β
γ δ
)
| α, β, γ, δ ∈ k[t]; deg(α) ≤
d+n−m
2 , deg(β) ≤ d+n+m2 ,
deg(γ) ≤ d−n−m2 , deg(δ) ≤ d−n+m2 ;αδ − γβ = λf, λ ∈ k×
}
.
With this notation from [KMS15] we consider again the case n = 0 = m: Remember
that the degree d of the place p necessarily has to be even since otherwise Υ0,0 = ∅.
Then the stabilizer of y0 in PGL2(O{∞}) is equal to PGL2(k). Suppose d = 2. Due to
the result in [KMS15] the cardinality of the set Υ0,0 is given by
|Υ0,0| = qd(q + 1)(q − 1)2
and we know that there exists only one double coset in this case. Thus we compute the
size of the intersection g−1 PGL2(k)g ∩ PGL2(k) as follows
|g−1 PGL2(k)g ∩ PGL2(k)| = |PGL2(k)|
2
|Υ0,0| =
q2(q+1)2(q−1)2
q2(q+1)(q−1)2 = q + 1.
Now suppose the degree d of the place p is greater or equal to 4. Then by the result
in [KMS15] we have
|Υ0,0| = qd(q + 1)(q − 1)2.
Furthermore, the number of double cosets is
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|PGL2(k)\Υ0,0/PGL2(k)| = q(q
d−3+1)
q+1 .
Take M :=
(
α β
γ δ
)
∈ Υ0,0. We choose a representative g :=
(
α β
γ δ
)
of the double
coset PGL2(k)M PGL2(k) with deg(α) = deg(δ) =
d
2 , deg(γ) ≤ deg(β) < d2 , α, δ are
monic polynomials and det(g) = f . Now we calculate
g−1 PGL2(k)g =
{(
δ
f −βf
−γf αf
)(
a1 a2
a3 a4
)(
α β
γ δ
)
|
(
a1 a2
a3 a4
)
∈ PGL2(k)
}
=
{(
δ(a1α+a2γ)−β(a3α+a4γ)
f
δ(a1β+a2δ)−β(a3β+a4δ)
f
−γ(a1α+a2γ)+α(a3α+a4γ)
f
−γ(a1β+a2δ)+α(a3β+a4δ)
f
)
|
(
a1 a2
a3 a4
)
∈ PGL2(k)
}
.
Next we intersect g−1 PGL2(k)g with PGL2(k). Then the entries of a matrix in this
intersection have to be in the field k, which implies f divides
δ(a1α + a2γ) − β(a3α + a4γ) = a1f + (a1 − a4)γβ − a3αβ + a2γδ, where we use the
determinant of g for this equation. Now we deduce that f has to divide
(a1−a4)γβ−a3αβ+a2γδ. For degree reasons we obtain (a1−a4)γβ−a3αβ+a2γδ = 0.
If deg(β) ̸= deg(γ) it follows a2 = 0 = a3 and a1 = a4. So we have q − 1 choices for
a1 = a4 ∈ k×. In the case deg(β) = deg(γ) = m we derive a3βm = a2γm, where
βm is the leading coefficient of β and γm is the leading coefficient of γ. Hence, if we
choose for example the first column with entries a1 and a3, the other two entries are
given by the equations. This implies q2 − 1 choices for this first column. In total
we get |g−1 PGL2(k)g ∩PGL2(k)| =
{
q−1
q−1 = 1 if deg(β) ̸= deg(γ)
q2−1
q−1 = q + 1 if deg(β) = deg(γ)
, which implies
|PGL2(k)gPGL2(k)| =
{
q2(q + 1)2(q − 1)2 if deg(β) ̸= deg(γ)
q2(q + 1)(q − 1)2 if deg(β) = deg(γ) as possible length for
the double coset. Let x denote the number of double cosets with length q2(q+1)2(q−1)2
and y denote the number of double cosets with length q2(q+ 1)(q− 1)2. From [KMS15]
we know
|Υ0,0| = (q − 1)2(q + 1)qd = q2(q + 1)(q − 1)2(x(q + 1) + y) and hence
x(q + 1) + y = qd−2.
Furthermore, we deduce from [KMS15] that x+ y = q(q
d−3+1)
q+1 . These two equations for
x and y yield
x = qd−3 − qd−3+1q+1 = q
d−2−1
q+1 and y = q
d−2 − (q + 1)qd−3 + qd−3 + 1 = 1.
So there is only one double coset of length q2(q + 1)(q − 1)2 and all the other double
cosets have length q2(q + 1)2(q − 1)2.
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Remark 3.7.4. Consider the map τ given by
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠τ =
⎛⎝ ι θ γρ ε β
ϑ δ α
⎞⎠. From Re-
mark 3.5.8 we know that |Υn′,m′,n,m| = |Υτn,n−m,n′,n′−m′ |. Furthermore, we find for the
stabilizers of the vertices yn,m that |Hn,m| = |Hτn,n−m|.
Now for 3× 3 matrices A,M,B we have (AMB)τ = BτM τAτ . This holds because we
can write M τ = UMTU , where T is the transposition of matrices and U =
⎛⎝0 0 10 1 0
1 0 0
⎞⎠.
Then it follows (AMB)τ = U(AMB)TU = UBTMTATU = UBTUUMTUUATU =
BτM τAτ . We conclude that for a double coset with representative g the following
holds:
|(Hn′,m′gHn,m)τ | = |Hτn,n−mgτHτn′,n′−m′ |.
Moreover, we have
|(g−1Hn′,m′g ∩Hn,m)τ | = |gτHτn′,n′−m′g−τ ∩Hτn,n−m|.
Now let C be a system of representatives, then the equality∑
g∈C
|Hn′,m′ ||Hn,m|
|g−1Hn′,m′g∩Hn,m| = |Υn′,m′,n,m| = |Υ
τ
n,n−m,n′,n′−m′ | =∑
gτ∈Cτ
|Hτ
n′,n′−m′ ||Hτn,n−m|
|gτHτ
n′,n′−m′g
−τ∩Hτn,n−m|
holds. Therefore we have the following symmetry: If we know the number of double
cosets for a case n′, m′, n, m, then we can easily compute the number of double cosets
in the case n′, n′ − m′, n, n − m. To do this we can use the solution for the case
n′, m′, n, m and interchange the roles of n′ and n as well as the roles of n−m and m′
to obtain the solution for the case n′, n′ −m′, n, n−m.
3.7.1. The case κ < 0, i.e. d < 2n+ n′ −m+m′
In the next three subsections we calculate the number of edges between two given orbits.
By Proposition 3.7.1 we can compute the number of the corresponding double cosets to
obtain the number of edges between two orbits. In order to find this number we distin-
guish between three cases, in particular we consider the cases κ < 0, κ = 0 and κ > 0.
In all three cases we have to work with several subcases corresponding to the different
stabilizers (see 2.6.9) in the cases n = m = 0, n > m = 0, n = m > 0, n > m > 0 and
similarly for the indices n′ and m′.
From now on let Υn′,m′,n,m ̸= ∅ and M =
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ ∈ Υn′,m′,n,m.
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Suppose κ < 0, which is equivalent to d < 2n + n′ −m +m′. We deduce from the
degree restraints in the definition of Υn′,m′,n,m (cf. 3.5.2) that
ϑ = 0, deg(α) < n′, deg(β) < n+ n′ −m, deg(γ) < n+ n′, deg(δ) < m′, deg(ε) <
n−m+m′, deg(θ) < n+m′, deg(ρ) < n−m, deg(ι) < n.
Now for n = m = 0 it follows ϑ = 0 = ρ = ι, which is a contradiction to det(M) =
λf ̸= 0. Similarly, for n′ = m′ = 0 the entries in the first column of M are equal to
zero, i.e. α = 0 = δ = ϑ, what is again a contradiction to det(M) = λf ̸= 0. In
the following we distinguish between three possible cases for n and m, in particular
n = m > 0, n > m = 0 and n > m > 0, and in each case we have the analogous cases
for n′ and m′, i.e. n′ = m′ > 0, n′ > m′ = 0 and n′ > m′ > 0.
1. n = m > 0:
a) n′ > m′ = 0: In this case we would have ϑ = 0 = ρ = δ = ε, which yields
det(M) = 0 ̸= λf for any λ ∈ k×. So this case does not occur.
b) n′ = m′ > 0: Because of deg(ρ) < n − m = 0 and deg(ϑ) ≤ κ < 0 it is
det(M) = ι(αε− δβ) = λf . Since f is irreducible there are two possibilities,
i.e.
(ι ∈ k×, αε− δβ = µf for some µ ∈ k×) or (ι = µf , for µ ∈ k×, and
αε− δβ ∈ k×).
We start with ι ∈ k×, αε − δβ = µf for some µ ∈ k×. Then d = deg(µf) =
deg(αε− δβ) ≤ 2d−2n+n′+m′3 implies d ≤ n′ +m′ − 2n = 2n′ − 2n. Moreover,
ι ∈ k× yields 0 = deg(ι) ≤ d+n−n′+m−m′3 = d+2n−2n
′
3 and hence d ≥ 2n′ − 2n.
Therefore d = 2n′− 2n. For the degree restraints of the entries of M we have
deg(α) ≤ n′ − n = d2 , deg(β) ≤ n′ − n = d2 , deg(γ) ≤ n′, deg(δ) ≤ n′ − n =
d
2 , deg(ε) ≤ n′ − n = d2 , deg(θ) ≤ n′, deg(ι) = 0. As a representative for
Hn′,m′MHn,m we may choose the following matrix: g =
⎛⎝α β 0δ ε 0
0 0 1
⎞⎠ with
det(g) = f (multiply with a suitable matrix from Hn′,m′). Next we want
to calculate the size of the double coset. Therefore we need to know the
intersection gHn,ng
−1 ∩Hn′,n′ . We compute
gHn,ng
−1 =⎧⎪⎨⎪⎩
⎛⎝α β 0δ ε 0
0 0 1
⎞⎠⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠
⎛⎜⎝ εf −
β
f 0
− δf αf 0
0 0 1
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn,n
⎫⎪⎬⎪⎭ =⎧⎪⎨⎪⎩
⎛⎝a1α+ a4β a2α+ a5β a3α+ a6βa1δ + a4ε a2δ + a5ε a3δ + a6ε
0 0 a7
⎞⎠
⎛⎜⎝ εf −
β
f 0
− δf αf 0
0 0 1
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn,n
⎫⎪⎬⎪⎭ =
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⎧⎪⎨⎪⎩
⎛⎜⎝
ε(a1α+a4β)−δ(a2α+a5β)
f
−β(a1α+a4β)+α(a2α+a5β)
f a3α+ a6β
ε(a1δ+a4ε)−δ(a2δ+a5ε)
f
−β(a1δ+a4ε)+α(a2δ+a5ε)
f a3δ + a6ε
0 0 a7
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn,n
⎫⎪⎬⎪⎭.
Intersect gHn,ng
−1 with Hn′,n′ : Let h :=
(
α β
δ ε
)
. We know from the def-
inition of Hn,n that
(
a1 a2
a4 a5
)
is an element of PGL2(k). From our compu-
tations of gHn,ng
−1 we see that the upper left 2 × 2 block is nothing else
than hPGL2(k)h
−1. If we intersect gHn,ng−1 with Hn′,n′ we have to intersect
hPGL2(k)h
−1 with PGL2(k) for the upper left 2 × 2 block. According to
Remark 3.7.3 we have |hPGL2(k)h−1 ∩ PGL2(k)| = q + 1 if d = 2 and for
d ≥ 4 there are two possibilities, in particular |hPGL2(k)h−1 ∩ PGL2(k)| ={
1 for q
d−2−1
q+1 double cosets
q + 1 for 1 double coset
. For the last column in gHn,ng
−1 ∩ Hn′,n′
there is a7 ∈ k×, a3, a6 ∈ k[t] with deg(a3) ≤ n, deg(a6) ≤ n. So we have
(q − 1)q2n+2 possibilities for the last column. In total we have
• for d = 2: |gHn,ng−1 ∩Hn′,n′ | = (q + 1) · (q − 1)q2n+2 = (q2 − 1)q2n+2
• for d ≥ 4: |gHn,ng−1∩Hn′,n′ | =
{
(q − 1)q2n+2 for qd−2−1q+1 double cosets
(q2 − 1)q2n+2 for 1 double coset .
Since κ+ n−m = κ < 0 we can apply Lemma 3.5.9 to obtain |Υn′,m′,n,m| =
(q − 1)2(qd + qd−1)(q2 − q)q2n′+2. By 2.6.8 the cardinality of Hn,n is given
by (q2 − 1)(q2 − q)q2n+2 and similarly for Hn′,n′ . It follows |Υn′,m′,n,m||Hn,n||Hn′,n′ | =
(q−1)2(qd+qd−1)(q2−q)q2n′+2
(q2−1)(q2−q)q2n+2(q2−1)(q2−q)q2n′+2 =
qd−2n−4
(q2−1) .
Therefore,
• for d = 2:
|Υn′,m′,n,m|
|Hn,n||Hn′,n′ | ·|gHn,ng
−1∩Hn′,n′ | = q
−2n−2
(q2−1) ·(q2−1)q2n+2 = 1. In particular,
there is only one double coset (cf. 1(x)i).
• for d ≥ 4:
|Υn′,m′,n,m|
|Hn,n||Hn′,n′ | =
qd−2n−4
(q2−1) =
qd−2−1
q+1 · 1(q−1)q2n+2 + 1 · 1(q2−1)q2n+2 . Whence in
this case we have q
d−2−1
q+1 + 1 =
q(qd−3+1)
q+1 double cosets (cf. 1(y)i and
2(x)i).
The second possibility is ι = µf for µ ∈ k× and αε − δβ ∈ k×. Then
we have d = deg(µf) = deg(ι) ≤ d+n−n′+m−m′3 = d+2n−2n
′
3 , which implies
d ≤ n − n′. Together with αε − δβ ∈ k× and deg(αε − δβ) ≤ 2d+2n′−2n3 it
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follows d = n−n′. For the degree restraints this means deg(α) ≤ 0, deg(β) ≤
0, deg(γ) ≤ n, deg(δ) ≤ 0, deg(ε) ≤ 0, deg(θ) ≤ n, deg(ι) ≤ d.
Therefore ⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ =
⎛⎝1 0 00 1 0
0 0 µ
⎞⎠⎛⎝1 0 00 1 0
0 0 f
⎞⎠⎛⎝α β γδ ε θ
0 0 1
⎞⎠ ∈
Hn′,n′
⎛⎝1 0 00 1 0
0 0 f
⎞⎠Hn,n.
From this equation we conclude that there is only one double coset in this
case (cf. 1(a)ii and 2(a)ii).
c) n′ > m′ > 0: Now we deduce ϑ = 0 = ρ from the degree restraints for these
two entries of M . Moreover, det(M) = ι(αε− δβ) = λf . By the irreducibility
of f , there are the cases
(ι = µf , for µ ∈ k× and αε− δβ ∈ k×) or (ι ∈ k× and αε− δβ = µf for some µ ∈ k×).
Assume ι = µf , for µ ∈ k×, and αε − δβ ∈ k×. Then d = deg(ι) ≤
d+n−n′+m−m′
3 implies 2d ≤ n − n′ +m −m′. Using the degree restraints for
the entries of M , we deduce deg(ε) ≤ −n′+m2 < 0 and deg(δ) ≤ −n
′+m
2 < 0,
i.e. ε = 0 = δ, but this means 0 = αε− δβ ∈ k×, which is a contradiction.
So let ι ∈ k× and αε − δβ = µf for some µ ∈ k×. This yields d = deg(αε −
δβ) ≤ 2d+n′−n−m+m′3 and we get d ≤ n′ − n −m +m′. Moreover, we know
that ι is an element in k×, hence from the degree restraint for ι we derive
d ≥ n′ − n − m + m′. Therefore, we have d = n′ − n − m + m′. Now the
following degree restraints follow: deg(α) ≤ n′−n, deg(β) ≤ n′−n, deg(γ) ≤
n′, deg(δ) ≤ m′ − n, deg(ε) ≤ m′ − n, deg(θ) ≤ m′, deg(ι) = 0. Because of
these inequalities we conclude m′ ≥ n, because otherwise we have ε = 0 = δ,
which means αε− δβ = 0 and this is a contradiction to det(M) ̸= 0.
First consider the case m′ = n. Here we have d = n′ − n and deg(α) ≤
d, deg(β) ≤ d, deg(γ) ≤ n′, deg(δ) ≤ 0, deg(ε) ≤ 0, deg(θ) ≤ m′. We may
multiply with a suitable matrix in Hn,n in order to get δ = 0, α = f and
ε = µ ∈ k×. We calculate⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ =
⎛⎝α β γ0 ε θ
0 0 ι
⎞⎠ =
⎛⎝1 β γ0 ε θ
0 0 ι
⎞⎠⎛⎝f 0 00 1 0
0 0 1
⎞⎠⎛⎝1 0 00 1 0
0 0 1
⎞⎠ ∈
Hn′,m′
⎛⎝f 0 00 1 0
0 0 1
⎞⎠Hn,n.
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We conclude that there is only one double coset in this case (cf. 1(a)i and
2(a)i).
Letm′ > n, i.e. d > n′−n. In this case we may choose the following matrix as
a representative for Hn′,m′MHn,m: g =
⎛⎝α β 0δ ε 0
0 0 1
⎞⎠ (multiply with a suitable
matrix from Hn′,m′). Moreover, we may assume det(g) = αε− δβ = f . As in
the case n′ = m′ > 0 we get
gHn,ng
−1 =⎧⎪⎨⎪⎩
⎛⎝α β 0δ ε 0
0 0 1
⎞⎠⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠
⎛⎜⎝ εf −
β
f 0
− δf αf 0
0 0 1
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn,n
⎫⎪⎬⎪⎭ =⎧⎪⎨⎪⎩
⎛⎜⎝
ε(a1α+a4β)−δ(a2α+a5β)
f
−β(a1α+a4β)+α(a2α+a5β)
f a3α+ a6β
ε(a1δ+a4ε)−δ(a2δ+a5ε)
f
−β(a1δ+a4ε)+α(a2δ+a5ε)
f a3δ + a6ε
0 0 a7
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn,n
⎫⎪⎬⎪⎭.
In gHn,ng
−1 ∩ Hn′,m′ the following holds: ε(a1δ+a4ε)−δ(a2δ+a5ε)f = 0 and f
divides a1αε+ a4βε− a2αδ− a5βδ = (a1− a5)αε+ a4βε− a2αδ+ a5f , where
we used the determinant of g for this equation. From the first equation we
deduce ε(a1δ + a4ε − a5δ) = a2δ2. Since f is irreducible, we know that
ε and δ are coprime polynomials. Whence, the last equation yields a2 =
0 = a1δ + a4ε − a5δ and using the same argument again, we finally get
a4 = 0 = a1 − a5 (otherwise ε = a−14 (a1 − a5)δ). This means the intersection
can be written as the following set of matrices:
gHn,ng
−1 ∩Hn′,m′ =⎧⎨⎩
⎛⎝a5 0 a3α+ a6β0 a5 a3δ + a6ε
0 0 a7
⎞⎠ | a5, a7 ∈ k×, a3, a6 ∈ k[t] with deg(a3) ≤ n, deg(a6) ≤ n
⎫⎬⎭.
Therefore, we calculate |gHn,ng−1 ∩ Hn′,m′ | = (q − 1)q2n+2. Notice that we
divide by (q − 1) because we are working in the projective group. Hence we
see that all double cosets have the same length.
From Lemma 3.5.9 we know |Υn′,m′,n,m| = (q−1)2(qd+qd−1)(q2−q)qn′+m′+2
and by 2.6.8 we have |Hn,n| = (q2 − 1)(q2 − q)q2n+2 and |Hn′,m′ | = (q −
1)2q2n
′+3. Let x denote the number of double cosets. Then
x
|gHn,ng−1 ∩Hn′,m′ | =
x
(q − 1)q2n+2 =
|Υn′,m′,n,m|
|Hn,n||Hn′,m′ |
=
(q − 1)2(qd + qd−1)(q2 − q)qn′+m′+2
(q2 − 1)(q2 − q)q2n+2(q − 1)2q2n′+3 =
qd−n′+m′−2
(q − 1)q2n+2 .
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We deduce that we have x = qd−n′+m′−2 double cosets if d− n′ +m′ − 2 ≥ 0,
i.e. if d ≥ n′ −m′ + 2 ≥ 3 (cf. 1(d)i and 2(d)i).
2. n > m = 0:
a) n′ > m′ = 0: To compute the number of double cosets in this case we use
the symmetry 3.7.4 and the solutions of case n = m > 0 and n′ = m′ > 0.
This gives us the following solutions: We have one double coset in the case
d = n′−n (cf. 1(a)i and 2(a)i). Moreover, if the degree is given by d = 2n−2n′,
then we find that
• if d = 2, there is only one double coset (cf. 1(x)ii)
• for d ≥ 4 there are q(qd−3+1)q+1 double cosets (cf. 1(y)ii and 2(x)ii).
b) n′ = m′ > 0: In this case we consider three subcases, in particular, d <
2n+ n′ −m− 2m′, d = 2n+ n′ −m− 2m′ or d > 2n+ n′ −m− 2m′.
We start to consider the case d ≤ 2n + n′ −m − 2m′ = 2n − n′. This leads
to the following degree restraints for the entries of M : deg(α) ≤ n′ −m′ =
0, deg(β) ≤ n+n′−m−m′, deg(γ) ≤ n+n′−m′ = n, deg(δ) ≤ 0, deg(ε) ≤
n−m = n, deg(θ) ≤ n, deg(ρ) ≤ n−m′−m = n−m′, deg(ι) ≤ n−m′. Note
that from the degree restraints we can exclude the first case d < 2n + n′ −
m− 2m′, because for this case it follows α = 0 = δ = ϑ, what contradicts to
det(M) ̸= 0. So we continue with the case d = 2n−n′. From the above degree
restraints we deduce n ≥ n′, because otherwise we have with ρ = 0 = ϑ = ι a
contradiction to det(M) ̸= 0. Via multiplication by a suitable matrix in Hn′,n′
we may assume that δ = 0 and α = 1. This implies det(M) = λf = ει− ρθ.
Next we use again a case distinction into the subcases n = n′ and n > n′.
Suppose n = n′, then d = n and the degree restraints imply ρ, ι ∈ k. Mul-
tiplication with a certain matrix in Hn,0 yields ρ = 0, ι = λ and ε = f . We
calculate⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠ =
⎛⎝1 β γ0 f θ
0 0 λ
⎞⎠ =
⎛⎝1 0 γ0 1 θ
0 0 λ
⎞⎠⎛⎝1 0 00 f 0
0 0 1
⎞⎠⎛⎝1 β 00 1 0
0 0 1
⎞⎠ ∈
Hn′,n′
⎛⎝1 0 00 f 0
0 0 1
⎞⎠Hn,0.
This means there is only one double coset in this case (cf. 1(a)i and 2(a)i).
Let n > n′ and remember that d = 2n − n′, α = 1 and δ = 0. As a
representative for the double coset of Hn′,n′MHn,0 we choose the matrix
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M
⎛⎝1 −β −γ0 1 0
0 0 1
⎞⎠ =
⎛⎝1 β γ0 ε θ
0 ρ ι
⎞⎠⎛⎝1 −β −γ0 1 0
0 0 1
⎞⎠ =
⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠ =: g with
det(g) = f .
With this representative we compute
g−1Hn′,n′g =⎧⎨⎩
⎛⎝1 0 00 ιf − θf
0 − ρf εf
⎞⎠⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎬⎭ =⎧⎪⎨⎪⎩
⎛⎜⎝ a1 a2ε+ a3ρ a2θ + a3ιa4ιf a5ει+ρ(a6ι−a7θ)f a5θι+ι(a6ι−a7θ)f
−a4ρf −a5ερ+ρ(a7ε−a6ρ)f −a5θρ+ι(a7ε−a6ρ)f
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎪⎬⎪⎭.
In g−1Hn′,n′g ∩Hn,0: It is a4 = 0 and f divides (a7 − a5)ερ− a6ρ2 = ρ((a7 −
a5)ε − a6ρ). For degree reasons this is only possible for (a7 − a5)ε = a6ρ.
But this leads to a7 = a5 and a6 = 0, since ε and ρ are coprime polynomials,
because f is irreducible. Then the intersection is given by
g−1Hn′,n′g ∩Hn,0 =⎧⎨⎩
⎛⎝a1 a2ε+ a3ρ a2θ + a3ι0 a7 0
0 0 a7
⎞⎠ | a1, a7 ∈ k×, a2 ∈ k, a3 ∈ k[t] with deg(a3) ≤ n′
⎫⎬⎭.
We conclude |g−1Hn′,n′g ∩ Hn,0| = (q − 1)qn′+2. Here we again divide by
(q − 1) because we are working in the projective group.
According to Lemma 3.5.12 1.c) the cardinality of Υn′,n′,n,0 is given by (q −
1)(q2 − 1)2qd+2n−m+2 = (q − 1)(q2 − 1)2qd+2n+2. From 2.6.8 we know the
cardinalities of the two stabilizers Hn,0 and Hn′,n′ . Therefore, we have
|Υn′,n′,n,0|
|Hn′,n′ ||Hn,0| |g
−1Hn′,n′g ∩Hn,0| =
(q−1)(q2−1)2qd+2n+2
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 (q − 1)qn
′+2 = qd−n′−2
double cosets if d ≥ n′ + 2 ≥ 3 (cf. 1(e)i and 2(e)i).
For the case d > 2n + n′ − m − 2m′ we distinguish again three cases, in
particular d < n′−n+2m+m′, d = n′−n+2m+m′ and d > n′−n+2m+m′.
In order to solve the first two cases we can use the symmetry 3.7.4. Therefore
we use the solutions above, in particular, the solutions for n > m = 0 and n′ =
m′ > 0 with d < 2n−n′ or d = 2n−n′. We conclude that d < n′−n+2m+m′
is not possible. Furthermore, we have for d = n′−n+2m+m′ = 2n′−n that
n′ > n, because of d > 2n+ n′ −m− 2m′ = 2n− n′. Via symmetry 3.7.4 we
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find qd−n−2 double cosets in this case, if the degree fulfills d ≥ n+ 2 ≥ 3 (cf.
1(c)i and 2(c)i).
The final subcase is d > n′ − n + 2m + m′ = 2n′ − n. We still have
d > 2n + n′ − m − 2m′ = 2n − n′ and d < 2n + n′ − m + m′ = 2n + 2n′,
hence κ > −n′ = −m′ and κ > −n. Moreover, the degree restraints are
given by deg(α) ≤ d+n′−2n3 , deg(β) ≤ d+n+n
′
3 , deg(γ) ≤ d+n+n
′
3 , deg(δ) ≤
d−2n+n′
3 , deg(ε) ≤ d+n+n
′
3 , deg(θ) ≤ d+n+n
′
3 , deg(ρ) ≤ d+n−2n
′
3 , deg(ι) ≤
d+n−2n′
3 . Due to Lemma 3.5.12 1.a) we have |Υn′,n′,n,0| = (q − 1)2(q2 −
1)2qd+2κ+2n−m+n′+m′+1 = (q − 1)2(q2 − 1)2qd+2κ+2n+2n′+1.
By multiplication with suitable matrices of Hn′,n′ from the left and suitable
matrices of Hn,0 from the right we may choose as representative for the double
coset the matrix g :=
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠, such that α, ε, ι have their respective
maximal possible degree and all the other entries have not their respective
maximal possible degree according to the degree restraints for the entries of
M .
It follows
Hn′,n′g =
{(
a1α+ a2δ a1β + a2ε+ a3ρ a1γ + a2θ + a3ι
a4α+ a5δ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
0 a7ρ a7ι
)
|
(
a1 a2 a3
a4 a5 a6
0 0 a7
)
∈ Hn′,n′
}
and
gHn,0 =
⎧⎨⎩
⎛⎝b1α b2α+ b4β + b6γ b3α+ b5β + b7γb1δ b2δ + b4ε+ b6θ b3δ + b6ε+ b7θ
0 b4ρ+ b6ι b5ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 b6 b7
⎞⎠ ∈ Hn,0
⎫⎬⎭.
Therefore the intersection Hn′,n′g∩gHn,0 is determined by the following equa-
tions:
a4α+ a5δ = b1δ, a1α+ a2δ = b1α, (a7 − b4)ρ = b6ι,
a4β+a5ε+a6ρ = b2δ+b4ε+b6θ, a1β+a2ε+a3ρ = b2α+b4β+b6γ, (a7−b7)ι = b5ρ,
a4γ + a5θ + a6ι = b3δ + b5ε+ b7θ, a1γ + a2θ + a3ι = b3α+ b5β + b7γ.
Now a4α+ a5δ = b1δ implies a4 = 0 and since δ ̸= 0 we get additionally a5 =
b1. From a1α+a2δ = b1α we deduce a1 = b1 and a2 = 0. Using (a7−b4)ρ = b6ι
we obtain b6 = 0 and a7 = b4 because ρ ̸= 0. The equation (a7 − b7)ι = b5ρ
yields a7 = b7 and b5 = 0. Because of a4β + a5ε + a6ρ = b2δ + b4ε + b6θ we
see that a5 = b4. We derive the following remaining equations:
a6ρ = b2δ, a3ρ = b2α, a6ι = b3δ, a3ι = b3α.
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Since ϑ = 0 and the entries of a row in g have to be coprime, we know that
ρ and ι are coprime polynomials. Together with the above equations this
implies that there exists some b ∈ k[t], such that a3 = bα. For the degree
of the polynomial b we have deg(b) ≤ deg(a3) − deg(α) ≤ n′ − d+n′−2n3 =
2n′+2n−d
3 = −κ. Due to the equations we get b2 = bρ, a6 = bδ and b3 = bι.
Hence the intersection is given by
Hn′,n′g ∩ gHn,0 =
⎧⎨⎩
⎛⎝a1 0 bα0 a1 bδ
0 0 a1
⎞⎠ g | a1 ∈ k×, deg(b) ≤ −κ
⎫⎬⎭.
We arrive at |Hn′,n′g∩ gHn,0| = q−κ+1. Note that we divide by q− 1 since we
are working in the projective group. Thus the size of a double coset in this
case is given by |Hn′,n′gHn,0| = (q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2qκ−1.
We conclude there are
|Υn′,n′,n,0|
|Hn′,n′gHn,0| =
(q−1)2(q2−1)2qd+2κ+2n+2n′+1
(q2−1)2(q2−q)2q2n′+2n+5+κ = q
d+κ−4
double cosets in this case, if the degree of f fulfills d ≥ 4 − κ ≥ 5 (cf. 1(h)i
and 2(h)i).
c) The case n′ > m′ > 0: Now we distinguish between three subcases. The three
cases are d < 2n+n′−m−2m′, d = 2n+n′−m−2m′ and d > 2n+n′−m−2m′.
1. case: d < 2n+n′−m−2m′. Here we have deg(δ) < 0 and hence δ = 0. So
the determinant ofM can be written as det(M) = α(ει−ρθ) = λf . According
to the Irreducibility of f we get
(ει− ρθ ∈ k×, α = µf , for some µ ∈ k×) or (α ∈ k×, ει− ρθ = µf , for some
µ ∈ k×).
Assume ει−ρθ ∈ k× and α = µf . Then d ≤ deg(α) ≤ d+2n′−2n+m−m′3 , which
implies 2d ≤ 2n′ − 2n + m − m′, i.e. d ≤ n′ − n − m′2 . But from this we
get deg(ρ) ≤ −m′2 < 0 and deg(ι) ≤ −m
′
2 < 0 and hence ει − ρθ = 0. This
contradicts ει− ρθ ∈ k×.
Now let α ∈ k× and ει − ρθ = µf . From this we derive d ≤ deg(ει − ρθ) ≤
2d+2n−2n′+m′
3 . In particular, we have d ≤ 2n − 2n′ + m′. If we assume
d < 2n − 2n′ + m′, then deg(α) ≤ d+2n′−2n−m′3 < 0 yields α = 0, which
contradicts α ̸= 0. So we have d = 2n− 2n′+m′ and deg(α) ≤ 0, deg(β) ≤
n, deg(γ) ≤ n, deg(δ) ≤ −n′+m′ < 0, deg(ε) ≤ n−n′+m′, deg(θ) ≤
n− n′ +m′, deg(ρ) ≤ n− n′, deg(ι) ≤ n− n′.
We conclude that n ≥ n′, because otherwise the degree restraints imply
ϑ = 0 = ρ = ι, which contradicts det(M) ̸= 0.
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First consider the case n = n′. It follows d = m′, deg(ε) ≤ d, deg(θ) ≤ d and
ρ, ι ∈ k.
Suppose ρ = 0. Then det(M) = αει = λf . According to the degree restraints
and the Irreducibility of f there exists a µ ∈ k× with ε = µf and α and ι are
non-zero elements in the field K. It follows⎛⎝α β γ0 ε θ
0 0 ι
⎞⎠ =
⎛⎝α 0 γ0 µ θ
0 0 ι
⎞⎠⎛⎝1 0 00 f 0
0 0 1
⎞⎠⎛⎝1 α−1β 00 1 0
0 0 1
⎞⎠ ∈
Hn′,m′
⎛⎝1 0 00 f 0
0 0 1
⎞⎠Hn,0.
If ρ is a non-zero element in k we may deduce from ει − ρθ = µf , that
θ = ρ−1(ει− µf). Now we get⎛⎝α β γ0 ε θ
0 ρ ι
⎞⎠ =
⎛⎝1 0 00 −ρ−1µ ε
0 0 ρ
⎞⎠⎛⎝1 0 00 f 0
0 0 1
⎞⎠⎛⎝α β γ0 0 1
0 1 ρ−1ι
⎞⎠
∈ Hn′,m′
⎛⎝1 0 00 f 0
0 0 1
⎞⎠Hn,0.
Therefore, we obtain one double coset in this case (cf. 1(a)i and 2(a)i).
Next consider the case n > n′. Then deg(ε) < d, deg(θ) < d, deg(ρ) <
d, deg(ι) < d. Due to Lemma 3.5.9 the cardinality of the set Υn′,m′,n,0 is
the following: |Υn′,m′,n,0| = (q−1)2(qd+qd−1)(q2−q)q2n+2. For the length of
a double coset we have the formula |Hn′,m′gHn,0| = |Hn′,m′ ||Hn,0||g−1Hn′,m′g∩Hn,0| , where
g ∈ Υn′,m′,n,0 is a representative of the double coset. By 2.6.8 we know that
|Hn,0| = (q2 − 1)(q2 − q)q2n+2 and |Hn′,m′ | = (q − 1)2q2n′+3. In order to
calculate the length of a given double coset we need to know the cardinality
of the intersection |g−1Hn′,m′g ∩Hn,0|. Let g ∈ Υn′,m′,n,0 be a representative
of some double coset. Then we may assume that α = 1, β = 0 = γ, i.e.
that g =
⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠. Moreover, we may assume det(g) = f . We compute
g−1Hn′,m′g =⎧⎨⎩
⎛⎝1 0 00 ιf − θf
0 − ρf εf
⎞⎠(a1 a2 a30 a4 a5
0 0 a6
)(
1 0 0
0 ε θ
0 ρ ι
)
|
(
a1 a2 a3
0 a4 a5
0 0 a6
)
∈ Hn′,m′
⎫⎬⎭ =
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⎧⎨⎩
⎛⎝a1 a2ε+ a3ρ a2θ + a3ι0 a4ιε+a5ιρ−a6ρθf a4ιθ+a5ι2−a6ιθf
0 −a4ρε−a5ρ
2+a6ρε
f
−a4ρθ−a5ιρ+a6ει
f
⎞⎠ | (a1 a2 a30 a4 a5
0 0 a6
)
∈ Hn′,m′
⎫⎬⎭.
If we intersect this set with Hn,0, we have that each entry of this matrix is
a polynomial. Thus the polynomial f divides −a4ρε − a5ρ2 + a6ρε. Since
deg(ρ) < d = deg(f), it follows that f divides −a4ε − a5ρ + a6ε. According
to deg(a5ρ) < d and deg(ε) < d this implies −a4ε− a5ρ+ a6ε = 0 and hence
a5ρ = (a6 − a4)ε. Moreover, we know that f divides a4ιε + a5ιρ − a6ρθ =
a4(f + ρθ) + a5ρι− a6ρθ, using the determinant of g. Since f divides a4f we
see that f divides ρ((a4 − a6)θ + a5ι). Because of deg(ρ) < d, deg(θ) < d
and deg(a5ι) < d we get a5ι = (a6 − a4)θ. If we assume that (a6 − a4) is a
non-zero element in k, then we have that a5 is a non-zero element in k[t], too.
But this yields ε = a5(a6 − a4)−1ρ and θ = a5(a6 − a4)−1ι, whence
(
ε
θ
)
and(
ρ
ι
)
are linearly dependent, which implies that the determinant of g is zero,
a contradiction to det(g) = f . We deduce a5 = 0 and a4 = a6. Then
g−1Hn′,m′g ∩Hn,0 =⎧⎨⎩
⎛⎝a1 a2ε+ a3ρ a2θ + a3ι0 a4 0
0 0 a4
⎞⎠ | a1, a4 ∈ K×, deg(a2) ≤ n′ −m′, deg(a3) ≤ n′
⎫⎬⎭.
We conclude |g−1Hn′,m′g ∩ Hn,0| = (q − 1)q2n′−m′+2. Therefore we see that
every double coset has the same length, because the size of the intersection
g−1Hn′,m′g∩Hn,0 is the same for every g ∈ Υn′,m′,n,0. Let C be a system of rep-
resentatives for the double cosets. Then
∑
g∈C
|Hn′,m′ ||Hn,0|
|g−1Hn′,m′g∩Hn,0| = |Υn′,m′,n,0|.
Hence
|C| =∑g∈C 1 = |Υn′,m′,n,0| · |g−1Hn′,m′g∩Hn,0||Hn′,m′ ||Hn,0| = qd−2−m′ = q2n−2n′−2,
if we have d ≥ m′ + 2 ≥ 3 (cf. 1(d)ii and 2(d)ii).
2. case: d = 2n + n′ − m − 2m′. Now the degree restraints for the entries
of M are given by deg(α) ≤ n′ − m′, deg(β) ≤ n + n′ − m′, deg(γ) ≤
n+ n′ −m′, deg(δ) ≤ 0, deg(ε) ≤ n, deg(θ) ≤ n, deg(ρ) ≤ n−m′, deg(ι) ≤
n −m′. Here we necessarily have n ≥ m′, since otherwise ρ = 0 = ι = ϑ is a
contradiction to det(M) ̸= 0.
Assume δ = 0. In this case det(M) = α(ει−ρθ) and similar to the above case
d < 2n+ n′ −m− 2m′ we obtain d = 2n− 2n′ +m′. Thus 2n− 2n′ +m′ =
d = 2n+ n′−m− 2m′, but this means m′ is equal to n′, what is not possible
since we are in the case n′ > m′. Therefore, δ ̸= 0.
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Next we consider the two subcases n = m′ and n > m′. We start with n = m′.
This yields d = n′ and ρ and ι are elements in the field k. Whence, we can
find a suitable matrix in Hn,0, such that the multiplication with this matrix
yields a new matrix M , where we have ρ = 0 and ι = 1. Furthermore, the
determinant of this matrix M is given by det(M) = αε − δβ = λf . Thus
β = δ−1(αε− λf). Using this Identity we compute⎛⎝α β γδ ε θ
0 0 ι
⎞⎠ =
⎛⎝δ−1λ δ−1α γ0 1 θ
0 0 1
⎞⎠⎛⎝0 f 01 0 0
0 0 −1
⎞⎠⎛⎝δ ε 00 −1 0
0 0 −1
⎞⎠ ∈
Hn′,m′
⎛⎝0 f 01 0 0
0 0 −1
⎞⎠Hn,0.
So there is only one double coset in this case (cf. 1(a)i and 2(a)i).
Let n > m′. As representative for our double coset we can assume ε = 0 = θ
and δ = 1 (multiply with a suitable matrix from Hn,0), and moreover, we can
assume α = 0 (multiply with a suitable matrix from Hn′,m′). Furthermore,
we may assume the determinant equal to f , which means λ = 1. So we take
g :=
⎛⎝0 β γ1 0 0
0 ρ ι
⎞⎠ with det(g) = f as a representative for the double coset.
We calculate
g−1Hn′,m′g =⎧⎨⎩
⎛⎝ 0 1 0− ιf 0 γf
ρ
f 0 −βf
⎞⎠(a1 a2 a30 a4 a5
0 0 a6
)(
0 β γ
1 0 0
0 ρ ι
)
|
(
a1 a2 a3
0 a4 a5
0 0 a6
)
∈ Hn′,m′
⎫⎬⎭ =⎧⎨⎩
⎛⎝ a4 a5ρ a5ι−a2ιf −ι(a1β+a3ρ)+a6ργf −ι(a1γ+a3ι)+a6ιγf
a2ρ
f
ρ(a1β+a3ρ)−a6βρ
f
ρ(a1γ+a3ι)−a6βι
f
⎞⎠ | (a1 a2 a30 a4 a5
0 0 a6
)
∈ Hn′,m′
⎫⎬⎭.
In g−1Hn′,m′g∩Hn,0: The entries of a matrix in this intersection are necessar-
ily polynomials. Hence a2 = 0 and f divides ρ(a1β + a3ρ− a6β). According
to the Irreducibility of f and for degree reasons it follows that the condition
can only be fulfilled if (a1 − a6)β + a3ρ = 0, i.e. (a6 − a1)β = a3ρ. Since f is
irreducible, the polynomials ρ and β are coprime. Together with the fact that
either ρ or β has to be a polynomial of maximal possible degree the above
equation leads to a6 = a1 and a3 = 0. We conclude
g−1Hn′,m′g∩Hn,0 =
⎧⎨⎩
⎛⎝a4 a5ρ a5ι0 a1 0
0 0 a1
⎞⎠ | a1, a4 ∈ k×, deg(a5) ≤ m′
⎫⎬⎭. Thus
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|g−1Hn′,m′g ∩Hn,0| = (q − 1)qm′+1.
Using Lemma 3.5.12 1.b) we see that |Υn′,m′,n,0| = (q−1)2(q2−1)qd+κ+2n+n′+3.
With 2.6.8 it follows that there are
|Υn′,m′,n,0|
|Hn′,m′ ||Hn,0| |g
−1Hn′,m′g ∩Hn,0| = (q−1)
2(q2−1)qd+κ+2n+n′+3
(q−1)2q2n′+3(q2−q)(q2−q)q2n+2 (q − 1)qm
′+1 =
q2n−2m′−2 = qd−n′−2,
double cosets, if d ≥ n′ + 2 ≥ 4 (cf. 1(d)ii and 2(d)ii).
3.case: d > 2n+ n′ −m− 2m′. In this case we do again a case distinction.
First let d ≤ n′ − n + 2m + m′. Then the degree restraints are deg(α) ≤
n′−n+m = n′−n, deg(β) ≤ n′, deg(γ) ≤ n′+m = n′, deg(δ) ≤ m+m′−n =
m′ − n, deg(ε) ≤ m′, deg(θ) ≤ m +m′ = m′, deg(ρ) ≤ 0, deg(ι) ≤ m = 0.
Because of 2n + n′ − m − 2m′ < d ≤ n′ − n + 2m + m′ we have n < m′.
If we multiply with a certain matrix from Hn,0 we may assume ρ = 0 and
ι = 1. For the determinant we obtain det(M) = αε− δβ = λf . This implies
d = deg(αε − δβ) ≤ n′ − n +m′. Together with 0 = deg(ι) ≤ d+n−n′−m′3 we
have d = n′ − n+m′.
For the double coset with representativeM we choose another representative,
in particular we choose
⎛⎝1 0 −γ0 1 −θ
0 0 1
⎞⎠⎛⎝α β γδ ε θ
0 0 1
⎞⎠
=
⎛⎝α β 0δ ε 0
0 0 1
⎞⎠ =: g with det(g) = αε− δβ = f .
We calculate
gHn,0g
−1 =⎧⎪⎨⎪⎩
⎛⎝α β 0δ ε 0
0 0 1
⎞⎠⎛⎝a1 a2 a30 a4 a5
0 a6 a7
⎞⎠
⎛⎜⎝ εf −
β
f 0
− δf αf 0
0 0 1
⎞⎟⎠ |
⎛⎝a1 a2 a30 a4 a5
0 a6 a7
⎞⎠ ∈ Hn,0
⎫⎪⎬⎪⎭ =⎧⎪⎨⎪⎩
⎛⎜⎝
a1αε−δ(a2α+a4β)
f
−a1αβ+α(a2α+a4β)
f a3α+ a5β
a1δε−δ(a2δ+a4ε)
f
−a1δβ+α(a2δ+a4ε)
f a3δ + a5ε
−a6δf a6αf a7
⎞⎟⎠ |
⎛⎝a1 a2 a30 a4 a5
0 a6 a7
⎞⎠ ∈ Hn,0
⎫⎪⎬⎪⎭.
Intersection with Hn′,m′ : A matrix in this intersection has polynomial entries.
For degree reasons we obtain a6 = 0 and f divides a1αε − a2αδ − a4δβ =
a1f−a2αδ−(a4−a1)δβ, where the equation holds because of the determinant
of g. Since f divides a1f it follows that f has to divide a2αδ+ (a1− a4)δβ =
δ(a2α+(a1−a4)β). For degree reasons this yields a2α+(a1−a4)β = 0. Since
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f is irreducible the polynomials α and β are coprime. Moreover, at least one
of the polynomials α and β has its maximal possible degree. These are the
reasons, why we necessarily have a2 = 0 and a1 = a4. For the intersection we
conclude
gHn,0g
−1 ∩Hn′,m′ =⎧⎨⎩
⎛⎝a1 0 a3α+ a5β0 a1 a3δ + a5ε
0 0 a7
⎞⎠ | a1, a7 ∈ k×, a5 ∈ k, a3 ∈ k[t] with deg(a3) ≤ n
⎫⎬⎭.
We deduce that |gHn,0g−1 ∩ Hn′,m′ | = (q − 1)qn+2. With d = n′ − n + m′
it is κ = d−2n−n
′+m−m′
3 = −n. By Lemma 3.5.13 we obtain |Υn′,m′,n,0| =
(q − 1)(q2 − 1)2q2n′+2m′−n+2.
According to 2.6.8 this leads to
|Υn′,m′,n,0|
|Hn′,m′ ||Hn,0| |gHn,0g
−1 ∩Hn′,m′ | = (q−1)(q
2−1)2q2n′+2m′−n+2
(q−1)2q2n′+3(q2−1)(q2−q)q2n+2 (q − 1)qn+2 =
(q + 1)q2m
′−2n−2 = (q + 1)qd−n′+m′−n−2
double cosets, if d ≥ n′ −m′ + n+ 2 ≥ 4 (cf. 1(i)ii and 2(i)ii).
Now consider the subcase d > n′ − n+ 2m+m′. Then the degree restraints
are given by
deg(α) ≤ d+2n′−2n−m′3 , deg(β) ≤ d+2n
′+n−m′
3 , deg(γ) ≤
d+2n′+n−m′
3 , deg(δ) ≤ d−n
′−2n+2m′
3 , deg(ε) ≤ d−n
′+n+2m′
3 , deg(θ) ≤
d−n′+n+2m′
3 , deg(ρ) ≤ d−n
′+n−m′
3 , deg(ι) ≤ d−n
′+n−m′
3 .
Moreover, we still have d > 2n + n′ − m − 2m′, which means κ + m′ > 0.
Furthermore we know that δ has to be non-zero, because otherwise det(M) =
α(ει−ρθ) = λf yields a contradiction to the Irreducibility of f , since deg(ει−
ρθ) ≤ 2d−2n′+2n+m′3 < d−n′+m′ < d and deg(α) ≤ d+2n
′−2n−m′
3 < d−m′ < d.
If we multiply with matrices from Hn′,m′ and Hn,0, the polynomial δ is just
multiplied with some non-zero elements from the field k, i.e. the degree of
δ does not change by this multiplication. This leads to the following case
distinction when we want to choose a suitable representative for the double
coset:
• If deg(δ) is equal to the maximal possible degree for δ then we choose
g =
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠, such that δ, ι and β have their respective maximal
possible degree and all other entries have not their respective maximal
possible degree, as a representative for the double coset.
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• If δ has not its maximal possible degree, we choose as representative the
matrix g =
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠, with α, ε and ι of their respective maximal
possible degree and all entries different from these three have not their
respective maximal possible degree.
Thus we have
Hn′,m′g =
{(
a1α+ a2δ a1β + a2ε+ a3ρ a1γ + a2θ + a3ι
a4δ a4ε+ a5ρ a4θ + a5ι
0 a6ρ a6ι
)
|
(
a1 a2 a3
0 a4 a5
0 0 a6
)
∈ Hn′,m′
}
and
gHn,0 =
⎧⎨⎩
⎛⎝b1α b2α+ b4β + b6γ b3α+ b5β + b7γb1δ b2δ + b4ε+ b6θ b3δ + b5ε+ b7θ
0 b4ρ+ b6ι b5ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 b6 b7
⎞⎠ ∈ Hn,0
⎫⎬⎭.
The intersection of these two sets is determined by the equations:
a4δ = b1δ, a1α+ a2δ = b1α, a6ρ = b4ρ+ b6ι,
a4ε+a5ρ = b2δ+b4ε+b6θ, a1β+a2ε+a3ρ = b2α+b4β+b6γ, a6ι = b5ρ+b7ι,
a4θ + a5ι = b3δ + b5ε+ b7θ, a1γ + a2θ + a3ι = b3α+ b5β + b7γ.
With δ ̸= 0 it follows a4 = b1. Since ι is of degree d−n′+n−m′3 > 0 and the
polynomials ι and ρ are coprime we deduce from a6ρ = b4ρ+ b6ι that b6 = 0
and a6 = b4. The equation a6ι = b5ρ+ b7ι implies a6 = b7 and b5 = 0.
Next we distinguish the two cases for the representative we have chosen.
• If δ has its maximal possible degree, then a1α+ a2δ = b1α yields b1 = a1
and a2 = 0, since α and δ are coprime polynomials and deg(δ) = κ+m
′ >
0. Using a1β+a2ε+a3ρ = b2α+b4β+b6γ we get a1 = b4 and hence a3ρ =
b2α. The other equations are a5ρ = b2δ, a5ι = b3δ and a3ι = b3α. Since
α and δ are coprime polynomials we know from the latter two equations
that there exists a polynomial b ∈ k[t], such that b3 = bι. Moreover, the
polynomial b has degree deg(b) = deg(b3) − deg(ι) ≤ n − (κ + n) = −κ.
With the other equations we arrive at b2 = bρ, a5 = bδ and a3 = bα.
Thus Hn′,m′g ∩ gHn,0 =
⎧⎨⎩
⎛⎝a1 0 bα0 a1 bδ
0 0 a1
⎞⎠ g | a1 ∈ k×, deg(b) ≤ −κ
⎫⎬⎭.
• If δ has not its maximal possible degree we deduce again from a1α+a2δ =
b1α that a1 = b1 and a2 = 0, but now we use the fact that deg(α) =
κ + n′ > 0 and the polynomials α and δ are coprime. The equation
a4ε+ a5ρ = b2δ + b4ε+ b6θ leads to a4 = b4 and whence a5ρ = b2δ. The
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other equations are a5ι = b3δ, a3ι = b3α and a3ρ = b2α. Now it follows
similar to the previous case that there exists some b ∈ k[t] with deg(b) ≤
−κ and a3 = bα, a5 = bδ, b2 = bρ and b3 = bι. Therefore we have again
Hn′,m′g ∩ gHn,0 =
⎧⎨⎩
⎛⎝a1 0 bα0 a1 bδ
0 0 a1
⎞⎠ g | a1 ∈ k×, deg(b) ≤ −κ
⎫⎬⎭.
This implies that we have only one possible length for the double cosets in
this case. In particular, |Hn′,m′g ∩ gHn,0| = q−κ+1 and hence |Hn′,m′gHn,0| =
(q − 1)2q2n′+3(q2 − 1)(q2 − q)q2n+2qκ−1.
Remember that −κ < m′. Due to Lemma 3.5.12 we have |Υn′,m′,n,0| =
(q − 1)2(q2 − 1)2qd+2κ+2n+n′+m′+1. Whence, we get
|Υn′,m′,n,0|
|Hn′,m′gHn,0| =
(q−1)2(q2−1)2qd+2κ+2n+n′+m′+1
(q−1)2q2n′+3(q2−1)(q2−q)q2n+2qκ−1 = (q + 1)q
d+κ−n′+m′−4
double cosets, if d ≥ n′ −m′ − κ+ 4 ≥ 1 + 1 + 4 = 6 (cf. 1(p)i and 2(p)i).
3. n > m > 0
a) n′ > m′ = 0: According to the symmetry 3.7.4 we compute this case from
the solutions of the case n = m > 0 and n′ > m′ > 0. Therefore we find one
double coset in the case d = n − n′ = m (cf. 1(a)ii and 2(a)ii). Moreover,
we obtain qd−m−2 double cosets, if we have d > n − n′ > m, together with
d ≥ m+ 2 ≥ 3 (cf. 1(b)i and 2(b)i).
b) n′ = m′ > 0: Here it is again possible to use the symmetry 3.7.4. Due to the
solutions for the case n > m = 0 and n′ > m′ > 0 we conclude the following
solutions for the given case: We work with the case distinction into the cases
d < n′ +m′ − n+ 2m, d = n′ +m′ − n+ 2m and d > n′ +m′ − n+ 2m.
In the first case d < n′+m′−n+2m we have one double coset if d = n−m and
n = n′ holds (cf. 1(a)ii and 2(a)ii). Furthermore there are qd−n+m−2 double
cosets for n′ > n and if we have additionally the equation d = 2n′−n−m ≥ 3
for the degree (cf. 1(b)ii and 2(b)ii).
If we consider the second case d = n′+m′−n+2m, the symmetry argument
yields the following solutions: For d = n = n′+m there exists only one double
coset (cf. 1(a)iii and 2(a)iii). In the case n′ > n −m we find qd−n−2 double
cosets, if the degree fulfills d ≥ n+ 2 ≥ 4 (cf. 1(c)i and 2(c)i).
To solve the last case d > n′ +m′ − n+ 2m with the symmetry argument we
do again case distinction: The case d ≤ 2n−m−n′ implies (q+1)qd−n′−m−2
double cosets, if d = 2n−m−n′, n′ < n−m and d ≥ n′+m+2 ≥ 4 holds (cf.
1(i)i and 2(i)i). In the last subcase d > 2n−m−n′ we obtain (q+1)qd+κ−m−4
double cosets, if d ≥ m+ 4− κ ≥ 1 + 4 + 1 = 6 (cf. 1(o)i and 2(o)i).
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c) n′ > m′ > 0: We divide this case into the three subcases d < 2n+ n′ −m−
2m′, d = 2n+ n′ −m− 2m′ and d > 2n+ n′ −m− 2m′.
We start with d < 2n+n′−m−2m′. Whence, δ = 0 and det(M) = α(ει−ρθ) =
λf . The Irreducibility of f yields two cases:
First case: α = µf , for µ ∈ k×, and ει− ρθ ∈ k×. This implies d = deg(α) ≤
d+2n′−2n+m−m′
3 , whence 2d ≤ 2n′−2n+m−m′. According to deg(ει−ρθ) ≤
2d−2n′+2n−m+m′
3 and ει − ρθ ∈ k× it follows 2d = 2n′ − 2n +m −m′. This
leads to deg(ρ) ≤ −m+m′2 < 0, deg(ε) ≤ m
′−m
2 and deg(ι) ≤ m−m
′
2 . Since ει
is an element in k×, these degree restraints imply m = m′. Then d = n′ − n.
The other degree restraints are deg(α) = d, deg(β) ≤ n′ − m, deg(γ) ≤
n′, deg(θ) ≤ m.
We calculate⎛⎝α β γ0 ε θ
0 0 ι
⎞⎠ =
⎛⎝µ β γ0 ε θ
0 0 ι
⎞⎠⎛⎝f 0 00 1 0
0 0 1
⎞⎠⎛⎝1 0 00 1 0
0 0 1
⎞⎠ ∈
Hn′,m′
⎛⎝f 0 00 1 0
0 0 1
⎞⎠Hn,m.
Hence we obtain one double coset in this case (cf. 1(a)i and 2(a)i).
Second case: α ∈ k× and ει−ρθ = µf , for some µ ∈ k×. The degree restraints
imply d = deg(ει− ρθ) ≤ 2d−2n′+2n−m+m′3 and hence d ≤ 2n− 2n′ −m+m′.
Now α ∈ k× yields d = 2n − 2n′ −m +m′. We obtain the following degree
restraints deg(β) ≤ n−m, deg(γ) ≤ n, deg(ε) ≤ n− n′ −m+m′, deg(θ) ≤
n− n′ −m, deg(ρ) ≤ n− n′ −m, deg(ι) ≤ n− n′. So we have n ≥ n′, since
otherwise ϑ = 0 = ρ = ι.
Suppose n = n′. In this case deg(ρ) < 0 and hence µf = ει. According to the
degree restraints and the Irreducibility of f we know ι = µ ∈ k× and ε = f .
We conclude⎛⎝α β γ0 ε θ
0 0 ι
⎞⎠ =
⎛⎝1 0 00 1 θ
0 0 ι
⎞⎠⎛⎝1 0 00 f 0
0 0 1
⎞⎠⎛⎝α β γ0 1 0
0 0 1
⎞⎠ ∈
Hn′,m′
⎛⎝1 0 00 f 0
0 0 1
⎞⎠Hn,m.
In particular, there is only one double coset in this case (cf. 1(a)i and 2(a)i).
Consider the case n > n′. We distinguish three subcases: n′ + m > n,
n′ +m = n and n′ +m < n.
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For n′ +m > n we conclude ρ = 0 and ει = µf from the degree restraints.
Moreover, deg(ε) ≤ d−n+n′ < d and the Irreducibility of f imply ε = µ ∈ k×
and ι = f . This means 2n−2n′−m+m′ = d = deg(ι) ≤ n−n′, which leads to
n+m′ ≤ n′+m. Assume n+m′ < n′+m, then 0 = deg(ε) ≤ n−n′−m+m′ < 0
is a contradiction. Hence, n+m′ = n′ +m and d = n− n′.
We obtain ⎛⎝α β γ0 ε θ
0 0 ι
⎞⎠ =
⎛⎝1 0 00 1 0
0 0 1
⎞⎠⎛⎝1 0 00 1 0
0 0 f
⎞⎠⎛⎝α β γ0 ε θ
0 0 1
⎞⎠ ∈
Hn′,m′
⎛⎝1 0 00 1 0
0 0 f
⎞⎠Hn,m.
Which says there is only one double coset (cf. 1(a)ii and 2(a)ii).
If n′ + m = n, then deg(ρ) ≤ 0 and d = n − n′ + m′. Assume ρ = 0.
This implies with ει = f a contradiction to the irreducibility of f , since
deg(ε) ≤ n − n′ −m +m′ < d and deg(ι) < d. We obtain ρ ∈ k× and from
the determinant of M we deduce θ = ρ−1(ει− f). Whence,⎛⎝α β γ0 ε θ
0 ρ ι
⎞⎠ =
⎛⎝1 0 00 −ρ−1 ρ−1ε
0 0 1
⎞⎠⎛⎝1 0 00 0 f
0 1 0
⎞⎠⎛⎝α β γ0 ρ ι
0 0 1
⎞⎠ ∈
Hn′,m′
⎛⎝1 0 00 0 f
0 1 0
⎞⎠Hn,m.
So there is only one double coset (cf. 1(a)iii and 2(a)iii).
Suppose n′ +m < n. Via multiplication by a suitable matrix from Hn,m we
can assume α = 1, β = 0 = γ. In particular, we choose g :=
⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠ with
det(g) = f as a representative for the double coset of M . Then we compute
g−1Hn′,m′g =⎧⎨⎩
⎛⎝1 0 00 ιf − θf
0 − ρf εf
⎞⎠⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎬⎭ =⎧⎪⎨⎪⎩
⎛⎜⎝a1 a2ε+ a3ρ a2θ + a3ι0 a4ιε+a5ιρ−a6ρθf a4ιθ+a5ι2−a6ιθf
0 −a4ρε−a5ρ
2+a6ρε
f
−a4ρθ−a5ιρ+a6ει
f
⎞⎟⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎪⎬⎪⎭.
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If we take the intersection with Hn,m the entries of a matrix are polynomials.
So we obtain (a4−a6)ε+a5ρ = 0. Since ρ and ε are coprime polynomials and
either ρ or ε is of its maximal possible degree we deduce a4 = a6 and a5 = 0.
Hence
g−1Hn′,m′g ∩Hn,m =⎧⎨⎩
⎛⎝a1 a2ε+ a3ρ a2θ + a3ι0 a4 0
0 0 a4
⎞⎠ | a1, a4 ∈ k×, deg(a2) ≤ n′ −m′, deg(a3) ≤ n′
⎫⎬⎭.
Thus |g−1Hn′,m′g ∩Hn,m| = (q − 1)q2n′−m′+2.
Using Lemma 3.5.9 and Remark 2.6.8 we obtain
|Υn′,m′,n,m|
|Hn′,m′ ||Hn,m| |g
−1Hn′,m′g ∩Hn,m| =
(q−1)2(qd+qd−1)(q2−q)q2n−m+2
(q−1)2q2n′+3(q−1)2q2n+3 (q − 1)q2n
′−m′+2 = (q + 1)qd−m−m′−2
double cosets, if the degree of f is at least d ≥ m+m′ + 2 ≥ 4 (cf. 1(j)i and
2(j)i).
Consider the case d = 2n + n′ − m − 2m′. Assume δ = 0. As in the case
d < 2n + n′ − m − 2m′ above we have d = n′ − n and m = m′ or d =
2n − 2n′ −m +m′. The first case yields n′ − n = d = 2n + n′ −m − 2m′ =
2n+ n′ − 3m and hence n = m, which is a contradiction. In the second case
2n − 2n′ −m +m′ = d = 2n + n′ −m − 2m′, which means n′ = m′, again a
contradiction. Therefore, we conclude δ ∈ k×. We have
deg(α) ≤ n′−m′, deg(β) ≤ n+n′−m−m′, deg(γ) ≤ n+n′−m′, deg(δ) =
0, deg(ε) ≤ n−m, deg(θ) ≤ n, deg(ρ) ≤ n−m−m′, deg(ι) ≤ n−m′
for the degree restraints. Now we see that n ≥ m′, because otherwise ϑ =
0 = ρ = ι contradicts to M is invertible.
Next we distinguish several subcases.
Suppose n = m′, then d = n′ −m, ρ = 0, ι ∈ k× and αε − δβ = f . We may
write β = δ−1(αε− f) and compute⎛⎝α β γδ ε θ
0 0 ι
⎞⎠ =
⎛⎝δ−1 δ−1α γ0 1 θ
0 0 ι
⎞⎠⎛⎝0 −f 01 0 0
0 0 1
⎞⎠⎛⎝δ ε 00 1 0
0 0 1
⎞⎠ ∈
Hn′,m′
⎛⎝0 −f 01 0 0
0 0 1
⎞⎠Hn,m.
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This means there is only one double coset in this case (cf. 1(a)i and 2(a)i).
Assume m′ < n < m + m′. Then we obtain ρ = 0 and det(M) = ι(αε −
δβ) = λf , but we also have the degree restraints deg(ι) ≤ n − m′ < d
and deg(αε − δβ) ≤ n + n′ − m − m′ < d, which is a contradiction to the
Irreducibility of f .
If n = m + m′, we have d = n′ + m and ρ is an element in the field k.
The Assumption ρ = 0 yields a contradiction by similar arguments to the
above case m′ < n < m + m′. So we conclude ρ ̸= 0. From det(M) =
ι(αε− δβ)− ρ(αθ− δγ) = λf we derive γ = δ−1(αθ+ ρ−1(λf − ι(αε− δβ))).
Using this expression for γ, we calculate⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ =⎛⎝α δ−1αε+ δ−1(δβ − αε) δ−1(αθ + ρ−1(λf − ι(αε− δβ)))δ ε θ
0 ρ ι
⎞⎠ =⎛⎝δ−1ρ−1 δ−1α δ−1ρ−1(δβ − αε)0 1 0
0 0 1
⎞⎠⎛⎝0 0 f1 0 0
0 1 0
⎞⎠⎛⎝δ ε θ0 ρ ι
0 0 λ
⎞⎠ ∈
Hn′,m′
⎛⎝0 0 f1 0 0
0 1 0
⎞⎠Hn,m.
And hence there is only one double coset (cf. 1(a)iv and 2(a)iv).
Suppose n > m+m′. Since δ is a non-zero element in the field k we can choose
as representative for the double coset of M the matrix g :=
⎛⎝0 β γ1 0 0
0 ρ ι
⎞⎠ with
det(g) = f . Using this representative we compute
g−1Hn′,m′g =⎧⎪⎨⎪⎩
⎛⎜⎝ 0 1 0− ιf 0 −γf
ρ
f 0
β
f
⎞⎟⎠
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠⎛⎝0 β γ1 0 0
0 ρ ι
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎪⎬⎪⎭ =⎧⎪⎨⎪⎩
⎛⎜⎝ a4 a5ρ a5ι−a2ιf −ι(a1β+a3ρ)+a6ργf −ι(a1γ+a3ι)+a6ιγf
a2ρ
f
ρ(a1β+a3ρ)−a6ρβ
f
ρ(a1γ+a3ι)−a6ιβ
f
⎞⎟⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎪⎬⎪⎭.
Consider the intersection g−1Hn′,m′g ∩Hn,m: Since the entries of a matrix in
this intersection are polynomials we deduce a2 = 0 and ρ((a1−a6)β+a3ρ) = 0.
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If we assume ρ = 0, then it follows similar to the case m′ < n < m+m′ above,
that det(g) = −ιβ = f , but deg(ι) ≤ n−m′ = d− n− n′ +m−m′ < d and
deg(β) ≤ n+n′−m−m′ = d−n−m′ < d is a contradiction to the Irreducibility
of f . Therefore, we conclude (a1−a6)β+a3ρ = 0. Since β and ρ are coprime
polynomials with at least one of them of its maximal possible degree, we get
a1 = a6 and a3 = 0. This leads to
g−1Hn′,m′g ∩Hn,m ={(
a4 a5ρ a5ι
0 a1 0
0 0 a1
)
| a1, a4 ∈ k×, a5 ∈ k[t] with deg(a5) ≤ m′
}
and hence |g−1Hn′,m′g ∩Hn,m| = (q − 1)qm′+1.
Now d = 2n + n′ −m − 2m′ implies κ = −m′ < 0. By Lemma 3.5.12 1.b)
the cardinality of the set Υn′,m′,n,m is equal to |Υn′,m′,n,m| = (q − 1)2(q2 −
1)qd+κ+2n+n
′−m+3. Furthermore, 2.6.8 gives us |Hn,m| = (q − 1)2q2n+3. In
total we obtain
|Υn′,m′,n,m|
|Hn′,m′ ||Hn,m| |g
−1Hn′,m′g ∩Hn,m| = (q−1)
2(q2−1)qd+κ+2n+n′−m+3
(q−1)2q2n′+3(q−1)2q2n+3 (q − 1)qm
′+1 =
(q + 1)qd−m−n′−2
double cosets, if the degree d ≥ m+ n′ + 2 ≥ 5 is large enough (cf. 1(j)i and
2(j)i).
Next we consider the case d > 2n + n′ −m − 2m′. In order to do that, we
distinguish three subcases, in particular the cases d < n′ − n + 2m + m′,
d = n′ − n+ 2m+m′ and d > n′ − n+ 2m+m′.
Suppose d < n′ − n + 2m + m′. In order to solve this case we can use the
symmetry 3.7.4 and the solutions from the above subcase d < 2n+n′−m−2m′.
But since we have additionally the condition d > 2n + n′ − m − 2m′ most
of the solutions we computed in the case above can not occur in the case we
consider now. First we consider the case d = n− n′ = m−m′. This implies
m−m′ = d > 2n+n′−m−2m′ and hence we have with 0 > 2(n−m)+n′−m′
a contradiction. So this is one of the cases which does not occur. Next we
computed some double cosets in the case d = n′ − n + m′ − m. With our
additional condition n′ − n +m′ −m = d > 2n + n′ −m − 2m′ we deduce
m′ > n. This means that we calculated some subcases in the other case which
can not occur here. Only for the case m′ > n and d = n′ − n +m′ −m we
obtain (q + 1)qd−n′+m′−n+m−2 double cosets, if d ≥ n′ −m′ + n−m+ 2 ≥ 4
(cf. 1(l)i and 2(l)i).
Consider the case d = n′−n+2m+m′. We use again the symmetry 3.7.4 and
the solutions for the subcase d = 2n+n′−m−2m′. As in the previous case we
have the additional condition d > 2n+n′−m−2m′, which implies that some
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of the possible cases can not occur now. If we assume d = n − n′ +m′ and
n′ = n−m, then we conclude from n−n′+m′ = d > 2n+n′−m− 2m′ that
3m′ > n −m + 2n′ = 3n′, i.e. with m′ > n′ a contradiction. Therefore this
case does not occur. Next d = n+n′−m′ and n−m = m′ could be possible.
But this yields n+n′−m′ = d > 2n+n′−m− 2m′ and whence m′ > n−m.
We conclude that the only case which occurs is the case m′ > n − m. By
symmetry we have (q + 1)qd−n′+m′−n−2 double cosets in this case, if we also
have that d ≥ n′ −m′ + n+ 2 ≥ 1 + 2 + 2 = 5 (cf. 1(k)i and 2(k)i).
Let d > n′ − n + 2m + m′. So we know κ + m′ > 0 and κ + n − m > 0.
Remember the degree restraints for the entries of the matrix M :
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n−m+ n′, deg(γ) ≤ κ+ n+ n′, deg(δ) ≤
κ+m′, deg(ε) ≤ κ+ n−m+m′, deg(θ) ≤ κ+ n+m′, deg(ρ) ≤
κ+ n−m, deg(ι) ≤ κ+ n.
By multiplication with matrices from Hn′,m′ and Hn,m we multiply the poly-
nomials δ and ρ just with some non-zero elements in the field k, which implies
that the degree of δ and ρ can not be changed via this multiplication. This
observation leads to the following cases:
• If both, δ and ρ have not their respective maximal possible degree we
choose as representative for the double coset the matrix g =
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠,
where the entries on the diagonal, α, ε and ι, have their respective maxi-
mal possible degree and all the entries not on the diagonal have less than
the possible degree.
• If δ has its maximal possible degree and ρ has not its maximal possible
degree, we choose the representative g =
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠ with δ, β and ι of
their respective maximal possible degree and all other entries have not
their respective maximal possible degree.
• If δ is not of its maximal possible degree, but ρ is of its maximal possible
degree, we take g =
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠ with deg(ρ), deg(α) and deg(θ) respec-
tively maximal and all other entries have less degree than it is possible,
as representative for the double coset.
• If δ and ρ are both of their respective maximal possible degree, then we
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use the representative g =
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠, where δ, ρ and γ are of their
respective maximal possible degree and all the other entries have not their
respective maximal possible degree.
Next we intersect the two sets
Hn′,m′g =⎧⎨⎩
⎛⎝a1α+ a2δ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4δ a4ε+ a5ρ a4θ + a5ι
0 a6ρ a6ι
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎬⎭
and
gHn,m =
⎧⎨⎩
⎛⎝b1α b2α+ b4β b3α+ b5β + b6γb1δ b2δ + b4ε b3δ + b5ε+ b6θ
0 b4ρ b5ρ+ b6ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 0 b6
⎞⎠ ∈ Hn,m
⎫⎬⎭.
Since δ ̸= 0 ̸= ρ we deduce from b1δ = a4δ that a4 = b1 and from a6ρ = b4ρ
we get a6 = b4. The equation (a1− b1)α+ a2δ = 0 yields a1 = b1 and a2 = 0,
because α and δ are coprime polynomials and if the degree of δ is not maximal
we have chosen g such that α has maximal possible degree. Analogous we
conclude a6 = b6 and b5 = 0 from the equation (a6− b6)ι = b5ρ, since ρ and ι
are coprime polynomials and if we have that the degree of ρ is not maximal,
we know that ι has maximal possible degree. We consider the remaining
equations:
(a4 − b4)ε+ a5ρ = b2δ, (a1 − b4)β + a3ρ = b2α,
(a4 − b6)θ + a5ι = b3δ, (a1 − b6)γ + a3ι = b3α.
Now we can conclude that a1 = a4 = a6 = b1 = b4 = b6. To see this we
consider the four subcases:
• If δ and ρ have not their respective maximal possible degree the degree
of ε is maximal and the first equation yields a1 = a4 = a6 = b1 = b4 = b6.
• For δ of its maximal possible degree and ρ not of its maximal possible
degree we know that β has its maximal possible degree and the second
equation implies a1 = a4 = a6 = b1 = b4 = b6.
• The case δ has not its maximal possible degree, but ρ has its maximal
possible degree yields that θ is of its maximal possible degree and hence
by the third equation we deduce a1 = a4 = a6 = b1 = b4 = b6.
• In the last case δ and ρ have their respective maximal possible degree
and also γ is of its maximal possible degree. Then the fourth equation
gives us a1 = a4 = a6 = b1 = b4 = b6.
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So we obtain in all four cases that the remaining equations are given by
a5ρ = b2δ, a3ρ = b2α, a5ι = b3δ, a3ι = b3α.
Whence there exists a polynomial b ∈ k[t], such that deg(b) ≤ −κ and a3 =
bα, a5 = bδ, b3 = bι and b2 = bρ. Therefore there exists only one possible
size for the intersection, in particular,
Hn′,m′g∩gHn,m =
⎧⎨⎩
⎛⎝a1 0 bα0 a1 bδ
0 0 a1
⎞⎠ g | a1 ∈ k×, b ∈ k[t] with deg(b) ≤ −κ
⎫⎬⎭,
which means |Hn′,m′g∩gHn,m| = q−κ+1. For this reason there is only one pos-
sible length for the double cosets, i.e. |Hn′,m′gHn,m| = (q−1)4q2n′+2n+4+κ−1.
By Lemma 3.5.13 we obtain |Υn′,m′,n,m| = (q−1)2(q2−1)2qd+2κ+2n−m+n′+m′+1.
So we have
|Υn′,m′,n,m|
|Hn′,m′gHn,m| =
(q−1)2(q2−1)2qd+2κ+2n−m+n′+m′+1
(q−1)4q2n′+2n+4+κ−1 = (q + 1)
2qd+κ−m+m′−n′−2
double cosets in this case for d ≥ m− κ−m′+ n′+2 ≥ 1+ 1+ 1+ 2 = 5 (cf.
1(q)i and 2(q)i).
3.7.2. The case κ = 0, i.e. d = 2n+ n′ −m+m′
Now we obtain the following degree restraints deg(α) ≤ n′, deg(β) ≤ n+n′−m, deg(γ) ≤
n + n′, deg(δ) ≤ m′, deg(ε) ≤ n − m + m′, deg(θ) ≤ n + m′, deg(ϑ) ≤ 0, deg(ρ) ≤
n−m, deg(ι) ≤ n. In this case we consider 16 subcases. In particular, we consider four
different possibilities for the Indices n and m and in every case we have again four cases
for the Indices n′ and m′.
1. n > m > 0:
a) n′ = m′ = 0: In this case we have d = 2n −m and the degree restraints of
the entries of the matrix M are
deg(α) ≤ 0, deg(β) ≤ n−m, deg(γ) ≤ n, deg(δ) ≤ 0, deg(ε) ≤
n−m, deg(θ) ≤ n, deg(ϑ) ≤ 0, deg(ρ) ≤ n−m, deg(ι) ≤ n.
By multiplication with a suitable matrix from H0,0 we can assume α = 1
and ϑ = 0 = δ. A multiplication with a suitable matrix from Hn,m yields
β = 0 = γ. Hence, we choose the matrix g :=
⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠ with det(g) = f as
representative for the double coset of M .
We compute
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g−1H0,0g =⎧⎨⎩
⎛⎝1 0 00 ιf − θf
0 − ρf εf
⎞⎠⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠ ∈ H0,0
⎫⎬⎭ =⎧⎪⎨⎪⎩
⎛⎜⎝ a1 a2ε+ a3ρ a2θ + a3ιa4ι−a7θf ι(a5ε+a6ρ)−θ(a8ε+a9ρ)f ι(a5θ+a6ι)−θ(a8θ+a9ι)f
a7ε−a4ρ
f
−ρ(a5ε+a6ρ)+ε(a8ε+a9ρ)
f
−ρ(a5θ+a6ι)+ε(a8θ+a9ι
f
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠ ∈ H0,0
⎫⎪⎬⎪⎭.
In the intersection g−1H0,0g ∩ Hn,m the equality a4ι = a7θ holds. Since
ι and θ are coprime polynomials such that at least one of them is of its
maximal possible degree, this implies a4 = 0 = a7. Moreover, we have that
a8ε
2 + (a9 − a5)ερ− a6ρ2 = 0. Because ρ and ε are coprime polynomials and
not both of them are in the filed k, we obtain a6 = 0 = a8 and a5 = a9. This
leads to
g−1H0,0g ∩Hn,m =⎧⎨⎩
⎛⎝a1 a2ε+ a3ρ a2θ + a3ι0 a5 0
0 0 a5
⎞⎠ | a1, a5 ∈ k× and a2, a3 ∈ k
⎫⎬⎭,
which implies |g−1H0,0g∩Hn,m| = (q−1)q2. According to Lemma 3.5.12 2.c)
we get |Υ0,0,n,m| = (q3 − 1)(q − 1)(q2 − 1)qd+2n−m+2 = (q3 − 1)(q − 1)(q2 −
1)q2d+2. Therefore, we obtain
|Υ0,0,n,m|
|H0,0||Hn,m| |g−1H0,0g ∩Hn,m| =
(q3−1)(q−1)(q2−1)q2d+2
(q3−1)(q3−q)q2(q−1)2q2n+3 (q − 1)q2 = qd−m−2
double cosets in this case, if d ≥ m+ 2 ≥ 3 (cf. 1(b)i and 2(b)i).
b) n′ > m′ = 0: Now d = 2n+ n′ −m and
deg(α) ≤ n′, deg(β) ≤ n+ n′ −m, deg(γ) ≤ n+ n′, deg(δ) ≤ 0, deg(ε) ≤
n−m, deg(θ) ≤ n, deg(ϑ) ≤ 0, deg(ρ) ≤ n−m, deg(ι) ≤ n.
From these degree restraints we deduce that we may choose g :=
⎛⎝0 β γ1 0 0
0 ρ ι
⎞⎠
with det(g) = f as representative for the double coset of M (if necessary
multiply with a suitable matrix from Hn′,0 to get α = 0 = ϑ and δ = 1 and
then use a suitable matrix from Hn,m to get ε = 0 = θ). With this certain
representative we calculate
g−1Hn′,0g =⎧⎨⎩
⎛⎝ 0 1 0− ιf 0 −γf
ρ
f 0
β
f
⎞⎠(a1 a2 a30 a4 a5
0 a6 a7
)(
0 β γ
1 0 0
0 ρ ι
)
|
(
a1 a2 a3
0 a4 a5
0 a6 a7
)
∈ Hn′,0
⎫⎬⎭ =
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⎧⎨⎩
⎛⎝ a4 a5ρ a5ιa6γ−a2ι
f
a7γρ−ι(a1β+a3ρ)
f
a7γι−ι(a1γ+a3ι)
f
−a6β+a2ρ
f
−a7βρ+ρ(a1β+a3ρ)
f
−a7βι+ρ(a1γ+a3ι)
f
⎞⎠ | (a1 a2 a30 a4 a5
0 a6 a7
)
∈ Hn′,0
⎫⎬⎭.
In the intersection with Hn,m we obtain a6γ = a2ι and hence a6 = 0 = a2,
since γ and ι are coprime polynomials and deg(γ) or deg(ι) is the maximal
possible one. Furthermore, (a1 − a7)β + a3ρ = 0 implies a1 = a7 and a3 = 0,
because β and ρ are coprime polynomials with the maximal possible degree
for either β or ρ. Thus
g−1Hn′,0g ∩Hn,m =
⎧⎨⎩
⎛⎝a4 a5ρ a5ι0 a1 0
0 0 a1
⎞⎠ | a1, a4 ∈ k×, a5 ∈ k
⎫⎬⎭.
Therefore, |g−1Hn′,0g ∩ Hn,m| = (q − 1)q. Applying Lemma 3.5.12 2.b) we
get |Υn′,0,n,m| = (q − 1)(q2 − 1)2qd+2n−m+n′+3 = (q − 1)(q2 − 1)2q2d+3. We
calculate
|Υn′,0,n,m|
|Hn′,0||Hn,m| |g
−1Hn′,0g ∩Hn,m| = (q−1)(q
2−1)2q2d+3
(q2−1)(q2−q)q2n′+2(q−1)2q2n+3 (q − 1)q =
(q + 1)qd−n′−m−2.
This implies for d ≥ n′ +m+ 2 ≥ 4 there are (q+ 1)qd−n′−m−2 double cosets
(cf. 1(j)i and 2(j)i).
c) n′ = m′ > 0: Here d = 2n+ 2n′ −m ≥ 5 and
deg(α) ≤ n′, deg(β) ≤ n+ n′ −m, deg(γ) ≤ n+ n′, deg(δ) ≤ n′, deg(ε) ≤
n−m+ n′, deg(θ) ≤ n+ n′, deg(ϑ) ≤ 0, deg(ρ) ≤ n−m, deg(ι) ≤ n.
If we multiply with matrices fromHn′,n′ from left and with matrices fromHn,m
from right the lower left entry ϑ is only multiplied with some elements in k×.
We deduce that we have two different types of double cosets, in particular,
with ϑ = 0 or ϑ ̸= 0.
First suppose ϑ = 0:
When we consider again the multiplication with elements from Hn′,n′ from
the left and elements from Hn,m from the right we find, according to ϑ = 0,
that the entry ρ can only be multiplied with non-zero elements of the field.
Therefore we have the following two cases:
• If the degree of ρ is not the maximal possible one, then we choose as
representative for the double coset the matrix g :=
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠, where
only the entries on the diagonal have their respective maximal possible
degree.
104
3.7. The edges of Γ˜\X
• If ρ is a polynomial of its maximal possible degree, we take the repre-
sentative g :=
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠ with α, ρ and θ of their respective maximal
possible degree, while all other entries are polynomials which have less
degree than it is possible.
In order to compute the size of the double coset, we calculate first the cardi-
nality of the intersection of
Hn′,n′g =⎧⎨⎩
⎛⎝a1α+ a2δ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
0 a7ρ a7ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎬⎭
with
gHn,m =
⎧⎨⎩
⎛⎝b1α b2α+ b4β b3α+ b5β + b6γb1δ b2δ + b4ε b3δ + b5ε+ b6θ
0 b4ρ b5ρ+ b6ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 0 b6
⎞⎠ ∈ Hn,m
⎫⎬⎭.
In the intersection we have a7ρ = b4ρ and hence a7 = b4 since ρ ̸= 0. Further-
more there are the equations (a1 − b1)α+ a2δ = 0 = a4α+ (a5 − b1)δ. They
imply a1 = b1, a2 = 0 and a4 = 0, a5 = b1, because in both cases the entry α
of the representative g has its maximal possible degree, but the polynomial δ
has less degree than it is possible.
• In the case where the degree of ρ is not the maximal possible one we
consider the equation a7ι = b5ρ + b6ι, which yields a7 = b6 and b5 = 0,
since ι is of its maximal possible degree and ρ is not of its maximal
possible degree. From the equation a4β+a5ε+a6ρ = b2δ+b4ε we deduce
(b1 − b4)ε + a6ρ = b2δ and hence b1 = b4, because in this equation only
the polynomial ε is of its maximal possible degree. Now the remaining
equations are a6ρ = b2δ, a3ρ = b2α, a3ι = b3α and a6ι = b3δ. Since ι
and ρ are coprime polynomials and α has degree n′ > 0 it follows that
there exists an element b ∈ k with a3 = bα, a6 = bδ b2 = bρ and b3 = bι.
• Now consider the case where ρ has its maximal possible degree. Here we
start again with the equation a7ι = b5ρ+b6ι. The degree of ρ is n−m and
whence greater than zero. Moreover, the polynomials ρ ∈ k[t] \ k and ι
are coprime. Therefore we deduce a7 = b6 and b5 = 0. With the equation
a4γ + a5θ + a6ι = b3δ + b5ε + b6θ we find (b1 − b6)θ + a6ι = b3δ, which
means b1 = b6 due to the fact that θ has its maximal possible degree and
the other two polynomials do not have their respective maximal possible
degree. Next we have the equations a3ι = b3α, a6ι = b3δ, a6ρ = b2δ and
a3ρ = b2α. Since the polynomials α and δ are coprime and the degree
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of ρ is greater than zero, there has to be an element b ∈ k such that
b2 = bρ, a3 = bα, a6 = bδ and b3 = bι.
In both cases we foundHn′,n′g∩gHn,m =
⎧⎨⎩g
⎛⎝a bρ bι0 a 0
0 0 a
⎞⎠ | a ∈ k× and b ∈ k
⎫⎬⎭.
So |Hn′,n′g ∩ gHn,m| = q and hence |M−1Hn′,n′M ∩Hn,m| = q for all possible
representatives M for a double coset with lower left entry equal to zero.
By Lemma 3.5.12 2.a) we obtain |Υϑ=0n′,n′,n,m| = (q − 1)(q2 − 1)qn
′+m′−1(q −
1)(q2 − 1)qd+2n−m+2 = (q − 1)2(q2 − 1)2q2d+1. Thus,
|Υϑ=0
n′,n′,n,m|
|Hn′,n′ ||Hn,m| · |M
−1Hn′,n′M ∩Hn,0| = (q−1)
2(q2−1)2q2d+1
(q2−1)(q2−q)q2n′+2(q−1)q2n+3 · q =
(q + 1)qd−m−4.
There are (q+1)qd−m−4 double cosets for the case with representatives having
lower left entry equal to zero.
Now suppose ϑ ̸= 0: Using multiplication with a suitable matrix from Hn′,n′
we may assume ϑ = 1 and α = 0 = δ and if we additionally multiply with
a suitable matrix from Hn,m we can work with ρ = 0 = ι. We choose the
matrix g :=
⎛⎝0 β γ0 ε θ
1 0 0
⎞⎠ with deg(γ) = n + n′ is the maximal possible one
and det(g) = f as a representative for the double coset ofM . Then, it follows
g−1Hn′,n′g =⎧⎪⎨⎪⎩
⎛⎜⎝ 0 0 1θf −γf 0
− εf βf 0
⎞⎟⎠
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠⎛⎝0 β γ0 ε θ
1 0 0
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎪⎬⎪⎭ =⎧⎪⎨⎪⎩
⎛⎜⎝ a7 0 0a3θ−a6γf θ(a1β+a2ε)−γ(a4β+a5ε)f θ(a1γ+a2θ)−γ(a4γ+a5θ)f
a6β−a3ε
f
−ε(a1β+a2ε)+β(a4β+a5ε)
f
−ε(a1γ+a2θ)+β(a4γ+a5θ)
f
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎪⎬⎪⎭.
We consider matrices in g−1Hn′,n′g∩Hn,m: Here the equalities a3ε = a6β and
a3θ = a6γ hold. Since θ and γ are non-zero coprime polynomials it follows
that γ divides a3. With deg(γ) = n + n
′ > n′ ≥ deg(a3) we conclude a3 = 0
and hence a6 = 0. Moreover, the equality a2ε
2 = (a5 − a1)βε+ a4β2 implies
a2 = 0 = a4 and a5 = a1, because β and ε are coprime polynomials that are
not both in the field k. We obtain
g−1Hn′,n′g ∩ Hn,m =
⎧⎨⎩
⎛⎝a7 0 00 a1 0
0 0 a1
⎞⎠ | a1, a7 ∈ k×
⎫⎬⎭. Thus |g−1Hn′,n′g ∩
Hn,m| = q − 1.
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According to Lemma 3.5.12 2.a) we get |Υϑ ̸=0n′,n′,n,m| = (q − 1)qn
′+m′+2(q −
1)(q2 − 1)qd+2n−m+2 = (q − 1)2(q2 − 1)q2d+4. This leads to
|Υϑ ̸=0
n′,n′,n,m|
|Hn′,n′ ||Hn,m| |g
−1Hn′,n′g ∩Hn,m| = (q−1)
2(q2−1)q2d+4
(q2−1)(q2−q)q2n′+2(q−1)2q2n+3 (q − 1) =
qd−m−2.
Hence, in the case where the lower left entry of a representative of the double
coset is a non-zero element in k, we get qd−m−2 double cosets. Then we have
to sum up the number of double cosets in both cases (cf. 1(r)i and 2(r)i).
d) n′ > m′ > 0: The degree restraints for the entries of M are given by
deg(α) ≤ n′, deg(β) ≤ n+ n′ −m, deg(γ) ≤ n+ n′, deg(δ) ≤ m′, deg(ε) ≤
n−m+m′, deg(θ) ≤ n+m′, deg(ϑ) ≤ 0, deg(ρ) ≤ n−m, deg(ι) ≤ n.
In this case we see again, that there are two different types of double cosets,
i.e. double cosets with representative, that has a zero entry in the lower left
corner or double cosets, where the representatives have non-zero entries in
the lower left corner.
Suppose ϑ = 0. Moreover, we may assume λ = 1, i.e. det(M) = ι(αε− δβ)−
ρ(αθ − δγ) = f . Then we compute
M−1Hn′,m′M =⎧⎪⎨⎪⎩
⎛⎜⎝
ει−ρθ
f
γρ−βι
f
βθ−εγ
f
− διf αιf δγ−αθf
δρ
f −αρf αε−δβf
⎞⎟⎠
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎪⎬⎪⎭
=
⎧⎨⎩
⎛⎝ (ει−ρθ)(a1α+a2δ)+(γρ−βι)(a4δ)f (ει−ρθ)(a1β+a2ε+a3ρ)+(γρ−βι)(a4ε+a5ρ)+(βθ−εγ)a6ρf (ει−ρθ)(a1γ+a2θ+a3ι)+(γρ−βι)(a4θ+a5ι)+(βθ−εγ)a6ιf−δι(a1α+a2δ)+αι(a4δ)
f
−δι(a1β+a2ε+a3ρ)+αι(a4ε+a5ρ)+(δγ−αθ)a6ρ
f
−δι(a1γ+a2θ+a3ι)+αι(a4θ+a5ι)+(δγ−αθ)a6ι
f
δρ(a1α+a2δ)−αρ(a4δ)
f
δρ(a1β+a2ε+a3ρ)−αρ(a4ε+a5ρ)+(αε−δβ)a6ρ
f
δρ(a1γ+a2θ+a3ι)−αρ(a4θ+a5ι)+(αε−δβ)a6ι
f
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎬⎭.
Now we intersect this set with Hn,m: The lower left entry has to be zero, i.e.
(a1−a4)α+a2δ = 0. Since α and δ are coprime polynomials and at least one of
these two polynomials has its maximal possible degree, we deduce a1 = a4 and
a2 = 0. Moreover, we have δρ(a1β+a2ε+a3ρ)−αρ(a4ε+a5ρ)+(αε−δβ)a6ρ =
0, which implies 0 = (a6 − a1)(αε − δβ) + ρ(a3δ − a5α). Because of the
Irreducibility of f , we conclude that αε− δβ and ρ are coprime polynomials
and both are non-zero. Together with the condition that at least one of these
two polynomials has its maximal possible degree, we obtain a6 = a1 and
a3δ = a5α. Since α and δ are coprime polynomials, where at least one of
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them has its maximal possible degree, there exists some element b ∈ k, such
that a3 = bα and a5 = bδ. This leads to
M−1Hn′,m′M ∩Hn,m =
⎧⎨⎩
⎛⎝a1 0 bα0 a1 bδ
0 0 a1
⎞⎠ | a1 ∈ k×, b ∈ k
⎫⎬⎭,
whence |M−1Hn′,m′M ∩ Hn,m| = q. From Lemma 3.5.12 2.a) we deduce
|Υϑ=0n′,m′,n,m| = (q−1)(q2−1)qn
′+m′−1(q−1)(q2−1)qd+2n−m+2 = (q−1)2(q2−
1)2q2d+1. Hence
|Υϑ=0
n′,m′,n,m|
|Hn′,m′ ||Hn,m| |M
−1Hn′,m′M ∩Hn,m| = (q−1)
2(q2−1)2q2d+1
(q−1)2q2n′+3(q−1)2q2n+3 q =
(q + 1)2qd−n′+m′−m−4.
For d ≥ n′−m′+m+4 ≥ 6 we have (q+1)2qd−n′+m′−m−4 double cosets with
representatives, where the lower left entry is zero.
Suppose ϑ ̸= 0. From the degree restraints of the entries ofM , we see that we
can multiply with a suitable matrix from Hn′,m′ to get ϑ = 1 and α = 0 = δ.
Then we can multiply with a suitable matrix from Hn,m to obtain ρ = 0 = ι.
This is the reason why we may choose g :=
⎛⎝0 β γ0 ε θ
1 0 0
⎞⎠ with det(g) = f as
representative for the double coset of M . We compute
g−1Hn′,m′g =⎧⎨⎩
⎛⎝ 0 0 1θ
f −γf 0
− εf βf 0
⎞⎠(a1 a2 a30 a4 a5
0 0 a6
)(
0 β γ
0 ε θ
1 0 0
)
|
(
a1 a2 a3
0 a4 a5
0 0 a6
)
∈ Hn′,m′
⎫⎬⎭ =⎧⎨⎩
⎛⎝ a6 0 0a3θ−a5γ
f
θ(a1β+a2ε)−γ(a4ε)
f
θ(a1γ+a2θ)−γ(a4θ)
f
a5β−a3ε
f
−ε(a1β+a2ε)+β(a4ε)
f
−ε(a1γ+a2θ)+β(a4θ)
f
⎞⎠ | (a1 a2 a30 a4 a5
0 0 a6
)
∈ Hn′,m′
⎫⎬⎭.
The intersection with Hn,m yields a5β = a3ε. Since β and ε are coprime
polynomials and for degree reasons, we conclude a5 = 0 = a3. Furthermore,
we get a2ε = (a4 − a1)β and hence a2 = 0 and a1 = a4 for the same reasons
as above. Therefore, the intersection is given by
g−1Hn′,m′g ∩Hn,m =
⎧⎨⎩
⎛⎝a6 0 00 a1 0
0 0 a1
⎞⎠ | a1, a6 ∈ k×
⎫⎬⎭.
Thus |g−1Hn′,m′g∩Hn,m| = q−1. Using Lemma 3.5.12 2.a) we have |Υϑ ̸=0n′,m′,n,m| =
(q − 1)qn′+m′+2(q − 1)(q2 − 1)qd+2n−m+2 = (q − 1)2(q2 − 1)q2d+4 and with
2.6.8 we conclude
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|Υϑ ̸=0
n′,m′,n,m|
|Hn′,m′ ||Hn,m| |g
−1Hn′,m′g ∩Hn,m| = (q−1)
2(q2−1)q2d+4
(q−1)2q2n′+3(q−1)2q2n+3 (q − 1) =
(q + 1)qd−n′+m′−m−2,
which means there are (q+1)qd−n′+m′−m−2 double cosets with representatives
having a non-zero element in the lower left corner. Note that we have d =
n+ n−m+ n′ +m′ ≥ 2 + 1 + 2 + 1 ≥ 6. Now sum up the number of double
cosets in both cases (cf. 1(t)i and 2(t)i).
2. n = m > 0:
a) n′ = m′ = 0: Here the degree d = n, deg(γ) ≤ n, deg(θ) ≤ n and α, δ, ϑ, β, ε
and ρ are elements in the field k. Multiplication with a suitable matrix from
H0,0 yields α = 1 = ε, δ = ϑ = 0 = β = ρ and ι = f . Hence⎛⎝1 0 γ0 1 θ
0 0 f
⎞⎠ =
⎛⎝1 0 00 1 0
0 0 1
⎞⎠⎛⎝1 0 00 1 0
0 0 f
⎞⎠⎛⎝1 0 γ0 1 θ
0 0 1
⎞⎠ ∈ H0,0
⎛⎝1 0 00 1 0
0 0 f
⎞⎠Hn,n.
Therefore we obtain only one double coset in this case (cf. 1(a)ii and 2(a)ii).
b) n′ > m′ = 0: In this case d = n + n′. Note that we necessarily have d ≥ 2,
since n and n′ are both greater than zero. Moreover, the degree restraints for
the entries of M imply δ, ϑ, ε, ρ ∈ k and deg(α) ≤ n′, deg(β) ≤ n′, deg(γ) ≤
d, deg(θ) ≤ n, deg(ι) ≤ n. We may assume ϑ = 0 and α = 0 = β (if
necessary multiply with a suitable matrix from Hn′,0). Moreover, we assume
det(M) = γδρ = −f (we choose λ = −1) and for degree reasons we can
assume γ = f . We compute⎛⎝0 0 fδ ε θ
0 ρ ι
⎞⎠ =
⎛⎝1 0 00 1 0
0 0 1
⎞⎠⎛⎝0 0 f0 1 0
1 0 0
⎞⎠⎛⎝0 ρ ιδ ε θ
0 0 1
⎞⎠ ∈ Hn′,0
⎛⎝0 0 f0 1 0
1 0 0
⎞⎠Hn,n.
Hence, we derive one double coset for this case (cf. 1(a)iv and 2(a)iv).
c) n′ = m′ > 0: Then the degree of f is given by d = n + 2n′. Furthermore, ϑ
and ρ are elements in the field k. If we multiply with a suitable matrix from
Hn,n we may assume ϑ = 0 = ι and ρ = 1. Multiplication with a suitable
matrix from Hn′,n′ implies ε = 0 = β. Hence, we choose g :=
⎛⎝α 0 γδ 0 θ
0 1 0
⎞⎠
with det(g) = f as representative for the double coset of M .
We calculate
g−1Hn′,n′g =⎧⎨⎩
⎛⎝− θf γf 00 0 1
δ
f −αf 0
⎞⎠(a1 a2 a3a4 a5 a6
0 0 a7
)(
α 0 γ
δ 0 θ
0 1 0
)
|
(
a1 a2 a3
a4 a5 a6
0 0 a7
)
∈ Hn′,n′
⎫⎬⎭ =
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⎧⎨⎩
⎛⎝−θ(a1α+a2δ)+γ(a4α+a5δ)f −a3θ+a6γf γ(a4γ+a5θ)−θ(a1γ+a2θ)f0 a7 0
δ(a1α+a2δ)−α(a4α+a5δ)
f
a3δ−a6α
f
−α(a4γ+a5θ)+δ(a1γ+a2θ)
f
⎞⎠ | (a1 a2 a3a4 a5 a6
0 0 a7
)
∈ Hn′,n′
⎫⎬⎭.
Take the intersection with Hn,n: We have a3δ = a6α. Since α and δ are
coprime polynomials, the degree restraints for α, δ, a3 and a6 imply that
there exists some element b ∈ k, such that a3 = bα and a6 = bδ. Moreover,
we have the equality (a1 − a5)αδ + a2δ2 = a4α2 in the intersection. Since α
and δ are coprime polynomials which are not both in the field k, we deduce
a1 = a5 and a2 = 0 = a4. This leads to
g−1Hn′,n′g ∩Hn,n =
⎧⎨⎩
⎛⎝a1 b 00 a7 0
0 0 a1
⎞⎠ | a1, a7 ∈ k× and b ∈ k
⎫⎬⎭.
We conclude |g−1Hn′,n′g ∩ Hn,n| = (q − 1)q. Because of κ = 0 and 0 =
n − m < n we get by Lemma 3.5.13 2.b) that |Υn′,n′,n,n| = (q − 1)(q2 −
1)2qd+n+m
′+n′+3 = (q − 1)(q2 − 1)2q2d+3. This implies
|Υn′,n′,n,n|
|Hn′,n′ ||Hn,n| · |g
−1Hn′,n′g ∩Hn,n| =
(q−1)(q2−1)2q2d+3
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 · (q − 1)q = qd−n−2
double cosets, if d ≥ n+ 2 ≥ 3 (cf. 1(f)i and 2(f)i).
d) n′ > m′ > 0: To solve this case we use the symmetry 3.7.4 and the solution
for the case n > m > 0 and n′ > m′ = 0. We find (q+1)qd−n−n′+m′−2 double
cosets if d = n′ +m′ + n ≥ 4 (cf. 1(m)i and 2(m)i).
3. n > m = 0:
a) n′ = m′ = 0: These Indices imply d = 2n and
deg(α) ≤ 0, deg(β) ≤ n, deg(γ) ≤ n, deg(δ) ≤ 0, deg(ε) ≤ n, deg(θ) ≤
n, deg(ϑ) ≤ 0, deg(ρ) ≤ n, deg(ι) ≤ n.
When we multiply with suitable matrices from H0,0 and Hn,0 we can choose
g =
⎛⎝1 0 00 ε θ
0 ρ ι
⎞⎠ with det(g) = f as representative for the double coset of M .
We calculate
g−1H0,0g =⎧⎪⎨⎪⎩
⎛⎜⎝ a1 a2ε+ a3ρ a2θ + a3ιa4ι−a7θf ι(a5ε+a6ρ)−θ(a8ε+a9ρ)f ι(a5θ+a6ι)−θ(a8θ+a9ι)f
a7ε−a4ρ
f
−ρ(a5ε+a6ρ)+ε(a8ε+a9ρ)
f
−ρ(a5θ+a6ι)+ε(a8θ+a9ι)
f
⎞⎟⎠ |
⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠ ∈ H0,0
⎫⎪⎬⎪⎭.
110
3.7. The edges of Γ˜\X
Intersect with Hn,0: We have a4ι = a7θ. Since ι and θ are coprime polynomi-
als, which are both non-zero, and a4, a7 ∈ k this implies a4 = 0 = a7. Because
of
⎛⎝a1 a2 a30 a5 a6
0 a8 a9
⎞⎠ ∈ H0,0 we conclude (a5 a6a8 a9
)
∈ PGL2(k). Now define
h =
(
ε θ
ρ ι
)
. From our computation above we see that the lower right 2× 2
block of a matrix in g−1H0,0g∩Hn,0 is a matrix in h−1 PGL2(k)h∩PGL2(k).
According to Remark 3.7.3 we have |hPGL2(k)h−1∩PGL2(k)| = q+1 if d = 2
and for d ≥ 4 it is |hPGL2(k)h−1∩PGL2(k)| =
{
1 for q
d−2−1
q+1 double cosets
q + 1 for 1 double coset
.
For the first row of a matrix in g−1H0,0g∩Hn,0 there is a1 ∈ k× and a2, a3 ∈ k.
Therefore, there are (q − 1)q2 possibilities for the first row. We conclude the
following:
• for d = 2: |g−1H0,0g ∩Hn,0| = (q + 1) · (q − 1)q2 = (q2 − 1)q2
• for d ≥ 4: |g−1H0,0g ∩Hn,0| =
{
(q − 1)q2 for qd−2−1q+1 double cosets
(q2 − 1)q2 for 1 double coset .
In this case κ = 0 and n′ = m′ = 0, hence Lemma 3.5.12 2.c) yields
|Υ0,0,n,0| = (q3 − 1)(q − 1)(q2 − 1)q2d+2. By 2.6.8 we get |Υ0,0,n,0||H0,0||Hn,0| =
(q3−1)(q−1)(q2−1)q2d+2
(q3−1)(q3−q)q2(q2−1)(q2−q)q2n+2 =
qd−4
(q2−1) .
We conclude:
• for d = 2:
|Υ0,0,n,0|
|H0,0||Hn,0| · |g−1H0,0g ∩Hn,0| =
q−2
(q2−1) · (q2 − 1)q2 = 1. There is only one
double coset in this case (cf. 1(x)ii).
• for d ≥ 4:
|Υ0,0,n,0|
|H0,0||Hn,0| =
qd−4
(q2−1) =
qd−2−1
q+1 · 1(q−1)q2+ 1(q2−1)q2 . Whence we have q
d−2−1
q+1 +
1 = q(q
d−3+1)
q+1 double cosets (cf. 1(y)ii and 2(x)ii).
b) n′ > m′ = 0: Due to the symmetry 3.7.4 we deduce from the solution of the
case n = m > 0 and n′ = m′ > 0 that we have qd−n′−2 double cosets for
d = n′ + 2n ≥ 3 (cf. 1(d)ii and 2(d)ii).
c) n′ = m′ > 0: It is d = 2n + 2n′ ≥ 4 and deg(α) ≤ n′, deg(β) ≤ n +
n′, deg(γ) ≤ n+ n′, deg(δ) ≤ n′, deg(ε) ≤ n+ n′, deg(θ) ≤ n+ n′, deg(ϑ) ≤
0, deg(ρ) ≤ n, deg(ι) ≤ n. Consider the multiplication with matrices in
Hn′,n′ from left and matrices in Hn,0 from right. Via this multiplication the
lower left entry ϑ is only multiplied with some elements in k×. Therefore, we
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have exactly two different cases for a representative of a double coset: ϑ = 0
or ϑ ̸= 0.
First case ϑ = 0:
We start by choosing a suitable representative for the double coset. Again by
multiplication with matrices from Hn′,n′ from the left and matrices from Hn,0
from the right we can find a representative g :=
⎛⎝α β γδ ε θ
0 ρ ι
⎞⎠ for the double
coset, such that only the entries on the diagonal of g have their respective
maximal possible degree. With this representative we want to calculate the
intersection of
Hn′,n′g =⎧⎨⎩
⎛⎝a1α+ a2δ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
0 a7ρ a7ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎬⎭
and
gHn,0 =
⎧⎨⎩
⎛⎝b1α b2α+ b4β + b6γ b3α+ b5β + b7γb1δ b2δ + b4ε+ b6θ b3δ + b5ε+ b7θ
0 b4ρ+ b6ι b5ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 b6 b7
⎞⎠ ∈ Hn,0
⎫⎬⎭.
In the intersection we have (a1 − b1)α + a2δ = 0 = a4α + (a5 − b1)δ. Now
α and δ are coprime polynomials, hence α divides a2 and a5 − b1. But a2
and a5 − b1 are elements in the field and the polynomial α is of its maximal
possible degree, in particular, deg(α) = n′ > 0. Therefore we obtain a2 = 0
and a5 = b1. Since α ̸= 0 the two equations above give us a1 = b1 and
a4 = 0. The equations (b4 − a7)ρ + b6ι = 0 = b5ρ + (b7 − a7)ι have to
be fulfilled in the intersection Hn′,n′g ∩ gHn,0. We know that ρ and ι are
coprime polynomials and ι has degree n > 0. Whence, we find similar to
the arguments above that b4 = a7 = b7 and b6 = 0 = b5. Next we use the
equation a4β + a5ε+ a6ρ = b2δ + b4ε+ b6θ, i.e. b2δ + (b4 − b1)ε = a6ρ. Here
we see that deg(ρ) < n, deg(δ) < n′ and deg(ε) = n+ n′ imply b1 = b4. Now
there are the equations a3ρ = b2α, b2δ = a6ρ, a3ι = b3α and b3δ = a6ι left.
Since ρ and ι are coprime polynomials α has to divide a3. For degree reasons
there has to exist an element b ∈ k with a3 = bα. It follows b2 = bρ, a6 = bδ
and b3 = bι. We derive
Hn′,n′g ∩ gHn,0 =
⎧⎨⎩g
⎛⎝a bρ bι0 a 0
0 0 a
⎞⎠ | a ∈ k× and b ∈ k
⎫⎬⎭.
Thus |Hn′,n′g ∩ gHn,0| = q and whence |g−1Hn′,n′g ∩Hn,0| = q. According to
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Lemma 3.5.12 2.a) we have |Υϑ=0n′,n′,n,0| = (q − 1)(q2 − 1)qn
′+m′−1(q − 1)(q2 −
1)qd+2n−m+2 = (q − 1)2(q2 − 1)2q2d+1. Therefore,
|Υϑ=0
n′,n′,n,0|
|Hn′,n′ ||Hn,0| · |g
−1Hn′,n′g ∩Hn,0| = (q−1)
2(q2−1)2q2d+1
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 · q = qd−4.
So there are qd−4 double cosets, where the lower left entry of a matrix in this
double coset is equal to zero.
Second case ϑ ̸= 0: If we multiply with a suitable matrix from Hn′,n′ we
may assume ϑ = 1 and α = 0 = δ. Furthermore, multiplication with a
suitable matrix from Hn,0 yields ρ = 0 = ι. Hence, we choose the matrix
g :=
⎛⎝0 β γ0 ε θ
1 0 0
⎞⎠ with deg(γ) = n+ n′ is of its maximal possible degree and
det(g) = f as a representative for the double coset of M . It follows
g−1Hn′,n′g =⎧⎨⎩
⎛⎝ 0 0 1θ
f −γf 0
− εf βf 0
⎞⎠(a1 a2 a3a4 a5 a6
0 0 a7
)(
0 β γ
0 ε θ
1 0 0
)
|
(
a1 a2 a3
a4 a5 a6
0 0 a7
)
∈ Hn′,n′
⎫⎬⎭ =⎧⎨⎩
⎛⎝ a7 0 0a3θ−a6γ
f
θ(a1β+a2ε)−γ(a4β+a5ε)
f
θ(a1γ+a2θ)−γ(a4γ+a5θ)
f
a6β−a3ε
f
−ε(a1β+a2ε)+β(a4β+a5ε)
f
−ε(a1γ+a2θ)+β(a4γ+a5θ)
f
⎞⎠ | (a1 a2 a3a4 a5 a6
0 0 a7
)
∈ Hn′,n′
⎫⎬⎭.
The next step is to consider the intersection g−1Hn′,n′g∩Hn,0: Here the equal-
ities a3θ = a6γ and a3ε = a6β hold. Since θ and γ are coprime polynomials
it follows that γ has to divide a3, but then deg(γ) = n + n
′ > n ≥ deg(a3)
implies a3 = 0.Whence it follows 0 = a6. Moreover, the matrix
(
a1 a2
a4 a5
)
is
an element in the group PGL2(k) and if we define h :=
(
β γ
ε θ
)
, the lower
right 2 × 2 block in the intersection g−1Hn′,n′g ∩ Hn,0 is nothing else than
h−1 PGL2(k)h ∩ PGL2(k). By 3.7.3 we deduce for d ≥ 4: |h−1 PGL2(k)h ∩
PGL2(k)| =
{
1 for q
d−2−1
q+1 double cosets
q + 1 for 1 double coset
. For the first column in the in-
tersection we have a7 ∈ k×, hence there are q−1 possibilities for this column.
In total we have |g−1Hn′n′g ∩Hn,0| =
{
q − 1 for qd−2−1q+1 double cosets
q2 − 1 for 1 double coset .
Using Lemma 3.5.12 2.a) we get |Υϑ ̸=0n′,n′,n,0| = (q − 1)qn
′+m′+2(q − 1)(q2 −
1)qd+2n−m+2 = (q − 1)2(q2 − 1)q2d+4. We compute
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|Υϑ̸=0
n′,n′,n,0|
|Hn′,n′ ||Hn,0| =
(q−1)2(q2−1)q2d+4
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 =
qd−2
(q2−1) =
qd−2−1
q+1
1
q−1 + 1
1
(q2−1) .
This implies q
d−2−1
q+1 +1 =
q(qd−3+1)
q+1 double cosets in the case, where the lower
left entry of the matrices in this double coset is a non-zero element in the
field k. Sum up the total number of double cosets in both cases (cf. 1(z)i and
2(y)i).
d) n′ > m′ > 0: Now we can use again the symmetry 3.7.4, this time together
with the solutions of case n > m > 0 and n′ = m′ > 0. This leads to
d = 2n+n′+m′ ≥ 5 and we make the case distinction for the elements in the
double coset, wether they have a zero entry in the lower left corner or not,
i.e. ϑ = 0 or ϑ ̸= 0. For ϑ = 0 we obtain (q+1)qd−n′+m′−4 double cosets and
the number of double cosets with ϑ ̸= 0 is given by qd−n′+m′−2. The sum of
these two numbers gives us the total number of double cosets in this case (cf.
1(s)i and 2(s)i).
4. n = m = 0:
a) n′ = m′ = 0: This is not possible, since d > 0.
b) n′ > m′ = 0: By symmetry 3.7.4 and case n = m > 0 and n′ = m′ = 0 we
obtain that for d = n′ we have one double coset (cf. 1(a)i and 2(a)i).
c) n′ = m′ > 0: We can use again the symmetry 3.7.4, together with the
solutions of case n > m = 0 and n′ = m′ = 0. Then we find d = 2n′
and there is only one double coset for d = 2 (cf. 1(x)i) and if d ≥ 4 we get
q(qd−3+1)
q+1 double cosets (cf. 1(y)i and 2(x)i).
d) n′ > m′ > 0: According to the symmetry 3.7.4 and the solution of case
n > m > 0 and n′ = m′ = 0 we know that d = n′+m′ and we find qd−n′+m′−2
double cosets in this case, if the degree satisfies d ≥ n′−m′+2 ≥ 3 (cf. 1(d)i
and 2(d)i).
3.7.3. The case κ > 0, i.e. d > 2n+ n′ −m+m′
In order to solve this case we distinguish again between 16 subcases, corresponding to
all possible combinations for the Indices n,m and n′,m′.
1. n > m > 0:
a) n′ > m′ > 0: In this case we have the following degree restraints for the
entries of M :
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deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n−m+ n′, deg(γ) ≤ κ+ n+ n′, deg(δ) ≤
κ+m′, deg(ε) ≤ κ+ n−m+m′, deg(θ) ≤ κ+ n+m′, deg(ϑ) ≤
κ, deg(ρ) ≤ κ+ n−m, deg(ι) ≤ κ+ n.
By multiplication with elements from Hn,m and Hn′,m′ we can not change
the degree of ϑ, since this multiplication induces for ϑ a multiplication with
some non-zero element in k. Moreover, the multiplication with elements from
Hn,m and Hn′,m′ induces for the entries δ and ρ just a multiplication by some
non-zero element in k and adding a scalar multiple of ϑ. Hence we consider
the following six subcases:
• If ϑ, δ and ρ have all not their respective maximal possible degree, then
we choose as representative the matrix g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ with α, ε and ι
of their respective maximal possible degree and all other entries of g have
less degree than it is possible. Furthermore, if ϑ ̸= 0 we choose g such
that aδ = bϑ with a ∈ k and b ∈ k[t], deg(b) ≤ m′ implies a = 0 or δ = 0.
Similar for ρ instead of δ.
• If ϑ and ρ have not their respective maximal possible degree, but δ has
its maximal possible degree, we choose g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where δ, β
and ι are of their respective maximal possible degree, deg(α) < deg(δ)
and the two entries θ and γ have less than their respective maximal
possible degree. Moreover, if we have ϑ ̸= 0 we choose g such that
aρ = bϑ with a ∈ k and b ∈ k[t], deg(b) ≤ n − m implies a = 0 or
ρ = 0. (If the degree of α is greater than the degree of δ we can multiply
with the matrix
⎛⎝1 −αdeg(α)tdeg(α)−κ−m′ 00 1 0
0 0 1
⎞⎠ ∈ Hn′,m′ from the left to
decrease the degree of α by 1. When we do this multiplication successive
deg(α) − κ − m′ + 1 times, where the degree of α in the matrix is in
each step one less than the degree in the step before, then we can assume
deg(α) < deg(δ)). Note that we do not say anything about the degree of
ε. This is necessary to make our above assumption that aρ = bϑ implies
a = 0 or ρ = 0.
• If ϑ and δ have not their respective maximal possible degree, but ρ has
its maximal possible degree, we choose g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where ρ, θ and
α are of their respective maximal possible degree, deg(ι) < deg(ρ) and
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the two entries β and γ have less than their respective maximal possible
degree. Moreover, if we have ϑ ̸= 0 we choose g such that aδ = bϑ with
a ∈ k and b ∈ k[t], deg(b) ≤ m′ implies a = 0 or δ = 0. (Analogously
to the previous case we can multiply successive with a suitable matrix in
Hn,m from the right to find deg(ι) < deg(ρ)).
• If ϑ has not its maximal possible degree and δ and ρ are both of their
respective maximal possible degree, we take as representative the matrix
g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where δ, ρ and γ are the only entries of their respective
maximal possible degree.
• If ϑ and ε have their respective maximal possible degree, we choose g :=⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ with ϑ, ε and γ of their respective maximal possible degree
and all other entries have less degree than it is possible as representative
for the double coset. Additionally we choose δ = 0 or it is not possible to
find some non-zero element a ∈ k with aδ = bϑ for some suitable b ∈ k[t].
Similar, we choose ρ = 0 or aρ = bϑ with a ∈ k, b ∈ k[t] implies a = 0.
• If ϑ has its maximal possible degree and ε has not its maximal possible
degree, we take g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ with ϑ, β and θ of their respective
maximal possible degree and all other entries of less degree compared
to the maximal possible degree, respectively, as representative for the
double coset. As in the previous case we choose additionally δ = 0 or
it is not possible to find some non-zero element a ∈ k with aδ = bϑ for
some suitable b ∈ k[t]. And analogously, we choose ρ = 0 or aρ = bϑ with
a ∈ k, b ∈ k[t] implies a = 0.
Next we intersect the sets
Hn′,m′g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4δ + a5ϑ a4ε+ a5ρ a4θ + a5ι
a6ϑ a6ρ a6ι
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 0 a6
⎞⎠ ∈ Hn′,m′
⎫⎬⎭
and
gHn,m =
⎧⎨⎩
⎛⎝b1α b2α+ b4β b3α+ b5β + b6γb1δ b2δ + b4ε b3δ + b5ε+ b6θ
b1ϑ b2ϑ+ b4ρ b3ϑ+ b5ρ+ b6ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 0 b6
⎞⎠ ∈ Hn,m
⎫⎬⎭.
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• Consider the first case for the representative g, i.e. the only entries of g
with their respective maximal possible degree are those on the diagonal.
Then the equation a1α + a2δ + a3ϑ = b1α implies a1 = b1 and hence
a2δ+a3ϑ = 0. From a4ε+a5ρ = b2δ+b4ε we deduce a4 = b4 and whence
a5ρ = b2δ. Using a6ι = b3ϑ+ b5ρ+ b6ι we get a6 = b6 and 0 = b3ϑ+ b5ρ.
If ϑ = 0 it follows from the determinant of g and the Irreducibility of f
that δ ̸= 0 ̸= ρ. With a4δ+a5ϑ = b1δ we have a4 = b1 and a6ρ = b2ϑ+b4ρ
yields a6 = b4. Furthermore, 0 = b3ϑ+b5ρ implies a5 = 0 and a2δ+a3ϑ =
0 yields a2 = 0. The remaining equations are a5ρ = b2δ, a3ρ = b2α, a5ι =
b3δ and a3ι = b3α. Since ι and ρ are coprime polynomials we conclude
that α divides a3, but deg(α) = κ + n
′ > n′ ≥ deg(a3), which implies
a3 = 0 and hence a5 = 0 = b2 = b3.
If ϑ ̸= 0, we consider the four possibilities for δ and ρ: Suppose δ = 0 = ρ.
From a6ϑ = b1ϑ we get a6 = b1. Using a4δ+a5ϑ = b1δ we deduce a5 = 0.
Moreover, a2δ+a3ϑ = 0 yields a3 = 0, a6ρ = b2ϑ+b4ρ implies b2 = 0 and
0 = b3ϑ+ b5ρ gives b3 = 0. Then the equation (a1− b4)β+a2ε = 0 is left.
Since ε and β are coprime polynomials and deg(ε) = κ+ n−m+m′ > 0
we deduce a2 = 0 and a1 = b4. From b5ε = 0 we get b5 = 0.
For δ ̸= 0 = ρ we have a6 = b1 because of a6ϑ = b1ϑ. From the equation
(a4 − b1)δ + a5ϑ = 0 we conclude a5 = 0 and a4 = b1 according to
our choice of the representative g. This implies b2ϑ = 0 and whence
b2 = 0. Some remaining equations are a2δ + a3ϑ = 0 = a2ε + a3ρ and
b3ϑ+ b5ρ = 0 = b3δ+ b5ε. Due to Lemma 3.5.7 a) we obtain a2 = 0 = a3
and b3 = 0 = b5.
Suppose δ = 0 ̸= ρ. We have again a6ϑ = b1ϑ, i.e. a6 = b1. The equation
a4δ + a5ϑ = b1δ implies a5 = 0. Using a6ρ = b2ϑ + b4ρ and our choice
of g we conclude a6 = b4 and b2 = 0. Similar to the previous case, by
Lemma 3.5.7 a), the remaining equations a2δ + a3ϑ = 0 = a2ε+ a3ρ and
b3ϑ+ b5ρ = 0 = b3δ + b5ε yield a2 = 0 = a3 and b3 = 0 = b5.
For δ ̸= 0 ̸= ρ the equations a6ϑ = b1ϑ, a4δ + a5ϑ = b1δ and a6ρ =
b2ϑ + b4ρ imply a6 = b1 = a4, a5 = 0 and b2 = 0. Similar to the both
cases above the remaining equations are a2δ + a3ϑ = 0 = a2ε + a3ρ
and b3ϑ + b5ρ = 0 = b3δ + b5ε, which yields with Lemma 3.5.7 a) that
a2 = 0 = a3 and b3 = 0 = b5.
• The second case is deg(ϑ) and deg(ρ) are not maximal, respectively, but
the degree of δ is maximal. From a4δ + a5ϑ = b1δ we deduce a4 = b1
and a5ϑ = 0. Furthermore a1α + a2δ + a3ϑ = b1α implies a2 = 0 and
(b1− a1)α = a3ϑ due to our choice of the representative g. The equation
a6ι = b3ϑ+ b5ρ+ b6ι yields a6 = b6 and b3ϑ+ b5ρ = 0.
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If ϑ = 0, then we necessarily have ρ ̸= 0 ̸= α, because the polynomial f is
irreducible. Therefore we conclude from the equations (a6 − b4)ρ = 0 =
b5ρ and (a1 − b1)α = 0 that a6 = b4, b5 = 0 and a1 = b1. Hence we have
the equation (a4−b4)β+a3ρ = b2α, which is only possible for a4 = b4 and
a3ρ = b2α. The remaining equations are a3ρ = b2α, a5ρ = b2δ, a5ι = b3δ
and a3ι = b3α. Since α and δ are coprime polynomials we derive from
these equations that ι has to divide b3. Now deg(ι) = κ+n > n ≥ deg(b3)
implies b3 = 0 and whence a5 = 0 = a3 = b2.
If ϑ ̸= 0 we can use (a6 − b1)ϑ = 0 = a5ϑ to obtain a6 = b1 and a5 = 0.
For ρ ̸= 0 ̸= ϑ the equation (a6 − b4)ρ = b2ϑ gives us a6 = b4 and
b2 = 0, since we have chosen g such that this equation is only possible
for a6 = b4 and b2 = 0. From the equation (a1 − b4)β + a3ρ = 0 we can
deduce a1 = b4 and a3ρ = 0, i.e. a3 = 0. We have now the equations
b3ϑ+ b5ρ = 0 = b3δ + b5ε. When we apply Lemma 3.5.7 a) to these two
equations we find b3 = 0 = b5.
For ρ = 0 ̸= ϑ we have b2ϑ = 0 = b3ϑ and hence b2 = 0 = b3. Moreover,
since f is irreducible we conclude from the determinant of g that ε has to
be non-zero. Therefore the equations (a4 − b4)ε = 0 = b5ε imply a4 = b4
and b5 = 0. Now there is the equation (a1 − b4)β = 0 left, which means
a1 = b4. Then a3 = 0 because of a3ϑ = 0.
• Now we compute the intersection for a representative of the third case,
i.e. ϑ and δ have not their respective maximal possible degree, but ρ
has. a1α + a2δ + a3ϑ = b1α implies a1 = b1 and a2δ + a3ϑ = 0. We
use a6ρ = b2ϑ + b4ρ to observe that a6 = b4 and 0 = b2ϑ. From a6ι =
b3ϑ + b5ρ + b6ι we deduce b5 = 0 and (a6 − b6)ι = b3ϑ. The equation
a4θ + a5ι = b3δ + b5ε+ b6θ yields a4 = b6 and a5ι = b3δ.
If ϑ = 0, then δ ̸= 0 ̸= ι, because the polynomial f is irreducible. This is
the reason why (a4 − b1)δ = 0 = a2δ and (a6 − b6)ι = 0 imply a4 = b1,
a2 = 0 and a6 = b6. Hence there are the equations a5ι = b3δ, a3ρ =
b2α, a5ρ = b2δ and a3ι = b3α left. Since the polynomials α and δ are
coprime we obtain that ρ divides b2. With deg(ρ) = κ+n−m > n−m ≥
deg(b2) we arrive at b2 = 0 and whence a3 = 0 = b3 = a5.
Suppose ϑ ̸= 0. Due to the equations (a6−b1)ϑ = 0 = b2ϑ we find a6 = b1
and b2 = 0.
For ϑ ̸= 0 = δ we have a3ϑ = 0 = a5ϑ which means a3 = 0 = a5. Since
f is irreducible we know from the determinant of g that ε has to be non-
zero. Therefore we can use (a4 − b4)ε = 0 = a2ε to conclude a4 = b4 and
a2 = 0. Now b3ϑ = 0 gives us b3 = 0.
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For ϑ ̸= 0 ̸= δ we can use our choice of the representative g together with
the equation a5ϑ = (b1 − a4)δ to derive b1 = a4 and a5 = 0. Next we
apply Lemma 3.5.7 a) to the equations a2δ + a3ϑ = 0 = a2ε+ a3ρ to get
a2 = 0 = a3. The remaining equation b3ϑ = 0 is equivalent to b3 = 0.
• Next we want to compute the intersection for the fourth case, which
means ϑ has not its maximal possible degree and ρ and δ are both
polynomials of their respective maximal possible degree. The equation
a4δ + a5ϑ = b1δ gives a4 = b1 and a5ϑ = 0 and from a6ρ = b2ϑ+ b4ρ we
deduce a6 = b4 and 0 = b2ϑ. Furthermore a1γ+a2θ+a3ι = b3α+b5β+b6γ
implies a1 = b6.
Suppose ϑ = 0, then α and δ as well as ρ and ι are coprime polynomials.
Moreover deg(ρ) and deg(δ) are both greater than zero. Thus (a1−b1)α+
a2δ = 0 and (a6 − b6)ι = b5ρ yield a1 = b1, a2 = 0, a6 = b6 and b5 = 0.
Therefore the remaining equations are a5ρ = b2δ, a3ρ = b2α, a5ι = b3δ
and a3ι = b3α. Hence δ divides a5 and deg(δ) = κ+m
′ > m′ ≥ deg(a5),
which implies a5 = 0 and whence b3 = 0 = a3 = b2.
If ϑ ̸= 0 we conclude from (a6 − b1)ϑ = 0 that a6 = b1 and the above
equations a5ϑ = 0 = b2ϑ imply a5 = 0 = b2. Consider the equations
(a1 − b1)α+ a2δ + a3ϑ = 0 = (a1 − b1)β + a2ε+ a3ρ.
Due to Lemma 3.5.7 b) we have a1 = b1 and a2 = 0 = a3. Then we apply
again Lemma 3.5.7 a) to the remaining equations b3δ+b5ε = 0 = b3α+b5β
to get b3 = 0 = b5.
• The fifth case is ϑ and ε have their respective maximal possible degree.
We conclude from (a6−b1)ϑ = 0 that a6 = b1 and the equation a4ε+a5ρ =
b2δ + b4ε implies a4 = b4 and a5ρ = b2δ. According to a1γ + a2θ + a3ι =
b3α+ b5β + b6γ we have a1 = b6.
Suppose δ = 0 = ρ, then α and ϑ as well as ι and ϑ are coprime polyno-
mials and the degree of ϑ is greater than zero. Therefore the equations
(a1 − b1)α+ a3ϑ = 0 and (a6 − b6)ι = b3ϑ yield a1 = b1, a3 = 0, a6 = b6
and b3 = 0. Moreover, a5ϑ = 0 = b2ϑ implies a5 = 0 = b2. Since ε ̸= 0
we derive from a2ε = 0 that a2 = 0. To finish this case we use b5ε = 0 to
get b5 = 0.
For δ ̸= 0 = ρ we use our certain choice of g to derive from (a4 − b1)δ +
a5ϑ = 0 and b2ϑ = 0 that a4 = b1 and a5 = 0 = b2. Since ϑ ∈ k[t] \ k and
ι are coprime polynomials we deduce from (a6 − b6)ι = b3ϑ that a6 = b6
and b3 = 0. Hence there are the equations a2δ + a3ϑ = 0 = a2ε + a3ρ
left. Due to Lemma 3.5.7 a) this means a2 = 0 = a3. Now b5ε = 0 yields
b5 = 0.
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If δ = 0 ̸= ρ the equations a5ϑ = 0 and (a6 − b4)ρ = b2ϑ imply a5 =
0 = b2 and a6 = b4 due to our choice of g. Moreover, α and ϑ are
coprime polynomials and deg(ϑ) > 0, which yield a1 = b1 and a3 = 0
from the equation (a1 − b1)α + a3ϑ = 0. Using a2ε = 0 and ε ̸= 0
we obtain a2 = 0. With Lemma 3.5.7 a) the two remaining equations
b3δ + b5ε = 0 = b3ϑ+ b5ρ yield b3 = 0 = b5.
Suppose δ ̸= 0 ̸= ρ, then with our certain choice of g we deduce from the
equations (a4 − b1)δ + a5ϑ = 0 and (a6 − b4)ρ = b2ϑ that a4 = b1, a5 =
0 = b2 and a6 = b4. We have then the equations (a1− b1)α+a2δ+a3ϑ =
0 = (a1 − b1)β + a2ε + a3ρ. Using Lemma 3.5.7 b) we conclude a1 = b1
and a2 = 0 = a3. We have again the equations b3δ+ b5ε = 0 = b3α+ b5β
left, which means by Lemma 3.5.7 a) that b3 = 0 = b5.
• The last case is when ϑ has its maximal possible degree, but ε has not
its maximal possible degree. From (a6 − b1)ϑ = 0 we deduce a6 = b1.
According to a1β + a2ε + a3ρ = b2α + b4β we conclude a1 = b4 and
a2ε + a3ρ = b2α. As a4θ + a5ι = b3δ + b5ε + b6θ we get a4 = b6 and
a5ι = b3δ + b5ε.
Suppose δ = 0 = ρ. This implies that α and ϑ as well as ι and ϑ are
coprime polynomials. Together with deg(ϑ) > 0 and (a1−b1)α+a3ϑ = 0
and (a6 − b6)ι = b3ϑ we conclude a1 = b1, a3 = 0 = b3 and a6 = b6.
Furthermore we have a5ϑ = 0 = b2ϑ, which gives us a5 = 0 = b2. Since
f is irreducible we know that ε is non-zero in this case, hence we deduce
from a2ε = 0 = b5ε that a2 = 0 = b5.
For δ ̸= 0 = ρ the choice of g and the equations (a4 − b1)δ + a3ϑ = 0
and b2ϑ = 0 imply a5 = 0 = b2 and a4 = b1. Since ε ̸= 0 we deduce
a4 = b4 from (a4 − b4)ε = 0. Using Lemma 3.5.7 a) for the equations
b3ϑ + b5ρ = 0 = b3δ + b5ε we get b3 = 0 = b5. Now we can again apply
Lemma 3.5.7 a) to a2ε+ a3ρ = 0 = a2δ + a3ϑ to find a2 = 0 = a3.
If δ = 0 ̸= ρ we derive from a5ϑ = 0 and (a6− b4)ρ = b2ϑ with our choice
of g that a5 = 0 = b2 and a6 = b4. Furthermore we know that α and
ϑ are coprime polynomials, which implies together with deg(ϑ) > 0 and
(a1 − b1)α+ a3ϑ = 0 that a3 = 0 and a1 = b1. Now we deduce from the
fact that f is irreducible, the entry ε is non-zero and that is why we get
a4 = b4 and a2 = 0 from (a4− b4)ε = 0 and a2ε = 0. Using again Lemma
3.5.7 a) we obtain b3 = 0 = b5 from b3α+ b5β = 0 = b3ϑ+ b5ρ.
The last possibility is δ ̸= 0 ̸= ρ. Then by our certain choice of g the
equations (a6− b4)ρ = b2ϑ and (a4− b1)δ+a3ϑ = 0 lead to a6 = b4, b2 =
0 = a3 and a4 = b1. The remaining equations are a2δ + a3ϑ = 0 =
a2ε + a3ρ and b3δ + b5ε = 0 = b3ϑ + b5ρ. Applying Lemma 3.5.7 a) to
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these equations we get a2 = 0 = a3 and b3 = 0 = b5.
In all these cases we computed that the intersection Hn′,m′g ∩ gHn,m is equal
to the set {a1g | a1 ∈ k×}. Therefore the intersection in this case is trivial,
i.e. |Hn′,m′g ∩ gHn,m| = q−1q−1 = 1.
According to Lemma 3.5.12 3. we have |Υn′,m′,n,m| = (q − 1)2(q2 − 1)2(q2 +
q + 1)q2d. We conclude that there are
|Υn′,m′,n,m|
|Hn′,m′ ||Hn,m| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q−1)2q2n′+3(q−1)2q2n+3 = (q + 1)
2(q2 + q + 1)q2d−2n′−2n−6
double cosets in this case, if d ≥ n + n′ + 3 ≥ 2 + 2 + 3 = 7 (cf. 1(u)i and
2(u)i).
b) n′ = m′ > 0: In this case the degree restraints are given by
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n−m+ n′, deg(γ) ≤ κ+ n+ n′, deg(δ) ≤
κ+ n′, deg(ε) ≤ κ+ n−m+ n′, deg(θ) ≤ κ+ n+ n′, deg(ϑ) ≤ κ, deg(ρ) ≤
κ+ n−m, deg(ι) ≤ κ+ n.
If we consider the multiplication with matrices from Hn′,n′ and Hn,m for the
double coset we see that we can multiply ϑ only with some non-zero elements
from the field k, i.e. the degree of ϑ does not change by this multiplication.
Moreover, ρ can be multiplied with some non-zero element from k and we
may add some multiple of ϑ. This observation leads to the following case
distinction:
• If ϑ and ρ have both not their respective maximal possible degree we
choose as representative for the double coset the matrix g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠,
where the only entries with their respective maximal possible degree are
those on the diagonal of g. Moreover, if ϑ ̸= 0 we choose g in such a way
that ρ = 0 or the equation aρ = bϑ for a ∈ k, b ∈ k[t] with deg(b) ≤ n−m
implies a = 0.
• If ϑ has not its maximal possible degree, but ρ is of its maximal possible
degree we take the representative g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ with ρ, α and θ of
their respective maximal possible degree and all other entries of g have
less degree than it is possible. Furthermore we choose g such that we
have ε = 0 or the equation aε = bρ for a ∈ k, b ∈ k[t] with deg(b) ≤ n′
yields a = 0.
• If ϑ is some polynomial of its maximal possible degree we can choose
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g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ with ϑ, ε and γ of their respective maximal possible
degree and all other entries have not their respective maximal possible
degree as representative for the double coset. Additionally, we assume
that α = 0 or we can not find some a ∈ k×, b ∈ k[t], deg(b) ≤ n′ with
aα = bϑ.
Now we want to compute the intersection of
Hn′,n′g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ + a6ϑ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
a7ϑ a7ρ a7ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎬⎭
with
gHn,m =
⎧⎨⎩
⎛⎝b1α b2α+ b4β b3α+ b5β + b6γb1δ b2δ + b4ε b3δ + b5ε+ b6θ
b1ϑ b2ϑ+ b4ρ b3ϑ+ b5ρ+ b6ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 0 b6
⎞⎠ ∈ Hn,m
⎫⎬⎭
for all possible representatives g.
• For deg(ϑ) and deg(ρ) are both not maximal we use the equation a4α+
a5δ + a6ϑ = b1δ to deduce a4 = 0 and (a5 − b1)δ + a6ϑ = 0. From
a1α + a2δ + a3ϑ = b1α we get a1 = b1 and a2δ + a3ϑ = 0. According
to a4β + a5ε + a6ρ = b2δ + b4ε we see that a5 = b4 and a6ρ = b2δ. The
equation a7ι = b3ϑ+ b5ρ+ b6ι implies a7 = b6 and 0 = b3ϑ+ b5ρ.
If ϑ = 0 we conclude from (a5−b1)δ+a6ϑ = 0, a2δ+a3ϑ = 0, (a7−b4)ρ =
0 and 0 = b3ϑ + b5ρ that we have a5 = b1, a2 = 0, a7 = b4 and b5 = 0,
since δ ̸= 0 ̸= ρ according to the determinant of g and the Irreducibility of
f . The remaining equations are given by a3ρ = b2α, a6ρ = b2δ, a6ι = b3δ
and a3ι = b3α. Since α and δ are coprime polynomials we deduce that
ι has to divide b3. With deg(ι) = κ + n > n ≥ deg(b3) it follows b3 = 0
and hence a6 = 0 = b2 = a3.
Suppose ϑ ̸= 0 then (a7 − b1)ϑ = 0 implies a7 = b1.
For ρ = 0 the equations b2ϑ = 0 = b3ϑ yield b2 = 0 = b3. Since ε and β are
coprime polynomials and deg(ε) > 0 we conclude from (a1−b4)β+a2ε = 0
that a1 = b4 and a2 = 0. Using the equations a3ϑ = 0 = a6ϑ we see that
a3 = 0 = a6. Now b5ε = 0 implies b5 = 0.
For ρ ̸= 0 we deduce due to our certain choice of g from (a7− b4)ρ = b2ϑ
that a7 = b4 and b2 = 0. Then a6ρ = 0, which means a6 = 0. Thus the
equations b3δ + b5ε = 0 = b3ϑ+ b5ρ and a2θ + a3ι = 0 = a2δ + a3ϑ yield
b3 = 0 = b5 and a2 = 0 = a3 if we apply Lemma 3.5.7 a).
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• If ϑ has not its maximal possible degree and ρ is a polynomial of its
maximal possible degree we conclude again a4 = 0 and (a5−b1)δ+a6ϑ = 0
from a4α + a5δ + a6ϑ = b1δ as well as a1 = b1 and a2δ + a3ϑ = 0 from
a1α+a2δ+a3ϑ = b1α. Furthermore the equation (a7− b4)ρ = b2ϑ yields
a7 = b4 and 0 = b2ϑ. Using a4γ + a5θ + a6ι = b3δ + b5ε + b6θ we get
a5 = b6 and a6ι = b3δ + b5ε.
Suppose ϑ = 0, then by the Irreducibility of f we know that δ ̸= 0, which
implies b1 = a5 and a2 = 0 because of the equations (b1−a5)δ = 0 = a2δ.
Due to the fact that ι and ρ are coprime polynomials and the degree of ρ
is greater than zero we conclude from (a7 − b6)ι = b5ρ that a7 = b6 and
b5 = 0. The remaining equations are a3ρ = b2α, a6ρ = b2δ, a6ι = b3δ
and a3ι = b3α. This implies α divides a3, since ι and ρ are coprime. Now
deg(α) = κ+ n′ > n′ ≥ deg(a3) yields a3 = 0 and whence b3 = 0 = a6 =
b2.
Is ϑ ̸= 0 we know from (a7 − b1)ϑ = 0 = b2ϑ that a7 = b1 and b2 = 0.
For ε = 0 the polynomials ρ and β are coprime. This yields with deg(ρ) >
0 that a6 = 0 = a3 and a1 = b4 using the equations a6ρ = 0 = (a1 −
b4)β+a3ρ. Thus we have (b1−a5)δ = 0 = a2δ, which means b1 = a5 and
a2 = 0, since δ ̸= 0 because otherwise f is reducible. By Lemma 3.5.7 a)
we derive b3 = 0 = b5 from b3α+ b5β = 0 = b3ϑ+ b5ρ.
If ε ̸= 0 we can deduce from (a5 − b4)ε + a6ρ = 0 that a5 = b4 and
a6 = 0 according to our choice of the representative g. Applying Lemma
3.5.7 a) to the remaining equations b3α + b5β = 0 = b3ϑ + b5ρ and
a2ε+ a3ρ = 0 = a2δ + a3ϑ gives b3 = 0 = b5 and a2 = 0 = a3.
• If ϑ is a polynomial of its maximal possible degree we have a7 = b1
because of (a7 − b1)ϑ = 0. According to a4β + a5ε+ a6ρ = b2δ + b4ε we
deduce a5 = b4 and a4β + a6ρ = b2δ. From a1β + a2ε+ a3ρ = b2α+ b4β
we know a2 = 0. Furthermore a1γ + a2θ + a3ι = b3α+ b5β + b6γ implies
a1 = b6 and a3ι = b3α+ b5β.
Suppose ρ = 0, then b2ϑ = 0 yields b2 = 0. Since ϑ and ι are coprime
polynomials and the degree of ϑ is greater zero, the equation (a7− b6)ι =
b3ϑ implies a7 = b6 and b3 = 0. Thus we have (a1−b4)β = 0 = a4β, which
gives a1 = b4 and a4 = 0, because β ̸= 0 follows from the determinant
of g and the Irreducibility of f . Now we have a6ϑ = 0 = a3ϑ and hence
a6 = 0 = a3. Applying Lemma 3.5.7 a) to b3ϑ + b5ρ = 0 = b3α + b5β
implies b3 = 0 = b5.
Suppose ρ ̸= 0. For α = 0 we know that ρ and ϑ are coprime polynomials.
Together with deg(ϑ) > 0 we deduce from (a7 − b4)ρ = b2ϑ that a7 = b4
and b2 = 0. Thus a6ϑ = 0 = a3ϑ, which means a6 = 0 = a3. This
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implies a4β = 0 = (a1 − b4)β and hence a4 = 0 and a1 = b4, since we
have β ̸= 0 according to the determinant of g and the Irreducibility of f .
Due to Lemma 3.5.7 a) we conclude from b3α+ b5β = 0 = b3δ+ b5ε that
b3 = 0 = b5.
For α ̸= 0 the equation (a1 − b1)α+ a3ϑ = 0 implies a1 = b1 and a3 = 0.
Using three times Lemma 3.5.7 a) we deduce from b2α = (a1 − b4)β =
(b1 − b4)β and b2ϑ = (a7 − b4)ρ = (b1 − b4)ρ that b2 = 0 and b1 = b4.
Then there are the equations a4α + a6ϑ = 0 = a4β + a6ρ who lead to
a4 = 0 = a6. The remaining equations b3ϑ + b5ρ = 0 = b3α + b5β yield
b3 = 0 = b5.
So we obtain Hn′,n′g ∩ gHn,m = {a1g | a1 ∈ k×} is trivial. Hence |Hn′,n′g ∩
gHn,m| = 1. Due to Lemma 3.5.12 3. we know |Υn′,n′,n,m| = (q − 1)2(q2 −
1)2(q2 + q + 1)q2d. Thus we compute
|Υn′,n′,n,m|
|Hn′,n′ ||Hn,m| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q−1)2q2n+3 = (q + 1)(q
2 + q + 1)q2d−2n′−2n−6
as number of double cosets if d ≥ n′ + n+ 3 ≥ 6 (cf. 1(v)i and 2(v)i).
c) n′ > m′ = 0: The degree restraints for the entries of M are given by
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n−m+ n′, deg(γ) ≤ κ+ n+ n′, deg(δ) ≤
κ, deg(ε) ≤ κ+ n−m, deg(θ) ≤ κ+ n, deg(ϑ) ≤ κ, deg(ρ) ≤ κ+ n−m and
deg(ι) ≤ κ+ n.
In this case we distinguish two cases for the representative of the double coset.
• If ϑ and δ have both not their respective maximal possible degree we
choose as representative the matrix g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, such that only
the entries on the diagonal of g have their respective maximal possible
degree. Furthermore we choose g such that if ϑ ̸= 0 we have δ = 0 or δ
is not a scalar multiple of ϑ.
• If ϑ or δ has its respective maximal possible degree and the degree of ε
is its maximal possible one, we take the representative g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠
with ϑ, ε and γ of their respective maximal possible degree and all other
entries have less than their respective possible degree.
• If ϑ or δ has its respective maximal possible degree and the degree of ε is
not its maximal possible one, we take the representative g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠
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with ϑ, β and θ of their respective maximal possible degree and all other
entries have less than their respective possible degree.
We consider now the intersection between
Hn′,0g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4δ + a5ϑ a4ε+ a5ρ a4θ + a5ι
a6δ + a7ϑ a6ε+ a7ρ a6θ + a7ι
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 a6 a7
⎞⎠ ∈ Hn′,0
⎫⎬⎭
and
gHn,m =
⎧⎨⎩
⎛⎝b1α b2α+ b4β b3α+ b5β + b6γb1δ b2δ + b4ε b3δ + b5ε+ b6θ
b1ϑ b2ϑ+ b4ρ b3ϑ+ b5ρ+ b6ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 0 b6
⎞⎠ ∈ Hn,m
⎫⎬⎭.
• Suppose ϑ and δ have not their respective maximal possible degree. Then
the equation a1α + a2δ + a3ϑ = b1α yields a1 = b1 and a2δ + a3ϑ = 0.
From a6ε + a7ρ = b2ϑ + b4ρ we conclude a6 = 0 and (a7 − b4)ρ = b2ϑ.
Using a4ε + a5ρ = b2δ + b4ε we see that a4 = b4 and a5ρ = b2δ. By
a6θ + a7ι = b3ϑ+ b5ρ+ b6ι we have a7 = b6.
For ϑ = 0 it follows δ ̸= 0 ̸= ρ since f is irreducible. According to the
equations (a4 − b1)δ = 0 = (a7 − b4)ρ and a2δ = 0 = b5ρ we deduce
a4 = b1, a7 = b4, a2 = 0 = b5. The remaining equations are a5ρ =
b2δ, a3ρ = b2α, a5ι = b3δ and a3ι = b3α. Since α and δ are coprime
polynomials we derive from these equations that ι divides b3. Because of
deg(ι) = κ+ n > n ≥ deg(b3) we know b3 = 0. Hence a5 = 0 = a3 = b2.
Is ϑ ̸= 0 = δ then we deduce b1 = a7, a5 = 0 = a3 from the equations
(a7 − b1)ϑ = 0 = a5ϑ = a3ϑ. The equation (a4 − b6)θ = b5ε is left. Since
ε and θ are coprime polynomials and deg(ε) > 0 we conclude a4 = b6 and
b5 = 0. This implies b3ϑ = 0, i.e. b3 = 0. Now a2ε = 0 implies a2 = 0.
For ϑ ̸= 0 ̸= δ we have b1 = a7, since (b1 − a7)ϑ = 0. Due to our choice
of g we get from (a4 − b1)δ + a5ϑ = 0 that a4 = b1 and a5 = 0. This
yields b2δ = 0 and hence b2 = 0. Now we apply Lemma 3.5.7 a) to the
equations a2δ + a3ϑ = 0 = a2ε + a3ρ and b3ϑ + b5ρ = 0 = b3δ + b5ε to
derive a2 = 0 = a3 and b3 = 0 = b5.
• Suppose ϑ and ε have their respective maximal possible degree. From
the equation a6δ = (b1 − a7)ϑ we deduce a7 = b1 and a6δ = 0. Using
(a4− b1)δ+a5ϑ = 0 we get a5 = 0 and (a4− b1)δ = 0. As in the previous
case we use a4ε + a5ρ = b2δ + b4ε to see that a4 = b4 and 0 = b2δ.
According to a1γ + a2θ + a3ι = b3α+ b5β + b6γ we have a1 = b6.
If δ = 0 we know that α and ϑ are coprime polynomials. Moreover the
degree of ϑ is greater than zero. Therefore we deduce from (a1 − b1)α+
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a3ϑ = 0 that a1 = b1 and a3 = 0. By similar arguments we conclude
a4 = b6 and b5 = 0 from (a4 − b6)θ = b5ε. The equations a6ε = b2ϑ and
a2ε = b2α imply that ε divides b2. For degree reasons this yields b2 = 0
and whence a2 = 0 = a6. Now b3ϑ = 0 means b3 = 0.
For δ ̸= 0 we have a4 = b1 and b2 = 0 = a6 since (a4 − b1)δ = 0 =
b2δ = a6δ. So we have the equations (a1 − b1)α + a2δ + a3ϑ = 0 =
(a1 − b1)β + a2ε + a3ρ. Next we apply Lemma 3.5.7 b) to obtain a1 =
b1 and a2 = 0 = a3. Using again Lemma 3.5.7 a) we conclude from
b3ϑ+ b5ρ = 0 = b3δ + b5ε that b3 = 0 = b5.
• We consider now the case where ϑ has its maximal possible degree, but
ε is a polynomial with less degree than it is possible. By the equation
a6δ+ a7ϑ = b1ϑ we conclude a7 = b1 and a6δ = 0. From a4δ+ a5ϑ = b1δ
we derive a5 = 0 and (a4−b1)δ = 0. Due to a1β+a2ε+a3ρ = b2α+b4β we
know that a1 = b4 and a2ε+ a3ρ = b2α. Using the equation a4θ + a5ι =
b3δ + b5ε+ b6θ we obtain a4 = b6 and b3δ + b5ε = 0
For δ = 0 we have necessarily ε ̸= 0 since f is irreducible. Then the
equations b5ε = 0 = (a4 − b4)ε lead to b5 = 0 and a4 = b4. Due to the
fact that deg(ϑ) > 0 and the two polynomials ϑ and α are coprime we
can use (b1 − a1)α = a3ϑ to find a1 = b1 and a3 = 0. Then we consider
the remaining equations a6ε = b2ϑ, a2θ = b3α, a6θ = b3ϑ and a2ε = b2α.
Since ε and θ are coprime polynomials we deduce that ϑ has to divide
a6. With deg(ϑ) = κ > 0 ≥ deg(a6) it follows that a6 = 0 and hence
a2 = b2 = 0 = b3.
For δ ̸= 0 we use a6δ = 0 = (a4− b1)δ to obtain a6 = 0 and a4 = b1. Now
we apply Lemma 3.5.7 a) to the equations b2ϑ = (a7 − b4)ρ = (b1 − b4)ρ
and b2δ = (a4 − b4)ε = (b1 − b4)ε. Therefore we have b1 = b4 and b2 = 0.
Again by Lemma 3.5.7 a) we deduce from b3ϑ+ b5ρ = 0 = b3δ + b5ε and
a2δ + a3ϑ = 0 = a2ε+ a3ρ that b3 = 0 = b5 and a2 = 0 = a3.
Now all cases for the representative of the double coset in this case yield that
the intersection is given by Hn′,0g ∩ gHn,m = {a1g | a1 ∈ k×}. This implies
|Hn′,0g ∩ gHn,m| = 1 and with Lemma 3.5.12 3. we obtain
|Υn′,0,n,m|
|Hn′,0||Hn,m| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q−1)2q2n+3 = (q + 1)(q
2 + q + 1)q2d−2n′−2n−6
double cosets for d ≥ n′ + n+ 3 ≥ 6 (cf. 1(v)ii and 2(v)ii).
d) n′ = m′ = 0: Now we have the following degree restraints for the entries of
the representative:
deg(α) ≤ κ, deg(β) ≤ κ+ n−m, deg(γ) ≤ κ+ n, deg(δ) ≤ κ, deg(ε) ≤
κ+ n−m, deg(θ) ≤ κ+ n, deg(ϑ) ≤ κ, deg(ρ) ≤ κ+ n−m, deg(ι) ≤ κ+ n.
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By multiplication with suitable matrices from H0,0 and Hn,m we can take as
representative for the double coset the matrix g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where the
entries on the diagonal have their respective maximal possible degree and all
other entries have less degree than it is possible. Furthermore we may assume
if ϑ ̸= 0 then δ = 0 or δ is not a scalar multiple of ϑ.
We consider the intersection of
H0,0g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ + a6ϑ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
a7α+ a8δ + a9ϑ a7β + a8ε+ a9ρ a7γ + a8θ + a9ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠ ∈ H0,0
⎫⎬⎭
and
gHn,m =
⎧⎨⎩
⎛⎝b1α b2α+ b4β b3α+ b5β + b6γb1δ b2δ + b4ε b3δ + b5ε+ b6θ
b1ϑ b2ϑ+ b4ρ b3ϑ+ b5ρ+ b6ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 0 b6
⎞⎠ ∈ Hn,m
⎫⎬⎭.
In this intersection we have the equation a7α+a8δ+a9ϑ = b1ϑ, which implies
a7 = 0 and (b1−a9)ϑ = a8δ. Moreover, a4α+a5δ+a6ϑ = b1δ gives us a4 = 0
and a6ϑ = (b1 − a5)δ. From a1α + a2δ + a3ϑ = b1α we deduce a1 = b1 and
a2δ + a3ϑ = 0. Using a4β + a5ε + a6ρ = b2δ + b4ε we conclude a5 = b4 and
a6ρ = b2δ. By the equation a7β + a8ε+ a9ρ = b2ϑ+ b4ρ we know a8 = 0 and
(a9 − b4)ρ = b2ϑ. Due to a7γ + a8θ + a9ι = b3ϑ+ b5ρ+ b6ι we have a9 = b6,
0 = b3ϑ+ b5ρ.
If ϑ = 0 we know that δ ̸= 0 ̸= ρ since f is irreducible, which yields together
with (b1 − a5)δ = 0 = a2δ = (a9 − b4)ρ = b5ρ that b1 = a5, a2 = 0 = b5 and
a9 = b4. The remaining equations are a3ρ = b2α, a3ι = b3α, b3δ = a6ι and
a6ρ = b2δ. Since the polynomials α and δ are coprime we know that ι has to
divide b3. But then deg(ι) = κ+n > n ≥ deg(b3) implies b3 = 0. This means
a6 = 0 = b2 = a3.
If ϑ ̸= 0 it follows from (b1 − a9)ϑ = 0 that a9 = 0 = b1.
For δ = 0 the equations a6ϑ = 0 = a3ϑ imply a3 = 0 = a6. From (a5−a1)θ =
b5ε we conclude a5 = a1 and b5 = 0, because θ and ε ∈ k[t] \ k are coprime
polynomials. Then the equations a2ε = b2α and a2θ = b3α yield that α has
to divide a2. But with deg(α) = κ > 0 ≥ deg(a2) this is only possible for
a2 = 0. Hence we have b2 = 0 = b3 due to the last two equations above.
For δ ̸= 0 our choice of the representative g allows us to deduce a6 = 0 and
b1 = a5 from the equation a6ϑ = (b1−a5)δ. Then we have b2ϑ = 0, i.e. b2 = 0.
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Next we apply Lemma 3.5.7 a) to the equations a2δ + a3ϑ = 0 = a2θ + a3ι
and b3ϑ+ b5ρ = 0 = b3δ + b5ε to obtain a2 = 0 = a3 and b3 = 0 = b5.
So the intersection is given by H0,0g ∩ gHn,m = {a1g | a1 ∈ k×}. Therefore
|H0,0g ∩ gHn,m| = 1 and by Lemma 3.5.12 3. we have
|Υ0,0,n,m|
|H0,0||Hn,m| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q3−1)(q3−q)q2(q−1)2q2n+3 = (q + 1)q
2d−2n−6
double cosets if d ≥ n+ 3 ≥ 5 (cf. 1(n)i and 2(n)i).
2. n = m > 0:
a) n′ > m′ > 0: This case follows by symmetry 3.7.4 from n > m > 0 and
n′ > m′ = 0. Hence for a representative g we have |Hn′,m′g ∩ gHn,n| = 1.
Furthermore, we use Lemma 3.5.12 3. to compute
|Υn′,m′,n,n|
|Hn′,m′ ||Hn,n| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q−1)2q2n′+3(q2−1)(q2−q)q2n+2 = (q + 1)(q
2 + q + 1)q2d−2n′−2n−6
double cosets in this case, if d ≥ n′ + n+ 3 ≥ 6 (cf. 1(v)iii and 2(v)iii).
b) n′ = m′ > 0: Now the degree restraints are the following:
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n′, deg(γ) ≤ κ+ n′ + n, deg(δ) ≤
κ+ n′, deg(ε) ≤ κ+ n′, deg(θ) ≤ κ+ n+ n′, deg(ϑ) ≤ κ, deg(ρ) ≤
κ, deg(ι) ≤ κ+ n.
If we multiply with matrices from Hn,n or Hn′,n′ we can only have linear
combinations of ϑ and ρ for the two first entries in the last row of the matrix
M . This leads to the following choices for the representatives of the double
coset:
• If ϑ or ρ has its respective maximal possible degree. Then we choose as
representative for the double coset the matrix g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where
the entries ϑ, ε and γ have their respective maximal possible degree and
all other entries have not their respective maximal possible degree.
• If ϑ and ρ are both not of their respective maximal possible degree we
take the representative g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where the only entries with
their respective maximal possible degree are those on the diagonal of g.
Moreover, we can assume deg(ϑ) > deg(ρ).
Now we want to compute the intersection of
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Hn′,n′g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ + a6ϑ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
a7ϑ a7ρ a7ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎬⎭
with
gHn,n =⎧⎨⎩
⎛⎝b1α+ b4β b2α+ b5β b3α+ b6β + b7γb1δ + b4ε b2δ + b5ε b3δ + b6ε+ b7θ
b1ϑ+ b4ρ b2ϑ+ b5ρ b3ϑ+ b6ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b3b4 b5 b6
0 0 b7
⎞⎠ ∈ Hn,n
⎫⎬⎭
for the representatives g.
Here we have the equation a7ϑ = b1ϑ+ b4ρ. Since in both possible cases the
degree of ϑ is greater than the degree of ρ we deduce from this equation that
a7 = b1 and b4ρ = 0. Similar argumentation yields from a7ρ = b2ϑ+ b5ρ that
we have b2 = 0 and (a7 − b5)ρ = 0.
• If the first case holds, i.e. we have deg(ϑ) is maximal, we conclude from
a4β+a5ε+a6ρ = b2δ+b5ε the equations a5 = b5 and a4β+a6ρ = 0. Using
a1β + a2ε+ a3ρ = b2α+ b5β we deduce a2 = 0 and (a1 − b5)β + a3ρ = 0.
With a1γ + a2θ + a3ι = b3α + b6β + b7γ we know a1 = b7 and a3ι =
b3α+ b6β.
Suppose ρ = 0, then since f is irreducible we have β ̸= 0 which implies
a4 = 0 from the equation a4β = 0. Furthermore we get a1 = a5, because
of the equation (a1−a5)β = 0. Now we consider the equation (a7−a1)ι =
b3ϑ. Since ϑ and ι are coprime polynomials and deg(ϑ) > 0 ≥ deg(a7−a1)
we derive a7 = a1 and b3 = 0. The remaining equations are a3ϑ =
b4β, a6ϑ = b4ε, a6ι = b6ε and a3ι = b6β. Since β and ε are coprime
polynomials and deg(ϑ) > 0 the first two equations are only possible for
b4 = 0 = a3 = a6, because otherwise ϑ is a common divisor of β and ε.
Hence, we obtain by the remaining two equations that b6 = 0.
Suppose ρ ̸= 0. This implies b4 = 0 and a7 = b5, because of b4ρ = 0 and
(a7−b5)ρ = 0. From the equations (a1−a5)α+a3ϑ = 0 = (a1−a5)β+a3ρ
and a4α + a6ϑ = 0 = a4β + a6ρ we conclude with Lemma 3.5.7 a) that
a1 = a5 and a3 = 0 = a4 = a6. Now we have the remaining equations
b3ϑ + b6ρ = 0 = b3δ + b6ε, which yield again by Lemma 3.5.7 a) that
b3 = 0 = b6.
• If ϑ and ρ have not their respective maximal possible degree we derive
from a1α + a2δ + a3ϑ = b1α that a1 = b1 and a2δ + a3ϑ = 0. By
a4β + a5ε + a6ρ = b2δ + b5ε we get a5 = b5 and a4β + a6ρ = 0. Using
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a7ι = b3ϑ + b6ρ + b7ι we have a7 = b7 and 0 = b3ϑ + b6ρ. With a1β +
a2ε+ a3ρ = b2α+ b5β we obtain a2 = 0 and (a1 − b5)β + a3ρ = 0.
Suppose ρ = 0. In this case β is non-zero and the equations a4β = 0 =
(a1 − b5)β imply a4 = 0 and a1 = b5. Because of deg(ε) > deg(ϑ) ≥ 0
(we have deg(ϑ) ≥ 0 since we assumed deg(ϑ) > deg(ρ)) the equation
a6ϑ = b4ε is only possible for a6 = 0 = b4. By a3ϑ = 0 we see that a3 = 0.
The remaining equations are b3δ+b6ε = 0 = b3α+b6β = b3ϑ+b6ρ, which
implies b3 = 0 = b6, since the columns of g are linearly independent.
Suppose ρ ̸= 0. This yields b4 = 0 and a7 = b5, since we have the
equations b4ρ = 0 = (a7 − b5)ρ. We obtain a3 = 0 from a3ϑ = 0, since
deg(ϑ) > deg(ρ) implies ϑ ̸= 0. Apply Lemma 3.5.7 a) to a4α + a6ϑ =
0 = a4β + a6ρ and b3δ + b6ε = 0 = b3α + b6β we get a4 = 0 = a6 and
b3 = 0 = b6.
So we obtain in all these casesHn′,n′g∩gHn,n = {a1g | a1 ∈ k×}. We conclude
|Hn′,n′g∩ gHn,n| = 1 and when we use Lemma 3.5.12 3. we see that there are
|Υn′,n′,n,n|
|Hn′,n′ ||Hn,n| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 = (q
2 + q + 1)q2d−2n′−2n−6
double cosets for d ≥ n′ + n+ 3 ≥ 5 (cf. 1(w)i and 2(w)i).
c) n′ > m′ = 0: The degree restraints for the entries of the matrix M are as
follows:
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n′, deg(γ) ≤ κ+ n+ n′, deg(δ) ≤
κ, deg(ε) ≤ κ, deg(θ) ≤ κ+ n, deg(ϑ) ≤ κ, deg(ρ) ≤ κ, deg(ι) ≤ κ+ n.
By multiplication with matrices from Hn′,0 from the left and matrices from
Hn,n from the right we multiply the lower left 2 × 2 block submatrix M˜ :=(
δ ε
ϑ ρ
)
of M with some element in PGL2(K) from the left and from the
right. This induces a multiplication of the determinant of M˜ with a non-zero
element from the field k. So the degree of the determinant does not change
by this multiplication. This is the reason for the following cases:
• If det(M˜) has not its maximal possible degree, then we choose the rep-
resentative g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ for the double coset of M , where the only
entries of their respective maximal possible degree are those on the diag-
onal of g and furthermore, if ϑ ̸= 0 we choose g such that δ = 0 or the
equation aδ = bϑ with a ∈ k and b ∈ k[t] is only possible for a = 0.
• If det(M˜) has its maximal possible degree, we take the representative
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g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠ with ϑ, ε and γ of their respective maximal possible
degree and all other entries have less degree than it is possible. Further-
more we may choose g such that deg(α) < deg(β) < κ (multiply with
a suitable matrix from Hn′,0 if necessary, in particular we can multiply
successive with the matrices
⎛⎝1 −βdeg(β)tdeg(β)−κ −αdeg(α)tdeg(α)−κ0 1 0
0 0 1
⎞⎠
to decrease the respective degree of α and β in every step by 1. By
these multiplications we end with deg(α) ≤ deg(β) < κ. Then we can
use suitable matrices from Hn,n and Hn′,0 to get deg(α) < deg(β) < κ
and we still have that only the diagonal entries are polynomials of their
respective maximal possible degree).
We want to compute the intersection between
Hn′,0g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4δ + a5ϑ a4ε+ a5ρ a4θ + a5ι
a6δ + a7ϑ a6ε+ a7ρ a6θ + a7ι
⎞⎠ |
⎛⎝a1 a2 a30 a4 a5
0 a6 a7
⎞⎠ ∈ Hn′,0
⎫⎬⎭
and
gHn,n =⎧⎨⎩
⎛⎝b1α+ b4β b2α+ b5β b3α+ b6β + b7γb1δ + b4ε b2δ + b5ε b3δ + b6ε+ b7θ
b1ϑ+ b4ρ b2ϑ+ b5ρ b3ϑ+ b6ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b3b4 b5 b6
0 0 b7
⎞⎠ ∈ Hn,n
⎫⎬⎭.
• Suppose det(M˜) is not maximal. By a4δ + a5ϑ = b1δ + b4ε we obtain
b4 = 0 and (a4 − b1)δ + a5ϑ = 0. From a1α + a2δ + a3ϑ = b1α + b4β we
conclude a1 = b1 and a2δ+ a3ϑ = 0. Using a6ε+ a7ρ = b2ϑ+ b5ρ we find
a6 = 0 and (a7 − b5)ρ = b2ϑ. According to a4ε+ a5ρ = b2δ + b5ε we get
a4 = b5 and a5ρ = b2δ. Moreover, the equation a6θ+a7ι = b3ϑ+b6ρ+b7ι
yields a7 = b7 and 0 = b3ϑ+ b6ρ.
For ϑ = 0 we have due to the determinant of g and the Irreducibility
of f that δ ̸= 0 ̸= ρ and hence we know a4 = b1, a2 = 0, a7 = b5 and
b6 = 0 from the equations (a4 − b1)δ = 0 = a2δ = (a7 − b5)δ = b6ρ. The
remaining equations are a5ρ = b2δ, a3ρ = b2α, a5ι = b3δ and a3ι = b3α.
Since α and δ are coprime polynomials we deduce that ι has to divide
b3, but deg(ι) = κ + n > n ≥ deg(b3). Hence b3 = 0, which implies
a5 = 0 = a3 = b2.
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For ϑ ̸= 0 we find a7 = b1, since (a7 − b1)ϑ = 0. Now we distinguish
between the cases δ = 0 and δ ̸= 0:
We start with the case δ = 0. Now a5ϑ = 0 = a3ϑ yields a5 = 0 = a3.
Moreover, we know that ε and θ are coprime polynomials and the degree
of ε is equal to κ. Together with (a4 − b7)θ = b6ε we derive a4 = b7 and
b6 = 0. With b2ϑ = 0 we find b2 = 0. By a2ε = 0 it is a2 = 0 and hence
b3α = 0, which yields b3 = 0.
Now let δ be non-zero. According to (a4− b1)δ+ a5ϑ = 0 and our choice
of g we conclude a4 = b1 and a5 = 0. Whence b2δ = 0, i.e. b2 = 0.
With Lemma 3.5.7 a) and the equations a2δ + a3ϑ = 0 = a2ε+ a3ρ and
b3ϑ+ b6ρ = 0 = b3α+ b6β we deduce a2 = 0 = a3 and b3 = 0 = b6.
• Suppose det(M˜) has maximal possible degree. From the equation a6δ +
a7ϑ = b1ϑ + b4ρ we derive a7 = b1 and a6δ = b4ρ in this case. We use
a4ε + a5ρ = b2δ + b5ε to see that a4 = b5 and a5ρ = b2δ. The equation
a1γ+a2θ+a3ι = b3α+b6β+b7γ yields a1 = b7 and a2θ+a3ι = b3α+b6β.
Next we consider the two equations (a1−b1)α+a2δ+a3ϑ = b4β and (a1−
b5)β + a2ε + a3ρ = b2α. Since we assume deg(α) < deg(β) < κ the first
equation implies deg(a2) > deg(a3) or a3 = 0, but the second equation is
only true for deg(a3) > deg(a2) or a2 = 0. Therefore we conclude that
a2 = 0 = a3. Hence we have (a1−b1)α = b4β and (a1−b5)β = b2α. Since
deg(β) > deg(α) we find b4 = 0, (a1 − b1)α = 0 and a1 = b5, b2α = 0.
Using (a4− b1)δ+a5ϑ = 0 it follows a5 = 0 and (a4− b1)δ = 0. Applying
Lemma 3.5.7 a) to b3δ + b6ε = 0 = b3α+ b6β yields b3 = 0 = b6.
For δ = 0 we have necessarily α ̸= 0 and hence (a1−b1)α = 0 and b2α = 0
imply a1 = b1 and b2 = 0. Moreover, we have ε ̸= 0, which implies a6 = 0,
since the equation a6ε = 0 is remaining.
For δ ̸= 0 the equations b2δ = a6δ = 0 = (a4− b1)δ yield b2 = 0 = a6 and
a4 = b1.
In all these cases we computed that the intersection Hn′,0g ∩ gHn,n = {a1g |
a1 ∈ k×} is trivial. According to Lemma 3.5.12 3. we get |Υn′,0,n,n||Hn′,0||Hn,n| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 = (q
2 + q + 1)q2d−2n′−2n−6 double cosets in
this case, if d ≥ n′ + n+ 3 ≥ 5 (cf. 1(w)ii and 2(w)ii).
d) n′ = m′ = 0: In this case the degree restraints for the entries of M are given
by
deg(α) ≤ κ, deg(β) ≤ κ, deg(γ) ≤ κ+ n, deg(δ) ≤ κ, deg(ε) ≤ κ, deg(θ) ≤
κ+ n, deg(ϑ) ≤ κ, deg(ρ) ≤ κ, deg(ι) ≤ κ+ n.
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By multiplication with suitable matrices from H0,0 and Hn,n we may take
the representative g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where only the entries on the diagonal
of g have their respective maximal possible degree and furthermore, we may
choose deg(ρ) > deg(ϑ).
We calculate the intersection of
H0,0g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ + a6ϑ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
a7α+ a8δ + a9ϑ a7β + a8ε+ a9ρ a7γ + a8θ + a9ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠ ∈ H0,0
⎫⎬⎭
with
gHn,n =⎧⎨⎩
⎛⎝b1α+ b4β b2α+ b5β b3α+ b6β + b7γb1δ + b4ε b2δ + b5ε b3δ + b6ε+ b7θ
b1ϑ+ b4ρ b2ϑ+ b5ρ b3ϑ+ b6ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b3b4 b5 b6
0 0 b7
⎞⎠ ∈ Hn,n
⎫⎬⎭.
In the intersection the equation a7α + a8δ + a9ϑ = b1ϑ + b4ρ holds, which
implies a7 = 0 and a8δ+a9ϑ = b1ϑ+b4ρ. According to a1α+a2δ+a3ϑ = b1α+
b4β we have a1 = b1 and a2δ + a3ϑ = b4β. Using a4β + a5ε+ a6ρ = b2δ + b5ε
we find a5 = b5 and a4β + a6ρ = b2δ. With a7β + a8ε + a9ρ = b2ϑ + b5ρ we
see that a8 = 0 and (a9 − b5)ρ = b2ϑ, which implies a9 = b5 and b2ϑ = 0.
From a7γ + a8θ+ a9ι = b3ϑ+ b6ρ+ b7ι we deduce a9 = b7 and 0 = b3ϑ+ b6ρ.
Now we use the equation (a9 − b1)ϑ = b4ρ to conclude that b4 = 0 and
(a9 − b1)ϑ = 0. Insert this into a4α + a5δ + a6ϑ = b1δ + b4ε we get a4 = 0
and (a5 − b1)δ + a6ϑ = 0.
Suppose ϑ = 0. By the determinant of g and the Irreducibility of f we
know that δ and ρ necessarily have to be non-zero. Therefore the equations
(a5 − b1)δ = 0 = b6ρ = a2δ imply a5 = b1 and a2 = 0 = b6. Hence there
are the following remaining equations: a3ρ = b2α, a6ρ = b2δ, a6ι = b3δ and
a3ι = b3α. Since the polynomials α and δ are coprime we deduce that ι
divides b3 and according to deg(ι) = κ + n > n ≥ deg(b3) we can conclude
b3 = 0. Now the remaining equations above yield a3 = 0 = a6 = b2.
Suppose ϑ ̸= 0. Then we have (a9 − b1)ϑ = 0 = b2ϑ, i.e. a9 = b1 and
b2 = 0. Next the equation a6ρ = 0 is left, which means a6 = 0. When
we apply Lemma 3.5.7 a) to the equations a2δ + a3ϑ = 0 = a2ε + a3ρ and
b3ϑ+ b6ρ = 0 = b3δ + b6ε we find a2 = 0 = a3 and b3 = 0 = b6.
Therefore the intersection is H0,0g ∩ gHn,n = {a1g | a1 ∈ k×}, which implies
|H0,0g ∩ gHn,n| = 1. By Lemma 3.5.12 3. we conclude that there are
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|Υ0,0,n,n|
|H0,0||Hn,n| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q3−1)(q3−q)q2(q2−1)(q2−q)q2n+2 = q
2d−2n−6
double cosets for d ≥ n+ 3 ≥ 4 (cf. 1(g)i and 2(g)i).
3. n > m = 0:
a) n′ > m′ > 0: For this case we use the symmetry 3.7.4 and the case n > m > 0
and n′ = m′ > 0 to obtain
|Υn′,m′,n,0|
|Hn′,m′ ||Hn,0| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q−1)2q2n′+3(q2−1)(q2−q)q2n+2 = (q + 1)(q
2 + q + 1)q2d−2n′−2n−6
double cosets, if d ≥ n′ + n+ 3 ≥ 6 (cf. 1(v)iv and 2(v)iv).
b) n′ = m′ > 0: We have the following degree restraints for the entries of M :
deg(α) ≤ κ+ n′, deg(β) ≤ κ+ n+ n′, deg(γ) ≤ κ+ n+ n′, deg(δ) ≤
κ+ n′, deg(ε) ≤ κ+ n+ n′, deg(θ) ≤ κ+ n+ n′, deg(ϑ) ≤ κ, deg(ρ) ≤
κ+ n, deg(ι) ≤ κ+ n.
If we multiply the matrix M with matrices from Hn′,n′ or Hn,0, then the
polynomial ϑ is multiplied with non-zero elements from the field. This means
we do not change the degree of ϑ via this multiplication. Hence we consider
the following two cases:
• If ϑ has not its maximal possible degree we choose as representative for
the double coset the matrix g :=
⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where the only entries
with their respective maximal possible degree are those on the diagonal
of g. Furthermore, if ϑ ̸= 0 we choose g in such a way that δ = 0 or the
equation aδ = bϑ for a ∈ k and b ∈ k[t] implies a = 0. Additionally we
do the same for ρ instead of δ, i.e. ρ = 0 or aρ = bϑ for a ∈ k and b ∈ k[t]
implies a = 0.
• If ϑ has its maximal possible degree we choose the representative g :=⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, such that ϑ, ε and γ are the only entries of g with their
respective maximal possible degree. Moreover, we choose α = 0 or the
equation aα + bδ + cϑ = 0 with a, b ∈ k, c ∈ k[t] implies a = 0, if this
holds, we additionally choose δ = 0 or the equation aδ = bϑ for a ∈ k,
b ∈ k[t] implies a = 0.
We want to compute the intersection of
Hn′,n′g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ + a6ϑ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
a7ϑ a7ρ a7ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
0 0 a7
⎞⎠ ∈ Hn′,n′
⎫⎬⎭
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with
gHn,0 =⎧⎨⎩
⎛⎝b1α b2α+ b4β + b6γ b3α+ b5β + b7γb1δ b2δ + b4ε+ b6θ b3δ + b5ε+ b7θ
b1ϑ b2ϑ+ b4ρ+ b6ι b3ϑ+ b5ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 b6 b7
⎞⎠ ∈ Hn,0
⎫⎬⎭.
• Consider the case where ϑ has not its maximal possible degree. With
a4α + a5δ + a6ϑ = b1δ it follows a4 = 0 and (a5 − b1)δ + a6ϑ = 0. The
equation a1α+ a2δ + a3ϑ = b1α yields a1 = b1 and a2δ + a3ϑ = 0. From
b2ϑ+b4ρ+b6ι = a7ρ we know that b6 = 0 and b2ϑ+(b4−a7)ρ = 0. Using
a4β + a5ε + a6ρ = b2δ + b4ε + b6θ we conclude a5 = b4 and a6ρ = b2δ.
Furthermore the equation a7ι = b3ϑ + b5ρ + b7ι implies a7 = b7 and
0 = b3ϑ+ b5ρ.
Suppose ϑ = 0. This means that δ and ρ have to be non-zero since f is
irreducible and hence the equations (a5 − b1)δ = a2δ = 0 = (b4 − a7)ρ =
b5ρ imply a5 = b1, a2 = 0, b4 = a7 and b5 = 0. The remaining equations
are given by a6ρ = b2δ, a3ρ = b2α, a6ι = b3δ and a3ι = b3α. Since ι and
ρ are coprime polynomials it follows from these equations that α has to
divide the polynomial a3, but we know additionally deg(α) = κ + n
′ >
n′ ≥ deg(a3). Therefore we obtain a3 = 0 and whence b2 = 0 = a6 = b3.
Suppose ϑ ̸= 0. By (a7 − b1)ϑ = 0 we have a7 = b1.
For δ = 0 = ρ we have a3 = 0 = a6 and b3 = 0 = b6, since in this case
we have the equations where these entries multiplied with the non-zero
element ϑ are equal to zero. Moreover, we know that β and ε are coprime
polynomials with deg(ε) > 0 and hence we conclude from (a1 − b4)β +
a2ε = 0 that a1 = b4 and a2 = 0.
For δ ̸= 0 the equation (a5 − b1)δ + a6ϑ = 0 implies a5 = b1 and a6 = 0
because of our choice of g. This yields the equation b2δ = 0 and whence
b2 = 0. We apply Lemma 3.5.7 a) to a2δ + a3ϑ = 0 = a2ε + a3ρ and
b3ϑ+ b5ρ = 0 = b3δ + b5ε to derive a2 = 0 = a3 and b3 = 0 = b5.
For ρ ̸= 0 we use b2ϑ + (b4 − a7)ρ = 0 to obtain b2 = 0 and b4 = a7
according to our choice of g. Similar to the case δ ̸= 0 we have now
a6ρ = 0, i.e. a6 = 0. Next we apply again Lemma 3.5.7 a) to a2δ+a3ϑ =
0 = a2ε + a3ρ and b3ϑ + b5ρ = 0 = b3δ + b5ε to derive a2 = 0 = a3 and
b3 = 0 = b5.
• If ϑ has its maximal possible degree we deduce from (a7 − b1)ϑ = 0 that
a7 = b1. With a4β + a5ε + a6ρ = b2δ + b4ε + b6θ we have a5 = b4
and a4β + a6ρ = b2δ + b6θ. Moreover, the equation a1γ + a2θ + a3ι =
b3α+ b5β + b7γ implies a1 = b7 and a2θ + a3ι = b3α+ b5β.
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For α = 0 we have necessarily that δ and ϑ ∈ k[t] \ k are coprime poly-
nomials. Therefore the equation (a5 − b1)δ = a6ϑ yields a5 = b1 and
a6 = 0. Because of a2δ + a3ϑ = 0 and ϑ has its maximal possible degree
we obtain a2 = 0 = a3. Using this we have the equation (a1− b4)β = b6γ
left. Together with the fact that β and γ are coprime polynomials and γ
has its maximal possible degree we deduce a1 = b4 and b6 = 0. Next we
can use 0 = b5β to get b5 = 0 and whence b3ϑ = 0 implies b3 = 0. From
a4γ = 0 we deduce a4 = 0 and therefore b2δ = 0, which means b2 = 0.
For α ̸= 0 we know from our choice of g and a4α+ a5δ + a6ϑ = b1δ that
a4 = 0 and (a5 − b1)δ + a6ϑ = 0. Furthermore, by the same argument
a1α+ a2δ + a3ϑ = b1α yields a1 = b1 and a2δ + a3ϑ = 0.
If δ = 0 we have a6ϑ = 0 = a3ϑ, in particular a6 = 0 = a3. In this case
we know that ε and θ are coprime polynomials and ε is of its maximal
possible degree. Hence b6θ = 0 and (a5 − b7)θ = b5ε imply b6 = 0 and
a5 = b7, b5 = 0. Some of the remaining equations are b3ϑ = 0 = b2ϑ,
which means b3 = 0 = b2. Now it remains the equation a2ε = 0, i.e. we
obtain a2 = 0.
If δ ̸= 0, then (a5 − b1)δ + a6ϑ = 0 implies a5 = b1 and a6 = 0 due to
our choice of g. Similar, a2δ + a3ϑ = 0 yields a2 = 0 = a3. According to
Lemma 3.5.7 a) the equations b2ϑ+ b6ι = 0 = b2δ + b6θ and b3ϑ+ b5ρ =
0 = b3α+ b5β imply b2 = 0 = b6 and b3 = 0 = b5.
In all these cases we found Hn′,n′g ∩ gHn,0 = {a1g | a1 ∈ k×}. This means
|Hn′,n′g ∩ gHn,0| = 1 and with Lemma 3.5.12 3. we compute
|Υn′,n′,n,0|
|Hn′,n′ ||Hn,0| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 = (q
2 + q + 1)q2d−2n′−2n−6.
So this is the number of double cosets in this case, if the degree satisfies
d ≥ n′ + n+ 3 ≥ 5 (cf. 1(w)iii and 2(w)iii).
c) n′ > m′ = 0: Using the symmetry 3.7.4 we compute this case from the case
n = m > 0 and n′ = m′ > 0. Therefore we get
|Υn′,0,n,0|
|Hn′,0||Hn,0| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q2−1)(q2−q)q2n+2 = (q
2 + q + 1)q2d−2n′−2n−6
double cosets for d ≥ n′ + n+ 3 ≥ 5 (cf. 1(w)iv and 2(w)iv).
d) n′ = 0 = m′: The degree restraint in this case are deg(α) ≤ κ, deg(β) ≤
κ+n, deg(γ) ≤ κ+n, deg(δ) ≤ κ, deg(ε) ≤ κ+n, deg(θ) ≤ κ+n, deg(ϑ) ≤
κ, deg(ρ) ≤ κ+ n, deg(ι) ≤ κ+ n.
As representative for the double coset of M we choose the matrix g :=⎛⎝α β γδ ε θ
ϑ ρ ι
⎞⎠, where only the entries on the diagonal have their respective
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maximal possible degree. Furthermore, we may choose deg(δ) > deg(ϑ).
Next we want to compute the intersection between
H0,0g =⎧⎨⎩
⎛⎝a1α+ a2δ + a3ϑ a1β + a2ε+ a3ρ a1γ + a2θ + a3ιa4α+ a5δ + a6ϑ a4β + a5ε+ a6ρ a4γ + a5θ + a6ι
a7α+ a8δ + a9ϑ a7β + a8ε+ a9ρ a7γ + a8θ + a9ι
⎞⎠ |
⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠ ∈ H0,0
⎫⎬⎭
and
gHn,0 =⎧⎨⎩
⎛⎝b1α b2α+ b4β + b6γ b3α+ b5β + b7γb1δ b2δ + b4ε+ b6θ b3δ + b5ε+ b7θ
b1ϑ b2ϑ+ b4ρ+ b6ι b3ϑ+ b5ρ+ b7ι
⎞⎠ |
⎛⎝b1 b2 b30 b4 b5
0 b6 b7
⎞⎠ ∈ Hn,0
⎫⎬⎭.
In this intersection we have the equation a7α+a8δ+a9ϑ = b1ϑ, which implies
a7 = 0 = a8 and (a9−b1)ϑ = 0. By a4α+a5δ+a6ϑ = b1δ it follows a4 = 0 and
(a5−b1)δ+a6ϑ = 0, i.e. a5 = b1 and a6ϑ = 0. With a1α+a2δ+a3ϑ = b1α we
conclude that a1 = b1 and a2δ + a3ϑ = 0, in particular a2 = 0 and a3ϑ = 0.
From a9ρ = b2ϑ + b4ρ + b6ι we deduce b6 = 0 and (a9 − b4)ρ = b2ϑ. Using
a4β + a5ε + a6ρ = b2δ + b4ε + b6θ we know a5 = b4 and a6ρ = b2δ. The
equation a7γ + a8θ + a9ι = b3ϑ+ b5ρ+ b7ι yields a9 = b7 and 0 = b3ϑ+ b5ρ.
Suppose ϑ = 0, then ρ ̸= 0 because f is irreducible and hence 0 = b3ϑ + b5ρ
implies b5 = 0 and (a9 − b4)ρ = b2ϑ yields a9 = b4. Now we use the equation
a4γ + a5θ + a6ι = b3δ + b5ε+ b7θ to derive a6 = 0 and b3δ = 0, in particular
b3 = 0, since δ ̸= 0. Similar, b2δ = 0 implies b2 = 0. Hence, we get a3 = 0
from a3ρ = 0.
Suppose ϑ ̸= 0, this implies a3 = 0 = a6 and a9 = b1. Thus b2δ = 0, i.e.
since deg(δ) > deg(ϑ) this means b2 = 0. According to Lemma 3.5.7 a) the
equations b3δ + b5ε = 0 = b3ϑ+ b5ρ imply b3 = 0 = b5.
This proves that H0,0g ∩ gHn,0 = {a1g | a1 ∈ k×} is trivial. Due to Lemma
3.5.12 3. we calculate
|Υ0,0,n,0|
|H0,0||Hn,0| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q3−1)(q3−q)q2(q2−1)(q2−q)q2n+2 = q
2d−2n−6
double cosets for this case, if d ≥ n+ 3 ≥ 4 (cf. 1(g)iii and 2(g)iii).
4. n = 0 = m:
a) n′ > m′ > 0: This case follows by symmetry 3.7.4 from the case n > m > 0
and n′ = 0 = m′. Hence we have
|Υn′,m′,0,0|
|Hn′,m′ ||H0,0| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q−1)2q2n′+3(q3−1)(q3−q)q2 = (q + 1)q
2d−2n′−6
double cosets for d ≥ n′ + 3 ≥ 5 (cf. 1(n)ii and 2(n)ii).
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b) n′ = m′ > 0: We use the symmetry 3.7.4 and the case n > m = 0 and
n′ = 0 = m′ to obtain
|Υn′,n′,0,0|
|Hn′,n′ ||H0,0| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q3−1)(q3−q)q2 = q
2d−2n′−6
double cosets for this case, if the degree fulfills d ≥ n′ + 3 ≥ 4 (cf. 1(g)iv and
2(g)iv).
c) n′ > m′ = 0: With the case n = m > 0 and n′ = 0 = m′ we can use the
symmetry 3.7.4 to solve this case. As solution we get
|Υn′,0,0,0|
|Hn′,0||H0,0| =
(q−1)2(q2−1)2(q2+q+1)q2d
(q2−1)(q2−q)q2n′+2(q3−1)(q3−q)q2 = q
2d−2n′−6
double cosets for d ≥ n′ + 3 ≥ 4 (cf. 1(g)ii and 2(g)ii).
d) n′ = 0 = m′: Note that we have necessarily 3 divides d to get a solution for
this case.
Similar to Subcase 3.c in [KMS15] we start to count all orbits of edges con-
taining the vertex x0,0 under its vertex stabilizer Γ˜x0,0 = Ξy0,0 = PGL3(k) (see
Proposition 3.4.8). Instead of these orbits we can consider the PGL3(k)-orbits
of points and lines in the projective plane P2(Fqd) (due to Remark 2.6.3).
The action of PGL3(k) on the projective plane P2(Fqd): The projective plane
is given by
P2(Fqd) =
⎧⎨⎩
⎛⎝xy
1
⎞⎠ | x, y ∈ Fqd
⎫⎬⎭ ∪
⎧⎨⎩
⎛⎝x1
0
⎞⎠ | x ∈ Fqd
⎫⎬⎭ ∪
⎧⎨⎩
⎛⎝10
0
⎞⎠⎫⎬⎭.
Let A :=
⎛⎝a1 a2 a3a4 a5 a6
a7 a8 a9
⎞⎠ ∈ GL3(k).
If A stabilizes a point p in the projective plane P2(Fqd) this means that there
exists some ζ ∈ F×
qd
, such that the equation Ap = ζp is satisfied. This implies
that ζ has to be an eigenvalue of the matrix A. Hence, ζ is a root of the char-
acteristic polynomial of A, in particular ζ is a root of a polynomial of degree
at most 3. This implies that ζ has to be in the field extension Fq2 or Fq3 of the
field Fq. Notice that we always have Fq3 ⊆ Fqd , because 3 divides d, but Fq2
is a subset of Fqd if and only if d is even. So we have P2(Fq3) ⊆ P2(Fqd). This
is the reason why we first consider the action of PGL3(k) on the projective
plane P2(Fq3):
For p =
⎛⎝10
0
⎞⎠: If A stabilizes the point p we have Ap = ζp for some
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ζ ∈ F×
q3
. This is equivalent to
⎛⎝a1a4
a7
⎞⎠ = ζ
⎛⎝10
0
⎞⎠. Hence a4 = 0 = a7 and
a1 = ζ ∈ k×. Since A is a matrix in GL3(k) it follows
(
a5 a6
a8 a9
)
∈ GL2(k)
and a2, a3 ∈ k. Therefore the stabilizer in PGL3(k) of the point p has car-
dinality |PGL3(k)p| = q−1q−1(q2 − 1)(q2 − q)q2. We divide by q − 1 to take
into account that we are working in the projective group. Due to the orbit-
stabilizer theorem we have
|PGL3(k)p| = |PGL3(k)||PGL3(k)p| =
(q3−1)(q3−q)q2
(q2−1)(q2−q)q2 =
q3−1
q−1 = q
2 + q + 1.
This corresponds to the embedding P2(Fq) ⊆ P2(Fqd).
Now we choose z ∈ Fq3 such that (1, z, z2) is a basis of Fq3 over k.
For p =
⎛⎝z1
0
⎞⎠: The equation Ap = ζp is equal to
⎛⎝a1z + a2a4z + a5
a7z + a8
⎞⎠ = ζ
⎛⎝z1
0
⎞⎠.
Therefore a7 = 0 = a8, a4z + a5 = ζ and a1z + a2 = ζz, whence a1z + a2 =
a4z
2 + a5z. Since we took z ∈ Fq3 \ Fq it can not be a solution of a quadratic
equation, in particular, we can conclude from the equation that a4 = 0 = a2
and a1 = a5 ∈ k, to be precise a1 = a5 ∈ k×, because A ∈ GL3(k). For
the last column of A we have to take a9 ∈ k× and a3, a6 ∈ k. We conclude
|PGL3(k)p| = q−1q−1(q − 1)q2. According to the orbit-stabilizer theorem we
compute
|PGL3(k)p| = |PGL3(k)||PGL3(k)p| =
(q3−1)(q3−q)q2
(q−1)q2 =
(q3−1)(q3−q)
q−1 = (q
3− q)(q2+ q+1).
For p =
⎛⎝z2z
1
⎞⎠: We know that GL3(k) acts transitively on the set of bases of
Fq3 . So we have PGL3(k)p =
⎧⎨⎩
⎛⎝xy
1
⎞⎠ | (x, y, 1) is a basis of Fq3
⎫⎬⎭ and hence
|PGL3(k)p| = (q3 − q)(q3 − q2).
Because of q2+ q+1+ (q3− q)(q2+ q+1)+ (q3− q)(q3− q2) = q6+ q3+1 =
|P2(Fq3)| we see that PGL3(k) acts with three orbits on the projective plane
P2(Fq3).
Next we have to distinguish between odd and even degree d.
If d is odd, then Fq2 is not a subfield of Fqd .
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For p =
⎛⎝a1
0
⎞⎠, where a ∈ Fqd \ Fq3 : Analogously to the case p =
⎛⎝z1
0
⎞⎠ above,
we may compute
|PGL3(k)p| = |PGL3(k)||PGL3(k)p| =
(q3−1)(q3−q)q2
(q−1)q2 =
(q3−1)(q3−q)
q−1 = (q
3− q)(q2+ q+1).
The points in the projective plane who lie in one of these orbits are the points⎧⎨⎩
⎛⎝yx
1
⎞⎠ | y ∈ Fqd \ Fq3 , x ∈ ⟨1, y⟩k \ Fq
⎫⎬⎭ ∪
⎧⎨⎩
⎛⎝yx
1
⎞⎠ | y ∈ Fqd \ Fq3 , x ∈ Fq
⎫⎬⎭
∪
⎧⎨⎩
⎛⎝yx
1
⎞⎠ | y ∈ Fq, x ∈ Fqd \ Fq3
⎫⎬⎭ ∪
⎧⎨⎩
⎛⎝y1
0
⎞⎠ | y ∈ Fqd \ Fq3
⎫⎬⎭. Therefore we
find (qd − q3)(q2 − q) + 2(qd − q3)q+ qd − q3 = (qd − q3)(q2 + q+ 1) points of
the projective plane who lie in an orbit of this kind.
This implies
(qd−q3)(q2+q+1)
(q3−q)(q2+q+1) = q
d−3 + qd−5 + ...+ q2
orbits of this form.
All the other points in the projective plane P2(Fqd) have trivial stabilizers in
PGL3(k). So the cardinality of such an orbit is given by the cardinality of
the group PGL3(k), hence it equals (q
3 − 1)(q3 − q)q2. We have |P2(Fqd)| =
q2d+qd+1. Thus there are q2d+qd+1− (q6+q3+1)− (qd−q3)(q2+q+1) =
q2d − q6 − (qd − q3)(q2 + q) = q2d − qd+2 − qd+1 − q6 + q5 + q4 points in the
projective plane with trivial stabilizer. Whence, we obtain
q2d−qd+2−qd+1−q6+q5+q4
(q3−1)(q3−q)q2 =
q2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3
orbits.
In total we have 3 orbits for d = 3 and 3+qd−3+qd−5+...+q2+ q
2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3
orbits for the case d ≥ 9 is odd.
If d is even, then Fq2 is a subfield of Fqd and hence the projective plane over
Fq2 a subset of the projective plane over Fqd . Therefore we have to consider
the action of PGL3(k) on the projective plane over Fq2 : Let v ∈ Fq2 \ Fq.
Note that (1, v) is a basis of Fq2 over k.
For p =
⎛⎝v1
0
⎞⎠: The equation Ap = ζp means
⎛⎝a1v + a2a4v + a5
a7v + a8
⎞⎠ = ζ
⎛⎝v1
0
⎞⎠. We
deduce a7 = 0 = a8, a4v + a5 = ζ and a1v + a2 = ζv. Thus a1v + a2 =
(a4v + a5)v. Moreover, we know a9 ∈ k×, since A ∈ GL3(k). And for
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the same reason we have
(
a1 a2
a4 a5
)
∈ GL2(k). The last two entries of A
are arbitrary elements in the field k. From the arguments in [KMS15] we
conclude that |PGL2(k)(v
1
)| = q+1. Now we have to multiply this cardinality
with the possibilities for the last column of A, in particular we multiply with
(q−1)q2. Then we obtain |PGL3(k)p| = (q+1)(q−1)q2 = (q2−1)q2. By the
orbit-stabilizer theorem we know |PGL3(k)p| = |PGL3(k)||PGL3(k)p| =
(q3−1)(q3−q)q2
(q+1)(q−1)q2 =
(q3−1)q. With |P2(Fq2)\P2(Fq)| = q4+q2+1−(q2+q+1) = q4−q = (q3−1)q
we find one orbit for the action of PGL3(k) on the projective plane over Fq2 .
For p =
⎛⎝b1
0
⎞⎠ with b ∈ Fqd \ (Fq2 ∪ Fq3): Similar to the above cases of
this form we calculate |PGL3(k)p| = (q − 1)q2 and hence |PGL3(k)p| =
(q3 − q)(q2 + q + 1). Points in the projective plane P2(Fqd) who lie in one of
these orbits are points from the following set:⎧⎨⎩
⎛⎝yx
1
⎞⎠ | y ∈ Fqd \ (Fq2 ∪ Fq3), x ∈ ⟨1, y⟩k \ Fq
⎫⎬⎭ ∪⎧⎨⎩
⎛⎝yx
1
⎞⎠ | y ∈ Fqd \ (Fq2 ∪ Fq3), x ∈ Fq
⎫⎬⎭ ∪⎧⎨⎩
⎛⎝yx
1
⎞⎠ | y ∈ Fq, x ∈ Fqd \ (Fq2 ∪ Fq3)
⎫⎬⎭ ∪
⎧⎨⎩
⎛⎝y1
0
⎞⎠ | y ∈ Fqd \ (Fq2 ∪ Fq3)
⎫⎬⎭.
With |Fq2 ∪Fq3 | = |Fq2 |+ |Fq3 |− |Fq2 ∩Fq3 | = |Fq2 |+ |Fq3 |− |Fq| = q2+ q3− q
we find |Fqd \(Fq2∪Fq3)| = qd−q3−q2+q. This implies we have (qd−q3−q2+
q)(q2−q)+2(qd−q3−q2+q)q+qd−q3−q2+q = (qd−q3−q2+q)(q2+q+1)
points which are in one of these orbits. So we obtain
(qd−q3−q2+q)(q2+q+1)
(q3−q)(q2+q+1) = q
d−3 + qd−5 + ...+ q3 + q − 1
orbits of this form.
All the other points in P2(Fqd) have trivial stabilizer and hence the length
of the corresponding orbit is maximal, in particular equals the cardinality of
PGL3(k). The number of remaining points in the projective plane over Fqd is
q2d+qd+1−(q6+q3+1)−(q4+q2+1)+(q2+q+1)−(qd−q3−q2+q)(q2+q+1) =
q2d − qd+2 − qd+1 − q6 + q5 + q4. Therefore we have
q2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3
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orbits of maximal length.
In total we have
3 + 1 + qd−3 + qd−5 + ...+ q3 + q − 1 + q2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3
orbits for d ≥ 6 is even.
The action of PGL3(k) on the set of two dimensional subspaces of F3qd : Each
two dimensional subspace of F3
qd
is the kernel of a linear map, which can
be represented by a vector in the dual space of F3
qd
, in particular there ex-
ists a vector (x, y, z) in the dual space of F3
qd
, such that the points in the
two dimensional subspace are those points
⎛⎝ab
c
⎞⎠ ∈ F3
qd
where the equation
(x, y, z)
⎛⎝ab
c
⎞⎠ = xa + yb+ zc = 0 holds. Now we can identify the dual space
of F3
qd
with F3
qd
itself to obtain a bijective correspondence between the two
dimensional subspaces of F3
qd
with the points in the projective plane P2(Fqd).
Let A ∈ PGL3(k) and E be a two dimensional subspace of F3qd . If E is
represented by the vector (x, y, z) in the dual space of F3
qd
, then the two
dimensional subspace AE is represented by (x, y, z)A−1. Identifying the dual
space of F3
qd
with F3
qd
itself, yields that the two dimensional subspace AE is
represented by the point (A−1)T
⎛⎝xy
z
⎞⎠ of the projective plane P2(Fqd). Since
φ : PGL3(k) → PGL3(k), A ↦→ (A−1)T is a bijection, the action of PGL3(k)
on the two dimensional subspaces of F3
qd
is given by the action of PGL3(k) on
the points of the projective plane P2(Fqd). So we obtain again the number of
orbits we computed from the action of PGL3(k) on P2(Fqd) as result for the
action of PGL3(k) on the two dimensional subspaces of F3qd .
This leads to a total amount of 6 orbits for d = 3,
6 + 2(qd−3 + qd−5 + ...+ q2) + 2 q
2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3
orbits for the case d ≥ 9 is odd and
6 + 2(qd−3 + qd−5 + ...+ q3 + q) + 2 q
2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3
orbits for d ≥ 6 is even. For each of these orbits we have a corresponding
edge in the quotient Γ˜\X, which contains the vertex X0,0.
In order to compute the number of edges fromX0,0 to itself we have to subtract
from the total amount of edges containing X0,0 the number of all edges from
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X0,0 to other vertices. We calculated this number of edges in previous cases:
For d is odd we already have
1 + q2 + q4 + q6 + ...+ qd−5 + q2(d−
d+1
2
−1) =
1 + q2 + q4 + q6 + ...+ qd−5 + qd−3 = q
d−1−1
q2−1
edges for the case κ = 0, n > m > 0, n′ = m′ = 0;
1 edge for the case κ = 0, n = m > 0, n′ = m′ = 0;
1 edge for the case κ = 0, n = m = 0, n′ > m′ = 0;
1 + q2 + q4 + ...+ qd−5 + q2(
d−1
2
−1) = 1+ q2 + q4 + ...+ qd−5 + qd−3 = q
d−1−1
q2−1
edges for the case κ = 0, n = m = 0, n′ > m′ > 0;
q2d−12 + q2d−18 + ...+ q6 + q2d−2(d−3)−6 = q2d−12 + q2d−18 + ...+ q6 + 1 =
q2d−6−1
q6−1 =
(qd−3+1)(qd−3−1)
(q3+1)(q3−1)
edges for the case κ = d−n
′
3 ∈ N, n = m = 0, n′ > m′ = 0 (note that
κ = d−n
′
3 ∈ N implies n′ ∈ 3N and d− 3 ≥ n′ ≥ 3);
q2d−12 + q2d−18 + ...+ qd+3 + q2d−2
d−3
2
−6 =
q2d−12 + q2d−18 + ...+ qd+3 + qd−3 = qd−3 q
d−3−1
q6−1
edges for the case κ = d−2n
′
3 ∈ N, n = m = 0, n′ = m′ > 0 (note that
κ = d−2n
′
3 ∈ N implies n′ ∈ 3N and d−32 ≥ n′ ≥ 3);
the number of edges in the case κ = d−n
′−m′
3 ∈ N, n = m = 0, n′ > m′ > 0 is
equal to
(q + 1)
(∑ d−5
2
m′=1
∑l(m′)
i=0 q
2m′+6i
)
,
with l(m′) =
⎧⎪⎨⎪⎩
d−2m′−4
3 if m
′ ≡ 1 (mod 3)
d−2m′−5
3 if m
′ ≡ 2 (mod 3)
d−2m′−6
3 if m
′ ≡ 0 (mod 3)
. (Note that κ = d−n
′−m′
3 ∈ N
implies n′ + m′ ∈ 3N and d−52 ≥ m′ ≥ 1; moreover d−52 ≡ −1 (mod 3)).
The number of edges in each of the last three cases comes twice. This is
because of the symmetry 3.7.4 we get the same amount of edges for the cases
n = m > 0, n′ = m′ = 0; n > m = 0, n′ = m′ = 0 and n > m > 0,
n′ = m′ = 0, respectively.
For d is even we already have
1 + q2 + q4 + q6 + ...+ qd−5 + q2(d−(
d
2
+1)−1) =
1 + q2 + q4 + q6 + ...+ qd−6 + qd−4 = q
d−2−1
q2−1
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edges for the case κ = 0, n > m > 0, n′ = m′ = 0;
1 edge for the case κ = 0, n = m > 0, n′ = m′ = 0;
1 edge for the case κ = 0, n = m = 0, n′ > m′ = 0;
1 + q2 + q4 + ...+ qd−5 + q2(
d
2
−1−1) = 1+ q2 + q4 + ...+ qd−6 + qd−4 = q
d−2−1
q2−1
edges for the case κ = 0, n = m = 0, n′ > m′ > 0;
moreover we found
q(qd−3+1)
q+1 = q
d−3 − qd−4 + qd−5 − ...+ q3 − q2 + q
edges for the case κ = 0, n > m = 0, n′ = m′ = 0;
q(qd−3+1)
q+1 = q
d−3 − qd−4 + qd−5 − ...+ q3 − q2 + q
edges for the case κ = 0, n = m = 0, n′ = m′ > 0;
q2d−12 + q2d−18 + ...+ q6 + q2d−2(d−3)−6 = q2d−12 + q2d−18 + ...+ q6 + 1 =
q2d−6−1
q6−1 =
(qd−3+1)(qd−3−1)
(q3+1)(q3−1)
edges for the case κ = d−n
′
3 ∈ N, n = m = 0, n′ > m′ = 0 (note that
κ = d−n
′
3 ∈ N implies n′ ∈ 3N and d− 3 ≥ n′ ≥ 3);
q2d−12 + q2d−18 + ...+ qd+6 + q2d−2(
d
2
−3)−6 =
q2d−12 + q2d−18 + ...+ qd+6 + qd = qd q
d−6−1
q6−1
edges for the case κ = d−2n
′
3 ∈ N, n = m = 0, n′ = m′ > 0 (note that
κ = d−2n
′
3 ∈ N implies n′ ∈ 3N and d2 − 3 = d−62 ≥ n′ ≥ 3);
the number of edges in the case κ = d−n
′−m′
3 ∈ N, n = m = 0, n′ > m′ > 0 is
equal to
(q + 1)
(∑ d−4
2
m′=1
∑l(m′)
i=0 q
2m′+6i
)
,
with l(m′) =
⎧⎪⎨⎪⎩
d−2m′−4
3 if m
′ ≡ 1 (mod 3)
d−2m′−5
3 if m
′ ≡ 2 (mod 3)
d−2m′−6
3 if m
′ ≡ 0 (mod 3)
. (Note that κ = d−n
′−m′
3 ∈ N
implies n′ +m′ ∈ 3N and d−42 ≥ m′ ≥ 1; moreover d−42 ≡ 1 (mod 3)). The
number of edges in each of the last three cases comes twice. The reason is
because we get by symmetry 3.7.4 the same amount of edges for the cases
n = m > 0, n′ = m′ = 0; n > m = 0, n′ = m′ = 0 and n > m > 0,
n′ = m′ = 0, respectively.
Therefore we find from X0,0 to itself in total 2 edges for d = 3,
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2 + 2 q
2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3 − 2(q2d−12 + q2d−18 + ...+ q6 + 1)− 2(q2d−12 +
q2d−18 + ...+ qd+3 + qd−3)− 2(q + 1)
(∑ d−5
2
m′=1
∑l(m′)
i=0 q
2m′+6i
)
edges for d ≥ 9 is odd and
2 + 2 q
2d−qd+2−qd+1−q6+q5+q4
q8−q6−q5+q3 − 2(q2d−12 + q2d−18 + ...+ q6 + 1)− 2(q2d−12 +
q2d−18 + ...+ qd+6 + qd)− 2(q + 1)
(∑ d−4
2
m′=1
∑l(m′)
i=0 q
2m′+6i
)
edges for d ≥ 6 is even. Since we have three different types of vertices we have
to divide this number by 2 to get the number of edges between the vertices
corresponding to X0,0 (cf. 2z).
This proves our Main Theorem 3.1.1. Notice that we have to distinguish whether the
degree d is divisible by 3 or not. If 3 divides d, then we have three different types of
vertices since Γ preserves types, whereas Γ˜ does not preserve the types of the vertices.
In case 3 does not divide d we have Γ = Γ˜ and hence Γ\X = Γ˜\X.
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A.1. The PGL2 case
We consider the situation in [KMS15]. With the methods we used to solve the PGL3
case we can give another proof for the PGL2 case, which was solved in [KMS15]. We
use the notation from [KMS15]. As first step we compute the cardinality of the set
Υn,m =
{(
α β
γ δ
)
| α, β, γ, δ ∈ k[t]; deg(α) ≤
d+n−m
2 , deg(β) ≤ d+n+m2 ,
deg(γ) ≤ d−n−m2 , deg(δ) ≤ d−n+m2 ;αδ − γβ = λf, λ ∈ k×
}
. We do
this similar to Lemma 3.5.12: Thus we count the possibilities for choosing a matrix
M =
(
α β
γ δ
)
∈ Υn,m. First we have to choose the first column of M in such a way
that α and γ are coprime polynomials and at least one of them has its maximal possible
degree. This is done in [KMS15]. Hence there are (q − 1)2(qd−m + qd−m−1) possible
choices for the first column of M . Remember l = d−n−m2 . Next we want to count
the possible choices for the second column of M such that det(M) = f . Therefore we
solve the system of linear equations Ax = b, where x =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
δ0
...
δl+m
β0
...
βl+m+n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, b =
⎛⎜⎝f0...
fd
⎞⎟⎠ and
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α0 0 0 γ0 0 0
... α0
. . .
... γ0
. . .
αl+n
... γl
...
0 αl+n
. . . 0 0 γl
. . . 0
... 0
. . . α0
... 0
. . . γ0
...
...
. . .
...
...
...
. . .
...
0 0 0 αl+n 0 0 0 γl
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ k(d+1)×(d+m+2).
Claim: The rank of A is maximal, in particular rank(A) = d+ 1.
Proof: W. l. o. g. let deg(α) = l + n. We consider the submatrix
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B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α0 0 0 γ0 0 0
... α0
. . .
... γ0
. . .
αl+n
... γl
...
0 αl+n
. . . 0 0 γl
. . . 0
... 0
. . . α0
... 0
. . . γ0
...
...
. . .
...
...
...
. . .
...
0 0 0 αl+n 0 0 0 γl
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ k(d−m)×(d−m), where we
erase the lastm+1 columns of A, which have coefficients of α as entries and additionally,
the last m+1 columns of A. Then the resulting matrix B has rank d−m: If we have a
linear combination of the columns of B equal to zero, then we may write this equation
as αg+ γh = 0, with polynomials g and h, where deg(g) ≤ l− 1 and deg(h) ≤ l+ n− 1.
Since α and γ are coprime polynomials it follows that α divides h. But then deg(α) =
l + n > l + n − 1 ≥ deg(h) implies h = 0 and hence we also have g = 0. Whence
rank(B) = d−m.
Now we consider the submatrix of A consisting of B together with all columns, where
the entries are coefficients of α. This matrix has rank d + 1. Therefore we deduce
rank(A) = d + 1. For the system of equations Ax = b we get qd+m+2−(d+1) = qm+1
solutions.
Since the determinant of M can be a scalar multiple of f we have q − 1 choices for
this scalar.
In total we have (q − 1)qm+1 choices for the second column of M .
Since we are working in the projective group we have to divide by q− 1. So we obtain
|Υn,m| = (q − 1)2(qd+1 + qd).
It is also possible to use the methods for PGL3 to compute the size of the double
cosets in the last case m+ n < d in [KMS15]. The case n,m > 0: We need to compute
the intersection Hng ∩ gHm. Therefore we may choose the matrix g :=
(
α β
γ δ
)
, such
that deg(α) = l + n is the maximal possible degree, as representative for the double
coset. Using this we calculate
Hng =
{(
a b
0 c
)
g =
(
aα+ bγ aβ + bδ
cγ cδ
)
| a, c ∈ k×, b ∈ k[t] with deg(b) ≤ n
}
and gHm =
{
g
(
u v
0 w
)
=
(
αu vα+ wβ
γu vγ + wδ
)
| u,w ∈ k×, v ∈ k[t] with deg(v) ≤ m
}
.
In the intersection Hng ∩ gHm we have the equations
cγ = uγ, (a− u)α+ bγ = 0, vγ + δ(w − c) = 0, vα+ wβ = aβ + bδ.
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Since αδ − γβ is a scalar multiple of the irreducible polynomial f it follows from the
degree restraints that γ has to be non-zero. According to the above equations we deduce
c = u. Moreover, γ and α have to be coprime polynomials. Hence we derive from
the second equation that α has to divide b. But due to the degree restraints we know
deg(α) = l + n > n ≥ deg(b). This yields b = 0 and whence a = u. Now the last two
equations are vγ+δ(w−u) = 0 = vα+β(w−u), in particular v
(
α
γ
)
+(w−u)
(
β
δ
)
= 0.
Because of det(g) ̸= 0 we conclude v = 0 and w = u. It follows Hng ∩ gHm = {ag | a ∈
k×} and hence |Hng ∩ gHm| = q−1q−1 = 1.
Similarly for the case m > 0 and n = 0: We may choose the matrix g :=
(
α β
γ δ
)
,
such that deg(α) = l is the maximal possible degree, as representative for the double
coset. With this representative we compute
H0g =
{(
a b
c d
)
g =
(
aα+ bγ aβ + bδ
cα+ dγ cβ + dδ
)
|
(
a b
c d
)
∈ GL2(k)
}
and gHm =
{
g
(
u v
0 w
)
=
(
αu vα+ wβ
γu vγ + wδ
)
| u,w ∈ k×, v ∈ k[t] with deg(v) ≤ m
}
.
In the intersection H0g ∩ gHm we have the equations
cα+ dγ = uγ, (a− u)α+ bγ = 0, vγ + δ(w − d) = cβ, vα+ wβ = aβ + bδ.
We have again γ ̸= 0, because αδ− γβ is a scalar multiple of the irreducible polynomial
f . Due to the fact that γ and α have to be coprime polynomials we can use the second
equation to find that α has to divide b. Again by the degree restraints we know deg(α) =
l > 0 ≥ deg(b). We conclude b = 0 and hence a = u. Analogously, the first equation
yields c = 0 and u = d. The result is Hng ∩ gHm = {ag | a ∈ k×}, i.e. |Hng ∩ gHm| =
q−1
q−1 = 1.
Now we proved in both subcases that there is only one length for the double cosets.
Therefore the number of double cosets is just
|Υn,m|
|Hm||Hn| .
To solve the last case, where all indices are equal to zero, we used the same arguments
as given in the case n = 0 = m in [KMS15].
A.2. S-Arithmetic Groups
Now we briefly give the definition of a S-arithmetic group. We will not go into details.
There exist several books about algebraic geometry. The book [NX09] is one example.
For more details about linear algebraic groups see, for instance, Chapter 2 in [Spr98]. The
present section is based on Section 13.5 in [AB08] and Chapter 1 + Chapter 2 in [Spr98].
Let k be a an algebraically closed field. The closed sets in the Zariski topology on
km are the solution sets of systems of polynomial equations. We can identify the n× n
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matrices over k with kn
2
and use this to define the Zariski topology on the set of matrices.
Then we have the induced topology on the subset GLn.
Definition A.2.1. A linear algebraic group is a closed subgroup of some GLn with
respect to the Zariski topology.
Let K be the function field of an irreducible, projective, smooth curve C defined over
a finite field k = Fq.
Example A.2.2. The rational function field K = k(t) corresponds to the projective line.
Definition A.2.3. Denote by S a finite nonempty set of (closed) points of C and let
OS be the ring of functions in K that have no poles except possibly at points in S. In
particular OS =
⋂
p/∈S
Oνp . Then OS is called the ring of S-integers.
Definition A.2.4. Two Groups are said to be commensurable if their intersection is of
finite index in both of them.
Definition A.2.5. Let G be a linear algebraic group defined overK. Then any subgroup
of G(K) commensurable with G(OS) is called an S-arithmetic group.
Example A.2.6. We consider the group PGL3 over the rational function field K = k(t).
Then for a place p of k(t) the group PGL3(O{p}) is an S-arithmetic group with S = {p}.
A.3. Some open Questions
In this Thesis we focused on the action of the projective general linear group on the un-
derlying graph of the associated Bruhat-Tits building. The Main Theorem 3.1.1 describes
the quotient graphs of the underlying graph by the action of the arithmetic subgroup.
So we do not consider what happens with the other simplices. In particular, we do not
know what happens to the 2-simplices of the Bruhat-Tits building we act on. In one
special case there is an answer to this question: For the case PGL3(k[t]) ∼= PGL3(O{∞})
the quotient of the building modulo the group action was computed by Soule` in [Sou79].
He proved that a sector is a simplicial fundamental domain, so when we insert for every
triangle in the quotient graph for degree 1 a 2-simplex, then the result is a fundamental
domain for the action on the Bruhat-Tits building.
For our proof we need the fact that O{∞} ∼= k[t] is Euclidean. Therefore it is a further
question what happens when the valuation ring O{∞} is not Euclidean.
Another further question is how the quotients look like for the actions of PGLn(O{p}),
for n ≥ 4, on the associated Bruhat-Tits buildings. Of course in higher dimension we
have additionally the higher rank simplices, i.e. the simplices of rank r for 2 ≤ r ≤ n.
Thus another question is how the projective general linear group acts on the set of
r-simplices, where 2 ≤ r ≤ n.
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BN -pair, 13
J-equivalent chambers, 5
J-residues, 5
S-arithmetic group, 150
S-integers, 22, 150
A-sector, 19
i-adjacent chambers, 5
i-panel, 4
k-simplex, 1
n-skeleton, 2
absolute value, 22
abstract simplicial complex, 1
adjacent chambers, 4
affine building, 16
affine hyperplane, 14
affine reflection, 14
affine reflection group, 14
affine subspace, 14
algebraic function field of one variable,
23
apartments of the building at infinity, 19
basepoint of a ray, 17
Bruhat decomposition, 12
Bruhat-Tits building, 24
Bruhat-Tits building associated to PGLn,
26
Bruhat-Tits building for SLn(K), 25
building, 10
building at infinity, 19
canonical type function of a Coxeter com-
plex, 9
cell, 6
cells, 15
chamber complex, 4
chamber map, 4
chamber subcomplex, 4
chamber system, 5
chambers (cells), 6, 15
chambers in a chamber complex, 4
codimension of a simplex, 4
colorable, 4
commensurable, 150
complete, 22
complete system of apartments, 11
completion, 22
conical cell in a building, 17
conical cells, 17
connected chambers by a gallery, 4
constant field, 23
cotype of a simplex, 4
Coxeter complex, 9
Coxeter complex associated to a Coxeter
system, 8
Coxeter condition, 6
Coxeter diagram, 7
Coxeter diagram of a building, 10
Coxeter group, 7
Coxeter matrix, 7
Coxeter matrix of a building, 10
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Coxeter system, 7
degree of a place, 23
dimension of a cell, 6, 15
dimension of an affine subspace, 14
dimension of the simplex, 1
direction of a conical cell, 17
discrete valuation, 21
distance function on chambers, 4
distance in an affine building, 17
distance in the underlying graph, 30
edge of K, 1
equivalence class of lattices, 26
equivalent lattices, 26
essential, 5
essential affine reflection group, 15
Euclidean buildings, 16
Euclidean Coxeter complex, 16
Euclidean reflection group, 15
Euclidean vector space, 5
face at infinity, 18
face of a cell, 6
face of an ideal simplex, 19
face of the simplex, 2
finite dimension of simplicial complex, 2
finite reflection group, 5
flag, 3
flag complex, 3
full constant field, 23
function field, 23
fundamental apartment, 12
fundamental chamber, 9, 12
fundamental domain, 36
gallery, 4
geometric realization, 3
global function field, 23
good apartment system, 20
graph, 2
group of affine automorphisms, 14
group of affine isometries, 14
hyperplane, 5
hyperplane arrangement, 5
ideal point, 18
ideal simplex, 18
incidence graph, 3
incident lattice classes, 26
irreducible affine reflection group, 15
irreducible Coxeter system, 8
irreducible finite reflection group, 5
lattice, 26
length in a Coxeter system, 7
length of a gallery, 4
linear algebraic group, 150
link of a simplex, 5
maximal simplex, 2
metric on K, 22
minimal gallery, 4
Moufang building, 24
open join, 18
open ray, 18
origin of the edge, 2
panel (cells), 6
panels (cells), 15
panels in a chamber complex, 4
parallel rays, 18
place, 22
rank of a building, 10
rank of a Coxeter system, 7
rank of a finite reflection group, 5
rank of simplicial complex, 2
rank of the simplex, 1
ray, 17
reduced decomposition, 7
reducible finite reflection group, 5
reflection, 5
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residue field, 22
root, 9
root group, 24
sector, 17
sector in a building, 17
sign sequence, 6
simplex, 1
simplicial automorphism, 2
simplicial isomorphism, 2
simplicial map, 2
spherical, 7
spherical building, 11
spherical Coxeter complex, 9
spherical Coxeter complex associated to
a Coxeter system, 8
standard coset, 8
standard lattice, 26
standard parabolic subgroup, 7, 12
strongly transitive, 11
subbuilding, 11
subcomplex, 1
subsector, 17
support, 6, 15
system of apartments, 10
thick, 10
thick Bruhat decomposition, 12
thin chamber complexes, 4
translation, 14
type function, 4
type of a building, 10
type of a simplex, 4
type of a vertex, 4
type of vertices, 27
underlying graph, 2
uniformizer, 21
valuation ring, 21
vertex, 1
vertex of K, 1
wall, 9
wall of a cell, 6
walls, 15
Weyl distance function, 11
Weyl group, 10
Weyl group of a BN-pair, 13
Weyl transitive, 12
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