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Abstract
An ensemble of quasi-periodic discrete Schro¨dinger operators with an arbitrary number of
basic frequencies is considered, in a lattice of arbitrary dimension, in which the hull function
is a realisation of a stationary Gaussian process on the torus. We show that, for almost
every element of the ensemble, the quasi-periodic operator boasts Anderson localization with
simple pure point spectrum at strong coupling. One of the ingredients of the proof is a new
lower bound on the interpolation error for stationary Gaussian processes on the torus (also
known as local non-determinism).
1 Introduction
We consider quasiperiodic Schro¨dinger operators on Zd (equipped with the graph metric ‖ · ‖), for
arbitrary d ≥ 1 and an arbitrary number of frequencies ν ≥ 1. Let Tν = (R/Z)ν ; fix a continuous
function v : Tν → R, a ν × d frequency matrix α = (αij), an initial point ω ∈ Tν , and a coupling
g > 0, and define an operator H = H(ω; g) on ℓ2(Z
d) by
(H(ω; g)f)(x) =
∑
‖y−x‖=1
f(y) + gv(ω + αx)f(x) , (1.1)
where ‖ · ‖ denotes the ℓ∞ norm. Operators of the form H(ω; g) form an important subclass of
metrically transitive (ergodic) operators [PF92].
Operators of the form (1.1) have been intensively studied for d = ν = 1. It was found that
for large g ≥ g0 and Diophantine α, the operator exhibits Anderson localisation, manifesting
itself in pure point spectrum with exponentially decaying eigenfunctions. This phenomenon has
been rigorously established first for the Maryland model v(ω) = tan(2πω) and for more general
tangent-like potentials [FP84, Sim85, BLS83, JK19] (following the physical work [FGP84]), then
for the Almost Mathieu model v(ω) = cos(2πω) and more general cosine-like potentials [Sin87,
FSW90,Jit94,Jit95], and, more recently, for general analytic potentials [BG00,Bou05] and further
for potentials in Gevrey classes [Kle05,Kle14]. We refer to the survey [MJ17] for a review of the
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state of art. In [BGS01], Anderson localisation was established for a class of analytic potentials
for d = 1 and ν = 1, 2.
Much less is known for d > 1. The analysis of tangent-like potentials was extended to higher
dimension in [BLS83]. In [Cra83], quasiperiodic potentials exhibiting pure point spectrum were
constructed using an inverse spectral procedure. In [BGS02], Anderson localisation at strong
coupling was proved for analytic potentials and d = ν = 2; this result is perturbative, meaning
that for each θ localisation holds outside a set of frequencies the measure of which tends to zero
as g → ∞. In [Bou07], the result of [BGS02] was extended to arbitrary d = ν. We also mention
the work [KS19] on delocalisation, i.e. the existence of absolutely continuous spectrum, at weak
coupling (for an operator in the continuum).
These results raised the question whether Anderson localisation persists when v is less smooth,
e.g. has a finite number of derivatives. Another question is whether localisation holds in the
non-perturbative setting for d > 1, under a usual Diophantine condition on the frequency. As
these questions are yet to be answered for explicit v such as v(θ) =
∑
j cos θj , it was suggested in
[Chu11,Chu14] to study the properties of (1.1) for typical hull functions v: namely, v is chosen
as a realisation of a stochastic process on Tν . Related ideas appeared in the work [Cha07]. In
these works, Anderson localisation was established for v sampled from a class of (non-stationary)
stochastic processes, constructed to ensure the required properties. Here, we extend these results
to the more natural class of stationary Gaussian processes on the torus:
v(ω) =
∑
ℓ∈(2πZ)ν
gl cos〈ω, ℓ〉+ hℓ sin〈ω, ℓ〉√
W (ℓ)
, ω ∈ Tν , (1.2)
where gℓ and hℓ are jointly independent standard Gaussian random variables, and w : 2πZ
ν → R+
is a spectral weight. Denote the underlying probability space by (Θ,BΘ,PΘ); to emphasise the
dependence on θ, we write v(ω) = v(ω, θ). Denote the operator corresponding to θ ∈ Θ by
H(ω, θ; g).
Theorem 1. Assume that w : 2πZν → R+ is such that
c‖ℓ‖ν+δ ≤W (ℓ) ≤ CeC‖ℓ‖ζ , ℓ ∈ 2πZν ,
for some κ, ζ, δ > 0, and C, c > 0, and that α satisfies the Diophantine condition
dist(αx,Zν) ≥ c′‖x‖−A , x ∈ Zd \ {0} (1.3)
with some A > 0 and c′ > 0. If (A + 1)ζ < 1, then there exists a map Θ+ : R+ → BΘ such that
PΘ(Θ+(g)) → 1 as g → +∞, and for every θ ∈ Θ+(g) and almost every ω ∈ Tν , the spectrum of
the operator H(ω, θ; g) constructed from (1.2) is pure point, and every eigenfunction ψ of H(ω, θ; g)
satisfies
sup
x∈Zd
|ψ(x)|e‖x‖ <∞ . (1.4)
Remark 1.1. According to a theorem of Groshev [Gro38,BV10], for α in a set of full measure the
condition (1.3) holds with any A > d/ν.
Remark 1.2. As part of the proof, we show in Lemma 2.11 that the number of “resonances”
is uniformly bounded. For processes with uniformly Lipschitz realisation, our uniform bound
kmax = ν + 1 is optimal, as ν + 1-fold resonances are known to be topologically unavoidable. For
a different class of Gaussian processes, the same conclusion was established in [Chu11].
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The main theorem follows from two propositions. The first one, Proposition 1.3, establishes
the conclusion of Theorem 1 in a more abstract setting, when ω + αx in (1.1) is replaced with an
orbit of an ergodic action of Zd on a metric probability space Ω. The second one, Proposition 1.5,
confirms that the assumptions are satisfied for the process (1.2).
A general localisation theorem In this section, we replace the torus Tν with a metric proba-
bility space (Ω,BΩ,PΩ, dist) of finite metric dimension, i.e. we assume that there exists ν > 0 (not
necessarily integer) such that, for any ǫ ∈ (0, 1], Ω admits an ǫ-net of cardinality at most (C/ǫ)ν .
Let T : Ω× Zd → Ω be an ergodic action of Zd on Ω satisfying the Diophantine property
(UPA)A infω
min
0<‖x‖≤L
dist(T xω, ω) ≥ cL−A , L ∈ N . (1.5)
For the case of Tν with the action T xω = ω + αx, the condition (UPA)A boils down to the
Diophantine property (1.3).
Let (Θ,BΘ,PΘ) be an additional probability space, and let v(ω, θ) be a (modification of a)
stochastic process defined on Θ and taking values in the space of uniformly κ-Ho¨lder-continuous
functions from Ω to R (for some fixed κ > 0), so that for any ω ∈ Ω the conditional distribution
of the random variable v(ω, ·) conditioned on the complement to the ǫ-neighbourhood Qǫ(ω) of ω
is absolutely continuous and admits a density satisfying the local interpolation bound
(LIB)η pω(t | Ω \Qǫ(ω)) ≤ exp(Cǫ−η) , ǫ ∈ (0, ǫ0] . (1.6)
Then we replace (1.1) with the more general metrically transitive operator
(H(ω, θ; g)f)(x) =
∑
‖y−x‖=1
f(y) + gv(T xω, θ)f(x) . (1.7)
Proposition 1.3. Assume that the assumptions (UPA)A and (LIB)η hold with A and η such
that Aη < 1. Then there exists a map Θ+ : R+ → BΘ such that PΘ(Θ+(g))→ 1 as g → +∞, and
for every θ ∈ Θ+(g) and almost every ω ∈ Ω, the spectrum of the operator H(ω, θ; g) is pure point,
and every eigenfunction ψ satisfies
sup
x
|ψ(x)|e‖x‖ <∞ . (1.8)
Remark 1.4. Proposition 1.3 (and, accordingly, also Theorem 1) can be strengthened in several
directions, without invoking new methods:
1. the rate of exponential decay (1.4) can be improved to supx |ψ(x)|emg‖x‖ <∞ for an arbitrary
mg = o(g);
2. on the event Θ+(g), the operator can be shown to exhibit dynamical localisation (our bounds
on the eigenfunctions are sufficient to control the eigenfunction correlators [Aiz94,ASFH01,
AW15]);
3. on the event Θ+(g), the spectrum of H can be shown to be simple (see [Chu14], building on
the method of [KM06]).
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Interpolation of stationary processes Consider a stationary Gaussian process
v(ω) =
∑
ℓ∈(2πZ)ν
gℓ cos〈ω, ℓ〉+ hℓ sin〈ω, ℓ〉√
W (ℓ)
, ω ∈ Tν , (1.9)
as in (1.2). For 0 < ǫ ≤ 1/2 let
V(ǫ) = Var
(
v(ω)
∣∣ {v(ω′) : ω′ ∈ Tν , ‖ω′ − ω‖ ≥ ǫ})
be the conditional variance of v(ω) conditioned on the complement to the ǫ-neighbourhood of ω
(here and forth ‖ · ‖ = ‖ · ‖∞ is the ℓ∞ distance from 0 on Tν).
Proposition 1.5. Assume that there exists a non-decreasing function M : R+ → R+ such that∫ ∞ logM(t)
t2
dt <∞ , K =
∑
ℓ∈2πZν
W (ℓ)
M(‖ℓ‖) <∞ . (1.10)
Then for
0 < ǫ ≤ min(1
2
,
e
2
∫ ∞
0
logM(t)
t2
dt)
the conditional variance V(ǫ) admits the lower bound
V(ǫ) ≥ 1
CνKǫ2ν M(S−1(
2
e
ǫ))
, where S(t) =
∫ ∞
t
logM(τ)
τ 2
dτ , Cν = e
22ν .
Remark 1.6. The asymptotic behaviour ofV(ǫ) as ǫ→ +0 is an aspect of the interpolation problem
for stationary Gaussian processes, going back to [Kol41]. The interpolation problem was studied,
for the ν = 1 case of the full-space process
v˜(ξ) =
∫
Rν
cos〈ξ, λ〉dB1(λ) + sin〈ξ, λ〉dB2(λ)√
(2π)dW (λ)
, ξ ∈ Rν , (1.11)
in [DM76, §4.13 and Ch. 6]. The connection with the theory of de Branges spaces and Krein
strings, established in these works, allows, in particular, to compute V(ǫ) explicitly in several
examples. A condition of the form (1.10) is unavoidable: for sufficiently regular weights, it holds
for an appropriately chosen majorant M whenever V (ǫ) 6≡ 0.
Quantitative bounds for V(ǫ) in the ν = 1 case of (1.11) were obtained by [CD82], building
on the work [Cuz77]. When applied to (1.11), our method yields marginally weaker bounds for
W (λ) ∝ |λ|α and marginally stronger ones for any faster-growing W , particularly, for W (λ) ∝
exp(‖λ‖ζ). Another advantage is that our estimate is somewhat more explicit, and adjusts easily
to the process on the torus Tν (for arbitrary ν), as is required here. On the other hand, it is
conceivable that a bound sufficient for Theorem 1 can be also obtained by the method of [CD82].
Proof of Theorem 1. Assume that
c‖ℓ‖ν+δ ≤W (ℓ) ≤ C exp(C‖ℓ‖ζ) .
Fix 0 < κ < δ; the lower bound ensures that the realisations of v are almost surely uniformly
κ-Ho¨lder continuous. From the upper bound,∑
ℓ
W (ℓ)
M(ℓ)
<∞ , where M(t) = e2Ctζ .
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We apply Proposition 1.5:
S(t) =
∫ ∞
t
2Cτ ζ
τ 2
dτ ≤ C1t−(1−ζ) , S−1(ǫ) ≤ C2ǫ−
1
1−ζ ,
therefore
V(ǫ) ≥ 1
C3 exp(C4ǫ
− ζ
1−ζ )
,
i.e. (LIB)η holds with η = ζ/(1 − ζ). The assumption ζ(A + 1) < 1 ensures that ηA < 1, hence
we can apply Proposition 1.3.
2 Multiscale analysis: Proof of Proposition 1.3
The proof of Proposition 1.3 is based on multi-scale analysis, originating in the work [FS83] on
random operators. Our version of the argument, building on [Chu11, Chu14], is organised as
follows: a deterministic inductive procedure is established in Proposition 2.4 of Section 2.1, and
then, in Section 2.2, we verify that the conditions of Proposition 2.4 are satisfied for our random
operator (on an event of full probability). The main technical difference compared to the works
[Chu11, Chu14] is the use of 2L × L rectangles (and more generally 2L × L × · · · × L cuboids)
instead of squares and cubes in the induction.
2.1 Scale induction
In this section, H is a fixed discrete Schro¨dinger operator acting on ℓ2(Z
d). For a finite B ⊂ Zd,
denote by HB the restriction of H to B, i.e. HB = PBHP
∗
B, where PB : ℓ2(Z
d) → ℓ2(B) is the
coordinate projection. For E ∈ R, let GE [HB] = (HB − E)−1 be the resolvent of HB at E.
The multi-scale induction involves the parameters m > 0, b ∈ (0, 1), γ ∈ (2− b,∞) and J ∈ N,
which will be fixed throughout the argument (that is, one may choose them tailored to the operator
H). Their roˆles are as follows:
• m is a “mass”, controlling the rate of exponential decay of the Green function in infinite
volume;
• b is responsible for the deterioration of the mass: on the scale L, the mass will be m(1 +
L−(1−b));
• γ is responsible for the growth of scales: we fix L0 (the scale of the box used as the induction
base), and let Lk+1 = ⌊Lγk⌋;
• J ≥ 1 controls the number of “resonances”.
Definition 2.1. A box is a product of d intervals: B = I1 × · · · × Id ⊂ Zd. We denote by B the
collection of all boxes, and by B2 the collection of sets b1 \ b2, where b1, b2 are boxes.
A box R ⊂ Zd is called an L-rectangle if d− 1 of the intervals in the product are of cardinality
2L+ 1 (i.e. of length 2L) and one is of cardinality L+ 1 (i.e. of length L).
The boundary of s ⊂ Zd is the set ∂s ⊂ Zd × Zd of pairs (u, u′) ∈ s × (Zd \ s) such that
‖u− u′‖ = 1. The projection of ∂s onto the first coordinate is denoted ∂ins(⊂ s).
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Definition 2.2. Given E ∈ R, an L-rectangle R is called E-regular if
∀x, y ∈ ∂inR s.t. ‖x− y‖ ≥ L : |GE[HR](x, y)| ≤ e−m(L+Lb) . (2.1)
Otherwise, R is called E-singular.
A set B ⊂ Zd is called (E,L)-resonant if there exists s ∈ B2 ∩ 2B such that ‖GE[Hs]‖ >
exp(mL
b
16J
); otherwise, B is called (E,L)-nonresonant.
Definition 2.3. Let J ≥ 1. A collection S ⊂ 2Zd \ {∅} is said to be J-sparse in B ⊂ Zd if
S ∩ 2B does not contain J pairwise disjoint sets. We colloquially write, for example, “E-resonant
L-rectangles are 2-sparse in s” as a shorthand for “the collection of all E-resonant L-rectangles is
2-sparse in the set s”.
Proposition 2.4. For any m > 0, b ∈ (0, 1), γ ∈ (2 − b,∞) and J ≥ 1 there exists L∗ =
L∗(m, b, γ, J, d) such that the following holds whenever L0 ≥ L∗. Assume that for any E ⊂ R
(1) for any k ≥ 0, (E,Lk)-resonant Lk+1-rectangles are J-sparse in any Lk+2-rectangle, and
2-sparse in the box [−Lk+2, Lk+2]d;
(2) E-singular L0-rectangles are J-sparse in any L1 rectangle.
Then
(a) the spectrum of H is pure point;
(b) for any eigenfunction ψ, supx |ψ(x)| exp(m16‖x‖) <∞.
Remark 2.5. The denominator 16 in (b) can be replaced with any number greater than 1.
In this section we prove Proposition 2.4, which will be derived from
Proposition 2.6. For any m > 0, b ∈ (0, 1) and J ≥ 1 the following holds for L ≥ L∗(m, b, J, d).
Fix E ∈ R, and suppose R′ is an L′-rectangle such that
(1) E-singular L-rectangles are J-sparse in R′;
(2) R′ is (E,L)-nonresonant;
(3) L ≤ L′ ≤ exp( mLb
100dJ
).
Then
(a) for any x, y ∈ R′ with ‖x− y‖ ≥ 4JL
|GE [HR′ ](x, y)| ≤ e−m2 ‖x−y‖ ; (2.2)
(b) if 100JL2−b ≤ L′ ≤ exp( mLb
100νJ
), then R′ is E-regular.
Proof of Proposition 2.4. First, we fix E and prove by induction that, for any k ≥ 0, E-singular
Lk-rectangles are J-sparse in any Lk+1-rectangle. By the second assumption, this property holds
for k = 0. Assume that the property holds for some k and fails for k + 1. Then there is an Lk+2-
rectangle R′′ containing J disjoint singular Lk+1-rectangles R
′
j , j = 1, · · · , J . By the induction
hypothesis, E-singular Lk-rectangles are J-sparse in each of the R
′
j . By the first assumption, at
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least one of them, say, R′1, is (E,Lk)-nonresonant. Also, if L0 is large enough, then L = Lk and
L′ = Lk+1 = ⌊Lγ⌋ satisfy the inequalities
100JL2−b ≤ L′ ≤ exp( mL
b
100dJ
) .
Thus R′1 satisfies all the conditions of part (b) of Proposition 2.6, and is therefore E-regular, in
contradiction to our assumption.
Second, we show that for any E and k ≥ 0, and any (E,Lk)-nonresonant Lk+1 rectangle R′,
∀x, y ∈ R′ :
(
‖x− y‖ ≥ 4JLk =⇒ |GE[HR′ ](x, y)| ≤ exp(−m
2
‖x− y‖)
)
. (2.3)
This follows from part (a) of Proposition 2.6, using the first step of the current proof to verify the
first condition of the proposition.
Now we are in position to prove the proposition. Schnol’s lemma [Ber68] implies that for almost
any E with respect to the spectral measure of H there exists a non-trivial formal solution ψ of
the eigenfunction equation Hψ = Eψ such that |ψ(x)| ≤ (‖x‖ + 1)d. By the first assumption,
(E,Lk)-resonant Lk+1-rectangles are 2-sparse in the box [−Ldk+2, Ldk+2]. By the second step of the
current proof, any (E,Lk)-nonresonant Lk+1-rectangle R
′ satisfies (2.3), hence for any point x ∈ R′
with dist(x, ∂inR
′) ≥ 4JLk
|ψ(x)| ≤
∑
uu′∈∂R′
|GE[HR′ ](x, u)||ψ(u′)|
≤ (3Lk+1)de−2mJLk(1 + Lk+2)d ≤ e−mJLk .
(2.4)
The right-hand side of (2.4) tends to zero as k → ∞. Fix a point x∗ such that ψ(x∗) 6= 0,
then for k ≥ k0 = k0(x∗) the inequality has to fail, i.e. every Lk+1-rectangle R′ ∋ x∗ such that
dist(x∗, ∂inR
′) ≥ 4JLk has to be (E,Lk)-resonant.1
Let R˜′ ⊂ [−Lk+2, Lk+2]d \ [x∗ − 4JLk, x∗ + 4JLk]d be an Lk+1-rectangle. Then there exists
an Lk+1-rectangle R
′ disjoint from R˜′ such that R′ ∋ x∗ and dist(x∗, ∂inR′) ≥ 4JLk. As R′ is
(E,Lk)-resonant, we conclude that R˜
′ is (E,Lk)-nonresonant. This implies that
∀k ≥ k0(x∗) ∀x
(‖x‖ ∈ [8JLk, Lk+2 − 3Lk+1] =⇒ |ψ(x)| ≤ e−mJLk) . (2.5)
In particular, ψ lies in ℓ2(Z
d). This holds for every ψ, hence the spectrum of H is pure point.
Consider the function φ(x) = |ψ(x)|em16‖x‖. From (2.5), φ is bounded by 1 on the set⋃
k≥k0
{
x ∈ Zd | ‖x‖ ∈ [8JLk, 16JLk]
}
.
Applying the first inequality in (2.4), we obtain that φ is bounded by 1 on {‖x‖ ≥ 8JLk0}. Thus
φ is bounded, as claimed.
The proof of Proposition 2.6 relies on two lemmata. The first one asserts that the Green
function GE[HR] in (2.1) can be replaced with GE [HS] for S ⊃ R, as long as x is not very close to
the boundary of R in S (in particular, it is required that x ∈ ∂inR∩∂inS). The following definition
will be convenient:
1We may assume that for all k Lk+1 ≥ (10J)100Lk.
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SRx
R′
Figure 1: Illustration to Lemma 2.8. In this case d = 2, L = 2 and L′ = 8; y can be any vertex on
∂inR except for x and the two vertices adjacent to it.
Definition 2.7. Let B be a box. An L-strip S ⊂ B is a product S = I ′1×· · ·×I ′d of intervals, where
I ′j = Ij for j 6= j0, and #I ′j0 = L. A set is called a strip if it is an L-strip for some value of L.
Lemma 2.8. In the setting of Proposition 2.6, let R ⊂ R′ be an E-regular L-rectangle, and let
R ⊂ S ⊂ R′ be a strip (see Figure 2.8). Then
∀x, y ∈ ∂inR s.t. dist(x, {y} ∪ (S \R)) ≥ L : |GE[HS](x, y)| ≤ e−m(L+ 12Lb) . (2.6)
Proof. By assumption (2), the rectangle R′ is (E,L)-nonresonant, hence by the resolvent identity
|GE [HS](x, y)| ≤ |GE[HR](x, y)|+
∑
uu′∈∂R\∂S
|GE [HR](x, u)||GE[HS](u′, y)|
≤ exp(−m(L+ Lb))
[
1 + (CL)d−1 exp(
mLb
16J
)
]
≤ exp(−m(L+ 1
2
Lb))
if L is sufficiently large, L ≥ L∗(m, b, J, d).
Lemma 2.9. In the setting of Proposition 2.6, suppose B ⊂ R′ is a box. Let x, y ∈ ∂inB, and
let S ⊂ B be an L-strip such that x ∈ ∂inS and y /∈ S. Construct an L-rectangle R ⊂ S as in
Figure 2.9, left, so that x is the centre of a large face of R (if x is close to the boundary of S, align
R with the boundary, as in Figure 2.9, right). Then
1. if R is regular, then
|GE[HB](x, y)| ≤ e−m(L+ 13Lb) max
vv′∈∂S\∂B
|GE[HB\S](v′, y)| ;
2. if R is singular, then
|GE[HB](x, y)| ≤ e+mL
b
8J max
vv′∈∂S\∂B
|GE[HB\S](v′, y)| .
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SR
x
B
S
R
x
B
Figure 2: Illustration to Lemma 2.9: d = 2, L = 3. Note that the strip S could also be horizontal.
Proof. If R is regular, by the resolvent identity,
|GE [HB](x, y)| ≤
∑
uu′∈∂R\∂B
|GE[HB](x, u)||GE[HB\R](u′, y)|
≤
∑
uu′∈∂R\∂B
∑
vv′∈∂S\∂B
|GE[HB](x, u)||GE[HB\R](u′, v)||GE[HB\S ](v′, y)| .
According to Lemma 2.8, |GE [HB](x, u)| ≤ e−m(L+ 12Lb), hence
|GE[HB](x, y)| ≤ (2L)ν−1(2L′)νe−m(L+ 12Lb)emL
b
8J max
vv′∈∂S\∂B
|GE[HB\S ](v′, y)|
≤ e−m(L+ 13Lb) max
vv′∈∂S\∂B
|GE[HB\S ](v′, y)| .
If R is singular, we argue similarly, starting from the estimate
|GE[HB](x, y)| ≤
∑
vv′∈∂S\∂B
|GE[HB](x, v)||GE[HB\S ](v′, y)| .
Proof of Proposition 2.6. Suppose x, y ∈ ∂inR′, ‖x− y‖ ≥ L′. Iterating Lemma 2.9, we obtain
|GE[HR′ ](x, y)| ≤ emL
b
16J e−m(L+
1
3
Lb)(L
′
L
−J)e
mLb
8J
≤ exp
[
m
{
−L′ + Lb( 1
5J
+
1
3
J)− 1
3
L′Lb−1 + JL
}]
≤ exp
[
m(−L′ − 1
3
L′Lb−1 + 2JL)
]
.
(2.7)
If L′ ≥ 100JL2−b, then
1
3
Lb−1L′ ≥ 2JL+ L′b ,
hence
(2.7) ≤ exp(−m(L′ + L′b)) .
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For arbitrary L′ and x, y ∈ R′ with ‖x− y‖ ≥ 4JL, a similar argument yields
|GE[HR′ ](x, y)| ≤ e−m2 ‖x−y‖ .
2.2 Wegner estimate, and Proof of Proposition 1.3
Let H(ω, θ; g) be an operator of the form
(H(ω, θ; g)f)(x) =
∑
‖y−x‖=1
f(y) + gv(T xω, θ)f(x) . (2.8)
We recall our basic assumptions:
(UPA)A infω
min
0<‖x‖≤L
dist(T xω, ω) ≥ cL−A (2.9)
(LIB)η pω(t | Ω \Qǫ(ω)) ≤ exp(Cǫ−η) , ǫ ∈ (0, 1/2] (2.10)
(NET)ν min#(ǫ-net in Ω) ≤ (C/ǫ)ν , ǫ ∈ (0, 1] (2.11)
(UHo¨l)κ limR→∞
P
Θ(HR) = 1 , (2.12)
where HR is the collection of θ ∈ Θ such that ‖v(·, θ)‖∞ ≤ R and v(·, θ) is uniformly κ-Ho¨lder
with constant R:
sup
ω
|v(ω, θ)|+ sup
ω′ 6=ω
|v(ω′, θ)− v(ω, θ)|
dist(ω′, ω)κ
≤ R . (2.13)
Proposition 2.10. Assume that (UPA)A, (LIB)η, (NET)ν and (UHo¨l)κ hold with Aη < 1.
Let
m = 16 , J = min(Z ∩ (ν
κ
+ 1,∞)) ,
and choose b ∈ (0, 1) and γ ∈ (2 − b,∞) so that Aη < b/γ2. Then there exist two measurable
functions Lmin(ω, θ) and gmin(ω, θ) that are Θ-almost-everywhere finite for each ω ∈ Ω, such that
for L0 ≥ Lmin, g ≥ gmin the assumptions (1)–(2) of Proposition 2.4 hold for the operator H(ω, θ; g).
The proof is based on the following lemma. For r > 0, E ∈ R, ω ∈ Ω and s1, · · · , sk ⊂ Zd,
define the following events in Θ:
ResonL,r(s1, · · · , sk;ω;E) =
{
∀j = 1, · · · , k ‖GE[Hsj(ω, θ; g)]‖ >
eL
r
g
}
(2.14)
ResonL,r(s1, · · · , sk;ω) =
⋃
E∈R
ResonL,r(s1, · · · , sk;ω;E) (2.15)
ResonL,r(s1, · · · , sk) =
⋃
ω∈Ω
ResonL,r(s1, · · · , sk;ω) (2.16)
Lemma 2.11. Assume that (UPA)A, (LIB)η, (NET)ν hold with Aη < 1. Let m, b, γ, J be as in
Proposition 2.10, and let r > Aη, R ≥ 1.2 Then
2Eventually, r will be taken to be slightly greater than Aη, however, no upper bound is formally required in the
current lemma. R will eventually play the same roˆle as in (2.13).
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1. for k ≥ 2,
sup
ω∈Ω
sup
s1,··· ,sk
P
Θ(ResonL,r(s1, · · · , sk;ω) ∩ HR) ≤ R exp(−(k − 1)Lr − o(Lr)) ;
2. for k > ν
κ
+ 1,
sup
s1,··· ,sk
P
Θ(ResonL,r(s1, · · · , sk) ∩ HR) ≤ R νκ+1 exp(−(k − ν
κ
− 1)Lr − o(Lr)) ,
where the supremum in the first formula and the interior one in the second formula are over
k-tuples of pairwise disjoint subsets of [−L, L]d.
Proof. Fix ω ∈ Ω and E ∈ R. From (UPA)A and (LIB)η, the joint probability density (in Θ) of
(V (x;ω))x∈B, B ⊂ [−L, L]d, is bounded by(
exp(C(cL−A)−η)
g
)#B
,
therefore by the usual Wegner argument [Weg81,AW15], we obtain that for M > 0
P
Θ
{∀j = 1, · · · , k ‖GE[Hsj(ω, θ)]‖ > M}
≤
(
exp(C(cL−A)−η)
gM
)k k∏
j=1
#sj ≤
(
(3L)d exp(C1L
Aη)
gM
)k
.
(2.17)
Let M = 1
4g
exp(Lr); then
RHS of (2.17) ≤ [4(3L)d exp(C1LAη − Lr)]k ≤ exp(−kLr + o(Lr)) ;
here and in the sequel the implicit constants are uniform in sj and ω. LetNΩ be an (4gMR)−1/κ-net
in Ω, and NR – a (4M)−1-net in [−10dgR, 10dgR], chosen so that
#NΩ ≤ (CgMR)ν/κ , #NR ≤ CdgMR .
Then
P
Θ
{∃E ∈ NR : ∀j = 1, · · · , k ‖GE [Hsj(ω, θ)]‖ ≥M}
≤ CdgMR exp(−kLr + o(Lr)) ≤ R exp(−(k − 1)Lr + o(Lr)) (2.18)
for any ω ∈ Ω, and
P
Θ
{∃E ∈ NR, ω ∈ NΩ : ∀j = 1, · · · , k ‖GE[Hsj(ω, θ)]‖ ≥M}
≤ (CgMR) νκR exp(−(k − 1)Lr + o(Lr))
≤ R νκ+1 exp(−(k − ν
κ
− 1)Lr + o(Lr)) .
(2.19)
If ‖GE[Hs(ω, θ)]‖ ≤M , θ ∈ HR, |E ′ − E| ≤ 14M , and dist(ω′, ω) ≤ (4gMR)−1/ν , then
‖GE′[Hs(ω′, θ)]‖ ≤ 2M . (2.20)
Also note that on HR the bound (2.20) holds for all |E| ≥ 10dgR: indeed, such energies are at
distance ≥ 1 from the spectrum of H , Therefore (2.18) and (2.19) imply the first and second
assertions of the lemma, respectively.
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Proof of Proposition 2.10. Fix ω0 ∈ Ω. Denote by BadL(ω0) the event (in Θ-space) that either
there exist E ∈ R and ω ∈ Ω such that (E,L)-resonant ⌊Lγ⌋-rectangles are not J-sparse in
BL = [−⌊⌊Lγ⌋γ⌋, ⌊⌊Lγ⌋γ⌋]d ,
for H(ω, θ), or there exists E such that (E,L)-resonant ⌊Lγ⌋-rectangles are not 2-sparse in BL for
H(ω0, θ). According to Lemma 2.11 applied with an arbitrary r ∈ (Aη, b/γ2) and with ⌊⌊Lγ⌋γ⌋ in
place of L,
P(BadL ∩HR) ≤ R νκ+1 exp(−cLr + o(Lr)) ,
where c = min(J − ν
κ
− 1, 1) > 0. Thus for every R ≥ 1
P(lim sup
L→∞
BadL ∩HR) = 0 .
Combining this with (UHo¨l)κ, we obtain that almost every θ lies in HR \BadL for all sufficiently
large R and L (i.e. R ≥ Rmin(θ) and L ≥ Lmin(θ)).
Then for L0 ≥ Lmin(θ) each H(ω, θ) satisfies that for all k ≥ 0 (E,Lk)-resonant Lk+1-rectangles
are J-sparse in any Lk+2-rectangle. Indeed, the restriction of H(ω, θ) to any Lk+2-rectangle coin-
cides with the restriction of H(ω′, θ) to [−Lk+2, Lk+2]d−1 × [1, Lk+2] for an appropriately chosen
ω′. Also, for H(ω0, θ), (E,Lk)-resonant Lk+1-rectangles and 2-sparse in [−Lk+2, Lk+2]d. Thus the
first half of assumption (1) of Proposition 2.4 holds.
Next, let g ≥ 1010deLr . For any L1-rectangle R′ and any disjoint L0-rectangles R1, · · · , RJ ⊂ R′,
there exists j ∈ {1, · · · , J} such that
‖GE[HRj ]‖ ≤
exp(Lr)
g
, i.e. dist(E, σ(HRj )) ≥
g
exp(Lr)
≥ 1010d ,
therefore Rj is E-regular by the Combes–Thomas bound [AW15]. Hence also asumption (2) of
Proposition 2.4 holds.
Proof of Proposition 1.3. For every ω and almost every θ there exist Lmin and gmin such that the
assumptions of Proposition 2.4 hold for L ≥ Lmin and g ≥ gmin. Denote by Assumg,L the set of
(ω, θ) for which these assumptions hold with the given values g and L. Then for any δ > 0 there
exist Lδ and gδ such that for L ≥ Lδ and g ≥ gδ
PΩ×Θ(Assumg,L) ≥ 1− δ .
Denote
Assumθg,L = {ω : (ω, θ) ∈ Assumg,L} .
Then
PΘ
({
θ : PΩ(Assum
θ
g,L) ≤
1
2
})
≤ 2δ .
If θ does not lie in this set, then by ergodicity there exists a shift of the operator H(ω, θ) for which
the the assumptions of Proposition 2.4 hold. Invoking Proposition 2.4, we obtain the result.
3 Interpolation of Gaussian processes
The general strategy is as follows. A lemma of [Kar52], which we reproduce in Section 3.1, reduces
the proof of Proposition 1.5 to the construction of a compactly supported function with prescribed
decay of the Fourier transform. In Section 3.2 we construct such a function by adjusting the
arguments of [PW87,Lev40,Ron53].
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3.1 A formula of Karhunen
We use the conventions
gˆ(λ) =
∫
g(ξ) exp(−i〈ξ, λ〉)dξ (3.1)
hˇ(ξ) =
∫
h(λ) exp(i〈ξ, λ〉) dλ
(2π)ν
(3.2)
for the Fourier transform of g : Rν → C and its inverse, and
gˆ(ℓ) =
∫
Tν
g(ω) exp(−i〈ω, ℓ〉)dξ (3.3)
hˇ(ω) =
∑
ℓ∈2πZν
h(ℓ) exp(i〈ω, ℓ〉) (3.4)
for the Fourier transform of g : Tν → C and its inverse. With these conventions,∫
Rν
|gˆ(λ)|2dλ = (2π)ν
∫
Rν
|g(ξ)|2dξ (Rν) (3.5)
∑
ℓ∈2πZν
|gˆ(ℓ)|2 =
∫
Tν
|g(ξ)|2dξ (Tν) . (3.6)
The following lemma goes back to the work of [Kar52] (see further [DM76, §4.13, Test 2]).
Lemma 3.1 (Karhunen). For v(ω) as in (1.2),
V(ǫ)
def
= Var
(
v(ω)
∣∣{v(ω′) : ‖ω′ − ω‖ ≥ ǫ}) = sup{ |g(0)|2∑
ℓ |gˆ(ℓ)|2W (ℓ)
∣∣ supp g ⊂ {‖ω‖ < ǫ}} .
Proof. We prove the inequality “≥”, as this is the direction we use in the sequel. Let v˜ be an
independent copy of v, and let
X(ω) =
v(ω) + v˜(ω)√
2
=
∑
ℓ∈2πZν
Gℓe
i〈ω,ℓ〉√
W (ℓ)
,
where Gℓ are independent standard complex Gaussian variables. It suffices to prove the equality
for V(ǫ) defined for X in place of v. We start from the relation
V(ǫ) = inf
{
E
∣∣∣∣X(0)−
∫
X(ω)ρ(ω)dω
∣∣∣∣
2 ∣∣ ρ ∈ L2(Tν) , supp ρ ⊂ {‖ξ‖ ≥ ǫ}
}
.
Rewrite
E
∣∣∣∣X(0)−
∫
X(ω)ρ(ω)dω
∣∣∣∣
2
= E
∣∣∣∣∣
∑
ℓ∈2πZd
Gℓ√
W (ℓ)
(
1−
∫
ei〈ω,ℓ〉ρ(ω)dω
)∣∣∣∣∣
2
= E
∣∣∣∣∣
∑
ℓ∈2πZd
Gℓ√
W (ℓ)
(1− ρˆ(ℓ))
∣∣∣∣∣
2
=
∑
ℓ∈2πZd
|1− ρˆ(ℓ))|2
W (ℓ)
.
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For an arbitrary ρ supported in {‖ω‖ ≥ ǫ} and an arbitrary g supported in {‖ω‖ ≤ ǫ},
g(0) = g(0)−
∫
g(ω)ρ(ω)dω =
∑
gˆ(ℓ)(1− ρˆ(ℓ)) ,
whence by Cauchy–Schwarz
|g(0)|2 ≤
(∑
|gˆ(ℓ)|2W (ℓ)
)
×
(∑ |1− ρˆ(ℓ)|2
W (ℓ)
)
.
Thus
V(ǫ) ≥ |g(0)|
2∑
ℓ |gˆ(ℓ)|2W (ℓ)
.
3.2 Functions with prescribed Fourier decay
The following proposition is a quantitative version of a result proved in [PW87] and [Lev40] in
dimension ν = 1, and in [Ron53] in arbitrary dimension. The method of convolutions used in
the proof was applied for similar purpose already in [Lev40], and for the proof of necessity in the
Denjoy–Carleman theorem – in [Man42] (where earlier unpublished work of Bray is quoted) and
in [Ban46]; see further [Ho¨r03, §1.3 and Notes] and [Lev96, §25].
Proposition 3.2. Let M : R+ → R+ be a nondecreasing function such that
M(0) = 1 ,
∫ ∞ logM(t)
t2
dt <∞ .
Then for any ν ≥ 1 and ǫ ∈ (0, 1] there exists g : Rν → R+ such that
supp g ∈ [−ǫ, ǫ]ν , g(0) = max g , gˆ(0) = 1 , (3.7)
|gˆ(λ)| ≤ eM(S
−1(ǫ/e))
M(‖λ‖) , where S(t) =
∫ ∞
t
logM(τ)
τ 2
dτ . (3.8)
Proof. Let u(ξ) = 2−ν1[−1,1]ν (ξ), so that uˆ(λ) =
∏ν
r=1
sinλr
λr
. Then
|uˆ(λ)| ≤ min(1, ‖λ‖−1) . (3.9)
We may assume that M is continuous. Let
Rj = min
{
t ≥ 0 | M(t) = ej} ,
and choose k0 so that
S(Rk0) ≤
ǫ
e
, S(Rk0−1) >
ǫ
e
.
Define
gˆ(λ) =
∞∏
j=k0
uˆ(
eλ
Rj
) .
Then max gˆ = g(0) and gˆ(0) = 1, and
supp g ⊂ [−
∞∑
j=k0
e
Rj
,
∞∑
j=k0
e
Rj
] ⊂ [−ǫ, ǫ]ν ,
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since
∞∑
j=k0
1
Rj
=
∫ ∞
Rk0
dt
t2
# {k0 ≤ j ≤ t}
≤
∑
j≥k0
∫ Rj+1
Rj
dt
t2
(j − k0 + 1)+
≤
∑
j≥k0
∫ Rj+1
Rj
logM(t)
t2
dt = S(Rk0) ≤
ǫ
e
.
This proves (3.7), and we turn to the proof of (3.8). By (3.9), we have for Rk ≤ ‖λ‖ < Rk+1:
|gˆ(λ)| ≤
∏
j≥k0
min(1,
Rj
e‖λ‖)
≤
k∏
j=k0
1
e
= exp(−(k − k0 + 1)+) .
On the other hand,
M(‖λ‖) ≤M(Rk+1) ≤ exp(k + 1) .
Hence
|gˆ(λ)| ≤ ek0/M(‖λ‖) ≤ eM(S−1(ǫ/e))/M(‖λ‖) ,
as claimed.
3.3 Proof of Proposition 1.5
We apply Proposition 3.2 with M1(t) =
√
M(t), and S1(t) =
1
2
S(t). The function g thus obtained
satisfies
|gˆ(ℓ)| ≤ eM1(S
−1
1 (ǫ/e))
M1(‖ℓ‖) =
e
√
M(S−1(2
e
ǫ)√
M(‖ℓ‖) ,
whence ∑
|gˆ(ℓ)|2W (ℓ) ≤ Kmax |gˆ(ℓ)|2M(ℓ) ≤ e2KM(S−1(2
e
ǫ)) .
On the other hand,
|g(0)|2 = max
ω
|g(ω)|2 ≥
[
1
(2ǫ)ν
∫
g(ω)dω
]2
=
1
(2ǫ)2ν
.
Thus by Lemma 3.1
V(ǫ) ≥ 1
e222νKǫ2νM(S−1(2
e
ǫ))
,
as claimed.
15
Acknowledgements. Parts of this work were completed while the authors enjoyed the hos-
pitality of the Isaac Newton Institute, the Weizmann Institute of Science, and the Mittag-Leffler
Institute. SS is supported in part by the European Research Council starting grant 639305 (SPEC-
TRUM) and by a Royal Society Wolfson Research Merit Award.
We are grateful to Olga Izyumtseva for helpful comments, and particularly for bringing the
works [Cuz77,CD82] to our attention.
References
[Aiz94] M. Aizenman, Localization at weak disorder: some elementary bounds, Rev. Math. Phys. 6 (1994), 1163–
1182. ↑3
[ASFH01] M. Aizenman, J. H. Schenker, R.M. Friedrich, and D. Hundertmark, Finite-volume fractional-moment
criteria for Anderson localization, Commun. Math. Phys. 224 (2001), 219–253. ↑3
[AW15] Michael Aizenman and Simone Warzel, Random operators, Graduate Studies in Mathematics, vol. 168,
American Mathematical Society, Providence, RI, 2015. Disorder effects on quantum spectra and dynam-
ics. MR3364516 ↑3, 11, 12
[Ban46] T. Bang, Om quasi-analytiske Funktioner, 1946, Thesis. ↑14
[BLS83] J. Bellissard, R. Lima, and E. Scoppola, Localization in ν-dimensional incommensurate structures, Com-
mun. Math. Phys. 88 (1983), 465–477. ↑1, 2
[BV10] Victor Beresnevich and Sanju Velani, Classical metric Diophantine approximation revisited: the
Khintchine-Groshev theorem, Int. Math. Res. Not. IMRN 1 (2010), 69–86, DOI 10.1093/imrn/rnp119.
MR2576284 ↑2
[Ber68] Ju. M. Berezans′ki˘ı, Expansions in eigenfunctions of selfadjoint operators, Translated from the Russian
by R. Bolstein, J. M. Danskin, J. Rovnyak and L. Shulman. Translations of Mathematical Monographs,
Vol. 17, American Mathematical Society, Providence, R.I., 1968. MR0222718 ↑7
[Bou05] J. Bourgain, Green’s function estimates for lattice Schro¨dinger operators and applications., Vol. 158,
Princeton University Press, Princeton, NJ, 2005. ↑1
[Bou07] Jean Bourgain, Anderson localization for quasi-periodic lattice Schro¨dinger operators on Zd, d arbitrary,
Geom. Funct. Anal. 17 (2007), no. 3, 682–706, DOI 10.1007/s00039-007-0610-2. MR2346272 ↑2
[BG00] J. Bourgain and M. Goldstein, On nonperturbative localization with quasiperiodic potentials, Annals of
Math. 152 (2000), no. 3, 835–879. ↑1
[BGS01] J. Bourgain, M. Goldstein, and W. Schlag, Anderson localization for Schro¨dinger operators on Z with
potential generated by skew-shift, Commun. Math. Phys. 220 (2001), 583–621. ↑2
[BGS02] Jean Bourgain, Michael Goldstein, and Wilhelm Schlag, Anderson localization for Schro¨dinger operators
on Z2 with quasi-periodic potential, Acta Math. 188 (2002), no. 1, 41–86, DOI 10.1007/BF02392795.
MR1947458 ↑2
[Cha07] J. Chan, Method of variations of potential of quasi-periodic Schro¨dinger equations, Geom. Funct. Anal.
17 (2007), 1416–1478. ↑2
[Chu11] V. Chulaevsky, Anderson localization for generic deterministic potentials, J. Funct. Anal. 262 (2011),
1230–1250. ↑2, 5
[Chu14] V. Chulaevsky, Uniform Anderson localization, unimodal eigenstates and simple spectra in a class of
“haarsch” deterministic potentials, J. Funct. Anal. 267 (2014), 4280-4320. ↑2, 3, 5
[Cra83] Walter Craig, Pure point spectrum for discrete almost periodic Schro¨dinger operators, Comm. Math.
Phys. 88 (1983), no. 1, 113–131. MR691202 ↑2
[Cuz77] Jack Cuzick, A lower bound for the prediction error of stationary Gaussian processes, Indiana Univ.
Math. J. 26 (1977), no. 3, 577–584, DOI 10.1512/iumj.1977.26.26045. MR0438452 ↑4, 16
16
[CD82] Jack Cuzick and Johannes P. DuPreez, Joint continuity of Gaussian local times, Ann. Probab. 10 (1982),
no. 3, 810–817. MR659550 ↑4, 16
[DM76] H. Dym and H. P. McKean, Gaussian processes, function theory, and the inverse spectral problem,
Probability and Mathematical Statistics, vol. 31, Academic Press, New York-London, 1976. ↑4, 13
[FP84] A. Figotin and L. Pastur, An exactly solvable model of a multidimensional incommensurate structure,
Commun. Math. Phys. 95 (1984), 401–425. ↑1
[FGP84] S. Fishman, D. Grempel, and R. Prange, Localization in a d-dimensional incommensurate structure,
Phys. Rev. B 194 (1984), 4272–4276. ↑1
[FS83] Ju¨rg Fro¨hlich and Thomas Spencer, Absence of diffusion in the Anderson tight binding model for large
disorder or low energy, Comm. Math. Phys. 88 (1983), no. 2, 151–184. MR696803 ↑5
[FSW90] J. Fro¨hlich, T. Spencer, and P. Wittwer, Localization for a class of one dimensional quasi-periodic
Schro¨dinger operators, Commun. Math. Phys. 132 (1990), 5–25. ↑1
[Gro38] A. Groshev, A theorem on a system of linear forms, Doklady Akademii Nauk SSSR 19 (1938), 151–152.
↑2
[Ho¨r03] L. Ho¨rmander, The analysis of linear partial differential operators. I., Distribution theory and Fourier
analysis, Springer-Verlag, Berlin, 2003. ↑14
[Jit94] Svetlana Ya. Jitomirskaya, Anderson localization for the almost Mathieu equation: a nonperturbative
proof, Comm. Math. Phys. 165 (1994), no. 1, 49–57. MR1298941 ↑1
[Jit95] , Anderson localization for the almost Mathieu equation. II. Point spectrum for λ > 2, Comm.
Math. Phys. 168 (1995), no. 3, 563–570. MR1328253 ↑1
[JK19] Svetlana Jitomirskaya and Ilya Kachkovskiy, All couplings localization for quasiperiodic operators with
monotone potentials, J. Eur. Math. Soc. (JEMS) 21 (2019), no. 3, 777–795, DOI 10.4171/JEMS/850.
MR3908765 ↑1
[Kar52] K. Karhunen, Zur Interpolation von stationa¨ren zufa¨lligen Funktionen, Ann. Acad. Sci. Fennicae Ser.
A. I. Math.-Phys. 4 (1952), 142. ↑12, 13
[KS19] Yulia Karpeshina and Roman Shterenberg, Extended states for the Schro¨dinger operator with quasi-
periodic potential in dimension two, Mem. Amer. Math. Soc. 258 (2019), no. 1239, v+139. MR3915585
↑2
[Kle05] S. Klein, Anderson localization for the discrete one-dimensional quasi-periodic Schro¨dinger operator with
potential defined by a Gevrey-class function, J. Funct. Anal. 4 (2005), no. 2, 255–292. ↑1
[Kle14] , Localization for quasiperiodic Schro¨dinger operators with multivariable Gevrey potential func-
tions, J. Spectr. Theory 4 (2014), no. 2, 431–484. ↑1
[KM06] A. Klein and S. Molchanov, Simplicity of eigenvalues in the Anderson model, J. Stat. Phys. 122 (2006),
no. 1, 95–99. ↑3
[Kol41] A. Kolmogoroff, Interpolation und Extrapolation von stationa¨ren zufa¨lligen Folgen, Bull. Acad. Sci. URSS
Se´r. Math. [Izvestia Akad. Nauk. SSSR] 5 (1941), 3–14. ↑4
[Lev96] B. Ya. Levin, Lectures on entire functions. In collaboration with and with a preface by Yu. Lyubarskii,
M. Sodin and V. Tkachenko, American Mathematical Society, Providence, RI, 1996. ↑14
[Lev40] N. Levinson, Gap and Density Theorems, American Mathematical Society, New York, 1940. ↑12, 14
[Man42] S. Mandelbrojt, Analytic functions and classes of infinitely differentiable functions, Rice Inst. Pamphlet
29 (1942), no. 1, 142 pp. ↑14
[MJ17] C. A. Marx and S. Jitomirskaya, Dynamics and spectral theory of quasi-periodic Schro¨dinger-type op-
erators, Ergodic Theory Dynam. Systems 37 (2017), no. 8, 2353–2393, DOI 10.1017/etds.2016.16.
MR3719264 ↑1
[PF92] Leonid Pastur and Alexander Figotin, Spectra of random and almost-periodic operators, Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 297, Springer-
Verlag, Berlin, 1992. MR1223779 ↑1
17
[PW87] R. E. A. C. Paley and N. Wiener, Fourier transforms in the complex domain, American Mathematical
Society, Providence, RI, 1987. ↑12, 14
[Ron53] L. I. Ronkin, On approximation of entire functions by trigonometric polynomials, Doklady Akad. Nauk
SSSR (N.S.) 92 (1953), 887–890. ↑12, 14
[Sim85] B. Simon, Almost periodic Schro¨dinger operators. IV: The Maryland model, An. Phys. 159 (1985), 157–
183. ↑1
[Sin87] Ya. G. Sinai, Anderson localization for one-dimensional difference Schro¨dinger operator with quasiperi-
odic potential, J. Statist. Phys. 46 (1987), 861–909. ↑1
[Weg81] F. Wegner, Bounds on the density of states in disordered systems, Z. Phys. B. Condensed Matter 44
(1981), 9–15. ↑11
18
