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Resumen: Tratar adecuadamente la negacio´n es importante para obtener sistemas
de ana´lisis del sentimiento de alto rendimiento. En este marco, presentamos un me´to-
do de tratamiento de la negacio´n en espan˜ol que explota la informacio´n sinta´ctica
obtenida a partir de un analizador de dependencias entrenado en el corpus Ancora
junto con un conjunto de reglas espec´ıficas para el espan˜ol. A continuacio´n presen-
tamos un sistema que generaliza este me´todo a un entorno multilingu¨e en el que se
explota el marco armonizado de anotacio´n que proporcionan las Dependencias Uni-
versales, junto con un formalismo gene´rico para definir las reglas que determinan
el alcance de la negacio´n. Los resultados experimentales avalan la efectividad del
me´todo, tanto en entornos monolingu¨es como multilingu¨es.
Palabras clave: Negacio´n, Ana´lisis sinta´ctico, Ana´lisis del sentimiento, Miner´ıa de
opiniones, Multilingu¨ismo
Abstract: Dealing with negation in a proper way is a relevant factor in order to ob-
tain high-performance sentiment analysis systems. In this framework, we present a
method for the treatment of negation in Spanish that exploits the syntactic informa-
tion obtained from a dependency parser trained on the Ancora corpus, together with
a set of specific rules. Next, we generalize this method to a multilingual environment
in which the harmonized framework of annotation provided by the Universal Depen-
dencies is exploited, along with a generic formalism to define language-independent
rules that determine the scope of negation. The experimental results support the
effectiveness of the method, both on monolingual and multilingual environmets.
Keywords: Negation, Parsing, Sentiment analysis, Opinion mining, Multilingua-
lism
1 Introduccio´n
El ana´lisis del sentimiento o miner´ıa de opi-
niones es un a´rea de investigacio´n centrada
en determinar automa´ticamente si en un tex-
to se opina o no, si la polaridad o sentimiento
que se expresa en e´l es positiva, negativa o
mixta; y en extraer automa´ticamente la per-
cepcio´n de un autor sobre aspectos concretos
de un tema. Los enfoques ma´s habituales de
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ana´lisis del sentimiento consideran un texto
como una secuencia de palabras y realizan un
procesado superficial de las oraciones que no
tiene en cuenta las relaciones sinta´cticas en-
tre palabras.
En contraste con las propuestas le´xicas ha-
bituales, nuestro me´todo de ana´lisis del sen-
timiento se basa en explotar la estructura
sinta´ctica de la frase. Para ello, primero se
procede a segmentar el texto en oraciones y a
dividir cada una de ellas en tokens (principal-
mente palabras, pero tambie´n signos de pun-
tuacio´n, nu´meros, etc.) para despue´s realizar
la etiquetacio´n morfosinta´ctica de cada uno
de los elementos del texto. El siguiente paso
consiste en realizar un ana´lisis sinta´ctico de
dependencias mediante el cual se identifican
relaciones binarias padre/dependiente entre
los te´rminos de una oracio´n. Cada uno de
esos v´ınculos binarios constituye una depen-
dencia, que se anota con la funcio´n sinta´ctica
que relaciona los dos te´rminos. La estructura
obtenida se denomina a´rbol de dependencias.
2 Deteccio´n del alcance de la
negacio´n en espan˜ol
La manera ma´s comu´n y simple de negar un
fragmento de texto en espan˜ol es mediante
el adverbio no, aunque tambie´n es frecuente
utilizar te´rminos como sin o nunca. Algunos
tipos de oraciones requieren el uso de ma´s de
una palabra negativa para dar lugar a una
oracio´n negativa, como ocurre habitualmente
con las palabras nada, ninguno o nadie que
son comu´nmente precedidas por no. Por otra
parte, no siempre es fa´cil diferenciar entre
el cara´cter negador y el cara´cter intensifica-
dor1 de una determinada palabra. Por ejem-
plo, palabras como apenas o casi podr´ıan ser
clasificadas en cualquiera de estas dos cate-
gor´ıas. En nuestro sistema de ana´lisis del sen-
timiento hemos optado por considerar este ti-
po de expresiones como intensificadores y por
lo tanto so´lo consideramos expl´ıcitamente co-
mo negadores los adverbios no, nunca y sin,
que cubren la mayor parte de frases negati-
vas (Jime´nez-Zafra et al., en prensa).
Hay varias maneras de tomar en cuen-
ta el efecto de la negacio´n. Por ejemplo, los
me´todos de procesamiento textual basados
en aprendizaje automa´tico tienden a unifi-
car el negador y la palabra negada en un
solo te´rmino (de esta manera no es bueno
se convierte en no es bueno) (Sidorov et al.,
2013). Otro recurso habitual es cambiar la
orientacio´n sema´ntica de un cierto nu´mero
de palabras despue´s del negador (Yang, 2008;
Ferna´ndez Anta et al., 2012). Nuestro enfo-
que es ma´s completo puesto que se basa en
utilizar la estructura sinta´ctica de la frase pa-
ra determinar el alcance de la negacio´n.
En el caso particular del espan˜ol tomamos
como base la estructura sinta´ctica definida
por el corpus Ancora (Taule´, Mart´ı, y Reca-
sens, 2008). En lo que respecta al tratamiento
de la negacio´n, la estructura sinta´ctica utili-
zada en Ancora para representar un adverbio
sin nos asegura que su nodo secundario debe
1En el contexto de este trabajo englobaremos ba-
jo el te´rmino intensificadores tanto aquellas pala-
bras que aumentan la intensidad del significado como
aquellas que lo disminuyen.
ser el a´mbito de la negacio´n, sin necesidad de
analizar el tipo de dependencia, pero no po-
demos asumir lo mismo para los negadores no
y nunca, ya que al ser representados habitual-
mente como nodos hoja, el a´mbito candidato
de negacio´n siempre implica un nodo princi-
pal o una coleccio´n de nodos hermanos, por
lo que se requiere un algoritmo ma´s comple-
jo para su tratamiento. En particular, exten-
demos el procedimiento de Jia, Yu, y Meng
(2009) con el fin de ser capaces de identificar
el alcance de cada negacio´n a partir del a´rbol
de ana´lisis y una coleccio´n de reglas: cuando
un token tiene un negador no o nunca co-
mo nodo hijo y es una dependencia de tipo
neg o mod, probaremos las siguientes reglas
heur´ısticas sinta´cticas en el orden en que se
indican, teniendo en cuenta que so´lo se utiliza
la primera regla aplicable:
Regla del padre subjetivo: Si el nodo pa-
dre de un te´rmino de negacio´n tiene sen-
timiento, solo se niega ese nodo. Por
ejemplo, en la frase no elogia mi traba-
jo, la negacio´n no depende de elogia, que
tiene una connotacio´n subjetiva, por lo
que identificaremos esta palabra como el
alcance de la negacio´n.
Regla del atributo/objeto directo: Si una
rama al mismo nivel que un nodo de ne-
gacio´n esta´ etiquetada con una depen-
dencia de tipo atributo (atr) (por ejem-
plo, buena en la comida no es buena)
u objeto directo (cd) (por ejemplo, bien
en la pantalla no se ve bien), se identifica
esa rama como el alcance de la negacio´n.
Regla del complemento circunstancial : Si
un te´rmino de negacio´n tiene una rama
de complemento circunstancial (cc) al
mismo nivel, se identifica esa rama co-
mo el alcance de la negacio´n. Si hay ma´s
de un complemento circunstancial, so´lo
se utiliza el primero. Por ejemplo, en la
frase no funciona correctamente los vier-
nes, se toma el complemento circunstan-
cial de modo correctamente como el al-
cance de la negacio´n.
Regla por defecto: Cuando ninguna de
las reglas anteriores es aplicable, se con-
sidera que el a´mbito de la negacio´n lo
constituyen las ramas hermanas del no-
do negador.
Una vez que hemos identificado el alcance
de la negacio´n, podemos determinar el im-
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Figura 1: Ejemplo de evaluacio´n de la orientacio´n sema´ntica de una oracio´n con negacio´n
pacto que esta negacio´n tendra´ en la deter-
minacio´n de la orientacio´n sema´ntica de esa
parte de la oracio´n.
3 Modificacio´n de la orientacio´n
sema´ntica por la negacio´n
Ilustramos el proceso mediante un ejemplo.
En la parte resaltada de la Figura 1 podemos
observar que la part´ıcula de negacio´n no tie-
ne como padre el verbo da. Primero se intenta
aplicar la regla del padre subjetivo, lo cual no
es posible ya que da no tiene cara´cter subje-
tivo, por lo que se pasa a la regla siguiente,
la del objeto directo. Esta regla s´ı se puede
aplicar dado que hay un objeto directo (iden-
tificado por la dependencia cd) al mismo ni-
vel que no, por lo que se establece problemas
como el alcance de la negacio´n. Como conse-
cuencia, el fragmento no da problemas pasa
de tener una connotacio´n negativa (indicada
mediante el valor de orientacio´n sema´ntica -2
de la palabra problemas) a positiva (indica-
da mediante el valor de orientacio´n sema´nti-
ca 2 que se asigna al fragmento). Podr´ıamos
pensar que lo que ha ocurrido es que la ne-
gacio´n ha invertido el valor de la orientacio´n
sema´ntica de la palabra problemas, sin em-
bargo esto no es exactamente as´ı.
Ciertamente la manera ma´s simple de
negar una palabra consiste en invertir su
orientacio´n sema´ntica (OS). Por ejemplo, si
OS(bueno)=2 entonces OS(no bueno)=-2. El
principal inconveniente de este me´todo es que
no se corresponde con la intuicio´n humana.
Por ejemplo, si la orientacion sema´ntica de
fascinante es 5, el sentimiento de no fasci-
nante pasar´ıa a ser -5 (muy negativo), cuando
incluso podr´ıa considerarse que no fascinan-
te es una expresio´n ligeramente positiva. Pa-
ra evitar este inconveniente, en nuestro siste-
mas hemos optado por desplazar la polaridad
en una cantidad fija: siguiendo la propuesta
de Taboada et al. (2011), hemos dado un va-
lor de desplazamiento 4 a los adverbios no
y nunca. As´ı, no fascinante pasar´ıa a tener
un valor de 1 (ligeramente positivo) mientras
que en el ejemplo de la Figura 1 no da pro-
blemas pasa a tener un valor de orientacio´n
sema´ntica 2, resultado de sumar 4 al valor -2
de problemas. Para el adverbio sin se ha op-
tado un valor de desplazamiento de 3.5, ya
que este tipo de negacio´n es menos potente.
Los detalles sobre la evaluacio´n del resto
de la oracio´n de la Figura 1 (en particular
el tratamiento de intensificadores y cla´usulas
adversativas) esta´n disponibles en (Vilares,
Alonso, y Go´mez-Rodr´ıguez, 2015).
4 Evaluacio´n en espan˜ol
La evaluacio´n de nuestro sistema de ana´lisis
del sentimiento para espan˜ol se ha realizado
sobre el SFU Spanish Reviews Corpus (Broo-
ke, Tofiloski, y Taboada, 2009), una coleccio´n
de 400 resen˜as en espan˜ol sobre automo´viles,
hoteles, lavadoras, libros, tele´fonos, mu´sica,
ordenadores y pel´ıculas, obtenidas del sitio
web ciao.es. Cada categor´ıa tiene un total de
25 resen˜as favorables y 25 desfavorables. Los
textos contienen palabras mal acentuadas,
abreviaturas no reconocidas y frases agrama-
ticales. Esto nos permite evaluar nuestra pro-
puesta en un entorno real y complejo.
La Tabla 1 muestra el desempen˜o de nues-
tro sistema activando diferentes opciones. Es
interesante sen˜alar que una de las mejoras
ma´s importantes proviene del tratamiento de
la negacio´n. Como podemos ver, antes de in-
corporar esta mejora nuestro enfoque tend´ıa
hacia las clasificaciones positivas. Esto sucede
probablemente como resultado de la tenden-
cia humana a usar lenguaje positivo (Ken-
nedy y Inkpen, 2006). En este sentido, es
Categor´ıa Exactitud en negativos Exactitud en positivos Exactitud global
Sistema base 0.310 0.925 0.618
+intensificacio´n 0.450 0.870 0.660
+cla´usulas adversativas 0.455 0.885 0.670
+negacio´n 0.745 0.765 0.755
Sistema final 0.740 0.830 0.785
Tabla 1: Rendimiento del sistema para espan˜ol en el SFU Spanish Reviews Corpus
comu´n que se utilice la negacio´n de frases po-
sitivas para expresar una opinio´n desfavora-
ble. Por ejemplo, es habitual utilizar expre-
siones como no es bueno en lugar de malo, o
no me gusta en lugar de feo. Incluso despue´s
de procesar los te´rminos de negacio´n, algunos
sistemas le´xicos (Taboada et al., 2011) incre-
mentan en un 50% la orientacio´n sema´ntica
final de cualquier expresio´n negativa para su-
perar ese sesgo positivo, mejorando su rendi-
miento en torno al 6% con esta estrategia.
Sin embargo, en nuestro caso la utilizacio´n
de este proceso en el sistema final no apor-
ta apenas beneficio. Esto parece sugerir que
nuestro manejo de la negacio´n es adecuado,
al menos en un contexto general.
5 Negacio´n en entornos
multilingu¨es
Una vez definido el manejo de la negacio´n
en espan˜ol, nos propusimos definir un me´to-
do que nos permitiese manejar la negacio´n
en un entorno multilingu¨e. El objetivo no es
tener un sistema espec´ıfico para cada idio-
ma sino aplicar etiquetadores y analizadores
sinta´cticos multilingu¨es para de esta mane-
ra obtener, dado un texto en el que se en-
tremezclen varios idiomas (Vilares, Alonso,
y Go´mez-Rodr´ıguez, 2016a), una represen-
tacio´n sinta´ctica u´nica para todo el texto a
la que se puedan aplicar una serie de reglas
gene´ricas. Para ello hemos de recurrir a cor-
pus anotados armo´nicamente en varias len-
guas. En particular, consideramos que la me-
jor opcio´n actualmente consiste en utilizar
los treebanks desarrollados en el marco de
las Universal Dependencies (McDonald et al.,
2013), a partir de los cuales construimos ana-
lizadores sinta´cticos realmente multilingu¨es
siguiendo la metodolog´ıa definida por Vila-
res, Alonso, y Go´mez-Rodr´ıguez (2016b).
Las reglas gene´ricas de gestio´n de la nega-
cio´n operan sobre el a´rbol sinta´ctico obteni-
do. Su genericidad se deriva del hecho de que
son parametrizables mediante una funcio´n de
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Figura 2: Arriba: esqueletos de las reglas
gene´ricas de tratamiento de la negacio´n, con
un ejemplo para cada una de ellas (σ se refie-
re a la orientacio´n sema´ntica y α el valor de
desplazamiento de σ por la negacio´n). Aba-
jo: fragmento XML que describe estas dos re-
glas, donde SHIFT es una τ que indica que se
aplique α = 4 a la σ del nivel superior.
transformacio´n τ que indica el cambio que se
ha de producir en la orientacio´n sema´ntica de
un fragmento de texto; el nu´mero de niveles
que debemos ascender en el a´rbol para apli-
car τ ; y la funcio´n que determina el alcance
de τ . Los detalles te´cnicos completos esta´n
disponibles en (Vilares, Go´mez-Rodr´ıguez, y
Alonso, 2017). Por brevedad, ilustramos algu-
nos casos relevantes de negacio´n mediante la
Figura 2. Las reglas gene´ricas que describen
tal comportamiento se traducen en la pra´cti-
ca en fragmentos XML del archivo de confi-
guracio´n, como el que se muestra en la parte
inferior de la Figura 2.
Como lexicones de subjetividad, usamos
los mismos diccionarios usados por SO-
CAL (Taboada et al., 2011) tanto para el
ingle´s (2 252 adjetivos, 1 142 sustantivos, 903
verbos, 745 adverbios y 177 intensificado-
res) como para el espan˜ol (2 049 adjetivos,
1 333 sustantivos, 739 verbos, 594 adverbios
y 165 intensificadores). Para el alema´n,
utilizamos los diccionarios alemanes de Sen-
tiStrength (Momtazi, 2012) (2 677 ra´ıces y
39 intensificadores). Todos ellos son recursos
disponibles libremente y son utilizados tal
cual en nuestro sistema, sin realizar ningu´n
cambio. La lista de emoticones de Sentis-
trength tambie´n se utiliza como recurso
le´xico. Si un te´rmino no aparece en ninguno
de estos recursos, no tendra´ ningu´n impacto
en el ca´lculo de la orientacio´n sema´ntica.
El sistema completo se puede descargar de
http://www.grupolys.org/software/UUUSA/
6 Evaluacio´n en ana´lisis del
sentimiento multilingu¨e
Comparamos nuestro sistema mutilingu¨e con
otros disponibles en ingle´s, espan˜ol y alema´n.
Como medida de evaluacio´n utilizaremos la
exactitud o accuracy, ya que es la ma´s ade-
cuada para medir el desempen˜o de los clasifi-
cadores cuando los corpus elegidos son equili-
brados y porque ya existen resultados publi-
cados de esta me´trica para los sistemas selec-
cionados.
La evaluacio´n en el caso del ingle´s se rea-
liza sobre los siguientes corpus esta´ndar:
Corpus de Taboada y Grieve (2004):
Una coleccio´n de 400 resen˜as largas (200
positivas, 200 negativas) sobre hoteles,
pel´ıculas, ordenadores o mu´sica, entre
otros temas, extra´ıdas de epinions.com.
Corpus de Pang y Lee (2004): Una colec-
cio´n de 2 000 resen˜as largas de pel´ıculas
(1 000 positivas, 1 000 negativas).
Corpus de Pang y Lee (2005): Una co-
leccio´n de resen˜as cortas (oraciones) de
pel´ıculas. En particular, se utilizo´ la di-
visio´n del corpus utilizada por Socher et
al. (2013), eliminando los neutrales (tal
y como indican ellos mismos) para la ta-
rea de clasificacio´n binaria (lo que da un
total de 1 821 oraciones con opiniones).
Para mostrar las capacidades multilingu¨es
de nuestro sistema incluimos una evaluacio´n
para el espan˜ol utilizando el corpus presenta-
do por Brooke, Tofiloski, y Taboada (2009)
(200 resen˜as positivas y 200 negativas de
ciao.es), as´ı como un conjunto de 2 000 re-
sen˜as (1 000 positivas y 1 000 negativas) en
alema´n extra´ıdas de Amazon.
6.1 Comparacio´n con otros
sistemas no supervisados
La disponibilidad de corpus y otros sistemas
de ana´lisis del sentimiento no supervisados
para el ingle´s y el espan˜ol nos permite reali-
zar una comparacio´n ma´s rica que en el caso
del alema´n, donde so´lo disponemos de un cor-
pus ad-hoc. En particular, comparamos nues-
tro sistema con dos de los sistemas ma´s po-
pulares y ampliamente utilizados para ingle´s:
SO-CAL (Taboada et al., 2011), un sistema
dependiente del idioma disponible para ingle´s
y espan˜ol guiado por reglas le´xicas a nivel
morfolo´gico; y SentiStrength (Thelwall et al.,
2010), un sistema multilingu¨e que no aplica
ningu´n etiquetado morfosinta´ctico, ya que se
basa exclusivamente en un conjunto de lexi-
cones de subjetividad, reglas superficiales y
tratamiento de ciertos feno´menos no grama-
ticales (por ejemplo, replicacio´n de caracte-
res). Adicionalmente, para la evaluacio´n en
espan˜ol, tambie´n se tuvo en cuenta el siste-
ma descrito en la seccio´n 3.
La Tabla 2 compara el rendimiento de
nuestro sistema con respecto a SentiStrength
y SO-CAL en el corpus Taboada y Grieve
(2004). Con respecto a SO-CAL, los resulta-
dos muestran que nuestro manejo de negacio´n
e intensificacio´n proporciona mejores resul-
tados (superando a SO-CAL en 3.25 puntos
porcentuales en total). Con respecto a SentiS-
trength, nuestro sistema logra un mejor ren-
dimiento en resen˜as largas.
La Tabla 3 compara los tres sistemas no
supervisados en el corpus Pang y Lee (2004),
mostrando la robustez de nuestro sistema en
diferentes dominios, ya que se desempen˜a de
nuevo mejor que SO-CAL para la negacio´n
y la intensificacio´n (aunque no se comporta
tan bien cuando se trata de irrealis, probable-
mente debido a la necesidad de definir ope-
raciones de composicio´n ma´s complejas para
manejar este feno´meno), y tambie´n mejor que
SentiStrength en resen˜as largas de pel´ıculas.
La Tabla 4 compara el desempen˜o de nues-
tro enfoque universal en espan˜ol con respec-
to a: Spanish SentiStrength (Vilares, Thel-
wall, y Alonso, 2015), la versio´n para espan˜ol
de SO-CAL (Brooke, Tofiloski, y Taboada,
2009) y el sistema monolingu¨e para espan˜ol
Rules SentiStrength SO-CAL Nuestro sistema
Sistema base N/A 65.50 65.00
+negacio´n N/A 67.75 71.75
+intensificacio´n 66.00 69.25 74.25
+irrealis N/A 71.00 73.75
Tabla 2: Exactitud (%) en el corpus Taboada y Grieve (2004). El hecho de que haya una sola
fila para SentiStrength se debe que usamos la configuracio´n esta´ndar para ingle´s que ya incluye
el manejo de la negacio´n y la intensificacio´n.
SentiStrength SO-CAL Nuestro sistema
Sistema base N/A 68.05 67.77
+negacio´n N/A 70.10 71.85
+intensificacio´n 56.90 73.47 74.00
+irrealis N/A 74.95 74.10
Tabla 3: Exactitud (%) en el corpus de test de Pang y Lee (2004).
definido en la seccio´n 3. Utilizamos exacta-
mente el mismo conjunto de operaciones de
composicio´n que se uso´ para el ingle´s (tan so-
lo se reemplaza la lista de palabras de nega-
cio´n, intensificacio´n y conjunciones adversati-
vas por la correspondiente al espan˜ol). Nues-
tro sistema multilingu¨e supera de nuevo a
SentiStrength y SO-CAL en sus versiones en
espan˜ol.
Con el fin de comprobar la validez de nues-
tro enfoque para idiomas distintos del ingle´s
y el espan˜ol, hemos considerado el caso de
alema´n. Cabe sen˜alar que los autores de es-
te art´ıculo no tenemos ninguna nocio´n de
alema´n. A pesar de esto, hemos sido capa-
ces de crear un sistema competitivo de ana´li-
sis del sentimiento para este idioma median-
te la integracio´n de un le´xico de sentimiento
existente. Utilizamos el sistema alema´n Sen-
tiStrength (Momtazi, 2012) para la compara-
cio´n. El uso del diccionario alema´n de SentiS-
trength nos permite mostrar co´mo de robusto
es nuestro sistema cuando se utilizan diferen-
tes lexicones. Los resultados experimentales
muestran una precisio´n del 72,75% en el con-
junto de datos de revisio´n de Amazon, mien-
tras que SentiStrength informa un 69,95%.
Nuevamente, agregar la negacio´n (72.05%)
y posteriormente la intensificacio´n (72.85%)
produjeron mejoras relevantes sobre nuestro
sistema base (69.85%). Los resultados son
comparables a los obtenidos para otras len-
guas, utilizando un conjunto de datos de ta-
man˜o comparable, reforzando la robustez de
nuestro enfoque en diferentes dominios, len-
guas y diccionarios.
6.2 Comparacio´n con sistemas
supervisados
En la evaluacio´n no nos cen˜imos u´nicamente
a sistemas no supervisados, tambie´n realiza-
mos una comparacio´n con un enfoque super-
visado de vanguardia, como es la red neuro-
nal recursiva profunda presentada por Socher
et al. (2013), entrenada en un treebank es-
pec´ıfico anotado con sentimiento, disponible
solamente en ingle´s. Hasta donde sabemos,
no existen me´todos de este tipo para espan˜ol
y alema´n. Los sistemas supervisados suelen
ser imbatibles cuando se evalu´an en la parte
de test de los corpus con los que han sido en-
trenados. Sin embargo, en aplicaciones reales
a menudo no se dispone de un corpus lo sufi-
cientemente grande que se correponda con los
textos objetivo en te´rminos de ge´nero, estilo,
longitud, etc. En este caso, el rendimiento de
los sistemas supervisados desciende notable-
mente (Aue y Gamon, 2005).
La Tabla 5 compara nuestro sistema mul-
tilingu¨e sin supervisio´n con el sistema super-
visado de Socher et al. (2013) en varios cor-
pus: (1) la coleccio´n utilizada en la evaluacio´n
de Socher et al. (2013) (Pang y Lee, 2005);
(2) un corpus del mismo dominio, es decir,
pel´ıculas (Pang y Lee, 2004); y (3) la colec-
cio´n Taboada y Grieve (2004).
Los resultados experimentales muestran
que nuestro enfoque obtiene mejores resulta-
dos sobre los corpus (2) y (3). Vale la pena
mencionar que nuestro enfoque de composi-
Spanish Spanish Nuestro sistema Sistema monolingu¨e
SentiStrength SO-CAL multilingu¨e espan˜ol
Sistema base N/A N/A 63.00 61.80
+negacio´n N/A N/A 71.00 N/A
+intensificacio´n 73.00 N/A 74.25 75.75
+irrealis N/A 74.50 75.75 N/A
Tabla 4: Exactitud (%) en el corpus de test de Brooke, Tofiloski, y Taboada (2009).
Corpus Socher et al. (2013) Nuestro sistema
Corpus originial del modelo Socher et al. (2013):
Pang y Lee (2005) 85.40 75.07
Otros corpus : Taboada y Grieve (2004) 62.00 73.75
Otros corpus : Pang y Lee (2004) 63.80 74.10
Tabla 5: Exactitud (%) sobre diferentes corpus para (Socher et al., 2013) y nuestro sistema.
cio´n no supervisado supero´ al modelo super-
visado no solo en un corpus fuera de su domi-
nio, sino tambie´n en otro conjunto de datos
del mismo dominio (pel´ıculas) en el que la
red neuronal fue entrenada y evaluada. Es-
to refuerza la utilidad de un enfoque no su-
pervisado para las aplicaciones que necesitan
analizar una serie de textos procedentes de
diferentes dominios, estilos o fechas, cuando
hay una carencia de datos etiquetados para
entrenar clasificadores supervisados para to-
dos ellos. Como era de esperar, Socher et al.
(2013) es imbatible para un enfoque no super-
visado en el conjunto de test del corpus donde
fue entrenado. Sin embargo, nuestro algorit-
mo no supervisado tambie´n se comporta de
manera muy robusta en este conjunto de da-
tos.
7 Conclusiones
Hemos mostrado la efectividad de la infor-
macio´n sinta´ctica a la hora de determinar el
alcance de la negacio´n en espan˜ol en tareas de
ana´lisis del sentimiento y hemos visto que es-
te enfoque es generalizable a un entorno mul-
tilingu¨e.
En un futuro nos proponemos aplicar el
sistema multilingu¨e a lenguas no europeas,
as´ı como extenderlo a lenguas con pocos re-
cursos lingu´ısticos.
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