Motivation: One of the long-expected goals of genome-scale metabolic modelling is to evaluate the influence of the perturbed enzymes on flux distribution. Both ordinary differential equation (ODE) models and constraint-based models, like Flux balance analysis (FBA), lack the capacity to perform metabolic control analysis (MCA) for large-scale networks. Results: In this study, we developed a hyper-cube shrink algorithm (HCSA) to incorporate the enzymatic properties into the FBA model by introducing a pseudo reaction V constrained by enzymatic parameters. Our algorithm uses the enzymatic information quantitatively rather than qualitatively. We first demonstrate the concept by applying HCSA to a simple three-node network, whereby we obtained a good correlation between flux and enzyme abundance. We then validate its prediction by comparison with ODE and with a synthetic network producing voilacein and analogues in Saccharomyces cerevisiae. We show that HCSA can mimic the state-state results of ODE. Finally, we show its capability of predicting the flux distribution in genome-scale networks by applying it to sporulation in yeast. We show the ability of HCSA to operate without biomass flux and perform MCA to determine rate-limiting reactions. Availability and implementation: Algorithm was implemented by Matlab and C þþ.
Introduction
One of the major areas of current system biology in the -omics era is developing genome-scale models. Integrating various datasets to achieve overall and precise modelling of metabolism and thus predicting the consequences upon genetic perturbations or smallmolecule inhibition is one of the major goals. Given the complexity of enzymatic reactions and high dimensionality of metabolic networks, achieving this goal remains a challenging task using the ordinary differential equation (ODE) approach. On the other hand, on the premise that biochemical networks are evolutionarily optimized to maximize their growth rate or the production of another end product, flux balance analysis (FBA) predicts testable flux distribution at steady state based on only stoichiometric numbers under the framework of linear programming (Edwards and Palsson, 2000; Herrgård et al., 2008) . This modelling method overcomes scale difficulties and predicts the essentiality of enzymes with Original Paper precision. Genome-scale models, including Escherichia coli (Edwards and Palsson, 2000) , yeast (Duarte et al., 2004; Herrgård et al., 2008) rodent (Sigurdsson et al., 2010) , human (Thiele et al., 2013) , etc., have been constructed and well curated (King et al., 2016) . In FBA, the constraint that metabolic networks are at a steady state is imposed by stoichiometry in a biochemical network. For a network that includes m metabolites and n reactions, the sum of production and consumption fluxes of all internal metabolites, weighted by the corresponding stoichiometry coefficient, is zero:
where S is the m Â n stoichiometric matrix and v is the fluxes. Though FBA succeeded in predicting the essentiality of genes and the maximum evolutionary capacity under rare carbon source such as glycerol (Ibarra et al., 2002) , its limitations are numerous. First, the optimality assumption engendered through evolutionary pressure could be invalid for engineered strains or other strains that have not experienced such selections. Second, the lack of parameters of enzymes hindered us in performing metabolic control analysis (MCA). Therefore, we were not able to predict the consequences of perturbed enzymes.
To incorporate the enzymatic information into the constraintbased model, variant FBAs have been developed: (i) The Boolean on/ off constraints have been imposed on the network by applying a threshold to the transcriptional levels of enzymes (Akesson et al., 2004; Becker and Palsson, 2008) . (ii) The expression of enzymes was used as discrete states (high level, medium level and low level) in iMAT (Shlomi et al., 2008; Zur et al., 2010) or MAP (Jerby and Ruppin, 2012) . Mixed-integer linear programming (MILP) was employed to find out the most likely consistency between expression and flux states (either < or > ). Alternatively, the discrete states were used to restrain the flux to certain level (either < or > ) through the INIT algorithm (Agren et al., 2012) . (iii) Some methods, such as E-FLUX (Colijn et al., 2009) , GX-FBA (Navid and Almaas, 2012) and PROM (Chandrasekaran and Price, 2010) , tried to use cues of abundance of expression level to adjust the upper bound of reactions. (iv) CEF or mCEF (Zhao and Kurata, 2009 ) has been developed based on the elementary modes (EM) of the network to solve the genetic modification problem. It uses quadratic programming to find out the linear combination of EMs to resemble the gene expression profile (for a summary and other variants, see Supplementary Table S1 ). (v) Dynamic FBA have been developed to conjugate ODE model and linear programming model to overcome the shortcomings of FBA (Gomez et al., 2014; Hö ffner et al., 2013; Mahadevan et al., 2002; Mao and Verwoerd, 2014) .
Previous methods have the following drawbacks: (i) The Boolean on/off or discrete states depend on an imposed threshold and thus are too arbitrary. (ii) The MILP used in iMAT and EM used in mCEF require extensive parallel computing resources. (iii) The upper bounds imposed depend on kinetic parameters such as the turnover rates of enzymes, which are mostly unknown. (iv) The aforementioned methods still lack embedded enzymatic information in the model and thus cannot be employed for perturbation analysis.
If an quantitative algorithm for incorporating the enzyme's abundance quantitatively exists, then one would be able to calculate the influence of stepwise changes in each enzyme on all fluxes. Such information may be used to improve the yield of the end products or to discover drug targets for curing diseases such as diabetes mellitus, cancers etc. The action matrix of enzyme deletions versus all fluxes would also be regressed on the corresponding phenotype vector, and then the key reactions determined this phenotype would be revealed.
To solve this problem, we herein developed a hyper-cube shrink algorithm (HCSA) to find an interior point that is near-uniquely defined by the enzyme profile. Instead, of using biomass as the objective function, we formulated a pseudo-reshaping flux whose maximum value defines the minimum volume of a hyper-cube, which intersects original solution space at a single point. We succeeded in not only reducing the complexities but also retaining some key features of the Michaelis-Menten system. First, we demonstrated the algorithm using a simple three-node network. Second, we compared its ability with ODE models in a sixreaction network. Third, we compared the prediction with experimental results in the violacein pathway. Finally, we applied it to genome-scale networks in the sporulation of the budding yeast Saccharomyces cerevisiae. We gave a reasonable overall estimation of amino acids synthesis at eighteen time points and determined the potential rate-limiting enzymes at different time points.
Materials and methods
We propose a new scheme that essentially optimizes the correlation between the flux vector (FV) and enzyme vector (EV): introducing a lower and an upper bound for each flux that depends on the abundance of the enzyme and a coordinating parameter. EV is the input for our linear model and FV is the output of our scheme, playing the role as a straightforward readout of cellular functional state under a specific transcriptional state.
Mathematically, the problem is to determine the correct solution from the space defined by S Á v ¼ 0 plus extra constraints such as the reversibility or maximum uptake flux of nutrients etc. In FBA, the biomass flux was optimized based on the assumption that microbes were evolved to grow fast in a competitive environment. Herein, we want to choose a feasible FV that best correlated with the EV. We thus constructed a pseudo flux V as the objective function, which increases the lower bound of fluxes proportionally with EV along the increase of V. Besides the steady state equality constraint mentioned above, pairs of inequality constraints are applied to FV implicitly, in the form:
where v i C i ð Þ is the ith component of FV(EV), l i (u i ) is the minimum (maximum) flux of reaction i, determined by flux variability analysis (FVA), D i ¼ u i À l i . Equation (1) is the virtual constraint implied by solving the following LP problem: maximize V s:t:
where L i (U i ) is the lower (upper) bound of reaction i, set in FBA,
We used the three-reaction toy model (Fig. 1A ) to illustrate the concept. Starting with the original FBA formula (the solution space is the triangle in Fig. 1A ), we added two pseudometabolites implemented by Equation (4) to each reaction to restrain the dynamic lower and upper bounds. All the pseudometabolites were coordinated by a pseudo-reaction V, where the coefficients (C i ) of pseudo-metabolites in V are the normalized abundance of each enzyme. When V varies from 0 to maxV, it defines hyper-cube shrink (as shown in Fig. 1F-G) . The vertex of the cube closest to the origin moves at the speed defined by C i along each axis. The solution space for the entire problem is thus the cross-section between the hyper-cube and polyhedron defined by the original FBA.
The equality and inequality constraints define a feasible space U in N-dimensional vector space collaboratively. U is an intersection of a polyhedron (Fig. 1B) and a hyper-cube (Fig. 1C ) whose volume is shrinking as the problem solver finds a higher and higher value of V (yellow triangle in Fig. 1D ). U shrinks to a single point when V takes its maximum value in this simple case (Fig. 1G ). It worth remarking that FV is a balanced solution for the steady state of a metabolic network, and our EV is outside U mathematically.
We show a solution FV ¼ 1 5=9 4=9 ½ of the toy model for EV ¼ 8 5 4 ½ (Fig. 1G ). We obtained a FV well correlated with EV as shown in Figure 1H . The visualization of HCSA is shown in Supplementary Movie S1. We also varied EV (2) from 0.5 to 5 and then varied EV (3) from 4 to 0.4. The phase transition curve of this change is shown in Supplementary Figure S1 and Supplementary Movie S2.
Results

A similar enzymatic dose-response behavior to that of ODE model
With the k cat implied in the model, we could simulate the network for different enzyme expression levels. To test the performance of the HCSA, we used an ODE to model the six-reaction network, characterized by the Michaelis constants (K m' s) and catalytic rate constant (k cat' s) of the enzymes. We varied the enzyme amount to the same extent in both models to compare the FVs.
One of the main functions of our algorithm is its ability to deal with variations in enzyme expression levels. Considering that the amount of enzyme will significantly influence the dynamic interaction between substrates and enzymes, we built a concise ODE model to test the HCSA. The ODE system consists of six biological reactions, which are in Michaelis-Menten form and irreversible. Each enzyme was given a unique k cat À K m combination (see Supplementary Table  S2 ). We altered the enzyme parameter in both ODE and HCSA identically. The amounts of enzymes that catalyze reaction numbers 2, 4 and 6 varied from 0.1 to 10 ( Fig. 2A-C) . The norm of six simulated FVs are normalized to one to show the relative magnitudes of six. As shown in Figure 2D -I, the shapes of the curves generated by ODE and HCSA were perfectly matched. Overall, 77% of curves have correlation coefficients r > 0.99 (Fig. 2J-L) .
There is a scenario that can be easily imaged. When the downstream enzymes are upregulated to very high level, the flux of this branch will asymptotically approach a limit because of the bottleneck effect of upstream enzymes. Indeed, we observed this phenomenon under both frameworks ( Fig. 2D-I) . Moreover, the excess of an enzyme leads to 'substrate exhaustion'. If we calculate the dv=dE, this ratio is always less than unity. This means that the network is always resistant to enzyme perturbations, implying that the system is robust. Essentially, our HCSA has captured this feature. Real biological dynamic networks might contain reversible reactions or allosteric feedback terms and thus have a modified K m , but our simulation showed that the strong positive correlation still exists, as shown in Supplementary Figure S2 . Much of our algorithm's prediction ability is attributed to its good consistency with the classic ODE model, which gives it a foundation to work with empirical subjects effectively.
Prediction of flux distribution in violacein biosynthesis pathway in Saccharomyces cerevisiae
We applied our model to the violacein pathway in Saccharomyces cerevisiae to test its efficacy. As described previously, this branch of the metabolic network includes nine metabolites, six enzyme-catalyzed steps and two non-enzymatic reactions (Lee et al., 2013; Zalatan et al., 2015) , as shown in Figure 3A . A set of promoters (pTDH3, pTEF1, pRPL18B, pRNR2 and pREV1) is used to regulate the expression level of the five key enzymes: VioA, VioB, VioC, VioD and VioE. The five promoters could produce a wide range of changes in expression levels. A total of 191 promoter combinations were constructed randomly and identified using TRAC (Lee et al., 2013) . HPLC analysis was employed to measure the end products, from which the flux distribution of the pathway could be uniquely determined.
Such a promoter combination provides both a challenge for a computational model and a good opportunity to reveal its power. We used 7% (14 of The absolute amplitude of the flux of the entire branch is determined by the enzyme expression of the first three reactions and their cross product. We used a multiple regression model to predict it, as shown in Supplementary Text and Figure 2 . The parameters of this model were obtained through the training set. The ratios derived from HCSA multiplied by the amplitude gave us the final flux. We obtained very good consistency between HCSA simulation and measured flux. The result is depicted in Figure 3B -E, and r ¼ 0:76; 0:72; 0:51 and 0.84 for violacein, deoxyviolacein, proviolacein and prodeoxyviolacein respectively, as shown in Figure 3 .
We were also curious as to whether we could validate the saturation curves in Figure 2D -I. Some single-variable subsets of experimental data were screened out. Here we choose one in which only enzyme VioD varied, whose expression level was modified throughout a range of almost 1000-fold. This wide range of regulation results in a dramatic increase in production of violacein and proviolacein as well as a drop in production of deoxyviolacein and prodeoxyviolacein. It appears as though a seesaw was pulled up at one end, causing it to be pushed down at the other end. We call it a 'hyperplane seesaw mechanism', as shown in Supplementary Figure  S4 . We noticed that the saturation behaviour mentioned earlier appeared again in both the experimental data and our simulated flux data, which means that HCSA captured the key characteristics.
Genome-scale network implementation of HCSA
We wanted to test the applicability of HCSA to genome-scale networks. Here we chose yeast iND750 (Duarte et al., 2004) as the model system. We used the ribosomal profiling data produced by Brar et al. (2012) during the time course of meiosis, which occurs when diploid yeast cells are incubated in nitrogen-starved media and at low temperature. The ribosomal profiling data covered 21 different time points at different stages of sporulation.
HCSA obtains a more reasonable flux distribution than conversional methods
We first compared the results obtained by FBA and HCSA under normal growth conditions. In this analysis, we maintained the biomass flux and restricted to within a reasonable range (approximately 0.3 to maximum flux). We then maximized the pseudo-flux V. We compared the results with previous measured flux by (Moxley et al., 2009) in yeast. Among 77 reactions with experimentally measured fluxes, 51 non-zero fluxes have been obtained by FBA and 64 non-zeros have been obtained by HCSA. For instance, in FBA, threonine synthesis has been catalyzed through glycine þ ac etaldehyde ! L À threonine by Gly1, of which the specificity is too low to occur experimentally. In HCSA, the normal threonine synthetic pathway has been chosen according to the expression level. Other different reaction sets are listed in Supplementary Table S5 . Using experimental fluxes as the reference, the correlation coefficients of HCSA fluxes and FBA fluxes are very similar (0.81 versus 0.81), while HCSA flux has a smaller p-value because it has more non-zero data points (1e À15 versus 3e À13 ).
HCSA predicts correct yields of the end product
In HCSA, the fluxes were determined by enzyme abundances. The biomass flux was thus not necessary. We split the biomass flux into 43 outflow reactions and used 0.5 as the pseudo-expression level for all of them. After maximizing V, we obtained their outgoing rate, as shown in Figure 4A . The yield of biomass precursors correlated very well (r 2 ¼ 0:81 in log scale, as shown in Fig. 4A ) with their corresponding biomass coefficient, which was determined from the dry mass of yeast.
3.3.3
Simulated flux from ribosomal profiles during sporulation FBA does not need abundance data nor kinetic parameters. This is an advantage when all these data are missing. Now, however, it is a shortcoming when taking advantage of genome-scale data. Covert et al. developed an algorithm to restrict the abundance data to within a threshold then applied a Boolean constraint in an FBA model (Covert et al., 2001) . In sporulation, a cell transformed into four spores but did not grow in volume; thus, one could not optimize the biomass to obtain the FV. We used the ribosomal profiling data obtained by (Brar et al., 2012) . We first changed the medium conditions, including shutting off glucose uptake flux, turning on the acetate uptake reaction and opening the amino acid uptake reaction to the amount less than the biomass coefficient. We split the biomass flux into subgroups, including a.a. (amino acid) synthetic reactions (consisting of 20 amino acids using the same coefficients as in biomass flux defined in FBA), nucleotide synthetic reactions (consisting of 4 nucleotides) and others (individual output flux or single metabolite). The EV for a.a. flux was set to NULL so that this flux will be determined by relative enzymes rather than taken up directly from the medium. We embedded the EVs in various sporulation stages to pseudo flux V and obtained the corresponding FVs. We observed that the uneven expression profiles (Fig. 4B ) had been converted to even flux profiles (Fig. 4C) by HCSA, indicating that the balance of the metabolites had a de-noise effect. The median curve of EVs showed four upregulation peaks, which means that the cells underwent continuous amino acid starvation.
The combined amino acid reaction showed a continuous trend during the entire sporulation (Fig. 4D, square line) . The average expression level increased by approximately 4-fold, yielding a 2-fold increase in synthetic flux at time point E. The a.a. flux then decreased gradually until the lowest point K. At this point, cells were at the very beginning of metaphase I. After that, a.a. flux increased gradually through metaphase I, anaphase I, metaphase II and anaphase II until spore formation.
By comparing the median EV curve and a.a. flux curve in Figure  4D , we observed that when the median EV just started to be upregulated, the a.a. flux did not response immediately (dashed line). In the latter part of the two curves, the efficacy V aa =E increased, showing that the coordination between different pathways yielded more efficient overall flux.
3.3.4
Hom6 might be the rate-limiting enzyme MCA could uncover the casual relationship between enzyme abundance and flux. Because enzyme abundance was embedded in the model, we could calculate the metabolic control coefficient, which is defined as c i ¼ Dv Á E= v Á DE ð Þ . The full metabolic control coefficient matrix C was visualized in Figure 5A . We found two genes catalyzing three reactions have positive c i , which means that increasing E i cause increased a.a. flux. Taking time point B as the starting point, increasing Hom6 and Gly1 by 1.2-fold could increase a.a. flux by 1.1-and 1.03-fold, respectively, as shown in Figure 5A , column 2 row 1-3. Across all the conditions, Hom6 (catalyzing HSDyi & HSDxi) and Gly1 (catalyzing THRA) possess the most positive c. The control point in this figure means the enzyme is the rate-limiting step. One may expect them all to have low expression levels. The expression levels of these enzymes are shown in Figure 5B . We found most of these enzymes to be relatively high expressed, which means that they are under tight regulation.
From Figure 4D , we found that the total enzyme expression decreased, but the a.a. flux increased. In Figure 5B , DDPA, DDPAm, PPNDH, HISTP and PHETA1 decreased in the latter part. One possible explanation for this contradiction is that cells take up more amino acids from the SPO media. As shown in Figure 5C , the uptake flux of PRO, PHE, MET, LYS, LEU and ILE increased significantly in the latter part.
We also calculated the correlation between enzyme abundance data and the a.a. flux. The results are listed in Supplementary Table  S7 . Hom6 has the best correlation (r 2 ¼ 0:8) with a.a. flux among all the enzymes, the scatter plot is shown in Supplementary Figure  S5 . It is noteworthy that not all the enzymes with good correlation have casual effects. The good correlation may be coincident with coregulation. As shown in Figure 5A , we observed a positive c for Hom6 has eight times, meaning that the result does not depend on the conditions.
Characteristics of HCSA
The first advanced property of HCSA is that no biomass reaction is required. This is very convenient for cells that are not meant to grow. To illustrate this difference, we use the topology of voilacein pathway as an example. Suppose only F is required by Biomass reaction, the non-zero path obtained by FBA is A!B!F. No matter the enzymes catalyzing A!C, A!D and B!E were expressed or not, v 2 , v 3 and v 5 were mistakenly predicted as zeros, as shown in Figure  6A . However, non-zero flux was obtained by HCSA using the enzymatic activity as cues, as shown in Figure 6B . For small networks like the toy model and voilacein pathway, the final solution is unique when fixing V at its maximum value. We further tested the size of solution space in E.coli core network (Orth et al., 2010) . The upper and lower bounds defined at maximum V were shown in Figure 6A (yellow and blue areas). The variability analysis at maximum V showed only two reactions have nonzero range (middle bars in Fig. 6B ). The solution space is greatly reduced. Two non-zero-range reactions are Fumarate þ Ubiquinol-8! Ubiquinone-8 þ Succinate and Ubiquinone-8 þ Succinate! Fumarate þ Ubiquinol-8 respectively. They are reverse reaction of each other, which is called a futile cycle. For network without futile cycles the solution is unique, for instance, the aforementioned toy model and voilacein pathway (data not shown).
In the current HCSA scheme, we used the upper coefficient
Where u i and l i is upper/lower boundary defined in FVA in original FBA scheme) to restrain the upper bounds. As shown in Figure 6C , we observed that the final solution touched a portion of the lower boundary defined by V, but only one reaction touched the upper boundary. To systematically evaluate the effect of upper coefficients, we performed sensitivity analysis of G i upon FV. We changed all the G i by either increased or decreased 10% over 191 data samples in voilacein pathway. The average flux change was visualized in Figure 6C , showed 10% change of the first three enzymes were able to change about 1% of overall fluxes. Overall, the flux distribution is not sensitive to G i .
Discussion
In this study, we developed an algorithm to incorporate enzyme abundance into the stoichiometric model. We called it a HCSA. We intended to find the solution within the solution space defined by original FBA, thus we added pseudo flux V in addition to original constraints. When V equals to 0, the problem equals to original FBA. When V increases, it elevates the lower boundaries of fluxes according to enzyme abundance. Incorporation of enzyme activity is urgent for metabolic engineering and understanding/curing metabolic disorders. In some genetically engineered bacterial strains, the expression of a specific enzyme can be quantitatively changed, which means that we should adjust EV quantitatively. This cannot be done by FBA (Edwards and Palsson, 2000; Fö rster et al., 2003) or MOMA (Segrè et al., 2002) because they cannot handle the case of expression level modification. This is what HCSA is for: interestingly, prediction of HCSA corresponds well with ODE models and experimental data in dynamic patterns. Essentially, HCSA uncovered a solution well correlated with fluxes, which was collectively determined by all the enzymes. This correlation is not perfect because of regulated enzyme kinetics. Thus, the expression data were treated as cues for determining the metabolic flux of corresponding reactions. As enzyme activities were treated as parameters in the model, the perturbed network can be easily simulated. Thus, the metabolic control matrix was obtained. Further, relying on enzyme expression data to infer the metabolic flux eliminates the need for objective function. Rather, the effluxes can be predicted based on the EV. Though not shown here, HCSA was easily be applied to large-scale networks, like the human network, which is comprised of $4000 reactions.
There are still some inconsistencies between our prediction value and the experimental curve in Figure 3 , which indicates the existence of some nonlinear interactions between enzymes and metabolites. The inconsistency between our prediction and the experimental data also comes from the intrinsic property of the promoters (Ghaemmaghami et al., 2003; Newman et al., 2006) . The scatter plot of RNA level versus protein level bears a similar funnel shape (Lu et al., 2007) . This phenomenon calls for an improvement of HCSA if one asks for more precise predictions. At the same time, it also interprets HCSA's power to tolerate the inclusion of relatively trivial data when people are working on pathways with incomplete knowledge.
For the small scale networks, there are no biomass reactions needed. They're dispensable even in the genome-scale networks. As shown in Figure 4A , the outflow of end-products was directed by expression level of corresponding enzymes rather than using the biomass reaction as objective function. In HCSA, we optimized the consistency between flux and enzyme abundance and obtained the outflows substantially.
Because HCSA is a brand new method to mimic steady-state ODE models, its potential needs to be explored and some remaining issues require a solution. We are working on another mechanistic paper to discuss, among other topics, the solution issue, the comparison with ODE in large-scale models and the perturbation matrix it yields.
