A multiresolution analysis was performed to estimate the large-scale structure of cosmological N -body simulations. To explore relations between the multiresolution analysis and the galaxy distributions, a method that is familiar to image processing engineering was utilized. We proposed a new technique for quantifying the large-scale structures, and found that this is useful to discriminate differences in galaxy distributions among power-law simulations. We next applied the multiresolution analysis to CDM simulations, and also obtained a confirmation of the usefulness of this analysis; our new technique had advantages in clearly distinguishing differences in galaxy distributions in CDM models. We finally compared the galaxy distributions in the two-dimensional observational data (LEDA2d subsample) with those in CDM mock samples, and found that the standard CDM model does not reproduce the galaxy distributions in our universe.
Introduction
Due to recent substantial developments in the area of redshift surveys, we have gained a considerable understanding of the galaxy distributions in our universe. (Huchra et al. 1990; Maddox et al. 1990 Maddox et al. , 1996 Shectman et al. 1996; Peacock et al. 2001) . There is now no doubt that an analysis of the large-scale structure of galaxies is one of the most important subjects in cosmology. In addition to the analyses of distant supernovae (Perlmutter et al. 1999) , the cosmic microwave background temperature fluctuation (Hu et al. 2001) , and other basic observational data, this provides important information concerning cosmological parameters. It is therefore necessary to explore statistical ways of analyzing galaxy distributions. Of course, many attempts have been made to quantify galaxy distributions in an objective manner (Martinez, Saar 2002; Strauss, Willick 1995) . Among them, a wavelet analysis which has been established only recently is being studied vigorously. It is thought that the analysis of wavelets may provide one of the best-known methods to analyze the large-scale structure of our universe.
Wavelets draw attention as a new approach to the analysis of signals or images. Traditionally, a Fourier transform is used for these analyses. However, treatments of the local information in signals or images are impossible, because the bases of the Fourier transform are not compact-supported functions. The wavelet transform, on the other hand, can treat local information successfully, and is therefore regarded as being a more powerful tool than the Fourier transform.
For this reason, wavelet analysis is applied to estimate the * Postdoctoral fellow of the Japan Society of the Promotion of Science.
galaxy distributions that were represented by Fourier expansions of the density fluctuations (Peebles 1980; Peacock 1999) . Many studies of large-scale structure using wavelet analyses have been done (Slezak et al. 1990; Martinez et al. 1993; Escalera, MacGillivray 1995; Pando et al. 1998; Feng et al. 2000; Yang et al. 2002) . For example, Feng et al. (2000) estimated the galaxy distributions of N -body simulations with Cold Dark Matter (CDM) spectra. They found that scale-scale galaxy correlations based on wavelet analysis are useful to discriminate differences among several types of CDM models. In this paper, we adopt a multiresolution analysis that is based on wavelet analysis. Multiresolution is a method for analyzing signals or images by varying the resolution. This is known to solve several actual problems. For example, multiresolution analysis is applied to remove noise from signals or images. The other application of this approach is to drastically compress signals or images. Here, we pay attention to the noise-removing approach, and examine how multiresolution analysis works when applied to galaxy distributions. Of course, signals are one-dimensional objects and images are two-dimensional objects. Because galaxies, on the other hand, are distributed in three-dimensional space, we have to modify the multiresolution analysis beyond ordinary signal or image analysis. Conveniently, the means of modification is direct, and we need not worry about this problem. As we later point out, this analysis works well when applied to a three-dimensional case. We also find that the multiresolution analysis stresses the void-filament pattern of the galaxy distributions.
In addition to ordinary multiresolution analysis, we propose a new technique that represents features of the galaxy distributions. For estimating the function of our new technique, H. Ueda and T. T. Takeuchi [Vol. 56, we have applied our method to the galaxy distributions in power-law and CDM simulations. In particular, a comparison of CDM simulations with observations is very interesting, because the CDM model has succeeded in constructing qualitatively a large-scale structure that is similar to that found in observations. We therefore constructed two-dimensional mock catalogues from CDM simulations and applied our new technique to these as well as to the two-dimensional galaxy sample produced from the Lyon-Meudon Extragalactic Database (LEDA: see Paturel et al. 1997) . From this analysis, we investigated the validity of the CDM model. The rest of the paper is organized as follows: General surveys of the wavelet transform and the multiresolution analysis are covered in section 2. Simulations and observation are described in section 3, and results of our analyses are explained in section 4. Finally conclusions and discussions are given in section 5.
Overview of the Multiresolution Analysis
In this section, we briefly summarize the multiresolution analysis. More comprehensive descriptions of the wavelet transform and the multiresolution analysis are described in Fang and Thews (1998) and Rao and Bopardikar (1998) .
The Wavelet Transform
The multiresolution analysis is based on the wavelet transform, and we first explain this. To keep our explanations simple, we only consider the one-dimensional case.
As is well known, a wavelet is defined as a local wave. This is regarded as being a basic unit, and is represented as ψ(t). We call this a mother wavelet. For example, the Haar function is one of the best-known mother wavelets. A mother wavelet ψ H (t), in this case, is defined as
(see figure 1 ). In addition to the mother wavelet, we also use a scaling function (or a father wavelet). The Haar scaling function, φ H (t), is defined as
In other words, the Haar scaling function is a top-hat type, shown in figure 2. Applications of the mother and the scaling functions are explained in the following subsections. Of course, there exist many types of mother and scaling functions. The Doubechies-type wavelet, for example, is often used in image analysis (see Rao, Bopardikar 1998) . The wavelet function is constructed to dilate and to translate the mother wavelet,
where a (> 0) is the scale on which analyses are performed, and b is the spatial translation parameter. The mother wavelet is expressed as ψ (1,0) (x). Now let's define the wavelet transform. For a one-dimensional function, f (t), the continuous wavelet transform is a linear operator that can be written as
As pointed out in Fang and Pando (1997) , the continuous wavelet transform is less useful than the discrete wavelet transform when one examines the large-scale structure. We therefore restrict parameters a and b to being discrete, and obtain a discrete wavelet transform. In practice, we set
where j and k are integers. The discrete wavelet function is obtained as
The discrete wavelet transform is defined by using the discrete wavelet function,
If we can choose a wavelet function, {ψ j,k }, as orthonormal basis, a one-dimensional function, f (t), is expanded as
Haar and Doubechies functions satisfy the above conditions.
Multiresolution Analysis
Let us first consider a certain one-dimensional function, f (t) (see figure 3a) . We can approximate this by using a scaling function, φ H (t). Figure 3b is an example of this approximation of f (t), and this approximation function is denoted as f 0 (t). We now introduce a level as an accuracy of approximations, and determine the level of f 0 (t) to be zero. More precisely, f 0 (t) is defined as
where
To keep our expressions simple, we express φ H as φ from now on. If we introduce a translation and a dilatation of the scaling function φ j,k (t) as
we can express an approximate function of level j as
We call s
k a scaling function coefficient. Panels (b), (c), and (d) in figure 3 are examples of approximation functions f 0 (t), f 1 (t), and f 2 (t), respectively. Apparently, f 1 (t) lacks detailed information compared with f 0 (t), and we can reconstruct f 0 (t) from f 1 (t) if we make up this missing information. For the sake of this reconstruction, we introduce a function g 1 (t), which is defined as
Panel (e) in figure 3 represents an example of g 1 (t). We regard g 1 (t) as a level one function. One soon notices that g 1 (t) is constructed from a Haar mother wavelet,
where w
( 1) k is a mother function coefficient of level one [see equation (8)]. Notice that we can reconstruct f 0 (t) from f 1 (t) and g 1 (t). Of course, we can generalize this procedure and express f j (t) as
Again, g j (t) is constructed as
Panel (f) in figure 3 is an example of g 2 (t). It is apparent that f 0 (t) is expressed as the summation of g j (t),
We therefore express f 0 (t) as a level j approximate function, f j (t), plus a summation of functions, g k (t), with level k = 1, ... , j. In other words, the function f 0 (t) is reconstructed by a summation of the mother and scaling functions. These procedures are called multiresolution analysis.
Application of the Multiresolution Analysis
Until now, we have restricted our explanations to a onedimensional case. However, the wavelet transform and the multiresolution analysis can be applied to two-or threedimensional cases. This is therefore useful in many fields, and here we devote our attention to image processing engineering. In this field, one of the applications of multiresolution analysis is to remove noise from an image. The principle of this application is as follows:
• Carry out the multiresolution analysis on an original image.
• Calculate the mother and the father function coefficients.
• Set small function coefficients to zero, and reconstruct the image.
If we put these procedures into practice, we can remove noise from an original image. How does this enable us to remove noise? In general, only large function coefficients are needed to reconstruct the characteristic shape of an original image. On the other hand, the overall function coefficients are affected by noise-like information. We can remove noise if we set the small function coefficients as zero and reconstruct the image. In this paper, we set the threshold as a multiple of a function coefficient average. More precisely, we set the threshold as βA, where A is an average of the mother and father function coefficients. Therefore, β is regarded as a cut-off parameter.
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These procedures are mainly applied to two-dimensional images, and can be applicable to three-dimensional galaxy distributions, although this is a very rare case in the field of engineering. Now suppose that galaxies are distributed in a simulation box. To divide a three-dimensional space into cells, and count the numbers of galaxies in each cell, we can regard this as a three-dimensional image. As is well known, a void-filament is the characteristic pattern of the galaxy distributions. This pattern is not clear, but we may stress this clearly if we execute the above-mentioned procedures.
The galaxy distributions are essentially different from a three-dimensional image that contains noise. We regard this procedure, however, as being practically useful to clearly stress the characteristic patterns, or to extract components that are usually regarded as noise, and apply this to the galaxy distributions in N -body simulations and in observations. If we can stress patterns or extract valuable components by using multiresolution analysis, we will obtain keys to solving the problems of our universe. In fact, we find that we can derive information on the cosmological parameters if multiresolution analysis is applied to observational data. Details of these topics are in section 4.
Simulation and Observation Data
In order to examine the usefulness of multiresolution analysis, we used cosmological N -body simulations. We adopted four simulations with different power-law initial conditions, i.e.,
where P (k) is the power spectrum of the initial density fluctuations (Suginohara et al. 1991) . Hereafter, we call these four models n = 1, n = 0, n = −1, n = −2. All of the simulations employed N = 262144 particles, and were carried out in a cubic volume with a periodic boundary condition. These simulations were evolved in an Einstein-de Sitter universe with a density parameter of Ω 0 = 1.0. In addition to these power-law models, we used CDM simulations with (Ω 0 , λ 0 , σ 8 ) = (0.3, 0.7, 0.93), (1.0, 0.0, 0.52), where λ 0 ≡ Λ 0 /(3H 2 0 ) is a dimensionless cosmological constant and H 0 is a Hubble constant. σ 8 is the standard deviation of the mass fluctuations within an 8 h −1 Mpc sphere (Eke et al. 1996) . Hereafter, we call these models ΛCDM (Lambda CDM) and SCDM (Standard CDM), respectively. These simulations employed N = 2097152 particles, and were carried out in a cubic volume of L (Couchman et al. 1995) . As typical observational data, we used a two-dimensional galaxy sample produced from the LEDA. The original LEDA contained a vast number of galaxy redshifts of ∼ 10 6 . We extracted a magnitude-limited subsample from the original LEDA galaxies with limiting magnitudes of up to 15.0. In addition to this restriction, we only considered the region of this map of δ > 0
• with |b| ≥ 15
• . Hereafter, we refer to our two-dimensional magnitude limited sample as 'the LEDA2d subsample' (Ueda et al. 2001 ). The number of galaxies in this subsample is given in table 1.
To compare the LEDA2d subsample with a theoretical model, we constructed mock samples from our CDM simulations. These were made under the condition that they do not contradict the luminosity function determined by the LEDA subsamples (see Ueda et al. 2003) . For increasing statistical reliability, we constructed two artificial surveys in each simulation. The numbers of galaxies that met these conditions also appear in table 1.
Results

Multiresolution Analysis and the Void-Filament Pattern in N -Body Simulations
Before examining the usefulness of the multiresolution analysis, we first check an important property of this analysis. The void-filament is considered to be characteristic of the galaxy distributions in our universe. However, this pattern is not clear, and the distribution of galaxies presents comprehensive features. However, it may be permissible to regard this comprehensive pattern as being superpositions of two kinds of patterns, i.e., the filament-like structure plus a dispersed pattern. If we regard the galaxy distributions in our universe as being a superposition of these two kinds of patterns, it can be expected that the multiresolution analysis stresses the voidfilament pattern and provides keys to solving the cosmological parameters of our universe. In any case, we regard the multiresolution analysis as being a practical technique for stressing a pattern, and apply this to the galaxy distributions.
To obtain a confirmation of the anticipated results of the multiresolution analysis, we applied this to N -body simulations. Figures 4, 5, 6 , and 7 are examples of the multiresolution analysis. Explanations of these panels are as follows: We first prepared a certain map that contained 32768 galaxies. This map was divided into 32 × 32 × 32 cells, as figure 4 displays. In this figure, cells that contain at least one galaxy are checked. We regard this as an original three-dimensional image, and the number of galaxies in each cell is defined as gradation. We next exceeded the multiresolution analysis by approximating this original gradation with functions of rough resolutions. If we set small function coefficients as zero and reconstructed gradations, we obtained a new three-dimensional image. Figure 5 is one slice of the x-y plane in figure 4.
Figures 6, 7 are the results of a reconstruction of figures 4, 5. In these figures, we set the cut-off parameter as β = 1.0. To follow the result of figures 4 or 5, we also checked cells whose gradations equaled or exceeded one. These panels demonstrate that the multiresolution analysis emphasizes the void-filament pattern. We also applied the multiresolution analysis to other maps that also contain void-filament patterns, and obtained a confirmation of this emphasis. In any case, the multiresolution analysis worked well when applied to galaxy distributions in simulations.
Analysis of the Power-Law Simulations
To examine the relations between the multiresolution analysis and the galaxy distributions, we examined powerlaw simulations. Four types of simulations (n = 1, n = 0, n = −1, n = −2) were prepared, and multiresolution analysis was applied. In this case, 64 × 64 × 64 counts-in-cells were adopted.
For examining the usefulness of the multiresolution analysis, a new technique that represents features of the galaxy H. Ueda and T. T. Takeuchi [Vol. 56, distributions is proposed. In this paper, we devote attention to the difference between the original and reconstructed galaxy distributions. Figure 8 is a result of the difference with cut-off parameter β = 1.0. This histogram was constructed as follows.
In an original N -body simulation, we divided a simulation cube into cells. A gradation was defined as the number of galaxies in each cell, and the original gradation was represented as f (0) (i, j, k) , where i, j , k = 1, ... , 64 are integers. Performing the multiresolution analysis and reconstructing a map with threshold β, we obtained a new gradation, f (β) (i, j, k) . To take into account any differences between the original and recomposed gradations in each cell, we obtain a gap as
Notice that D (β) (i, j, k) is defined in each cell, and we can express the total behavior of D (β) (i, j, k) as a distribution function. Figure 8 is a result of the distribution function of D (1.0) (i,j,k). Apparently, D (β) (i,j, k) represents the discarded information. From these panels, one soon notices that the distribution function in n = −2 model is not symmetrical, while the shapes of the distribution functions in n = 0, 1 models are symmetric. It seems that the shape of the histogram depends on the models. It is known that a non-negative initial power spectrum does not construct apparent large-scale structures, and the shape of the distribution function therefore reflects the existence of largescale structures. We therefore find that the shape of the distribution functions of D (β) (i,j,k) is expected to yield information about the galaxy distributions.
However, we did not derive detailed information on the initial power spectra from rough estimations of the shape of the distribution function, and more statistical measures were necessary to make a confirmation. For this purpose, we calculated the standard deviation, the skewness, and the kurtosis of the distribution functions of these models. In addition, we changed a cut-off parameter as β = 1.0, 2.0, 3.0 for estimating the threshold dependence of these measures. The results of the variations of these measures are shown in figure 9 . The open circles, squares, triangles, and crosses represent the values of measures in n = −2, n = −1, n = 0, n = 1, respectively. For checking the model dependence easily, we represent our results as relative values of the n = 1 case. The error bars were estimated by bootstrap method. We extracted 2621 ( ∼ = 262144 × 0.01) particles and rearranged them randomly in each simulation box. In this way, we prepared three samples (original and two mock samples) and estimated the standard deviations. From these panels, we could pick out the most desirable measure that represents the difference in the galaxy distributions among the models. In the following, we evaluate these measures in minute detail.
The relative standard deviation, V /V n=1 , of the distribution function of D (β) (i, j, k) is the first candidate that represents the difference among models. From our analysis, we find a good property of this measure (see figure 9a) . The relative standard deviation has a consistent model dependence, because it becomes smaller as the initial power-law index decreases. As is well known, the power-law index relates the strength of the clustering of the galaxy distributions. We therefore express this relation in other words: the relative standard deviation grows as the clustering of galaxies strengthens. The above relation does not depend on β. This is an additional advantageous feature of this measure, because β is an artificial parameter. We therefore conclude that the relative standard deviation is useful to derive information on cosmological parameters from the galaxy distributions in power-law simulations.
From figure 9b, we find that the relative skewness S/S n=1 is not good for our purpose. The relation between the relative skewness and the initial power-law index of simulations is destroyed. For example, the value of the skewness of the n = −1 model, not the n = −2 model, is the largest. We no longer derive information on the cosmological parameters, even if we calculate the skewness of the distribution function of D (β) (i, j, k) . This is an unexpected result because skewness reflects the degrees of asymmetry of the distribution functions. Our analysis, however, shows a weakness of this measure.
We also find that the relative kurtosis, K/K n=1 , is not suitable for deriving meaningful information on power-law simulations (see figure 9c) . The relations between the relative kurtosis and the initial power-law index are destroyed. This measure cannot derive any meaningful information concerning the cosmological parameters, and we therefore conclude that only the relative standard deviation is a useful measure for our purpose.
Analysis of the CDM Simulations
We now analyze the galaxy distributions in cosmological N -body simulations with CDM spectra. For a statistical treatment, eight subboxes with L b = 100 Mpc in each CDM simulation were extracted and divided with 64 × 64 × 64 cells. We performed a multiresolution analysis of these subboxes, and reconstructed the galaxy distributions with thresholds of β = 1.0, 2.0, 3.0. The difference between the original and recomposed galaxy distributions was represented as D (β) (i, j, k) , and the distribution function of D (β) (i, j, k) was examined. The standard deviation, the skewness, and the kurtosis of the distribution function of D (β) (i, j, k) were calculated as a function of β; the results of these measures are shown in figure 10 . The open circles and triangles represent the values of ΛCDM and SCDM, respectively. These are expressed as relative values of the SCDM case. Notice that these statistical measures were calculated independently in each subbox, and the averages are illustrated. The standard deviations of these eight samples are shown as error bars.
From the panels in figure 10 , we can again understand the usefulness of the relative standard deviation of the distribution function of D (β) (i, j, k) . This has a consistent model dependence; V ΛCDM is smaller than V SCDM . Because this relation does not depend on β, an additional suitable feature is maintained. This trend is anticipated from our previous analysis of power-law simulations, because the scales of the void-filament patterns in ΛCDM are larger than those in SCDM. We find that the relative standard deviation is a good measure for deriving information on the cosmological parameters from the galaxy distributions in CDM simulations.
Although the relative skewness and the relative kurtosis of the distribution function of D (β) (i, j, k) also have a consistent model dependence, it seems that these statistical measures are not better than the relative standard deviation. The difference in the standard deviation between ΛCDM and SCDM is the most prominent. We therefore conclude that the relative standard deviation is the most preferred measure to quantify the largescale structure.
Comparison with LEDA2d Subsample
We finally compared the galaxy distributions in the LEDA2d subsample with the CDM artificial samples. Because the LEDA2d is a two-dimensional map, the analyses had to be modified to adjust to the two-dimensional case. To carry out the wavelet analysis, we had to pixelize a celestial sphere. Here, we adopted a COBE sky cube pixelization scheme (Tegmark 1996) . In this scheme, the celestial sphere was divided by six faces. Each face was pixelized with a regular square grid, and we adopted 64 × 64 counts-in-cells. Because the area of the LEDA2d was restricted in δ > 0
• , we could only utilize two regions that were suitable for wavelet analysis. The places of these regions were specified by the center of each face, and we adopted positions as (α, δ) = (13 h , 45
• ). One soon notices that these two regions overlap to some extent. For statistical estimations, however, we treated these two regions independently and carried out the wavelet analysis.
We also applied the sky cube pixelization scheme to the CDM samples listed in table 1, and extracted two regions from each sample. As stated in the previous section, two artificial surveys in each CDM simulation were constructed. We therefore obtained four mock samples in each model, and treated these independently.
We estimated the difference between original and recomposed gradations in each cell, and obtained a gap as
As a statistical measure, we used the relative standard deviation, V /V SCDM , of the distribution function of D (β) (i, j ). Figure 11 is the result of the relative standard deviation V /V SCDM as a function of the cut-off parameter, β. The open circles, triangles, and crosses represent the relative standard deviation of ΛCDM, SCDM, and the LEDA2d subsample. As stated, we prepared four samples in each CDM simulation and two samples in LEDA2d for estimating error bars. Notice that the positions of error bars are shifted in a prominent place.
From figure 11 , we can find that the standard deviation of the LEDA2d subsample V LEDA2d does not correspond to V SCDM . Because V SCDM with β ≤ 2.0 is large enough, we conclude that the SCDM model is excluded. On the other hand, V ΛCDM does not contradict V LEDA2d , although this is smaller throughout all regions. Our analysis is advantageous for the ΛCDM model. The result including that the small density parameter is preferable is very important. We conclude that the SCDM model is not suitable for reproducing the galaxy distributions in our universe. On the contrary, the ΛCDM model is rather preferable. 
Conclusions and Discussions
In the present work, we used the wavelet analysis and proposed a new technique for estimating the large-scale structure of the universe. Although there exist some analyses concerned with the wavelet transform, our method is one of the simplest techniques for detecting the model dependence of the galaxy distributions. We believe that our analysis is complementary to other work on the wavelet transform. In addition, our method is based on image-processing engineering, which will influence other fields in many ways.
As is well known, a two-point correlation function is one of the famous means for quantifying the galaxy distributions (Totsuji, Kihara 1969; Peebles 1980; Davis, Peebles 1983) . Unfortunately, a two-point correlation function fails to discriminate small differences in galaxy distributions in CDM models (for example, see Ueda, Itoh 1999) . To recognize these differences, it is necessary to calculate higher-order correlation functions (Peebles 1980; Suto, Matsubara 1994 ). Higher-order correlation functions, however, are very difficult to calculate from a real galaxy survey. Other powerful means to quantify galaxy distributions suitably are, therefore, important.
Many statistical descriptions have been proposed, and it seems that the structure statistics (Martinez, Saar 2002, chapter 10) are suitable for cosmological purposes. Minkowski functional (Mecke, Wagner 1991; Mecke et al. 1994; Schmalzing et al. 1996; Sahni et al. 1998; Kerscher et al. 2000) , genus statistics (Gott et al. 1986; Weinberg et al. 1987; Mellot 1990; Coles 1992; Matsubara, Suto 1996; Hikage et al. 2001 Hikage et al. , 2002 , minimal spanning tree (Barrow et al. 1985; Krzewina, Saslaw 1996; Doroshkevich et al. 1999) , and wavelet are typical techniques. These are all good approaches for estimating the galaxy distributions, but each has a weakness. As far as we are concerned, the Minkowski functional and the genus statistics are used in some restricted fields. The minimal spanning tree, on the other hand, is utilized extensively, because this is based on a graph theory. However, a physical interpretation based on the graph-theoretical approach is, in general, difficult (Ueda, Itoh 1997 . The wavelet analysis escapes the above weakness, and its usefulness is therefore worth examining when we apply it to the galaxy distributions. Our results are evidence of the outstanding properties of this approach.
We now summarize our results: We used multiresolution analysis for examining the galaxy distributions in cosmological N -body simulations. We utilized a method that is familiar to image-processing engineering. For deriving information on cosmological parameters, we proposed a new technique to estimate any deviations between the original and reconstructed galaxy distributions. The result of this deviation was expressed as the distribution function that represents the discarded information from the multiresolution analysis.
For examining the usefulness of our analyses, we applied multiresolution analysis to power-law and CDM simulations. From an analysis of the power-law simulations, we found that the standard deviation of the distribution function relates to the strength of clustering of the galaxy distributions (see figure 9 ). We also found that this relation does not depend on an artificial cut-off parameter. The skewness, and the kurtosis of the distribution function, on the other hand, did not possess any preferable features. From an analysis of CDM simulations, we also obtained a confirmation that the standard deviation of the distribution function is a good measure for estimating the galaxy distributions (see figure 10) . We therefore concluded that the multiresolution analysis is a good method for deriving information on cosmological parameters from the galaxy distributions in N -body simulations. We finally compared the galaxy distributions in the LEDA2d subsample with the CDM mock samples. From our analyses, we found that SCDM contradicts the LEDA2d subsample (see figure 11) .
We now discuss our results. Our conclusion that low-density CDM is preferable coincides with the analysis of the SDSS early data release (Hikage et al. 2002) . This also coincides with the work of de Bernardis et al. (2002) , who derived their result from a Boomerang measurement of the CMB anisotropy and the m(z) relation for distant supernova. Moreover, a recent analysis of the CMB anisotropy from WMAP also supports our results. It seems that the values of low-density CDM are fully justified by recent observations.
From our analyses, we have concluded that SCDM is not preferable to reproduce the galaxy distributions in LEDA2d. However, it is not sufficient to derive detail information of cosmological parameters. More complete galaxy catalogues are needed, and multiresolution analysis will play an important role when next-generation redshift surveys are obtained.
In addition, polished numerical galaxy catalogues are also needed. This is because that distributions of galaxies in observation and mass in simulations are compared in our analysis, so it is necessary to prepare numerical galaxy catalogues that is different from simple N -body simulations. We hope that wavelet analysis will be applied to the nextgeneration redshift surveys and polished numerical catalogues, and will derive important information about our universe.
