Abstract-Aspects of network traffic, among other impulsive time series, can be more accurately represented using the family of stable distributions. Simple, closed form solutions for stable distributions do not exist, other than special cases. Mixtures of one of these special cases, the Lévy (or Pearson V) distribution, can be used to provide a closed-form approximation of positive α-stable (PαS) distributions. We show that for a specific network traffic trace, accurate closed-form approximations of a PαS time series can be obtained with only four mixture components. Additionally, we provide an algorithm for creating Lévy Mixture Approximations (LMAs) and demonstrate that non-linear methods can improve model accuracy while constraining the number of components and computational cost. This approach provides a computationally-tractable, accurate model for non-Gaussian, positive (or negative) time series such as network traffic. This model is in a form that is less costly for follow-on processing and detection, potentially facilitating real-time applications.
I. INTRODUCTION
Aspects of network traffic have been known to exhibit non-Poisson (and non-Gaussian) behavior for some time [1] , [2] , [3] . Depending on the specific feature, or attribute, of network traffic that is monitored, as well as the window over which the traffic statistics are collected, the resulting distribution will frequently be wholly-positive, non-symmetric, and heavy-tailed. These are three characteristics that a Gaussian distribution can only approximate with error. However, Gaussian-based modeling and detection continues to be the defacto implementation in many statistical and machine learning anomaly detection methods.
It has been demonstrated that the α-stable distribution can provide a more accurate, and flexible, fit of network traffic than traditionally-used Gaussian distributions and their alternatives for a range of network traffic aggregations [4] , [5] . Many fields have used α-stable models to improve modeling accuracy [6] , though their adoption has likely been limited by the computational inefficiencies and complexities that result from the lack of closed-form solutions for (non-special case) stable distributions [7] . Previous work in detection has repeatedly demonstrated that applying α-stable estimation and detection This work was funded through a grant from the Laboratory for Telecommunications Sciences.
algorithms when encountering non-Gaussian environments can significantly improve detector performance [8] , [9] .
Our work seeks to develop a computationally-tractable method that improves the modeling accuracy of network traffic features characterized by α-stable distributions. This modeling method will ultimately serve as the basis of a non-Gaussian detector with the goal of improving detection accuracy over Gaussian-based implementations.
The objective of this paper is to present results demonstrating that appropriately-distributed network traffic time series can be accurately modeled using a finite mixture of closedform Lévy distributions [10] . To our knowledge, this approach has not been applied in the literature to real-world data. We develop an algorithmic reformulation of the existing work to facilitate implementation, then use our algorithm to demonstrate that good accuracy can be obtained with very few components and minimal post-processing optimization.
This paper is organized as follows. Section II and III provide background on network traffic modeling and alphastable distributions. Section IV describes PαS approximation using Lévy distribution and our algorithm. Section V conveys additional results. Conclusions are discussed in Section VI.
II. MODELING NETWORK TRAFFIC
In this section we briefly discuss historical traffic modeling, and the limitations of these methods that require a new approach to the underlying assumptions used to develop traffic models and anomaly detectors.
The Poisson and Gaussian distributions were among the first used to model network traffic, and their limitations have long been identified [11] . Common features of network traffic such as byte and packet count, connection time, etc. are asymmetric and heavy-tailed [1] .
In an attempt to reflect characteristics of network traffic not suited to these distributions (such as high variance and self-similarity) alternative models were examined with varying success, including the Weibull, Pareto, Gaussian, and gamma [3] . All of these models, including our proposed model, incur some measure of error when approximating the underlying time series. But it is our belief that the flexibility of the α-stable model allows the most accurate reflection of fundamen-tal characteristics of network traffic, and will thus provide the closest approximation of many features of network traffic that are suitable for anomaly detection [5] .
We will now review the aspects of this distribution that are most pertinent to our work.
III. THE α-STABLE FAMILY Stable distributions were originally developed in the 1920s by Lévy and Khinchine [12] , and were first popularly applied to financial analysis and forecasting in the 1960s by Mandelbrot [7] . The family of stable distributions is also referred to in the literature as Lévy stable, Pareto stable (or Paretian), and α-stable. Stable distributions have been applied to improve the accuracy of modeling random processes that exhibit nonGaussian behavior in a significant body of work, across fields as varied as finance, signal processing (including radar, sonar, and wireless noise), animal behavior, and geologic processes [6] , [8] , [9] .
In this work, we will use stable to refer to the family, Lévy to refer to the special case, and α-stable to refer to stable distributions that are not special cases. Extensive background and theory regarding stable distributions are available in [12] and [7] , among others; we will only review the theoretical aspects of stable distributions that are necessary to understand our application.
A. Stable Distribution Background
The α-stable distribution exhibits tremendous flexibility because it is described by four parameters: α, β, γ, µ. These parameters and some of their properties are listed in Table I .
Special cases of the stable family include the Cauchy, Gaussian (or Normal) distribution, and the Lévy (or Pearson V) distributions. Except for these special cases, a closed-form solution for the probability density function (PDF) of an α-stable random variable (RV) Z ∼ S(α, β, γ, µ) does not exist. Z is instead defined through its characteristic function [12] E e iθZ = e
for the case of α = 1, and
for α = 1. Due to this lack of a closed-form, α-stable models require additional cost to implement. We believe, however, that the potential gain in approximation accuracy offsets the increased model complexity, particularly if computational costs can be 
µ Location mitigated in some manner. Since network traffic is heavy-tailed and non-Gaussian, particularly at small aggregations, we will apply the positive-only (wholly-skewed) case of the α-stable distribution in our network traffic model and detector.
B. The PαS Distribution
The PαS distribution is a wholly-positive parameterization of the stable distribution, obtained for constrained cases of (β = 1, α < 1, appropriate µ) [12] , which makes the PαS distribution particularly suited to describing heavy-tailed (e.g., high-variance) random processes that do not have negative components [6] . Random processes including radar clutter, edge detection in images, molecular vibration, animal foraging, and UAV search patterns and detection avoidance have been accurately modeled using the PαS or Lévy distributions.
Even when confined to the positive half of the number line, the PαS distribution has three degrees of freedom available to describe tail size, spread, and location. This freedom should enable a more precise fit to a variety of traffic features, as demonstrated in Figs. 1 and 2 .
These figures show the MATLAB [13] maximum likelihood (ML) α-stable fit of two data series from the ISCX [14] data set, and the corresponding ML Gaussian fit. The relatively poor Gaussian fits are due to outliers resulting from "noisy" packet counts due to collecting small windows of data on a relatively low-traffic link in the case of Fig. 1 (the reference case for this paper), or the onset of a denial of service attack (Fig. 2) . In both cases, the heavy tails and descriptivity of the PαS distribution permit more accurate modeling of the marginal feature distribution (packets per counting period) than the Gaussian distribution, whose log-likelihood fits are given for comparison in Table II Recent work has proposed a closed-form solution for the PαS case using Fox's H-function and Meijer's G-function, and applied these functions to the problem of CFAR radar detection in PαS clutter [9] . However, because this approach does not appear to support real-time implementation for our problem, we have developed previous work by Kuruoglu that accurately approximates PαS distributions through a weighted mixture of Lévy distributions [10] .
IV. LÉVY APPROXIMATION OF PαS DISTRIBUTIONS
To balance the competing objectives of computational tractability and accurate estimation under non-Gaussian scenarios, α-stable approximations have been developed. These approximations use mixtures of α-stable special cases, including Gaussian, Cauchy-Gaussian, and Bi-parameter CauchyGaussian to leverage the closed-form expressions of their components while providing better fits [15] .
A. Theoretical Foundations
Similar to these mixture methods, a PαS random variable (RV) can be approximated using a weighted mixture of Lévy RVs [10] . This approach is advantageous because in the Lévy special case, α = 0.5 and the PDF of X can be defined in closed form as
The PαS random variable Z can be decomposed [10] using
where Y is the mixing function, another α-stable RV, and X is distributed per (3). The PDF of Z can then be discretely approximated [10] bŷ
where
C is a constant, i is an integer ∈ [1, N ], and N is the number of sampling points (as well as mixture components).
Examining (5), the left terms inside the summation are weighting constants, determined by choosing sample points y i while the right terms are Lévy RVs. Both terms are scaled using the sample points and finally normalized using C.
Note that (5) applies to the case where α Z ∈ (0, 0.5); similar expressions exist for α Z ∈ (0.5, 1) [10] . This work only considers the case of α Z ∈ (0, 0.5).
B. Levy Mixture Approximation (LMA)
To develop our LMA algorithm and formula for C, we extended the relationships and theory in [10] using similar approaches in the literature, such as for mixtures of Gaussians [15] .
As an input, the LMA algorithm requires the parameters of a PαS RV Z with α z < 0.5. From Z, the mixing function f Y (y) is then generated, which is used to obtain N weights and scaling factors y i and f Y (y i ). These weights and scaling factors are in turn applied to N Lévy functions; the weighted sum of these components approximates the original distribution of Z. This process is summarized in Algorithm 1 and shown graphically in Fig. 3 .
To determine the relative accuracy of the resulting LMA, we measure approximation error using the Hellinger distance Generate scaled Lévy component f X (z/y We use average Hellinger distance as a measure of the absolute error of fit because (8) does not generate positive and negative terms which can offset accumulated error during summation, as compared to Kullback-Leibler divergence. Our formula in (8) is a normalized version of the standard Hellinger distance to facilitate comparison between scenarios [16] .
MATLAB's built-in maximum likelihood (ML) fitting and histogram functions were used to generate distribution estimations and results [13] .
V. RESULTS Gaussian mixture approaches recommend uniform sampling of the mixing function at a large number of points N , or using a post-processing algorithm to optimize the sample point placement [15] . Our results demonstrate that, at least for the PαS method, approximation error is relatively independent of N and largely dominated by sample point placement. It then becomes possible to improve computational efficiency and overall accuracy through selectively applying sample points, using either linear sampling around the peak of the reference distribution, or a lightweight sample point placement algorithm.
A. Importance of Sample Point Location
The approximation results for two values of N are shown in Fig. 4 , which demonstrates that a large number of sample points is not required. Case (b) was obtained using only N = 6 components and is more accurate than Case (a) in terms of average Hellinger distance. The fits of both cases are visually indistinguishable at the scale shown in Fig. 4 . Fig. 4 also demonstrates that sample point placement is more important than the number of points in determining LMA accuracy. Case (a) samples were uniformly distributed ∈ [0, 1] while Case (b) samples were uniformly distributed ∈ [0, 1.2]. The slight reduction in fit error while using fewer points was due to shifting distribution bounds and the resultant change in sample point location. 
B. Sampling Location Optimization
The previous result encourages exploration of optimal sample point placement routines. We have found that when using small N, non-uniform sampling of the mixing function can be utilized to improve approximation accuracy, as shown in Fig.  5 .
Based on our qualitative assessments as well as Fig. 5 , the best approximation accuracy is generally obtained by concentrating sampling points around the peak and areas of maximum change of f Y (y) (i.e. points y 3 , y 4 , and y 5 in Fig.  3 ). We examined other methods such as sampling only the left or right tails. These alternatives produced inferior results and were omitted from Fig. 5 for display purposes. processing is not strictly necessarily to fine-tune the sample locations, though this added step could be used improve the relative accuracy for a given error measure, as done for the LMA in Fig. 6 . This figure shows the end-to-end approximation result of applying the LMA algorithm to the data in Fig. 1 . In this case only four sample points were used, though their placement was manually optimized. The resulting d Hel = 4.32e − 2, smaller than the six and 60-component LMAs.
Additional investigation of sampling optimization methods is an item of future work, and should allow quantitative evaluation of cost-accuracy trade-offs.
VI. CONCLUSION
In this work, we approximate a PαS RV generated from physical network traffic with reasonable accuracy using as few as four weighted Lévy distributions. Further, we have demonstrated that Lévy mixing theory [10] can be optimized to maximize approximation accuracy while controlling computational cost. The relative invariance of the fit to the number of mixture components proves the scalability of this approximation technique. Going forward, we will consider how best to apply this approximated output to a detection system.
The significance of our approach is that by using closedform solutions to approximate an α-stable process, real-time implementations may be developed which leverage the improved fit to impulsive, skewed time series. This approach is not limited to the computer networking field but can be extended to any discipline that has computationally-efficient requirements for modeling and processing of non-Gaussian, positive (or negative) data.
