Introduction
A difference field is a field with a distinguished endomorphism σ. In this short note, we introduce a new invariant for finitely generated difference field extensions of finite transcendence degree, the distant degree. If (K, σ) is a difference field, and a a finite tuple in some difference field extending K, and which satisfies σ(a) ∈ K(a) alg (the field-theoretic algebraic closure of K(a)), we define dd(a/K) = lim
We first show that this number is an integer which divides the limit degree of a over K, ld(a/K) (Theorem 2.6. Recall that ld(a/K) = lim k→∞ [K(a, . . . , σ k (a)) : K(a, . . . , σ k−1 (a))]), and then explore some of its properties. While the distant degree is not multiplicative in towers, it can be viewed as an invariant of a non-orthogonality class, see 2.12(2) for a precise statement. We also characterise those extensions of distant degree 1: they are precisely those of limit degree 1, see 2.11.
As with the limit degree, it is convenient to introduce the inverse distant degree (associated to σ −1 ), and one then obtains the equality ld(a/K) ild(a/K) = dd(a/K) idd(a/K) .
All proofs generalise easily if one replaces the degree of the algebraic extensions by the separable degree. In the last section, we observe that the results hold for automorphism groups of much more general structures than fields; in fact they can be stated simply in terms of groups.
inversive closure, denoted K inv , which is characterised by admitting a unique K-embedding into any inversive difference field containing K ( [Co] , 2.5.II). We will work in some large inversive difference field (U, σ).
If a is a tuple in U, then K(a) σ denotes the difference field generated by a over K, i.e.,
. If E is a field, then E alg denotes the (field-theoretic) algebraic closure of E, and if a is a tuple in E alg , then µ(a/E) denotes [E(a) : E].
2.2. Definitions. Let K be a difference subfield of U, a be a finite tuple in U, and assume that σ(a) ∈ K(a) alg .
(1) The limit degree of a over
and the inverse limit degree of a over K is
(2) We define the distant degree and inverse distant degree of a over K by
2.3. Properties of the limit degree. The limit and inverse limit degrees are invariants of the extension K(a) σ /K, see [Co] , section 5.16, and ld(
. Indeed, the numbers µ(σ k (a)/K(a, . . . , σ k−1 (a))) form a decreasing sequence, and ld(a/K) is the value at which it stabilises. Thus ld(
). An easy induction argument gives the result. In this case one also has ild(a/K) = µ(a/K inv (σ(a))).
Lemma. Let a and b tuples in
Proof. One verifies easily that
2.5. Lemma. Let K be an inversive subfield of U, a a tuple in U such that σ(a) ∈ K(a) alg and ld(a/K) = µ(σ(a)/K(a)).
(1) There is an integer m dividing ild(a/K) and k ≥ 1, such that for all ℓ ≥ k,
(2) There is a constant C such that for all ℓ ≥ k,
Proof.
(1) Because K is inversive, we may freely apply σ ℓ , and (1) is equivalent to finding k and m such that for all ℓ ≥ k,
.
On the other hand, ld(a/K) = µ(σ(a)/K(a)) and an easy induction give us
2.6. Theorem. Let K ⊂ U be a difference field and a a tuple in U such that σ(a) ∈ K(a) alg .
(1) Then dd(a/K) exists, equals dd(a/K inv ), and is an integer dividing ld(a/K). Moreover,
, and we may therefore assume that K is inversive. The result follows by Lemma 2.5(2).
(
, where m is defined as in 2.5(1). Using Lemma 2.4, we get that dd(a/K) = dd(a/K inv ) exists and equals dd(a, σ(a), . . . , σ ℓ−1 (a)/K). We may therefore assume that ld(a/K) = µ(σ(a)/K(a)) and K = K inv . Applying the above to the automorphism σ −1 , we obtain that idd(a/K) exists; furthermore, by Lemma 2.5(1) and by (2) applied to σ −1 , the number
is an integer which divides ld(a/K). On the other hand, by Lemma 2.5(3), we have dd(a/K)ild(a/K) = ld(a/K)idd(a/K) and this implies that
Thus m divides ild(a/K) and ld(a/K). Hence dd(a/K) and idd(a/K) are integers, which divide ld(a/K) and ild(a/K) respectively. (3) The right-to-left implication is clear. Assume that dd(a/K) = 1. By (1) and (2), we may assume that K = K inv and ld(a/K) = µ(σ(a)/K(a)). Let k, m and C be as in Lemma 2.5(1). Our assumption implies m = ld(a/K), and Lemma 2.5(2) implies that
2.7. Remark. Lemma 2.4 tells us that dd is an invariant of difference field extensions of finite transcendence degree: if L/K is such, take a transcendence basis a of L over K, and define dd(L/K) = dd(a/K).
Here are some additional properties of dd.
2.8. Proposition. Let K ⊂ U be a difference field, a and b two tuples in U such that
(1) By Theorem 2.6, we may assume that K is inversive. Let d be a finite tuple of
This gives the result.
(2) Follows immediately from (1) and Lemma 2.4.
2.
9. An example. Unfortunately, Proposition 2.8(1) is the best we can hope for, the invariant dd is not multiplicative in towers. Here is an example. Let a be a generic solution of σ(a 2 ) = a 2 + 1 over an algebraically closed inversive difference field K of characteristic 0, and b a solution of
2.10. Remark. Note that the example shows that the failure of multiplicativity in tower is fundamental: taking L = K(a) alg and M = K(a, b) alg , we obtain a tower K ⊂ L ⊂ M of algebraically closed inversive difference fields with
2.11. Proposition. Let K ⊂ U be a difference field, a a tuple in U such that σ(a) ∈ K(a) alg . Then dd(a/K) = 1 if and only if there is b ∈ K(a) σ such that a ∈ K(b) alg and σ(b) ∈ K(b).
Proof. The right-to-left direction is immediate, so assume that dd(a/K) = 1, i.e., that µ(σ k (a)/K(a)), k ∈ N, is bounded. First assume that K = K inv . We may replace a by (a, σ(a) , . . . , σ m (a)) for some m ∈ N, and therefore assume that [K(a, σ(a)) :
. Our boundedness assumption implies that for some k, for every ℓ ≥ k, we have [F k (a) :
F ℓ ]; thus ℓ≥0 F ℓ contains the tuple c of coefficients of the minimal (monic) polynomials of each element of the tuple a over F k . Moreover, our assumption implies that F ℓ and K(σ −ℓ (a), a) are linearly disjoint over
is our desired element. [We could also have reasoned as follows:
In the general case, let b be given by the previous paragraph. Choose an integer i such that
2.12. Some remarks and questions.
(1) The example shows that in general dd(a/K) = dd(a/K alg ): in the notation of 2.9,
(2) If L is a difference field containing K which is linearly disjoint from K(a) σ over K, then dd(a/K) = dd(a/L), idd(a/K) = idd(a/L). Thus, if SU(a/K) = 1 and K is algebraically closed, then dd(a/K) is an invariant of the non-orthogonality class of tp(a/K) (within the set of types of SU-rank 1 over an algebraically closed set).
(3) Another way of stating the equality in 2.6(1) is to say that
Thus ld ild
is an invariant of the extension K(a) alg σ /K alg . This can also be proved directly.
(4) In analogy with the reduced limit degrees and inverse limit degrees defined by Cohn, one can also define the reduced distant degree and inverse distant degree (denoted by rdd and ridd), replacing in the definition µ(σ k /K(a)) by µ s (σ k (a)/K(a)), the separable degree of the extension K(a, σ k (a)) of K(a). One verifies easily that all calculations go through, and that in all results one can replace dd by rdd, and idd by ridd. (For the analogue of 2.11, one needs to replace all fields by their perfect closure, see also 3.9 below). Note that
], and the results will then follow from a more general statement about groups, see section 3 below.
(5) If k ≥ 1, then the distant degree with respect to σ k of a over K equals dd(a/K) k .
(6) Can one show an analogue of Proposition 2.11 for higher distant degrees, i.e., can one always find a tuple b which is equi-algebraic with a over K and is such that ld(b/K) = dd(b/K)?
A generalisation to the group setting
In this section we will show how to obtain similar results in the setting of groups. The first thing to observe is that, if one replaces the degree µ(a/b) by the separable degree µ s (a/b) of the algebraic extension K(a, b)/K(b), all proofs of the previous section go through, modulo replacing all fields by their perfect closures. Going to automorphism groups and dualising, one then obtains results about certain commensurable subgroups of Aut(U/K). Then one realises that the dual proofs generalise to an arbitrary group. This is what we will explain briefly in this section. One should note that neither set of results implies the other, as the algebraic degree of a field extension is a finer invariant than its separable degree.
3.1. Setting and notation. Throughout this section, we have a group G, an automorphism σ of G, and a subgroup H of G such that H σ ∩ H has finite index in H and in H σ (we then say that H and H σ are commensurable). We think of G as being Aut(U/K), of H as Aut(U/K(a)), and H σ as Aut(U/K(σ(a))). If U and V are subsets of G, we denote by UV the set {uv | u ∈ U, v ∈ V }, and by U the subgroup of G generated by U. If U is a subgroup of G (denoted by U ≤ G), then [UV : U] and [V U : U] denote the number of right-and left-cosets of U in UV and V U respectively.
Algebraic tools used.
Let U ′ ≤ U and V be subgroups of G, and assume that [U : U ∩ V ] is finite. We will use repeatedly the following
Note that if equality holds in (ii), then it also holds for any intermediate group
3.3. We first define the limit and inverse limit degrees of H by
By 3.2(ii), the numbers [ 0≤i<ℓ H σ i : 0≤i≤ℓ H σ i ] form a decreasing sequence, so that ld(H) exists and equals the minimum value of these numbers. Similarly for ild(H) (which is just the limit degree of H with respect to the automorphism σ −1 of G).
The analogue of Lemma 2.4 is
Lemma. If U is a subgroup of G which is commensurable to H, then there is a constant C such that for every k > 0, [U :
Proof. First observe that
so that we can assume that U is a subgroup (of finite index) of H. Using 3.2(ii) one verifies easily that
3.5. Notation, and more properties. Let us first fix a notation: if I is a (finite) subset of Z, and U a subgroup of G, let us denote by U I the subgroup i∈I U σ i . If I = {i}, we write U i .
Lemma (the analogue of linear disjointness). Assume that ld(H) = [H :
, and let a < b < c be integers. Then
[H [b,c] :
(iii) is proved using induction on b; for (iv), if i > 0, then
and this shows the result by induction on i. Finally, for (v)we have
By (iv), [H [a,b] : ,c] :
This gives the first equality by reverse induction on a. For the second equality, use (iv) and apply the first equality to the automorphism σ −1 .
3.6. Lemma. Assume ld(H) = [H :
(1) There is an integer m dividing [H σ : H ∩ H σ ] and an integer k such that for all ℓ ≥ k,
Proof. We just dualise the proof of Lemma 2.5. Here are some details.
(1) Equivalently, we need to find k and m such that for all ℓ ≥ k, [H {−ℓ,0} : H {−ℓ,−1,0} ] = m. Our assumption on ld(H) (and Lemma 3.5) implies that
hence, the numbers [H {−ℓ,0} : H {−ℓ,−1,0} ], ℓ ∈ N, form an increasing sequence of numbers dividing [H : H {−1,0} ] = ild(H); we let m be its maximum value and fix k > 0 at which this value is attained.
(2) Using
. 
Proof. Dualise the proof of Theorem 2.6.
3.8. The dualised statement of Proposition2.8 would be: Let G be a group, σ an automorphism of G, and H, U subgroups of G such that H and H σ are commensurable, U and U σ are commensurable. LetŨ = i∈N U σ i . Then
The proof of 2.8 goes through assuming there is a constant C > 0 such that for all ℓ > 0, we have
This is true for automorphism groups of fields and more generally for automorphism groups of structures M such that whenever a and b are finite tuples in M, then acl(b) ∩ dcl(a) is finitely generated over b in the sense of dcl. But it is not true in general.
We now proceed to the analogue of Proposition 2.11.
3.9. Proposition. Let G be a group, σ an automorphism of G, and H a subgroup of G such that H and H σ are commensurable. Assume that the indices [H : H ∩H σ k ], k ∈ N, are bounded by some number N. Then there exists U ≤ G, containing some finite intersection of the H σ i , which is commensurable with H and such that U σ ⊇ U.
Proof. We use the notation introduced in 3. 3.10. Remark. Note that if we had a boundedness assumption on the indices [H : H ∩ H σ k ] as k ranges through Z, then we could apply a result of Schlichting and Bergman-Lenstra to find a group U with U σ = U, see e.g. 2.4.2 in [W] .
