Strong law of large numbers is a fundamental theory in probability and statistics. When the measure tool is nonadditive, this law is very different from additive case. In 2010 Chen investigated the strong law of large numbers under upper probability V by assuming V is continuous. This assumption is very strong. Upper probabilities may not be continuous. In this paper we prove the strong law of large numbers for an upper probability without the continuity assumption whereby random variables are quasi-continuous and the upper probability is generated by a weakly compact family of probabilities on a complete and separable metric sample space.
Introduction
Strong law of large numbers under nonadditive probabilities is a much important theory in uncertainty theories and has more applications in statistics, risk measures, asset pricings and many other fields. In 1999 Marinacci [1] first investigated the strong law of large numbers for sequences of independent and identically distributed (IID (supermean) induced by this capacity with probability 1 under  (that is, quasi surely), and furthermore, if  is null-additive, then that limit inferior attains the submean and the limit superior attains the supermean quasi surely, respectively. This is different from the law under probability measure P whereby under suitable conditions, such as for IID sequences, 
Hu (2012) [6] extends the results of Chen [3] to the sequence of non-identically distributed random variables for the same independence and continuity assumptions. Chen and Wu (2011) [7] extends Chen [3] to more weaker independence condition without identical distribution assumption, and proves if we further assume that 
We can see that for the strong law of large numbers (1) under an upper probability, there are two key conditions: well-defined independence and continuity of the upper probability V. The continuity assumption of V is based on the second Borel-Cantelli lemma to get   (1) hold? In this paper we will give a confirmative answer. We assume
is a complete and separable metric space, F is a   -algebra of all Borel subsets of , P is a nonempty subset of which is a family of all probabilities on
, and is also weakly compact;
X is quasi-continuous, and
is independent sequence of random
is a sublinear expectation corresponding to . In this paper we successfully proved the strong law of large numbers under assumptions a1)-a3) without the continuity assumption of V by transforming that an event v This paper is organized as follows. In Section 2 we give some basic concepts and useful lemmas. In Section 3 we mainly prove the strong law of large numbers without continuity assumption of upper probability V for IID and continuous sequences. Section 4 extends results of Section 3 and gets the law for non-identically distributed sequence. Section 5 gives an example.
Preliminaries
Let be a separable and complete metric spac  e. F is a σ-algebra of all Borel subsets of  . We introduce an upper probabilit V b y y
where P is a family of probabilities on  , F  and weakly compact. Thus its conjugate capacity (see Choquet (1954) [9] ), i.e., lower probability is
A is the complementary set of A. From Huber and Strassen (1973) [10] V and v also satisfy the following properties. Proposition 1.
, where H is a set of all real-valued random
 is called a sublinear expectation space in contrast with probability space. Given
, then X is said to have mean uncertainty.
In the following we introduce some useful concepts (one can refer to Peng (2010) [4] 
The following Borel-Cantelli lemma is obvious (the readers also can refer to Peng [4] or Chen [3] ). 
Lemma 8 (Borel-Cantelli Lemma). For any sequence of events in
  1 n n A   F , if then   1 , n n V A          1 , . . 0.
Strong Law of Large Numbers
lim inf 1.
Proof. It is obvious that we only need to prove one of the Equations (2) 
Then it is sufficient to find an increasing subsequence of such that for any fixed
Noticing 
And then by Lemma 9 for any fixed and
where we d 1 1 : 
Thus from (5) and (8) we can obtain
Therefore, (4) 
when . 
Then we have 
Extensions
hich implies (9) . We complete the whole proof of this corollar
In Section 3 we get that the submean  and the supermean  are the inferior and superior limits of the arithmetic average of the first random variables n 1 2 , , , n X X X  gi probability 1 und ven in Theorem respectively, with er the upper p bility . In fact, 
