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Abstract 
A word is primitive if it is not a proper power of a shorter word. We prove that the set Q of 
primitive words over an alphabet is not an unambiguous context-free language. This strengthens 
the previous result that Q cannot be deterministic context-free. Further we show that the same 
holds for the set L of Lyndon words. We investigate the complexity of Q and L. We show 
that there are families of constant-depth, polynomial-size, unbounded fan-in boolean circuits 
and two-way deterministic pushdown automata recognizing both languages. The latter result 
implies efficient decidability on the RAM model of computation and we analyze the number of 
comparisons required for deciding Q. Finally we give a new proof showing a related language 
not to be context-free, which only relies on properties of semi-linear and regular sets. 
1. Introduction 
This paper presents some further steps towards characterizing the set of primitive 
words over some fixed alphabet in terms of classical formal language theory and com- 
plexity. 
The notion of primitivity of words plays a central role in algebraic coding theory 
[28] and combinatorial theory of words [23,24]. Recently attention has been drawn 
to the language Q of all primitive words over an alphabet with at least two symbols. 
Questions concerning Q as well as certain subsets of Q were solved in [8] using 
methods from formal language theory. In [lo] it is shown that the set of primitive 
palindromes is a language that is not context-free. 
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In [7] the authors conjecture that Q is not context-free, but unfortunately the language 
even satisfies very strong iteration theorems, see [8]. Recently Q has been shown to 
even satisfy a stronger property than the Interchange Lemma for context-free languages 
[ 181. Hopefully the search for a proof of the conjecture will give new insights into 
the structure of context-free languages. This has been the case for the set of repetitive 
strings which led to the Interchange Lemma [25,27]. But even if specialized methods 
are needed Q will be a useful tool for studying the exactness of necessary conditions 
for languages to be context-free. 
In our investigations we will also consider the language L consisting of those prim- 
itive words which are minimal among their cyclic permutations. The conjecture that L 
is not context-free can be no harder to prove than the statement above, since the class 
of context-free languages is closed under cyclic permutation (Exercise 6.4 in [17]). 
In [7] it is shown that Q cannot be deterministic context-free by exploiting the closure 
of the class of deterministic context-free languages under complementation. Clearly this 
technique cannot readily be generalized to larger classes uch as unambiguous context- 
free languages or the full class of context-free languages. 
Our approach therefore mploys a totally different method for showing that Q, should 
it be context-free, is ambiguous. The technique, which is based on a result by Chomsky 
and Schtitzenberger, was shown to be a valuable tool for solving problems in the theory 
of formal languages by Flajolet [ 111. The main idea is the construction of analytical 
models for combinatorial problems. Furthermore we make use of classical results from 
number theory that surprisingly are applicable to our problem. 
In [20] Q has been studied in relation to finite automata. We will investigate an- 
other aspect namely devices recognizing the sets Q and L. The proofs will reveal the 
close connection of these languages with pattern matching problems (see the historical 
remarks in [22]). 
The outline of this paper is as follows: Section 2 recalls some elementaty definitions. 
Section 3 presents four lemmas on primitive words which are of importance in several 
parts of this work. Section 4 prepares our main result by summarizing facts from the 
areas of number theory, mathematical theory of context-free languages and algebraic 
functions. Section 5 is dedicated to the generating function of Q and two observations 
on its properties. Section 6 proves that Q and L cannot be unambiguous context-free. 
In Section 7 we present uniform families of boolean circuits and two-way deterministic 
pushdown automata recognizing Q and L. The latter automata re efficiently simulated 
by random access machines. Section 8 gives a new proof showing that the set of 
words remaining primitive under arbitrary permutations i not context-free. Section 9 
concludes the paper with a short summary. 
2. Definitions 
Throughout his paper we will use a fixed alphabet Z of size k 22. For standard 
definitions of formal language theory (free monoid, Kleene star, empty word A, etc.) 
see [ 16,231. 
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The set Q of primitive words consists of all words over C which are not proper 
powers of shorter words. We can formally characterize Q as (see [23]): 
Q = {wlw E C*, Vz E C* : (w E z* ===+ w = z)}. 
Since J. E z* for every z we have I $ Q. 
Two words w, v E C* are called conjugate if there are words Y,S E C* such that 
w = rs A v = SY. Conjugacy is easily seen to be an equivalence relation on the free 
monoid C*. The class of conjugates of a word w is the set c(w) = {vlv and w are 
conjugate}. 
A primitive word w is called a Lyndon word if it is the smallest word in c(w) with 
respect o (w.r.t.) the usual lexicographic ordering on C* induced by a total ordering 
on C. The set L of Lyndon words is thus specified: 
3. Basic properties of primitive words 
This section presents ome simple and mostly well-known results concerning primi- 
tive words that will be used in the rest of the paper. 
The first lemma is proved as Proposition 1.3.2 in [23] and is due to Lyndon and 
Schtitzenberger [24]: 
Lemma 1. Two words u and v commute if and only if they are powers of the same 
word. 
uv=vu * 3zzEC+ :U,VEZ*. 
Our next lemmas are straightforward consequences of Lemma 1 and the proofs will 
be omitted. We give an alternative condition for primitivity: 
Lemma 2. A nonempty word w E P is primitive if and only if it cannot be factored 
into two nonempty commuting words: 
WEQ e w#~AVU,VEC*:(W=U~=VU~~E{U,V}). 
The following lemma will be used to derive a structural description of Q: 
Lemma 3. The cardinality of the class of conjugates of a primitive word w of length 
n is n, i.e., Ic(w)l = n. 
The last lemma provides an easily checked criterion for Lyndon words. Note that the 
condition of primitivity is made implicit by Lemma 4. It appears as Proposition 5.1.2 
144 H. Petersen1 Theoretical Computer Science 161 (1996) 141-156 
in [23] where the proof may be found: 
Lemma 4. A word w E C” is a Lyndon word tf and only tf it is smaller (w.r. t. lexico- 
graphic order) than each of its proper right factors: 
WEL _ vUEC+:(wEz+v * w <u) 
4. Preparatory results 
We will briefly review some facts from number theory that we need in the sequel. 
For more details see [ 1, 151. 
If d divides a number h we write dJh, if not we write d,j’h. By d = (h,k) we denote 
the greatest common divisor of h and k, the largest natural number d such that both 
dlh and dlk hold. If (h, k) = 1 we call h and k coprime (relatively prime). 
The following classical result shows an important property of certain arithmetic pro- 
gressions. It is proved as [l, Theorem 7.9, pp. 148-1541. Note that this proof implies an 
even stronger statement about the distribution of primes in the residue classes modulo 
k while we only need the weaker property that each class is infinite. 
Theorem 5 (Dirichlet). If k > 0 and h, k are coprime there are injnitely many primes 
in the arithmetic progression ik + h, i = 0, 1,2,. . . 
A given system of congruences with coprime moduli allows a unique solution modulo 
the product of the moduli [l, Theorem 5.26; 15, Theorem 1211: 
Theorem 6 (Chinese Remainder Theorem). Zf ml, m2,. . . , m, are pairwise coprime 
numbers and b 1,. . . b, arbitrary integers then the system 
n E bl (mod ml), . . ., nEbr (modm,) 
has a unique solution modulo a = ml . . ’ m,. 
Based on the unique solution n modulo a we get an infinity of larger solutions of 
the form ia+n, i= 1,2 ,... . 
Further we need the notion of the generating function for a language L’ 2 C*. We 
define I, as the number of words of length n in L’: 
From this sequence we obtain the generating function of L’ as a function of the 
variable z: 
l(z) = c z,zn. 
fl20 
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Now we recall a central result from [4], see also [ll]: 
Theorem 7 (Chomsky and Schiitzenberger [4]). Let l(z) be the generating function 
of a context-free language L. If L is unambiguous then Z(z) is an algebraic function 
over the rationals. 
Recall that a function y = f(x) is algebraic if it satisfies an equation 
pd(X)yd + pd-l(X)yd-’ + . . . + PO(X) = 0, 
where the pi(x) are polynomials. 
Reversing the above argument a language with a nonalgebraic generating function 
cannot be unambiguous context-free. In order to certify that a function is nonalgebraic 
Flajolet supplied several criteria of which we will use his Criterion E [l 11: 
Lemma 8. Let Z(z) be an algebraic function. Then there exists a nontrivial finite 
sequence of polynomials go(u), . . . , q&u) and a number no such that for n2no 
2 qj(n) I,_j = 0 (1) 
j=O 
(here nontriviality means that m > 0 and qo(u),q,(u) are not identically zero). 
The criterion is based on a result by Comtet [S], see also [29, Theorem 5.11. This 
very general statement will be applied to the field of rationals here and therefore without 
loss of generality all coefficients may be integers. 
5. The generating function of Q 
For an alphabet of size k we follow [23] and denote by $k(n) the number of classes 
of conjugates of primitive words of length n. This function is the key to our result, 
and we will briefly recall its development. 
Since every nonempty word can be uniquely written as a (possibly trivial) power 
of a primitive word (see [24, Corollary 4.21) in we conversely obtain all k” words of 
length n as conjugates of appropriate powers of primitive words. From Lemma 3 we 
know that It(w)] = n for primitive w of length n. 
This is expressed in the formula: 
k” = Cd t,&(d). 
din 
(Remark: The respective formula (1.3.6) in [23] contains a misprint.) 
Recall the Mobius inversion formula [ 15, Theorem 2661: 
For two functions f and g 
s(n) = C f(d) 
din 
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if and only if 
f(n) = c P(d) @r/d) 
where p is the Mobius function defined by 
is the product of i distinct primes, 
is divisible by a square. 
Note that p( 1) = 1. We set g(n) = k”, f(d) = d&(d) and obtain 
1 
G&r) = - C Ad)k nld . 
n din 
Since [c(w)] = n for a primitive word of length n according to Lemma 3 the generat- 
ing function l(z) of Q satisfies 
I, = n $k(n) = C p(d) knid 
din 
Note that for prime p we have I, = kP - k and observe the following: 
Lemma 9. If p is a prime and u a positive number then 
k2 /YIP, 
kP]l,z,. 
(3) 
(4) 
Proof. (3) is immediate since 1, = kP -k = k(kP-’ - 1). For (4) we note that in every 
nonzero term of (2) the exponent of k is a proper multiple of p because p(p2m) = 0 
for each factor m of U. This excludes any d divisible by p*. 0 
6. Q and L are not unambiguous context-free 
Theorem 10. The set Q of primitive words is not unambiguous context-free. 
Proof. By Theorem 6.4.1 of [ 161 (closure of the class of unambiguous context-free 
languages under intersection with regular sets) it is sufficient to show that Q n {a,b}* 
is not unambiguous, and we may assume k = 2 for this proof. We will suppose there 
are polynomials as specified in Lemma 8 and deduce a contradiction. 
Suppose that Q is unambiguous context-free and therefore a finite sequence of poly- 
nomials satisfying Eq. (1) with integer coefficients exists. From any such nontrivial 
sequence we can obtain a sequence of polynomials with an additional property: 
Lemma 11. For a nontrivial sequence of polynomials go,. . . ,qm with integer coefi- 
cients satisfying Eq. (1) there is a sequence q;, . . . ,qh, still satisfying Eq. (1) with 
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the property that an odd index d > 0 exists, such that the constant term of q: is non- 
zero, i.e., q;(O) # 0. 
Proof. If the initial sequence has the desired property the statement is trivial, 
Otherwise we consider the equations 
5 qj(n - 6) la-&j = 0 
j=O 
for fixed numbers 6. The qi(n - 6) are to be understood as functions of the variable 
n. Every equation is satisfied for n > no + 6. It is plainly true that the constant term 
of qo(n - S) is equal to qo(4). Since q&O we know that q,,(4) # 0 for almost 
all 6, hence for some 6 > m with 6 odd. By adding the new equation for this 6 to 
the initial equation we obtain a system with the desired property, in which d = 6 and 
m’ = m + 6, q;(n) = qi(n) for O<i<m, q[(n) = qi_a(n - S) for 6<i<m’, while 
other polynomials are zero. 0 
From now on we will assume that Eq. (1) satisfies the property expressed 
Lemma 11 for the index d. 
all 
in 
Let 2’ be the largest power of 2 that divides qd(O) and t the index of a prime 
pt > max(2,r + 1,m) in the sequence of primes pi = 2, p2 = 3,. . . . As above the 
number m is the largest index of a polynomial. 
The system of congruences 
u = 0 (mod 2r+1(pt)2), 
UE 1 (mod (pr+l )2)Y 
u = 2 (mod (pt+2)2), 
u = d - l(mod (pt+d-1)2), 
u = d + 1 (mod ( pt+d)2), 
. . . . . . . . . 
u E m - l(mod (pt+m-2)2), 
u = m (mod (pt+,-1)2) 
has an infinity of solutions ia + u, i = 0,1,2,. . . due to Theorem 6. Here a is the 
product of the moduli. Now (U - d) and a are coprime because each of the primes 
pt, pr+l,. . . , pt+,,,_l involved in the construction divides at most one of the m + 1 
consecutive numbers u - m, u - m + 1,. . . ,u (remember that pt > m), u is even, d is 
odd, hence (u - d) is also odd. 
From Theorem 5 we conclude that the sequence ia + (u - d), i = 0, 1,2,. . . contains 
a prime p large enough such that Eq. (1) holds at the point n = (p + d): 
s = 5 qj(p + d) lp+d_j = 0. 
j=O 
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All terms of the sum are divisible by 2rf2, with one exception. For all i # p we have 
2’+‘1Zi because each i is divisible by the square of a prime p’ >r + 2 (by the choice 
of the moduli in the above system of congruences). According to (4) of Lemma 9, 
2r+2 12J” 1 li. Furthermore 2”+’ 1 (qd(p + d) - qd(O)) 1, because 2’+‘](p + d) and 211,. 
We conclude that s = qd(p + d)Z, E qd(O)Z, E 0 (mod 2’+‘). But by construction 
2’+l ,j’qd(O) and 2’1(Z, by (3) of Lemma 9, so qd(O)l,$O (mod 2’f2). Contradiction. 
This finishes the proof of Theorem 10. q 
As an immediate consequence we have 
Corollary 12. The set L of Lyndon words is not unambiguous context-free. 
Proof. Let y(z) be the generating function of L. Clearly I, = ny, and therefore 
zy’(z) = Z(z) where y’(z) is the derivative of y(z). 0 
7. The complexity of Q and L 
In this section we will investigate the complexity of the word problem for Q and L 
in several ways. First we will give a complexity result using families of constant-depth, 
polynomial-size, unbounded fan-in boolean circuits which significantly strengthens the 
characterization of [7]. Then we turn to another model of computation, the two-way 
deterministic pushdown automata. The result we obtain has an interesting corollary 
concerning the time complexity on a random access machine. Finally we analyze the 
average complexity of a different algorithm for the random access machine based on 
factorizing the input-length. 
We remark that the problem of computing the Lyndon word from the class of 
cyclic permutations of a given word has been studied before under different names. 
Such an algorithm is useful, e.g., for finding a canonical form of polygons or other 
structures that may be represented by cyclic equivalent encodings. In [3] a sequen- 
tial linear time algorithm is given. Recently the problem has been investigated on 
the model of the CRCW PRAM [19] and an O(log(n)) parallel algorithm has been 
developed. 
In [7] the authors remark that Q is accepted by a deterministic linear bounded 
automaton (DLBA) (the same trivially holds for L). It is not hard to see that both Q 
and L are in DSPACE(log(n)). To obtain a more precise characterization in terms of 
complexity we restrict the alphabet size to k = 2 (larger alphabets can of course be 
encoded) and consider families of constant-depth, polynomial-size, unbounded fan-in 
boolean circuits. These circuits can compute the characteristic function of a formal 
language giving rise to the language class AC’. The result of Furst e.a. [12] that the 
parity function cannot be computed by such circuits separates this class from NC’ 
and consequently DSPACE(log(n)). The constant depth of circuits in AC0 implies that 
we may replicate gates with fan-out greater than one while increasing the size of 
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the circuit at most polynomially. We will therefore consider formulas only and some 
suitable encoding scheme for them. 
Several notions of uniformity have been suggested for the classes within NC’ that 
take into account the weakness of the circuits. We will use the very restricted concept 
of DLOGTIME-uniformity, see [2,21]. The circuits have to be constructed in such a 
way that a deterministic log-time Turing machine can check tuples of the form 
{(c,i,O”) : the ith symbol of the description of the nth circuit is c}. 
Since the machine needs a mechanism for reaching relevant parts of the input it is 
equipped with an input-address tape that specifies the bit that is to be read. Accord- 
ing to the terminology of [21] we denote by AC, the class of problems solvable by 
DLOGTIME-uniform, depth-d, polynomial-size, unbounded fan-in circuits. Note that 
the depth of a circuit is the maximum length of ‘and’- and ‘or’-gates in any path from 
an input to the output, negation is not counted. 
Theorem 13. The sets Q and L are recognized by families of unbounded fan-in 
constant-depth DLOGTIME-uniform boolean circuits. 
Proof. Let the input of length n be given as the binary string aoa2 . . . a(,_,). First we 
assume that n is a power of 2. The condition from Lemma 2 is easily translated into 
the formula 
lak+j (mod TV)> V (-uj A ak+j (mod n) ). 
Since the innermost ‘or’ may be merged with the ‘or’ one level above there are 3 gate 
levels. The formula can be described in a very regular way. The inputs are encoded 
as binary strings padded with zeroes up to a length which is a power of 2. The other 
constituents of the formula can be encoded in a straightforward manner. 
Recall from [2] that the acceptor that witnesses the DLOGTIME-uniformity of the 
constructed circuit may determine the input length (by binary search) and perform 
simple arithmetical operations like addition, subtraction, and logarithm provided the 
numbers involved are small (O(log(n)) bits). 
We assumed n as well as the lengths of numbers encoding inputs to be powers of 
2. So the given address i is translated to a pair (k,j) by successively adding, dividing 
by a number depending on the range of the outer quantifier, adding again and dividing 
by the size of the innermost subformula. The division can be split into a division 
by a constant and by a power of 2 which is easily done by shifting. The only other 
arithmetical operation is addition modulo n which is performed bit by bit (there can 
be no more than one overflow). If the input length is not a power of 2 we round it 
up to the nearest such power and connect superfluous ‘and’-gates to the last pair of 
inputs that is present (this can be checked by comparing bit by bit). The construction 
shows that Q E AC: cAC’. 
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A direct application of Lemma 4 for constructing gates recognizing L leads to the 
following formula: 
A V (-ai A ak+j) A A ((%I A ak+m) V (1&n A -‘ak+rn)). 
I<k<(n-1) O<jQ(n-l-k) OGmij 
We can transform the innermost subformula to CNF and reduce the depth by one 
level 
A V (-aj A ak+j) A A (&I V lak+m ) A (am+k V 7am ). 
l<kQ(n-1) OGj<(n-l-k) Ogmcj 
Now we modify this formula by introducing subformulas with predetermined values 
to derive a more regular structure that can be checked by a DLOGTIME machine 
(alternatively we could as in [2] insert strings of spaces as long as the formulas below). 
These subformulas are given by 
F;= A (u,V~u,)A(u,V~u,), 
j<mG(n-I) 
G,” = V 
(n-1-k)ij<(n-1) 
((-aj A aj) A Fi A o &,i(hn V lak+m ) A (am+k V lam )). 
Trivially FL is always true and G! always false. The final formula is 
A G,kv o~j~~_~_k~(~~(ll~~k+j~~~~~o~~~~~m~1~k+m~~~~m+k~~~m~)~ 
l<kd(n-1) . . . 
If we first round to the nearest power of 2 (as above) all operations can be realized 
with addition, shift, multiplication, and division by constants. There are four levels of 
gates which completes the proof that L E AC: cACO. 0 
Next we will show that deterministic two-way pushdown automata (2DPDA), orig- 
inally introduced in [30], are also sufficient for the task of recognizing Q and L. This 
result makes it possible to apply Cook’s simulation [6], yielding efficient recognition 
algorithms. 
We just recall that 2DPDA are defined like ordinary DPDA (accepting with final 
state) with the additional ability to move their input head in both directions. Apart 
from the bottom pushdown symbol I there are two distinguished input symbols t and 
-I marking the left and right end of the input string. 
There are many modifications of the 2DPDA model in the literature, most of which 
are known to be equivalent. 
Theorem 14. The sets Q and L are accepted by ZDPDA. 
Proof. First we will informally describe how a 2DPDA A decides Q. Let t-w-i be 
the input word augmented with endmarkers. If w = 1 automaton A rejects. Otherwise 
it advances its input head to i. Then A skips the last symbol of w and pushes the 
remainder of w onto its pushdown store. Finally it moves its head to -I again, pushes 
all of w onto its store, and pops one symbol. 
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If we write the input w = xw’y with x, y E C (assuming Jw] 22) the pushdown looks 
as follows (we write the topmost symbol on the left side avoiding the usual reversal): 
A compares w with the pushdown contents symbol by symbol. If the symbols match, 
the head moves right and A pops the pushdown. If in this way w is completely scanned 
(-1 is under the input-head of A) A rejects. 
If a mismatch is encountered A moves the input head back to I- and pushes the 
symbols scanned during this move. Then A pops one symbol and repeats the process. 
Should the pushdown become empty A accepts. 
For the correctness we note that acceptance occurs if and only if w is not a factor 
of w’yxw’. This is equivalent to the second part of Lemma 2. 
Next we describe an automaton B accepting L. Let kw-l be an input as above. B 
first moves its input head to -i and stores w onto the pushdown. Then it pops one 
symbol and compares the pushdown contents with w. Should B encounter a symbol a 
in the pushdown and b in w with a < b or reach the bottom symbol in the pushdown 
it rejects. 
In case of equality between the symbols B pops and moves its input head one 
position to the right. If the symbol on the pushdown is greater than the symbol in 
the input B returns to k and restores its pushdown by pushing the symbols scanned 
during this move. Finally one symbol is popped. If the pushdown is empty B accepts, 
otherwise the procedure is repeated. 
Evidently B correctly checks that w is lexicographically smaller than any of its right 
factors. By Lemma 4 B accepts L. 0 
Our next results use the unit-cost RAM (random access machine) model of compu- 
tation. We should discuss one subtlety before proceeding. In [6] a RAM is equipped 
with an input tape that is read sequentially during the computation. The machine may 
accept without reading the entire input and we have the counter-intuitive situation that 
the regular language u{ a, b} * is recognized in 0( 1) steps, but its mirror image requires 
n(n) steps. Contemporary texts on algorithms require the input and its length to be 
present in memory cells at the start of the RAM computation. The same applies to 
[22], and it seems to be the natural model when call by reference is possible. 
Trivially the latter RAM model simulates the former without overhead and the above 
example shows that the former is weaker. We may therefore take advantage of the result 
in [6] while considering the stronger model. 
Theorem 14 now admits an immediate corollary. 
Corollary 15. The sets L of Lyndon words and Q of primitive words are accepted 
by a RAM in linear time. This is optimal for the worst case. 
Proof. In [6] it has been shown that a k-head ZDPDA with an input of length n can be 
simulated in time O(nk) on a RAM. For the l-head machine of Theorem 14 this 
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proves the claimed O(n) time bounds. 
To show optimal@ we use standard adversary arguments. Initially the input w (]w] = 
n) is stored in an array text [II, text C21.. .text Cd. 
For Q consider w = a” and suppose w is rejected without reading text [i] for 
an i with 1 <i <n. Now we take as input w’ = a (i-l)ba(“-i). Since the RAM works 
deterministically it incorrectly rejects w’. Therefore at least Iw] operations are necessary 
in the worst case. 
For L we consider inputs of the form ab 2n-1. If such a word is accepted without 
accessing its second half then the nonprimitive word ab”-lab”-’ is accepted or a word 
which is not cyclically minimal. The last statement holds since replacing any b at the 
last n - 1 positions by an a gives a nonminimal word. 0 
The structure of its generating function shows that only a small fraction of all 
possible strings are excluded from Q. This observation can be generalized to show 
that on the average an amazingly small amount of information suffices for recognizing 
primitive words. 
First we specify what is meant by ‘average’ in this case. For a fixed input length n we 
simply suppose that all k” words appear with equal frequencies, For the asymptotical 
behavior we adopt the notion of normal order from [ 151 where f(n) has normal order 
F(n) when for every given E and n’ the relation (1 - .z)F(n) < f(n) < (1 + s)F(n) 
is satisfied for all n dn’ with o(n’) exceptions. So the the number of irregularities can 
never be large asymptotically. 
Theorem 16. There is a RAM program deciding Q such that the normal order of the 
average number of references to the input string w is clog log(lwl) for a constant c. 
Proof. We will supply below a RAM program that obeys the claimed bound in a 
self-explanatory pseudo-code. 
The program checks for every prime p 1 n, where n = 1~1, if w is of the form zp. 
The comparison of symbols is aborted as soon as possible. 
function primitive(n: integer; var text: string): boolean; 
var is-primitive, is-power: boolean; 
p, index: integer; 
begin 
is-primitive := true; 
for every prime divisor p of n do 
begin 
is-power := true; 
index := 1; 
while (is-power A (index<n - n/p)) do 
begin 
is-power := is-power A (text [index] = text [n/p + index] ); 
index := index + 1 
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end; 
is-primitive := is-primitive A -is-power 
end; 
primitive := is-primitive 
end; 
Let D, = {n/p] p is a prime divisor of n} be the set of maximal elements in the 
set of proper divisors of n w.r.t. the partial order induced by divisibility. Note that 
D, = (1) if n is prime. For correctness we observe that whenever is-primitive 
becomes false there must be a factoring w = zP where p is a prime. Conversely 
suppose that w = zk with arbitrary k 2 2 and let h = 1~1. Then h # n, h ) n/p for some 
n/p E D,. Now w = zk = (z”lph)p and a factoring will be found by the program. 
For the bound on the references and hence on comparison operations note that the 
cardinality of D, is w(n), the number of distinct prime divisors of n as defined in [15]. 
Theorem 43 1 of [15] tells us that the normal order of w(n) is log log(n). For every 
fixed divisor the average number of comparisons i  at most 
1+il_+$+... = k/(k - 1) 
which supplies the constant c of the statement. 0 
By counting only comparisons we have eliminated the computation of prime divisors 
from consideration and shifted it to an unspecified oracle. This can be justified because 
factoring is of a totally different nature than the combinatorial questions of deciding 
primitivity, and is certainly beyond the scope of this paper. Further we can argue that 
the input length is really a unary parameter. The work done for factoring n depends on 
log(n), and can be distributed between k” possible inputs if prime factors are tabulated. 
8. A related non-context-free language 
A special subset of Q is proved non-context-free in Theorem 3 of [8]. The proof 
given there is based on the nonempty variant of the Bader-Moura condition, a very 
sophisticated pumping property satisfied by context-free languages (but still not a suf- 
ficient condition for context-freeness). We provide a different argument which employs 
well-known closure properties of semi-linear (s.1.) sets. Remember that an s.1. set is 
the union of a finite collection of linear sets, and a linear set is obtained from a ‘basis’ 
element and a finite set of ‘periods’ by adding multiples of periods to the basis element. 
The Par&h-image of a word is the vector denoting the frequency of each symbol of 
the alphabet in the word. For exact definitions ee [13,16]. In order to avoid confusion 
we will write vectors with angular brackets. 
Theorem 17 (Domosi et al. [8]). The following set L’ c Q is not context-free: 
L’ = {w ( w E C’and every permutation of w is primitive}. 
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Proof. It is sufficient to consider ICI = 2. Suppose L’ is context-free. Then the 
Par&h-image cp(L’) is a s.1. vector-set by Par&h’s Theorem (see Theorem 5.2.1 in 
[13]). As noted in [S], cp(L’) = { (m,n) 1 (m,n) = 1) where (m,n) denotes the 
greatest common divisor.. The difference of s.1. sets is s.1. (see Theorem 5.6.2 in 
[ 131). The set G of pairs where the first entry is greater than the second G = 
((2,l) + i(l,l) +j(l,O) ) i,j20} is s.1. and therefore C = G \ cp(L’) = {(m,n) 1 
m > n > O,(m,n) > l}, as the difference of s.1. sets, would be s.1. too. Note that the 
basis vector (2,l) in the presentation of G avoids anomalies concerning the divisibility 
of 0. The first components of vectors in C are exactly the composite numbers, for all 
m>l: 
3n:(m,n)EC *3n:O<n<mA(m,n)>l 
wEln,d:O<n<mAd>lAdInr\dIm 
-3d:d>lAd<mAdIm. 
The projection of C onto its first component would remain s.1. but the primes and 
hence the composites are not s.1. This can be verified by combining the nonregularity 
of the primes written in unary (Problem 6(b) of Section 2.2 in [16]) with the equiv- 
alence between Pa&h-images of regular sets and s.1. vector-sets (Theorem 6.9.1 in 
[ 161). Contradiction. 0 
Remark. The proof is based on results due to Pa&h [26], Ginsburg and Spanier 
1141. 
9. Summary 
The structure of Q and L has been approached in several ways. We have shown 
that a certain mechanism (unambiguous context-free grammars) cannot generate them. 
Different acceptors for Q and L have been presented that efficiently recognize words 
from the languages. The conjecture in [7] that Q is not context-free remains an open 
problem. 
The strong number-theoretical flavor of this subject is not only exhibited by our 
main result but also by the new proof we found for Theorem 17. It should pro- 
vide deeper insights into the structural properties of the formal languages we deal 
with. 
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