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R&urn& On applique la theorie de S. Eiaenberg au moyen de la mCthode des transducteurs de 
M. Nivat pour obtenir quelques indications ur la vitesse de croissance n fonction de la iongueur 
du mot du nombre de mots de I’image d’une relation ratioanelle. 
1. Introductim 
(1) L’obje-tif du present travail est de prkciser un point de la theosie des 
relations rationnelles entre monoi’des libres d&elopp6e par Eilenberg dans le 
chapitre IX de son trait6 [l] auquel nous ferons de larges emprunts et auquel nous 
nous permettons de renvoyer le lecteur pour la motivation et un historique de sujet 
depuis les travaux fandamentaux de Elgot et Mezei [2]. 
On rappelle qu’etant don& deux monoi’des libres A * et B* (engendrk 
respectivement par les alphabets finis A et B), une relation rationnelle 
p : A ” -3 B * est une application de A * dans le semi-anneau 2’. des parties de B * 
e est une partie rutionnelle [I, chapitre VII] du produit direct 
A * x B *. Ccc relations forment elles-m$mes un semi-anneau si l’on definit ka 
somme CT = p f p’ et le produit v = pp’ de deux d’entre elks par la condition que 
pour chaque mot cpl de 
ao = ap -t ap’ 
(oti (a ‘p )( a “p ‘) d6signe 
de B *). La restriction 
A * on ait: 
et a7b = {(a’p)(a”p’): a’, a’% A * ; a’a”) 
le produit dans le semi-anntiau 2Be des parties a’~ et a”~’ 
ne relation p B une partie de A * est la relation 
telle que pour chaque mot u on ait ap = a ou = 0 selo 
d p est rationnelle il en est de mCme dc sa resariction B c 
D de A * (c’est-&-dire B chaque 
morphisme 4p de A * 
relations p telles que l’image 
particulier est jouk par les relations de norme tgn que nous appelerons fonctionnelks 
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puisque ce sont des fonctions ( =c applications partielles) de A * dans B *. Notre 
r&hat principal est la propriM: ci-dessous. Dans celle-ci, A $- = A *\l est le 
semi-groupe Iibre eng’endr6 par A et, comme d’usage, 1 a 1 d6signe la longueur du 
mot a. 
Prolprkt& Touge relatibn rutionnelle p : A * + B * satisfait l’une des trois conditions 
suivantes: 
(i) II existe trois mots, a I) p, a” E A * tels que l’on ait 11 (~‘p “p”)p 112 2” pour tout 
nEN. 
(ii) II existe des entiers d et K tels que l’on ait 11 ap 11 s K 1 a 1” pour tout mot Q de 
A + et trois mots tels que I( a ‘p “a “)p II 3 n + 1 (n E N). 
(iii) p est urte somme finie de relations rationnelles fonctionnelles (et a done une 
normle fink). 
Nous dirons qu’une relation p est cyclique ssi son image est contenue dans un 
sous monoi’de h * de B * engendre par un seul mot h. Une telie relation peut aussi 
etre consid&+e comme une relation de A * dans ie semi-groupe additif des entiers. 
On constatera que les relations satisfaisant (ii) ou (iii) sont les polynomes 
( = sommes finies dc produits finis) en des relations fonctionneiies et cycliques. 
J’ignore si toute relation cyclique est un polynome en des relations fonctionneiies. 
La distinction entre (i) et (ii) introduit une certaine complication et la preuve de la 
Propriktk ne se trwlrera achevke qu’g Ia fin de la Section 3. 
Dans la Sectiom 2 on examinera prbalablement les relations fonctionnelles dont 
on retrouve apr6s Nivat et Eilenberg une reprksentation maniable. Ces rksultats 
sont nkcessaires pour la preuve de la PropriM. 11s ont repris dans la Section 4 06 
l’on mcntre notament que quand p a une norme finie, on peut la rep&enter 
comme la somme d’une relation de domaine fini et de d relations fonctionnelies 06 
d =min{/A”A npl[; n ~?~}~Gn+~(ll~~!(: InIan). 
(2) Dans tout ce trw ail nous employerons la methode des transducteurs de Nivat 
141. Compte-tenu de l’hypothi%e selon laquelle la relation rationneile p consid&+e 
envoye ctaque mot sur une partie firzie de _B *, ceci signifie que p est Gfinie par un 
ensemble fini 0, deux 616ments distingtids ql, q,,, de Q, et un morphisme de 
semi-groupe p de A * dans le mono’ide des Q x Q matrices ajcrant pour entrees 
des parties finks du semi-anneau 2B’. Pour chaque mot a de A * on a up = 
ap(q, q,,J := B’entak (ql, qm) de la matrice a+ Le support de cette derniiitre est la 
relation binaire a~ # sur Q farmke des paires (q, q’) pour lesquelies i’entree 
aj.4 (q, q’) n’est as nuk Les th6oakmes fondamentaux de 1;: thtk-ie des relations 
rationnclles permettent de supposer que ic transdueteur p (ql, q,J de p est kmonde’ 
(“Trirr,“) a-3 ce sens que pou a,a’EA* tels que 
et (q,qm)E dp #. 
‘1 e! ,E 
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Nous concluons cette introduction par l%non& suivant qui couvre une partie de; 
assertions avancees dans la PropriM. 
1.1. Soit p ui2e relation rationnelle telle que ap soit fini pour tout mot a et que lp = 0. 
I1 existe un entri r M tel que I’on ait identiquement 11 ap 11 s K’“‘(a E A *). Si p est 
cyclique cette ine’galite’ peut be remplacke par 11 acp 11 s K 1 a 1 (a E A *). 
Enfin si p est un polynome en des relations cycliques ou fonctionnelles, il existe un 
tier d pour lequel 11 op 11 s K 1 a 1” (a E A *). 
nw! w?. Or! vient de \I” f que p peut 6tre d6finie par un a;lorphisme p de A * dans 
me monoi’de F. Soia L :F’ maximum de la longueur des mots de B* figurant dans les 
entrees des matrices g&Gratrices ap (a E t\). Pour chaque mot a de A *, tous les 
mots figurant dans ap sont de longueur au plus 1 a 1 L. Ceci ktablit la premike 
in&galitC puisque posant m = card(B), le monoi’de B* a w;Ictement 
( m - I)-‘(m n+’ - 1) mots de Iongueur au plus n pour chaque n E N. Le m&e 
argument donne la seconde inkgalit6 puisque, quand p est cyclique, son image est 
contenue dans un sous monoi’de cyclique h * de B * qui contient au plus n + 1 mots 
de longueur G pg ) h I. 
Considerons maintenant un produit p = p1 p2 l l l pk 06 chaque p, cst une relation 
cyclique ou fa,lctionnelle. L’im;age ap d’un mot quelconque est par definition la 
somme des produits (a&(a2p2) l l l (a& sur toutes les factorisations a = 
ala2-ak du mot a. Le nombre de clelles-ci est born6 par une fonction 
polynomiale de degr6 k - 1 en 1 a 1 ce qui ktablit la dernikre inkgalitk. E’l 
(1) Nous consiidkons un morphisme de monoi’de bt de A * dilns le semiranneau 
qui a ktk defini dans l’introduction et q, q’ E Q &ant une paire fixe quelconque, 
nous Gtablissons d’abord Fe fait suivant: 
On a 11 ap (q, q’)ll< 1 pour tout a E A * ssi cette inkgalite’ est ve’ri@e par tow les 
mots de longuew au plus 1 + 2m (m - 1) ol;r m = card (Q). 
ve. 11 sufit de verifier que si a = ala2. 0 0 a, (al, a2, . . .) a, E A ) est un mot de 
longueur minimum I a 1 = n pour lequel. liap(q, q’)l[ 2 2, l’hypoth&se n > L = 
1 + 2m (m - 1) conduit i une contradiction. 
il existe au moins une suite de n - 1 paires (qj 
que posant q0 = ql, = q, 
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supposons n $-- t. I1 existe trois indices i C j < k tels que (qi, 4:) = ((k& = (qk, s:) 
ce quli determine une factorisation a = fifif3fd ou ft = al& * l . Ui ; f2 = ar+l l l l t2j ; 
f 
3 
3 = &j+l l '* ok; f a= &+I l . l a,. Nous definissons de meme les factorisations b = 
glgt~3g4 et b’ = g :g &g .; en remplaGant dans les expressions ci-dews les as par ies 
bs ou tes Ei (1 G s s n). Par CCT Aruction on a les trois inclusions: 
gig,, gig: E (fif4)p (4, qf); g&g49 g :gw (5 (flf2f4)r-e (499% 
g1g3g4,4:414: E cfif3f4)kg’% s’k 
En raison du caractere minimal de a, on en deduit les equations 
3 
g1g4= gig:; g,g2g4= g:g;g:; g1g3g4= g;g;g:; 
. 
ou 1’9n peut supposer que, par exemple, 1 g1 1 G 1 g; I. 
La premiere equation equivaut alors a l’existence d’un mot h tel que g{ = glh et 
g4 = hg& En reportant ceci dans les deux autres, on obtient aprik simplification, 
hg, =: ggh et hg3 = gih. 
Par cons@.umt b = glg2g3g4 = glg2g3hgi = glg2hgigi = glhgig;gi = g I&gig: = 
b’. en contradiction avec bf b’. Cl 
(2) Nous dirons qu’un morphisme p est fonctiorznel ssi la norme 
Ir~~ll=rna::{llla~(~,,‘)ll:(ss’)~ Q x Q} . 
de toutes les ntatrices ap (cz E A *) est au plus 1, c’est a dire ssi toutes les entrees 
non nulles des matrices a/c sont des mots. On voit facilement que si p est emonde 
et p = ~(4~~ +) l’hypothese que p est fonctionnelle entraine qu’il en soit de m8me 
de p. 
Nous nous proposons ici de deduire d’un morphisme fonctionne! p un autre 
morphisme A, qui soit aussi un transducteur pour p et qui possede la propriete 
supplementaire que son caractkre fonctionnkl resulte a priori de la structure des 
supports ah # des matrices ah (a E A *) et des conditions initiales I] ah 11 s I 
ii2 E A). , 
C’est 5 quelques details pres la theorie developpee par Nivat [3, Section 73. Au 
moyen d’une construction plus compliquee, nous retrouvons les bimachines de 
Eilenberg [ 1, chapitre XI, 71 et une partie de son Thkoreme 7,‘l. Tout ceci sera 
utilise pour etudier ia norme d’un yolynome en des relations fonctionnelles dans les 
Sections 2(3) et 4. 
Considkons d’ahord un nonoi’de M de Q x 9) matrices SW un semi-anneau 
unitaire quelconque B. Suivant Nivat [4, Section ?] nous dirons que M est un 
monoible (&I} ssi les supports m # de ses elkments satisfont la condition (ZU): 
et chaque entree (4, 4’) EI (mm ‘)#, il existe exacte- 
our lequel (&‘)E m# et (@,@)E m’#. 
La condition (ZU) a pour consequence que 5eule la structure multiplicative de 
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(et le fait que 0 soit un element neutre additif) interviennent dam, le calcul du 
produit de deux matrices de A4 11 en resulte que si p est un morphisme de A * dans 
un SOM monoi’de (0, 1) de F il est fonctionnel ssi chacune des matrices generatrices 
a~ (a E A) a norme au plus 1. 
La condition (ZU) est satisfaite en particulier par lies matrices dites monomiales 
(resp. monomiales par colonne) caracterisees par la propriM que chaque ligne 
(resp. colonne) a au plus une entree non nulle. Nous aurons besoin de ‘a 
g&Gralisation suivante de cette notion. Disons qu’une matrice m est semi- 
monomiale ssi son ensemble d’indice est un produit direct I x J et si en outre: 
(i) il existe une application partielle i + i l m de I dans lui-r&me; 
(ii) pour chaque (i, i’) E .I x 1, la (J X J)-SOUS matrice bloc m”, = 
(m (ij, i’j’)) (j, j’ E J) est une matrice monomiale par colon ne quand i’ = i l m et 
nulle, sinon. 
I1 est clair que l’ensemble des (I X J) X (1 X J) matrices semi-monomiales a 
entrees dans B fcrme un monoi’de de matrices ‘O,l). 
I1 en est de meme dans le cas encorf, plus particu!ier ou toutes les J x J sous 
matrices blocs non nulles m,in de chaque matrice r-n lent le meme support et ou nous 
dir-c w alot’s qu’il s’agit d’un semi-groupe de matrices de bimachines. De facon 
equivalent%, une (I x J) x (1 x J) matriee m est semi-monomiale (resp. de 
bimachine) ,si elle appartient au produit en couronne (resp. krcneckerien) des 
(J x J)-matrices monomiales par colonne dans les (I x I)-matrices monomiales. 
Pour abr6gen, si Ket K’ sont deux parties de I x J, nous designons par m (K, K’) 
pour cha+;e (I x J) x (I x J) matrice m, la somme des entrees m (ij, i’j’) pour 
(i, j) E K, (Y, j’) E K’. 
2.2. Soit p ‘= p (q,, qm) une relation rationnelle fonctionnelle. I1 exisfe un ensemble 
fini Y, zm worphisme fonctionnel h de A * dans ke monoi’de des (V x Q) x (V x Q) 
mat&es sewi-monomiales, un v1 E V et une partie Vm de V tels que l’on ait 
identiquenwif lip = aA(vlql, Lq,). 
Preuve. En raison de I’hypothese faite clans l’introduction que p est emonde, le 
caractere Eonctionnel de p implique que toutes les matrices a~ (a E A *) soient de 
norme au plus 1. 
Sorent u le Q-vecteur egal A la ligne q1 de la matrize 1~ et v1 = u rg son support. 
KAJS designons par V l’ensemble des supports non ~~1s des lignes q1 der, matrices 
a~ @ E A *) (c’est & dire des vecteurs u . a~) et nous introduisons une action 
partielle V x A + V en definissant v’ . a ctimme le support commun des vecteurs 
r4 (a’a~) pour tous les mot3 a’ tels que u(n’p) = v’= (v’E V). 
Nous construisons maintenant le morphisme h en deux &apes. Tout d’abord 
pour chaque lettre a (3 A, v E. V et q E e v*a(q)=O, on 
our leque! on a a ia fois v(f$)# 0 et ap(q’, q)# 0. Ceci 
permet de definir la Q x Q matrice a~: en posant ckp I(q”, q) = ap(q”, q) ou = 0 
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selon que 4” = 4’ ou non. I1 est clair que toutes ces matrices ap : sont monomiale~ 
par colonne et de norme s 1, 
Ensuite nous definissons pour chaque lettre a Ia ( V X 0) X (V X 0) matrice ah 
par la condition que chacun de ses (v, v’) blocs a& (v, V’ E V) soit &gal B &p Loti B 
0 selan que w’ = v . a’ ou non. Comme v + 2r l a est une action partielle, les 
matrices aA sont bien semi-monomiales et de norme au plus 1. 
On verifie ciirectement (par induction sur la longueur du mot) que pour chaque 
Z;;L E A *, la ligne olql de la matrice aE, est un vecteur dont les coordonnees non 
nalles ont pour index les paires (vl l a, q) air v1 . a(q) f 0. 
Comme le vecteur u . ap est par hypothese un vecteur de llorrne au plus 1, il en 
resulte instantanement que la ligne ulqt de a est le V X Q vecteur dont chaque 
coerdonnke (v9 4) est kgal B la coordonnee y du vecteur u l a quand v = via et B 0 
sinon. D 
(3) Venons en aux bimachines. Modifiant tres legerement la definition de 
Eilenberg [l, XI, 7) nous appelerons bimachine toute application partielle v : A * x 
A * X A * -+ B * satisfaisant les deux conditions suivantes: 
(i) Pour tout as, a2, a3, a& A * on a 
(al; a2a3; a+ = (a,; (22; a3a4)v l (aIa2; a3; a& 
(ii) I1 existe un morphisme 6 de A * dans un monoi’de fini tel que pour tout 
a, al, a2, 4x3, a4 E A*, les equations cr& = as+ et aa4 = as+ impliquent 
(a,; a; a2)v = (a3; a; a4)v. 
La relation dQinie par la bimachine v est l’application particlle fi envoyant 
chaque mot a sur (1, a, *)v. 
On v&ifi.c facilement que, Gciproquement, 6tant don& un morphisme 4 de A * 
dans un monoi’de ‘-.r,l 9, toute application partielle vc : S x A K S + B * definit la 
restriction B A + d’une bimachine. En effet, l’identite (i) equivaut 5 la condition que 
pour chaque anot a =- ala2 l l l a, (n 3 1, EZ~, c12,. . ., a, E A) la valeur de a6 soit le 
produit sur i -= 1,2, e . ., n des termes 
(( a1 l l l Qi- I?+ ; l& ; (ai,, l l l a,)+)v’ 
(avec la convention 1uabituelle que pour i = 1 ou i = n, le pro&tit vide vaut 1). La 
mEme iden,titc dktermine presque completement les valeurs des (a; 1; a)v qui ne 
peuvent kc que 1 = is* ou 0. Si (comme on peut toujours le supposer) i&Y” = 1, 
on peut choisir arbitrairement 13 = 1 ou 1 P = 0. 
Enfin nous reserverons le nom de .worphisme de la bimachine v ~ZIJX morphismes 
4 de A * dans un mono’ide fiwi qui, en plus de (ii) satisfont l+&’ = 1 et la condition 
que pour chaque pnirz de mats al, a2E A *, le domaine D’ I:le la relation 
p’ H (cs!; a ; a.+ soit recort!saissable par d, (c’est a dire ’ = Lqbd>-‘). c 
p’ ne d6pend que de aI et a2 il n’existe qu’un nombre e tels domaines 
acun ci’eux esa: a l connaissable. Comme en outre (1) est reconnaissable, on peut 
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definir de facon naturerle pour tout morphisme 4’ : A * + S’ satisfaisant (ii) :jn 
morphisme + = 4’:~: +:A*+S = S’X T qui soit un morphisme de V. 
2.3. Soit p : A * -3 B * une relation rationnelle fonctionnelle. Xi existe un morphisme 4 
de A * duns un monoi’de fini S tel que p puisse etre dejinie par l’un quelconque des 
trois objets suivants :
(a) un morphisme p de A * duns un monoi’de (0, 1) de matrices tel que TV # = 4; 
(b) une bimachine v dont 4 est un morphisme; 
(c) un morphisme n de A * duns un monoi’de de bimachine de (S x S) x (S x S) 
matrices tel que 4 = 725% 
Przuve. Nous partons d’un morphisme p de A * dans un monoi’de (0,l) de 0 x Q 
matrices de norme < 1 telle que l’on ait identiquement up = ap(ql, q’) pour une 
certrine paire Q E Q, 4’ C Q. Pour abreger n~us designons par 4 le morphisme c,c # 
envoyant chnque mot sur le support de la matrice up. 
Soier\t a, a ‘, et a” trois mots dont le produit aa’a’ est dans le domaine de p. En 
raison de la propriete (ZU) et du caractere fonctionnel de p il existe un et un seul 
triple ((I, q’, q’)C Q x Q x 0’ pour lequel les trois entrees b = a$ (ql, q), 6’ = 
a’p(q,q’)et b”= a”p(q’, 4”) sont simultanement non nulles. On a alors(aa’a”)p = 
bb’b’. 11 est clair que le mot b’ ne depend que de la matrice a’p et des supports 
S = a+ et S’ = c;“q des matrices up et a”+ Nous pouvons done definir une 
application partielle v’ de SXA*XS dans 3” (S=A*4) en posant b= 
(s; a’; s”)v’. Pwnant a = a” = 1, le calcul precedent nwntre que a’p = (1; a ‘, 1)~’ 
pour tout mot c:’ de A *. Prenons mainrenant a et a” quelconqucs et supposons 
a’= a2a3 (a?, a3 6’ A *). On verifle l’identite 
(a4 ; a2a3 ; a’?./+’ = (a+ ; a2 ; (a3a”4)v’. ((aaz)<f, ; a3 ; a”@ jv’ 
qui montre qwe v = (4 ; ; 4)~’ est une bimachine dont 4 est un morphisme. 
Supposons maintenant donnes v et 4. Pour chaque s, s’E S, a% A * mus 
designons par (s; G’; s”)v’ la valeur commune de (a : a’; a’)~ pour n’importe quels 
mots a E s+-’ et a” E s”qb-‘. Nous associons Zs chaque mot B la (S x S) x (S X S) 
matrice av par la condition que pour tout sl, s’, :? si E S on ait ah,, sr ; s{sS) - 
(s,; a ; sS)v’ ou 0 selon que la double condition s’i = s1 l (a@ et sz = \a~/‘) l si est ~111 
non satisfai ie. 
On verifk facilement que 7~ est un morph&me de A * daras tin monoi’de de 
matrices de bimachine (de norme G 1) tel que up soit identiquement egal i 
aw(1, S; S, 1) et plus precisement a I’entr+ (1, s ; s, 1) oti s = a+. Le rno 
e avec 4 puisque Son peut consid&w a --+ an# comme le 
des representations r’ uches et droites de A SW S 
Cdci acheve la preuve puisque tou e est un 
On en deduit: 
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Tp”h&&me (Eiknberg). Toute relation rationnelle fonctionnelle peut he r&lis& par 
cane bimachine. 
Preuve. Ceci dkourle immddiatement de 2.2 et de l’enonce precedent. 0 
(4) Nous terminons 
fonctionneiles. 
cette section en consider-ant Ies produits de relations 
Soit w : A * + B * un pro&it de relations rationneiles foactionneiles qui n ‘est pas 
une somme firtie de relations r~‘r4tionnelks fonctionnelles. I1 existe trois mots a ‘, p, a” E 
A * tels que 11 (a ‘p na “)T 11 2 n + 1 pour tout entier positif n. 
Preuve. Par induction sur le nombre de facteurs de produit, il sufit de considerer le 
cas de w == fi l fi 06 p et C sont ies relations fonctionnelles definies respectivement 
par les bimachines p et V. Nous pouvons construire un morphisme 4 de A * dans 
un monoi’de fini S qui est simultanement un morphisme de p et de v. Soit s E S 
queIconq,ue. Nous engendrons une bimachine ~a, en posant pour chaque a E A et 
al,aX A”, 
(al, a, a2)ps =c 0 si (a,a)4# s et (aI, a2, a2)p sinon. 
Par definition, Ee domaine de la relation & est contenu dans s&’ et & est egale B 
/Iz sur son domaine. La m6me construction s’applique B v et nous avons done que ar 
est kgale 5 la somme tinie des produits de reiation fi,& (s, s’ E S). NOUS pouvons 
done supposer pour simplifier que EL = pE et v = V, pour une certaine paire 
s, t E S’J. 
Si chacun des mats (Q;u domaine de 7r == ~FCZ, admet exactement une factorisation 
comme produit d’un zw de s&’ par un mot de t4-‘, le resultat est etabli 
puisqu’alors 3r est fonctionnelle. Eans Ic cas contraire, soit a UD mot du _domaine 
de T me satisfaisant pas les conditions d’unicite ci-dessus. 11 adiiiet une factorisa- 
tion maximak unique a = a’plp2 l l l p,a” (I?, l l l , p” E A +, n ZE 1) te!fe que i’on ait 
identiquement a’pl l l l pi E s&-‘; pi.+1 l l l pna” E t4-l (0 s i s 12). 
Son image par w est constituee par les n + 1 mots b’q, l l - qiri+l* l l v,b” oti pour 
abreger on a p& b’= (1; a’; a”)p; $‘= (a’; a”; 1)v; qi = (a’;pi; a”)p; ri = 
(a’;pi; l)V (1 S i S n). 
ens par P* le sous monoi’de de .A * form6 des mots p tels que s l pt$ = s et 
~4 l t = 2. C’est une partie reconnaissable de A * et nous powons tester si les 
reIations rationnelles fonc:ionnelles @ ’ : p t+ (a ‘; p; a”)p eR ~7 : p c) (a’ ; p ; -:: “>v 
so ou non 6gales sur P*. 
er cas on a Gvidemment = ri (1 G i S n) et par cons6quent 7i,lest 
ans Ic second cas s w tc! que 4 = pp ’ # pF’. L.‘image par v 
6 v&i 
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immediatement 6tre distincts puisque toute egalite entre deux d’entre eux en- 
trainerait une equation de la forme $‘ = rk (k 2 1) en contrac%ction avec q# 1. 0 
3. Le cas ghitral 
Nous continuons 6 faire tacitement l’hypothese que chaque reRation consideree 
donne une image finie a chaque mot de son domaine. 
(1) Une relation p : A * -+ B * sera dite minimale ssi son domaine est (1) ou une 
lettre de A. Elle sera dite unitaire ssi elle peut k=e anise sous la forme p = ~(q, 4) 
oti p est un morphisme de monoi’de de A * dans un semi-anneau de Q x Q 
matrices et 4 un element quelconque de Q. 
11 est clair que chaque relation unitaire p satisfait lp = 1 et est sous-multiplicative 
en ce sens que (ap)(a p) C(aa’)p pour tout a, a’ E A ‘. Son domaine est done un 
sow monoi’de P* de A * (engendre par un ensemble minimal P C A +, qui est vide 
ssi p est tri2Me). Qn rappt . qu’un morphisme p de A * dans un anneau de Q x Q 
matrices est kr4’ductible ssi Q x Q est l’union sur tow les mats /I des supports des 
matrices 48~. Par consequent si p = p (q,q) ou p est emonde au sens don& a ce 
terme dar,s l’introducztion, le morphisme p est irreductible, puisque pour tout 
4% Q il doit exister a,a’EA* tels que (q,q’)Eap# et (q’,q)Ea’p#. 
Un produit p = p1p2 l l l pk de relations est non ambigu ssi tout mot a de son 
domaine admet exactement une factorisation a = ala2 l l l ak &I chaque ai est dans 
le domaine de pi. Plus generalement, un polynome p = pi -t- pl+ l l 9 p;* est non 
ambigu ssi tous les produits pi sont non ambigus et ont des domaines deux 2 deux 
disjoints. 
3.1. Soit p = p (ql, q,,,) une relation rationnelle. II existe un algorithme ne dependant 
que du mavphisme p # dans le monoikle des relations binaires SW Q qui permet 
d’exprimeT p comme un polynome en des relations rationnelles minimales ou 
unitaires. Quand I_C test un morphisme dans un monoi’de (0, l}, le polynome obtenu est 
non am bigu. 
ve. Nous pouvons supposer que r_~ est UR morphisme de monoi’de dans le 
semi-annew (de Q x Q matrices) et que qe # q,,:. Soit pi la relation rationnelle 
unitaire C_L tq,, ql). 
Nous considerons d’abord le cas u pl est triviale (en ce sens que son domaine est 
(II}). Geci equivaut a l’hypothese que toutes les colonnes q1 des matrices a~ 
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F 
une somme de relations minimales. Soit maintenant p’ la restriction de p i 
Qf x Q’, c’est 21 dire soit ap ‘(q, q’) = ap (q, q’) .pour chaque a E A *: q, q’ E Q’. En 
raison de l’hypothese faite sur p c’est un morphisme de A * dans un semi-anneau 
de Q’x Q’ matrice et l’on a & = ~‘(4, qm) pour chacun des 4 de Q’. 
Ceci con&t iti preuve par irlduction sur card(Q) dans ce cas. En effet, quand b, 
est un morphisme dans un monoi’dle (0, l] il en est encolre de m2me de ,u’, chaque 
P. aq est minimale et la condition (ZU) montre que les procluits pa,& ont des 
domaines disjoints. 
Supposons maintenant +e p1 n’est pas triviale et dCfinksons un morphisme $’ 
de A * dans E par sa restriction a A en remp!acant par 0 toutes !es entrees de la 
colonne q1 de chaque matrice a~ (a E A). La relation ratiop.lelle p’= &‘(ql, qm) 
satisfait les hypotheses du premier cas trait& et il nous suffL done de montrer que 
l’on a p = pip” oii le produit est non ambigu quand p est fonctionnelle puisque 
A *$’ et un monoi”de (0, I} quand p a la m$me propriM. 
Soit done 2 = al - l l a, (n 3 1, al, a2,. . ., a, E A) un mot du domaine de p. 
L’entrk ap (al, q’,,) est la somme du produit des entrees ai(q:, qi+,) (1 G i s n) sur 
toutes Ies suites (qi = ql, q$, . . ‘, qL, = q,,, ) de pt + 1 etats qi pour lesquelles ces 
entrees ont tsutes non nuhes. Your chaque telle suite il existe un plus grand indice j
(lsjsn) tel que qi=q,. Le produit correspondant est contenu dans le produit 
des dew entrees (ai l l l 0;)E.L l,qi, qi) ei (Oj+l  l l a,)p”(qI, q,,,). Done pip” C p, d’ou 
l’egalite cherchee puisque r&iproquement oute relation a ‘pt # 0, a “p” # 0 impli- 
que (a ‘a “)p# 0. Dans Ie cas fonctionnel, a (ql, qm ) est de faGon unique un produit 
d’entrees nou nulles et la factorisation p = pip’ est done non ambigue. 0 
On notera que la constrwtion p+c&dente de Ea suite (41, . . ., qk+*) montre que 
quand ~1 est fonctionne‘nlz Ic L;=:.;,:ine P* de p1 est engendre hbrement par 
l’ensemble g&r&a teur minima! P ilf P”. 
(2) Nous auronss besoin cn outre de quelques resultats propres au semi-anneau 
zB’. Nous Ies extrayons ans demonstration du Iivre de izntin [2]. 
Pour chaque mot b E B * soit @ Ie plus court mot h E H * tel que b soit contenu 
dans le monoi’de cyclique h. * = COG” h“. On a evidement h = v’h, c’est 3 dire que tX 
est un mot priMif. Plus gkn%alement, nous dirons qu’une partie P de B* est 
cyclique ssi il existe un mot h (que I’on peut supposer primitif et noter VP) tel yue 
P Ch *. Done toute partie P’ d’une partie cyclique P est aussi cyclique ‘et 
VP = t/P’ sauf si P’\I = $3. 
Soit P = {b, c} oh b, cf 1. On sait que le:* assertions suivantes sont equivalentes: 
(a) P n’est pas cyclique; 1 - 
(W VW lk 
(c) b* n c* = {I}; 
(d) P” est rsomorphe au monoi’de libre h decix @n&ateurs. 
kxons plus loin la remarque suivante: 
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3.2. Suietzt b E B’ et P une partie cyclique de B * qui n’eso pas un singoiet. kes 
parties b + P et bP sont simultankment cycliques uu ~on. 
Preuve. I1 cst clair que b + P est cyclique ssi db = VP et que ceci entraine que 
a= ‘J/P. Rkciproquement, supposons que bP soit cycliqw.,Comme P n’est pas 
un singolet, P contient h r et h” oii h = y/p1 0 S t s s, et ti contient les mots 
bh’ = g”, bh” = g”’ oG g = l+&. On a t’< s’. Par consequent h”-’ = g”‘-” ce qui 
entraine h = g puisque ces deux mots sont primitifs et, enfin, b = It”-‘. 
(3) Pour alleger l’kriture nous supposons ici que Q = { I,&. , ., m), Wn mor- 
phisme pi de A * dans F sera ddt de type cyclique ssi il zst possible de reindexer les 
616ments de Q de telle sorte que la matrice A *p (somme des matrices ap pour 
a E A *) soit contenue dans une 0 x Q matrice H satisfaisant les conditions 
suivantes: 
I1 existe m mots bi E B* tels que, posant II~ = &bi+, l l l I&,,&, - l l bi_* (1 s j s m), 
on ait pour tout i, j, H(i, i) = h 7, et pour i# j, H(i, j) = hTH’(i, j) avec H’(i, j) = 
bibi+* . l l bj-1 si i < i ou si i < j et hi = hj et H’(i, j)= bibi+, 9 l 9 b,bl l l * bj-1 sinon. 
On vkrifie direckment que H(i, j) = H’(i, j)h 7 et que par consequent HH = H. 
Soit maintenant r_c un morphisme irreductible au sens don& & ce terme B la fin de 
3.1. Nocrs posons Ap = x{ap = a E A}, A *p = x(ap : a E A*), fi = 
Ap +A2p +--*+A2m-1~ et P= X3(1,1). II est clair que P est une partie cyclique 
de B* quand p est de type cyclique. 
Rkiproquement: 
3.3. Une condition suffisante pour que le morphisme irrkducible p soit de type cyclique 
est que P soit wne partie cyclique de B *. 
Preuve. L&on& est trivial si aucune des entrees de Ap, (done de A *CL) ne 
rencontre 23’ car iI suffit de przndre alors tous les bj 6gaux B 1 dans Ia definition de 
H. Nous supposons done ce cas &art& 
Soient g et q’ dew 6tats distincts de 0. Comme y. est irrkductible, la paire (q, q‘) 
est dans Ie support de la matrice A *p, ce qui signifie qu’il existe une suite 
(q1=q,qL***q:1= q’) et n lettres ai E A tels que les en:rkes n,p (q:,&d 
(I s i G n - 1) sont non nulles. On peu: choisir les q; distincts et, puisyue HI = 
Card (Q j, ceci montre que la matrice M’ = Ap + A *p + . l . + A m-‘p. a toutes ses 
entrees nt>n diagonales non nulIes. Comme au moins une des entrees de Ali 
h ,wcontre B + il en rkulte que la meme chose es; vraie de I’entrke (1 q I) de 
I\;i= ‘(A@ jM’ et que le mizt h = dP appartient h BI. 
Considkons un 6tat q f 1. On a I’inclusion 
Si M’(1, q) n’est pas contenue dans h *, ceci implique l’ex 
t/on bien definie h gig: pour laque1l.e 
cas co~traire, on it avoir 2ussi 
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Nous choisissons maintenant un inde.xage de 8 te1 que la suite des longueurs des 
mots gi soit non dtkroissante. Las m -. 1 6quations g&Y; = h (OU = 1) d&erminent 
sans ambiguite m mats b: tels qwe 9; = bl 9 l l 6j-1 (2 G j s m ). Maintenant pour 
chaque (i, j)(i, j # 1) on a l’inclusion: 
M'(Li)*Ap(i,j)* M’lj,l)~l@(l, I)Ch* 
ou M’(I, i) et &V(j, 1) sont des parties non vides de h *g: et de g’,‘h * respectivement. 
Exprimant ceci en foaction des mots fib, on obtient la relation A (i, j) C H(i, j) d’ob 
le r&u&at puisque HH = H Cl 
3.4. Soit CL : A * --9 F un morphisme irrt!ductible qui n’cst pas fonctionnel. IZ existe 
trois mots p, a ‘9 a” tels que l’on ait 11 (a ‘p na “)E,G 112 LY (ai) (n E N) cwec Q! (n II = n + 1 
ou = 2” selon que p est ou non de type cyclique. 
Preuve. L’hypothGse que C,C n’est pas fonctionneile implique i’ezistence d’un mot p 
et d’&ats q, q’ tels que P = pp (q, q’) contienne au m&s deux mots distincts b et c. 
D’autre part quelques oient q1 et (s: l’hypothese que p, est irreductible implique 
l’existence de mots a’ et a” tels a’,w(ql, q) et a’p(q”, q:) ne soient prs nuls et que 
par consequent /(a’pa”)y(qI, q:)ll a II PI). 
11 suffit done de considerer une i;eule paire (q, q’) et on peut m$me supposer que 
q = q’ oe que nous ferons dbsormais. 
Pour chaque entier n on a (6, c)” C P” C P”p(q, q). Ceci 6tabIit I’in6galit6 
cherchee quand P n’est pas cyclique puisque I’on peut alws prendre ‘b, c E P tels 
que {b, c}* soit isomorphe au monoi’de libre B deux g&nkrateurs, c’est B dire que 
lf{b, c)n /I = 2” identiquement. 
Si P est cyciique mais que p ne l’est pas, nous pouwns trouver deux mots bxl et 
a2 tels que {& = atp(q, q), d2 = a2p (q, q)) ne soit pas cyclique. O’n a dip C 
(aiPb (4,4)9 i = l,Z, et d”ap& 3.2, I’un au moins de ces deux ensembles n’est pas 
cyclique. Ceci achkvc la preuve quand p n’est pas cycliiquc. 
Supposons maintenanb P cyclique c’est 5 dire b = h’, c = hs (r, s E N) oti 
h = VP. Pour chaque n E N, P” contient les n + I mats distincts h “i ob ni = 
ir + (n - i)s (0 G i s r,) concluant la preuve. q 
Ceci ach&ve d%taMir la Propri&? 6noncee dans I’introduction. En effet, soit 
p:A= * B * une relation rationnelle. S’il existe un mot de A * dont I’image par p 
est infinie, P’eventualite (i) cs1 r6alis6e (avec g = 1). Sinon (comme nous le 
supposons desormais) nous savons d’apres 1 .l que p est un polynome en des 
relations for~ci~onnel1~ ’ tity GU unitaires et nous distinguons deux cas selon que ces 
dernik$ sent toutes fonctionnelles ou que I’une au moins nc l’est pas. 
mpte tenu de 7.2, I’&onc$ 2.4 (resp. 3.4) montre alors que dans le premier 
(resp. second) cas t’une des &entualites (i) ou (ii) ou (iii) est rkali&e. 
ous ter~~inons k discussion dans la cation suivante, en utilisant Be r&Mat (qui 
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vient d’etre ktabli) qu’une relation rationnelle a une nomme finie ssi elle est la 
somme d’un nombre fini de relations rationnelles fonctionnelles. 
4. Ees aelaiions de norme 
(1) Faisant rkfkence B la terminologie introduite au debut de la Section 3, nous 
considerons une relation rationnelle fonctionnelle p de domaine infini qui est un 
produit non ambigu de relations minimales ou unitaires. Regroupant les termes et 
omettant ceux qui sont triviaux, on en dkduit de faGon unique une expression de p 
comme un produit non ambigu p = row1 l l l rk-lckrk (k 3 1) Oti chaque ?i est une 
relation dont le domaine est un mot yr E A * et chaque Ui une relation fonctionnelle 
unitaire dont le domaine est le sous-monoide X7 engendre librement par la partie 
non vide Xi de A+. 
Nous appelerons (X) = (yo, X1, yl, . . ., & yk) (k 2 1) un mozwne. Son domaine 
Sew la partie infink yOX7 yi l ’ ’ x E yk = x de A * et nous dirons que la relation 6, est 
compatible avec (X). La suite (a) = (TO, cl,. . -, ok, Tk) sera dite induite par (X) 
sur p. 
Nous montrons d’abord que E’ensemble c des suites induites par (X) sur p 
contiec! un Mment distinguk CE 
4.1. La condition que la siquence (I yo~o), i y,rl I,. . ., 1 y&-17&i I) soit minimale pour 
l’ordre kicographique caracte’rise de facon unique une suite G de x. Celle-ci jouit 
de la proprie’tk que pour i = 0, 1, . . ., h - I les mots yiri et x0;.,, (X E lui+l) de B’ n’G?tt 
pas de facteur droit commun non trivial. 
Preuve. Soient (a) et (a’) deux suites de c, (a) ktant choisie de telle sorte yue 
t = YOTO it de longueur minimale. Quelque soit le mot x de Xl on a identique- 
ment: (ylIXhylo l ’ yh)p = tshu = t’dhu (n E N) oii s = xc], a’= (yp,) l l ’ (y),-rj,); 
t’ = yo7;: d = ml, u) = (yd) l ’ l (y&1)* c onsid&ant ces equations pour It, = 0 et 
pour n = I on obtient tu = t’u’ et 1s I= Is’l. 
Par consequant t (done t et s) est determin6 de faGon unique par la condition que 
t soit le facteur gauche commun de tous les mots de la forme y& (CT’% x). 
Ceci eatraine qu’il n’existe pas de lettre b de B qui soit facteur gauche commun 
des mats t et xal (TC E Xl). En effet, si tel &ait le cas, on pourrait remplacer t par 
tb-‘, yl~r par b(ylT,) et chaque XO-~ E B’ par b((xcr,)b-‘), en contradiction avec le 
I:aractkrz minimal de I t 1. 
Le resultat est ktabli pour = 1 t Si k 2 2, on le vtkifie par induction SW k en 
considerant le monome (yl, 1, y2, . , ., xk, yk ) et la r&don &fink par 
induite (‘;rl, ol,. . ., Tk). Cl 
Ceci nous permettra 
Ty, l * ’ 7 (OU yT_,XTy 0 XTyj etc.) du domaine X et tout mot 
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x de celui-ci nous pourrons sans ambiguite designer purr xp !Ie produit correspon- 
dant des images de ses facteurs par les relations de la suite dist_nguee (a) que l’on 
vient de definir. 
(2) Nous verifions d’abord un r&&at technique. 
4.2. Soitp=pC+p2+*** f &{d Une siww@ fink! de r&tions r&obznelk?s fonctionnd- 
/es pia I1 existe une relation pO Ile domaine jini et UN sysi2me fwi de monomes disjoints 
(X”‘) et de relations rationnelles tbji telles que chaque paire (X0’, pji ) solit compatible et 
que p soit la somme de po et des pii. 
Preuve. Chacune des relations initiales pi peut etre d6finie par une bimachine vi. 
Celles-ci &ant en noinbre fini, on peut choisir un morphisme 4 de A * dans un 
monoi’de fini S qui en soit simultan6ment un mar-phisme. Done pour tout pi et s E S 
la partie s4-’ est contenue dans le domaine de pi ou dans son complement. 
On d&nit maintenant la relation p0 comme la restriction de p B l’union D de r 
celks des parties scfi-’ (s E S) qui sont finies. RemplaGant p par sa restriction au 
compl&nent de D, on peut desormais supposer p. = 0 et meme, pour simplifier, que 
toutes les relations pi ont le m&e domaine s+-’ pour un certain s E S. 
D’apres 2.3 et ses corotkkes, on peut trouver des morphismes pi dans des 
monoi’des (0, 1} de Q x 0 matrices (0 = S X S) qui definissent les pi et satisfont 
identiquement pi# = 4. 
Appliquons maintenant la construction de 3.1 a l’une quelconque des relations pi. 
El!e permet d’exprimer cette relat,ion come une somme finie de produits pi1 
0’ = 1,2,. . .) k) de relations et chawn de ceux-ci donne de fagon unique une paire 
compatible (X”), pjI). P ar construction les domaines des monomes (X0)) sont deux B 
deux disjoints. En vertu des &alit& b, == /Li 79: ., les msmes monomes (X(j)) auraient 
ete obtenus si cette constructive wait et6 effectuee B partir de l’une quelconque des 
autres reIations pi* III 
Nous considkons desormais un monome fixe (X) avec lequel toutes les reIations 
considerees eront wpposees compatibles. Puisque chaque segment XT de (X) est 
engendre librement par Xi, le rkIotuoi’de M = XT x X2-a l X XE est isomorphe a un 
produit direct de monoi’des M-es. I1 existe done une bijection 7 de M sur le 
domaine de (Xl envoyant chaque m = (xl,. . ., xh) sur yonryl l - l xI,yk. En 
particulier 1 q = yoyl 9 l - yk. 
Enfin pour chaque relation fonctionnelle compatible aver (X) nous designons 
par 6 le morphkane de M dans tel que m/5 =lm”IPI-lhPl= 
blPl+b2PI+ l -+Ixkpl pourchaque m =(xl,...,hk)E~ On a done identique- 
ment 
our tout m, w, m’E et n, . 
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L’6nonck 2.1 permet de tester si deux relations rationnelles fonctionnelles p et p’ 
sont telles que b = 8’ c’est-&dire telles que 1 xp I= 1 xp’l pour tout mot x apparte- 
nant B l’union des Xi. En effet il suffit pour cela de prendre un morphisme 
envoyant Il’alphabet B sur une lettre unique et de vkrifier pour C = 1,2, . . ., k 
l%galitC sur XT des reIations induites sur Pp et p’p. 
4.3. Soient p et pr dew relations fonctionnelles distinctes compatibles attec le monome 
(X) et satisfaisant b = /j’. I1 existe un ideal non vide W de M tel que wpp# wpp’ pour 
chacun de ses e’le’ments w. 
Preuve. Soit 6 = Il~pl-ll~ ‘I,Si8#0onaImrlp(-lmr)p’ a# 0 pour chaque 
m de M en raison de fi = 6 et on peut done prendre W = Soient 6 = yOp et 
b’ = yap’. Si l’un de ces deux mots n’est pas facteur gauche de l’autre, le: ideaux B 
droite bB * et b’B* sont disjoints. 11 en est done de meme de Xp et de Xp’ et on 
peut encore prendre W = M. 
Nous suyposons done desormais ces deux cas &art&, c’est-h-dire S = 0 et par 
exemple, en simplifiant a gauche, b’ = y,p’ = 1. 
Soit V l’ensemble des mots v de XT pour lesquels 1 up I 2 1 b I. Or; definit quatre 
relatiow a!‘, /3, p’et y de domaine V par les Equations suivantes pour chaque v de 
V : vp = (vp)(vy); vp’ = (vdj(t@‘); Ivy I = I v)a! I = I b I, (b = yOp). Autrement dit 
vy et vy’ sont respectivement le facteur droit et le facteur gauche de longueur 1 b 1 
de vp et de up’ et VP = (v&(vy)-’ et v/3’= (~a,‘)-‘(up’)-’ sont les cofacteurs 
associks. Done 1 vy I= I va’l et comme V est un ideal non vide XI on a identique- 
ment (x2@ == xp l VP ; (vx)~’ = VP’. xp’ p-l-- cha+e v E V, x E XT. 
On krifie facilement que V est une partie reconnaissable et que les relations cy ‘, 
p, p’, y sont rationnelles en mZme temps que p et p’. Ceci permet de tester si 
e V’ des mots v de V pour lesquels v/3+ Up’ est vkIr ou non. 
Supposons maintenant v E V’# 8. Quelque soit le mot x de XT, I’@galitk de 
longueus des mots xp et xp’ entraine celle des mats b(xp)(z@) et (xp”)(up’) = 
(XP’)(VQ ‘P(W)- 
Comme vP# v/3’ ces deux mots engendrent des ideaux fi draite dans 
disjoints. Par conskluent wpp# wpp’ pour tslrt w E appartenant h l’id 
(bilatkrej de ce monoi’de engendrk par :“I)-’ = (v, 1,. . ., 1). Le r&alltat est done 
ktabli dans ce cas et nous pouvons dksormais suppow que V’ est vide, c’est-h- 
que p = pF. 
Prena:lt deux rnots quelconques u et v dans V, le calcul: 
up l uy l up = up l up = (uv)p = (uv) ‘= up’* up’= u 
etablit l’existence 
Comme V = VXT, les relations 6, = yop.et v = VP l b (v E V) montrent que si b 
etait different de 1, lesmots yap et xp (x E Xl) auraient un facteur droit commun 
non :rivia’r en contradiction avec les conventions adopt&s B la fin de 4.1. Par 
conskquent b = 1 et, p est la valeur commune des restrictions B V de p et de pp. 
Comme V* = V*Xr on en conclut que de fait p et p’ ont m$merestriction a X1. 
I1 est clair que seul ce dernier cas est a considerer pour achever la preuve. Si 
k = 1 l’hypothese pf p’ implique ylp$ y,p’ ce qui entraine que Xp et Xp’ soient 
disjoints. Si k a 2 le resultat &once d%coule de la m&me man&e des remarqws 
precedentes par induction sur k en considkrant les restrictions g (yI, X2,. . ., yk) de JI 
etdep’. q 
Gardant le meme monome (X) nous considerons enfin un ensemble R de el < 00 
relations rationneiles fonctionnelles compatibles avec lui et la somme u de ces 
dernieres. 
. Le 
chacun 
monofde A4 conlient un sous semi- groupe non vide S’ tel que 11 sqa If = d pour 
de ses &ments s. 
reuve. Comme la famille des ideaux non vides de M contient l’intersection de 
deux de ses membres, l’enonce precedent permet de trouver un ideal W# 0 tel que 
pour ehacun de ses PEments w et p, p’E R on ait wqp = WV# seulement si p = p’ 
ou b# 6’. 
Soit d’autre part R’ = {p,, . . ., pp} une partie maximale de R telle que bi # bj pour 
onques de ses elements distincts. Comme chaquc fi est un morphisme de 
on peut trouver un element m de A4 et un indexage de R’ tels que 
rnb < m&e = l < WI&. 
s restent vMi6es par n’importe quelle puissance de m et, prenant 
quelconque on peut trouver une puissance:; m ” de m telle qu’en 
” onait ls7jptICIs7jpz(~** < I sr)p, I pour chaque element s du sous 
semi-groupe S de engendre par s’ ce qui etablit Ie resultat puisque S est contenu 
6 la preuve dies proprEt& &on&es dans l’introduction. 
on rationnelle p n’admet aucun triple de mots me’, p, a” pour 
2 n + 1 identiquement, la premikre partie de la preuve montre 
e d’uh nombre fini de relations rationnelles fonctionnell 
aines sont ceux de 
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On notera que les constructions e ectuees permettraient de v&-i 
relation rationnelle pl de norme finie on rsp Cap' po 
assez kngs. 11 serait curieux que ceci ne reste pas vrai pour des relations 
rationnelles p et p’ satisfaisant seulement la condition (ii) de la Propri&& 
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