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Abstract
This paper deals with the analytic and numerical dissipativity of nonlinearVolterra delay-integro-differential equations (VDIDEs).
A dissipativity criteria for VDIDEs is given. We investigate the dissipativity properties of one-leg -methods and linear -methods
for the underlying systems. It is shown that, for  ∈ [ 12 , 1], any one-leg -method and linear -method can inherit the dissipativity
of the underlying systems.
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1. Introduction
Volterra delay-integro-differential equations (VDIDEs) arise widely in scientiﬁc ﬁelds such as biology, ecology,
medicine and physics (cf. [4,5,16]). This class of equations plays an important role in modelling diverse problems of
engineering and natural science, and hence have come to intrigue researchers in numerical computation and analysis.
From a numerical point of view, it is important to study the potential of numerical methods in preserving the qualitative
behavior of the analytical solutions. Baker and Ford [1] examined the stability of multistep methods on the basis of a
different test equation. For linear system{
y′(t) = Ly(t) + My(t − ) + K ∫ t
t− y(s) ds, t0,
y(t) = (t), t0, (1.1)
where L,M,K are constant complex matrices, Koto [17] analyzed the asymptotical stability ofA-stable Runge–Kutta
methods. For scale test equation{
y′(t) = y(t) + y(t − ) +  ∫ t
t− y(s) ds, t0,
y(t) = (t), t0, (1.2)
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where , ,  are complex numbers, Koto [18] discussed the asymptotical stability of -methods, and proved that no
-methods possess a similar stability property to GP-stability with respect to DIDEs. For (1.2) with real coefﬁcients,
some results on delay-dependent stability were given by Huang and Vandewalle [12].
In the case of nonlinear DIDEs, some results are known about stability properties of numerical methods. Baker and
Tang [2] investigated nonlinear stability of continuous Runge–Kutta methods for equations with unbounded delays.
Their results are primarily applicable and relevant for nonstiff problems. Zhang and Vandewalle [25] considered
backward differentiation formulas applied to a class of stiff VDIDEs, and obtained some analytical and numerical
stability results. Zhang andVandewalle [26] further studied the nonlinear stability of two classes of adaptedRunge–Kutta
methods for the same class of stiff VDIDEs. Asymptotic stability analysis of numerical methods for linear neutral
VDIDEs was studied by Zhao et al. [27].
Many dynamical systems are characterized by the property of possessing a bounded absorbing set which all trajec-
tories enter in a ﬁnite time and thereafter remain inside. In the study of dissipative systems it is often the asymptotic
behavior of the system that is of interest, and so it is highly desirable to have numerical methods that retain the
dissipativity of the underlying system.
In 1994, Humphries and Stuart [13,14] ﬁrst studied the dissipativity of Runge–Kutta methods for initial value
problems (IVPs) of ordinary differential equations (ODEs). Later, many results on the dissipativity of numerical
methods for ODEs have already been found [7,8,24]. For the delay differential equations (DDEs) with constant delay,
Huang [9] gave a sufﬁcient condition for the dissipativity of theoretical solution, and investigated the dissipativity
of (k, l)-algebraically stable [6] Runge–Kutta methods. Huang and Chen [11] and Huang [10], in addition, obtained
some results about the dissipativity of linear -methods and G(c, p, 0)-algebraically stable [19] one-leg methods,
respectively. In 2004, Tian [21] studied the dissipativity of DDEs with a bounded variable lag and the dissipativity
of -method. Moreover, Wen [23] discussed the dissipativity of Volterra functional differential equations, and further
investigated the dissipativity of DDEs with piecewise delays and a class of linear multistep methods.
In this paper, we investigate analytic and numerical dissipativity of nonlinear VDIDEs:
y′(t) = f
(
y(t), y(t − ),
∫ t
t−
g(t, s, y(s)) ds
)
.
This paper is organized as follows. In Section 2, a sufﬁcient condition is presented to ensure that the VDIDEs is
dissipative. In Sections 3 and 4, adaptations of one-leg -methods and linear -methods for VDIDEs are introduced,
respectively. It is shown that, for  ∈ [ 12 , 1], any one-leg -method and linear -method can inherit the dissipativity of
the underlying systems.
2. Dissipativity of VDIDEs
Let H be a real or complex, ﬁnite-dimensional Hilbert space with the inner product 〈·, ·〉 and the corresponding norm
‖ · ‖, X be a dense continuously imbedded subspace of H. Consider VDIDEs{
y′(t) = f
(
y(t), y(t − ), ∫ t
t− g(t, s, y(s)) ds
)
, t0,
y(t) = (t), t0,
(2.1)
where  is a positive constant, (t) is a continuous function, f : X × X × X → H is a locally Lipschitz continuous
function, g : [0,+∞) × [−,+∞) × X → X is a continuous function, f and g satisfy the following conditions:
Re〈u, f (u, v,w)〉+ 	‖u‖2 + 
‖v‖2 + ‖w‖2, u, v,w ∈ X (2.2a)
and
‖g(t, s, u)‖c‖u‖, t ∈ [0,+∞), s ∈ [−,+∞), u ∈ X, (2.2b)
where , 	, 
, and c are constants.
Deﬁnition 2.1 (Huang [9]). The evolutionary equation (2.1) is said to be dissipative in H if there is a bounded set
B ⊂ H such that for all bounded sets ⊂ H there is a time t0 = t0(), such that for all initial functions (t) contained
in , the corresponding solution y(t) is contained in B for all t t0. B is called an absorbing set in H.
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Proposition 2.2. (2.2a) implies that 0, 
0 and 0.
Lemma 2.3. Suppose
Y ′(t)2(+ 	Y (t) + (
+ 2c2) max
t− s t Y (s)), t0 (2.3)
with 	+ 
+ 2c2 < 0 and G = 2 supt0 Y (t)> 0. Then
Y (t) − 
	+ 
+ 2c2 + Ge
−∗t , t0, (2.4)
where ∗ > 0 is deﬁned as
∗ + 2	+ 2(
+ 2c2)e∗ = 	+ 
+ 2c2. (2.5)
Proof. Let
H() = + 2	+ 2(
+ 2c2)e − 	− (
+ 2c2),
we have H(0) = 	 + 
 + 2c2 < 0, H(+∞) = +∞ and H ′() = 1 + 2(
 + 2c2)e> 0. Therefore, there is a
unique ∗ > 0 such that H(∗) = 0, that is, (2.5) holds.
Now we will prove by contradiction that (2.4) is true. Suppose there is some t˜ > 0 such that
Y (t˜)> − 
	+ 
+ 2c2 + Ge
−∗ t˜
.
Let Q(t) = −/(	+ 
+ 2c2) + Ge−∗t , E(t) = Q(t) − Y (t) and
= inf{t0 : Q(t) − Y (t)0}. (2.6)
It is obvious that E(0)> 0, E(t˜)< 0. Therefore, there is > 0 such that E() = Q() − Y () = 0 and
E′() = Q′() − Y ′()0. (2.7)
On the other hand, it follows from (2.3) that
E′() = Q′() − Y ′() − G∗e−∗ − 2
(
+ 	Y () + (
+ 2c2) max
− sY (s)
)
. (2.8)
(i) If − 0, it follows from (2.8) that
E′() − G∗e−∗ − 2− 2	Q() − 2(
+ 2c2) max
− sQ(s)
= − G∗e−∗ − 2− 2	
(
− 
	+ 
+ 2c2 + Ge
−∗
)
− 2(
+ 2c2)
(
− 
	+ 
+ 2c2 + Ge
−∗(−)
)
= − Ge−∗(∗ + 2	+ 2(
+ 2c2)e∗)
= − Ge−∗(	+ 
+ 2c2)
> 0,
which contradicts (2.7).
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(ii) If − < 0, it follows from (2.8) that
E′() − G∗e−∗ − 2− 2	Q() − 2(
+ 2c2)max
{
max
0 s
Q(s),max
s0
Y (s)
}
 − G∗e−∗ − 2− 2	Q() − 2(
+ 2c2)
(
− 
	+ 
+ 2c2 + G
)
= − G∗e−∗ − 2− 2	
(
− 
	+ 
+ 2c2 + Ge
−∗
)
− 2(
+ 2c2)
(
− 
	+ 
+ 2c2 + G
)
 − Ge−∗(∗ + 2	+ 2(
+ 2c2)e∗)
= − Ge−∗(	+ 
+ 2c2)
> 0,
which contradicts (2.7). Therefore, we have
Y (t) − 
	+ 
+ 2c2 + Ge
−∗t , t0.
The proof is completed. 
Theorem 2.4. Suppose y(t) is a solution of (2.1) where f satisﬁes (2.2) and 	 + 
 + 2c2 < 0. Then for any given
> 0 there exists t = tˇ (¯, ), ¯= supt0 ‖(t)‖2, such that for all t > tˇ ,
‖y(t)‖2 < − 
	+ 
+ 2c2 + . (2.9)
Hence the system is dissipative, the open ballB=B
(
0,
√
(−/(	+ 
+ 2c2) + 
)
is an absorbing set for any > 0.
Proof. Deﬁne
Y (t) := ‖y(t)‖2 = 〈y(t), y(t)〉. (2.10)
Then
Y ′(t) = 2Re〈y(t), y′(t)〉 = 2Re
〈
y(t), f (y(t), y(t − ),
∫ t
t−
g(t, s, y(s)) ds)
〉
2
(
+ 	‖y(t)‖2 + 
‖y(t − )‖2 + ‖
∫ t
t−
g(t, s, y(s)) ds‖2
)
2
(
+ 	‖y(t)‖2 + 
‖y(t − )‖2 + 
(∫ t
t−
‖g(t, s, y(s))‖ ds
)2)
2
(
+ 	Y (t) + (
+ 2c2) max
t− s t Y (s)
)
. (2.11)
The conclusion follows directly from (2.11) and Lemma 2.3. The proof is completed. 
Corollary 2.5. Assume that the following system:{
y′(t) = f
(
y(t), y(t − ), ∫ t
t− y(s) ds
)
, t0,
y(t) = (t), t0,
satisﬁes (2.2a) and 	+ 
+ 2 < 0, then the system is dissipative.
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Remark 2.6. Theorem 2.4 is different from the dissipativity results obtained by Wen [23]. Wen investigated the
dissipativity of functional differential equations{
y′(t) = f (t, y(t), y), t0,
y(t) = (t), t0,
where f satisﬁes
2Re〈u, f (t, u,)〉(t) + 	(t)‖u‖2 + 
(t) max
t−2(t) t−1(t)
‖(t)‖2.
The studies in [23] were restricted to the case: (0)1 > 0, where 
(0)
1 = inf0 t+∞ 1(t). It is obvious that problems
(2.1) does not belong to the above system.
Remark 2.7. Specializing Theorem 2.4 to the case of=0, we can obtain the corresponding result which is accordant
with that obtained by Huang [9].
Remark 2.8. Specializing Theorem 2.4 to the case of 
 = 0, = 0 and real inner product spaces, we can obtain the
corresponding result which is accordant with that obtained by Humphries and Stuart [14].
Remark 2.9. Some authors have made systematic studies of the numerical solution of (2.1) under structural assump-
tions on f and g different from (2.2). Zhang and Vandewalle [26] considered the class RI(	, 
, , ) and obtained that
if 	+ 
+ 0 then
‖y(t) − y˜(t)‖ max− s0 ‖(s) − (s)‖, t0, (2.12)
where y(t) and y˜(t) are two solution of (2.1) with initial functions (t) and (t), respectively. In the literature,
differential equations with this property (2.12) are generally called dissipative, which conﬂicts the dynamical systems
terminology. We only use the term “dissipative” in its dynamical systems context, made precise by Deﬁnition 2.1.
Remark 2.10. There exist some important differences between the condition (2.2a) and the monotonicity conditions
[3,22]
Re〈u1 − u2, f (u1, v, w) − f (u2, v, w)〉a‖u1 − u2‖2, t0, u1, u2, v, w ∈ X, (2.13)
‖f (u, v1, w1) − f (u, v2, w2)‖b1‖v1 − v2‖ + b2‖w1 − w2‖, t0, u, v1, v2, w1, w2 ∈ X. (2.14)
In fact, in the case of 
= = 0, an example (cf. [20, p. 184]) was given to show the differences:{
x′(t) = −x + xy,
y′(t) = −y − x2. (2.15)
Let u = (x, y)T, f (u) = (−x + xy,−y − x2)T, we have
〈u, f (u)〉 = −x2(1 − y) − y(y + x2) = −‖u‖2.
Thus (2.15) satisﬁes condition (2.2a) with 	 = −1,  = 
 =  = 0, and hence the system is dissipative. However, the
system does not satisfy a one-sided Lipschitz condition (2.13). Consequently, the class of VDIDEs (2.1) with (2.2a)
and (2.2b) is different from the class RI(	, 
, , ) presented by Zhang and Vandewalle [25,26], which satisfy the
condition (2.13).
Remark 2.11. The dissipativity in this paper is different from the asymptotic behaviors presented in [17,18,25–27].
Koto [17,18] andZhao et al. [27] investigated the systemswhich are asymptotically stable.Zhang andVandewalle [25,26]
considered the systems which are contractive or asymptotically stable. Obviously, a system which is asymptotically
stable implies that it is dissipative. However, the converse is not true because trajectories of the dissipative system need
not be asymptotic to ﬁxed points. Clearly the asymptotic behavior of the dissipative system must be conﬁned to the
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absorbing set, but it is worth emphasizing that the dynamics within this set may be very complicated, and indeed many
interesting chaotic nonlinear systems are dissipative (cf. [20, p. 399]). Moreover, Theorem 2.4 shows that the absorbing
set (i.e., the open ball) is independent of initial function (t).
3. Dissipativity of one-leg -methods
In this section and Section 4, we focus on the dissipativity properties of one-leg -methods and linear -methods for
dynamical systems, respectively. From now on, we always assume that H = X = CN .
Now we consider the adaptation of one-leg -method. The approximations yn+1 to y(tn+1) (n = 0, 1, 2, . . .) are
deﬁned by{
y(n) = yn + hf (y(n), y¯(n),G(n)),
yn+1 = yn + hf (y(n), y¯(n),G(n)),
(3.1)
where y(n) is an approximation to y(tn + h) with tn = nh. The arguments y¯(n) and G(n) denote approximations to
y(tn + h − ) and
∫ tn+h
tn+h− g(tn + h, s, y(s)) ds, respectively.
In this section we use a linear interpolation procedure for y¯(n) [15]. Let =(m−)hwith integerm1 and  ∈ [0, 1).
Deﬁne
y¯(n) = y(n−m+1) + (1 − )y(n−m), (3.2)
G(n) is obtained by the following process [18]:
G(n) = h(1 − )
2
2
g(t(n), t (n−m), y(n−m)) + h(2 − 
2)
2
g(t(n), t (n−m+1), y(n−m+1))
+ h
m−1∑
k=2
g(t(n), t (n−m+k), y(n−m+k)) + h
2
g(t(n), t (n), y(n)), (3.3)
where y(n) = (tn + h) for tn + h0, t (n) = tn + h.
Deﬁnition 3.1. A numerical method is said to be dissipativity if, when the method is applied to (2.1), (2.2) with
	+ 
+ 2c2 < 0, there exists a constant r such that, for any initial function (t), there exists an n0, dependent only
on (t) and h, such that
‖yn‖r, nn0 (3.4)
holds.
Theorem 3.2. For  ∈ [ 12 , 1], any one-leg -method is dissipative.
Proof. It follows from (3.1) that
‖yn+1‖2 − ‖yn‖2 − 2Re〈y(n), hf (y(n), y¯(n),G(n))〉
= (1 − 2)h2〈f (y(n), y¯(n),G(n)), f (y(n), y¯(n),G(n))〉
0. (3.5)
Using (3.5) and (2.2a), we obtain
‖yn+1‖2‖yn‖2 + 2h(+ 	‖y(n)‖2 + 
‖y¯(n)‖2 + ‖G(n)‖2). (3.6)
By induction we can easily obtain
‖yn‖2‖y0‖2 + 2nh+ 2h	
n−1∑
j=0
‖y(j)‖2 + 2h

n−1∑
j=0
‖y¯(j)‖2 + 2h
n−1∑
j=0
‖G(j)‖2. (3.7)
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It follows from (3.2) that
‖y¯(j)‖22‖y(j−m+1)‖2 + (1 − )2‖y(j−m)‖2 + (1 − )(‖y(j−m+1)‖2 + ‖y(j−m)‖2)
= ‖y(j−m+1)‖2 + (1 − )‖y(j−m)‖2. (3.8)
Taking the inner products of (3.3) with itself, using (2.2b),
h(1 − )2
2
+ h(2 − 
2)
2
+ (m − 2)h + h
2
=  (3.9)
and Cauchy–Schwarz inequality, we can obtain
‖G(n)‖2
(
h(1 − )2
2
‖g(t(n), t (n−m), y(n−m))‖2 + h(2 − 
2)
2
‖g(t(n), t (n−m+1), y(n−m+1))‖2
+h
m−1∑
k=2
‖g(t(n), t (n−m+k), y(n−m+k))‖2 + h
2
‖g(t(n), t (n), y(n))‖2
)
c2
(
h(1 − )2
2
‖y(n−m)‖2 + h(2 − 
2)
2
‖y(n−m+1)‖2 + h
m−1∑
k=2
‖y(n−m+k)‖2 + h
2
‖y(n)‖2
)
. (3.10)
A combination of (3.7)–(3.10) and = (m − )h leads to
‖yn‖2‖y0‖2 + 2nh+ 2h(	+ 
+ 2c2)
n−1∑
j=0
‖y(j)‖2
+ 2h

⎛
⎝ −1∑
j=−m+1
‖y(j)‖2 + (1 − )‖y(−m)‖2
⎞
⎠
+ 2hc2
⎛
⎝ −1∑
j=−m+1
‖y(j)‖2 + h(1 − )
2
2
‖y(−m)‖2
⎞
⎠
(1 + 2(
+ 2c2))¯2 + 2nh+ 2h(	+ 
+ 2c2)
n−1∑
j=0
‖y(j)‖2. (3.11)
When = 0, it follows from (3.11) and 	+ 
+ 2c2 < 0 that
lim
n→∞ ‖y
(n)‖ = 0 and lim
n→∞ ‖y¯
(n)‖ = 0, (3.12)
which shows that for any > 0 there exists n0(¯, ), such that
‖y(n)‖, ‖y¯(n)‖, nn0 − m.
Hence, the ﬁrst formula of (3.1) implies that
‖yn‖hL+ , nn0, (3.13)
where
L = sup
‖u‖ ,‖v‖ 
‖w‖c
‖f (u, v,w)‖, u, v,w ∈ X. (3.14)
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When > 0, using the techniques similar to that presented in [9], we can conclude that there are r > 0 and positive
integer n˜0 such that
‖yn‖r, n> n˜0, (3.15)
where
r =
√
2(1 + 2(
+ 2c2))R0 + 4(m + 1)h,
n˜0 = (1 + 2(
+ 
2c2))¯2
2h
+ 2(m + 1) (3.16)
with
R0 = 4(m + 1)h

+ h|C|,
= −h(	+ 
+ 2c2),
C = (1 − ) sup
‖u‖2,‖v‖2  4(m+1)h/
‖w‖2  42c2(m+1)h/
(2Re〈u, f (u, v,w)〉 + h‖f (u, v,w)‖2).  (3.17)
Corollary 3.3. The backward Euler method is dissipative.
Corollary 3.4. The implicit midpoint rule is dissipative.
4. Dissipativity of linear -methods
Consider an adaptation of linear -methods for (2.1)
zn+1 = zn + h(1 − )f (zn, z¯n,Hn) + hf (zn+1, z¯n+1, Hn+1), n = 0, 1, 2, . . . , (4.1)
where zn, z¯n are approximations to the exact solution y(tn), y(tn−), respectively. z¯n is obtained by a linear interpolation
procedure
z¯n = zn−m+1 + (1 − )zn−m, (4.2)
Hn is an approximation to
∫ tn
tn− g(tn, s, y(s)) ds that is obtained by the following process [18]:
Hn = h(1 − )
2
2
g(tn, tn−m, zn−m) + h(2 − 
2)
2
g(tn, tn−m+1, zn−m+1)
+ h
m−1∑
k=2
g(tn, tn−m+k, zn−m+k) + h2g(tn, tn, zn). (4.3)
Here zl = (lh) for l < 0.
Theorem 4.1. For  ∈ [ 12 , 1], any linear -method is dissipative.
Proof. It follows from (4.1) that
zn+1 − hf (zn+1, z¯n+1, Hn+1) = zn − hf (zn, z¯n,Hn) + hf (zn, z¯n,Hn). (4.4)
Using (2.2a), (4.4) and the fact  ∈ [ 12 , 1], we have
‖zn+1 − hf (zn+1, z¯n+1, Hn+1)‖2
= ‖zn − hf (zn, z¯n,Hn)‖2 + h2(1 − 2)‖f (zn, z¯n,Hn)‖2 + 2hRe〈zn, f (zn, z¯n,Hn)〉
‖zn − hf (zn, z¯n,Hn)‖2 + 2h(+ 	‖zn‖2 + 
‖z¯n‖2 + ‖Hn‖2). (4.5)
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By induction we can easily obtain
‖zn − hf (zn, z¯n,Hn)‖2
‖z0 − hf (z0, z¯0, H0)‖2 + 2nh+ 2h	
n−1∑
j=0
‖zj‖2 + 2h

n−1∑
j=0
‖z¯j‖2 + 2h
n−1∑
j=0
‖Hj‖2. (4.6)
It follows from (4.2) that
‖z¯j‖22‖zj−m+1‖2 + (1 − )2‖zj−m‖2 + (1 − )(‖zj−m+1‖2 + ‖zj−m‖2)
= ‖zj−m+1‖2 + (1 − )‖zj−m‖2. (4.7)
Taking the inner products of (4.3) with itself, using (2.2b), (3.9) and Cauchy–Schwarz inequality, we can obtain
‖Hn‖2
(
h(1 − )2
2
‖g(tn, tn−m, zn−m)‖2 + h(2 − 
2)
2
‖g(tn, tn−m+1, zn−m+1)‖2
+h
m−1∑
k=2
‖g(tn, tn−m+k, zn−m+k)‖2 + h2 ‖g(tn, tn, zn)‖
2
)
c2
(
h(1 − )2
2
‖zn−m‖2 + h(2 − 
2)
2
‖zn−m+1‖2 + h
m−1∑
k=2
‖zn−m+k‖2 + h2 ‖zn‖
2
)
. (4.8)
A combination of (4.6), (4.7), (4.8), (3.9) and = (m − )h leads to
‖zn − hf (zn, z¯n,Hn)‖2 − 2h(	+ 
+ 2c2)
n−1∑
j=0
‖zj‖2
‖z0 − hf (z0, z¯0, H0)‖2 + 2nh
+ 2h

⎛
⎝ −1∑
j=−m+1
‖zj‖2 + (1 − )‖z−m‖2
⎞
⎠+ 2hc2
⎛
⎝ −1∑
j=−m+1
‖zj‖2 + h(1 − )
2
2
‖z−m‖2
⎞
⎠
‖z0 − hf (z0, z¯0, H0)‖2 + 2nh+ 2(
+ 2c2)¯2. (4.9)
When = 0, it follows from (4.9) and 	+ 
+ 2c2 < 0 that
lim
n→∞ ‖zn‖ = 0.
Consequently, for any > 0, there is m0 > 0 such that
‖zn‖< , n>m0.
When > 0, using the techniques similar to that presented in [11], we can conclude that there are r˜ > 0 and positive
integer m˜0 such that
‖zn‖ r˜ , n> m˜0,
where
r˜ =
√
d1 + 2(L1 + 2(
+ 
2c2)d1) + 4(+ 2h)
1 − 2h(	+ 
+ 2c2) ,
m˜0 = L0 + 2(
+ 
2c2)d0
2h
+ 2m + 1
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with
d0 = ¯2, L0 = sup
‖u‖,‖v‖√d0
wc√d0
‖u − hf (u, v,w)‖2, u, v,w ∈ X,
d1 = 4(m + 1)−(	+ 
+ 2c2) , L1 = sup‖u‖,‖v‖√d1
w c
√
d1
‖u − hf (u, v,w)‖2, u, v,w ∈ X.
Therefore, A-stable linear -method is dissipative. This completes the proof. 
Corollary 4.2. The trapezoidal rule is dissipative.
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