We consider a time delay system whose excitation parameter is periodically modulated. Each new stage of excitation is seeded from the stage before the last, and due to the nonlinearity the seeding arrives with the doubled phase. As a result, the system operates as two coupled hyperbolic chaotic subsystems. Varying the relation between delay time and excitation period we affect the coupling strength between these subsystems as well as the intensity of phase doubling mechanism responsible for the hyperbolicity. Due to this the transition from non-hyperbolic to hyperbolic hyperchaos occurs. The following parts of transition scenario are revealed and analyzed: (a) intermittency as alternation of staying near a fixed point and chaotic bursts; (b) wandering between the fixed point and chaotic subset, which appears near it; (c) plain hyperchaos without hyperbolicity after termination of the visits to the fixed point; (d) transformation of hyperchaos to hyperbolic form.
Introduction
Attractors characterized by two or more positive Lyapunov exponents are called hyperchaotic. The simplest way to obtain such an attractor is to take several chaotic, say Lorenz, systems and introduce a coupling. At small coupling strength the overall attractor will be mere a direct sum of partial attractors, and the number of positive Lyapunov exponents will be equal to the number of coupled systems [1] . However the phase space dimension in this case will be superfluous. The smallest dimension for a chaotic flow system is three so that created in this way hyperchaotic attractor with two positive Lyapunov exponents will sit in at least six-dimensional phase space. However the smallest possible dimension is four: two expanding directions, one contracting and one neutral. The first nontrivial hyperchaotic attractor in a four-dimensional system was proposed by Rössler [2] .
Systems with hyperchaotic dynamics have more expanding directions in phase space so that their dynamics is expected to be more complicated in comparison with mere chaotic systems. In particular the prediction time of hyperchaotic regimes is much less than that for chaos [3] . Thus, hyperchaotic oscillators are employed when the complexity of a signal is crucial, for example for secure communications [4] [5] [6] [7] and for image encryption [8] [9] [10] [11] . One more promising application of hyperchaotic systems is damage assessment based on using a steady-state chaotic excitation [12] .
Developing applications of chaos and hyperchaos one have to bear in mind that good scholastic properties are guarantied only for so called hyperbolic attractors while the complexity of non-hyperbolic ones suffer because of presence of embedded stable periodic orbits [13] . performed in Ref. [34] . As discussed in paper [37] , varying parameters of the system one can also obtain hyperbolic hyperchaotic attractors with as many positive Lyapunov exponents as required. In this paper we study the hyperchaotic attractor with two positive Lyapunov exponents. We perform a numerical test that confirms its hyperbolicity and analyze the details of transition form nonhyperbolic to hyperbolic hyperchaotic regime. The following scenario details are reviled. Transition from regular to hyperchaos regime occurs almost immediately -the range where only one Lyapunov exponent is positive is very narrow. Varying a control parameter we observe intermittency, UDV related anomalous diffusion of Lyapunov exponents, hon-hyperbolic hyperchaos and, finally, hyperbolic hyperchaos.
The paper is organized as follows. In Sec. 2 we introduce the system and discuss how does it operate. Also we briefly review the analysis methods applied. Section 3 discusses the transition from non-hyperbolic to hyperbolic hyperchaos. It is divided in several subsections: Subsec. 3.1 is focused on Lyapunov exponents, angle between expanding and contracting subspaces, and the Kaplan-Yorke dimensions; Subsec. 3.2 represents two-dimensional distributions of various characteristic values on the attractor; in Subsec. 3.3 we deal with low dimensional subsets embedded in the attractor; and Subsec. 3.4 discusses the large time-scale behavior of finite time Lyapunov exponents (FTLEs). In Sec. 4 we outline the obtained results.
The system and methods of analysis
We will consider a nonautonomous system based on the van der Pol oscillator of natural frequency ω 0 supplied with a specially designed time-delay feedback [28] :
The parameter controlling the oscillator excitation is modulated with period T and amplitude A. Accordingly, the oscillator alternately manifests activation and damping, see Fig. 1 . If the retarding time τ is close to T /2, as shown in Fig. 1(a) , the emergence of self-oscillations at each next stage of activity is stimulated by a signal emitted at the previous activity stage. Since the delayed signal is squared and mixed with auxiliary oscillations of frequency ω 0 , the stimulating force has again frequency ω 0 , but the doubled phase in comparison with the original oscillations. As a result, we get a sequence of oscillation trains with phases at successive excitation stages obeying a chaotic Bernoulli-type map, φ n = 2φ n−1 + const mod 2π.
According to argumentation in Ref. [28] , this means that the attractor for the Poincaré map, that corresponds to states obtained stroboscopically at t n = nT , is a Smale-Williams solenoid, and the respective chaotic dynamics is hyperbolic with the first Lyapunov exponent close to log 2. In Ref. [34] this argumentation is confirmed via numerical test for τ values between approximately T /4 and 3T /4. As reported in the paper [37] , using longer retarding times, say τ = 3T /2 that provides the seeding of a new excitation stage from the stage before the previous one, see Fig. 1(b) , it is possible to observe hyperchaos with two positive Lyapunov exponents. In this case the map for phases at successive excitation stages looks as follows:
φ n = 2φ n−2 + const mod 2π.
The sequence of phases now contains two independent chaotic sequences whose elements alternate. Thus, the system (1) in this case can be treated as consisting of two weakly coupled hyperbolic chaotic subsystems whose interaction produces hyperchaotic hyperbolic attractor. The subsystems interact on the boundary between excitations stages see the arc arrows in Fig. 1(b) , and the hyperbolicity mechanism brings here the seeding with a doubled phase, see the polyline arrows. The type of dynamics depends on a relation between amplitudes of these two channels. This can be controlled by varying τ or T . If τ = 3T /2, as in Fig. 1(b) , the hyperbolicity mechanism has the highest amplitude and thus dominates the coupling. In this case the subsystems operate almost independently producing the hyperbolic hyperchaos. If τ ≈ T , the hyperbolicity channel is the weakest, so that the coupling becomes more essential. In what follows, decreasing T we will observe the transition to hyperbolic hyperchaos as a result of the decrease of relative coupling strength. In general, for
the system (1) may be expected to have a hyperchaotic attractor with k positive Lyapunov exponents k −1 log 2 [37] . In this paper we will focus on the case k = 2 for
For sufficiently large modulation period T = 10 dynamics of Eq. (1) is regular. When T gets smaller, hyperchaotic attractor appears, then it undergoes certain transformations, and finally becomes hyperbolic. At T = 8 the condition (4) is fulfilled exactly. Due to presence of the delay, the system (1) is infinite-dimensional. Dealing with its computational model, we introduce discretization along the time variable so that the dimension of the resulting model depends on the number of steps on the delay interval. For example, setting the step size ∆t = 0.01 and taking the retarding time τ = 12 we obtain for the second order delay differential equation (1) a numerical model whose phase space dimension is N = 2402.
We will analyze the system (1) numerically using Lyapunov analysis. In brief, it includes studying of expanding and contracting properties of perturbation vectors and volumes spanned by these vectors as the system runs along a trajectory. The perturbation vectors are assumed to be infinitely small in magnitude and form a linear tangent space. The dimension of this space is equal to the phase space dimension N .
Globally, i.e., for an infinitely long trajectory, properties of the tangent vectors are described by a set of Lyapunov exponents λ i , i = 1, 2, . . . N , sorted in descending order. They can be treated in two ways. On one hand, the sum of the first k Lyapunov exponents is an average rate of exponential expansion (or contraction, if negative) of every typical k-dimensional volume in the tangent space. On the other hand, the nth Lyapunov exponent is an average rate of exponential expansion of the nth covariant Lyapunov vector (CLV). These vectors are named "covariant" since nth vector at time t 1 is mapped by a tangent flow to the nth vector at time t 2 for any t 1 and t 2 . There is a unique set of N such vectors. An arbitrary tangent vector does not have this property and merely converges to the first CLV. Two algorithms for computation of CLVs were first reported in the pioneering works [38, 39] . See also paper [40] for more detailed explanation and discussion of one more algorithm. Also see book [41] for a survey.
Using the Lyapunov exponents one can compute Kaplan-Yorke dimension of the attractor [42] .
where m is such that
The Kaplan-Yorke dimension is related with the information dimension and is an upper estimate for the Hausdorff dimension of an attractor [43] .
Local structure of the attractor can be analyzed using finite time Lyapunov exponents (FTLEs) i . There are two different sorts of these exponents. One is obtained in the course of the standard algorithm for Lyapunov exponents when we iterate a set of tangent vectors and periodically orthonormalize them using Gram-Schmidt or QR algorithms. Logarithms of their norms divided by the time step between the orthonormalizations may be called Gram-Schmidt FTLEs. This sort of FTLEs characterizes local volume expanding properties in the tangent space. The sum of the first k Gram-Schmidt FTLEs is a rate of local exponential expansion of a typical k-dimensional tangent volume. Their individual values except the first one have no much sense. Another sort of FTLEs are computed as local exponential expansion rates for CLVs. They characterize expansion or contraction for individual vectors in tangent space. In more detail, the difference between these two sorts of FTLEs is discussed in Ref. [44] . In what follows we will consider the CLV based FTLEs.
Dealing with FTLEs for flow systems, one have to choose an appropriate time step. This is not so obvious since the choice must be related somehow with intrinsic attractor time scales, which are usually a priori unknown. One way to put the FTLEs analysis on the solid ground is to consider them on infinitesimally small times. Such instant FTLEs were introduced in paper [44] .
The instant FTLEs make sense for flow systems while for discrete time systems instead of them one can consider one step FTLEs. Since the system under consideration in this paper operates under external forcing with period T , it is natural to consider the corresponding stroboscopic map for it. Thus all FTLEs below will be computed for one step of this map, i.e. for one period T in terms of the original flow system.
Another way of using FTLEs is to consider them on asymptotically long times. For large time scale the Gram-Schmidt and the CLV based FTLEs coincide [40] , so it is reasonable to consider the Gram-Schmidt ones since their computations is much less time consuming. Due to the decay of correlations for a typical chaotic processes on large time scales, pairwise covariances of Lyapunov sums L i (FTLEs not divided by time step) are expected to grow linearly. The matrix D ij of rates of linear growth of covariance of Lyapunov sums L i and L j is introduced and studied in Ref. [45] . In this paper we will analyze covariances of the Lyapunov sums and show that for some parameter values the covariances obey power law instead of the expected linear one.
To characterize the hyperbolicity we will use the angle criterion. Chaotic attractor is called hyperbolic when all its trajectories are of saddle type. It means that its expanding and contracting manifolds never have tangencies. Verification of this property can be done by checking the angles between tangent subspaces spanned by CLVs corresponding to positive and negative Lyapunov exponents (or, more rigorously, the smallest principal angle between the subspaces). The angle θ i is the angle between a subspace spanned by the first i CLV and the subspace spanned by all the rest of them. If a discrete time system has k positive Lyapunov exponents and all others are negative then it will be hyperbolic if θ k never vanish along trajectories on the attractor. As we consider a system with two positive Lyapunov exponents, the indicating angle is θ 2 . Notice that in actual computations starting from random initial conditions we will never get exact zero angle. Instead, a typical trajectory can pass arbitrary close to points with zero angles. Thus verifying the hyperbolicity we can only check if the angles get very small. The fast method of computation of the angles is developed in papers [36, 40] , and its implementation for time delay systems can be found in Refs. [34, 35] .
A chaotic attractor is known to contain embedded invariant subsets, in particular, periodic orbits, and there are effective numerical methods for detection these embedded orbits [46] [47] [48] . Nevertheless, application of these methods for high-dimensional systems is rather problematic yet. In this paper we use another approach to analyze the embedded subsets. The idea is as follows. Assume that running along a trajectory we encounter a point where some of CLVs merge, i.e., the angles between them vanish. This degeneracy is possible when the point belongs to a subset whose embedding dimension is lower then the dimension of the whole phase space. This subset can be identified by indexes of merging CLVs. We will compute the CLV based FTLEs for each such subset separately and plot them against the control parameter, thus observing how the embedded subsets are transformed. Notice that this approach have the following limitations: it detects only lower-dimensional subsets and ignores those whose embedding dimension coincides with the dimension of the attractor; also it cannot distinguish different subsets with identical signatures. Nevertheless, as we will see bellow, this method can give appropriate and valuable information about the structure of the attractors.
Since we analyze a high-dimensional system, visualizing of the attractors is a non trivial question. Preferably, we will consider simple projection of the attractors onto the plane x andẋ. But to reveal more information about their structure we will also consider so called Isomap projections. This is a content of a nonlinear dimension reduction method employed in data science to eliminate non-essential features from high-dimensional data sets [49] .
The analysis

Lyapunov exponents, Kaplan-Yorke dimension and angles between tangent subspaces
First, for the system (1) with parameters (5) we consider minimal angle, two Lyapunov exponents and Kaplan-Yorke dimension as functions of T decreasing from 10 to 7, see Transition to chaos and then to hyperchaos is illustrated in Fig. 3 where the enlarged area of Fig. 2 (a) is shown. One can see that the dynamics becomes chaotic at approximately T = 9.835. There is a very narrow area where only one Lyapunov exponent exists, and very soon approximately at T = 9.8 the second one also becomes positive, so the hyperchaotic regime appears. Observe very small slope of the curve λ 2 : It goes almost horizontally when passes zero. This is typical behavior for transition to hyperchaos owing to the bifurcations of unstable periodic orbits embedded into attractor [25] . In our case the area where λ 2 stays close to zero is very narrow.
Parameter interval of our interest can be split into four areas that we mark by capital letters A, B, C, and D, see Fig. 2 . Area A starts when the system becomes hyperchaotic at T = 9.8 and extends to T = 9.58 until the Kaplan-Yorke dimension grows, see Area C stretches up to a point of transition to hyperbolic chaos, i.e., to a point where the minimal angle θ 2 starts to grow. It occurs at approximately T = 9.27.
Area D corresponds to hyperbolic hyperchaos with two positive Lyapunov exponents. In this area two first Lyapunov exponents approach each other and almost merge. The transition to a hyperbolic attractor occurs smoothly: no visible features on the boundary between areas C and D can be seen in the curves for Lyapunov exponents and Kaplan-Yorke dimension, see Fig. 2 (a) and (b). This area ends at approximately T = 7.02. Beyond this point the system remains hyperchaotic within the very narrow interval and then oscillations become regular.
As already mentioned, a typical trajectory on a non-hyperbolic attractor started from random initial conditions does not contain points with exactly zero angle θ 2 . However the trajectory can pass near such points arbitrary close so that θ 2 can be arbitrary small. On the contrary, for trajectories on a hyperbolic attractor the angle θ 2 is well separated from zero. Thus, to perform one more test of the hyperbolicity we can consider a function min θ 2 (t), where the minimum is computed on the interval [0, t]. For non-hyperbolic attractors this function decays, while for hyperbolic ones it must saturate at some level. This function for different T is shown in Fig. 4 . Behavior of the curve at T = 9.2 indicates the hyperbolicity since the function does not decay, and the decaying functions at T ≥ 9.3 reveal non-hyperbolicity.
Probability density functions on the attractor
To examine the attractor structure in areas A, B, C and D we will consider now probability density functions (PDFs) of dynamical variables and related characteristic values, see are grouped in five columns. The first three of them, from (a) to (c), correspond to the areas from A to C in Fig. 2 , and two last columns (d) and (e) represent the area D. Column (d) characterizes a hyperchaotic hyperbolic attractor close to the transition point and (e) corresponds to the case when the relation (4) is fulfilled exactly for k = 2, i.e., τ = 1.5T . All plots are computed for the stroboscopic map at t = nT .
Area A
Figures 5(a 1,2,3,4 ) are plotted at T = 9.7 that corresponds to the area A. Panel (a 1 ) shows PDF of x anḋ x/ω 0 . Since the phase space dimension is high, these plots can be considered as two-dimensional projections of multidimensional PDFs. Observe a sharp spike at the origin visible as a dark spot. The spot is surrounded by a wide pale area representing wandering of the system in the vicinity of the origin.
The observed structure of PDF is caused by intermittency, see Fig. 6 (a). In this figure we plot the phase space distance of the orbit to the origin
for time sliced stroboscopically at t = nT . One can see alternation of laminar phases when the system is close to zero with burst of oscillations. Figure 7 provides further confirmation of the intermittent nature of the considered regime. It shows a distribution of lengths of laminar trajectory cuts when the phase space trajectory is near the origin 1 In the log-log scale the distribution admits linear approximation that corresponds to the power law. The computed exponent is α = −1.95. Figure 5 (a 2 ) shows PDF of ρ and maximal FTLE max i , i = 1, 2, . . .. Here and below FTLEs i are computed as average exponential growth rates of CLVs over time T , corresponding to one step of the stroboscopic map. Since FTLEs strongly fluctuate, they are usually not ordered in the descent order in contrast to the global Lyapunov exponents. Hence, on each step we simply take the largest one.
The PDF of ρ and max in Fig. 5(a 2 ) shows locations of areas of chaotic divergence on the attractor and areas where close trajectory approach each other. One can see a spike at ρ = max = 0. It corresponds to the laminar phases and indicates that close to the phase space origin ρ = 0 the trajectories basically demonstrate marginal stability. To explain this, we need to take into account that x =ẋ = 0 is a fixed point for the considered system (1). Linearization near this point results in a linear equation with parametric excitation with the period T . Since the excitation parameter oscillates symmetrically near zero, on average the fixed point at the origin is marginally stable. shows PDF of ρ and the angle θ 2 whose zero indicates a tangency between expanding and contracting manifolds, i.e., reveals points of the hyperbolicity violation. From Fig. 2(c) we know that within the area A chaos is non-hyperbolic. And from Fig. 5(a 3 ) we see that the violation of the hyperbolicity preferably occurs near the origin: one can see the spike near ρ = 0 where θ 2 often vanishes. Beyond the origin the vanishing angles are more rare. Figure 5 (a 4 ) represents PDF of two first FTLEs 1 and 2 . The dark line along the diagonal near the origin corresponds to equal 1 and 2 . Identical Lyapunov exponents reflect a symmetry of dynamics with respect to some variables interchange. As discussed above, see Fig. 1 , within the considered parameter range the system can be treated as two weakly coupled chaotic subsystems. The stripe along the diagonal in Fig. 5(a 4 ) indicates that these two subsystem behave coherently, i.e., synchronized, when pass the origin.
Area B
PDF of x andẋ/ω 0 in the area B, see Fig. 5 (b 1 ), looks very similar to the previous case in Fig. 5(a 1 ). The only difference is a barely visible darker area surrounding the origin. But this results in a qualitative change of the behavior. One can see in Fig. 6(b) that though the trajectory still often visits the origin neighborhoods, this is not an intermittency.
PDF of ρ and max in Fig. 5(b 2 ) reveals the emergence in the area B of a new structure. Like in the area A, see Fig. 5(a 2 ) , we observe the spike at ρ = max = 0 corresponding to the passing of a trajectory near the fixed point at the origin. But also a massive bulk of points appears at positive max and nonzero ρ. It represents a chaotic subset embedded into the attractor. Thus in the area B the dynamics is determined by a wandering of a system between this chaotic subset and the fixed point at the origin.
PDF of ρ and θ 2 in Fig. 5(b 3 ) again, similarly to the area A, see Fig. 5(a 3 ,) , contains the spike near ρ = θ 2 = 0 (now barely visible due to the presence of another maxima) but also a large spot corresponding to a new chaotic subset. Most of points within this spot are hyperbolic, i.e., located at θ 2 > 0.2. However, their noticeable number is characterized by a vanishing angle: observe getting down to θ 2 = 0 darker arm centered at approximately ρ = 0.2.
PDF of 1 and 2 , see Fig. 5(b 4 ) , again contains the diagonal line near zero mentioned already in the area A in Fig. 5(a 4 ) and corresponding to the coherence of the subsystems near the origin. Also a very well pronounced is the vertical stripe representing strong fluctuation of the second FTLE 2 . The first one 1 , on contrary, is well localized.
Altogether, in the area B a new embedded non-hyperbolic chaotic subset emerges but the fixed point at the origin is essential yet and trajectories wander between these two subsets. Due to this wandering, the FTLEs 1 and 2 switch between coherency at the origin and strong fluctuation of 2 at the chaotic subset. As shown below, the presence of two competing embedded subsets results in anomalous diffusion of Lyapunov exponents. Figure 5 (c 1 ) corresponds to the area C. One can see that darker and barely visible circular structure in Fig. 5(b 1 ) is now turned into a well formed ring where trajectories spend most of time. There is no maximum corresponding to the fixed point at the origin anymore, but its neighborhood is still visited.
Area C
In Fig. 5(c 2 ) we observe that the spike at ρ = max = 0 disappears at all, and the origin ρ = 0 is characterized by a positive FTLE. Thus, the chaotic subset first appeared in Fig. 5(b 2 ) now dominates. Representing it structure on the PDF becomes sharper in comparison with Fig. 5(b 2 ): one can see well defined dark stripe on the plot indicating that the most probable largest FTLEs decrease as ρ grows. Figure 5 (c 3 ) also confirms disappearance of the structure representing the fixed point at the origin. The dominating chaotic subset becomes "more hyperbolic" insofar as the getting down arm near ρ = 0.2 disappears and less number of points has the vanishing angle θ 2 .
In accordance with the changed role of the fixed point, in Fig. 5 (c 4 ) no diagonal stripe is visible representing the coherence of 1 and 2 at the origin. The only most visited structure is a vertical stripe corresponding to the chaotic subset that now dominates. Moreover barely visible are two more features. The first is a pair of diagonal segments appeared beyond the origin at approximately 1 = 2 ≈ ±0.15, and the second are darker areas to the left and to the right from the main vertical stripe representing a more intense fluctuations of 1 . These features are precursors of a hyperchaotic hyperbolic attractor that appears in the course of further decrease of T . Fig. 2 . The common feature is that trajectories never visit vicinities of the origin, see Figs. 5(d 1 and e 1 ). It means that oscillation phase that is responsible for the hyperbolic chaos is now well defined [37] .
Area D Figures 5(d) and (e) represent a hyperchaotic hyperbolic attractor, the area D in
Inspection of PDFs in Figs. 5(d 1 and e 1 ) reveals two different forms of the attractor. At T = 9, i.e., just after the transition to the hyperbolicity, there are two loops formed by the most visited points while far from the transition at T = 8, only one main loop is visible. We recall that hyperchaos in the considered system (1) is the result of interaction of two coupled chaotic subsystems, see Fig. 1(b) and the related discussion. When T is decreased the coupling strength between the subsystems becomes weaker while the hyperbolicity mechanism, related with the phase doubling, becomes stronger. Comparing Figs. 5(d 1 ) and (e 1 ) we can see that it results in more coherent behavior of these subsystems that manifests itself as a merge of the two loops.
Visually the attractor in Fig. 5(d 1 ) looks more complicated then the attractor in Fig. 5 (e 1 ) and one can expect that its dimension is higher. This intuition agrees with Fig. 5(b) : the Kaplan-Yorke dimension decreases as T is varied within the area D from T = 9 to T = 8.
PDF of ρ and max has a single stripe when the coupling between the chaotic subsystems is stronger at T = 9, see Fig. 5(d 2 ) while weaker coupling at T = 8 results in two parallel stripes. The latter indicates that two chaotic subsets may be distinguished, in the phase space and a trajectory wanders between them. Taking into account the discussion of Figs. 5(d 1 and e 1 ) that at T = 8 the two subsystems are more coherent, one can assume that these subsets correspond to synchronized and non-synchronized segments of trajectories. Unlike the case in Fig. 5 (b 2 ) these two subsets have similar properties so that, as we will discuss below, their presence does not affect the normal convergence of Lyapunov exponents. Also notice that most of points in Also the emergence of the two subsets at T = 8 is visible in PDFs of ρ and θ 2 , see Figs. 5(d 3 and e 3 ). In the panel d 3 we observe the main dominating structure as a dark horizontal stripe at the bottom of the plot, while in the panel (e 3 ) one also can see one more horizontal stripe at the top part. It means that the two chaotic subsets has different distributions of angles between expanding and contracting manifolds though in both cases the angles are non-vanishing. The latter again confirms the hyperbolicity of chaos in the area D.
In PDF for 1 and 2 in Fig representing fluctuations of 1 and two short diagonal segments corresponding to synchronous oscillations of the two subsystems. Since the presence of the synchronized segments is revealed only in PDF of 1 and 2 , we conclude that at T = 9 the coherency between the subsystems occurs but it is week and seldom. As T is decreased up to 8, the PDFs of 1 and 2 become symmetric with respect to the main diagonal, see Fig. 5(e 4 ) . It demonstrates presence of two identical chaotic subsystems that can oscillate coherently, see the well formed diagonal stripe. But they do not stay synchronized for all time. Ends of the coherent stages associated with leaving the symmetric attractor are represented by symmetric off-diagonal structures. Also notice that the whole area of FTLEs fluctuations is roughly four times narrower than in the previous cases and fluctuating FTLEs are preferably positive.
Isomap projections
As we already mentioned above, the dimension of the numerical state vector of the system (1) in our concrete computations is N = 2402. Projecting the multidimensional attractor onto the plane of x(t) anḋ x(t) we can omit a huge amount of information. On the other hand side, Eq. (1) includes only the first and the last points of the delay interval: x(t),ẋ(t), x(t − τ ),ẋ(t − τ ), and we can expect that actually a multidimensional attractor belongs to the corresponding four-dimensional manifold. In order to estimate how much essential information is lost when the attractor is projected onto the plane of x andẋ we compare PDFs in Figs. 5(a 1 -e 1 ) with those obtained via a more sophisticated projection algorithm named Isomap. This algorithm performs a nonlinear dimension reduction employing the hypothesis that each state vector together with its nearest neighbors share the same fragment of a smooth low-dimensional manifold. Thus this manifold is found through an unfolding of a mesh of geodesic, i.e., the shortest, distances between these neighboring vectors [49] . Figures 8(a) -(e) show the isomap projections of the multidimensional attractor whose simple twodimensional projections were presented in Figs. 5(a 1 ) -(e 1 ). The first row, i.e., Figs 8(a 1 -e 1 ) , are PDFs obtained after reduction of state vectors of full length N = 2402. For the second row, Figs. 8(a 2 -e 2 ) , we have reduced the four-dimensional state vector including the first and the last points of the delay intervals. First of all notice that two represented versions of isomap projections look very similar. It means that the actual dimension of the manifold where the attractor belongs is anyway not higher then four. Qualitatively isomap projections in the area A (panel (a)), are similar to the simple projection in Fig. 5(a 1 ) . It means that the latter provide adequate information about the attractor structure. The same is the case for areas C (panel (c)) and D (panels (d) and (e)).
The most notable difference is observed in the area B. Unlike simple projection in Fig. 5(b 1 ) , the isomap projections in Figs. 8(b 1 ) and (b 2 ) demonstrate sufficiently uniform distributions without any more or less noticeable most visited locations. This discrepancy allow to conclude that the embedding dimension of the attractor here is higher then two. We recall that the Kaplan-Yorke dimension within this area also attains its maximum, see Fig. 2(b) . The uniform distributions may be regarded as a manifestation of strong trajectory fluctuations caused by the presence in the phase space of two competing subsets, see the discussion of Fig. 5(b 1 ) above.
Low-dimensional embedded subsets
When we move along a trajectory and compute CLVs γ i we can register cases when some of the vectors have zero angles in between. This happens when we pass close to an invariant attractor subsets whose embedding dimension is lower than dimension of the attractor itself. All such subsets will be identified by signatures listing what vectors coincide, say γ i = γ j . Each subset will be characterized by partial Lyapunov exponentsλ computed as average of the corresponding FTLEs.
3.3.1. Partial Lyapunov exponents for the embedded low-dimensional subsets Figure 9 represents partial Lyapunov exponents (left column) and their scaled weights (right column). We use the latter term to refer to a number n of encountered points with this signature divided by the total number of checked attractor points N = 10 6 and multiplied by 100 . We show only those signatures in the figure that have noticeable scaled weights. Signatures that are encountered less then 50 times for 10 6 checked points are omitted.
Figures 9(a) represent trajectory points without peculiarities, i.e., where no merging of CLVs was encountered. As one can see in panel (a 2 ) their number is much higher then the number of points with merging CLVs and their scaled weight is close to the maximum. In fact, the curves shown in Fig. 9(a 1 ) coincide with the ordinary global Lyapunov exponents, cf. Fig. 2(a) . Fig. 9(a 1 ) . The common feature of these three cases is that partial Lyapunov exponents are either pairwise coincide or close to each other: 1 and 2, 3 and 4, 5 and 6. This is the manifestation of the presence of two chaotic subsystems, see Fig. 1(b) and the related discussion. Pairwise closeness of the partial Lyapunov exponents is related with the coherence of these subsystems, discussed above.
The scaled weight of the subset γ 2 = γ 3 in Figs 9(e) is smaller in order of magnitude. However, this subset is nevertheless essential. We recall that the whole attractor has two-dimensional expanding manifold so that the vanishing angle between the second and the third CLVs indicates the destruction of the hyperbolicity. Thus Fig. 9 (e 1 ) represents the subset responsible for the violation of the hyperbolicity. Observe that it disappears in the middle of the area C, before the transition to hyperbolicity on the C-D boundary. This is explained in Fig. 9(e 2 ) . One can see that the number of the encountered points monotonically decay within the area C as T approaches the area D. The system visits the subset γ 2 = γ 3 more and more seldom so that one have to trace longer and longer trajectories to observe this subset close to the transition point.
Also notice that the destructing hyperbolicity subset γ 2 = γ 3 has the largest weight in the area A. This agrees well with the previous observations in Figs. 5(a 3 -e 3 ) : The highest maximum of PDF near θ 2 = 0 indicating the disappearance of the hyperbolicity is observed in the area of intermittency A.
The weight of the subset γ 4 = γ 5 in Figs 9(f) is also relatively small. This subset becomes hyperchaotic in the area B, and two largest Lyapunov exponents become almost identical in the area D, when the system becomes hyperbolic. Since its second and third CLVs do not merge, this subset is hyperbolic. Also it is located far from the symmetric manifold where the two subsystems are synchronized since their partial Lyapunov exponents are not close pairwise as in Figs. 9(b, c, and d) . It explains the existence of two forms of hyperbolic attractors that where demonstrated in Fig. 5 
Bias of global Lyapunov exponents due to low-dimensional embedded subsets
Now we estimate overall influence of lower-dimensional embedded subsets. For each T we first compute the Lyapunov exponents λ i as average of all CLV FTLE encountered along a trajectory. Then we compute purified Lyapunov exponents λ (pure) i ignoring those FTLEs obtained at points near the subsets. Finally we estimate the relative bias introduced by the embedded lower-dimensional subsets as Figure 10 shows the maximal relative bias computed for six Lyapunov exponents as max{δλ i |i = 1, 2, . . . , 6}. Observe clear difference of areas A, B, C and D. In the area A, where the system demonstrates intermittency, the bias is the highest. The area B is characterized by the presence of two competing subsets embedded into the attractor. In the beginning of this area, the bias first drops down but then grows again. In the area C, where the system has chaotic non hyperbolic attractor, the bias remains at a constant level.
In the area D, where the attractor becomes hyperbolic, we observe a decrease of the bias. It occurs until the subset γ 4 = γ 5 is visited, see Figs 9(f), so that the hyperbolic attractor has the less coherent form shown in Figs. 5(d) . After the disappearance of this subset, when the attractor becomes more coherent (see Figs. 5(e)) the bias stays at more or less constant small level. Small bias is a manifestation of the uniformity of the hyperbolic attractor, see Refs. [13, 19] .
Large time FTLEs
Another approach considers fluctuations of FTLEs on large times. Unlike previously discussed FTLEs based on CLVs computed for one period of excitation T , i.e., for one step of stroboscopic map at t n = nT , now we average FTLEs over ∆t = θT time intervals. Large time FTLEs will be denoted as L i .
When oscillations are chaotic or hyperchaotic, computing large time FTLEs we deal with sums of nearly independent random values [45, 51] . It means that PDF of large time FTLEs is expected to be Gaussian, and the summation process can be treated as a diffusion process with linear growth of dispersion [45, 51] . When this is indeed the case, the diffusion of Lyapunov exponents is said to be normal. Otherwise it is anomalous. Below we will see that the considered system can demonstrate behaviors of both types. Figure 11 (a) corresponds to the area A, where the system demonstrates intermittency. Distribution of laminar phases when the system stays near the origin obeys power law, see Fig. 7 . It means that for any time length there is a nonzero probability to encounter this long laminar phase and hence nearly zero FTLE L 1 will be encountered regardless of θ. As a result the corresponding PDF of L 1 always has a nonzero but asymptotically decaying peak at the origin. This is illustrated in Fig. 11(a 1 ) . One can see that this peak is very high at θ = 256, and it is still visible at θ = 1024. The left tail of the PDF at θ = 4096 does not reach the origin, but this is merely because the number of points accumulated to compute PDF was not enough to take into account very long laminar phases.
If we ignore the left end of the curve, the rest looks Gaussian. The main its feature, the exponentially decaying tails, is confirmed in Fig. 11(a 2 ) . One can see here that in the logarithmic scale on the vertical axis the tails of PDFs at θ = 1024 and θ = 4096 decay linearly that corresponds to the exponential law. This Gaussian form correlates with the uniform distribution of the one step FTLE 1 outside of the origin, see Fig. 5(a 4 ) .
In the area B there are two competing structures in the phase space: one is the fixed point at the origin and the other is a chaotic subset, see Fig. 5(b 2 ) . Their stability properties are strongly different. Wandering between them results in non Gaussian distributions of FTLEs. One can see in Fig. 11(b 1 ) that regardless of the averaging time there is an essential tail spreading to the origin. This tail is also shown in Fig. 11(b 2 ) . One can see here that the deviations decay essentially slower then the exponent. To further characterize PDF in this case we re-plot it in Fig. 11(b 2 ) in log-log scale, see Fig. 12 . Linear decay of the tails indicate power law distribution, known as distribution with heavy tails. The exponents of this distribution α are given in the figure caption. One can see that it approaches to 3 as θ grows.
The PDFs in the areas C (non hyperbolic chaos) and D (hyperbolic chaos) demonstrate plain behaviors, typical for common chaotic dynamics. The curves are Gaussian, see Figs. 11(c 1 ) and (d 1 ) and their tails decay exponentially, see Figs. 11(c 2 and d 2 ). Notice that this is observed regardless of the presence of the hyperbolicity. The Gaussian curves are formed because attractor does not contain competing subsets with strongly different stability properties.
Diffusion of Lyapunov exponents
Summation of FTLEs in the course of computation of Lyapunov exponents can be considered as a sort of random walking. If the summed values are random and independent, the variance of the sum is known to grow linearly in time. The coefficient of this growth, a diffusion coefficient, can be considered as one more characteristic quantifier of chaotic dynamics [45, 51] . This is the case for the most of chaotic systems no matter hyperbolic or not, and it is related with the Gaussian form of PDFs of FTLEs on large averaging times, see Figs. 11(c) and (d). But for non Gaussian distributions, like the one shown in Fig. 12(b) , an anomalous diffusion occurs.
Let L i (θ) be a Lyapunov sum over θ steps, i.e., this is a large time FTLE not divided by the computation 
For a normal diffusion σ = 1 and then D is a usual diffusion coefficient. Markers in Fig. 13 show c ij for i, j = 1, 2 as functions of θ in log-log scale. Solid lines represent computed approximations. Line for c 12 at T = 9.5, see Fig. 13 (c), starts not from the origin, since c 12 for smaller θ are found to be negative. Observe that points are very good fitted to straight lines in the log-log scale. The computed approximations are as follows: 
We see that at T = 8 corresponding to the area of hyperbolic chaos D σ ≈ 1. It means that we have here the normal diffusion. The diffusion coefficients D are of the order 10 −3 . For a non Gaussian case T = 9.5 in the area B, see Fig. 11 (b), σ is definitely larger then 1. It means that here we have anomalous diffusion. But since σ is nevertheless close to 1, the comparison of D with the case at T = 8 makes sense yet. We see that it is of order 10 −2 , i.e., one order higher. It indicates much higher amplitude of fluctuations of FTLEs at T = 9.5.
Outline and discussion
In this paper we have considered a time delay system whose excitation parameter is periodically modulated so that it produces a sequence of oscillation pulses. Each new stage of excitation is seeded from one of the previous stages. Due to the specially tuned nonlinear mechanism, the seeding arrives with the doubled phase. Considering the system stroboscopically, i.e., reading its state after each excitation period, one observes hyperbolic chaotic dynamics. If the seeding is taken from the excitation stage before the last, the system operates as two coupled chaotic system working alternately. Varying the relation between delay time and excitation period we affect the coupling strength between these subsystems as well as the intensity of phase doubling mechanism responsible for the hyperbolicity. As a result, the transition from non-hyperbolic to hyperbolic hyperchaos occurs.
A decrease of the excitation period T at fixed delay time τ corresponds to the weakening of coupling between the subsystems and the strengthening of the hyperbolicity mechanism. After regular oscillations, the hyperchaos appears almost immediately (an area with a single positive exponent was very narrow). Then, the following hyperchaotic regimes take place sequentially: (a) intermittency as an alternation of staying near a fixed point and chaotic bursts; (b) competition between the fixed point and chaotic subset which appears near it; (c) plain hyperchaos without hyperbolicity after termination visiting neighborhoods of the fixed point; (d) transformation of chaos to hyperbolic form.
The competition in the regime (b) results in non-Gaussian distribution of large time FTLE with power law tails and power law growth of Lyapunov sum. This type of behavior related with wandering of trajectories near subsets with different numbers of expanding directions is called unstable dimension variability (UDV). Usually it is observed as a part of scenario of destruction of chaotic synchronization of two subsystems [24] . In our case we also can talk on two chaotic subsystems with rather non-trivial interaction. The UDV effect is observed for them as their coupling strength is decreased.
The transition to hyperbolic hyperchaos (d) is accompanied by vanishing of the embedded into the attractor non-hyperbolic chaotic subset, that we have detected using covariant Lyapunov vectors. The hyperbolic hyperchaos in turn is found to be of two types. The difference is due to the presence of low dimensional embedded hyperbolic chaotic subset. When it is visited by trajectories, the attractor gets more complicated structure with higher Kaplan-Yorke dimension, and after its vanish the system operates just as two weakly coupled identical hyperbolic chaotic subsystems.
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