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Let ∂z be the Cauchy–Riemann operator and f be a Cn real-valued
function in a neighborhood of 0 in R2 in which ∂nz f = 0 for all
z = 0. In such cases, ∂nz f is known as a Loewner vector ﬁeld
due to its connection with Loewner’s conjecture that the index
of such a vector ﬁeld is bounded above by n. The n = 2 case of
Loewner’s conjecture implies Carathéodory’s conjecture that any
C2-immersion of S2 into R3 must have at least two umbilics.
Recent work of F. Xavier produced a formula for computing the
index of Loewner vector ﬁelds when n = 2 using data about the
Hessian of f . In this paper, we extend this result and establish an
index formula for ∂nz f for all n 2. Structurally, our index formula
provides a defect term, which contains geometric data extracted
from Hessian-like objects associated with higher order derivatives
of f .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
An umbilic is a point on a surface immersed in R3 at which the principal line ﬁelds of the surface
degenerate. One can equivalently say that an umbilic is a point at which principal curvatures of the
surface are the same or that the matrix associated with the second fundamental form on the surface
at that point is a multiple of the identity. It is certain that a C2-embedded sphere must have at
least one umbilic, this being an immediate corollary of the Poincaré–Hopf index theorem for line
ﬁelds [1, pp. 107–118]. It is a curiosity of the study of umbilics that no examples of such surfaces
having exactly one umbilic are known. The following related conjecture is attributed to Carathéodory.
Conjecture (Carathéodory). Any C2-immersion of S2 into R3 has at least two umbilics.
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Loewner. In the statement of the conjecture and throughout this text, the notation ∂z indicates the
usual Cauchy–Riemann operator, n is a positive integer and D denotes the unit disk in C.
Conjecture (Loewner (c. 1950)). If f ∈ Cn(D¯,R) and ∂nz f = 0 for z = 0, then the index at zero of the vector
ﬁeld given in complex form by ∂nz f is at most n.
A Loewner vector ﬁeld of order n is a vector ﬁeld for which an f exists satisfying the premises of
Loewner’s conjecture. The connection between singularities of the principal line ﬁelds and the isolated
zeros of Loewner vector ﬁelds of order 2 is described in detail in [2]. Indeed, it is the n = 2 case of
Loewner’s conjecture that implies Carathéodory’s conjecture. The following recent theorem provides a
method of computing the index of Loewner vector ﬁelds of order 2.
Let T = ∂D . The notation Hess(·) indicates the Hessian operator which maps C2 functions f (x, y)
to the matrix of second partial derivatives.
Theorem. (See Xavier [3].) Let f ∈ C2(D¯,R) be C3 near T with ∂2z f = 0 for all z = 0. Let λ  μ denote
the eigenvalues of Hess( f ), with λ > μ as long as z = 0. Let Σ = Σλ ∪ Σμ , where Σλ (resp. Σμ) is the set
of points p ∈ T for which Hess( f )(p)p = λ(p)p (resp. Hess( f )(p)p = μ(p)p). Assume that the functions
λ − μ − ∂rμ and μ− λ − ∂rλ have no zeros on Σλ and Σμ respectively. Then Σ is ﬁnite and furthermore
Ind
(
∂2z f ,0
)= 2+ #{p ∈ Σλ, λ −μ − ∂rμ < 0}
− #{p ∈ Σλ, λ − μ− ∂rμ > 0} and
Ind
(
∂2z f ,0
)= 2+ #{p ∈ Σμ, μ− λ − ∂rλ > 0}
− #{p ∈ Σμ, μ− λ − ∂rλ < 0}.
While the n = 2 case carries special interest due to its connection to umbilics and the Carathéodory
conjecture, there are interesting geometric structures associated with the cases n > 2. J.A. Little [4,5]
proposed a higher order (n > 2) generalization of the notion of an umbilic to singularities of n-crosses,
which are a smooth choice of n unit vectors at each point which correspond to the vertices of a reg-
ular n-gon. This is actually an extension of the notion of the umbilic. In the n = 2 case, umbilics arise
on a non-degenerate (immersed) surface as the singularities of a ﬁeld of lines (i.e. 2-crosses) which
correspond to eigendirections of the second fundamental form, which is a quadratic form. Likewise in
the n = 3 case, if x :M2 → R6 is a second order non-degenerate surface, one can deﬁne a cubic form
whose singularities correspond to the singularities of three vector ﬁelds which together form a ﬁeld
of 3-crosses. Hence, one can formulate a Carathéodory-type conjecture for n > 2. In [6], C.T.C. Wall
remarks on the possibility of further generalizing Little’s notions to create novel classes of geometric
singularities. These notions have not been thoroughly explored since the matter of Loewner’s conjec-
ture was determined not to be resolved by Titus’ proposed proof in the 1970s.
The main result of this article is an index theorem that computes a defect term for Loewner’s
conjecture. It extends the above cited result to n 2. In both cases, the defect term contains geometric
data extracted from Hessian-like objects associated with higher order derivatives of f . The defect term
is computed by counting radial eigenvectors of a certain matrix-valued function on the unit circle.
This result offers new insights into the matter of Loewner’s conjecture in the Cn case as well as new
avenues for exploring geometric singularities of the type described by Little.
2. A matrix representation for ∂nz f
Assuming that the function f : D → C is C1, the action of the Cauchy–Riemann operator ∂z on f
is deﬁned by
∂z f = 1 (∂x f + i∂y f ).2
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a representation should be general in the sense that it applies for integers n 2.
There are many ways of identifying C with the space of 2 × 2 matrices with real entries. Two of
these which are relevant to our interests will be written as σ , s :C → M2(R) deﬁned by
σ(x+ iy) =
(
x y
y −x
)
and s(x+ iy) =
(
x −y
y x
)
, (1)
where x, y ∈ R. The map s is the more commonly used of the two since it sends each complex
number to the matrix whose action on vectors in R2 is the same as that of complex multiplication.
The following matrices will be useful throughout this discussion.
K := σ(1) =
(
1 0
0 −1
)
and J := s(i) =
(
0 −1
1 0
)
. (2)
The complex structure J corresponds to multiplication by i, while K acts on C  R2 by conjugation.
The map σ is, in fact, the isomorphism that identiﬁes 2∂2z f with the traceless part of the Hessian
of f , denoted by H( f ). One can easily see that
H( f ) = Hess( f ) −  f
2
I (3)
where I is the 2 × 2 identity matrix. Indeed, in the discussion that follows we will say that a com-
plex number z is identiﬁed with A ∈ M2(R) (written z  A) if and only if σ(z) = A. Thus it seems
reasonable to apply σ to ∂nz f to develop a useful matrix representation.
Two conventions are used below to simplify the presentation of this computation. First, the nota-
tion f (i, j) := ∂ ix∂ jy f is used. Second, binomial coeﬃcients
(n
k
)
for which k < 0 or k > n are deﬁned to
be 0, which is a standard – if uncommon – convention. One makes the computation:
σ
(
∂nz f
)= σ
(
2−n
n∑
k=0
(
n
k
)
ik f (n−k,k)
)
= σ
(
2−n
n∑
k=0
[(
n − 2
k − 2
)
+ 2
(
n − 2
k − 1
)
+
(
n − 2
k
)]
ik f (n−k,k)
)
(†)
= σ
(
2−n
n−2∑
k=0
(
n − 2
k
)
ik
(
f (n−k,k) + 2i f (n−k−1,k+1) − f (n−k−2,k+2))
)
= 2−nσ
(
n−2∑
k=0
(
n − 2
k
)
ik
(
4∂2z f
(n−k−2,k)))
= 4 · 2−n
n−2∑
k=0
(
n − 2
k
)
JkH( f (n−k−2,k))
= H
(
22−n
 n−22 ∑
k=0
(
n − 2
2k
)
(−1)k f (n−2k−2,2k)
)
(‡)
+ JH
(
22−n
 n−32 ∑ ( n − 2
2k + 1
)
(−1)k f (n−2k−3,2k+1)
)
.k=0
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(n
k
) = (n−1k−1) +(n−1
k
)
. The expression in (‡) provides a ﬁrst pass at a matrix representation for ∂nz f . Deﬁne φ0( f ) and
ψ0( f ) as follows
φ0( f ) = 22−n
 n−22 ∑
k=0
(
n − 2
2k
)
(−1)k f (n−2k−2,2k), (4)
ψ0( f ) = 22−n
 n−32 ∑
k=0
(
n − 2
2k + 1
)
(−1)k f (n−2k−3,2k+1). (5)
Since φ0( f ) and ψ0( f ) are sums of partial derivatives of f of order n − 2, and f was assumed to
be Cn , these two functions are clearly C2. The kernel of the operator H :C2(U ,R) → M2(C(U ,R)) is
easily computed to be
Ker(H) = { f ∈ C2(U ,R): f (x, y) = a(x2 + y2)+ bx+ cy + d, a,b, c,d ∈ R}.
Thus the preceding discussion gives one a matrix representation for ∂nz f , which is summarized in the
following lemma.
Lemma 1. Let f ∈ Cn(U ,R). Then for all φ ∈ φ0( f ) + Ker(H) ⊂ C2(U ,R) and ψ ∈ ψ0( f ) + Ker(H) ⊂
C2(U ,R), one has ∂nz f  H(φ) + JH(ψ).
Throughout the text, we will use the notation
Λn( f ) := H(φ) + JH(ψ).
It will be assumed that φ and ψ are representatives of φ0( f ) + Ker(H) and ψ0( f ) + Ker(H) respec-
tively.
Let’s take stock of where we are at the moment. We have a matrix representation of ∂nz f which
is a candidate for an analogue to the representation used in [3]. More importantly, it performs two
subtly non-trivial purposes. First, it relates complex derivatives to real derivatives in a clever way.
Second, the real derivatives are the entries of a matrix which, at points, gives us a well-understood
action on vectors in the tangent space.
Indeed, there are two properties of the representation in Lemma 1 which suggest that it is indeed
a step in the right direction. In particular,
• Λn( f ) is symmetric and traceless, and
• Λ2( f ) = H( f ), since φ0( f ) = f and ψ0( f ) ≡ 0.
3. A useful property of functions in Cn(D,R)
Let U denote an open neighborhood of D¯ . The standard meaning of Cn(D¯,R) entails that each
function in this set is n-times continuously differentiable on some such U .
The following lemma and its corollary provide a useful method of modifying a function f which
induces a Loewner vector ﬁeld without modifying the Loewner vector ﬁeld itself.
Lemma 2. Let f ∈ Cn(D¯,R) and U be a neighborhood of D¯ such that f is also in Cn(U ,R). Suppose
∂nz f (0) = 0 and ∂nz f = 0 on D¯\{0}. Then there exists f˜ ∈ Cn(U ,R) satisfying the following conditions:
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(b) ∂n−1z f˜ (0) = 0,
(c) |∂n−1z f˜ | > 0 on D¯\{0}.
Proof. Let α and β be real numbers. Deﬁne
f˜ (z) = f (z) + 2α
(n − 1)! Re
(
zn−1
)+ 2β
(n − 1)! Re
(
zn−1z
)
.
The following argument shows that by adjusting α and β , one can produce f˜ which satisﬁes condi-
tions (b) and (c). Certainly f˜ is in Cn(U ,R). A quick computation veriﬁes that ∂nz f˜ = ∂nz f .
We will choose α = −∂n−1z f (0). Then we have
∂n−1z f˜ (0) = ∂n−1z¯ f (0) + α = ∂n−1z f (0) − ∂n−1z¯ f (0) = 0.
It remains only to show (c).
Let Bε(0) be a disk of radius ε > 0 in which the Taylor expansion of ∂
n−1
z f˜ holds:
∂n−1z f˜ (z) = ∂n−1z¯ f˜ (0) + z∂z∂n−1z f˜ (0) + z∂nz f˜ (0) + O
(|z|2)
= z(∂z∂n−1z f (0) + β)+ z¯(0) + O (|z|2)
= (c + β)z + O (|z|2),
where c is deﬁned to be ∂z∂
n−1
z f (0).
Clearly as long as β + c is suﬃciently large, we have ∂n−1z f˜ (z) = 0 in Bε(0)\{0}. Now we want to
impose positivity on the closed annulus
A
(
ε
2
,1
)
=
{
z ∈ C: ε
2
 |z| 1
}
.
Let M be the maximum of |∂n−1z f (z) − ∂n−1z f (0)|. Recalling that α = −∂n−1z¯ f (0), one has
∣∣∂n−1z f˜ (z)∣∣= ∣∣∂n−1z f (z) − ∂n−1z f (0) + βz∣∣

∣∣|βz| − ∣∣∂n−1z¯ f (z) − ∂n−1z f (0)∣∣∣∣

∣∣∣∣β ε2 − M
∣∣∣∣. (6)
The right-hand side (and hence the left-hand side) of (6) can be made strictly positive by choosing
β > 2M/ε to be also large enough to satisfy the conditions above. Hence an appropriate choice of β
allows one to say |∂n−1z f˜ (z)| > 0 on D¯\{0}. 
In Lemma 2, parts (b) and (c) can be strengthened to hold for k Cauchy–Riemann derivatives where
k = 1, . . . ,n − 1.
Corollary 1. Let f ∈ Cn(U ,R) for some neighborhood U of D¯ having ∂nz f = 0 on D¯\{0}. Then there exists
f˜ ∈ Cn(U ,R) satisfying the following:
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(ii) ∂kz f˜ (0) = 0, where k = 1, . . . ,n − 1,
(iii) |∂kz f˜ | > 0 on D¯\{0}, where k = 1, . . . ,n − 1.
Proof. We argue by induction. Let’s begin by considering the case n = 2. Then k = 1 and this state-
ment is a direct result of Lemma 2.
The induction hypothesis assumes that the statement of this corollary is true for n = 2, . . . ,N − 1.
An application of Lemma 2 gives us f˜ which satisﬁes the hypotheses of this statement for n = N − 1.
Inductively, we obtain fˆ which satisﬁes (b) and (c) for n = N . So far, the function fˆ is only guaranteed
to be CN−1(U ,R). However, the method of Lemma 2 adds C∞(R2,R) functions to f , so the original
degree of differentiability is preserved throughout this process. Furthermore, none of these operations
affect ∂Nz¯ f . 
4. Index formula for ∂nz f
Our results employ a theorem of Bendixson to calculate the index of a well-chosen vector ﬁeld.
Bendixson’s index formula has previously been used in connection with umbilics and principal foli-
ations, for example in [3] and [7]. For the purposes of the Bendixson index theorem which is stated
below, let C be a smooth, positively oriented, closed curve bounding an open Jordan domain Ω con-
taining a point p. Let ξ be a smooth planar vector ﬁeld deﬁned on a neighborhood of Ω¯ which does
not vanish on Ω¯ − {p}. Assume ξ is tangent to C at ﬁnitely many points.
Deﬁnition 1. A point q ∈ C is said to be ξ -elliptic (resp. ξ -hyperbolic) if for some trajectory γ of ξ
for which γ (0) = q there exists ε > 0 such that γ (t) is contained in Ω (resp. (Ω¯)C) for all times
0< |t| < ε.
Theorem. (See Bendixson (1901) [8].) Let eξ and hξ be the number of points in C which are ξ -elliptic and
ξ -hyperbolic respectively. Then
Ind(ξ, p) = 1+ eξ − hξ
2
. (7)
A proof of this theorem can be found in [9, p. 173]. The Bendixson index theorem yields an index
in 12Z. If the line ﬁeld in question is composed of integral curves of a C
k vector ﬁeld (k  1) which
vanishes only at an isolated point, the index of the line ﬁeld (and hence the vector ﬁeld) must be an
integer.
Suppose C is a circle centered at the origin and γ : (−ε, ε) → R2 is a trajectory of ξ tangent to C
at a point p. Then p is elliptic (resp. hyperbolic) if and only if d
2
dt2
|γ (t)|2|t=0 is negative (resp. positive)
for some ε > 0.
The main theorem of this paper is – after a shift of eigenvalues – an extension of the main result
of [3]. There are three essential features of the original argument that are employed in our proof.
(a) The index formula provides a “defect term” for Loewner’s conjecture.
(b) The index formula counts radial eigenvectors.
(c) The radial eigenvectors arise from a symmetric, traceless matrix.
Our candidate Λn( f ) for an analogue to the traceless part of the Hessian can be used to produce
an index formula which satisﬁes (b) and (c). However such an index formula does not satisfy (a),
hence we make the following deﬁnition.
Deﬁnition 2. For points z in C one deﬁnes Ln( f )(z) := Λn( f )(z)s(zn−2).
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of Λn( f ), one ﬁnds that Ln( f ) = Λn( f ) = H( f ), the traceless part of the Hessian as in [3].
This deﬁnition will allow us to prove an index theorem which provides a defect term for the
Loewner conjecture. Other formulations of the index theorem are possible. Indeed one can reasonably
expect to produce an index theorem with any integer in place of n in the statement of Theorem 1 by
varying the power of z in the deﬁnition of Ln( f ). Each such formula provides a method of directly
computing the index of a Loewner vector ﬁeld. However, these alternatives do not shed much light
on what would be necessary for the Loewner conjecture to be true.
As noted above, the index theorem proved below counts radial eigenvectors. In the following ar-
guments, it will be assumed that f is Cn+1 in a neighborhood of the unit circle, T.
Let ξ be a C1 vector ﬁeld of the form ξ(p) = B(p)p on a domain Ω ⊃ D¯ , where B(p) is a symmet-
ric, traceless matrix for all p ∈ Ω . (For Theorem 1, B(p) = Ln( f )(p).) To simplify matters, we deﬁne
several subsets of T which identify the points on the circle at which these radial eigenvectors appear.
In the following deﬁnitions, points p on the circle are also considered to be vectors in R2.
Σ = {p ∈ T: ξ(p) = bp, where b ∈ R},
Σλ =
{
p ∈ Σ: ξ(p) = λp, where λ > 0},
Σμ =
{
p ∈ Σ: ξ(p) = μp, where μ < 0},
Σe = {p ∈ Σ: p is elliptic},
Σh = {p ∈ Σ: p is hyperbolic}.
Then one deﬁnes
eλξ = #
(
Σλ ∩ Σe
)
, hλξ = #
(
Σλ ∩ Σh
)
,
eμξ = #
(
Σμ ∩ Σe
)
and hμξ = #
(
Σμ ∩ Σh
)
.
We will use λ and μ to denote respectively the positive and negative eigenvalues of Ln( f ) in what
follows. It is useful to make a few observations at this point, which depend in a signiﬁcant way on
the fact that Ln( f ) is symmetric and traceless.
• The eigenvalues of Ln( f )(p) are ±λ(p), for some λ(p) 0.
• λ = μ = 0 if and only if Ln( f )(p) = 0.
• Ln( f )(p) = 0 if and only if ∂nz f (p) = 0.• For Loewner vector ﬁelds, ∂nz f (z) = 0 if and only if z = 0.• The preceding four observations imply that Σ = Σλ unionsq Σμ .
Theorem 1. Let f ∈ Cn(U ,R) be Cn+1 near T with ∂nz f = 0 for all z = 0. Let λ μ denote the eigenvalues
of Ln( f ), so that λ > μ as long as z = 0. Let
ζ1 = 4λ − 2∂rλ − Im
(
zn−2
)
(∂θφ + ∂rψ) − Re
(
zn−2
)
(∂rφ − ∂θψ) and
ζ2 = 4λ + 2∂rλ + Im
(
zn−2
)
(∂rψ + ∂θφ) + Re
(
zn−2
)
(∂rφ − ∂θψ).
Assume ζ1 , ζ2 are non-zero on Σ . Then Σ is ﬁnite and furthermore
Ind
(
∂nz f ,0
)= n + #{p ∈ Σλ, ζ1 < 0} − #{p ∈ Σλ, ζ1 > 0}
= n + #{p ∈ Σμ, ζ2 < 0} − #{p ∈ Σμ, ζ2 > 0}.
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denote the vector on R2 associated with the complex number z. Also let C∗ = C\{0}.
Lemma 3. Suppose M = (C∗, 〈·,·〉), where 〈·,·〉 is the usual inner product on C. Let U ⊃ D¯\{0} be open in C∗ .
Suppose that h :U → C∗ is C1 . Let ξ = Jσ(h(z))ι(z) and let k be greater than the maximum eigenvalue of
σ ◦ h(p) for all p in T. Let S = {p ∈ T: (σ ◦ h)(p)p = λp, for some λ ∈ R}. If ξ〈p, ξ〉 = 0 for all p in S, then
(i) S is ﬁnite;
(ii) eξ−hξ2 = eλξ − hλξ = eμξ − hμξ .
We defer the proof of this lemma to Section 4.1.
Proof of Theorem 1. Let g(z) = |z|2/2. Applying Corollary 1 and noting that a large enough c > 0 can
be chosen so that the homotopy
T (z, s) = (1− s)∇ f (z) + c∇g(z)
does not pass through 0 for 0 s 1, we can assume that f satisﬁes the following:
• ∂kz f (0) = 0 and |∂kz¯ f | > 0 on D¯\{0}, for all k = 1, . . . ,n − 1;• Hess( f ) is positive deﬁnite;
• Ind(∇ f ,0) = Ind(∇g,0) = 1.
It is beneﬁcial to employ the algebra of index computation. In order to obtain a defect term to
Loewner’s conjecture, the integer constants in the formula must total to n. However, the Bendixson
index formula will contribute 1, thus one needs to produce a vector ﬁeld whose index is n − 1. One
obvious example of such a vector ﬁeld is zn−1. Using this example as inspiration, one makes the
following computation:
Ind
(
∂nz f ,0
)= Ind(∂nz f |∂z f |2n−2,0)
= Ind(∂nz f (∂z f )n−1,0)+ Ind((∂z¯ f )n−1,0)
= Ind(Λn( f )ι((∂z¯ f )n−1),0)+ n − 1
= Ind(Λn( f )s((∂z¯ f )n−2)ι(∂z f ),0)+ n − 1
= Ind(Λn( f )s((∂z¯ f )n−2)ι(∂z g),0)+ n − 1
= Ind(Ln( f )∇g,0)+ n − 1. (8)
Now we have a candidate for a natural vector ﬁeld whose index can be computed. Let X =
J (Ln( f )∇g), where J = s(
√−1 ). Left multiplication by J does not affect the index of the vector
ﬁeld, because this action is simply counterclockwise rotation by π/2 (corresponding to multiplication
by i in C). This rotation is homotopic to the identity via a homotopy which does not introduce any
zeros other than the one at the origin.
Like Λn( f ), Ln( f ) is easily observed to be traceless and symmetric. The eigenvalues of such a
matrix are of equal magnitude and opposite sign, hence Ln( f ) is non-degenerate unless it is 0. As
with Λn( f ), Ln( f ) is only 0 when z = 0. Thus
Ind
(
∂nz f ,0
)= n − 1+ Ind(X,0). (9)
For the remainder of the proof, we will refer to points in Σλ and Σμ as λ- and μ-points respec-
tively. Since Ln( f ) is a symmetric matrix with distinct eigenvalues, its eigenvectors are orthogonal.
Consequently, we make the following observations.
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(R) Since J rotates vectors by π/2, at λ-points, Ln( f ) J∇g = μ J∇g , and at μ-points, Ln( f ) J∇g =
λ J∇g .
(T) X is tangent to T at precisely the points of Σ .
This correspondence allows us to begin using Bendixson’s formula. Indeed (T) implies that one
only needs to determine whether each point of Σ is hyperbolic or elliptic. Let p be in Σ . Let
α : (−ε, ε) → R2 be a trajectory of X through α(0) = p. Since X is tangent to the unit circle at p,
p is a critical point of the function g ◦ α. The second derivative of g ◦ α at t = 0 indicates whether
the trajectory reaches a relative minimum or maximum at t = 0. Thus, for small enough ε > 0, if the
second derivative is positive (resp. negative) then α((−ε,0)∪ (0, ε)) is contained in D¯C (resp. D) thus
p is hyperbolic (resp. elliptic).
So we need to compute the second time-derivative of g ◦ α(t) and evaluate it at t = 0. We begin
by noting
d2
dt2
g
(
α(t)
)= X〈∇g, X〉 = 〈∇X∇g, X〉 + 〈∇g,∇X X〉. (10)
Now let Y = s(zn−2)∇g (i.e. X = JΛn( f )Y ). Recalling the deﬁnition of H( f ) from above, and not-
ing that JH(·) = −H(·) J , one has
d2
dt2
g
(
α(t)
)= 〈Hess(g)X, X 〉+ 〈∇g,∇X ( JΛn( f )Y )〉
= 〈X, X〉 + 〈∇g,∇X (( JH(φ) − H(ψ))Y )〉
= 〈X, X〉 − 〈∇g,∇X (H(φ) J Y )〉− 〈∇g,∇X(H(ψ)Y )〉.
However, since H(φ) = Hess(φ) − ∇φ2 I , one has
〈∇g,∇X (H(φ) J Y )〉= 〈∇g,H(φ)∇X ( J Y )〉+ D3φ(∇g, X, J Y ) − X
(
φ
2
)
〈∇g, J Y 〉
and a similar statement can be made for 〈∇g,H(ψ)∇X Y 〉. The computation then proceeds as follows
d2
dt2
g
(
α(t)
)= 〈X, X〉 − 〈∇g,H(φ)∇X ( J Y )〉− 〈∇g,H(ψ)∇X Y 〉
− D3φ(∇g, X, J Y ) − D3ψ(∇g, X, Y )
+ X
(
φ
2
)
〈∇g, J Y 〉 + X
(
ψ
2
)
〈∇g, Y 〉
= 〈X, X〉 + 〈∇g, JΛn( f )∇X Y 〉
− D3φ(∇g, X, J Y ) − D3ψ(∇g, X, Y )
+ X
(
φ
2
)
〈∇g, J Y 〉 + X
(
ψ
2
)
〈∇g, Y 〉. (11)
At a λ-point, X = λ J∇g , while at a μ-point, X = μ J∇g . Once again, we will deﬁne A(p) =
d2
dt2
g(α(t))|t=0. We will carefully substitute these expressions into (11). There is one small but im-
portant computation to make prior to carrying this substitution through to its consequences.
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= (−gy∂x + gx∂y)
(
Re
(
zn−1
)
∂x + Im
(
zn−1
)
∂y
)
= (n − 1)(−gy Re(zn−2)− gx Im(zn−2))∂x
+ (n − 1)(−gy Im(zn−2)+ gx Re(zn−2))∂y
= (n − 1) J s(zn−2)∇g = (n − 1) J Y . (12)
Let’s start with a λ-point pλ in Σλ .
A(pλ) = 〈λ J∇g, λ J∇g〉 +
〈∇g, JΛn( f )∇λ J∇gY 〉
− D3φ(∇g, λ J∇g, J Y ) − D3ψ(∇g, λ J∇g, Y )
+ λ( J∇g)
(
φ
2
)
〈∇g, J Y 〉 + λ( J∇g)
(
ψ
2
)
〈∇g, Y 〉
= λ
(
λ| J∇g|2 + 〈∇g, JΛn( f )∇ J∇gY 〉
− D3φ(∇g, J∇g, J Y ) − D3ψ(∇g, J∇g, Y )
+ ( J∇g)
(
φ
2
)
〈∇g, J Y 〉 + ( J∇g)
(
ψ
2
)
〈∇g, Y 〉
)
. (13)
Applying (12), the fact that if A is a symmetric traceless 2 × 2 matrix then A J = − J A, and the
fact that ∇g is a λ-eigenvector for Ln( f ), one has
〈∇g, JΛn( f )∇ J∇gY 〉= 〈∇g, (n − 1) JΛn( f ) J Y 〉
= (n − 1)〈∇g,− J JΛn( f )Y 〉
= (n − 1)〈∇g,Λn( f )Y 〉
= (n − 1)〈∇g,Ln( f )∇g〉
= (n − 1)〈∇g, λ∇g〉 = (n − 1)λ. (14)
Combining (13) and (14), one has
A(pλ) = λ
(
nλ − D3φ(∇g, J∇g, J Y ) − D3ψ(∇g, J∇g, Y )
+ ( J∇g)
(
φ
2
)
〈∇g, J Y 〉 + ( J∇g)
(
ψ
2
)
〈∇g, Y 〉
)
= λ
(
nλ − D3φ(∇g, J∇g, J Y ) − D3ψ(∇g, J∇g, Y )
+ 1
2
(〈∇g, J Y 〉∂θφ + 〈∇g, Y 〉∂θψ)
)
, (15)
since J∇g corresponds to the tangential derivative ∂θ .
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A(pμ) = μ
(
nμ − D3φ(∇g, J∇g, J Y ) − D3ψ(∇g, J∇g, Y )
+ 1
2
(〈∇g, J Y 〉∂θφ + 〈∇g, Y 〉∂θψ)
)
. (16)
Since λ and μ are the eigenvalues of Ln( f ),
μ| J∇g|2  〈Ln( f ) J∇g, J∇g〉 λ| J∇g|2,
for all p in the domain of f . At λ- (resp. μ-) points, the inequality on the left (resp. right) becomes
equality. Hence, the functions 〈Ln( f ) J∇g, J∇g〉 − μ| J∇g|2 and λ| J∇g|2 − 〈Ln( f ) J∇g, J∇g〉 have
global minima at λ- and μ-points respectively. We can now make the following computation at a
λ-point:
0= ∇g(〈Ln( f ) J∇g, J∇g〉− μ| J∇g|2)
= 〈∇∇g(Λn( f ) J Y ), J∇g〉+ 〈Ln( f ) J∇g,∇∇g( J∇g)〉− (∇g)(μ| J∇g|2)
= 〈(∇∇g(Λn( f ))) J Y , J∇g〉+ 〈Λn( f )(∇∇g( J Y )), J∇g〉
+ 〈Ln( f ) J∇g, J∇g〉− (∇g)(μ)| J∇g|2 − 2μ| J∇g|2
= 〈(∇∇gH(φ)) J Y , J∇g〉+ 〈(∇∇gH(ψ)) J Y , J∇g〉
+ (n − 1)〈Λn( f ) J Y , J∇g〉+ 〈Λn( f ) J Y , J∇g〉− 2μ− ∂rμ
= D3φ(∇g, J Y , J∇g) + D3ψ(∇g, Y , J∇g)
− ∇g
(
φ
2
)
〈 J Y , J∇g〉 − ∇g
(
ψ
2
)
〈Y , J∇g〉 − (n − 2)λ + ∂rλ.
Therefore, at a λ-point
D3φ(∇g, J∇g, J Y ) + D3ψ(∇g, J∇g, Y ) = 1
2
(〈Y ,∇g〉∂rφ + 〈Y , J∇g〉∂rψ)
− ∂rλ + (n − 2)λ. (17)
After performing similar computations at a μ-point, one has
D3φ(∇g, J∇g, J Y ) + D3ψ(∇g, J∇g, Y ) = 1
2
(〈Y ,∇g〉∂rφ + 〈Y , J∇g〉∂rψ)
+ ∂rλ − (n − 2)λ. (18)
Recall the deﬁnitions of ζ1 and ζ2 from the statement of the theorem. Also note that 〈∇g, Y 〉 =
|z|2 Re(zn−2) and 〈∇g, J Y 〉 = −|z|2 Im(zn−2). Combining (15) and (17), one has
2A(pλ) = ζ1 (19)
λ
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2A(pλ)
λ
= ζ2. (20)
Recall that the sign of the second derivative A(pλ) or A(pμ) determines whether its respective
point is hyperbolic or elliptic. At both λ- and μ-points, λ is positive. Thus λ-points are hyperbolic
when ζ1 > 0 and such points are elliptic when ζ1 < 0. Likewise, μ-points are hyperbolic when ζ2 > 0
and elliptic when ζ2 < 0.
In the hypotheses of the theorem, we restricted ourselves to the situation in which ζ1 and ζ2
are non-zero on Σ . We pause to note that A(p) = (X〈∇g, X〉)|p . From (19) and (20), it is clear that
X〈∇g, X〉 = 0 on Σ . Furthermore, the construction of X is consistent with the conditions on ξ in
Lemma 3.
Thus Lemma 3(i) implies that Σ , and hence its subsets Σλ and Σμ , is a ﬁnite set. It follows that
one can count the elements of these sets. In particular,
eλξ = #{p ∈ Σλ: ζ1 < 0}, hλξ = #{p ∈ Σλ: ζ1 > 0},
eμξ = #{p ∈ Σλ: ζ2 < 0} and hμξ = #{p ∈ Σλ: ζ2 > 0}.
Recalling (9), one has
Ind
(
∂nz f ,0
)= n − 1+ Ind( J(Ln( f )∇g),0)
= n + eX − hX
2
= n + eλX − hλX
= n + eμX − hμX .
After substituting, one has the result. 
4.1. Proof of Lemma 3
Lemma 3 was stated somewhat below the statement of Theorem 1. Its proof, which was deferred
above, is now given.
Proof of Lemma 3. The vector ﬁeld ξ is deﬁned in terms of z ∈ C. This is a minor abuse of notation,
in the sense that it is assumed that z is identiﬁed in the usual way with a point in R2. Also, it is
worth noting that ∇g(z) is identiﬁed with z in the sense of vector identiﬁcation as well.
(i) Recall the deﬁnition of σ from (1). Deﬁne the map F :R2 → R2 by F (q) = (|q|2, 〈ξ(q),q〉). Note
that q is in S if and only if
F (q) = (1, 〈ξ(q),q〉)= (1,a(q)〈 Jq,q〉)= (1,0).
But F is continuous, so S = F−1({(1,0)}) is closed.
Suppose S is inﬁnite. Then there exists some inﬁnite sequence {pn}n1 of distinct elements of S .
Since this sequence is a subset of the compact set T, passing to a subsequence one has that pnk → p.
This p is in S since S is closed. To contradict the inﬁniteness of S , it is therefore suﬃcient to prove
that F is a local diffeomorphism at p.
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To begin with, we compute
b1i =
(
(ei)|q|2
)∣∣
q=p =
〈∇|q|2, ξ(q)〉∣∣q=p = 〈2p,a(p) J2−i p〉= 2a(p)δ1i . (21)
Since b12 = 0, det DF (p) = 2a(p)b22. However, b22 = ξ(p)〈q, ξ〉|q=p , which was assumed to be
non-zero in the hypotheses. Thus F is a local diffeomorphism at p, and the inverse function theorem
implies that S is ﬁnite, which proves part (i).
(ii) Let λ(p) to be the non-negative eigenvalue of σ ◦ h at p. This is well deﬁned since σ ◦ h is
traceless and symmetric.
Let λmax = max{λ(p): p ∈ T}. Fix k > λmax. Deﬁne another vector ﬁeld on C as follows: Ξ(p) :=
ξ(p) + k Jp = J (σ ◦ h + kI)p. The eigenvalues of σ ◦ h + kI are k + λ and k − λ. Both eigenvalues are
positive, hence σ ◦ h + kI is positive deﬁnite.
The positive deﬁniteness of σ ◦ h + kI means that there exists a non-vanishing homotopy from Ξ
(via − JΞ ) to the radial vector ﬁeld p. Since the index of a vector ﬁeld at a point is invariant under
such homotopies, one has Ind(Ξ,0) = 1.
Bendixson’s index formula implies that eΞ = hΞ . However, eΞ = eλΞ + eμΞ and hΞ = hλΞ + hμΞ .
Therefore,
eλΞ − hλΞ = hμΞ − eμΞ . (22)
In the proof of Theorem 1, we computed the second derivative of trajectories of a vector ﬁeld
through a point on T to determine whether that point was hyperbolic or elliptic. Recalling (10), one
has
AΞ(p) = Ξ〈p,Ξ〉|p = Ξ〈p, ξ + k Jp〉|p = Ξ〈p, ξ〉|p + Ξ
(
k〈p, Jp〉)∣∣p = Ξ〈p, ξ〉|p (23)
since 〈p, Jp〉 = 0.
At a point p in S , letting α = ±λ represent the eigenvalue associated with p, one has
AΞ(p) = (k + α)( Jp)〈p, ξ〉 = k + α
α
Aξ (p). (24)
Hence at λ-points, AΞ(p) and Aξ (p) have the same sign; at μ-points, they have opposite signs. There-
fore, statement (24) implies that eλΞ = eλξ and hλΞ = hλξ ; meanwhile eμΞ = hμξ and hμΞ = eμξ . Combining
this with (22) yields the result in Lemma 3(ii). 
5. Further remarks
In this section, we present some consequences of the index formula proved in the previous section.
Speciﬁcally, we prove the main theorem of [3] as a corollary of our results, and we make some
comments about the index of certain Toeplitz operators.
5.1. Xavier’s index theorem
When n = 2, the main theorem of Section 4 is equivalent to Xavier’s index theorem. The primary
difference between the two theorems is a shift of eigenvalues. The theorem was stated in full above.
Proof. We will prove this result as a corollary of Theorem 1.
Recalling (4) and (5), one has that φ = f and ψ = 0. Apply these to the result of Theorem 1. After
some simpliﬁcation, one has
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(
∂2z f ,0
)= 2+ #{p ∈ Σλ(Λ2( f )): 4λ + 2∂rλ − ∂r f < 0}
− #{p ∈ Σλ(Λ2( f )): 4λ + 2∂rλ − ∂r f > 0}
= 2+ #{p ∈ Σμ(Λ2( f )): 4λ + 2∂rλ + ∂r f < 0}
− #{p ∈ Σμ(Λ2( f )): 4λ + 2∂rλ + ∂r f > 0}.
We need to restate the above in terms of Hess( f ) = Λ2( f ) + ( f /2)I . At any point p, the
eigenvectors of Hess( f ) are the same as the eigenvectors of Λ2( f ). The eigenvalues of Hess( f ) are
λ′ = λ+ ( f )/2 and μ′ = μ+ ( f )/2. In particular, λ′ > μ′ and thus Σλ(Hess( f )) = Σλ(Λ2( f )) and
Σμ(Hess( f )) = Σμ(Λ2( f )). Also we recall that μ = −λ. Thus, 4λ + 2∂rλ − ∂r f = 2λ − 2μ − ∂rμ′ =
2(λ′ − μ′ − ∂rμ′) and 4λ + 2∂rλ + ∂r f = 2λ − 2μ + ∂rλ′ = −2(μ′ − λ′ − ∂rλ′). 
5.2. Application to Toeplitz operators
In the following, L2(T) denotes the space of functions f :T → C which are square integrable and
H2 represents the Hardy space of square integrable functions, deﬁned by
H2 =
{
f ∈ L2(T):
2π∫
0
f
(
eiθ
)
einθdθ = 0 for all n > 0
}
.
Let P be the projection map from L2(T) onto its (closed) subspace H2.
Deﬁnition 3. For φ in L∞(T), the Toeplitz operator Tφ on H2 is deﬁned by
Tφ f = P (φ f )
for f in H2. Hence, Tφ sends functions in H2 to functions in H2.
Toeplitz operators have a rich theory in part owing to the fact that, under certain circumstances,
they are Fredholm operators. In this discussion, H , L(H ) and LC(H ) denote a Hilbert space, the
bounded linear operators on H and the compact operators on H respectively.
The subspace LC(H ) of compact linear operators on a Hilbert space has some interesting and
useful properties. If H is ﬁnite dimensional, LC(H ) = L(H ). Otherwise, LC(H ) is a minimal
two-sided ideal of L(H ). This allows us to discuss the quotient L(H )/LC(H ) and the natural
projection map
π :L(H ) → L(H )/LC(H ).
Recall the deﬁnitions of Fredholm operators and their indices.
Deﬁnition 4. (See [10, p. 113].) If H is a Hilbert space, then T in L(H ) is a Fredholm operator
if π(T ) is an invertible element of L(H )/LC(H ). The collection of Fredholm operators on H is
denoted by F(H ).
It is worth noting that if T is a Fredholm operator on the Hilbert space H , then both dimker T
and dimker T ∗ are ﬁnite.
Deﬁnition 5. (See [10, p. 115].) If H is a Hilbert space, the classical index j is the function deﬁned
from F(H ) to Z such that j(T ) = dimker T − dimker T ∗ .
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its index can be computed.
Theorem. (See [10, p. 165].) If φ is a continuous function on T, then the operator Tφ is a Fredholm operator if
and only if φ does not vanish and in this case j(Tφ), the classical index of the Fredholm operator Tφ , is equal
to minus the winding number with respect to the origin of the curve traced out by φ .
In fact, the winding number of the curve traced out by φ is precisely the index of the vector ﬁeld
represented by φ. In particular, Theorem 1 can be restated as follows.
Corollary 2. Let f ∈ Cn(U ,R) be Cn+1 near T with ∂nz f = 0 for all z = 0. Let λ μ denote the eigenvalues
of Ln( f ), so that λ > μ as long as z = 0. Let ζ = 4λ− 2∂rλ− Im(zn−2)(∂θφ + ∂rψ)−Re(zn−2)(∂rφ −
∂θψ). Assume that ζ is non-zero on Σλ . Then Σλ is ﬁnite and
− j(T∂nz f ) = n + #{p ∈ Σλ, ζ < 0} − #{p ∈ Σλ, ζ > 0}.
This formulation of a defect term for Loewner’s conjecture which employs Toeplitz operators is
intriguing in the sense that the Cauchy–Riemann operator plays two prominent roles. The holomor-
phicity that surrounds the notion of the Toeplitz operator is balanced against the obvious role of the
Cauchy–Riemann operator in the statement of Loewner’s conjecture. One hopes that this relationship
can be exploited to make further progress on this question.
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