In this paper, a new classification approach combining support vector machine with scatter search approach for hepatitis disease diagnosis is presented, called 3SVM. The scatter search approach is used to find near optimal values of SVM parameters and its kernel parameters. The hepatitis dataset is obtained from UCI. Experimental results and comparisons prove that the 3SVM gives better outcomes and has a competitive performance relative to other published methods found in literature, where the average accuracy rate obtained is 98.75%.
I. INTRODUCTION
The classification problem may be encountered in different domains, such as "disease diagnosis". Disease diagnosis usually depends on many symptoms and results of medical exams that demonstrate the presence or absence of the disease. Thus, disease diagnosis can be described as a classification problem.
Recently, many researchers try to propose new classification methods to improve or enhance the outcomes of existing methods. Several machine learning algorithms and data mining tools are employed; most studies are interested in proposing new methods that may be help in diseases diagnosis. The term hepatitis means an inflammation of the liver without determining a specific reason [28] , [6] . There are more than two viruses that cause hepatitis, the serious of them are Hepatitis B virus (HBV) and Hepatitis C virus (HCV), where about 600000 and more than 350000 people died every year from HBC and HCV, respectively according to WHO (World Health Organization) statistic, Also, Countries with high rate from (HCV) are Egypt (22%), Pakistan (4.8%) and China (3.2%) [1] . This study concentrates on hepatitis disease due to its wide spread diseases around the world, as well as proposing a new method that may help the diagnosis of this serious disease.
The suggested method 3SVM combined support vector machine with scatter search (SS) approach. The SVM algorithm is used due to the following advantages: SVMs one of the most powerful classifiers and is applied to many different domains like pattern recognition [5] , and bioinformatics [27] , in the case separable datasets SVMs can find the optimal separation hyperplane, SVMs have ability to deal with very high dimensional data " means handle the curse of dimensionality well" [33] , from computation perspective SVMs provide a fast training. Furthermore, SS methodology is employed due to its promising performance when applied with machine learning algorithms.
Hepatitis datasets used are obtained from UCI repository. The main difference with other methods published in literature is the usage of SS approach to find near optimal values of SVM parameters and its kernel parameters. All features of the datasets are used without applying any reduction techniques, using SVMs classifier, in addition, two types of experiments are conducted using 10-fold cross validation method and holdout method for datasets partitioning with three different rates (50-50%,70-30%,80-20%), for training and testing, respectively. The obtained results are very promising where the accuracy is 98.75% in case of 10-fold method, while 92.5%, 95.83% and 100% for the three partition methods, respectively.
The paper is organized as follows. Next section gives an overview about the methods that are found in literature. Section 3 gives a brief description about datasets. Section 4 describes the 3SVM steps in details. Section 5 reports numerical experiments and results. Finally, the conclusions and future work make up Section 6
II. RELATED WORK
This section summarizes some works that found in literature. Plot and Günes in [28] present a new method called FS-AIRS with fuzzy resource allocation for hepatitis diagnosis. The method relies on a hybrid method that uses Feature Selection (FS) and Artificial Immune Recognition System (AIRS) with fuzzy resource allocation mechanism. The obtained results are very promising when compared with more than 20 approaches proposed in literature, where the average accuracy rate is 92.59%. Authors in [14] suggest a new method for classifying medical data, where a hybrid model is proposed by combining a case-based data clustering method and a fuzzy decision tree. The model is tested by using breast cancer wisconsin (diagnosis) and liver disorders datasets from UCI, where the produced accuracy rate is 98.4%and 81.6%, respectively. Researchers conclude that the proposed method could help doctors to extract effective conclusions in medical diagnosis. In [16] , a new classification approach called FCS-ANTMINER is presented, where ant colony optimization is used to extract a set of fuzzy rules for diagnosis of diabetes disease; the accuracy rate is 84.24\%. Researchers in [7] present a new hybrid method called LFDA-SVM for hepatitis disease diagnosis; Local Fisher Discriminant Analysis (LFDA) and SVM are combined. The method employed LFDA for performing feature reduction to improve the performance of standard SVM algorithm. Datasets from UCI is used in testing, and the obtained accuracy rate is (96.77%) which is the best results when compared with other published approaches in literature. Also, a new intelligent method for hepatitis disease diagnosis called PCA-LSSVM, is suggested by [6] . The proposed method based on Principle Component Analysis (PCA) and Least Square SVM (LSSVM).The PCA is employed for feature extraction and reduction while LSSVM for classification, using Hepatitis datasets from UCI repository. The accuracy rate that produced is(95%). Furthermore, authors in [32] present a hybrid method based on SVM combined with Simulated Annealing (SA) for hepatitis disease diagnosis, also the method uses the same datasets which is used by previous studies in [7] , [6] . The obtained accuracy is (96.25%), which the best accuracy rate when compared with other methods. In recent study presented by [4] , the authors summarized the most works in the area of hepatitis disease diagnosis, and proposed a new method by employing Probabilistic Neural Network structure called PNN (10xFC), the results that obtained is 91.25%.
Classification results of the most previous methods may need to be enhanced or improve, especially when applied to critical applications, such as disease diagnosis. The diagnosis of some disease like hepatitis is very difficult task for a doctor, where doctor usually determines decision by comparing the current test results of patient with other one who has the same condition. All these reasons motivated for suggesting new methods to improve the outcomes of existing approaches, as well as to help a doctors and specialists to diagnose hepatitis diseases.
III. DESCRIPTION ABOUT DATASET
This study conducts experiments on hepatitis dataset, which is obtained from UCI machine learning repository. The dataset contains 155 instances distributed between two classes die with 32 instances and live with 123 instances. There are 19 features or attributes, 13 attributes are binary while 6 attributes with 6-8 discrete values. The goal of the dataset is to forecast the presence or absence of hepatitis virus. Table I lists [10, 35, 11, 19, 2] . The main problems that are encountered in SVMs are how to find near optimal values for its parameters and select a SVMs kernel as well as tuning its parameter. The parameters that should be optimized are the complexity parameter C, epsilon ε and tolerance t and the kernel function parameters, such as γ for Gaussian kernel. The parameter C determines the trade-off between the fitting error minimization and model complexity [37, 29, 9, 24] , where a bad choice of C leads to an imbalance between model complexity minimization and empirical risk minimization. The last two parameters ε, where its value indicates the error expectation in the classification process of the sample data, and it impacts the number of support vectors generated by the classifier [24] , while t, is the tolerance parameter. In 3SVM the solution for finding the near optimal values of SVMs parameters and its kernel is represented as vector with dimensions equal to the number of trial solutions as in equation 1.
X= [P 1 , P 2 ,P 3 , P 4 ] 
Where P 1 σis kernel parameter in range [0.0001, 33], while others are SVM parameters P 2 C is Complexity and its range [0.1, 35000], P 3 ε is epsilon [0.00001, 0.0001] and P 4 t tolerance [0, 0.5]. These chosen values are based on the common settings in the literature [12, 36, 8] . As known, the classification process is divided into two phases: model building and model testing. In first phase, a learning algorithm runs over datasets to develop a model that could be employed in estimating an output. The aim of the model is to describe the relationship between the class and the predictor [15, 20, 13, 30] . The quality of the produced model is assessed in the model testing phase. Usually, accuracy measure is used for assessing the performance of the most classification methods, where it is calculated as in equation 2.
Accuracy=

 
where, TP (True Positive) is the positive cases that are classified correctly as positive, TN (True Negative ) is the negative cases that are classified correctly as Negative, while, FP (False Positive) are cases with negative class classified as positive, and FN ( False Negative) is the cases with positive class classified as negative [19, 21, 31] . Thus, the accuracy rate is used in this method to measure the quality of generated solutions, which is called the fittness function (fit). Furthermore, there are other performance measures employed, such as sensitivity. Sensitivity is the proportion of the cases with positive class that are classified as positive (true positive rate, expressed as a percentage); specificity is the proportion of cases with negative rate class, classified as negative (true negative rate, expressed as a percentage). Sensitivity and www.ijacsa.thesai.org specificity reflect how well the classifier discriminates between case with positive and with negative class [19, 21] . They are calculated as in 3 and 4 equations as below:
To use SVM classifier all features of the datasets must be set in real number format. Therefore, the nominal features are converted into numerical data. After that, data normalization using equation 5 is performed. In order to prevent feature values in greater numeric ranges from dominating and to avoid numerical difficulties during the calculation. In addition, two methods are used in splitting dataset for training and testing phase. In first method is k-fold Cross Validation (CV), which is a popular strategy to estimate the performance of the classification methods, as well as to avoid trap in over-fitting problem, where the training sample is independent from the testing sample [3, 19, 2] . In k-fold CV the k value is usually set to 10. Therefore, the datasets are split into 10 parts. Nine data parts are applied in the training process, while the remaining one is utilized in the testing process. The program is run 10 times to enable each slice of data to take a turn as testing data. The accuracy rate for training process and testing process is calculated by summing the individual accuracy rates and error rates for each time of run, and then divided by 10. The second method is holdout. The datasets are split into two parts: one for training and the second for testing with various rates 50% -50%, 70% -30%, 80% -20%, respectively. The major aim from using two methods for dataset split is evaluate the applicability of the method from more than one perspective.
X Normalization =   d) Applying Scatter Search Methodology
Scatter Search (SS) is one of meta-heuristics approaches classified as population-based algorithm, which is first suggested by F. Glover in the 1970's [18] , due to his results in 1960's [17] . SS has more flexible framework than the other Evolutionary algorithms and uses a memory-type diversification procedure for more efficient globally search [22] . In addition, Glover in 1998 [26, 22] published the SS template, which presents an algorithmic description of the SS method. In addition, the SS is a promising meta-heuristic technique and has been applied to many different applications successfully. Some of these applications may be found in [22] . Furthermore, there are some studies that applied SS to machine learning algorithms as in [34] , Authors suggest a hybrid procedure combining neural networks, and scatter searches to optimize the continuous parameter design of back-propagation neural network. Another method is suggested by [25] which constructed three scatter search-based algorithms to solve the feature-selection problem. In the area of parameter setting, a few works are done using SS. Lin et al. in [23] suggest an approach to determine the parameters and feature selection for C4.5 algorithm by employing SS meta-heuristics strategy. In [8] , researchers propose a method to enhance the classification accuracy by using SS approach to determine the parameters of three machine learning algorithms and performing feature selection for these algorithms. The SS depends on five steps which are: Diversification Generation Method, An improvement Method, Reference Set Method, Subset Generation Method and Solution Combination.
1)-Diversification Generation Method:
After the preprocessing phase, the first method of scatter search is invoked in which a set of random solutions (value for parameters) are generated, based on the upper and, lower bound of every parameters defined in first section, and according to equation 6, the number of generated solutions is 30.
Sol x = LWB[i] +(UPB[i] -LWB[i]) ×Rnd 
where the LWB[i]: is the Lower Bound of the parameter number i, UPB: is the Upper Bound of the parameter number i and Rnd: is a random value in (0,1). After that, the model is training and testing using all solutions that are generated. After that, the initial Reference Set (RefSet) is develop by selecting the b solutions that produce the best accuracy rate b=5. After that, the subset generation, solution combination and Refset update steps, as described below, are repeated until one of the termination conditions is satisfied. This paper defines three termination conditions and if any condition of them is satisfied the process will be stopped. The conditions are: -First Condition: When the accuracy rate gets up to 100% for at least one solution.
-Second Condition: When I_max >= 75 , where I_max is the maximum iteration.
-Third Condition: When OldRefset= NewRefSet this means that no update is achieved.
2)-Subset Generation Method:
This method depends on or operates on the RefSet to generate all pairs of solutions, where the maximum number of subsets is (b 2 -b)/2. Means that 10 subsets are generated each subset is pair of solutions.
3)-Solution Combination Method:
In this method, a number of new solutions are generated from each subset of parents P 1 and P 2 as follows:
Where r 1 , r 2 and r 3 are random numbers in (0,1). From this method, there are 30 new solutions are generated these solution will be used for training and testing the model. After that, solutions are put in pool together with solutions in the Refset in order from the best one to worst.
4)-Solution Combination Method:
In this method, the Refset is updated to has the best b 1 = 4 solutions from the pool and the b 2 =1 diverse solutions, where b 1 + b 2 = b. Diverse solution is selected, which depends on calculating the Euclidean distance for each solution in the Refset and solutions in the pool. The b 2 solution with the maximum distance is selected as diverse one.
V. NUMERICAL EXPERIMENTS
The 3SVM approach is implemented on PC with Core2Due 2.93 Ghz CPU, 2GB of RAM, and windows XP Professional OS. Visual Studio 2008-Visual C# and Accord.net framework are used in development.
A. Results and Discussion
The 3SVM approach performs two types of experiments: first one: uses k-fold cross validation method for splitting the dataset, and the second holdout method is used. Tables II and III list results of experiments, which are produce by using two different range for parameter C as in tables. Table II contains first row accuracy rate for testing (ACC.TS), and the remainder rows contained standard deviation for accuracy of testing (STDEV.TS), accuracy rate for training (ACC. TR), rate for training (ERR.TR), standard deviation for error rate of training phase (STDEV.Err.TR), sensitivity and specificity. While Table III contains in the first row the number of generation when the best is obtained (No.Gen.Best Sol.Obt.) and the rest of the rows contain the number of hitting the best solution (No.Hit.Best Sol.) and fitness function evaluation times (Fitness Fun.Eval). These factors reflect some performance aspects of the 3SVM method. All obtained results are very promising for various methods of experiments. The obtained accuracies are 98.75%, 93.75%, 91.66% and 87.5% for first range and 98.75%, 100%, 95.83% and 92.5% for the second range. The best results appear when using second range [0.1, 35000] for different methods of splitting dataset. In addition, figure 2 displays the accuracy rate for training data and testing data of various methods for splitting dataset. The differences between the accuracy rate for training and testing are reasonable for all splitting methods. This proves that the 3SVM method does not suffer from over-fitting and underfitting problems, according to the fact that there is no large difference between the training and testing accuracy [23, 8] . Furthermore, the classification outcomes of 3SVM approach are compared with results of other published approaches. Table  IV lists comparisons of 30 methods proposed in literature as listed in [6] , [7] , [23] and [4] . From comparisons, the 3SVM gives the better results than other methods proposed in literature, where the 3SVM enhances the performance of classification and the accuracy rate increases with 2.5%, 1.98% and 7.5% from the recently published methods [32] , [7] and [4] . In addition, there are some major differences with other approaches in literature like some methods perform feature reduction, as well as using different training algorithms like neural network, using different implementation environments and different tools for SVM implementation. Finally, one may conclude that obtained results by 3SVM method is encouraged and gives the best performance when compared with methods that are published recently, [4] , [6] , [7] and [32] , as summarized in Table IV . In addition, the experimental results prove the efficiency of scatter search method for tuning SVM parameters. Therefore, the 3SVM method may be successfully employed to help doctors or specialists in diagnosis of hepatitis disease, providing them with some hints or indication that may help in making decision for disease diagnosis. 
VI. CONCLUSIONS AND FUTURE WORK
This paper proposed a new method 3SVM, for hepatitis virus diagnosis, which combined SVM with scatter search. Experiments proved that 3SVM has very promising performance in classifying the living liver from the dead one, with accuracy rate 98.75%. Also, experiments demonstrated that the SS was a practical approach for tuning parameters of SVM and its kernel parameters. A comparison of the obtained results with other published approaches found in literature demonstrated that the 3SVM given better results than others. However, the 3SVM method may be successfully used to help diagnosis of hepatitis disease. In future, the performance of the proposed method may be enhanced by performing feature reduction. In addition, more features will be added to existing datasets to enhance 3SVM to be able to forecast the treatment procedures according to the level of disease. Moreover, 3SVM will be applied to multiclass problems.
