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Ultrasound imaging has been used extensively because of its benign nature and relatively
low cost implementation. The most common approach for forming an image is Brightness Mode
(B-Mode), which uses an array with dynamic focusing. Focus is performed through Phase
Shifters that are bulky and complicated components which increases the device cost.
This research describes a new method to form an Ultrasound image, without relying on
phase shifting. The proposed method offers a lower cost solution compared to the B-Mode
systems and overcomes some of their inherent limitations.
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CHAPTER 1

Introduction
Ultrasonic imaging has been widely used as a safe, accurate, and low-cost diagnosis
technique. Being of acoustic nature, ultrasound waves range from frequencies above the human
hearing range (i.e. 20 KHz) to several hundreds of MHz. In this chapter we present an overview
of the basics of ultrasound wave propagation, generation, and scattering from the literature. This
provides an understanding of the ultrasound imaging underlying physics.
1.1 Ultrasound wave propagation
The wave propagates by changing the pressure and vibrating the molecules in a medium and,
therefore, we have to study the air/medium pressure. This derivation follows [1] and [2]. The
pressure and speed of a medium follow the relationship:

−

𝜕𝑝
𝜕𝑢
𝜕𝑢
= 𝜌( +𝑢 )
𝜕𝑧
𝜕𝑡
𝜕𝑧

(1)

where 𝑝 and 𝑢 denote the pressure and speed, and 𝑧 and 𝑡 are the propagation direction and time,
respectively.
By applying the conservation of mass principle and incorporating the coefficient 𝐾 which
quantifies the compressibility under a pressure field, assuming no heat conduction or conversion
exists, we can write
𝜕𝑝 1 𝜕𝑢
+
=0
𝜕𝑡 𝐾 𝜕𝑧

1

(2)

By taking partially derivatives the wave equation for acoustic wave is obtained.
𝜕 2𝑝
𝜕 2𝑝
− ρ0 𝐾 2 = 0.
𝜕𝑧 2
𝜕𝑡

(3)

This is a Helmholtz equation similar to the equation governing electromagnetic waves [3] and has
similar solutions. It should be noted that the spatial differentiation is in fact the Laplacian operator
∇2 which has been simplified into a single dimension derivative under the assumption that wave
is propagating in this direction. A more general form of wave propagation that has been given in
many prior works [2, 4, 5] which is applicable to the case where the media is nonhomogeneous is

∇2 𝑝 − 𝜌0 𝐾

𝜕 2𝑝 1
= ∇𝜌. ∇𝑝.
𝜕𝑡 2 𝜌

(4)

Here ρ0 is the average medium density that undergoes a perturbation due to the pressure field
which the “. ” operation represents the vector inner product operation. 𝜌 denotes the medium
density as a function of time and location. The right hand of this equation falls to zero in
homogenous media and it can be simplified to Equation (3).
The solution to the wave propagation equation in a homogenous media assuming that the wave is
propagating along 𝑧 axis is
𝑝 = 𝑝+ 𝑐𝑜𝑠(ω𝑡 − 𝑘𝑧 + ϕ+ ) + 𝑝− 𝑐𝑜𝑠(ω𝑡 + 𝑘𝑧 + ϕ− )

(5)

which consists of two responses that are propagating in opposite directions. By plugging this
solution into Equation (4) it can be seen that the constant 𝑘 is determined by the properties of
material (𝐾,ρ, and 𝜌0 ) and the wave frequency ω according to Equation (3).
And so
𝑘 2 = 𝐾ρω2

2

(6)

where the parameter 𝑘 is closely related to the wavelength, as it can be readily seen, and 𝑘 =

2π
λ

.

Similarly wave speed can be calculated to be

𝑐=

1
√(ρ0 𝐾)

.

(7)

Interestingly, almost all our knowledge from electromagnetic waves and concepts such as
impedance and reflections can be translated into their acoustic counterparts and provide more
intuition for us as electrical engineers who design such systems.
1.2 Acoustic wave transducers
Section 1.1 provides the fundamental physics of wave propagation in a medium,
presumably far from its generation source. In this section we want to turn our attention towards
the transducer that is emitting the pressure field.
There have been many efforts for calculating the emitted field (and similarly the received
pressure) of an acoustic transducer. These methods fall into three categories [6] based on their
adopted approaches: Rayleigh, King, and Schoch. The early approaches were limited to the
transducers having a uniform velocity distribution, which simplified the dual integrals present in
general equations [7]. Later, Jensen and Svendsen in [5] proposed a method for rapidly simulating
the emitted waves from a source with any apodization and geometry. Jensen has developed the
FIELD II software based on this research that has been used as the main simulation tool in our
work. Here we will overview the calculation methodology used in this software as described in
[5].
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Figure 1. An arbitrarily shaped transducer in the coordinates system.

We denote the pointer to the field point ⃗⃗⃗
𝑟1 and the pointer to a point on the transducer surface ⃗⃗⃗
𝑟2 ,
as shown in Figure 1. By defining the velocity potential, ψ, that satisfies

𝑝 = ρ0

𝜕ψ
𝜕𝑡
(8)

and
𝑣 = −∇ψ .
The wave equation can be written as [8, 9]

∇2 𝜓 − 𝜌0 𝐾

𝜕 2𝜓
=0.
𝜕𝑡 2

(9)

The solution to this equation has been presented using Green’s function

𝑡

ψ(𝑟⃗⃗⃗1 , 𝑡) = ∫ ∫ 𝑣(𝑟⃗⃗⃗2 , 𝑡 ′ )
𝑆 0

|𝑟⃗⃗⃗2 − ⃗⃗⃗
𝑟1 |
𝑐0 ) ′ 2
𝑑𝑡 𝑑 ⃗⃗⃗
𝑟2 .
4π|𝑟⃗⃗⃗2 − ⃗⃗⃗
𝑟1 |

δ (𝑡 − 𝑡 ′ −

4

(10)

where 𝑣(𝑟⃗⃗⃗2 , 𝑡) is the velocity at each point of transducer and each time instance. It is noteworthy
that Equation (10), in essence, is summing up the emitted waves from each point of the transducer
at the point of interest.
Assuming the velocity can be decomposed into a time dependent term and a spatial
component such that 𝑣(𝑟⃗⃗⃗2 , 𝑡) = 𝑣𝑒 (𝑡)𝑎(𝑟⃗⃗⃗2 ), Equation (10) can be written as the convolution in the
time domain
Ψ(𝑟⃗⃗⃗1 , 𝑡) = 𝑣(𝑟⃗⃗⃗2 , 𝑡 ′ ) ∗ ℎ𝑎 (𝑟⃗⃗⃗1 , ⃗⃗⃗
𝑟2 , 𝑡)

(11)

where ℎ𝑎 (𝑟⃗⃗⃗1 , 𝑡) is the spatial impulse response and
|𝑟⃗⃗⃗2 − ⃗⃗⃗
𝑟1 |
𝑐0 ) 2
𝑑 ⃗⃗⃗
𝑟2 .
4𝜋|𝑟⃗⃗⃗2 − ⃗⃗⃗
𝑟1 |

δ (𝑡 − 𝑡 ′ −
ℎ𝑎 (𝑟⃗⃗⃗1 , 𝑡) = ∫ 𝑎(𝑟⃗⃗⃗2 )
𝑆

(12)

Unlike regular impulse response, spatial impulse response is a function of spatial location and
time. In simple words, it identifies how a velocity impulse from the transducer is felt at a certain
location ⃗⃗⃗
𝑟1 and how this response changes over time 𝑡.
As can be seen by performing the above integrations for all points on the transducer the
resulting field for any points could be obtained. However, this is a cumbersome operation and
needs large scale computational resources. The method in Field II divides the transducer into
several squares or rectangles and calculates the field due to each of those rectangular shapes, rather
than treat them as a point source. This allows it to severely reduce the number of needed elements
to characterize the field due to an arbitrarily shaped transducer without sacrificing precision.
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1.3 Scattering Field Calculation
The next interesting question regarding acoustic waves is that how they get reflected in a
nonhomogeneous environment, as this is the property relied on to perform imaging. In [2] and [4]
proposed solutions to this problem as presented. As the homogeneity assumption does not hold
anymore, we have to use Equation (4) as the wave propagation model. For practical pressure levels
the changes in wave speed and density due to pressure field is very small compared their mean
value, and therefore, can be viewed as small perturbations. By applying this we can simplify
Equation (4) to
𝜕 2𝑝
Δ𝑐 𝜕 2 𝑝 1
∇ 𝑝 − 𝜌0 𝐾 2 ≈ −2 3 × 2 + ∇(∆𝜌). ∇𝑝
𝜕𝑡
𝑐0
𝜕𝑡
𝜌0
2

(13)

where Δ𝑐 and Δρ are small perturbations to the average wave speed 𝑐0 and material density ρ0 ,
respectively. The proof for Equation (13) is given in [2]. Employing the Green’s function we can
calculate the scattered field from Equation (13). Under reasonable conditions that are almost
always met in all practical systems 𝑝(𝑟⃗⃗⃗1 , 𝑡) can be expressed in terms of the incident field 𝑝𝑖 and
the scatterer characteristics as

1
∇𝜌 . ∇𝑝𝑖 (𝑟⃗⃗⃗2 , 𝑡′)
𝑡′ 𝜌

|𝑟⃗⃗⃗2 − ⃗⃗⃗
𝑟1 |
𝑐0 ) ′ 3
𝑑𝑡 𝑑 ⃗⃗⃗
𝑟2 ≈
4π|𝑟⃗⃗⃗2 − ⃗⃗⃗
𝑟1 |

δ (𝑡 − 𝑡 ′ −

𝑝(𝑟⃗⃗⃗1 , 𝑡) = ∫ ∫
𝑉

|𝑟⃗⃗⃗ − ⃗⃗⃗
𝑟|
δ (𝑡 − 𝑡 ′ − 2 𝑐 1 )
Δ𝑐 𝜕 2 𝑝 1
0
∫ ∫ [−2 3 × 2 + ∇𝜌. ∇𝑝𝑖 (𝑟⃗⃗⃗2 , 𝑡′)]
𝑑𝑡 ′ 𝑑2 ⃗⃗⃗
𝑟2 .
|
𝑐
𝜕𝑡
𝜌
4π|𝑟
⃗⃗⃗
−
𝑟
⃗⃗⃗
′
0
0
2
1
𝑉 𝑡

(14)

Looking closely, it can be seen that Equation (14) is integrating the reflection contribution that
happen because of the inhomogeneity of the scatterer due to the transmitted pressure field.
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CHAPTER 2

Overview of Ultrasonic Imaging Systems
This chapter gives an overview of various ultrasound imaging methodologies. Medical
application of ultrasound dates back to 1928 and, its modern usages, range from diagnosis to
therapy [10]. Therapeutic ultrasound became widespread in 1950 [11]. The diagnostic application
uses these waves to analyze living organs and cells and forms their image. Various types of
imaging are performed by transmitting a detection signal (usually a broadband pulse) and
collecting the reflected waves. Ultrasonic impedance mismatch (tissue boundaries) cause these
reflections and their corresponding location obtained based on the arrival times of received waves.
Ultrasound imaging has been favored for its non-invasive nature and relatively low-cost
implementation [12]. These imaging systems can be categorized based on their operation into
several groups. The remainder of this chapter discusses these methods and applications.
2.1 A-Mode
A one-dimensional approach, this method records the pulse echo field along a single line
[13]. A simple A-mode system is shown in Figure 2.

Figure 2. An A-mode ultrasonic imaging system.
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The transmitted pulse creates two sets of reflections that are sensed by the receiver,
typically the transducer itself. Such a system has been simulated and the received waveform is
shown in Figure 3. Each cluster corresponds to one of the objects and are separated in time by the
distance between the two objects and the additional time for the transmitted pulse to get to the
second object and the echo field to be reflected from it. A-mode imaging has been used for sinusitis
diagnosis [14] and it has comparable performance for maxillary sinus infection diagnosis to
Computed Tomography (CT) [15]. Its compact implementation with a single transducer has made
it suitable for applications with size or weight limitations such as wearable devices [16, 17]. Also
it has been employed in ophthalmology.

Figure 3. Received echo pulse field for an A-mode system with two objects located 30 mm apart.
Excitation is a single 3 MHz sinusoidal pulse.

It can be readily seen that A-mode is sensitive to alignment between the objects it wants to
capture and its transducer.
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2.2 B-Mode
This method, which is the most common ultrasound technique, forms a 2-D image [18]. Its
name is short for Brightness-Mode because the image is formed by depicting the intensity of
reflected wave envelope on a screen [19]. It can be viewed as an A-mode being repeated multiple
times to form the two-dimensional image. It has been implemented in many ways. A mechanical
approach to sweep across a region is reported in [20, 21, 22]. In this method a single transducer
was used with mechanical arms to tilt it to cover the Region of Interest (ROI). With introduction
of array transducers, arrays were used to eliminate the need for slow mechanical equipment,
especially when a real time image is desired such as cardiography [23].

Figure 4. B-mode imaging using an array.

The array used in [23] is an unfocused array without any phase shifting. Such structure
imposes several trade-offs between array design parameters. Closely spaced elements (with a
distance of less than the wavelength, λ) are desirable to prevent grating lobes [24], while the total
array length determines the main lobe width, and to increase it the number of elements have to be
9

increased. An array used for B-mode imaging is shown in Figure 4. Usually several neighboring
cells are turned on simultaneously, as are shown by red cells in Figure 4, to have a wider effective
array and extend the near field region [1].
Phased arrays were able to decouple these trade-offs by forming a focused beam at a cost
of electrical complicity [23]. More intuition into a phased array operation can be obtained by
simple two element system is shown in Figure 5.

Figure 5. Simple two element phase array.

For simplicity we assume the point of interest to be exactly on top of one of the elements.
We can see, assuming the point distance is much bigger than elements spacing

𝑟1 = √(𝑟22 + 𝑑 2 ) ≈ 𝑟2 (1 +

𝑑2
𝑑2
) = 𝑟2 +
.
2𝑟2
2𝑟22

(15)

This implies the travel time for the pulse transmitted from the first element is longer than that for
the second element by
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𝑟1 − 𝑟2
𝑑2
Δ𝑡 =
=
𝑐
2𝑟2 𝑐

(16)

where 𝑐 is the wave propagation speed. Therefore, by ensuring 𝑡1 = 𝑡2 + Δ𝑡 in Figure 5 then two
pulses will arrive simultaneously at the point of interest and will add constructively upon their
arrival at the particular point of focus. However, for other points, as their arrival times vary they
will not add on. This is the basic notion for beam forming with phased array. It is noteworthy that
the constructive addition of the amplitudes at the focus point lead to a higher value compared to
the other points (a narrower beam) as the number of elements increases. Although this discussion
was limited to the transmit case, the receiver follows the same principles due to reciprocity.
As it is readily seen, they need completely independent transmit and receive paths with
dedicated blocks to delay the signals, which is the reason for their sophistication and excessive
cost. With the ability to steer the beam, the width of the captured image is no longer determined
by array physical length [1] and the arrays can be made smaller. Also generating narrower beams
increases the image resolution [25].
2.3 C-Mode
Constant depth or C-mode imaging is essentially different compared to the two discussed
types of ultrasonic imaging systems. In this method instead of forming the image by reflection
from tissue boundaries, it is formed by the portion of transmission signal that passes through the
tissue.
As Figure 6 depicts, in this method transmitter and receiver are placed on different sides of
the object that will be imaged and the portion of the wave that passes through it is recorded by RX.
In this method two main sets of information can be obtained. First, the total attenuation in the
signal path through the object. Second, ultrasound speed in the object [1, 26].
11

Figure 6. A simple C-mode imaging system.

C-mode scan uses the same methodology as X-ray Computerized Tomography since the
forming physics are very similar [27]. The acoustical properties of the object is calculated usually
by linearizing the Helmholtz equation along the path. Greenleaf in [28] presents a detailed
overview on the common methods and the effect of non-idealities on their effectiveness. Most of
the time a C-scan involves mechanically changing the position of TX and RX elements to achieve
a complete scan of ROI.
2.4 Other ultrasonic imaging systems
Aside from three discussed method there are several other systems that utilize ultrasound
waves. M-mode or motion mode images are taken to study movements of organs such as heart
[29]. It is performed by taking a brightness mode image along a single dimension. Ultrasonic
flowmeters have been extensively implemented and used [30]. These systems rely on Doppler
effect to detect the velocity of blood.
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CHAPTER 3

Proposed Methodology
In this chapter our proposed method for ultrasonic imaging will be discussed.
3.1 Unfocused array
In the imaging methods discussed in CHAPTER 2 images were taken along a single
dimension (multiple one-dimension images were taken for B-mode). The underlying reason for
employing such methods is the way each point of the received wave is mapped to a physical
location in the object from which we are taking an image. This mapping is done using only the
arrival time information of the signals, as it is mentioned in Section A-Mode2.1. Therefore, if the
transmitted signal travels to two points that have equal distances from the transmitter/receiver, the
received reflected wave will be the summation of reflection from each of those points and cannot
be uniquely decomposed into the contribution from each of the points as shown in Figure 7.

Figure 7. Two equal distance objects in far field of an unfocused array.

The effort to use a linear array in near field (before beam divergence occurs) or employing
a phased array system is to prevent the transmit/receive signals being collected from two such
points at a single time instance. But as we discussed in CHAPTER 2, a linear array without phase
13

shifting suffers from several severe trade-offs in its size, resolution, and array elements. A phased
array can overcome some of these drawbacks at a price of complexity and overall system cost. Our
proposed method will offer a solution to decouple these challenges.
3.2 Proposed method
Assuming a far field system where the TX/RX are very small compared to the distance
from them, 𝑟𝑐𝑖𝑟𝑐 . As the flight time for the signal from TX to each point on the circle is equal, the
pressure wave reflection from scatterers on this circle will arrive at the receiver at the same time.
By dividing the circle into 𝑁 points and attributing a reflection coefficient to each of them 𝑆𝑖 as
shown in Figure 8, we can write
𝑟 = 𝑆1 𝑃1 + 𝑆2 𝑃2 + ⋯ + 𝑆𝑁−1 𝑃𝑁−1 + 𝑆𝑁 𝑃𝑁

(17)

where 𝑃𝑖 is the acoustic pressure at each point on the circle and received signal is measured
seconds after pressure measurements.

Figure 8. Single element in far field.
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𝑟𝑐𝑖𝑟𝑐
𝑐

The pressure field at each point can be easily calculated using the method discussed in Section 1.2
through Equations (10), (11), and (12). However, Equation (17) cannot be solved to find
𝑆1 , 𝑆2 , … , 𝑆𝑁 , by transmitting a pulse in the configuration of Figure 8 and receiving the reflections,
because the number of equations is less than the number of unknowns. However, if this experiment
can be repeated multiple times and we can generate a new pressure pattern on the circle each time,
we will be able to find a solution to the system of equations
𝑟1 = 𝑆1 𝑃1,1 + 𝑆2 𝑃2,1 + ⋯ + 𝑆𝑁−1 𝑃𝑁−1,1 + 𝑆𝑁 𝑃𝑁,1
𝑟2 = 𝑆1 𝑃1,2 + 𝑆2 𝑃2,2 + ⋯ + 𝑆𝑁−1 𝑃𝑁−1,2 + 𝑆𝑁 𝑃𝑁,2
(18)
…
𝑟𝑀 = 𝑆1 𝑃1,𝑀 + 𝑆2 𝑃2,𝑀 + ⋯ + 𝑆𝑁−1 𝑃𝑁−1,𝑀 + 𝑆𝑁 𝑃𝑁,𝑀
where 𝑀 is the number of experiment repetitions. By having 𝑀 > 𝑁 , the system of equations in
Equation (18) is overdetermined and can be solved to find scattering coefficients 𝑆𝑖 for 1 ≤ 𝑖 ≤
𝑁.
3.2.1 Generating independent patterns on the circle
The possibility of employing methodology discussed earlier relies on our ability to generate
an arbitrary number of independent pressure profiles in the far field. It is obvious that a single
element is not capable of doing this task and using an array is inevitable.
In order to understand the required mechanism to generate various profiles on this circle,
we have to calculate a general expression for the pressure on a circular path from an array. Many
sources including [1, 24, 31] have solved this problem using similar approaches based on the
material developed in Section 1.2. We will use the same approach here.
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Assume an array with 𝑁𝑎 elements that have a spacing of 𝑑. These elements are assumed
to be point sources and have very small width for simplicity. The overall array length is much
smaller than the circle radius (i.e. (𝑁𝑎 − 1)𝑑 ≪ 𝑟). More general cases can be found in [1, 24, 31].
Each element is having its own pressure field 𝑔𝑖 (𝑡) = 𝑎𝑖 𝑒 𝑗𝜔𝑡 . Here 𝑎𝑖 denote the amplitude of the
transmitted signal from each TX element. It must be noted this expression is not entirely correct
for our case, as we do not employ a continuous wave sinusoid but rather a short duration sinusoidal
pulse. However, the continuous wave expression eases the mathematical analysis significantly and
can be used to gain better understanding for the case where pulses are transmitted.
The described configuration is depicted in Figure 9. The reader should pay attention that
the scales in this figure are not realistic. The circle radius in far field operation must be much
bigger than the total array aperture.

Figure 9. Array pressure calculation on circle.

The acoustic pressure field contribution of the element 𝑖 of the array at our point of interest is
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𝑝𝑖 =

𝜌0 𝜔𝑎𝑖 𝑗𝜔(𝑡−𝑟𝑖 )
𝑐 .
𝑒
4𝜋𝑟𝑖

(19)

The pressure field on each point on the circle can be calculated by summing the contributions from
each of the elements. Without loss of generality we assume 𝑁𝑎 is even and the elements are
numbered from 𝑖 = −

𝑁𝑎
2

to 𝑖 =

𝑁𝑎
2

on as

𝑁𝑎
2

𝑃𝑒𝑓𝑓

𝑁
𝑖= 𝑎
2

𝑗𝜔𝑟𝑖

𝜌0 𝜔𝑎𝑖 𝑗𝜔(𝑡−𝑟𝑖 ) 𝜌0 𝜔 𝑗𝜔𝑡
𝑒− 𝑐
𝑐 =
= ∑
𝑒
𝑒
∑ 𝑎𝑖
4𝜋𝑟𝑖
4𝜋
𝑟𝑖
𝑁
𝑖=− 𝑎
2

.

(20)

𝑁
𝑖=− 𝑎
2

With the far field assumption, it can be seen that

𝑟𝑖 ≈ 𝑟 −

(2𝑖 − 1)𝑑
cosθ .
2

(21)

With this approximation, the denominator in Equation (20) can be approximated with 𝑟, reducing
Equation (20) to
𝑁
𝑖= 𝑎
2

𝑃𝑒𝑓𝑓

𝑗𝜔(𝑟−
𝜌0 𝜔 𝑗𝜔𝑡
=
𝑒
∑ 𝑎𝑖 𝑒 −
4𝜋𝑟
𝑁

(2𝑖−1)𝑑
cos 𝜃)
2
𝑐

𝑖=− 𝑎
2

(22)
𝑁
𝑖= 𝑎
2

=

𝑑
𝜌0 𝜔 𝑗𝜔(𝑡−𝑟− 𝑑 cos 𝜃)
𝑐 2𝑐
𝑒
∑ 𝑎𝑖 𝑒 𝑗𝜔𝑖 𝑐 cos 𝜃 .
4𝜋𝑟
𝑁
𝑖=− 𝑎
2

It is interesting to note the similarities between the summation and the Fourier transform of the
digital signal 𝑥[𝑛] = 𝑎1 𝛿 [𝑛 +
𝑑

𝜔′ = 𝜔 𝑐 cos 𝜃 =

2𝜋𝑑
𝜆

𝑁𝑎
2

] + ⋯ 𝑎𝑁𝑎 𝛿[𝑛 −

𝑁𝑎
2

], where the Fourier variable is defined as

cos 𝜃. The first term in Equation (22) is a constant scaling factor which is

an angle dependent phase shift and does not affect the amplitude.
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Equation (22) suggests different sets of 𝑎𝑖 s in each experiment results in different pressure profile.
If the experiment has been done two times, one time with the amplitude sets of {𝑎𝑖 , −
and the second time with {𝑎𝑖′ , −

𝑁𝑎
2

≤𝑖≤

𝑁𝑎
2

𝑁𝑎
2

≤𝑖≤

𝑁𝑎
2

}

}. The resulting pressure profiles (𝑃𝑒𝑓𝑓 , 𝑃𝑒𝑓𝑓 ′) will not

be linearly independent if for all 𝜃 values the pressures are linearly related. This will happen if and
only if the vectors (𝑎−𝑁𝑎 , … , 𝑎𝑁𝑎 ) and (𝑎′−𝑁𝑎 , … , 𝑎′𝑁𝑎 ) are linearly dependent. Therefore, by using
2

2

2

2

random numbers as amplitudes for each experiment we will be able to obtain linearly independent
equations with high probability.
By forming the various equations of Equation (18) in matrix form we see that

𝑟1
𝑃1,1
𝑟2
( ⋮ )=( ⋮
𝑃𝑀,1
𝑟𝑀

⋯
⋱
⋯

𝑆1
𝑃𝑁,1
𝑆2
⋮ )( )
⋮
𝑃𝑀,𝑁
𝑆𝑀

(23)

which has dimensions
𝑟𝑀×1 = 𝑃𝑀×𝑁 × 𝑆𝑀×1

(24)

The rank of the pressure matrix 𝑃𝑀×𝑁 is a measure of independence of these equations. However,
because 𝑎𝑖 s are always a real number, 𝑃𝑒𝑓𝑓 , which is their Fourier transform, will always be an
𝜋

even function of cos 𝜃 and symmetric around 𝜃 = 2 . This is problematic since we will not be able
to differentiate form the scatterers located at 𝜃 ′ and 𝜋 − 𝜃′ . This implies that we have to
incorporate imaginary coefficients to mitigate this matter. But it should be noted that the imaginary
parts, which are implemented as phase shifts or delays, do not need to be as sophisticated as the
ones used in a phased array. We will discuss this more in Section 3.3.
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Another point that needs to be paid attention to is that 𝑎𝑖 s must have a zero mean. The
reason is that: if we denote the 𝑎𝑖 average by 𝜇𝑎 the Equation (22) can be rearranged into

𝑃𝑒𝑓𝑓 =

𝜌0 𝜔 𝑗𝜔(𝑡−𝑟− 𝑑 cos 𝜃)
𝑐 2𝑐
𝑒
4𝜋𝑟

𝑁
𝑖= 𝑎
2

𝑑

𝑁
𝑖= 𝑎
2

𝑑

∑ (𝑎𝑖 − 𝜇𝑎 )𝑒 𝑗𝜔𝑖 𝑐 cos 𝜃 + ∑ 𝜇𝑎 𝑒 𝑗𝜔𝑖 𝑐 cos 𝜃
𝑁𝑎

𝑁
𝑖=− 𝑎
2

[𝑖=− 2

]

𝑁
𝑖= 𝑎
2

=

𝑑
𝜌0 𝜔 𝑗𝜔(𝑡−𝑟− 𝑑 cos 𝜃)
𝑐 2𝑐
𝑒
∑ (𝑎𝑖 − 𝜇𝑎 )𝑒 𝑗𝜔𝑖 𝑐 cos 𝜃
4𝜋𝑟

(25)

𝑁
𝑖=− 𝑎
2

𝑁
𝑖= 𝑎
2

+

𝑑
𝜌0 𝜔𝜇𝑎 𝑗𝜔(𝑡−𝑟− 𝑑 cos 𝜃)
𝑐 2𝑐
𝑒
∑ 𝑒 𝑗𝜔𝑖 𝑐 cos 𝜃 .
4𝜋𝑟
𝑁
𝑖=− 𝑎
2

𝜆

Figure 10. Pressure of an array with 100 elements and spacing of 15. (a): Non-zero average
pressures (b): Zero average pressure.

The second part of Equation (25) is the Fourier transform of a pulse which will be a Sinc function,
or in limits of a wide pulse close to an impulse. This creates a deterministic part with a big peak in
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the pressure pattern. Although the 𝑃𝑀×𝑁 matrix still will be full rank, and mathematically, the
system of equations in Equation (23) could be solved, the design of the following receiver will be
challenging. Figure 10 shows two cases of pressure profiles. The phase of each TX element is
𝜋

randomly selected between 0 and 2 in each experiment to create asymmetry.
3.2.2 Solving Matrix equation
The system of equations shown in Equation (23) might be overdetermined if we choose
𝑀 > 𝑁. The Least Squared (LS) method is the most well-developed form of solution for such
problems. The problem statement is as follows. For equation 𝐴𝑀×𝑁 𝑥𝑁×1 = 𝑏𝑀×1 , the LS solution
is found such that ‖𝐴𝑀×𝑁 𝑥𝑁×1 − 𝑏𝑀×1 ‖2 is minimized, where the operator ‖ . ‖2denotes the 𝑀
dimensional squared distance from the 𝑀 dimensional origin.
∗
The solution to the LS problem is 𝑥𝑁×1
= ((𝐴𝑀×𝑁 )𝑇 𝐴𝑀×𝑁 )−1 𝑏𝑀×1. However, this solution might

have no physical meaning in our case where the scattering factor is a positive number. The
optimization problem might offer a solution that has negative values and offers a lower squared
error, but does not correspond to any physical scenario. As a result, we have to solve a constrained
problem where the variables are subject to 𝑥 ≥ 0. We employed the active-set method [32, 33].
The flow chart of this algorithm is shown in Figure 11. In the flow chart the following notation
has been used: 𝐹 and 𝐺 are two sets such that 𝐹 ∪ 𝐺 = {1,2, … , 𝑛} and 𝐹 ∩ 𝐺 = ∅. The columns
of matrix 𝐴 is also divided into 𝐴 = [𝐴𝐹 , 𝐴𝐺 ] where |𝐹| and |𝐺| determine 𝐴𝐹 and 𝐴𝐺 sizes. 𝑥 and
𝑦 are also divided similarly to 𝑥 = (𝑥𝐹 , 𝑥𝐺 ) and 𝑦 = (𝑦𝐹 , 𝑦𝐺 ).
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Start

𝐹 = ∅, 𝐺 = {1,2, … , 𝑛}
𝑦 = −𝐴𝑇 𝑏
𝑟 = 𝑎𝑟𝑔𝑚𝑖𝑛{𝑦𝑖 , 𝑖 ∈ 𝐺}

No
𝑦𝑟 < 0

𝑥 ∗ = 𝑥 is the optimal
solution

Yes
̅𝐻
̅̅1̅ = ∅, ̅𝐻
̅̅2̅ = {𝑟}

end
̅̅1̅ ∪ ̅𝐻
̅̅2̅
𝐹 = 𝐹 − ̅𝐻
̅̅2̅ ∪ ̅𝐻
̅̅1̅
𝐺 = 𝐺 − ̅𝐻

Find 𝑥𝐹 by the unconstrained LSE
‖𝐴𝐹 ̅̅̅
𝑥𝐹 − 𝑏‖2

𝑥 = (𝑥
̅̅̅,
𝐹 0)

Yes

𝑥𝐹 > 0
No
𝑥

𝑟
Find 𝑟 such that 𝜃 = − ̅̅̅−𝑥
= min{−

𝑥𝑟

𝑟

𝑥𝑖
,𝑖
𝑥̅𝑖 −𝑥𝑖

∈ 𝐹 𝑎𝑛𝑑 𝑥𝑖 < 0}

̅̅̅̅
̅̅̅̅
𝑥 = ((1 − 𝜃)𝑥𝐹 + 𝜃𝑥
̅̅̅,
𝐹 0), 𝐻2 = ∅, 𝐻1 = {𝑟}

̅̅1̅ ∪ ̅𝐻
̅̅2̅, 𝐺 = 𝐺 − ̅𝐻
̅̅2̅ ∪ ̅𝐻
̅̅1̅
𝐹 = 𝐹 − ̅𝐻

𝑦𝐺 = 𝐴𝑇𝐺 (𝐴𝐹 𝑥𝐹 − 𝑏)

Figure 11. Active-set Algorithm flowchart.
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3.3 Practical implementation
The system of equations in Equation (23) incorporates each experiment into a single
equation. However, the waveform received and transmitted as well as the pressure on each point
on the circle are short duration sinusoidal pulses in each experiment. In order to do so, we have to
associate a single number to each short duration pulse. Two possible candidates are the peak
magnitude and the square root of the power (to maintain a magnitude notion in the measure). The
latter was selected in this approach to provide a better estimation of the scatterer. This means that
in Equation (23) each 𝑃𝑖,𝑗 and 𝑟𝑖 are represented by the corresponding sinusoidal pulses square root
power.
3.3.1 2D Image Formation
The discussion so far has been focused on a single dimension image along a circular path. In
this section we will discuss how we obtain a complete 2D image by our method.
The reflections from scatterers lying on a circular path arrive simultaneously at the receiver
as shown in Figure 12. In this figure the received time of the pulse, 𝑡0 , equals

𝑟𝑐𝑖𝑟𝑐
2𝑐

. To form a 2D

image, the total received signal is divided into segments that correspond to a circular path with a
certain radius which is determined by the received time of that segment. Each segment length and
subsequently the spacing between circular paths is determined by the pulse duration, 𝑇𝑝 . Following
this method the 𝑛𝑡ℎ segment will correspond to the circle with 𝑟𝑐𝑖𝑟𝑐 =

(𝑛−1)𝑇𝑝
2𝑐

and 𝑐 is the acoustic

wave speed. The image of each of these circular paths are calculated to form the complete two
dimensional image.
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Figure 12. Forming an image with proposed system.

3.3.2 Array design considerations
The next point is the optimal array design procedure. There is a trade-off in designing the
spacing of elements, 𝑑. As the total array aperture increases it creates an undesirable effect: The
pulses from different TX elements do not arrive on the circle “exactly” simultaneously. This is
because they have to travel different distances and consequently will have different delays.
Although this is array inherent property that enables many array features, this phenomenon
increases the pressure pulse duration and can lower the resolution of our method. As discussed in
𝑇𝑝

Section 3.3.1, the spacing between circles are 2𝑐, but if the difference in the arrival time of pulses
on circle is Δ𝑡, this resolution reduces to

𝑇𝑝 +Δ𝑡
2𝑐

. On the other hand, increasing the element spacing

increases the variability and independence of the equation. Figure 13 illustrates this. The increase
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in the pressure matrix, 𝑃𝑀×𝑁 , is plotted versus the equations number to unknown numbers ratio
𝑀

( 𝑁 ) for three element spacings. In addition, the bigger the transmitter is, the further we need to be
to operate in the far field regime. The chosen spacing and element number are 𝜆/15 and 128,
respectively. It must be noted that the active-set algorithm requires a full rank matrix or it will not
converge.

Figure 13. Pressure variability with spacing, N=100, and M varied from 100 to 500.

3.4 Proposed system block diagram
To achieve a full rank matrix, Section 3.2.1 points out that, first, a zero-average amplitude
must be incorporated, and second, a phase shift is needed. The proposed method here will
implement both criteria.

24

3.4.1

Transmitter
Two solutions can be proposed for this system. A full digital approach is shown in Figure

14.

Figure 14. A full digital implementation of TX.

In this method, the phase shift as well as random amplitudes for pulses are applied in digital
domain. The digital signal for each transducer is then converted to analog signal with an Analog
to Digital Converter, ADC, and goes to an amplifier stage. Since the input is a short period
sinusoidal pulse, its frequency spectrum will be wide. For example, a signal with 3 𝑀𝐻𝑧 frequency
and a duration of 1 𝜇𝑠 will have a bandwidth of 2 𝑀𝐻𝑧 and will cover frequencies from 1 𝑀𝐻𝑧 to
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5 𝑀𝐻𝑧. With a 1 MHz guard band, the ADC sampling frequency will need to be higher than
12 𝑀𝐻𝑧. Even with a relatively relaxed requirements for other specifications, such a module will
be expensive. As a result of the fact that we need many ADCs for this configuration (as many as
array elements; e.g. 128), the overall system cost will be high.
An alternative approach is an analog implementation. Shown in Figure 15, this configuration
applies the phase shifting and random amplitude modulation in analog domain. The input which
is an analog pulse is fed into the transmitter chain for each transducer. This transmitter chain
consists of mux that randomly selects between 4 phases shifter outputs and a Programmable Gain
Amplifier, PGA. The gain coefficients 𝑎1 , 𝑎2 , … , 𝑎𝑁 will be a series of positive random numbers
that control the gain of the VGAs. Four different values of 𝜙 = {0, 90°, 180°, 270°} are possible
for the phase with equal probabilities. Because the gain and phase coefficients are independent,
the effective coefficient 𝑎𝑒 𝑗𝜙 has a zero mean.
1
1 𝑗𝜋 1
1 𝑗3𝜋
𝐸(𝑎𝑒 𝑗𝜙 ) = 𝐸(𝑎)𝐸(𝑒 𝑗𝜙 ) = 𝐸(𝑎) ( 𝑒 0 + 𝑒 2 + 𝑒 −𝑗𝜋 + 𝑒 2 ) = 0 .
4
4
4
4

(26)

It must be noted that the complexity level of TX in this method is much less than a focused
array. First, it does not need as many phase shifters as a focused array. Second, the phase shifts
are not variable and can take only four distinct values.
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Figure 15 An analog implementation of TX.

Such phase shifters can be easily made by a transmission line, which at conventional biomedical
ultrasonic frequencies, will be tens of micrometer long.
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3.4.2 Receiver architecture
The receiver in the proposed system does not require phase shifters or amplitude
modulations. This is mainly because our system wants to collect reflected pulses from the entire
space to be able to associate scattering values to each circular path. The received signal used in
this method is the summation of received signal from each RX element.
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CHAPTER 4

Experimental Results
In this chapter the result of the proposed methodology is presented. The simulations have
been done using FIELD II platform1. This software provides a tool for rapid ultrasonic simulation.
Its basis of operation has been discussed in detail in [5]. The used array is has 128 elements with
𝜆

𝜆

spacing of 15 = 34.2 𝜇𝑚. The element width is 150 = 3.4 𝜇𝑚.
4.1 Scattering value result along a circular path
As it was described in Section 3.2, our proposed method is capable of finding scattering
values on a circle. To verify that a high density scatterer is placed at 𝑥 = −20 𝑚𝑚 and 𝑧 =
113.2 𝑚𝑚, which is located at a circle with 𝑟𝑐𝑖𝑟𝑐 = √𝑥 2 + 𝑧 2 ≈ 115 𝑚𝑚. The brightness mode
result of scattering value along this circle is shown below.

Figure 16 One dimensional image of a single scatterer at 𝑥 = −20 𝑚𝑚 on a circular path with
𝑟𝑐𝑖𝑟𝑐 = 115 𝑚𝑚.

The bright line at 𝑥 = −20 𝑚𝑚 shows that the scatterer location is detected correctly.
The next level verification of the methodology is to assess its performance with multiple
scatterer clusters. We placed two clusters of high density scatterers on the circle of 115𝑚𝑚 radius.

1

Available online at http://field-ii.dk//.
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We add one cluster at 𝑥 = 10 𝑚𝑚 and 𝑧 = 114.5 𝑚𝑚 and the captured image is depicted in Figure
17. Two lines at 𝑥 = −20 𝑚𝑚 and 𝑥 = 10 𝑚𝑚 show both scatterers have been captured
accurately.

Figure 17. One dimensional image of two scatterers at 𝑥 = −20 𝑚𝑚 and 𝑥 = 10 𝑚𝑚 on a
circular path with 𝑟𝑐𝑖𝑟𝑐 = 115 𝑚𝑚.

4.2 Full 2D image
By using the aforementioned method, we take a 2D image of two circular shaped cysts with
a radius of 5 mm.
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Figure 18. 2D image. Left the original scatterers location, right captured image.
It should be noted that to get the 2D image, scattering values along circles must be unwrapped to
map into cartesian coordinates. We can see that the shapes of cysts and their radiuses are captured.
4.3 Performance in presence of imperfections

Figure 19. Noise sensitivity of scatterer detection (a) SNR=20 dB (b) SNR=0 dB
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The method used in this work might seem vulnerable to noise or absolute values of transducer
amplitudes and phases, therefore, its sensitivity was simulated. To measure noise tolerance, we
added random white noise to the received signal. This can model the thermal noise of the electronic
interfaces accurately. However, the noise sources in the real living cell could be more complicated.
Nonetheless, this experiment can give us an idea of the robustness of our method to noise. The
simulations show that by varying the noise power even to the same level as the received signal, no
major degradation in image accuracy.
Figure 19 shows two results with SNR of 0 dB and 20 dB. The two bright lines are visible at
𝑥 = −20 𝑚𝑚 and 𝑥 = 10 𝑚𝑚 in both cases yet some error is also present which manifests itself
as detection of small scatterers at a few locations (visible in Figure 19 as faded lines).
Besides random noise, we need to investigate our system performance in presence of other
error sources. One of these non-idealities that seem to have a great consequence in our approach
is the absolute gain and phase error in each path. This is crucial because our calculation of the
pressure field at each point relies on the assumption that the TX chains transmitted signals are
exactly known, which might not be true if these paths experience gain and phase error. Our
proposed system performance in presence of these imperfections is examined by additionally
introducing them into our model. This is modeled by associating random gain and phase errors to
each TX chain. The errors are modeled by a gaussian distribution that has an rms of 20% of the
average gain. This artifact causes an additional low brightness line on the far right of the image.
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Figure 20. Sensitivity of scatterer detection to 20% rms gain and phase error

4.4 Implementation with binary coefficients
As it was discussed in CHAPTER 3, the coefficients of the TX transducers need to be zeroaverage, and random. There is no criteria on the numerical values they can take. This shows the
potential to use binary values for the magnitude (i.e. |𝑎𝑖 | = 0 or 1), which greatly simplifies the
design of the 𝑉𝐺𝐴s in Figure 15. This implementation was used to take the picture of the two
scatterer clusters at 𝑥 = −20 𝑚𝑚 and 𝑥 = 10 𝑚𝑚.

Figure 21. Image of two scatterers at 𝑥 = −20 𝑚𝑚 and 𝑥 = 10 𝑚𝑚 on a circular path with
𝑟𝑐𝑖𝑟𝑐 = 115 𝑚𝑚 with binary TX coefficients.

It can be seen that the location of both scatterers are predicted correctly.
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CHAPTER 5

Summary and Conclusions
In this work we presented a method for ultrasonic imaging using random signals. The
proposed approach employs randomly scaled short duration sinusoidal pulses and unlike currently
used methods, does not rely on generating narrow beams.
The proposed method is fully capable of capturing the essence of a biomedical cyst. While
only a proof of concept has been done in this research, there are several potential benefits. Relative
to conventional imaging systems, it can be implemented in a very small size and a low cost. Its
noise performance was examined and showed robust behavior. Although it is needed to perform
an active set algorithm to compute the image, the pressure matrix can be calculated ahead of time
and stored in the digital signal processor. The computation cost and time is moderate and must be
noted that this overhead enables us to capture the full image of the entire space after the repetitions.
This is comparable to a conventional device with a phased array having to focus to different points
and perform imaging multiple times.
The proposed method will need a calibration for the magnitude of transmitter chains, similar
to a conventional phased array system, but it does not require any phase calibration as the phase
relationships are fixed and are originated from shared phase shifters.
5.1 Future work
Although the concept of the method and some of its main challenges have been solved in
this research, it still needs to be further developed for full practical application.
The method needs to be used for taking an image of a living tissue to fully show its capability,
and, also, the challenges that it might face. This would require enhancing the dynamic range of the
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method, because a large scatterer along a circular path could block a much smaller one on the same
path, as the reflected wave would be mostly dominated by the large one. Also a more realistic
noise model could be used to reassess the noise sensitivity.
The final step in fully validating the methodology requires physical implementation. An
array with suitable sizing must be selected, preferably from of-the-shelf products and excited using
our described method. The processing can still take place on a Personal Computer (PC) in the
prototype, but could be moved to a microprocessor for mass production.
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