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A Data Grid is an organized collection of nodes in a wide area network which 
contributes to various computation, storage data, and application. In Data Grid high 
numbers of users are distributed in a wide area environment which is dynamic and 
heterogeneous. Data management is one of the current issues where data 
transparency, consistency, fault-tolerance, automatic management and the 
performance are the user parameters in grid environment. Data management 
techniques must scale up while addressing autonomy, dynamicity and heterogeneity 
of the data resource. Data replication is a well known technique used to reduce 
accesses latency, improve availability and performance in a distributed computing 
environment. Replication introduces the problem of maintaining consistency among 
the replicas when files are allowed to be updated. The update information should be 
propagated to all replicas to guarantee correct read of the remote replicas. An 
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asynchronous replication is a commonly agreed solution for the problem in 
consistency of replicas. A few studies have been done to maintain replica consistency 
in Data Grid. However, the introduced techniques are neither efficient nor scalable. 
They cannot be used in real Data Grid since the issues of large number of replica 
sites, large scale distribution, load balancing and site autonomy where the capability 
of grid site to join and leave the grid community at any time have not been 
addressed.  
 
This thesis proposes a new asynchronous replication protocol called Update 
Propagation Grid (UPG) to maintain replica consistency over a large scale data grid.  
In UPG the updates reach all on-line secondary replicas using a propagation 
technique based on nodes organized into a logical structure network in the form of 
two-dimensional grid structure. The proposed update propagation technique is a 
hybrid push-pull and dynamic technique that addresses the issues of site autonomy, 
efficiency, scalability, load balancing and fairness. 
A two performance analysis studies have been conducted to study the performance of 
the proposed technique in comparison with other techniques. First study involves 
mathematical and simulation analysis. Second study is based on Queuing Network 
Model. The result of the performance analysis shows that the proposed technique 
scales well with high number of replica sites and with high request loads.  The result 
also shows the reduction on the average update reach time by 5% to 97%. Moreover 
the result shows that the proposed technique is capable of reaching load balancing 
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Grid Data merupakan koleksi nodus terancang di dalam rangkaian kawasan luas yang 
menyumbang kepada pelbagai pengiraan, data penyimpanan dan aplikasi. Di dalam 
Grid Data, jumlah pengguna yang tinggi disebarkan di dalam persekitaran kawasan 
luas yang dinamik dan heteroginius. Pengurusan data adalah isu semasa di mana 
ketelusan, konsistensi, toleransi-kesilapan, pengurusan automatik dan pencapaian 
merupakan parameter pengguna di dalam persekitaran grid. Teknik-teknik 
pengurusan data semestinya mampu berkembang di samping mengutarakan 
autonomi, kedinamikan dan heteroginiti sumber data. Replikasi data merupakan 
teknik yang terkenal yang digunakan untuk mengurangkan kependaman kemasukan, 
memperbaiki kesediaan dan prestasi di dalam persekitaran pengkomputeran teragih 
(distributed computing environment). 
 
Replikasi membawa kepada masalah mengekalkan konsistensi di antara replika-
replika apabila fail-fail dibenarkan untuk dikemaskini. Informasi kemaskini 
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hendaklah disebarkan ke semua replika bagi menjamin ketepatan bacaan dari replika-
replika jauh. Pereplikaan tak segerak (asynchronous) merupakan satu penyelesaian 
yang dipersetujui ramai bagi permasalah konsistensi replika. Beberapa kajian telah 
dijalankan bagi mengekalkan konsistensi replika di dalam Grid Data. 
Walaubagaimanapun, teknik-teknik yang diperkenalkan adalah tidak efisyen dan 
tidak boleh dikembangkan. Teknik-teknik tersebut tidak boleh digunakan di dalam 
Grid Data sebenar memandangkan isu-isu mengenai jumlah laman-laman replika 
yang tinggi, pengedaran berskala besar, keseimbangan muatan dan autonomi laman 
di mana kebolehan laman grid untuk masuk dan keluar dari komuniti grid pada bila-
bila masa belum lagi ditangani. 
Tesis in mencadangkan satu protokol replikasi tak segerak (asynchronous) baru yang 
dinamakan Grid Propagasi Kemaskini (Update Propagation Grid - UPG) bagi 
mengekalkan konsistensi replika ke atas grid data berskala besar. Di dalam UPG, 
semua kemaskini sampai ke semua replika pendua dalam talian menggunakan teknik 
penyebaran yang berasaskan nodus terancang ke dalam rangkaian struktur logik 
dalam bentuk struktur grid dua-dimensi. Teknik penyebaran kemaskini yang 
dicadangkan merupakan hibrid teknik tolak-tarik dan teknik dinamik yang 
mengutarakan isu-isu autonomi, kecekapan,  pengembangan, keseimbangan muatan 
dan kesaksamaan. 
Dua kajian analisa prestasi telah dijalankan bagi mengkaji prestasi teknik 
dicadangkan berbanding teknik-teknik yang lain. Kajian pertama melibatkan analisa 
matematik dan simulasi. Kajian kedua adalah beasaskan Model Penggiliran Jaringan 
(Queuing Network Model). Keputusan analisa prestasi menunjukkan bahawa teknik 
dicadangkan mengimbang baik dengan laman-laman replika dan muatan permintaan 
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tinggi. Keputusan Juga menuujukken penurunan purata masa tiba kemaskini dari 5% 
hingga 97%. Selanjutnya, keputusan juga menunjukkan teknik dicadangkan mampu 
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Data grid provides an environment for data intensive, high performance computing 
applications in many fields such as science, engineering and commerce. A data grid 
infrastructure has to manage a large scale, geographically distributed computers and 
storage resources and terabytes or betabytes of information while allowing flexibility 
for resources joining or leaving the system. Data management plays a very important 
role in data grid and replication. It can reduce access latency, improve data locality, 
increase robustness, scalability and performance, and improve data availability. One 
of the challenges for replication environment is maintaining replicas consistency. 
This thesis addresses the problem of maintaining replica consistency in large scale 
data grid.   
  
1.1  Overview    
Many large-scale scientific applications such as high energy physics, data mining, 
molecular modeling, earth sciences, and large scale simulation produce large amount 
of datasets (Ann, Ian, et al. 2001); (Bill, et al. 2002) (in order of several hundred 
gigabytes to terabytes). Analysis and mining of such datasets require more resources 
than available in single computing unit, be it a workstation, a supercomputer, or even 
a cluster within a single domain. The resulting output data of such application need 
to be stored for further analysis and shared with collaborating researchers within 




Grid computing is the new computing paradigm that combines distributed, high-
throughput and collaborative systems for the effective sharing and distributed 
coordination of resources which belong to different control domains. Grid computing 
accommodate a very diverse resource types including storage device, CPU power, 
files and in special cases, devices such as sensors, telescopes, satellite receivers and 
others. These resources may be distributed across many organizations among 
different geographical locations.   
 
There are two main types of grids developed to satisfy special requirements; 
computational grid and data grid. A computational grid is designed for high 
performance computing. On the other hand, data grid (Ann, Ian, et al. 2001) 
primarily deals with providing services and infrastructure for distributed-intensive 
applications that need to access, transfer and modify massive data sets stored in 
distributed storage. Data grid is a grid where data, resources and data management 
utilities play vital role. It is important to enable users to take maximum advantage of 
the data grid infrastructure by ensuring efficient access and distribution of data 
resources based on real time users and application. 
 
Data Grid infrastructure has to serve data intensive, high performance applications 
and has to manage a large scale geographically distributed computers and storage 
resources and terabyte or betabytes of information (Srikumar, Rajkumar and Kotagiri 
2006). Grid allows resources flexibility to join and leave the group.  Data grid 
architectures facilitate these requirements by applying the various technologies in a 
coordinated fashion. In a typical data grid, the components that enable grid services 
form a four-layer architecture (Ian, Carl and Steven 2001). In this architecture, the 
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components of a Data Grid can be organized in a layered architecture including Grid 
Fabric, communication, data grid service and application. 
 
The size and distribution of the data in data grid create the needs for scalable and 
robust data management services (EDG 2004). These services need to manage 
replication of large amount of data across wide area network and provide a 
transparent access to distributed storage system holding the data.  
 
The major challenge for Grid designer is to support a set data management and 
system requirements (Esther, Patrick and Marta 2007). Data management issues such 
as data transparency, data consistency, query efficiency and autonomic management, 
system issues such as autonomy and dynamicity, and fault-tolerance issues such as 
efficiency and QoS, cannot be solved by simply combining distributed database 
techniques and Web services into the Grid environment. New data management 
techniques are necessary. 
 
1.2 Replication in Data Grid  
Replication is a common strategy used in Data Grid as well as in many distributed 
environments (Jim, et al. 1996) to achieve availability and to reduce access latency, 
improve data locality, increase robustness, scalability and performance of distributed 
applications. Replication techniques have been used to keep copies of data sets 
across different sites within data grid. Important issues in data replication include 
replica management, access control, replication granularity, replica placement, 
replica selection, and replica consistency. Replication management can be very 
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expensive; the main goals of replica management are to be dynamic, efficient, 
adaptable and scalable (Tan and Feng 2006). 
 
An important aspect of replication-based systems is the protocol used to maintain 
replica consistency among objects’ replica. The main issue of such system is 
maintaining scalability and efficiency with large number of replicas distributed over 
a wide area network while maintaining the same view of all replicas. Many existing 
research works address the access protocols for generally distributed systems (Philip, 
Vassos and Nathan 1989) (Rivka, et al. 1992) (Divyakant, Amr and Robert 1997) 
(Jim, et al. 1996) (Yasushi and Marc 2005) depending on the consistency 
requirements. The issues of replica access protocol and the algorithms to handle the 
update request will be extensively addressed in this thesis.  
 
In data grid, several data replication techniques (Asad and Heinz 2001) (Ann, Ewa, 
et al. 2002)  (David 1994) and (Houda and Boleslaw 2007) have been developed to 
support high-performance data access, improving data availability, and load 
balancing to remotely produced scientific data. Most of those techniques do not 
provide the replica consistency in case of updates. Grid data management 
middleware usually assumes that (1) whole files are the replication unit, and (2) 
replicated file is read only. Replica consistency is not an issue when data is treated as 
a read–only. This implies that inconsistency may only be due to system failure or 
accidental corruption (D. Andrea, et al. 2004). It can be stated that the consistency 
can reach the highest degree. However there are necessities for mechanisms that 
maintain consistency for a modifiable data. Once the update is allowed on the 
replica, the degree of consistency has to be decreased. 
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