Let F k (n, m) be a random k-SAT formula on n variables formed by selecting uniformly and independently m out of all possible k-clauses. It is well-known that for r ≥ 2 k ln 2, F k (n, rn) is unsatisfiable with probability 1−o(1). We prove that there exists a sequence
INTRODUCTION
Satisfiability has been a central problem in theoretical computer science since Cook established that it is complete for NP in 1971. The universality and flexibility that made it a natural starting point for NP-completeness have also made it the basis for significant progress in a number of practical problems including constraint satisfaction [26] , planning [19, 18] , and symbolic model checking [3] .
The study of randomly generated satisfiability instances has been historically motivated by the desire to understand the hardness of "typical" instances. In that vein, random k-SAT (defined below) is the most studied model to date, as most other models suggested were quickly proven to generate easy-to-satisfy formulas. At the same time, random k-SAT instances have been a very popular benchmark for testing and tuning satisfiability algorithms. In fact, some of the better practical ideas in use today come from insights gained by studying the performance of algorithms on such instances [26, 25, 16] .
For some canonical set V of n Boolean variables, let C k denote the set of all 2 k n k possible disjunctions of k literals from V (k-clauses). A random k-SAT formula F k (n, m) is formed by selecting uniformly, independently and with replacement m clauses from C k and taking their conjunction † . We will say that a sequence of random events En occurs with high probability (w.h.p.) if limn→∞ Pr[En] = 1 and with uniformly positive probability if lim infn→∞ Pr[En] > 0. We emphasize that throughout the paper k is arbitrarily large but fixed, while n → ∞. For each k ≥ 2, let r k ≡ sup{r : F k (n, rn) is satisfiable w.h.p.} ≤ inf{r : F k (n, rn) is unsatisfiable w.h.p.} ≡ r * k . Much work has been done to bound r k , r * k and we survey some of it below. The best bounds prior to our work for general k, from [1] and [20] respectively, differed roughly by a factor of 2: 2 k−1 ln 2 − 1 ≤ r k ≤ r * k ≤ 2 k ln 2 − (1 + ln 2)/2 . The Satisfiability Threshold Conjecture asserts that r k = r * k for all k ≥ 3. Our main result establishes an asymptotic form of this conjecture. Theorem 1. o(1) ) .
In fact, our result gives a very sharp bound for the o(1) term in Theorem 1. More precisely, Theorem 2 establishes that the random k-SAT threshold satisfies r k ∼ 2 k ln 2, in agreement with the predictions of Monasson and Zecchina [24] based on the "replica trick" of statistical mechanics. Like most arguments based on the replica trick, the approach in [24] is mathematically sophisticated but far from rigorous. To the best of our knowledge, our result is the first rigorous proof of any replica trick prediction for an NP-complete problem at zero temperature.
Our approach in proving Theorem 2 is non-algorithmic, based instead on a delicate application of the second moment method. Our proof actually yields an explicit lower bound for r k for each k ≥ 2. Already for k > 3 our result improves upon all previously known lower bounds for r k . Above, we compare our lower bound with the best known algorithmic lower bound [14, 17] and the best known upper bound [11, 20] for some small values of k.
Until very recently, all lower bounds for r k were algorithmic and of the form Ω(2 k /k). The bound r k ≥ 2 k−1 ln 2 − 1 from [1] , also derived via a non-constructive argument, was the first to break the 2 k /k barrier. Obtaining tight bounds for the thresholds r k is a useful benchmark problem that allows a comparison of the power of different analytic and combinatorial techniques of wider applicability. The main motivation for establishing the threshold's asymptotic location, however, is that it clears the field for asking:
Can polynomial time algorithms find satisfying truth assignments close to the threshold?
A negative answer would represent a remarkable state of affairs, as it would indicate average case hardness in a natural setting; establishing such an answer appears well beyond current proof techniques. At the same time, it is worth noting that in more than a decade the only algorithmic progress has been in the constant of Ω(2 k /k).
Indeed, this is an exciting time for the study of random k-SAT. In a completely different direction from our work, Mézard and Zecchina [21] recently used the non-rigorous cavity method of statistical physics to obtain detailed predictions for the satisfiability threshold suggesting that r k = 2 k ln 2 − O (1) . (See also [22] for an overview.) Insights from this analysis led them to an intriguing algorithm called "survey propagation" (described in [21, 4] ) that seems to perform well on random instances of k-SAT close to the threshold, at least for small k. (Its performance is especially impressive for k = 3.) A rigorous analysis of this algorithm is still lacking, though, and it remains unclear whether its success for values of r close to the threshold extends to large k.
By not going after some particular satisfying truth assignment, as algorithms do, our arguments offer some glimpses of the "geometry" of the set of satisfying truth assignments. Deciphering these first glimpses, getting clearer ones, and exploring any interactions between the geometry of the set of solutions and computational hardness are significant challenges lying ahead.
Background
Franco and Paull [12] , in the early 80's, observed that r * k ≤ 2 k ln 2. To see this, fix any truth assignment and observe that a random k-clause is satisfied by it with probability 1 − 2 −k . Therefore, the expected number of satisfying truth
In 1990, Chao and Franco [5] complemented this by proving that for r < 2 k /k a simple algorithm, called Unit Clause(uc), finds a satisfying truth assignment with uniformly positive probability.
At around the same time, experimental results by Cheeseman, Kanefsky and Taylor [6] and Mitchell, Selman and Levesque [23] suggested that random k-SAT, while a logical model, also behaves like a physical system in the sense that it appears to undergo a phase transition. Perhaps the first statement of the satisfiability threshold conjecture appeared in the work of Chvátal and Reed [7] who proved r2 = r * 2 = 1 and, by analyzing an extension of uc, established that r k ≥ (3/8)2 k /k. A few years later, Frieze and Suen [14] improved this lower bound to r k ≥ c k 2 k /k where lim k→∞ c k = 1.817 . . .
Until very recently, this was the best lower bound known for the satisfiability threshold for general k. In [1] , Moore and the first author broke the 2 k /k barrier, establishing r k ≥ 2 k−1 ln 2 − 1. Independently, Frieze and Wormald [15] proved that if k is allowed to grow moderately with n, in particular if k − log 2 n → +∞, then random k-SAT has a sharp threshold around m = n(2 k + O(1)) ln 2. We refer the interested reader to [1] for a gentle introduction to the second moment method for random k-SAT and more background information on related work.
The rest of the paper is organized as follows. In the next section we motivate our approach by quickly going over the approach in [1] , highlighting its main weakness and discussing how we overcome it. It turns out that our main idea can be analyzed both via a simple weighting scheme and by a more refined large deviations argument. Both approaches yield 2 k ln 2 as the leading term in the lower bound for r k . The weighting scheme argument is more compact and technically simpler. However, it gives away a factor of four in the Θ(k) second order term. The large deviations analysis, on the other hand, is essentially tight for our approach (up to O(1)). Due to space limitations we present the more compact weighting scheme argument in this extended abstract, and will present the large deviations analysis in the journal version (see also [2] ).
OUTLINE AND HEURISTICS
Let X denote the number of satisfying assignments of a random formula F k (n, rn). One can try to give a lower bound on Pr[X > 0] by applying the following inequality. We refer to this attempt as the "vanilla" application of the second moment method.
Lemma 1. For any non-negative random variable X,
We observe that to establish r k ≥ r it actually suffices to prove Pr[X > 0] > 1/C for any constant C independent of n. The reason is that in 1999 Friedgut [13] proved that there exists a critical sequence r k (n) around which the probability of satisfiability goes from 1 to 0. An immediate corollary of Friedgut's result is that
Thus, our target is E[X 2 ] = O(E[X] 2 ) rather than the more stringent (and more common)
The vanilla second moment method fails
Since X is the sum of 2 n indicator random variables, linearity of expectation implies that to estimate E[X 2 ] we can consider all 4 n ordered pairs of truth assignments and bound the probability that both assignments in each pair are satisfying. It is easy to see that for any pair of truth assignments σ, τ this probability, by symmetry, depends only on the number of variables assigned the same value by σ and τ , i.e., their overlap. As a result, we can write E[X 2 ] as a sum with n + 1 terms, one for each possible value of the overlap z, the z-th such term being: 2 n (counting over σ) × an "entropic" n z factor (counting overlap locations with τ ) × a "correlation" factor measuring the probability that a pair of truth assignments having overlap z are both satisfying.
Observe now that for truth assignments overlapping on n/2 bits, the events of being satisfying are independent. To see this note that for any clause c the only way for both σ and τ to falsify c is for all k variables in c to be in the nonoverlap of σ, τ . Thus, the probability that both σ, τ satisfy c is (1 − 2 −k ) 2 , i.e., the square of the probability that any one of them satisfies c.
More generally, if σ, τ have overlap z = αn then for a randomly chosen clause c let
Thus, boost(1/2) = 1. Now, from the above discussion it is not hard to see that
Letting α = z/n and using Stirling's approximation for the factorial we see that (2) implies
Since boost(1/2) = 1 we have Λ(1/2) = 1 which is hopeful. Nevertheless, if Λ(α) > 1 for any α ∈ [0, 1], then the second moment method only gives an exponentially small lower bound on the probability of satisfiability. In other words, unless the dominant contribution to E[X 2 ] comes from satisfying assignments that are typically at distance n/2, the second moment method fails. Indeed, for all r > 0 this is precisely what happens, as Λ(·) is always maximized at some α > 1/2. The reason for this is as follows: while the (symmetric) entropic factor α −α (1−α) 1−α is maximized at 1/2, the function boost, as one would expect, is strictly increasing in [0, 1]. Therefore, the derivative of Λ(·) is never 0 at 1/2, instead becoming 0 only when the correlation benefit balances with the penalty of decreasing entropy at some α > 1/2.
Random NAE k-SAT and balance
In [1] the second moment method was applied successfully by considering only those satisfying truth assignments whose complement is also satisfying. Observe that this is equivalent to interpreting F k (n, m) as an instance of Not All Equal k-SAT, where σ is a solution iff under σ every clause has at least one satisfied literal and at least one unsatisfied literal. The crucial point is that this makes the correlation factor symmetric around 1/2: having overlap z with a NAE-satisfying assignment σ is as good as having overlap n − z with it, as it means having overlap z with its (also NAE-satisfying) complement σ. Thus, the entropycorrelation product always has a local extremum at 1/2. Indeed, for r ≤ 2 k−1 ln 2 − 1 this is the global maximum, implying that for such r,
It is very natural to ask if imposing a penalty as heavy as requiring NAE-satisfiability, essentially making it doubly hard to satisfy each clause, is necessary for achieving decorrelation. To start, observe that at a minimum we need the correlation factor to have derivative 0 at 1/2, for otherwise the entropy-correlation product can never have an extremum at 1/2. Unfortunately, while this observation sheds some light onto the role of symmetry it cannot be directly utilized. It prescribes the behavior of pairs of desirable satisfying truth assignments but offers no clues on how to select satisfying assignments so as to exhibit that behavior. In other words, to make further progress we still need to:
• Identify which features of a satisfying assignment tend to cause other satisfying assignments to occur near it.
• Diminish the contribution of the satisfying assignments with these features to the random variable we consider.
Our suspicion motivating this work was that the excessive correlations behind the failure of the vanilla second moment method arose from the following form of populism: leaning toward the majority vote truth assignment. Observe that truth assignments that satisfy many literal occurrences in the random formula have significantly greater probability of being satisfying. At the same time, such assignments are highly correlated since, in order to satisfy many literal occurrences, they tend to overlap with each other (and the majority truth assignment) at more than half the variables. To overcome these correlations, such populism must be discouraged, and the delicacy with which this is done determines the accuracy of the resulting bound.
An example from a different area, which was another inspiration for our work, is the recent proof of the Erdős-Taylor conjecture from 1960 for the simple random walk in the planar square lattice (see [10] , [9] and for a popular account [27] ). The conjecture was that the number of visits to the most frequently visited lattice site in the first n steps of the walk, is asymptotic to (log n) 2 /π. Erdős and Taylor [10] obtained a (sharp) upper bound via an easy calculation of the expectation of the number Xa of vertices visited at least a(log n) 2 times. The lower bound they obtained was four times smaller than the conjectured value. In that setting the vanilla second moment method fails, since the events that two vertices u, v are visited frequently, are highly correlated. The conjecture was proved in [9] by first recognizing the main source of the correlation in a certain "populism" (when the random walk spends a long time in the smallest disk containing both u and v). Replacing Xa by a weighted count that discourages such loitering, confirmed that this was indeed the source of excessive correlations as the weighted second moment was successful.
Returning to random k-SAT, we observe that, at least, our suspicion regarding populism is consistent with the success of the second moment method for random NAE k-SAT. In that problem, since we need to satisfy and falsify at least one literal in each clause, leaning towards the majority truth assignments is in fact a disadvantage. Indeed, as intuition suggests, "middle of the road" assignments have the greatest probability of being NAE-satisfying. Alternatively, observe that conditioning on σ being NAE-satisfying does not increase its expected number of satisfied literal occurrences. On the other hand, conditioning on σ being satisfying increases this expectation by a factor 2 k /(2 k − 1) relative to the unconditional expectation km/2.
Thus, in a nutshell, our plan is to apply the second moment method to balanced satisfying truth assignments, i.e., truth assignments that satisfy, approximately, half of all literal occurrences. As it turns out, choosing a concrete range to represent "approximately half" and only counting those satisfying assignments that fall within the range leads to major (but not intractable) technical issues. Fortunately, these issues can be avoided by using instead a "smooth" weighting scheme that weighs satisfying assignments accordingly to their number of satisfied literal occurrences. The weighting comes with a control parameter, whose tuning allows us to focus on those truth assignments satisfying a given number of literal occurrences. Placing the focus on balanced assignments, yields the result.
Weighted second moments: a transform
Given a k-SAT formula F on n variables let S = S(F ) ⊆ {0, 1} n be the set of satisfying truth assignments of F . An attractive feature of the second moment method is that we are free to apply it to any random variable X such that X > 0 implies satisfiability. Sums of the form
clearly have this property for any positive weights w(·).
One can view the search for suitable weights as a transform of the original problem. Such transforms can be particularly useful as a way to exploit insights into the source of correlations but, clearly, are not a substitute for such insights. In our case, we would like to penalize satisfying truth assignments that satisfy significantly more than half the literals. Moreover, we would like our weighting to have a natural product structure over the clauses so that, exploiting that clauses are drawn independently, we can replace expectations of products with products of expectations.
Suppose that for a satisfying truth assignment σ we classify all the clauses in the formula into 2 k "bins" according to the subset of the literals in each clause that were satisfied by σ. The fact that σ is satisfying means that the "all zeros" bin must remain empty and this pushes the mean number of satisfied literals up from k/2, increasing correlations. The approach of [1] requires the "all ones" bin to remain empty as well, restoring balance, but at the price of making it doubly difficult to satisfy the enhanced requirement, hence the lost factor of 2 in the bound.
Our work started from the idea that it is more efficient to have the "heavy" bins (those with many satisfied literals) "share the pain" by penalizing them progressively. In other words, we want to assign a weight to each bin, so that the weighted average number of satisfied literals is k/2. It is natural (and suggested by large deviations theory) to use weights that maximize entropy subject to this constraint. In other words, we want to find the maximum entropy distribution on the 2 k − 1 non-empty subsets of {1, . . . , k} so that the mean subset size is k/2. This is a classic Lagrange multipliers problem, and the solution is probabilities that decrease geometrically with subset cardinality. It is these heuristic considerations that motivate the weighting on satisfying assignments used in the next section.
We note that this weighted second moment method yields the following slightly weaker version of Theorem 2, that has the same leading term but has a linear correction term 4 times greater.
Theorem 3. There exists a sequence β k → 0 such that for all k ≥ 3,
We prove Theorem 3 in the following sections. The more sophisticated proof of Theorem 2 will appear in the journal version (see also [2] ).
GROUNDWORK
Given a k-SAT formula F on n variables, recall that S(F ) is the set of satisfying truth assignments of F . Given σ ∈ {0, 1} n let H = H(σ, F ) be the number of satisfied literal occurrences in F under σ, minus the number of unsatisfied literal occurrences in F under σ. For any 0 < γ ≤ 1, let
Recall that in F k (n, m) the m clauses {ci} m i=1 are i.i.d. random variables, ci being the conjunction of k i.i.d. random variables { ij } k j=1 , each ij being a uniformly random literal. Clearly, in this model a clause might be improper, i.e., it might contain repeated and/or contradictory literals. At the same time, though, observe that the probability that a random clause is improper is smaller than k 2 /n and, moreover, the proper clauses are uniformly selected among all proper clauses. Therefore w.h.p. the number of improper clauses is o(n) implying that if for a given r, F k (n, rn) is satisfiable w.h.p. then for m = rn − o(n), the same is true in the model where we only select among proper clauses. The issue of selecting clauses without replacement is completely analogous as w.h.p. there are o(n) clauses that contain the same k variables as some other clause.
The first moment
For any fixed truth assignment σ and a random k-clause c = 1 ∨· · ·∨ k , since the literals 1, . . . , k are i.i.d. we have
Thus, since the m = rn clauses c1, c2, . . . , cm are i.i.d.
The second moment
Let σ, τ be any pair of truth assignments that agree on z = αn variables. If 1, 2, . . . k are i.i.d. uniformly random literals and c = 1 ∨ 2 ∨ · · · ∨ k then
where the dependence of f on ε = 1 − γ 2 is implicit. Thus, for a random k-SAT formula whose m = rn clauses c1, c2, . . . , cm are constructed independently
Since the number of ordered pairs of assignments with overlap z is 2 n n z and since the m = rn clauses are identically distributed, (6) and (5) imply
Observe now that for, any fixed value of ε, f r is a real, analytic, positive function. Thus, to bound the sum in (7) we can use the following lemma from [1] . The idea is that such sums are dominated by the contribution of Θ(n 1/2 ) terms around the maximum term. The proof of Lemma 2 is based on standard asymptotic techniques, namely the Laplace method [8] . Letting 0 0 ≡ 1, define g on [0, 1] as
If there exists αmax ∈ (0, 1) such that g(αmax) ≡ gmax > g(α) for all α = αmax, and g (αmax) < 0, then there exist constants B, C > 0 such that for all sufficiently large n
With Lemma 2 in mind, let us define
Also, let
We will prove that Lemma 3. Let ε be such that
For all k ≥ 19, if r ≤ s k then gr(1/2) > gr(α) for all α = 1/2, and g r (1/2) < 0.
As a result, for r, k, ε as in Lemma 3 we have
where C = C(k) is independent of n. Observe now that (3) and the fact γ 2 = 1 − ε imply
Therefore, by (10) and (11) we see that for r, k, ε as in Lemma 3 we have
By Lemma 1, this implies Pr[X > 0] > 1/C and, hence, Lemma 3 along with Corollary 1 imply Theorem 3.
To prove Lemma 3 we will prove the following three lemmata. The first lemma holds for any ε ∈ [0, 1) and reduces the proof to the case α ≥ 1/2. The second lemma controls the behavior of f (and thus gr) around α = 1/2 and demands the judicious choice of ε specified by (9) . We note that this is the only value of ε for which gr has a local maximum at 1/2, for any r > 0. In other words, among all sets of satisfying truth assignments with a particular number of satisfied literal occurrences, only the set of balanced assignments are uncorrelated. The third lemma deals with α near 1. That case needs to be handled separately because gr has another local maximum in that region. The condition r ≤ s k aims precisely at keeping the value of gr at this other local maximum smaller than gr(1/2).
Lemma 4. For all ε, x > 0, gr(1/2 + x) > gr (1/2 − x) .
Lemma 5. Let ε satisfy (9) . For all k ≥ 6, if r ≤ 2 k ln 2 then gr(1/2) > gr(α) for all α ∈ (1/2, 3/5] and g r (1/2) < 0. Lemma 6. Let ε satisfy (9) . For all k ≥ 19, if r ≤ s k then gr(1/2) > gr(α) for all α ∈ (3/5, 1].
The following bound will be useful. If ε satisfies (9), then
To prove (12) let q(x) = x − 1/(2 − x) k−1 and observe that for all k ≥ 3, the quantity q(2 1−k + ck4 −k ) is negative for c = 1 but positive for c = 3.
PROOF OF LEMMA 4.
Observe that α α (1 − α) 1−α is symmetric around 1/2 and that r > 0. Therefore, it suffices to prove that for all x > 0,
To do this we first note that for all x = 0,
Thus, for all x > 0, f
PROOF OF LEMMA 5.
We will prove that for all k ≥ 6 and r ≤ 2 k ln 2, gr is strictly decreasing in (1/2, 3/5]. We have
So, f (1/2) = k2 −k+1 (2 − ε) k−1 ε − 1 2 and since, by (9), we have (2 − ε) k−1 ε = 1 we get
Since g r (1/2) = 0 and, by (13) , f (α) > 0 for all α we see that (14) implies that to prove that gr is decreasing in (1/2, 3/5] it suffices to prove that the derivative of
is negative in (1/2, 3/5]. We will actually prove this claim for α ∈ [1/2, 3/5]. Since f (1/2) = 0 this also establishes our claim that g r (1/2) < 0. The derivative of (16) is
By considering (13) , we see that f is non-decreasing in [1/2, 1]. Since ln(1 − α) ≤ ln α for α ∈ [1/2, 1), it follows that in order to prove that the expression in (17) is negative it suffices to show that
Since, by definition, ε < 1 it follows that αε 2 ≤ 2ε implying that we can bound f as
At the same time,
Therefore, if εu is any upper bound on ε it suffices to establish
To get an upper bound on f (α)−f (1/2) we let α = 1/2+x and consider the sum in (13) . By our choice of ε in (9) we see that: i) the term corresponding to j = 1 vanishes yielding (22) , and ii) for all j > 1, 0 < (2 − ε) k−j ε j < 1 yielding (23) . That is,
Therefore, we see that (20) holds as long as
We start by getting a lower bound for φ for all α ∈ (1/2, 1]. For that, we let y = 1 − α and observe that for all 0 < y ≤ 1/2 −h(1 − y) ≥ ln(1 − y) + y ln y ≥ −y − y 2 + y ln y (25) and y − ln y) ) . (26) Writing y = d/2 k and substituting into (26) we get that for
Now, since φ is analytic, to bound it from below in (3/5, 1] it suffices to consider its value at 3/5, 1 and wherever
We start by observing that for k ≥ 13
At the other end, we see that
implying that the derivative of φ becomes positively infinite as we approach 1. Therefore, we see that for all k ≥ 13 we can limit our search to the interior of (3/5, 1). By setting φ to zero, (29) gives 
Therefore, substituting Q(k) for d in (28) we see that in (3/5, 1) φ is bounded below by 
BOUNDS FOR FINITE K
Recall from our discussion in Section 3 that in order to establish r ≥ r k it suffices to prove that there exists some ε ∈ [0, 1) for which the function gr defined in (8), i.e.,
has a unique global maximum at 1/2. Recall also that, in fact, for any r the only choice of ε for which g r (1/2) < 0 is the one mandated by (9) . Thus, for any fixed k, r one can: i) solve (9) to determine ε, ii) substitute the solution to (35), iii) plot the resulting expression of α to check whether the local maximum at 1/2 is indeed global. As gr never has more than three local maxima this is straightforward and yields the lower bounds referred to as "simple" lower bounds in Table 7 below.
As mentioned in the Introduction, the simple weighting scheme analyzed in this extended abstract does not yield the best possible lower bound afforded by applying the second moment method to balanced satisfying assignments. For that, one has to use a significantly more refined argument which, in the end, also reduces to proving gr(1/2) > gr(α) for all α = 1/2, but in which we are allowed to chose ε freely. Naturally, at α = 1/2 the choice of ε is the same as in the simple weighting scheme, but for larger α (where the danger is), it turns out that decreasing ε slightly helps. The bounds reported in Table 1 in the Introduction (and replicated below as "refined" bounds along with the upper bounds) are, indeed, the result of such optimization of ε as a function of α. In particular, for k ≤ 5 we partitioned [0, 1] in many intervals, using a different value of ε in each one, while for larger k, a partition of [0, 1] in [1/10, 9/10] and its complement suffices. 
CONCLUSIONS
We proved that the random k-SAT threshold satisfies r k ∼ 2 k ln 2. In particular, we proved that random k-SAT formulas with density 2 k ln 2 − k(ln 2)/2 − O(1) have exponentially many balanced satisfying truth assignments. That is, truth assignments that have at least one satisfied literal in every clause yet, in total, satisfy only as many literal occurrences as a random truth assignment.
Our proof leaves a gap of order O(k) with the first moment upper bound 2 k ln 2. With respect to this gap it is worth pointing out that the best known techniques [20] for improving this upper bound only give r k ≤ 2 k ln 2 − (1 + ln 2)/2. At the same time, it is not hard to prove that for r = 2 k ln 2 − k(ln 2)/2, i.e., within an additive constant from our lower bound, w.h.p. there are no satisfying truth assignments that satisfy only km/2 + o(n) literal occurrences. Thus, any improvement over our lower bound would mean that tendencies toward the majority assignment become essential as we approach the threshold.
The gap between the upper bound and the best algorithmic lower bound r k = Ω(2 k /k), seems to us much more significant (and is certainly much bigger!) The lack of progress in the last ten years suggests the possibility that no polynomial time algorithm can improve the lower bound. The success of the second moment method for balanced satisfying truth assignments suggests that such assignments form a "mist" in {0, 1} n and, as a result, they might be hard to find by algorithms based on local updates. At the same time, we note that as k increases, the influence exerted by the majority vote assignment becomes less and less significant as most literals occur very close to their expected kr/2 times. As a result, the structure of the space of solutions may well be different for small k (e.g. k = 3, 4) and for larger k.
To summarize, the following key questions remain:
1. Does 2 k ln 2 − r k tend to infinity? 2. Is there an algorithmic threshold λ k = o(2 k ) so that for r > λ k , no polynomial-time algorithm can find a satisfying truth assignment for the random formula F k (n, rn) with uniformly positive probability?
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