In this paper we propose a bracket algebra based elimination method for automated generation of readable proofs for theorems in incidence geometry. This method is based on two techniques, the first being some heuristic elimination rules which improve the performance of the area method of without introducing signed length ratios, the second being a simplification technique called contraction, which reduces the size of bracket polynomials. More than twenty theorems in incidence geometry have been proved, for which short proofs are produced swiftly. An interesting phenomenon is that a proof composed of polynomials of at most two terms can always be found for any of these theorems, similar to that by the final biquadratic polynomial method of Richter-Gebert (1995) .
Introduction
According to Richter-Gebert (1995) , brackets are the fundamental invariants under projective transformations. From an invariant theoretic point of view, the ring of brackets forms a suitable algebraic setting to deal with projective configurations. The bracket algebra is the most general structure in which projective properties can be expressed in a coordinate-free way.
Let V n+1 be an (n + 1)-dimensional vector space. For a sequence of n + 1 vectors A 1 , . . . , A n+1 ∈ V n+1 , the corresponding bracket is defined by
Let A 1 , . . . , A m be indeterminates (vectors) in V n+1 , m > n. The bracket algebra generated by them is the polynomial algebra R([A i 1 · · · A i n+1 ]|1 ≤ i j ≤ m) generated by all possible brackets of the indeterminates modulo the ideal generated by the following GrassmannPlücker polynomials:
On the level of bracket algebra, a geometric theorem prover can be implemented using the straightening algorithm (Young, 1928; Doubilet et al., 1974) . The main idea behind this approach is to rewrite the projective incidence statement as a term in Grassmann algebra which vanishes if and only if the statement is true. After this, the Grassmann algebra term is expanded into a bracket one. If this term vanishes modulo the ideal generated by the Grassmann-Plücker polynomials, then the theorem is proved. It is proved by Sturmfels and White (1989) that the straightening algorithm can be considered as a special kind of Gröbner bases algorithm for bracket polynomials. The algorithm works in full generality, but requires over-exponential CPU time.
The prover proposed by Richter-Gebert (1995) is based on the final biquadratic polynomial method (see also Bokowski and Richter-Gebert, 1990; Sturmfels, 1989) . A proof produced by this prover is extremely short and geometrically meaningful. In particular, every polynomial occurred in the proof is composed of two terms. Although the algorithm does not work in general, it could manage almost all projective incidence theorems.
Another prover is proposed by and is based on the area method. This is an elimination method whose rules are derived from properties of signed areas, or brackets in 2-d projective space. This method is complete when area coordinates are used. When the coordinates are avoided, proofs produced by the prover are often short and readable.
Our work is inspired both by the area method and by the final polynomial method. First, we propose a set of heuristic elimination rules to improve the performance of the area method by producing shorter proofs. Second, we propose a new technique for bracket polynomial simplification, a special case of which is used as the foundation for setting up biquadratic equations in the final polynomial method. We build up a prover based on the two techniques.
The performance of the prover is very satisfactory: more than twenty incidence theorems have been tested, which covers all the 2-d incidence theorems in and (Richter-Gebert, 1995). For every theorem, a proof composed of polynomials of at most two terms can be produced very fast. Furthermore, every proof finishes before any free point in the plane is eliminated, and in some cases, even before some semifree points on lines are eliminated.
The prover is complete for 2-d incidence theorems of the following constructive types.
Constructive type 1. Take a free point in the plane. Constructive type 2. Take a semifree point on a line. Constructive type 3. Take the intersection of two lines.
Algorithm
The following is an algorithm which can produce a proof in the form of brackets for a theorem whose conclusion is either an equality or an inequality.
Input.
• A set of constructions of points.
• An order for eliminations of points.
• A conclusion conc = 0 or conc = 0, where conc is a polynomial of brackets.
Preprocess. Change every collinearity constraint in the constructions into a rule for computing brackets.
Step 1. Eliminate constrained points and semifree points. First, assume that point X is the intersection of lines AB and CD. To eliminate X from a bracket [XPQ] , there are three formulas available: In the area method, (??.2) is generally adopted.
Second, assume that point X is on line AB. Let A, B, C be linearly independent vectors. To eliminate X from a bracket polynomial p, first contract p (see Step 2) , then for each [XPQ] in p, apply the following formula:
which is a Grassmann-Plücker relation in the case [XAB] = 0. Step 2. Simplification by contraction. For any vectors A 1 , . . . ,
This is a Grassmann-Plücker relation.
Let p be a bracket polynomial of two terms. If p is reduced to a single monomial by the above identity, this reduction is called a contraction. It can be extended to any bracket polynomial.
It can be proved that a polynomial is reduced to zero modulo the ideal generated by the Grassmann-Plücker polynomials if and only if when multiplied by some bracket polynomial, it is reduced to zero through contractions. As a result, the outcome of the contraction is always zero for conc = 0, and nonzero for conc = 0.
Output. The proving procedure and the nondegeneracy conditions. Remark 1. The heuristic rules Rule 2 and Rule 3 can contribute to obtaining short proofs. When searching for a proof composed of polynomials of at most two terms, these rules can serve as guidelines for setting up precedence tables.
Remark 2. To improve the performance of the algorithm for conc = 0, after each elimination we can delete the common bracket factors in conc. These factors are not nondegeneracy conditions.
Examples
Below is a collection of 23 examples and their machine generated proofs composed of polynomials of at most two terms. The program is written in Maple V.4 and runs on an IBM compatible Pentium II/366 with Microsoft Windows 98. The generation of each proof is very fast. The nondegeneracy conditions are generated at the same time.
For theorems of equality type, common bracket factors (underlined) are found out in each step and are deleted before the next step starts. Proof: Nondegeneracy condition: none. Proof: Nondegeneracy condition: none. Proof: Nondegeneracy condition: none. Nondegeneracy condition: none. Proof: 
Conclusion: 0, G, G 1 are collinear. Proof: = 0.
Nondegeneracy condition: none. (8, 9, 7, 6) and (6, 7, 9, 8) . Nondegeneracy condition: none. = 0.
Nondegeneracy condition in the proof of the reformulated theorem: none. 
