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Abstract
This paper deals with the problem of the polynomial interpolation of data subject to bounded perturbations. In particular,
we show that interpolation on the Chebyshev polynomial extrema minimizes the diameter of the set of the vectors of
the coecients of all possible polynomials interpolating the perturbed data. In doing so, some new properties of the
Chebyshev polynomials are obtained as well. Some of the proposed results are of direct interest in system identication
theory when considering the optimal input design for the identication of non linear block described dynamic systems,
such as Hammerstein and Wiener models. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The problem of the selection of optimal nodes for polynomial interpolation has been recently
considered in system identication theory when examining nonlinear systems modeled by a cascade
of linear dynamic and nonlinear static blocks. For such kind of models, optimal approximations
of the input{output relation of the nonlinear static block using the smallest possible number of
measurements have been studied [2,3].
The results presented in [2] have been proved by means of geometrical arguments. However,
some of them can be obtained by recasting the problem, as we shall do in this paper, in terms
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of polynomial interpolation criteria and using new properties of the classical Chebyshev polynomi-
als. These properties, which appears to be new and of interest by their own, will be derived in
Section 2.
To this end, we consider an unknown function Q(t) dened on the given interval [ta; tb], where
it is subject to a uniformly bounded perturbation e(t). Following [2], we want to approximate this
function by a (p− 1)-degree interpolating polynomial.
By QQ we denote the set of all possible functions obtained by perturbing Q
(t) by the error e(t);
that is
QQ = fQ(t): Q(t) = Q(t) + e(t); 8e(t): je(t)j6Eg: (1)
Given any set of p distinct nodes = f1; 2; : : : ; pg, we associate with QQ the new set ()Rp
() = f: = V−1p ()[Q(1) Q(2)    Q(p)]T; 8Q(t) 2 QQg;
where
Vp() =
2
66664
1 1 21    p−11
1 2 22    p−12
...
...
...
...
1 p 2p    p−1p
3
77775
is the well-known Vandermonde matrix.
We recall that, having dened the fundamental Lagrange polynomials
li(; t) = c
(i)
0 + c
(i)
1 t +   + c(i)p−1tp−1 =
Y
16j<i6p
t − tj
ti − tj ; i = 1; : : : ; p;
it is also well known that we have
V−1p () =
2
66664
c(1)0 c
(2)
0    c(p)0
c(1)1 c
(2)
1    c(p)1
...
...
...
c(1)p−1 c
(2)
p−1    c(p)p−1
3
77775 :
The set () is constituted by the coecient vectors  = [1; 2; : : : ; p]
T of all (p − 1)-degree
polynomials which interpolate the functions Q(t) 2 QQ at the nodes fig. It is a convex polytope
and it is described by a subset of the following 2p inequalities:
Q

(i)− E6[1 i 2i    p−1i ] [1 2    p]T6Q(i) + E; i 2 ; i = 1; : : : ; p:
Among the vertices of the above polytope, we denote by Mi ()(
m
i ()); i = 1; : : : ; p; those which
maximize (minimize) the ith component of , that is
Mi () = max2()
i and mi () = min2()
i:
By analyzing the structure of the inverse of the Vandermonde matrix we notice [1,10] that,
whenever 0 62 (ta; tb), the sign of the generic element c( j)i is equal to
sign(c( j)i ) = (−1)i+j:
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This particular sign structure gives to the system some important features. Actually, for any row i
of V−1p () one of the two following relations holds:
sign(c( j)1 ) = sign(c
( j)
i ) for i odd;
sign(c( j)1 ) = sign(−c( j)i ) for i even:
From these it follows that the Mi () and 
m
i (); i = 1; : : : ; p, are not 2p distinct vertices; indeed
there are only two distinct ones, namely  and , dened by
() = mi () and
() = Mi () for i even;
() = mi () and () = 
M
i () for i odd:
This last property implies that the diameter d(()) of the () set is, therefore, the vector
()− () that can be obtained as
d(()) = ()− () = 2V−1p ()
2
6664
+E
−E
+E
...
3
7775 : (2)
The aim of this paper is to nd an optimal set of interpolation nodes opt = f1; 2; : : : ; pg that
minimizes the diameter of the  set
k ()− ()kh;
when is measured in the lh norm, with l6h61. This is the criteria considered in [2].
This criteria diers from the classical ones which require to choose the set fig to minimize either
the Lebesgue constant
kk1 = max
ta6t6tb
pX
i=1
jli(; t)j
or the Lebesgue function
Pp
i=1 jli(; t)j at a point t 62 [ta; tb]. The rst of these two gives rise to
the well-known Bernstein [5] and Erdos [7] conjectures, proved in [6,9]. The second one has been
considered in [4] (see also [13]). It also diers from the criteria considered in [8], where the
minimization of the volume of () is required.
In the next section we will show that for the problem we consider here the set
opt = fta; z1 : : : zp−2; tbg
where
zi = ta +
1
2
(tb − ta)

1 + cos
i
p− 1

; i = 1; : : : ; p− 2;
is optimal for any 16h61. Notice that opt is given by the extrema of the (p − 1)-degree rst
kind Chebyshev polynomial Tp−1(t), shifted to the interval (ta; tb).
A couple of new properties of these Chebyshev polynomials, that we shall also derive in the next
section, are fundamental to prove the above main result. They can be added to several well-known
characterizations of the Chebyshev polynomials, such as those reported, for example, in [11,12].
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2. Results
To simplify the notation, without any restriction in the following we assume E =1: Moreover, in
order to derive our results we introduce the set Pp−1
Pp−1 =
(
Pp−1(; t): Pp−1(; t) =
pX
i=1
(−1)i+1li(; t); i 2 [ta; tb]
)
as the set of the (p− 1)-degree polynomial that assumes alternatively the values +1 and −1 at the
p distinct nodes i 2 ; ta61<2<   <p6tb.
Theorem 1. For any t < ta or t > tb the minimum of jPp−1(; t)j; Pp−1(; t) 2 Pp−1; is obtained
for = opt.
Proof. We assume by contradiction that, given any t < ta, there exists a dierent choice of inter-
polating points  = f1; 2; : : : ; pg minimizing the value Pp−1(; t). Then, if we consider the new
polynomial
qp−1(t) = Pp−1(; t)− (−1)p−1Tp−1(t);
by reminding that −16Tp−1(t)6+1 in [ta; tb]; Tp−1(ta)=(−1)p−1, and noting that Pp−1(; t) is such
that Pp−1(; i) = (−1)i+1, for i = 1; : : : ; p, it results that qp−1(t) has at least p− 1 zeros (taking in
account also their possible multiplicity) in [1; tb]. Moreover, Pp−1(; t)>1 and (−1)p−1Tp−1(t)>1
for all t6ta.
In t=1 we have Pp−1(; 1)=1 and jTp−1(1)j61, hence qp−1(1)=Pp−1(; 1)−(−1)p−1Tp−1(1)
>0.
Since, for t < ta we have assumed Pp−1(; t)6(−1)p−1Tp−1(t), so that qp−1(t)60, then qp−1(t)
must necessarily have one extra zero at some ~t; t6~t61. But qp−1(t) is a polynomial of degree
p − 1 which should have at least p zeros, therefore qp−1(t)  0, i.e., Pp−1(; t)  (−1)p−1Tp−1(t)
is the unique polynomial that minimizes Pp−1(; t).
The case t > tb is very similar.
Let P(i)p−1(; t) be the ith derivative of the polynomial Pp−1(; t) 2 Pp−1. Theorem 1 can be further
extended according the following result.
Theorem 2. The set of nodes opt minimizes also all jP(i)p−1(; t)j; Pp−1(; t) 2 Pp−1; i=1; : : : ; p−1;
at any t6ta and t>tb.
Proof. Let
(−1)p−1Tp−1(t) = (−1)p−1ap−1tp−1 + ap−2tp−2 +   + a0;
Pp−1(; t) = (−1)p−1bp−1tp−1 + bp−2tp−2 +   + b0
with Pp−1(; t) 6 (−1)p−1Tp−1(t). For simplicity, we consider only the case t6ta.
Since we have shown (see Theorem 1) that Pp−1(; t)> (−1)p−1Tp−1(t) for any t < ta, we
must necessarily have bp−1>ap−1> 0, otherwise for t < ta suciently large we would have
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(−1)p−1Tp−1(t)>Pp−1(; t). But this means that for t < ta suciently large we also have jP(i)p−1(; t)j
> jT (i)p−1(t)j with sgn(P(i)p−1(; t)) = sgn((−1)p−1T (i)p−1(t)) = (−1)i. Notice also that since qp−1(t) =
Pp−1(; t)− (−1)p−1Tp−1(t) has at least p−1 zeros in [ta; tb], it follows that the polynomial q(i)p−1(t),
of degree p− 1− i, has at least p− 1− i zeros in [ta; tb]. We claim that jP(i)p−1(; t)j> jT (i)p−1(t)j; i=
1; : : : ; p − 1, for any t < ta. Indeed, if by contradiction we would have jP(i)p−1(; ~t )j6jT (i)p−1(~t )j at
some ~t < ta, then the polynomial (−1)iq(i)p−1(t) would satisfy the following inequalities:
(−1)iq(i)p−1(~t )60 and (−1)iq(i)p−1(t)> 0
for t < ta suciently large, hence would have an extra zero in (t; ~t ], with ~t < ta. But this would
imply that q(i)p−1(t), a polynomial of degree p− 1− i, has at least p− i zeros, which is not possible
unless q(i)p−1(t)  0, i.e., P(i)p−1(; t)  (−1)p−1T (i)p−1(t); i=1; : : : ; p−1. Thus, the set  which minimizes
Pp−1(; t) also minimizes simultaneously jP(i)p−1(; t)j at any t6ta, for all i = 1; : : : ; p− 1.
Remark 1. The minimum properties derived in Theorems 1 and 2 appear to be new and of some
interest by their own. In some sense they represent a new characterization for the Chebyshev polyno-
mials that can be added to the classical ones reported, for example, in [11,12]. In particular, our result
is dierent from the one presented in [12, (2.37)], where the Chebyshev polynomial Tp−1(t) satises
a maximum property (dual to ours) among all polynomials Pp−1(t), of degree p− 1, which assume
absolute values less than or equal to 1 at the extreme points of Tp−1(t). In our case optimality is
considered with respect to the set of (arbitrary but distinct) nodes , and our Pp−1(t) is the interpola-
tion polynomial which assumes the values (−1)i+1 at i; i=1; : : : ; p. Of course our result could have
also been obtained by using standard best uniform approximation theory arguments. However, we
nd the proof we have given more elementary and similar to corresponding ones presented in [12].
Consider Pp−1(; t) = ap−1tp−1 + ap−2tp−2 +   + a0 2 Pp−1; we have
ai =
1
i!
P(i)p−1(0; ); i = 0; : : : ; p− 1: (3)
In Theorems 1 and 2 we have shown that jPp−1(; t)j and all its derivatives are minimized for
t < ta (or t > tb) and t6ta (or t>tb), respectively, using  = opt. From relation (3) we also have
the following further characterization of the set opt.
Corollary 3. Whenever 0 62 (ta; tb); the optimal set of interpolation nodes opt minimizes simulta-
neously the absolute values of all the coecients of Pp−1(; t).
Proof. The case 0 62 [ta; tb] is a straightforward consequence of Theorems 1 and 2 and of relation
(3).
This result can be easily extended also to the case in which ta=0 or tb=0. In fact, whenever ta=0
or tb = 0, we can only have one of the following situations. If i 6= 0 for all i, then Pp−1(; 0)> 1.
If 1 = ta = 0 or p = tb = 0, we have Pp−1(; 0) = 1, for any choice of the remaining abscissas.
Therefore, Pp−1(; 0)>1 assumes its minimum value 1 if and only if 1 = ta, when ta = 0, or
p = tb when tb = 0, independently of the values of the remaining nodes i. Since Theorem 2 holds
whenever 0 62 (ta; tb) the proof is completed.
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The main result of our paper, that we shall prove next, follows almost immediately from
Corollary 3.
Theorem 4. Whenever 0 62 (ta; tb); the set of interpolation nodes opt minimizes the diameter of the
set () in any lh norm; 16h61.
Proof. Recalling relation (2) and dening
t(p) = [1 t    tp−1]T
the polynomial Pp−1(; t) can be rewritten as
Pp−1(; t) = 12 t(p)
Td(()):
Notice that, because of (2), the following relation for the coecients ai of Pp−1(; t) holds
ai = 12di(()): (4)
Then, because of Corollary 3, whenever 0 62 (ta; tb) the optimal set opt minimizes all the components
of the diameter d(()) and the diameter itself when measured in any lh norm, with 16h61.
Let Pp−1 the set of all the polynomials that in the interval [ta; tb] lie in the strip [− 1;+1], that
is
Pp−1 = fPp−1(t) = ap−1tp−1 +   + a0: − 16Pp−1(t)6+ 1; 8t 2 [ta; tb]g
In the next theorem we present a new result which can be considered dual to that of Corollary 3.
Theorem 5. Whenever 0 62 (ta; tb); the rst kind Chebyshev polynomial; associated with the interval
(ta; tb); is the polynomial in the set Pp−1 that has the absolute values of all its coecients faig
simultaneously maximized.
Proof. Consider a function Q(t)  0; 8t 2 [ta; tb]. In such case, relation (1) (with E = 1) becomes
QQ = fQ(t): Q(t) = e(t); 8e(t): je(t)j61g:
Dene
1 =
\

()
as the intersection of the sets () obtained considering all possible set of nodes =f1; : : : ; pg with
i 2 [ta; tb]. Trivially, this set is not empty. Actually, the set 1 is a convex polytope centered at
the origin and it is constituted by the coecient vectors  of all the polynomials Pp−1(t) belonging
to Pp−1.
The vector (opt)
(opt) = V−1p (opt)
2
6664
+1
−1
+1
...
3
7775
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is, by construction, the coecient vector of the rst kind Chebyshev polynomial Tp−1(t) shifted to
the interval (ta; tb) and written as a linear combination of powers of t.
Since the polynomial Tp−1(t) belongs to the set Pp−1, then (opt) 2 1. Because of Theorem
4, the vector (opt) is a vertex of the set (opt) and, recalling (4), d((opt))=2 (opt). From this
it follows that (opt) is also a vertex of the set 1 and d(1) = d(opt)). Therefore the vector
(opt) has the absolute values of all its component simultaneously maximized among all vectors
 2 1, that is, the rst kind Chebyshev polynomial of degree p − 1 associated with the interval
(ta; tb) has, among all polynomials in Pp−1, the absolute values of all its coecients maximized.
Remark 2. The result stated in Theorem 5 is complementary to that derived in [12, p. 96], although
probably of minor interest. Indeed, here we consider Chebyshev polynomials associated with an
(orthogonality) interval (ta; tb) that does not contain the origin. This assumption apparently makes a
dierence in the bound one obtains.
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