Abstract: In a multitype branching process, it is assumed that immigrants arrive according to a non-homogeneous Poisson or a generalized Polya process (both processes are formulated as a non-homogeneous birth process with an appropriate choice of transition intensities). Joint asymptotic behaviour of the numbers of objects of the various types alive at time t for supercritical, critical, and subcritical cases are studied under those two different arrival processes. Furthermore, some transient analysis when there are only two types of particles is provided.
Introduction
We consider a multitype branching process in which there are different types of particles, and new particles arrive according to a non-homogeneous Poisson process (NHPP) or a generalized Polya process (GPP). Single or multitype branching processes with different stochastic assumptions on the immigration process have been applied in diverse fields in applied probability such as biology, epidemiology, and demography. For example, in [17] , the theory of multitype branching processes with immigration was utilized to study the joint queue length process in the different queues of a polling system in queueing theory. More generally, network of infinite servers queues may be seen as multitype Galton Watson processes with immigration, see e.g. [1] for a discrete case model. Some actuarial application of branching processes such as a reinsurance chain was discussed in [18, Section 7.5] . Also, a recent paper by [11] considered multitype branching processes with homogeneous Poisson immigration to study stress erythropoiesis, although the authors pointed out that an inhomogeneous Poisson process might be more realistic in that situation. The reader is referred to [16] for a detailed discussion about the relevant literature on various types of branching processes.
For the immigration processes, an alternative to homogeneous Poisson process, NHPP and GPP are chosen in this paper for the following reasons. NHPP and GPP are within the class of non-homogeneous birth processes, which means the intensity of event occurrence possibly vary with the time (e.g. seasonality of catastrophe incidence) and/or the past state of the process (e.g. number of previous shocks, the number of accidents incurred in the past). In this regards, NHPP has been widely used in various areas such as engineering, applied probability, biological science, and actuarial science. Also, the Polya process (of which marginal is viewed as a gamma mixture of Poisson distribution, see e.g. [10, Section 5] ) was discussed as a good candidate of the contagion model and further, in [5] , the generalized Polya scheme was considered to take individual's accident proneness and time effect into the model. In the literature of risk theory, contagion model where the Polya scheme with a linear type of contagion was discussed to model the number of accidents by [6] (Section 2.2); depending on the choice of a parameter, this model is called positive or negative contagion model. In particular, a positive contagion model in [6] (or so-called GPP in [23, 7, 8] ) would be a suitable choice for the arrival process, which well explains contagious events in case the more event arrived in the past, the more intense of event arrivals in the future. Since a branching process can be used to study a dynamic network of the spread of infectious diseases, it is natural to consider a GPP for the immigration arrival process as a suitable choice to model the occurrence of contagious events as explained above.
In this paper, our focus is to study the joint asymptotic behavior of a process representing the numbers of different types of particles alive at time t when the immigration process is described by NHPP or GPP processes. Such a model may be interpreted differently in function of whether we are in a epidemic, actuarial or queueing setting. In an epidemic setting, the particles represent contaminated cells and the types represent their locations, under the assumption that those cells move to those other locations where they possibly contaminate other cells. In an actuarial setting, a particle may represent a certain type of claim or task that needs to be processed in different branches of an insurance company before being settled or in different stages of a reinsurance contract as explained in [18, Section 7.5] . In a queueing setting, a particle is a customer who arrives and gets served immediately in the setting of infinite server queues and after leaving the queue, is replicated into several new customers who are sent to other queues for the subsequent service. Besides, we consider all three different underlying branching mechanisms (supercritical, critical, and subcritical) while most papers in the literature consider the critical case, see [21, 9, 22, 16] . Indeed, it is well known that in the subcritical and critical cases for a continuous-time multitype Galton-Watson process, i.e. when the eigenvalue of the mean matrix of offsprings does not exceed 1, the extinction is certain, whereas survival probability in infinite horizon is positive in the supercritical case. These three cases definitely exhibit different behaviors of the branching process when there is immigration. For example, in the case of polling systems, the stable case corresponds to subcritical branching process and the heavy traffic limit is studied using near critical branching process in [20] . Also, the fact that we are in critical, subcritical or supercritical condition may be adequate whether we are in one of the practical settings described above. For example, in a queueing or actuarial context it may be more plausible that we are in a critical or subcritical context, as the clients or tasks will eventually exit the system, whereas in an epidemics context the rapid expansion of a particular disease may lead to consider a supercritical case.
The rest of paper is organized as follows. In Section 2, multitype branching process without/with immigration and relevant assumptions are described. It is necessary to include some known results and also to introduce notation for the later analysis. In Section 3, NHPP is assumed for the arrival process of immigrants. Some convergence results for the distribution of the number of different types of particles, denoted in vector form as N (t), are given in all three cases: supercritical, subcritical (Theorem 3), and critical cases (Theorem 4). For the critical case, some remarks for homogeneous Poisson immigration and one dimensional branching process with immigration are provided in Remark 5. In the following subsections 3.1, 3.2, and 3.3 detailed proofs of Theorems 3 and 4 are given. Section 4 considers GPP for the immigration process. Asymptotic behavior of N (t) in the supercritical, subcritical and critical cases are studied in Theorem 8. The detailed proofs are included in the subsequent subsections 4.1, 4.2 and 4.3 respectively. In the proofs of Theorem 3, 4 and 8, we shall show that, for a conveniently chosen normalizing function g(t), the process N (t)/g(t) converges in distribution to an identifiable limit as t → ∞ by showing that the corresponding Laplace Transform converges. Finally, some transient results for the moment when there are two types of particles in the branching process are presented in Section 5.
Lastly, the following matrix notation will be used throughout the paper. For any matrix M ∈ R m×n , M ′ ∈ R n×m will denote its transpose. < u, v >= k i=1 u i v i denotes the usual inner product between two vectors u = (u 1 , ..., u k ) ′ and v = (v 1 , ..., v k ) ′ . We will let 1 = (1, ..., 1) ′ , a vector with 1's of appropriate dimension. Finally, we will let
The model
The baseline model, a classical multitype branching process (without immigration), is described as follows. We consider a set of particles of k possible types, with a type i particle having exponential lifetime with mean 1/µ i for i = 1, ...k, denoted by E(µ i ) for µ i > 0. Upon its death, a type i particle reproduces Y (i) j copies of type j particle for all j = 1, ..., k, where
k ) is a random vector with corresponding probabilities p i (n) = p i (n 1 , ..., n k ) = P(Y (i) j = n j , j = 1, ..., k) for n = (n 1 , ..., n k ) ∈ N k , and generating functions defined by
In other words, p i (n) is the probability that type i particle reproduces n 1 , ..., n k copies of type 1, ..., k particles respectively. Then all copies evolve independently and have the same dynamics. Note that p j (0, ..., 0) is the probability that no replica is made, i.e. the probability that the particle does not reproduce any copies at the end of its lifetime. The mean numbers of copies from type i particle are denoted by
represents the number of j type particles at time t, and a single particle is assumed to be type 1 at time 0 (i.e. N o (0) = n 0 := (1, 0, ..., 0) ′ . Its Laplace transform (LT) is denoted as ϕ o t (s) = E[e <s,N o (t)> ] for s ∈ (−∞, 0] k . According to [4, Chapter V] , {N o (t), t ≥ 0} is a continuous-time multitype branching process (without immigration).
We recall some useful results which will be often used in the subsequent study. First, it is convenient to introduce a k × k matrix A = (a ij ) i,j=1,...,k where a ij 's are defined by
We suppose that A is regular i.e. all entries of the matrix exp(t 0 A) are positive for some t 0 > 0 (see [4, Definition (10) p.202]). This entails that the largest eigenvalue ρ of A is positive and with multiplicity 1. We let u and v be the k × 1 right and left eigenvectors respectively, i.e. such that Au = ρu and v ′ A = ρv ′ , with positive entries, and normalized in such a way that < u, 1 >= 1 and < u, v >= 1. Then, in [4 
which will appear in the subsequent results, is in general not explicit but satisfies a particular integral equation (see [4, Eq. (28) p.206] for detail).
We then move on to a multitype branching process with immigration which is of the interest in this paper. Let us consider that a new particle (immigrant) arrives at time T i , i ≥ 1 and it is type 1 (without loss of generality). Then it evolves according to the branching mechanism described at the beginning of this section. The vector process N (t) = (N 1 (t), ..., N k (t)) ′ represents the number of each type of particles at time t defined as:
where {N o,i (t), t ≥ 0} i∈N are independent and identically distributed (iid) copies of {N o (t), t ≥ 0} with N o,i (0) = n 0 and {S(t), t ≥ 0} is the arrival process for new particles associated with a non-decreasing sequence (T i ) i∈N with T 0 = 0 representing arrival times of the ith particle, with interarrival times (T i − T i−1 ) i∈N * . In other words, N o,i (t − T i ) is a vector of the number of particles in each system at time t generated from the ith particle (of which type is 1) arrived at T i . Also, an underlying assumption is that N o,i j (t) = 0 when t < 0 for j = 1, 2, ..., k. Hence, N (t) is a continuous-time multitype branching process with immigration given by the process {S(t), t ≥ 0}.
Immigration modelled by Nonhomogenous Poisson process (NHPP)
We assume in this section that {S(t), t ≥ 0} is a NHPP with intensity t → λ(t) > 0, and set Λ(t) := t 0 λ(y)dy for t ≥ 0. To study asymptotic behavior of N (t) in (2) when t → +∞, we first need the LT of N (t). The following result is an easy extension of [9, Equation (2)]; see also [16, Theorem 1] for a similar result that rather concerns the probability generating function of N (t).
Lemma 2. The LT of N (t) in (2) admits the following expression
for all s ∈ (−∞, 0] k .
Proof. Since, given S(t) = n, (T 1 , ..., T n ) are distributed as the ordered statistics (U (1) , ..., U (n) ) with (U 1 , ..., U n ) which are independent with density y → λ(y)
and by independence of (U 1 , ..., U n ) and the process {N o,i (t), t ≥ 0}, one obtains
A change of variable x := t − y concludes the proof.
Some convergence results in the supercritical and subcritical cases are given as follows:
Theorem 3. Let us suppose that the intensity t → λ(t) of the NHPP {S(t), t ≥ 0} is upper bounded.
1. When ρ > 0 (supercritical case), one has the convergence in distribution as
where {Y W t , t ≥ 0} is a nonhomogenous compound Poisson process with intensity y → λ(y) and jumps distributed as W v. 2. When ρ < 0 (subcritical case), one has the convergence in distribution as
where ν is a distribution on R k + with LT given by
Proof. The proofs of each case are presented in Section 3.1 and Section 3.2 respectively.
Next, the critical case requires to define the following quantities:
where we recall that
The critical case is handled as follows:
Theorem 4. Let us assume that the moments of all orders of the random vector (Y
.., k and the intensity admits a Cesaro finite limit λ ∞ = lim t→∞ Λ(t)/t > 0. When ρ = 0 (critical case), one has the convergence in distribution as
where Z is a rv distributed as Γ(λ ∞ β, c) with v ⊗ µ = (v 1 µ 1 , ..., v k µ k ), β and c given by (6) and (7) respectively. Here, Γ(α, θ) denotes the gamma distribution with a shape parameter α and a rate parameter θ.
Thus, it turns out the that the support of the limits (4) and (8) in the supercritical and critical cases are respectively the positive half line spanned by v and v ⊗ µ.
Remark 5. When the intensity λ(t) is constant equal to λ, Theorem 4 is the particular case of [22, Theorem 2] which considers general interarrival times. When λ(t) converges to some limit λ ∞ , it converges towards the same limit in the sense of Cesaro and the limit in distribution (8) corresponds to [16, Theorem 8] . The proof of Theorem 4 (given in Section 3.3) is however original in two ways. First, contrarily to [22] which proves the result by showing that the joint moments of N (t)/t converge, it does not require renewal arguments and relevant results. Instead, we start directly with the LT (3) which is expressed handily in Lemma 2 and study its convergence. Similar approach was adopted in [16] although the authors in [16] start the proof from a seemingly uniform estimate from [19] for the probability generating function of
Remark 6. From (33) in the proof of Theorem 4, it reveals that the limiting distribution of (8) admits a similar integral form as the right-hand side in (4) which was shown by Campbell's formula in the beginning of Section 3.1. Indeed, one checks the equality in distribution of Zv ⊗ µ and +∞ 0 e −t dY c t where {Y c t , t ≥ 0} is a compound Poisson process with intensity λ ∞ β and jumps distributed as χv ⊗ µ with χ ∼ E(c).
We now proceed to prove Theorems 3 and 4.
Proof of Theorem 3 in the supercritical case ρ > 0
We start from the LT in (3), which entails that the LT of e −ρt N (t) is given by
The main difficulty in the proof is to show the following convergence: So, in order to prove (9) the main idea here is to exploit the convergence N o (y)e −ρy −→ W v a.s. as y → +∞ given in Lemma 1. Studying (9) is equivalent to analyze the limit as h → 0 of
where the last equality is due to a change of variable y := xh. That is, Q h may be expressed as
where
We then study the limits of (11) and (12) separately which will be shown that (11) tends to 0 and (12) is the desired limit of (10).
Limit of Q 1,h in (11) as h → 0. We shall utilize the following basic inequality in the subsequent proof:
due to the finite increment formula and also we have |e a − e b | ≤ e a + e b ≤ 2. Hence |e a − e b | ≤ |a − b| ∧ 2 for a ≤ 0 and b ≤ 0. Since λ(t) is upper bounded by some constant C, one has λ((1 − y)/h) ≤ C for all y ∈ (0, 1) and h > 0. We then deduce that
In order to study the right-hand side of the above inequality, it is convenient to change a variable t := (1 − y)/h first. Then, it leads to
By the dominated convergence theorem, it will be shown that (14) tends to zero as h → 0 in the following. Lemma 1 with the help of the dominated convergence results in pointwise for t ∈ [0, +∞) that the integrand goes to zero i.e.
We next want to find an upper bound of this integrand by some function t → f (t) ≥ 0 such that
Recall that u is an eigenvector with positive entries u i for i = 1, ..., k such that Au = ρu (where the element of matrix A is defined in (1)). Since u i > 0 for all i, there exists some constant κ > 0 which is large enough satisfying
where we recall that the vector s = (s 1 , ..., s k ) is fixed. For example, κ can be chosen as
) ∧ 2 for nonnegative random variables X and Y . Combining these results together with the martingale property of {< u, N o (t)e −ρt >, t ≥ 0}, we conclude that the integrand is bounded as
where the first equality is due to the fact that s i ≤ 0 for i = 1, 2, ..., k and
and W v have nonnegative entries, and the last inequality is due to (15) . The first expectation in (16) is essentially E[< u, N o (0)/e ρ×0 >] because of the martingale property and in turn, it is equal to < u, n 0 >= u 1 because of N o (0) = n 0 . And the second expectation is some finite constant. Putting together, one finds (16) is bounded as, for some constants K > 0 and K * > 0,
Then, it is now shown that the integrand in (14) tends to 0 as h → 0 for a fixed t and is dominated by the integrable function t → f (t). Therefore, by the dominated convergence theorem we conclude that (14) goes to 0 as h → 0, which implies that
In order to prove that the integral Q 2,h converges as h → 0, it suffices to show that y → |{E[exp(< s, W ve −ρy >)] − 1}λ(y)| is upper bounded by some integrable function. Since < s, W ve −ρy >≤ 0 for s ∈ (−∞, 0] k with the help of (13), it holds the following inequality:
With C > 0 the upper bound of λ(y) (as done previously), we then arrive at the following bound
which indeed is integrable, as ρ > 0 in the supercritical case. Combining the above results, the limit of Q 2,h in (17) is obtained as
We conclude thus that the limit of Q h in (10) is given as the right-hand side in the above limit, and in turn, that (9) is proved. This completes the proof.
Proof of Theorem 3 in the subcritical case ρ < 0
For the subcritical case, the proof is essentially to demonstrate that the integral
Here, let us consider the (pure) subcritical case ρ < 0. Recall from Lemma 1 that N o (t)e −ρt −→ W v a.s. as t → +∞. Now we shall prove that the integral
Using again the inequality in (15), one finds
where we recall that κ = max j=1,...,k −s j /u j for example. Then we get that
where the third last equality holds because {< u, N o (t)e −ρt >, t ≥ 0} is a martingale. Since λ(y) is upper bounded by some constant, we deduce that +∞ 0
[ϕ o y (s)−1]λ(y)dy is a convergent integral, as indeed ρ < 0 in the subcritical case. Also it is noted that inequality (18) is actually valid when s = (s 1 , ..., s k ) has some nonnegative entries (by simply replacing κ = max j=1,...,k −s j /u j with κ = max j=1,...,k |s j |/u j in all the inequalities above). Then, from e.g. [12, Theorem 2], we conclude that exp
dy is the LT of some distribution ν, and that, in the pure subcritical case ρ < 0, N (t) converges in distribution to ν, and the result follows.
Proof of Theorem 4 in the critical case ρ = 0
Again, we begin from Lemma 2, from which we deduce that the LT of N (t)/t admits the expression
We thus study
where Λ −1 (.) is the inverse of the function Λ(.), the second last equality is due to a change of variable with x := y/Λ(t) and γ t (x) is given by
We note that the assumption lim t→∞ Λ(t)/t = λ ∞ implies that lim t→∞ Λ −1 (t)/t = λ −1 ∞ , which is in turn equivalent to
where lim t→∞ η(t) = 0.
In the following, we shall prove by the dominated convergence theorem that the right-hand side of (20) has the following limit
where β is given by (6) . Here X = χv ⊗ µ ∈ [0, +∞) k where χ ∼ E(c) for c > 0 given by (7) and the survival function of X is given by
The proof is decomposed in the following steps.
Step 1: Dominating the integrand in (20) . First, since s = (s 1 , ..., s k ) ∈ (−∞, 0] k has negative entries, we have for all t ≥ 0 and x ∈ (0, 1) that
where the last inequality is due to the fact that 1− e −x ≤ x for all x ≥ 0. Using (15) again, one finds < −s,
> . Hence, taking the expectation and multiplying by Λ(t) on both sides results in
where the first equality is obtained by the martingale argument and C λ := sup t≥0 Λ(t)/t < +∞. Since C λ and κ are constants (independent of t and x), the integrand in (20) is dominated by some constant independent from t ≥ 0 and x ∈ (0, 1).
Step 2: Almost sure limit of the integrand in (20) . Second, let us now prove the following convergence for (21):
for a fixed x ∈ (0, 1) and s = (s 1 , ..., s k ) ∈ (−∞, 0) k as t → +∞. Since it is necessary to have the integral R * k
dz convergent later on, we consider the case when s j < 0 for all j = 1, ..., k. However, it is not hard to check that the proof can be also accommodated the case when one of the s j 's is zero. So, the results in [21] will be repeatedly used in the following leading to the convergence (26). Utilizing the result of exp(
.., k together with Fubini's theorem, we get that
By an expansion formula, one has
where J⊂{1,...,k} is the sum over nonempty sets J ⊂ {1, ..., k}. Plugging the above expression into (27), it follows that γ t (x) in (21) may be expressed as
To find a simpler expression, we let for all J ⊂ {1, ..., k} and z = (z 1 , ..., z k ) ∈ R * k + the vector z J of which the jth entry z J j is z j if j ∈ J, 0 otherwise. With this, (28) leads to
where, for two vectors v 1 and v 2 , v 1 > v 2 means that each entry of v 1 is larger than the corresponding one in v 2 . Next, let us observe that, for a fixed x ∈ (0, 1), from (22) it follows that
Thus, one finds that
Since the above result entails that t − Λ −1 (Λ(t)x) −→ +∞ as t → ∞, from [21, Theorems 1 and 5], we find for x ∈ (0, 1) that
as t → +∞ and for all z = (z 1 , ..., z k ) ∈ R * + k , where we recall that X has a distribution given by (24). Here again, the relation '>' is understood entriwise. It is noted that (32) simply states that the distribution of
given that N o (t − Λ −1 (Λ(t)x)) > 0 converges to the distribution of X . Also, since z ∈ R k → P(X > z) is continuous (extending the definition in (32) from z ∈ R * k + to z ∈ R * + by putting P(X > z) = 1 if max i=1,...,k z i ≤ 0), and lim t→∞ t t−Λ −1 (Λ(t)x) = 1 1−x from (30), one has from Lemma 12 (See Appendix A) for all z that
for a fixed x ∈ (0, 1). This latter convergence along with (30) and (31) entails that the components of the integrand in (29) converges to
It is important to note that from the convergence result in (31),
is bounded uniformly in t ≥ 0 and x ∈ (0, 1) by some constant. Also,
is upper bounded in t ≥ 0 by some constant that depends on x as it is convergent towards λ∞ 1−x as t → ∞. Therefore, the following function is bounded by
where K x is some constant independent from t ≥ 0 and z ∈ R * k + . Since the integral R * k + k j=1 [s j exp(s j z j )]dz is finite for fixed s = (s 1 , ..., s k ) ∈ (−∞, 0) k , one finds by the dominated convergence theorem that the integrand in (29) as
for a fixed x ∈ (0, 1). Putting this into (29) yields that (21) converges to
for a fixed x ∈ (0, 1). By applying the argument leading to the expression (29) for γ t (x) in (21), it can be shown that the right-hand side of the above convergence is γ(x) in (26). Thus, (26) is proved.
Step 3: Proof of (23). Thanks to (25) and (26), by the dominated convergence theorem, one thus deduces that (20) converges as t → +∞ to
which results in (23) after changing a variable y := − ln(1 − x).
Step 4: End of proof. From (19) with the convergence results of (20) towards (23), one finds that the LT of N (t)/t asymptotically behaves as
c−e −t <s,v⊗µ> . In turn, changing of variable z := e −t < s, v ⊗ µ > yields that the right-hand side of the above convergence is the LT equivalent to c c−<s,v⊗µ> λ∞β , which indeed is the LT of Zv ⊗ µ in (8) . This completes the proof.
Immigration modelled by Generalized Polya process (GPP)
As discussed in Section 1, the GPP became a well-known contagion model when the transition intensity in the non-homogeneous birth process is a linear function of the current state multiplied by a function of the current time. In this section, we now assume that the arrival process {S(t), t ≥ 0} is the GPP (or a positive contagion model in [6, 23] ) with intensity rate λ(t) satisfying
for some underlying function t → λ t . Hence, the number of arriving particles grows exponentially in expectation, which explains why such a model could be appropriate for the situation where the arriving particles representing cells infected by rapidly expanding disease contaminate other cells in an organism modelled by certain network mechanism. Let us start by establishing the LT of N (t) as obtained in Lemma 2 for the NHPP immigration.
Lemma 7. When the new particle arrives according to the GPP with the intensity rate given in (34), the LT of N (t) in (2) admits the following expression
Proof. It is known that the marginal distribution of S(t) is expressed as a negative binomial distribution given by
with Λ t = t 0 λ y dy, that is a negative binominal distribution (r, p) where r = b/a and p = 1 − e −aΛt . Its probability generating function is P t (z) = ∞ n=0 z n p t (n) = (
Then, from [14, Section 3.2], the LT of N (t) can be expressed as a compound Negative binomial distribution as
where the LT of the secondary distribution is given by
with q t (y) = aλ y e aΛy e aΛt − 1 ,
Since P t (z) = ( (36) is obtained as 
That is,
or equivalently (35).
Although the result in Lemma 7 holds for a general function t → λ t in (34), we shall focus on the case when λ t = λ > 0 is constant in the following. In this case, (39) is simplified as
In the case of the GPP immigration, due to the form of the intensity in (34) leading to an explosive immigration rate as t tends to infinity, it is anticipated that asymptotic behaviour of N (t) and the notion of subcritical, supercritical and critical cases are different from the ones in the NHPP given in Section 3. In the following, it is shown that the distributional behaviour changes depending on whether the largest eigenvalue ρ of A is less than, larger than, or equal to aλ, which is referred to as subcritical, supercritical and critical cases respectively. The main result of this section is given in the following theorem.
Theorem 8. One has the following convergences in distribution:
(1) When ρ > aλ (supercritical case),
where T ∼ Γ(b/a, 1) and {Z t , t ≥ 0} is an independent Lévy process with the characteristic exponent ψ(x) :
(2) When ρ < aλ (subcritical case),
where Z is a rv distributed as Γ(b/a, 1) and γ is the vector defined by
(3) When ρ = aλ (critical case),
where Z is a rv distributed as Γ(b/a, E[W ]aλ).
Remark 9.
In the supercritical case ρ > aλ we may note that, since Π(.) defined by (42) has support on (0, +∞) and verifies (0,+∞) min(1, z)Π(dz) < +∞ (precisely because of the condition ρ > aλ), the underlying Lévy process {Z t , t ≥ 0} appearing in (41) belongs to the class of subordinators according to [13, Lemma 2.14, p.55].
Interestingly, we observe that, in view of Theorem 4, the support of the limiting distributions in the critical case in the GPP setting is not the same as in the NHPP case, namely the positive half line spanned by v instead of v ⊗ µ.
The proofs of each case in Theorem 8 are provided in the following Section 4.2, Section 4.1, and Section 4.3 respectively.
Proof of Theorem 8 in the supercritical case ρ > aλ
In (40), with a choice of the renormalization function g(t) = e ρt we get
The proof is divided in two steps as follows.
Step 1: Studying the convergence of ϕ t (se −ρt ) as t → ∞. It is convenient to introduce the function
so that ϕ t (se −ρt ) = {1 + Ξ t } −b/a , t ≥ 0. Thus, studying the limit of ϕ t (se −ρt ) as t → +∞ essentially requires finding lim t→∞ Ξ t , which will be completed by the dominated convergence theorem. First note that for all y ∈ (0, +∞) one has that N o (t − y)/e ρ(t−y) −→ W v, t → ∞, a.s. from Lemma 1. Since s has non positive entries, one has that 0 ≤ 1 − exp < s, N o (t − y)/e ρ(t−y) > e −ρy ≤ 1 for a fixed y ∈ (0, +∞) results in
by the dominated convergence theorem. Also, again using the inequality 1−e −u ≤ u for u ≥ 0, the integrand in (47) is upper bounded as
By the similar martingale argument applied to the one leading to (18) for example, one can show that E − < s, N o (t − y)/e ρ(t−y) > is upper bounded by some constant say K which is independent of t and y. That is,
which is integrable over y ∈ (0, +∞) when ρ > aλ. Hence, thanks to (48) and (49) we arrive by the dominated convergence theorem at
so that the renormalized LT in (46) converges as
Step 2: Identfying the LTφ(s). In order to interpret (51) as the convergence towards some known distribution, we use the following elementary Lemma (its proof is given in Appendix B):
Lemma 10. Let {Z t , t ≥ 0} be a Lévy process with characteristic exponent ψ(x) such that E[e −xZt ] = e −tψ(x) for x ≥ 0, and let T be a rv distributed as Γ(ζ, 1), independent from {Z t , t ≥ 0}. Then the LT of Z T is given by
The aim is now to writeφ(s) in (51) in the form of (52). We first write Ξ ∞ in (50) as
Performing a change of variable z := we −ρy (i.e. y = − 1 ρ ln z w ) within the integral in y, it may be expressed as
where the measure Π(dz) on (0, +∞) is defined as (42). Finally, we get the following expression for (51):φ
so that one deduces from Lemma 10 the convergence result in (41).
Proof of Theorem 8 in the subcritical case ρ < aλ
After changing a variable y := t − y, (40) is rewritten as
Let us consider the renormalizing function g(t) = e aλt , so that
In the following, the limit of the integral on the right-hand side of (53) is studied in the subcritical case. First, similar to (47), let
To apply the dominated convergence theorem, first note that
where the last equality is due to the negative entries in s, one arrives at Ξ * y dy converges. Therefore, for a fixed y ∈ (0, +∞) one finds
by the dominated convergence theorem. Indeed, from (55) |1 − e <s,N o (y)>e −aλt |e aλt is upper bounded by − < s, N o (y) > which has a finite expectation. Finally, because of the dominated result for the integrand Ξ t,y obtained in (56) and the pointwise limit in (57), one deduces that (54) converges to
as t → +∞. Consequently, it follows that (53) converges to
for all s ∈ (−∞, 0] k , which entails (43) with the vector γ defined as (44).
Proof of Theorem 8 in the critical case ρ = aλ
We consider here the renormalizing function g(t) := te ρt = te aλt . As in (46) and (47), after changing a variable y := y/t we have
where Ξ t is now defined by − y) ) > e −aλt /t aλe aλty dy
In the following we shall determine the limits of Ξ 1 t and Ξ 2 t as t → ∞. For notational convenience, let Ξ 2 t := 1 0 Υ 2 (t, y)dy where − y) ) > e −aλt /t) aλe aλty .
(60) Step 1: Studying the convergence of Ξ 1 t as t → ∞. It is readily obtainable that using the inequality 0 ≤ 1 − e x ≤ −x for x ≥ 0, one has for all t ≥ 0 and y ∈ (0, 1) that
which is integrable, so that for a fixed y ∈ (0, 1) one has by the dominated convergence theorem that t 1 − E exp(< s, W v > e −aλty /t) aλe aλty −→ −E [< s, W v >] aλ as t → ∞. Likewise:
a constant, so that by the dominated convergence theorem one deduces that
Step 2: Dominating Υ 2 (t, y). In order to study lim t→∞ Ξ 2 t , we again use the dominated convergence theorem. First, it can be shown that |Υ 2 (t, y)| in (60) is upper bounded by some constant as:
where the first inequality is obtained from (13) and the last equality holds because W and N o (t(1 − y)) are non negative or have non negative entries and s has negative entries. Using again the constant κ satisfying (15) and the martingale argument, one thus obtains together with the above result that
Step 3: Pointwise convergence of Υ 2 (t, y) towards 0 as t → ∞. Let y ∈ (0, 1) is fixed. Since R k can be decomposed as the direct sum of Ru and (Rv) ⊥ (the orthogonal vector space of Rv for the euclidian inner product), there exists some (unique) α ∈ R and s 0 ∈ (Rv) ⊥ such that s = αu + s 0 . Since < s 0 , v >= 0, it follows that (62) is expressed as
Since < u, W v >= W < u, v >= W.1 = W , using the triangle followed by Cauchy Schwarz inequality yields
Then it will be shown that both terms on the right-hand side of (63) tend to 0 as t → ∞. The reason why s is decomposed along Ru and (Rv) ⊥ is that the first term is linked to the martingale {< u, N o (t)e −ρt >, t ≥ 0} = {< u, N o (t)e −aλt >, t ≥ 0}, whereas in the second term the behaviour of {< s 0 , N o (t)e −ρt >, t ≥ 0} may be controlled precisely because s 0 ∈ (Rv) ⊥ thanks to the estimates given in [3] . Indeed, one has from [4, (iii) ] up to a constant for all t ≥ 0, one deduces that the martingale {< u, N o (t)e −aλt >, t ≥ 0} is uniformly square integrable, hence converges in mean square towards W as t → ∞; and in turn, the first term on the right-hand side of (63) convergence to 0 as t → ∞. And, from [3, Proposition 3] together with < s 0 , u >= 0, there exists some real number a(s 0 ) < ρ = aλ as well as an integer γ(s 0 ) (both depending on s 0 , see their precise definitions in [3, (9a) and (9b)]) such that one of the three following situations occur:
Here the above three cases are corresponding to [3, a), b) and c) of Proposition 3] respectively. In all cases, since a(s 0 ) verifies a(s 0 ) < ρ = aλ, one checks easily that
e −2aλt tends to 0 as t → ∞. Hence the second term in the right-hand side of (63) tends to 0 as t → ∞ (for a fixed y ∈ (0, 1)). Combining all the above results, we thus prove that both terms on the right-hand side of (63) converge to 0. Therefore, it is concluded that (60) goes to zero as t → +∞ for all y ∈ (0, 1).
Step 4: Convergence of Ξ 2 t and conclusion.
Step 2 and Step 3 imply by the dominated convergence theorem that lim t→∞ Ξ 2 t = 0. Then together with (61), from (59) it follows that (58) converges to
so that we proved (45).
Transient expectation when k = 2
We shall hereafter consider two-type branching processes (i.e. k = 2) to study transient expectation of the number of particle at time t. Assume that the lifetime of j type of particle for j = 1, 2 is exponentially distributied as E(µ i ). The branching mechanism is given by
where probabilities p 12 and p 21 in (0, 1] satisfy p 12 p 21 < 1, which means that type 1 particle (resp. 2) reproduces type 2 (resp. 1) particle with probability p 12 (resp. p 21 ), or else dies. Finally, we denote by t ≥ 0 → m(t) = E[S(t)] the renewal function associated to the immigration process {S(t), t ≥ 0}.
Theorem 11. At time t, the transient expectation E[N 1 (t)] for type 1 particle is given by
where Ψ(ds) is given by
with
Similar analysis is available to obtain an expression for E[N 2 (t)]. Note that the expression (64) depends on the renewal function m(t), which is explicitly available in many processes. 1−e −aΛ t e −aΛ t when the immigration process is GPP with parameters (a, b, t → λ t ). In addition to these two processes considered in this paper, we remark that (64) for the transient first moment is also available for other non Poisson arrival processes where their renewal functions are known. Typical examples include the case when {S(t), t ≥ 0} is a fractional Poisson process with parameter β ∈ (0, 1) (in which case m(t) = Ct β for some constant C > 0, see [15, Expression (26) ]), or when the interarrival times T i − T i−1 , i ≥ 1, follow matrix exponential distributions (in which case m(t) is explicit and given by [2, Theorem 3.1]). Also note that (64) can be made a bit more explicit thanks to the expression (65), but is left as is so as to have a rather compact form.
Proof. The key idea is to consider the successive passage times of the ith particle arriving at T i , i ∈ N * of which type is 1. Since the type of particle is changing between 1 and 2 while keeping the same type during an exponentially distributed life time, the rth (so-called) return time V (r) i of this type 1 particle (the rth number of times changing back to type 1 from type 2) after its arrival time T i is such that V = +∞] corresponds to the case when type 1 particle dies (i.e. exits the system) on its rth sojourn. It is convenient in the following to write W 
as [T i + V ] corresponds to the event that type 1 particle arrived at time T i is again type 1 at time t after its rth return time. Taking the expectation in (68) and interchanging the order of summation yields
with [V We are now to derive explicit expressions for B 1 r and B 2 r . Let us denote G (r) (·) to be the cumulative distribution function (cdf) of (V 
Since G (r) (ds) is the distribution of the sum of two independent Erlang distributions with respective parameters (r, µ 1 ) and (r, µ 2 ), its LT is given by ,
where ζ 1 and ζ 2 are defined by (66) and (67). Inverting (74) then yields (65).
