We construct an explicitly solvable model of interacting quantum spins under the action of linearly timedependent magnetic field. The Hamiltonian, which we call the γ-magnet, does not conserve polarization of any spin and the net spin polarization. Nevertheless, for arbitrarily strong interactions, nonadiabatic dynamics, and any initial state, we find that quantum interference suppresses spin-flips, so that the system at the end is essentially close to the initial state. This phenomenon resembles many-body localization but occurs in the phase space of many spins rather than real space and does not need disorder.
Flexibility of synthesis of magnetic molecules enables the design of spin systems with desirable properties: strength and type of interactions, long quantum coherence, control by means of optics, voltage, and magnetic fields [1] [2] [3] . Nanomagnets are already used as quantum information hardware [4, 5] . There are also superconducting devices that mimic quantum spins with very artificial interactions [6, 7] .
For numerous nanomagnets, macroscopic quantum tunneling in multi-spin configuration space is observable during linear-in-time changes of the magnetic field as a staircase of magnetization steps. Interference between tunneling pathways is then found as the suppression of some of such steps [8] [9] [10] [11] .
In this Letter, we demonstrate another quantum interference effect that occurs with interacting spins in a linearly changing external field. Despite suppression of some transitions, nanomagnets usually reverse the direction of their magnetization after passing through several resonances in a linearly timedependent field. At least in the adiabatic limit, the magnetization should generally follow the direction of the external field, which changes sign during the hysteresis measurements. Here, we show that spin interactions can be tuned such that the magnetization in a linearly time-dependent field behaves in a radically different way.
After the field changes with any rate between strongly different values, the state of our system ends up close to the initial state, despite spin not being conserved. This happens for any multi-spin interaction strength and any initial state. We call this phenomenon dynamic spin localization (DSL).
We demonstrate this effect by constructing an analytically solvable model that shows it. According to [12] , a system with a time-dependent Hamiltonian H 1 (t, ε), where t is time and ε is a constant parameter, can be solvable if there is a nontrivial Hamiltonian H 2 (t, ε), such that the following two conditions are satisfied:
Let us now construct an integrable Hamiltonian of N interacting spins in a linearly time-dependent magnetic field. With the Pauli operators σ α k of N spins, where α = x, y, z and k = 1, . . . , N is the spin's index, we construct two sets of Dirac γ-matrices [13] (see also Supplemental Material [14] ):
FIG. 1. Time-dependent spectrum of the γ-magnet (6) with N = 3 interacting spins. The blue, green, and red arrows show three interfering semiclassical trajectories. The choice of parameters: ε = 3, β1 = 2.83, β2 = 1.35, β3 = 3.5, g1 = g2 = g3 = 0.3.
which satisfy parafermion algebra relations [15] :
We then define two γ-magnet Hamiltonians: where β i , and g i are constant parameters; ε is a constant in H 1 but is treated as the physical time in H 2 . H 1 and H 2 commute due to (4) , and for the two-time vector
they satisfy (2) . Hence, H 1 (t) is integrable and belongs to the multitime Landau-Zener family, which was defined in [16] .
In Fig. 1 , we plot the energy spectrum of H 1 (t) for different t and N = 3. Integrability of this model can be inferred from the large number of points with exact crossings of energy levels. This feature is common for many models of real nanomagnets [17, 18] .
Truly quantum behavior becomes evident if we use the semiclassical approximation that can be justified for ε |g i |. The diabatic states in the model (6), i.e., the eigenstates of only the time-dependent part of H 1 (t), are the spin projection states along z, e.g., the ground state at t = −∞ is | ↑↑ . . . ↑ if β i > 0 ∀i. According to the adiabatic theorem, all transitions between such states are suppressed when energy levels are well separated from each other. This happens with the spectrum in Fig. 1 as t → ±∞.
However, inside the time interval shown in this figure, pairs of levels experience avoided crossings, i.e. the regions where levels do not cross exactly but appear very close to each other for short time intervals. This happens when two diabatic energy levels, i.e. the eigevalues of the time-dependent part of H 1 , with a nonzero direct coupling between the corresponding diabatic states cross. For the spin with index k in H 1 , this can happen at
where the sign depends on the z-projections of all spins.
After passing through such points, the system has finite amplitudes to stay on the initial level and to jump to a new one. Thus, semiclassical trajectories can split from each other but then they also can merge by the end. One can estimate the amplitude of a transition between any pair of states by summing amplitudes of all semiclassical trajectories that connect the initial state at t = −∞ and the final state at t = +∞.
A common feature of all γ-magnets with N > 1 is that there are generally more than one trajectory connecting pairs of different states. An example is shown by red, green, and blue arrows in Fig. 1 . All the marked trajectories start from the ground state as t → −∞, then split at different avoided crossings but then return to one energy level as t → +∞. Such an interference is a signature of a nonclassical and manybody behavior. For example, it does not happen if spins are uncoupled from each other.
Knowing that the model (6) is solvable, let us now construct the matrix of transition probabilities between pairs of its diabatic states for evolution from t = −∞ to t = +∞. Following [12] , we consider the evolution operator for a path P in the two-time space:
whereT is the path ordering operator. Since we are interested FIG. 2. The physical evolution path P from (−T, ε) to (T, ε) (dotted black arrow) can be continuously deformed to either the path P + (blue arrows) or the path P − (red), where E ε. Crosses "X" mark positions of avoided crossings. Along P such points are close to each other, which leads to collective nonadiabatic dynamics. However, along P + and P − , resonances are far apart. The chronological orders of resonances along P + and P − are opposite to each other. Green arrows mark positions of resonances during changes of ε.
in the effect of the sweep of the external field from large negative to large positive values, the path P of our interest starts at time −T and ends at T , where T → ∞. Along this path, we have ε = const, as shown in Fig. 2 . Let m and n be the initial and the final diabatic states, respectively. Our goal is to find the transition probabilities between all such pairs:
Due to (1)-(2), U does not depend on the choice of the path P, except the initial and final two-time points. This invariance follows from the fact that the gauge field A = (−iH 1 , −iH 2 ) has zero curvature. Hence, P can be deformed to make either |t| or |ε| large [12] . In what follows, we change indices of spins so that
We will also assume that all β i > 0. Otherwise, we redefine the spin up and down states to make all β i positive. Imagine now that we found the matrix of transition probabilities for any H 1 with N spins, and we add an extra spin to the model. Consider the spin that has the largest slope:
The analysis then depends on whether the term ε
is positive or negative in the initial diabatic state at t = −T . First, let it be negative. We then deform P into P + as shown in Fig. 2 , so that E = λε, where λ 1. At the left vertical leg of P + , we fix t = −T . Evolution along this leg is adiabatic because spin polarizations are fixed in H 2 by infinitely large fields as T → ∞. Hence, this leg only changes the phase of the initial state but does not lead to spin flips. The same is true for the right vertical leg of P + . Resonances do happen along the horizontal part of P + but, since |E| |g i |, all of them are now very well separated in time. Hence, the semiclassical approximation that we already described can be applied and it becomes exact for |E/g i | → ∞. Then, among the resonances (9), the first one that will happen will be at time
at which only the spin-(N + 1) can flip. Since all other spins remain frozen during the passage through this resonance, the stay/flip probabilities for this spin are given by the LandauZener formula [19] [20] [21] [22] . Namely, let p N +1 and q N +1 be the probabilities for the (N + 1)-st spin, respectively, to remain the same and to flip. Then
If this spin does not flip, then during the following evolution it cannot flip either because t > ±t N +1 , and the rest of spins flip as if they are uncoupled from this spin and have the initial condition
Hence, the probability of any final microstate in this case will be p N +1 times the probability of finding the given first N -spin configuration after evolution with the N -spin Hamiltonian, ignoring the spin N + 1.
Alternatively, if the (N + 1)-st spin flips, then it creates the condition E N i=1 σ z i > 0 for the rest of the spins. However, all resonances at such a condition can happen only at negative times −t k = −|E|/β k , while t is already positive after passing through the resonance at t N +1 . Hence, in this case, none of the other spins will flip till the end of the evolution.
The case with initially ε N +1 i=1 σ z i > 0 becomes much more complex along P + due to the path interference but it produces the same result because we have freedom to deform the path P into another path, P − , at which ε → −λε, where λ 1, as shown in Fig. 2 . At the beginning of the horizontal piece of this path we find that −λε N +1 i=1 σ z i < 0, and the analysis reduces to the previous case.
To summarize, the transition probability matrix for the γ-magnet H 1 , in which spin indices are changed to satisfy (11), can be constructed along a simple recursive process. Namely, consider a sequence of models (6) with N = 1, 2, . . ., such that (N + 1)-st Hamiltonian is different from N -th one only by adding terms with g N +1 and β N +1 couplings, and adding a σ z N +1 factor to the product of operators with ε coupling. Let P |i N →|j N be the transition probability between states with indices i and j in the N -spin model and denote
We will mark the states of the model with N + 1 spins as |i N ↑ and |i N ↓ , where i N marks the states of the first N spins as in the N -spin model. The transition probabilities in the (N + 1)-spin system are given by the following rules:
(i) The only nonzero probabilities of processes that flip the (N + 1)-st spin are given by
(ii) The probabilities of transitions that do not lead to (N + 1)-st spin flip are given by
For example, N = 1 is a single spin two-state LZ model with the matrix of transition probabilities:
For N = 2, and the basis | ↑↑ , | ↓↓ , | ↓↑ , | ↑↓ , conditions (i)-(ii) lead to
Iterating (i)-(ii), we find that for the N -spin γ-magnet the probabilities of transitions from any initial diabatic state are given explicitly by the following rules: (a) the probability of not flipping any spin is P 0 = N i=1 p i ; (b) the probability to flip only the i-th spin is P i = q i N k=i+1 p k ; (c) the probability of flipping more than one spin is zero. The last property, (c), is the main result of this article. It shows that quantum many-body effects prevent propagation of spin-flips during time-dependent changes of parameters despite there are spin-flipping couplings for all spins. In fact, even the commutation of operators H 1 and H 2 is not a conservation law here due to the explicit time-dependence of parameters. Figure 3 , which was obtained by direct numerical simulations, illustrates sharp difference between the average magnetization dynamics of a γ-magnet and a nanomagnet with quadratic anisotropy in a linearly time-dependent field. In supplementary file [14] , we also show numerical tests that confirm (a)-(c) up to N = 8.
There are totally 2 N diabatic states of N spins. Even if we adjust couplings to make all non-zero probabilities equal to 1/(N + 1), we find that the final entropy
for γ-magnets is saturated at S γ max = log e (N + 1).
In contrast, for N independent spins in a time-dependent
, each spin has a finite probability to flip, so there is a finite probability to find any spin configuration at the end. The final entropy is then saturated when each spin has the flipping probability 1/2:
Thus, the final entropy of a γ-magnet per field sweep cannot increase by more than a value ∼ log(N ) versus ∼ N for noninteracting spins. Property (b) provides another practically interesting feature of γ-magnets. Imagine that g 1 g 2 . . . g N , whereas all β i are comparable. There is then a possibility to flip only spin k no matter what is the initial state by changing only one parameter. Namely, all β i are proportional to the external field B z . Hence, by changing the sweeping rate,Ḃ z , we rescale all β i by the same factor. We can then choose the sweeping rate so that for the indices i, i > k, the dynamics is strongly nonadiabatic, i.e., p i ≈ 1, whereas for the k-th spin it is adiabatic so that q k = 1. According to (b), only the k-th spin will then have almost unit probability to flip. Thus, by varying only the external field ramp, we will be able to change the z-projection of any spin keeping other spins intact. This property is not found in noninteracting spins.
DSL-like behavior can be a considerable problem for quantum annealing computations because DSL prevents a spin system from exploring its phase space during time-dependent parameter driving. Although our model is so far a single example with DSL, we note that other integrable many-body timedependent models (for their reviews, see [23, 24] ) show the behavior that is found in non-integrable systems. For example, experimentally realized dynamic conversion of ultracold fermions into a molecular Bose condensate is well modeled by the driven Tavis-Cummings model [25] [26] [27] ; and suppression of nonadiabatic excitations in the time-dependent BCS Hamiltonian is also found in numerical simulations of more complex models [28] .
There is numerical evidence of slowing down heating of finite spin systems that are driven by sufficiently weak periodic pulses [31, 32] . This is manifestation of, so-called, dynamic localization in AC-field [33] . Another distantly related effect is electron localization in energy space in a uniform electric field [34] . We believe, however, that DSL is essentially different. It occurs for all model's parameters, including the limit N → ∞, and, unlike the localization length in [33, 34] , the maximal number of spin flips in our model does not depend on the driving field.
It is interesting to find connections between DSL and manybody localization [29, 30] in strongly disordered spin systems. There are important differences: DSL occurs in multi-spin phase space and does not require disorder. Nevertheless, the many-body localization emerges when a spin system behaves locally as an integrable model with complex interactions [30] , which are similar to the ones in the γ-magnets. If this property is preserved in arbitrary external fields, then the local Hamiltonian should have nontrivial local commuting partners, as in Eq. (1). Therefore, the many-body localized spin systems are the best candidates for finding DSL in quantum materials.
We also note that for N = 2 the γ-magnet Hamiltonian has been studied before [35, 36] . It has the same matrix form as a spin-3/2 nanomagnet [36] :
with arbitrary constant parameters D 1,2 , b 1,2 and the directions of the orthogonal unit vectors n and n ⊥ . An example of such a nanomagnet is the molecule V 15 [37] . Moreover, if we introduce a N = 2 N -dimensional vector of fermionic operators,Ψ, then the secondary quantized Hamiltonian
describes fermions with N spin-like degrees of freedom under action of a linearly time-dependent field that couples to pseudo-spin operators with different strengths [14] . Indeed, for N = 2 this model describes dynamics of a localized state in 2-dimensional Dirac semiconductors, such as MoSe 2 [35] . Dirac electrons with extra discrete degrees of freedom encounter in multi-layer structures made of 2D Dirac materials. Hence, the HamiltonianĤ 1 (t) for N > 2 may describe localized states in such systems too. Finally, we hope that DSL and our model will find applications in device structures that will be used to control states of many qubits by switching individual spins without changing spin-spin interactions. Realizing this behavior is thus an interesting challenge for chemistry and physics of nanomagnets.
tum Ising spin chain as a system of free fermions. Alternatively the operators ψ j can be viewed as 2 N ×2 N matrices that represent the fermion operators acting in the 2 N -dimensional space of N spins. By introducing an additional operator
we obtain the anticommutation relations
so that we obtain a 2 N -dimensional representation of the Clifford algebra with (2N + 1) generators. On the other hand, the corresponding 2 N -dimensional Lie algebra representations can be integrated to the group representations known as spinor representations of Spin(2N ) and Spin(2N + 1) (see Ref. [13] in the main text for the explicit construction of the spinor representations).
Spinor representations are used in quantum field theory to build relativistic fermions in higher-dimensional spaces, equipped with Euclidean signature, where the operators ψ j play the role of higher dimensional analogue of the Dirac matrices, and therefore will be hereafter denoted γ j .
It is easy to see that the matrices/operatorsγ j , introduced in Eq. (3) of the main text can be represented in a form γ j = −iγ c γ N +j = iγ N +j γ c , where we have used the notation γ c = γ 2N +1 for the operator that determines the chirality of a spinor state. The expressions for the γ-magnet Hamiltonians [Eqs. (6) and (7)] in the main text adopt a form
i.e., can be written fully in terms of higher-dimensional Dirac γ-matrices, which rationalizes the term γ-magnets.
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