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Abstrat: A symmetri Tretz Disontinuous Galerkin formulation, for solving the Helmholtz
equation with pieewise onstant oeients, is built by integration by parts and addition of
onsistent terms. The onstrution of the orresponding loal solutions to the Helmholtz equation
is based on a boundary element method. The numerial experiments, whih are presented, show
an exellent stability relatively to the penalty parameters, and more importantly an outstanding
ability of the method to redue the instabilities known as the pollution eet in the literature on
numerial simulations of long-range wave propagation.
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Une formulation symétrique de type Tretz Galerkine
disontinue, à fontions de forme onstruites par une
méthode d'éléments de frontière, pour la résolution de
l'équation d'Helmholtz
Résumé : Une formulation symétrique de type Tretz Galerkine disontinue, pour la résolution
numérique de l'équation de Helmholtz à oeients onstants par moreaux, est onstruite par
intégrations par parties et ajouts de relations vériées par onsistane. La onstrution des solu-
tions loales orrespondantes de l'équation de Helmholtz est basée sur la méthode des éléments
de frontière. Les expérienes numériques, présentées dans e rapport, montrent une exellente
stabilité relativement aux paramètres de pénalisation, et surtout une remarquable apaité de
la méthode à réduire les instabilités numériques, appelées aussi pollution numérique dans la
littérature sur les simulations numériques de propagation d'ondes sur de longues distanes.
Mots-lés : Équation de Helmholtz, pollution numérique, dispersion, méthode de type Tre-
tz, méthode Galerkine Disontinue, équations intégrales, formulation variationnelle ultra faible,
opérateur de Dirihlet-to-Neumann, méthode éléments de frontière.
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1 Introdution
Usual nite element methods, when used for solving the Helmholtz equation over several hun-
dreds of wavelengths, are faed with the drawbak generally alled pollution eet. Roughly
speaking, it is neessary to augment the density of nodes to maintain a given level of auray,
when inreasing the size of the omputational domain. This in turn rapidly exeeds the apa-
ities in storage and omputing even in the framework of massively parallel omputer platforms
(f., for example, [29, 15, 33℄ and the referenes therein).
Several approahes have been proposed to ure this aw. At rst, for suh kinds of numer-
ial solutions, it beame well-established that Disontinuous Galerkin (DG) methods are more
eient than standard Finite Element Methods (FEM), also alled Continuous Galerkin (CG)
methods in this ontext. This eieny seems to be due in part to the less strong inter-element
ontinuity haraterizing these methods (f., for example, [1, 2℄). Indeed this was onrmed in
[32℄ where it is shown that it is possible to keep the eieny of the DG methods by allowing
disontinuities only at the interior of the elements in terms of bubble funtions with penalized
jumps.
Another advantage of the above kind of methods lies in the possibility to use shape funtions,
more adapted to the approximation of the solution to the interior Partial Dierential Equations
(PDE) of the problem, but, ontrary to polynomials, with poor properties for enforing the
usual inter-element ontinuity onditions of the FEM. In this respet, Tretz methods, that is,
methods for whih the loal shape funtions are wave funtions, i.e., solutions to the Helmholtz
equation (f., for example, [22, 38℄ and the referenes therein), were intensively used to alleviate
the aforementioned pollution eet. The ombination of a Tretz and a DG method therefore
resulted on numerous approahes for solving wave equation problems alled Tretz DG method
(TGD) (see, for example, [20, 24, 23, 22℄ and the referenes therein).
Atually, Tretz methods without strong inter-element ontinuity were used for some time
in the ontext of the so alled Ultra Weak Variational Formulation (UWVF) devised by Després
[13, 10℄. It was disovered later that this formulation an be reast in the ontext of a TDG
method [16, 7, 20℄ at least for the two latter referenes when using expliit loal solutions to the
Helmholtz equations.
Some ritiisms have been however addressed to the DG methods. They mainly onern the
inrease of the oupled degrees of freedom and a suboptimal onvergene of their approximate
uxes. Hybridized versions of the DG (HDG) methods were proposed in response to these
hallenges [12℄. However at the authors knowledge, HDG methods have not been used yet in
the framework of a Tretz method but only with usual loal polynomial approximations [18℄,
exept in a reent paper [36℄, where these methods were ombined in an elaborate way with
geometrial optis at the element level to eiently solve the Helmholtz equation in the high
frequeny regime. Sine the loal shape funtions are only asymptoti solutions to the Helmholtz
equation then, suh a kind of method an be alled quasi-Tretz HDG.
Instead of DG methods, some authors prefer to use a Lagrange multiplier or a least-square
tehnique to enfore the ontinuity onditions (f. [3, 17, 43℄). This is not the approah retained
in this paper.
On the other hand, it is generally admitted that Boundary Integral Equations (BIEs) lead to
less pollution eets than FEMs even if at the authors knowledge no formal study onrming
suh a property seems to have been already provided. Suh a good behavior is probably due to
the fat that BIEs an be seen as partiular Tretz methods when suh an interpretation is taken
to the extreme. It is hene tempting to use the free spae Green kernel in an approximation
proedure for the interior Helmholtz equation to redue the pollution eets. This way to
proeed has been already onsidered in [8℄. However it seems hard to extend it to problems
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involving varying oeients or realisti geometries and boundary onditions. The aim of this
study is preisely to mix two approahes: DG methods and BIEs, to devise a TDG method
whih an eiently handle partiular Helmholtz equations with varying oeients. Speially,
either the oeients are pieewise onstant or they an be approximated in this manner on a
suiently rened deomposition of the omputational domain, alled interior mesh in the rest
of this paper.
The method an be viewed globally as a DG method at the level of the interior mesh and
as a BIE loally at the element level. Atually, BIEs are used only to ompute the Dirihlet-to-
Neumann (DtN) operator within eah element of the interior mesh. As shown below, the quality
of the overall solution strongly depends on the auray of the approximation of this operator.
Spei numerial proedures have therefore been developed to inrease the auray of this
approximation. Suh a treatment an be related to similar tehniques developed in [26, 14℄.
The method proposed in this study owns other additional interesting properties. As a DG
method, it is formulated as a symmetri DG method, that is, as a symmetri variational formu-
lation of the orresponding boundary-value problem. Its derivation follows the path devised in
[4℄ (see also [37, p. 122℄) for designing Symmetri Interior Penalty (SIP) methods but in a bit
dierent way, more straightforward in our opinion. Additionally, when the penalty terms enfor-
ing the ontinuity of the normal traes (really the dual variables) are disarded, this symmetry
here yields an important gain. The storage of the boundary integral operators involved in the
formulation is then avoided: the ontribution of the BIEs then being element-wise only. It is also
worth noting that all the degrees of freedom of the disrete problem to be solved are loated on
the skeleton of the mesh, that is, the boundaries of the elements. Suh a feature is harateristi
to the redution of unknowns yielded by HDG methods even if here there still remains unknowns
on both sides of the interfaes. Last but not least perhaps the most important advantage of the
proposed approah lies on the hoie of the loal shape funtions whih aount for all kinds of
waves: evanesent, propagative, et. This is in ontrast with usual Tretz methods whih loally
use plane, irular/spherial waves, multipoles, et. (f., for example, [3, 23, 34, 20, 10℄ to ite
a few). It should be noted also that, even if the method, whih is onsidered here, is of Tretz
type, the loal approximations are done by means of a Boundary Element Method (BEM) (f.,
for example, [40, 6℄). As a result, these approximations are ultimately performed in terms of
pieewise polynomial funtions on a BEM mesh. In ontrast then to usual Tretz methods, h or
p renements are as simple and eient as in a standard FEM. This is why this method is alled
the BEM Symmetri Tretz DG method in the sueeding text and more onisely denoted by
BEM-STDG.
The paper is organized as follows. In Setion 2, after stating the boundary-value problem,
we rst derive the variational formulation of the symmetri TDG method and show how it an
be onneted to previous DG formulations. Setion 3 develops the BEM proedure used to
dene the Tretz method. Setion 4 is devoted to the numerial validation of the method in
two dimensions and to the omparison of its performanes with a standard Interior Penalty DG
(IPDG) method based on element-wise polynomial approximations. A nal brief setion gives
some onluding remarks and indiates further studies that an extend this one.
2 The symmetri Tretz DG method
After stating the wave propagation problem, we desribe the most general DG formulation on-
sidered in this study.
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2.1 The Helmholtz boundary-value problem
The DG variational formulations of the Helmholtz equation (f., for example, [22, 20, 24℄) are
generally obtained by writing the wave equation in the form of a rst-order PDEs system. Most
of the studies dediated to the solution of this problem by this kind of tehniques (in addition to
the previous referenes, see, for example, [10, 7, 42, 33℄) deal with the Helmholtz equation with
onstant oeients. If aoustis is taken as the onrete shape to the problem being dealt with,
this amounts to assuming that the equations governing the aousti utuations of pressure and
veloity orrespond to the propagation of an aousti wave in an ideal stagnant and uniform uid
(f., for example. [39, Chap. 2℄). We follow here a more general path and onsider as in [28℄ that
the propagation is related to an ideal stagnant uid but not neessarily uniform. The aousti
system for suh a onguration an be written as follows (f., for example, [31, Eqs. (64.5) and
(64.3) ℄) { 1
c2̺
∂tp+∇ · v = 0,
̺∂tv +∇p = 0,
(1)
where c and ̺ are the speed of sound and the density within the stagnant uid and p and v are
respetively the aousti utuations of the pressure and the veloity. Hereafter data c and ̺
are assumed to be pieewise onstant. As this will be lear below, the handling of the related
disontinuities is an important part of the DG formulation.
To be onsistent with the notation used in previous works [22, 20, 24, 42, 33℄, we denote
the phasors of respetively the pressure and the veloity by a dierent symbol: u for p dened
aording to the following identities and haraterizations









In the above denitions, ℜz is the real part of the omplex number z, and ω > 0 is the angular
frequeny. The solution of (1) is hene redued to
{ − iω
c2̺
u+∇ · σ = 0,
−iω̺σ +∇u = 0. (3)
We now assume that the equations are set in a bounded polygonal/polyhedral domain Ω ⊂ Rd
(d = 2, 3) and denote by ∂Ω its boundary. Using the pieewise onstant wave number κ = ω/c,
and onsidering a non overlapping deomposition ∂ΩD, ∂ΩN , and ∂ΩR of ∂Ω, we reast the










u = 0 in Ω,
u = gD on ∂ΩD,
1
̺
∇u · n = gN on ∂ΩN ,
1
̺
∇u · n− iY u = gR on ∂ΩR.
(4)
The third boundary ondition is expressed in terms of a funtion Y yielding the surfae ompli-
ane of ∂ΩR up to a multipliative onstant, assumed to be also pieewise onstant. The soures
produing the wave are embodied in the right-hand sides gD, gN and gR. We have denoted by
n the unit normal on ∂Ω direted outwards Ω (see Fig. 1).
Under minimal assumptions on the geometry of Ω, on κ, ̺, and Y , on the right-hand sides
gD, gN and gR, and assuming furthermore for example that ℜY ≥ ν > 0 on a part of ∂ΩR with
a non vanishing length/area, it is well-known that problem (4) admits one and only one solution
in an adequate funtional setting (f., for example, [35, 44℄).
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The Helmholtz equation with varying oeients in system (4) is exatly the wave equation
onsidered in [28℄. The boundary ondition has been taken there in the following form
1
̺











Q = −1, g = −2iηgD, on ∂ΩD,
Q = +1, g = 2gN , on ∂ΩN ,
Q = (1− Y/η) / (1 + Y/η) , g = (1 +Q)gR, on ∂ΩR,
(6)
thus expressing the three boundary onditions in (4) in a single one. This is more than another
way of writing the boundary onditions. It makes it possible to express the inoming wave
(1/̺)∂nu− iηu in terms of a reetion of the outgoing wave Q (−(1/̺)∂nu− iηu) and a soure
term g.
It is worth noting however that Helmholtz equation is involved in other kinds of wave prop-
agation problems. An important example of these is related to seismi waves where attenuation
eets must be aounted for in addition to the propagation features. The Helmholtz equation




u = 0 (7)
where ̺ and ω are the density and the angular frequeny and E is the omplex modulus. Clearly
this equation an be put in the above setting by substituting 1/c2 for ̺/E and ̺ for 1 in system
(3). This leads thus to a omplex wave number κ. Sine we are interested mainly in this paper
on aurately aounting for long-range propagation, we limit ourselves below to real oeients.
2.2 The variational formulation
2.2.1 The interior mesh
At rst, we onsider a non overlapping deomposition T of Ω in polyhedral/polygonal subdomains
of the omputational domain Ω, alled the interior mesh as said in the introdution. Considering




T , T ∩ L = ∅ if T 6= L.
Figure 1: Shemati view of the omputational domain.
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T
Figure 2: Interior mesh in 2D.
It is worth realling that this interior mesh an be quite arbitrary. Suh a mesh in the
two-dimensional ase is depited in Fig. 2.
We always assume that the oeients ̺ and κ of the Helmholtz equation are real positive
onstants within eah T ∈ T and denoted there by ̺T and κT respetively.
2.2.2 Interior and boundary faes
We pass to the denition of interior and boundary edges/faes on whih is based the setting of
any DG method. Interior edges/faes F are part of the boundary ∂T of T ∈ T shared by another
L ∈ T . They are dened as follows
F = ∂T ∩ ∂L when the length/area of F is > 0. (8)
Some other denitions haraterize F by requiring that it ontains at least d points onstituting a
non degenerated simplex (segment and triangle in the two- and the three-dimensional ase respe-
tively) [4℄. Boundary edges/faes F are dened similarly by replaing L with the exterior of Ω.
We use a set notation FI and F∂ to refer to the olletions of interior and boundary edges/faes











In Fig. 2, Γ is depited in grey while ∂Ω is in blak.
2.2.3 Traes and Green formula
Assuming that the solution u to problem (4) and the test funtion v are pieewise smooth, we






































|∂T · nT vT ds
(9)
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with
vT = v|∂T (10)
the traes being taken from the values of v inside T . Vetor nT is the unit normal to ∂T direted
outwards T . Atually below, we an take advantage of the fat that the normal omponent of

























∇u · nvds (11)
using the widespread notation (f., for example, [5℄) for the jump of v aross F
[[v]] = nT vT + nLvL, (12)
T and L being the two elements of the mesh sharing edge/fae F .
It is a part of the derivation of the variational formulation of the DG method to express the
ontinuity of the normal omponent of 1/̺∇u aross any edge/fae F from the mean of its traes







































∇u · nvds. (14)
The above expression of {{1/̺∇u}} · [[v]] must be understood in the meaning of the normal traes
sine only these quantities an really be dened in the weak formulation of problem (4) and are
involved in the TDG method.
2.2.4 General variational formulation of the symmetri Tretz-DG method
In the same way, assuming now that test funtion v is an element-wise solution to the Helmholtz
equation
∆v + κ2T v = 0 in T (T ∈ T ) ,
and using the fat this one that it is the unknown u whih is ontinuous aross the interfaes






















∇v · n ds (15)
















|L · nL. (16)
In the same way as above for 1/̺∇u, we substitute the mean value
{{u}} = 1
2
(uT + uL) , (17)
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for the trae of u and use (14) to obtain the following variational equation set on the edges/faes





















ds = 0. (18)
To design a symmetri formulation, we proeed as in [4, 15℄ (see also [37, p. 122℄). We make
use of the following interior identities
[[u]] = 0 and [[
1
̺
∇u]] = 0 (19)






∇v]] + [[ 1
̺
∇u]]{{v}} − {{ 1
̺












































To stabilize the formulation, in view of already known DG methods [5, 20, 15℄, we nally add
onsistent penalty terms expressed by means of given funtions α, β, γ and δ dened on Γ and
∂Ω. In this way, we arrive to the following most general variational formulation on whih are
based the TDG methods onsidered in this paper
a(u, v) = Lv (21)







∇v]] + [[ 1
̺
∇u]]{{v}} − {{ 1
̺



























































∇v · n+ 1
̺
∇u · n v + u 1
̺
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In the above expressions, ∇⊤u is the tangential gradient of u whereas ∇⊤[[u]] ⊙ ∇⊤[[v]] is
dened by
∇⊤[[u]]⊙∇⊤[[v]] = ∇⊤ (uT − uL) · ∇⊤ (vT − vL)
= ∇⊤ (uL − uT ) · ∇⊤ (vL − vT )
on any interior edge/fae F shared by elements T and L.
2.3 Comparison with previous Tretz-DG formulations
A thorough review of Tretz methods for solving the Helmholtz equation has been reently
performed in [22℄. We limit ourselves here to a omparison with methods of DG type. The
following lear denition of suh a kind of methods is given in this referene: DG [. . . ℄ [are℄
methods that arrive at loal variational formulation by applying integration by parts to the PDE
to be approximated.
2.3.1 Comparison with Interior Penalty DG Methods
Interior Penalty DG (IPDG) methods are mostly introdued as above by integration by parts
at the element level and adding onsistent penalty terms (see for instane [4, 15, 37℄ and the
referenes therein).
Atually adapting the IPDG introdued in [4℄ to the Helmholtz equation involved in (4) and










































−gD 1̺∇v · n+ αgDv
)
ds.
Using the fat that v is also a solution to the Helmholtz equation in T and integrating by parts







































−gD 1̺∇v · n+ αgDv
)
ds.


















and substituting gD for u in the rst integral on ∂ΩD, we diretly arrive to formulation (21) with
β = γ = 0.
Proeeding in the same way for the IPDG method onsidered in [15℄, we nd again formulation
(21) with Y = −κ, gD = 0, δ = 0, ∂ΩN = ∅.
It is lear from the above examples that, up to some onsistent terms, any IPDG method an
be put in the form of variational formulation (21) with suitable values for the penalty parameters
α, β, δ, and γ.
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2.3.2 Comparison with DG methods based on numerial uxes
Two broad lasses, in whih an be split the DG methods based on numerial uxes for the
Helmholtz equation, likely rst ome to mind: those whih are a simple reformulation of the
above IPDG methods and those whih an be linked to an upwinding numerial sheme. Atually,
in the ontext of the solution of the Helmholtz equation, the upwinding tehniques are intimately
related to the UWVF as this was brought out in [16℄. However, in the authors opinion, upwinding
is stated in the literature in a lear manner only for the Helmholtz equation with onstant
oeients. We found it useful to reall some features about these tehniques to more learly
set out the dierene between a real upwind sheme and a simple enforement of the ontinuity
onditions when the PDE oeients are disontinuous.
The starting point is the use of either of the following tehniques performed in every element
T of the interior mesh:
 the primal method, as it is alled in [20℄, whih onsists in integrating by parts the
Helmholtz equation with the additional feature that v is a solution to the loal Helmholtz
equation,
 the mixed method [24℄, where the integration by parts is arried out on a rst-order
system, whih is an equivalent formulation of the Helmholtz equation with a pairing (v, τ )
solution to the omplex onjugate system (this an also be done without referene to the
salar equation, diretly on system (3), in [16℄).
Both of these approahes give rise to the following variational equation
∫
∂T
(σ̂ · nT vT + ûnT · τ ) ds = 0 (24)
where, without further steps being taken, σ̂ = σT and û = uT (see [42℄ also).
In a series of papers (f. [22℄ and the referenes therein), Hiptmair, Moiola, Perugia, and
their o-authors obtained variational formulation (21) without the onsistent terms added to the
above IPDG methods to get a symmetri variational formulation. It is worth mentioning that
the variational formulation used in these studies is not symmetri. It an lead however to a
symmetri linear system if the involved edge/fae integrals are alulated exatly.
2.3.3 The upwinding sheme
It is also shown in the above papers (see also [7℄) that, for the Helmholtz equation with onstant
oeients, the UWVF an be reast in the framework of the above TDG method for partiular
values of α, β, γ and δ. Formulation (21) an hene be viewed as a symmetri variational
extension of the UWVF method if the spei properties of the UWVF, related to the fat that
it an be posed in terms of a perturbation of the identity by a norm dimunishing operator,
are disarded [10℄. However, one must be aware that then this formulation an no longer be
onsidered as an upwinding sheme. In the same way, the extension given in [28℄ for boundary-
value problem (4) for pieewise onstant oeients, an still be understood as a UWVF or an be
reast as Tretz DG method but not exatly as an upwinding sheme. Atually, this extension an
be interpreted as a entered method for designing a loal homogeneous propagation environment
rst and using a upwinding sheme then. A similar handling of disontinuous oeients is
standard in the numerial solution of time domain hyperboli systems. A nie presentation of
this tehnique is given in [21℄. Indeed, it is shown in [9℄ that the medium, in whih the wave is
propagating, an be set arbitrarily before performing the upwinding sheme while keeping the
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general properties of the UWVF. A lear onnetion, at least for an homogeneous medium of
propagation, between the UWVF and an upwinding sheme based on a way to express mathing
onditions (19) equivalently as a balane sheet of the inoming and outgoing waves rossing an
edge/fae, is given in [16℄.
3 The BEM symmetri Tretz DG method













|T · nT (25)
from the traes uT and vT of u and v on ∂T respetively. The BEM-STDG method an then be
fully derived from a boundary element approximation of uT , vT , pT , and qT for T ∈ T .
3.1 The boundary integral equation within eah element of the interior
mesh
For the moment, we assume that the interior Dirihlet problem is well-posed within any T ∈ T . A
geometrial riterion ensuring this property is given below. As a result, the single-layer boundary
integral operator dened for suiently smooth pT by
VT pT (x) =
∫
∂T
GT (x, y)pT (y)dsy (x ∈ ∂T ) (26)
is invertible. From the well-known integral representations of the solutions to the Helmholtz
equation with onstant oeients, it then results that the above traes uT and pT = 1/̺T∇u·nT









where NT is the double-layer boundary integral operator




nT (y)GT (x, y)uT (y)dsy (x ∈ ∂T ) . (28)
The kernelGT (x, y) involved in the above formulas is that orresponding to the outgoing solutions
to the Helmholtz equation with wavenumber κT . For all these properties related to the solution
of Helmholtz equation by boundary integral equations, we refer for instane to [35, 25, 6℄.
We now turn our attention to the abovementioned geometri riterion. It is stated as follows.
Geometri riterion. Assume that there exists a unit vetor υ suh that
sup (x− y) · υ ≤ λT /2 for all x and y in T, (29)
where λT = 2π/κT is the wavelength within T . Then, the boundary-value problem for the
Helmholtz equation with Dirihlet boundary ondition and wavenumber κT is well posed in T .
Set ℓ = sup (x − y) · υ. With no loss of generality, we an assume that T ⊂ ]0, ℓ[ ×∏
i=2,...,d ]0, ℓi[. From the minmax priniple, it an be argued that the rst eigenvalue χ
2
of
the Laplae operator with a Dirihlet boundary ondition satises χ2 ≥ π2/
(
ℓ2 + ℓ22 + · · ·+ ℓ2d
)
,
thus establishing the riterion sine ℓ ≤ λT /2, and therefore κT ≤ π/ℓ < χ.
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3.2 The BEM symmetri Tretz DG method
3.2.1 The loal boundary element method
Atually, only the interfaes F ∈ FI shared by two elements of the interior mesh or those F ∈ F∂
limiting the exterior of the omputational domain, in other words the skeleton of the interior
mesh, have to be meshed. This is perhaps a rst important feature of the method: it is a TDG
method but also turns out to be a BEM at the element level. It is therefore possible to arry
out a renement of the skeleton mesh, that is, the mesh aounting for the auray of the loal
approximating funtions, without any modiation of the interior mesh.
Atually, it is possible to use a BEM with no mathing ondition and thus to benet from
the advantage of meshing the various faes F eah independently of the other. However, we have
observed from several numerial experiments that a higher auray is reahed for ontinuous
approximations of uT and vT respetively, of ourse with no inter-element ontinuity ondition.
This is not at all restritive in the two-dimensional ase but makes it neessary to mesh eah fae
F aording to the usual mathing onditions of a ontinuous FEM within the boundary ∂T of
T in three dimensions (f., for example, [11, 30℄). The resulting mesh is alled the skeleton mesh
in the sueeding text. Any funtion uT or vT is sought as a polynomial funtion of degree m,
that is, in Pm, within eah element of the skeleton mesh, ontinuous on ∂T but with no further
ontinuity ondition as said above. A lear idea on the ontinuity onditions that are imposed
on the onsidered element-wise BEM is given in Fig. 3. For larity, the boundary nodes on the
various faes are represented inside the elements of the interior mesh. A same marker for the
nodes is used to indiate the ontinuity onditions imposed on the boundary traes of the shape
funtions.
Figure 3: Skeleton mesh and nodes used in the 2D ase.
3.2.2 Approximation of the dual variables
The involvement of the BEM at the level of the TDG method is ompletely embodied in the
approximation of the DtN operator expressing the dual variable pT in terms of uT by solving Eq.
(27). The auray of this approximation is ruial for the redution of the pollution eet. To
enhane the sharpness of this proedure, we have adopted the following strategy:
 uT is approximated on the skeleton mesh and pT on a rened mesh obtained by subdividing
eah of the elements of the former;
 ontrary to uT , pT is ontinuous within eah edge/fae only, but not at the juntions of
the edges/faes;








the olumn-wise vetor whose omponents are the








the nodal values of uT and vT
RR n° 8800
16 H. Baruq, A. Bendali, M. Fares, V. Mattesi, and S. Tordeux.
on the augmented set of nodes obtained either by interpolating uT and vT respetively on the


























= [PT ] [uT ] . (30)
















































(NT pT ) qTds.








are expressed at the level of interior










































It is at this level that the well-posedness of the interior Dirihlet problem for the laplaian













[PT ] [uT ] . (32)
At this stage, it is important for larity to reall that the method involves three meshes:
 the interior mesh T used for setting the BEM-STDG method; eah T ∈ T must satisfy the
above geometri riterion yielding that the loal Dirihlet problem is well-posed;
 the skeleton mesh used by the loal BEM to set up the loal approximating funtions whih
are solutions within eah T ∈ T of the Helmholtz equation (loal wave funtions);
 the rened mesh within the boundary ∂T of eah T ∈ T allowing for an aurate ap-
proximation of the DtN operator; this mesh is speied through a positive integer N
add
yielding the way in whih eah element of the skeleton mesh is subdivided; for instane,
for the numerial experiments in two dimensions performed below, N
add
is the number of
segments in whih eah segment of the skeleton mesh is subdivided.
A shemati view of these three meshes is displayed in Fig. 4. Note that the global nodal
values orrespond to the nodes of the skeleton mesh (verties of the skeleton mesh when using
a BEM with loal shape funtions that are polynomials of degree m = 1) and that the nodes
related to the rened mesh are only used in element-wise omputations.
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Figure 4: Shemati view of the three kinds of meshes, whih are used in the BEM-STDG
method. The 4 polygonals onstitute the interior mesh. The verties of the skeleton and the
rened meshes are marked by large dots and small irles respetively. The renement parameter
N
add
is taken equal to 3 here.
3.2.3 The BEM-STDG method









from (32), we form by means of an assembly proess, detailed
below, the square matrix [A] and olum-wise vetor [b] through the following identiations
[v]
⊤
[A] [u] = a(u, v), [v]
⊤
[b] = Lv.
We are hene led to solve the symmetri linear system
[A] [u] = [b] .
Clearly, [A] is also a sparse matrix in the meaning that any two degrees of freedom whih
belong to two interior elements not sharing a ommon fae are not onneted.
3.2.4 The assembly proess
It is helpful in the assembly proess to express the above bilinear and linear forms in terms of












However, some additional notation and observations are required before the expliit expressions
of these loal forms an be obtained.
When F is an interior edge/fae shared by T and L, dening similarly as in Eq. (25) by pL








(uT qL + uLqT + pT vL + pLvT ) ds,
(34)
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∫
F
(α[[u]][[v]] + β∇⊤[[u]] · ∇⊤[[v]]) ds =
∫
F
α (uT − uL) vT + β∇⊤ (uT − uL) · ∇⊤vTds+
∫
F







γ (pT + pL) qTds+
∫
K
γ (pL + pT ) qLds. (36)
In this way, generially denoting by L the element sharing fae F with urrent element T
when F ∈ FI , the ontribution aF,T (u, v) to the global bilinear form a(u, v) reads
aF,T (u, v) =
∫
F




(αuT (vT − vL) + β∇⊤uT · ∇⊤ (vT − vL) + γ (pT + pL) qT ) ds.
(37)
The expressions of aF,T (u, v) and LF,Tv for F ∈ F∂ are obtained in a straightforward way by













|T · nT .
Remark It is very important to note that if γ = 0, that is, when the variational formulation
involves no penalty on the mathing of the dual variables, only pT and qT are involved in the





an therefore be omputed only at the level of the assembly of
element T and has not to be stored.
4 Validation of the numerial method
We begin with the statement of a problem, whih involves long-range wave propagation in a
typial way. This problem will provide us with a good guideline for measuring the level of
pollution eet ouring in any numerial solution of the problem. We will hene be able to
ompare the performanes of the BEM-STDG method with the usual polynomial IPDG one.
Prior to that, we rst give some numerial results onrming the importane of an aurate
approximation of the DtN operator, just as was previously mentionned.
4.1 The boundary-value problem
We onsider the following example inspired from the wave propagation in a dut with rigid walls




∆u+ κ2n2u = 0 in Ω,
u(0, y) = 1, ∂xu(2L, y)− iκu(2L, y) = 0, 0 < y < H,
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(see Fig. 5) where κ is onstant and n is the pieewise onstant funtion given by
n =
{
1 for |x− L| > D,
n0 for |x− L| < D. (40)
Comparatively with the problem onsidered in [27℄, we added a Dirihlet boundary ondition
on the inlet boundary. In this way, we deal with the three kinds of boundary onditions sine
we additionally have Neumann and Fourier-Robin boundary onditions on respetively the rigid
walls and the outlet boundary. Moreover here, it is possible to onsider a non homogeneous dut



























Figure 5: Geometry of the inhomogeneous dut with rigid walls.
Indeed, the solution to this problem is independent of y and an be expressed in terms of







−iκn(L−D)x, for |x− L| < D,
(1− R) eiκx +Re−iκx, for x < L−D,
Teiκx, for x > L+D.
(41)






iκn0D, eiκLT = 2n0
n0+1
eiκ(n0−1)DTD,






whih itself is given by
TD =
2eiκn0D




− (n0 − 1) eiκ(L−D) (1− e4iκn0D)
. (43)
To test the robusteness of the BEM-STDG method relatively to long-range propagation, we
mainly limit ourselves to the simpler ase where n0 = 1. Then, only T and R remain meaningful
and have the following values
T = 1, R = 0. (44)
The strutured interior mesh, whih is used for these tests, is depited in Fig. 6. This mesh is
haraterized by two positive integers N = 2L and M = H . In all these tests, κ is taken equal
to π, so that the unit length is a half-wavelength. This automatially ensures that the loal
Dirihlet problem for the Laplae equation is well-posed in eah element of the interior mesh.
We use the following errors for haraterizing the auray of the numerial results:
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Figure 6: Strutured interior mesh used for most of the numerial experiments
 Maximum global error
Err∞ = 100
max (xm,ym) |u (xm, ym)− um|
max |u (x, y)| (45)
where um is the nodal value at node (xm, ym) of the solution delivered by the BEM-STDG
method;
 Error on the transmitted wave
Err
T
= 100 |T − T
omp
| (46)
where T is the oeient, given above, haraterizing the solution for x > L − D, and
T
omp
is its approximate value obtained from the numerial simulation;






obtained similarly to Err
T
.
4.2 Approximation of the DtN operator on rened meshes
The plots in Fig. 7 depit the maximum error in % for a dut having a length of 500 wavelengths
versus the number N
add
of segments in whih is subdivided eah segment of the skeleton mesh.
In all the sueeding text, we haraterize eah skeleton mesh by the number of nodes per
wavelength instead of the meshsize h of the skeleton mesh. The reasons behind the hoie of this
parameter will be detailed below. For instane, for the BEM, used in this experiment, whose
shape funtions are polynomials of degree 4, 24 nodes per wavelength orrespond to a meshsize
h = 1/3, that is, 3 segments per half-wavelength, and 16 nodes per wavelength with h = 1/2,
that is, 2 segments per half-wavelength.
Parameters α = β = 1.0 102, γ = 0, and δ = 0 have been speied empirially. Atually,
the method has a low sensitivity relatively to these parameters as soon as α and β are taken
suiently large, greater than 1.0 102 and less than 1.0 107, and γ is suiently small, set here
at zero. It is worth realling that this hoie for γ has a strong impat on the assembly proess.
The plots in Fig. 7 learly demonstrate that a better approximation of the DtN operator
greatly redues the pollution eet. Below N
add
= 3, there has been absolutely no advantage
to use 24 instead of 16 nodes per wavelength.
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16 nodes  per wavelength
Dimensions of the duct problem
Width: 1 wavelength
Length: 500 wavelengths
Polynomial degree of the local BEM: m = 4
BEM−STDG
24 nodes per wavelength
Figure 7: Maximum error in % versus N
add
4.3 Validation of the BEM-STDG method
We rst validate the BEM-STDG method on two problems of small size. The rst one onerns
the dut problem onsidered above and the seond one is related to the approximation of an
evanesent wave.
4.3.1 A dut problem of small size
We onsider the above dut problem for the following data:
 κ = π,
 length of the dut: 2L = 10 half-wavelengths , width of the dut: H = 2 half-wavelengths,
 thikness of the ontrasted layer: 4 half-wavelengths (D = 2) and its refrative index
relatively to the rest of the dut: n0 = 2.
The interior mesh of the dut is depited in Fig. 8. The two vertial straight lines dene the
boundary of the ontrasted layer.
Figure 8: The interior mesh used for solving the small size dut problem.
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Figure 9: Real parts of the exat and the BEM-STDG solutions for the onsidered example of
the dut problem.
The parameters used for the BEM-STDG method are the following:
 Mesh size of the interior mesh outside the ontrasted layer: h
max
= 1,
 Mesh size of the interior mesh inside the ontrasted layer: h
layer
= 0.5,
 Number of segments per edge of the interior mesh to get the skeleton mesh: 16,
 Number of added segments for the approximation of the DtN operator: N
add
= 4,
 Polynomial degree used in the BEM: m = 1.
The plots in Fig. 9 depit the real parts of the exat and omputed solutions on the nodes
loated on the lower rigid wall {y = 0} of the dut. The two urves annot be distinguished.
The following errors, whih are all less than 1 %, validate the BEM-STDG method:
 Maximum error: Err∞ = 0.4 %;
 Transmitted wave: Err
T
= 0.06 %;
 Reeted wave: Err
R
= 0.3 %.
4.3.2 Approximation of an evanesent mode
Now, we test the ability of the BEM-STDG method to orretly approximate evanesent waves.
For this ase too, we adapt the onditions leading to an evanesent mode in [27℄. We thus
onsider the same dut geometry than for the previous example with the same wave number
κ = π but we now assume that the dut is homogeneous, that is, n0 = 1, and take
u(0, y) = cos(2πy), 0 < y < 2, (48)
for the data involved in the Dirihlet boundary ondition on the inlet boundary. To ensure that
the exat solution is the seond evanesent mode
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(2L, y) = 0, 0 < y < 2. (50)
We used a interior mesh with h
max
= 0.5 and, as in the above example, we took 16 segments
per edge for the skeleton mesh, N
add
= 4 for the renement of the skeleton mesh for the loal
omputation of the DtN operator. Only the maximum error remains meaningful
Err∞ = 0.4 % (51)
and is similar to the ase of propagative mode. The plot depited in Fig. 10 shows that the
exponential deay of the mode is well reprodued by the solution obtained from the BEM-STDG
numerial sheme.









































Figure 10: Exat and omputed evanesent mode along the lower rigid wall of the dut.
4.4 Long-range propagation
Now, we ome to the main motivation for onsidering this BEM-STDG method: its ability to
redue the pollution eet and hene to perform orret numerial simulations of long-range
propagation. Toward this end, we onsider the ase of the above homogeneous dut together with
the strutured mesh given there. We ompare the maximum global errors in % dened earlier
versus the length of the dut for the BEM-STDG method with a more onventional polynomial
IPDG method (f., for example, [15℄).
It was not easy to nd a ommon basis for omparing the two methods sine the auray
of the overall solution of the BEM-STDG method is mainly based on two meshes: the interior
and the skeleton ones, and the polynomial IPDG method uses a usual strutured nite element
mesh in triangles only. Anyway, the following bakground seems to be a good basis for this
omparison:
 use polynomial loal approximations of the same degree for both the BEM-STDG and the
polynomial IPDG method;
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 assume that the degrees of freedom of the IPDG method are the nodes of the orresponding
Lagrange nite element method; then haraterize eah of these two methods by the density
of nodes along eah edge (number of nodes per wavelength). For instane, for a polynomial
IPDG method onstruted on a strutured mesh in isoseles retangular triangles whose
length of a right-angle side is 1/Nh, and for a skeleton mesh built on the strutured mesh
given in Fig. 6 with Nh segments along eah edge, the density, haraterizing both the two
methods for polynomial shape funtions of degree m, will be 2mNh.
This error, as a funtion of the length of the dut, generally ts well with a straight line, at
least for large enough lengths. The Least Square Grow Rate (LSGR) is the slope of this straight
line, whih is obtained by the least square method. It is used as an indiator for the impat of the
pollution eet. Below, we suessively ompare the two methods from low degree polynomial
approximations orresponding to m = 1 to high degree ones orresponding to m = 4 for various
densities of nodes per wavelength and for duts with length up to 500 wavelengths.
4.4.1 Lowest polynomial degree
For the lowest polynomial degree m = 1, the BEM-STDG method widely outlasses the usual
polynomial IPDG method. The error of the latter even with a double density of nodes per
wavelength is 10 times higher. To be able to plot the error urves orresponding to the two
methods in Fig. 11, we have had to use two axes at two dierent sales. Clearly, as indiated
by the reported LSGR, the improvement gained by the BEM-STDG method is mainly due to a
muh better redution of the pollution eet.















































Length of the duct in wavelengths
BEM−STDG
Dens. 32 nodes / λ
LSGR: 0.01
Polynomial IPDG
Dens. 32 nodes / λ
LSGR: 0.9
Polynomial IPDG
Dens. 64 nodes / λ
LSGR: 0.2
Figure 11: Maximum error in % for polynomial approximations of degree m = 1. The left y-axis
orresponds to the error urves of the IPDG method and the right y-axis to the BEM-STDG
method.
4.4.2 Higher polynomial degrees
For polynomial degrees from m = 2 up to m = 4, we have done three benhmark tests: the
nearest densities to respetively one, one and half, and two times the rule of tumb of 12 nodes
per wavelength.
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Polynomial degree Density (nodes / λ) Method Error LSGR
m = 2 12 IPDG 72 % 4.1 10−1
BEM-STDG 22 % 4.3 10−2
16 IPDG 67 % 1.3 10−1
BEM-STDG 5.6 % 1.1 10−2
24 IPDG 13 % 2.7 10−2
BEM-STDG 0.8 % 1.5 10−3
m = 3 12 IPDG 19 % 3.7 10−2
BEM-STDG 1.6 % 3.0 10−3
18 IPDG 1.7 % 3.5 10−3
BEM-STDG 0.1 % 1.0 10−4
24 IPDG 0.3 % 6.2 10−4
BEM-STDG 0.02 % −2.6 10−10
m = 4 8 IPDG 1.8 % 3.9 10−3
BEM-STDG 10.4 % 2.0 10−2
16 IPDG 0.17 % 3.0 10−4
BEM-STDG 0.02 % 4.3 10−6
24 IPDG 0.007 % 1.3 10−5
BEM-STDG 0.003 % 3.0 10−12
Table 1: Maximum error in % for a dut of 500 wavelengths and Least Square Grow Rate of the
error as a funtion of the length of the dut.
The results are reported in Tab. 1 and the most featuring of these are depited in Fig. 12,
Fig. 13, Fig. 14, and Fig. 15. The negative LSGR for m = 3 and a density of 24 nodes per
wavelength is ertainly due to rounding errors (see also Fig. 13 below).
All these benhmark tests, exept the one orresponding to a polynomial degree m = 4 and a
density of 8 nodes per wavelength depited in Fig. 14, onrm that the BEM-STDG method is
able to redue the pollution eet muh more eiently than the usual polynomial IPDG method.
The ase where the BEM-STDG method sueeded less well than the polynomial IPDG method
is that where the density was only of 8 nodes per wavelength, hene being less than the usual
rule of thumb of 12 nodes per wavelength. This suggests that the BEM-STDG method requires
a minimal density of nodes to be eient.
It must also be notied that the BEM-STDG method sueeded to pratially rub out the
pollution eet up to 500 wavelengths for polynomial approximations m = 3 and m = 4 with
24 nodes per wavelength (see Fig. 13 and Fig. 15), ontrary to the IPDG method for whih this
error ontinues to feature even at a low level in some ases.
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Figure 12: Maximum error in % for polynomial approximations of degree m = 2 and a density
of 12 nodes per wavelength.
































Figure 13: Maximum error in % for polynomial approximations of degree m = 3 and a density
of 24 nodes per wavelength.
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Figure 14: Maximum error in % for polynomial approximations of degree m = 4 and a density
of 8 nodes per wavelength.































Figure 15: Maximum error in % for polynomial approximations of degree m = 4 and a density
of 24 nodes per wavelength.
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5 Conluding remarks
At rst, it is worth stressing the outstanding stability of the BEM-STDG method relatively to the
penalty parameters. All the results were obtained using the same set of parameters. Generally,
for usual IPDG methods, these parameters have to be tuned aording to geometrial features
of the neighboring elements and the polynomial degree of the loal shape funtions.
On the other hand, this study has onrmed the expeted property that a TDG method,
whose loal shape funtions are obtained by means of a BEM, onsiderably redues the so-alled
pollution eet instabilities. It was even shown that it is possible to ompletely rub out the
pollution eet by slightly rening the skeleton mesh and using a BEM of moderate polynomial
degree. It should be noted that these exellent performanes have been obtained through an
extremely areful tuning of the BEM method, but done one for all when implementing the
BEM ode. In partiular, the most diult part of this task is an elaborate way for omputing
the involved singular and regular integrals. A omplete desription of the proedure used to
this eet will be given elsewhere. The aurate omputation of the approximation of the DtN
operator must be also notied.
The urrent study gives also rise to several questions:
 Is it possible to replae the BEM solution by the approximation of the DtN operator
through a suitable FEM?
 Is it possible to onrm the exellent redution of the pollution eet observed for the
dut problem by a study of the dispersion of the related numerial sheme, following the
approah desribed in [1℄, or at least numerially as in [19℄?
 Does the UWVF an be dealt with using a similar way to proeed based on a BEM for
building the loal approximating funtions?
 Is it possible to theoretially justify the stability of the method relatively to the size of the
propagation domain?
All these issues will be studied in forthoming papers.
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