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Abstract. Support Vector Machines (SVM) classiﬁers are widely used
in text classiﬁcation tasks and these tasks often involve imbalanced train-
ing. In this paper, we speciﬁcally address the cases where negative training
documents signiﬁcantly outnumber the positive ones. A generic algorithm
known as FISA (Feature-based Instance Selection Algorithm), is proposed
to select only a subset of negative training documents for training a SVM
classiﬁer. With a smaller carefully selected training set, a SVM classiﬁer
can be more eﬃciently trained while delivering comparable or better clas-
siﬁcation accuracy. In our experiments on the 20-Newsgroups dataset, us-
ing only 35% negative training examples and 60% learning time, methods
based on FISA delivered much better classiﬁcation accuracy than those
methods using all negative training documents.
1 Introduction
Studies have shown that imbalanced training data can adversely aﬀect classiﬁca-
tion accuracy of a classiﬁer [7]. In particular, SVM classiﬁers are known to favor
negative decisions when trained with signiﬁcantly larger proportion of nega-
tive examples [1, 11]. In multi-label classiﬁcation problem using SVM classiﬁers,
imbalanced training data can often be caused by the one-against-all learning
strategy. That is, with positive training examples given for each category, the
one-against-all strategy trains SVM classiﬁer of the category using the training
examples belonging to the category as positive examples, and all training ex-
amples not belonging to the category as negative examples. In our study, we
address the problem of imbalanced text classiﬁcation using SVM classiﬁers with
one-against-all strategy.
We focus on the under-sampling approach and propose a generic algorithm
known as FISA (Feature-based Instance Selection Algorithm), to select only a
subset of negative training documents for training SVM classiﬁer. FISA operates
in two steps: feature discriminative power computation and instance selection.
In the ﬁrst step, the discriminative power of each feature is computed using
some feature selection technique. In the second step, for each negative training
document, a representativeness score is computed based on both the number of
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discriminative features appearing in the document and their discriminative pow-
ers. The higher the score, the more signiﬁcant the document in representing the
negative training examples, and hence more useful in learning SVM classiﬁers.
Given a smaller training set consisting of only negative training documents with
high representativeness scores, a SVM classiﬁer will take a much shorter time to
learn while delivering comparable or even better classiﬁcation accuracy.
We evaluated FISA on the 20-Newsgroups dataset. Two FISA methods us-
ing feature selection techniques Odds Ratio and Information Gain have been
evaluated, known as FOR and FIG respectively. FOR and FIG were compared
with baseline SVM, Diﬀerent Error Cost (DEC) method and Stratiﬁed Random
Instance Selection (SRIS) method. Both FOR and FIG delivered signiﬁcantly
better classiﬁcation accuracies than DEC using only 35% negative training ex-
amples and 60% learning time required by DEC. Our experiments also showed
that random selection of negative training examples compromised the classiﬁca-
tion accuracy.
The rest of the paper is organized as follows. We survey related work in
Section 2 and discuss FISA in Section 3, followed by experiments and results in
Section 4. We ﬁnally conclude this paper in Section 5.
2 Related Work
The two main approaches to address the imbalanced classiﬁcation problems
are the data-level approach and the algorithmic-level approach. Data-level ap-
proach includes under-sampling methods that select only a subset of negative
instances for training [3, 5, 6], and over-sampling methods that synthetically gen-
erate positive training instances [2]. Nevertheless, studies have shown that over-
sampling with replacement does not signiﬁcantly improve the classiﬁcation accu-
racy. For methods using the algorithmic-level approach, one can assign diﬀerent
classiﬁcation-error costs on positive/negative training instances, or modify the
classiﬁer-speciﬁc parameters [1, 11].
One extreme case in imbalanced text classiﬁcation is to use one-class SVM
classiﬁers [8, 10]. One-class SVM learns from positive training documents only
and totally ignore the negative training documents. However, Manevitz and
Yousef [8] demonstrated that one-class SVM is very sensitive to the choice of
feature representation (e.g., binary or tﬁdf) and SVM kernels.
3 Feature-Based Instance Selection
Given a target category ci, a set of positive training documents Tr+i and a much
larger set of negative training documents Tr−i , say |Tr−i | ≥ 10 × |Tr+i |, the
problem is to select a subset of negative training documents from Tr−i , denoted
by Ts−i , such that the classiﬁcation accuracy of a SVM classiﬁer learned using
Tr+i and Ts
−
i is comparable with (or hopefully better than) the one learned
using Tr+i and Tr
−
i while reducing the learning time. Note that, in this paper,
|S| denotes the number of elements in the set S.
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The training of a SVM classiﬁer involves ﬁnding a hyperplane that separates
positive training examples from the negative ones with the widest margin. As
the hyperplane is deﬁned by both the positive and negative training examples,
intuitively, the hyperplane lies in the boundaries between the positive and neg-
ative training examples; most importantly, the negative training examples used
to deﬁne the hyperplane (i.e., the support vectors) are the ones that are close
to the positive examples. Given the large set of negative training documents,
many of them are expected to be far away from the positive ones and are less
useful in SVM classiﬁer traning. These negative training documents are known
as less representative examples with respect to the target category. We there-
fore try to remove these less representative examples to obtain more balanced
positive/negative training examples and to achieve comparable or better classi-
ﬁcation accuracy using shorter learning time.
The proposed FISA algorithm includes a feature discriminative power com-
putation step and an instance selection step. In the ﬁrst step, a feature selection
technique is applied to compute the discriminative power of each term feature.
Most feature selection techniques rooted in information theory can be used. For
each category ci, a feature selection technique computes the discriminative power
of term tk, denoted by δ(tk|ci). Note that δ(tk|ci) needs to be computed only if
tk appears in at least one positive training document in ci. In the second step,
the representativeness of each negative training document is computed. Those
with representativeness scores larger than a threshold rθ will be selected to learn
a SVM classiﬁer. The representativeness of a document dj with respect to a
category ci, denoted by r(ci|dj), is deﬁned as the average discriminative powers
of the features found in dj (see Equation 1 where wjk is the weight of term
feature tk in document dj).
r(ci|dj) =
∑
tk∈dj,tk∈Fi wjk × δ(tk|ci)∑
tk∈dj wjk
(1)
To determine the document representativeness threshold, we adopt the con-
cept of quality control from statistics [9].
rθ =
1
|Tr−i |
∑
dj∈Tr−i
r(ci|dj) + z × σ√
|Tr−i |
(2)
In Equation 2, σ is the standard deviation of representativeness scores of all
negative training documents. Given a huge number of negative training docu-
ments, we can assume that their representativeness scores follow a normal dis-
tribution and the z parameter determines the proportion of documents to be
selected.
Note that, feature selection technique is applied in FISA for feature discrim-
inative power computation only; the ﬁnal training of SVM classiﬁers actually
involves all the features of positive training and the selected negative train-
ing instances. This is because SVM is known to perform well without feature
selection [4].
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Fig. 1. SVM, DEC, SRIS, FIG and FOR against diﬀerent z values
4 Experiments
We evaluated FISA with two well-studied feature selection techniques, namely,
Odds Ratio (OR) and Information Gain (IG). Those two FISA methods are
therefore known as FOR and FIG respectively. FOR and FIG were compared
with baseline SVM, Diﬀerent Error Cost (DEC), and Stratiﬁed Random Instance
Selection (SRIS) methods. In our experiments, SV M light was used as the base-
line classiﬁer for those ﬁve methods. DEC method was implemented by adjusting
the cost-factor (parameter j) in SV M light to be the ratio of the number of neg-
ative training examples over positive ones. The same cost-factor setting was also
applied to FOR, FIG, and SRIS after instance selection in these methods. For
a fair comparison, the number of instances selected by SRIS was the larger one
selected by FOR and FIG.
The experiments were conducted on 20-Newsgroups1 dataset with diﬀerent z
values from -0.4 to 1.0. Binary document representation was used after stopword
removal and term stemming. The percentage of the selected negative training
documents (e.g., selection ratio), training time2 and micro-averaged F1 (denoted
by Fµ1 ) of these ﬁve methods are shown in Figures 1(a), 1(b), and 1(c) respec-
tively.
The larger the z the fewer negative examples were selected in training as ex-
pected (see Figure 1(a)). Particularly, when z = 0.4, only about 35% of negative
training examples were used for FOR, FIG and SRIS. In terms of training time,
SRIS was clearly the winner as no document representativeness computation
was required. Figure 1(b) also shows that smaller number of training documents
led to less training time. When z = 0.4, FIG and FOR used about only 60%
of training time required by DEC or baseline SVM. In terms of classiﬁcatoin
accuracy, baseline SVM was clearly the worst. The Fµ1 of SRIS decreases as z
increases. An incease of z, on the other hand, had little eﬀect on FOR and FIG
when z was not greater than 0.4. When z = 0.4, the two FISA methods deliev-
ered better Fµ1 than DEC using 35% of the latter’s negative training documents
1 http://www.gia.ist.utl.pt/˜acardoso/datasets/
2 Training time includes I/O time, CPU time for instance selection, and SVM training
time. PC conﬁguration: CPU 3GHz, RAM 1GB, OS Windows 2000 SP4.
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and 60% of its training time. This experiment shows that with carefully selected
less number of training instances, faster and better classiﬁcation results can be
achieved.
5 Conclusion and Future Work
In this paper, we studied imbalanced text classiﬁcation using SVM classiﬁers
with one-against-all learning strategy. We proposed a generic algorithm known
as FISA to select instances based on well-studied feature selection methods.
Our experiment results on the 20-Newsgroups dataset conﬁrmed that instance
selection was useful for eﬃcient and eﬀective text classiﬁcation using SVM clas-
siﬁers. The major limitation of the proposed FISA algorithm is that duplicates
or nearly duplicated documents receive similar representativeness scores and
therefore could all be selected. However, the training of a SVM classiﬁer does
not beneﬁt much from duplicated documents. Addressing this limitation will be
part of our future research.
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