Using WKB methods for very small times, we prove some instability phenomena for semi-classical (linear or) nonlinear Schrödinger equations. Like in several recent papers concerned with instability or ill-posedness issues, the main step of the analysis consists in reducing the problem to an ordinary differential equation. The solution to this o.d.e. is explicit, and the instability mechanism is due to the presence of the semi-classical parameter. For nonlinear equations, our approach also allows to consider the presence of an harmonic potential and/or weaker nonlinearities.
Introduction
Consider the semi-classical Schrödinger equation with WKB like initial data:
, where x ∈ R n and the parameter h > 0 goes to zero. We prove that small perturbations of the initial data cause divergence of the corresponding two solutions on small time intervals. More precisely, assume for instance that there is no potential, V ≡ 0, no initial oscillation, φ 0 ≡ 0, and that the initial profile a 0 is smooth, a 0 ∈ S(R n ). Consider v h solving (1.1) with data a 0 + √ ha 1 , with a 1 ∈ S(R n ). Then there exists c > 0 independent of h such that for t h = √ h:
Such an instability phenomenon goes in the same spirit as the study initiated by G. Lebeau [18] (see also [17] , [21] ; see [19] for further developments) for the nonlinear wave equation, and followed for instance in [1] , [8, 9] and [2] for nonlinear Schrödinger equations. As in the above papers, our approach relies on the fact that for very small times, the dispersive effects due to the Laplacian are negligible, and a good approximation to the Schrödinger equation is provided by an ordinary differential equation (which can be solved explicitly). We use WKB asymptotics to prove this phenomenon. In the nonlinear case, this follows, directly or after a slight adaptation, from the idea of E. Grenier [12] . Keep assuming that there is no potential V ≡ 0 and no initial oscillation, φ 0 ≡ 0. It is established in [12] that one can write u h = a h e iφ h /h at least locally in time on [0, T ] with T > 0 independent of h. The functions a h and φ h are smooth provided that a 0 is. Moreover, (a h , φ h ) → (a, φ) as h → 0 in L ∞ ([0, T ]; H s ) where:
∂ t a + ∇ x φ · ∇ x a + 1 2 a∆φ = 0 ; a |t=0 = a 0 .
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The idea is then to notice that a and φ have asymptotic expansions as t → 0:
The precise meaning of this asymptotic expansion is made clear below (see Definition 4.5). The term φ 1 is given by φ 1 = −|a 0 | 2 : it does not see the Laplacian. Thus for times so that we can "reasonably" truncate the above formal series as a app (t, x) = a 0 (x) and φ app (t, x) = tφ 1 (x), the influence of the Laplacian is negligible. Then we have to remember that φ is divided by h: formally, the term corresponding to φ − φ app is small if t 3 h. For such times, a slight modification of a 0 may be relevant, since it alters φ 1 , which is divided by h, thus magnifying the small modification in the initial amplitude. The rest of the paper consists in making this general outline clear.
Note that we also consider weaker nonlinearities in space dimension n ≥ 2, with or without harmonic potential (ω ≥ 0 ):
In space dimension three, we can take k = 2 and ω > 0, thus recovering the scaling of [2] corresponding to Bose-Einstein condensation in dimension three with repulsive nonlinearity. Unlike in [2] where initial data concentrated at one point with scale h are considered, we assume that the initial data is independent of h, u h |t=0 = a 0 (x). However, the instability mechanism we describe occurs at a time where the solution is concentrated. The concentration is due to the presence of the harmonic oscillator, but the rate of concentration when instability occurs is smaller than in [2] (h α with α < 1, see Section 5 for more details).
So far, we have considered only cubic nonlinearities. As in [12] , we extend the framework to nonlinearities of the form f (|u| 2 )u which are smooth, repulsive, and cubic at the origin:
Assumptions. Let f be smooth: f ∈ C ∞ (R + ; R), with f (0) = 0 and f > 0.
Remark 1.1. The assumption f (0) = 0 is neutral, since constant potentials for Schrödinger equations can be absorbed by an easy change of unknown function. Remark 1.2. We make no assumption concerning the behavior of the nonlinearity at infinity. The reason is that, like in [12] , we consider régimes for which the argument of f is bounded. Nevertheless, the assumption f > 0 (defocusing nonlinearity) is necessary to use Grenier's idea, even though it may very well happen that instability occurs for nonlinearities which are not cubic at the origin or which are focusing.
Notation. Let (α h ) 0<h≤1 and (β h ) 0<h≤1 be two families of positive real numbers.
•
and v h solve the initial value problems:
Then we can find 0 < t h 1 such that:
1 .
In particular,
Remark 1.4. We consider perturbations of order δ h h 2/3 h. This excludes the standard WKB data of the form
. , for which there is stability, as proved in [12, Theorem 1.3] .
For weaker nonlinearities we have the following result. The notation ε for the small parameter instead of h is neither a mistake nor a coincidence (see Section 5). Theorem 1.5. Let n ≥ 2, 1 < k < n, a 0 , b 0 ∈ S(R n ) such that a 0 b 0 ≡ 0, and ω ≥ 0. Let u ε and v ε solve the initial value problems:
2 . There exist T ε → 1 − and 0 < τ ε 1 such that:
• ω > 0:
Example. If n = 3, k = 2 and the nonlinearity is cubic, we consider:
Then perturbations of order δ ε with 1 δ ε ε 6/5 cause instability. In particular, this includes the case of "usual" WKB data as in the above remark. On the other hand, this phenomenon does not occur for the same equation in space dimension two: one can even prove stability for a large class of initial data (see [4, 7] ). Remark 1.6. We have T ε → 1 − in the first case because of the initial quadratic oscillations. In the linear case, such oscillations cause focusing at the origin at time t = 1 (see e.g. [3] ). We will see that the instability mechanism occurs when the solution is no longer of order O(1) and is already concentrated at scale 1 − T ε . In the case ω > 0, a similar phenomenon occurs without initial phase because the action of the harmonic oscillator is similar. In both cases, taking φ 0 (x) = −b|x| 2 and modulating b, we could have the instability mechanism occur near any time T > 0, and not only 1 or π 2ω . Remark 1.7. In Theorem 1.5, the assumption k < n is crucial. When k = n, the above result is no longer true (see [3, 4, 6, 7] for an homogeneous nonlinearity, with or without harmonic potential). From the point of view of geometrical optics, assuming k < n amounts to considering a supercritical régime if a caustic reduced to a point appears. This goes in the spirit of the formal computations of [13] , and of the papers [14, 15, 16] , [18, 21] , [3, 5, 6] .
The rest of this paper is organized as follows. In the next paragraph, we make the above arguments more precise, but still at a formal level. In Section 3, we show that even in a linear setting, one has to be careful. In Section 4, we prove Theorem 1.3. In the final Section 5, we show how to adapt these results to the case of a weaker nonlinearity to obtain Theorem 1.5.
A formal computation
Everything we shall write in this paragraph is formal. Precision in the definitions and justification in some cases, will come later. Consider the general Schrödinger equation with one term WKB data:
Plugging this ansatz into (2.1) and canceling O(1) and O(h) terms yields:
As t → 0, approximate φ and a by their Taylor expansion:
Note that for j = 0, the notations are consistent. Plugging these formal series into (2.2), we find:
We see that a 1 is the first term where the presence of the Laplacian becomes relevant: let u h (t, x) = a 0 (x) exp (i(φ 0 (x) + tφ 1 (x))/h). It solves the ordinary differential equation:
x is now just a parameter. Assume that for some time interval [0, T h ], WKB method provides a good approximation for u h : for instance,
On the other hand, we can approximate ae iφ/h by u h if
If T h → 0, which we may assume in view of Th. 1.3 and 1.5, then approximating a by a 0 is not a problem. We have to be more careful with the phase, because of the division by h. Formally, the above limit holds if
This is extremely formal, since in general, the above series is not convergent. In the limit t → 0, the leading order term corresponds to j = 2: if t h ≤ T h is such that (t h ) 2 h, then we expect:
let v h be the solution of the corresponding ordinary differential equation. Similarly, we expect:
An instability like in Th. 1.3 then stems from an instability at the o.d.e. level. We
as soon as δ h 1. Instability has to come from the phase. Indeed,
Using Taylor formula for f , we have:
Since f (0) > 0, we infer:
where the function c does not depend on h and is not zero. We infer:
This has a nonzero limit as h → 0 if tδ h h. To make sure the O δ h 2 term above is negligible, we may also require t(δ h ) 2 h. For instance, an explicit candidate that meets these conditions is
Since the only constraint we imposed so far was t h √ h, taking √ h δ h 1 predicts an instability as stated in Th. 1.3. So to prove Th. 1.3, we must establish (2.4) and (2.5) for suitable t h .
Remark. This approach may seem unnatural when comparing two facts. On the one hand, it relies on WKB methods, for which the small parameter has disappeared in the limiting system. On the other hand, we consider perturbations which depend on h, and force the solution of the WKB leading order system to depend on h.
Remark 2.1. In view of [2] , introduce the complex projective distance:
Then we can check that up to demanding t h √ h and t h δ h h (these conditions can be satisfied for √ h δ h 1), and provided that (2.4) and (2.5) hold:
2.2.
Case with no initial phase. The above computations suggest to restrict to times t h √ h, while in the introduction we assumed t h h 1/3 . This is so because in the introduction, we considered the case φ 0 ≡ 0, where a 1 ≡ 0. We check that the asymptotic series for φ and a as t → 0 become, up to changing notations:
the ordinary differential equation differ for tδ h h, which allows h 2/3 δ h 1. Apart from that, the approach is exactly the same.
When the initial phase is zero, the instability mechanism is somehow clearer. We consider a "strongly nonlinear" geometric optics régime; this means that the nonlinearity appears at the level of the eikonal equation (the equation for φ). Because of this nonlinear coupling, even if φ is zero initially, we have φ(t, ·) ≡ 0 for any t > 0: the creation of the phase φ is described discretely in time through the above (formal) Taylor expansion.
Linear equation.
In the above approach, we perturbed only the initial data. Suppose we consider a linear equation,
Then we may want to see what happens when the potential V is perturbed; essentially the same phenomenon as above. Let V 1 be another potential, and consider v h the solution to:
As above, WKB methods reduce the Schrödinger equation to an ordinary differential equation for times t √ h in general, and t h 1/3 if φ 0 ≡ 0. With similar notations as above, we have:
This difference becomes relevant for times such that tδ h h.
2.4.
Strong nonlinearities with harmonic potential. When the potential is an isotropic harmonic potential, (2.1) becomes, without initial oscillations:
Following ideas used in the linear case [22] , we remove the potential by posing:
Then U h solves:
We can then proceed as above. The only difference is the presence of time in the nonlinearity, which changes very little at the formal level.
Remark. When the potential is not exactly isotropic and quadratic, we do not justify the approach of Section 2.1. On the other hand, we could also consider V (x) = −|x| 2 ("repulsive" harmonic potential) in a similar way and mimic Section 4.2.
2.5. Weaker nonlinearities. We come to the framework of Th. 1.5:
where n ≥ 2, 1 < k < n. Following [5], denote γ = k/n and introduce
This can be viewed as a "semi-classical" conformal transform, as compared to the "usual" case introduced in [11] . Then with h = ε 1−γ , which goes to zero by assumption, and denoting t h 0 = h γ/(1−γ) , ψ(t, x) solves:
We can then adapt the approach of Section 2.1. This explains the different notation ε for the semi-classical parameter. Note that the apparently singular factor t −2 is harmless as t → 0, since we assumed n ≥ 2 and f (0) = 0 (this is where this assumption comes into play). Instability occurs for ε γ 1−t ≈ t h where t h and δ h satisfy conditions in the same vein as above. These conditions are slightly different because of the presence of time in the nonlinearity; unlike in the case of the harmonic oscillator, this presence is relevant for very small times (for ψ).
When an isotropic potential is incorporated, we can essentially superimpose the above two changes of unknown functions.
Linear equation
In the case of Section 2.3, justifying WKB methods is rather easy, and we prove:
Assume also that V 1 ≡ 0 on supp a 0 . Let u h and v h solve the initial value problems:
Assume that h 2/3 δ h 1. Then we can find 0 < t h h 1/3 such that:
WKB method yields w h δ ∼ w h δ = A δ e iΦ δ /h , where:
Since the difference r h δ := w h δ − w h δ solves:
standard energy estimates yield:
Since V and V 1 are smooth and sub-quadratic, there exists T > 0 such that for every δ ∈ [0, 1], (3.1) has a smooth solution Φ δ ∈ C ∞ ([0, T ] × R n ), and (3.2) has a smooth solution such that A δ ∈ L ∞ ([0, T ]; H 2 ), and:
Moreover, plugging Taylor expansion in time for Φ δ and A δ , we find:
This implies that for 0
where u h and v h solve the ordinary differential equations:
By assumption, we can make the right hand side 1 for times 0 < t h h 1/3 such that t h δ h h, and the proposition follows.
Proof of Theorem 1.3: O(1) nonlinearities
The strategy we follow to justify WKB asymptotics for nonlinear Schrödinger equations consists in resuming E. Grenier's idea [12] (see also [10] ), which relies on techniques from the hyperbolic theory. It somehow boils down to seeking WKB approximation "the other way round": first write the solution as u h = a h e iφ h /h (no approximation at this stage), and then study the behavior of (a h , φ h ) as h → 0, to recover what the usual WKB methods yield formally.
4.1.
Case with no potential. In this section, we prove Theorem 1.3 in the case ω = 0. For n ≥ 1 and a h 0 ∈ S(R n ) bounded in H s uniformly in h ∈]0, 1] for every s > 0, consider the initial value problem:
We recall the method of [12] . Seek w h = α h e iϕ h /h , where (α h , ϕ h ) solves:
(4.2)
Introducing the "velocity" v h = ∇ϕ h , (4.2) yields (4.3)
Separate real and imaginary parts of α h , α h = α h 1 + iα h 2 . Then we have
where f stands for f (|α 1 | 2 + |α 2 | 2 ). The matrix A(u, ξ) can be symmetrized by
which is symmetric and positive since f > 0. For an integer s > 2 + n/2, we bound (S∂ α x u h , ∂ α x u h ) where α is a multi index of length ≤ s, and (·, ·) is the usual L 2 scalar product. We have
For the first term, we must consider the lower n × n block in S:
where we used Sobolev embeddings and (4.4). For the second term we use
We notice that SL is a skew-symmetric second order operator, so the first term is zero. For the second term, use the symmetry of SA j (u h ) and usual estimates on commutators to get finally: The solution to (4.2) formally "converges" to the solution of:
(4.5)
The term "converges" may not seem appropriate, since the initial data keeps depending on h. Yet, under our assumptions on a h 0 , (4.5) has a unique solution (a h , φ h ), uniformly bounded in L ∞ ([0, τ ]; H m ) for any m > 0 for some τ > 0 independent of h ∈]0, 1] (see e.g. [20] ). We infer:
Proposition 4.2. Let s ∈ N. There exists C independent of h such that for every 0 ≤ t ≤ min(T, τ ),
Remark 4.3. Like in [12] , we could infer that T ≥ τ . Since we eventually consider very small time intervals, such an information is not relevant in our context.
Proof. We keep the same notations as above, (4.4). Denote by v h the analog of u h corresponding to (a h , φ h ). We have
Keeping the symmetrizer S corresponding to u h , we can do similar computations to the previous ones. Note that we know that u h and v h are bounded in L ∞ ([0, min(T, τ )]; H s ). Denoting w h = u h − v h , we get, for s > 2 + n/2: d dt
We conclude with Gronwall lemma.
This result shows that for small times, WKB solution in the sense of (4.5) provides a good approximation for the exact solution. Note that since we have to divide phases by h, we can deduce such a result only for times 1. The following corollary is a straightforward consequence of Proposition 4.1:
Corollary 4.4. Under the assumptions of Proposition 4.1, denote w h app = a h e iφ h /h where (a h , φ h ) solves (4.5). Then for any 0 < t h 1,
To prove the instability mechanism, we now have to study small time properties of (a h , φ h ), to use an ordinary differential equation as a new approximation.
Definition 4.5. If T > 0, (k j ) j≥1 is an increasing sequence of real numbers, (φ h j ) j≥1 is a sequence in H ∞ (R n ) := ∩ s≥0 H s (R n ), and φ h ∈ C([0, T ]; H s (R n )) for every s > 0, the asymptotic relation
means that for every integer J ≥ 1 and every s > 0,
Proposition 4.6. Under the assumptions of Proposition 4.1, there exist sequences (φ h j ) j≥1 and (a h j ) j≥1 in H ∞ (R n ) (uniformly in h ∈]0, 1]), such that the solution of (4.5) satisfies
. Plugging such asymptotic series into (1.2), a formal computation yields a source term which is O(t ∞ ) as t → 0. The result then follows with the same approach as in the proof of Proposition 4.1, and Borel lemma (see e.g. [23] ). Taking Corollary 4.4 into account, we find: 
,
where w h solves the ordinary differential equation:
Applying Corollary 4.7 to u h and v h respectively, we get (2.4) and (2.5) for any 0 < t h h 1/3 . As mentioned in Section 2.1, this suffices to establish Theorem 1.3 in the case ω = 0.
4.2.
With an harmonic potential. Now suppose ω > 0. Up to a dilation of the coordinates, we can assume that ω = 1. Let a h 0 ∈ S(R n ) bounded in H s uniformly in h ∈]0, 1] for every s > 0. Consider the initial value problem:
The change of unknown functions (2.6) leads to Equation (2.7) with initial data a h 0 . We can then follow every line of Section 4.1. The presence of time in the nonlinearity does not need special care: for the symmetrizer S, we can take
The presence of time does not perturb the analysis (we always consider bounded times). We obtain the analogue of (4.5):
The new powers of t that appear because of the presence of time in the nonlinearity are even, when considering the asymptotic behavior as t → 0. Therefore, the conclusions of Proposition 4.6 remain: φ h 1 is given by the same formula, but the formulae giving φ h j , a h j j≥2 (in which we are not interested) are different because of time in the nonlinearity. Since the change of unknown functions (2.6) is unitary on L 2 (R n ), the end of the proof of Theorem 1.3 follows easily.
Proof of Theorem 1.5: weaker nonlinearities
In this final section, we indicate how to adapt the analysis of Section 4 when the nonlinearity is attenuated by a power of the small parameter. By an obvious change of unknown functions, this is equivalent to considering solutions of (1.1) with data of order h k/2 .
5.1.
Case with no potential. Assume ω = 0. For n ≥ 2, 1 < k < n, a ε 0 ∈ S(R n ) bounded in H s uniformly in ε ∈]0, 1] for every s > 0, consider:
Introduce ψ given by
Denoting γ = k/n, h = ε 1−γ and t h 0 = h γ/(1−γ) , ψ(t, x) solves:
where we changed the notations ψ ε and a ε 0 to ψ h and a h 0 to keep in mind that these functions depend on the small parameter. Equation (5.1) differs from (4.1) by two aspects: the presence of time in the nonlinearity, and the data are prescribed at time t = t h 0 instead of t = 0.
We explain how the computations of Section 4 can be adapted to this case. Seeking ψ h = α h e iϕ h /h , (4.3) becomes:
As a symmetrizer, we take:
Unlike in Section 4.2, we must be careful with the powers of t: the term t 2−n in the lower block is singular. When computing ∂ t S in the energy estimate, differentiating t 2−n on the numerator of the lower block yields a non-positive term: once again, the assumption n ≥ 2 is necessary for our proof to work. When differentiating the denominator, we can factor out (S∂ α
.
Thus the singular term t 2−n is finally harmless. Apart from that remark, the computations are similar, and we refer to [5] for more details. We infer: Like before, this system has a smooth solution on [0, τ ] for some τ > 0 independent of h ∈]0, 1]. Something must be explained about this approximate system: the time where data are prescribed is now t = 0. This seems reasonable since t h 0 → 0 as h → 0, but there is a price to pay. First, we have the analogue of Proposition 4.6 with different powers of t due to the presence of time in the nonlinearity:
, and a h (t, x) ∼ j≥0 t nj a h j (x) as t → 0 .
To prove the analogue of Corollary 4.4, we compare (a h , φ h ) t=t h 0 with (a h , φ h ) t=0 thanks to the above relations. Roughly speaking, the error is of order (t h 0 ) n−1 . This yields the following result, whose proof can be found in [5]:
Proposition 5.2. Let n ≥ 2, a h 0 ∈ S(R n ) bounded in H m uniformly in h ∈]0, 1] for every m > 0. Let s ∈ N. There exists C independent of h such that for every t h 0 ≤ t ≤ min(T, τ ),
The last term is o(h) as soon as k > 1, hence this assumption. Then we have the analogue of Corollary 4.4. Using (5.3), we infer the analogue of Corollary 4.7:
Skipping the intermediate w ε , we have:
Keep the notations h = ε 1−γ and t h 0 = h γ/(1−γ) . The function ψ solves:
We have the same equation as (5.1), with t in the nonlinearity replaced by (t h 0 ) 2 + (t − t h 0 ) 2 1/2 . We can reproduce the analysis of Section 5.1, with again (5.2) as a limiting system, since t h 0 → 0 as h → 0. The price to pay is the same: we have an error estimate like in Proposition 5.2, so we must assume k > 1 to approximate the phases.
We can finally take T ε and τ ε such that:
