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Abstract
SUR L'ORDRE DE LA DISTRIBUTION 1/f
SEYDOU NOUROU DIALLO ET PATRICK SARGOS
We construct a solution Tp in the distribution sense of equation
fT = 1 near a critical point of f and we give an upper bound for
the order of Tp in terms of f's Newton Polyhedron, provided f
is non degenerate in some sense . The order of Tp is equal to this
upper bound when f is non-negative .
1 . Introduction
Soient 9 un voisinage ouvert de 0 dans R' et f : 9 , R une fonction
analytique réelle, vérifiant f(0) = 0 et f'(0) = 0 . Nous nous intéressons
á 1'ordre des distributions T définies au voisinage de 0 qui sont solutions
de 1'équation :
(cf. [1]) . Nous construisons á partir du polyédre de Newton de f un
entier p(f) > 0 qui vérifie les propriétés suivantes :
Théoréme 1 . Si f est commode [3] et non dégénérée par rapport á
son polyédre de Newton [5], alors il existe un voisinage V de 0 et une dis-
tribution T E D'(V) solution de (1 .1) et dont l'ordre est < max(1, p(f)) .
Théoréme 2. Si f admet un minimum strict en 0, alors toute solu-
tion T de (1 .1) dans SZ est d'ordre > MM.
La méthode est celle de [2], et la démonstration revient á minimiser
le nombre des intégrations par parties annoncées dans le Lemme 3.1 de
[2] .
Les définitions et la construction de p(f) sont données au Section 2.
La démonstration du Théoréme 1 fait 1'objet du Section 3, et celle du
Théoréme 2, plus facile, est exposée au Section 4.
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2. Préliminaires
2.1 . Notations .
Les lettres en caractéres gras désignent des vecteurs :
x = (xl, " . . , xn), x = x1 1 . . . xñ~, 1 = (1, . . . , 1), etc . . .
Les vecteurs de la base canonique de Rn sont notés el, . . . . en . La
relation k <_ l signifie k i < li pour i = 1, . . . , n.
Pour les dérivées partielles, on pose 9j O(x) = á (x) et al0(x) _
a¡1 . . .,9'-«x) = ax!á
1
v-i0~~
~ (x), avec ill= 11 +' . . + ln .
La notation: f (x) « g(x) (x E X) signifie qu'il existe une constante
C > 0 telle que f(x) < Cg(x) pour tout x E X .
n
Le produit scalaire dans Rn est noté AicYi .
á-1
Enfin, D(S2) désigne 1'espace des fonctions C°° á support compact
contenu dans 9, D'(Q) est 1'espace des distributions sur 9, et fD(Q) est
1'idéal de D(Q) engendré par f .
Le symbole " á la fin d'un énoncé signifie que la démonstration ne
présente pas de difficulté et a été omise.
2.2 . Fonctions commodes, fonctions non dégénérées .
Etant donnée la fonction f : 9 ~ l[8 analytique réelle admettant le
développement en série entiére : f(x) = E aa x21, on appelle polyédre
aEN-
de Newton de f 1'ensemble :
(2 .1) ~(f) = conv({á E Nn laa ,-~ 0}) + 1[8+
(conv(A) = enveloppe convexe de A, ll8+ = [0,+oo[) .
Pour chaque facette T de J(f ), le polynóme quasi-homogéne associé á
T est:
(2 .2) fT(x) _ aáxá .
nE ,rnNn
Nous dirons que f est non dégenéree (par rapport á son polyédre de
Newton) si, pour chaque facette bornee T del;(f), fT ne s'annule pas en
dehors des hyperplans de coordonnées.
Dans cet article, 1'hypothése "f non dégénérée" sera utilisée unique-
ment sous la forme de la propriété (3 .10) du Lemme 3.3 .
Nous dirons que f est commode si «f) posséde un sommet sur chaque
axe de coordonnée .
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Lemme 2.1 . Si f est commode, alors J(f) posséde exactement n
faces non bornées. Celles-ci sont contenues dans les hyperplans de coor-
données.
C'est sous la forme du Lemme 2.1 que nous utiliserons 1'hypothése "f
commode" .
Notons que si f posséde un minimum strict á 1'origine, alors f est
commode (pour plus de détails, voir [6]) . C'est pourquoi dans toute la
suite on supposera f commode.
2.3 . Une construction géornétrique de p(f) .
Soit F une face compacte de ~(f) (une telle face existe si f est com-
mode et si f(0) = 0) . Soit H 1'hyperplan affine engendré par 1'ensemble
F- 1 . Alors H coupe chacun des axes de coordonnees. Soit ti 1'abscisse
du point d'intersection de H avec le ieme axe de coordonnée . On désigne
par Mi (F) 1'entier immédiatement supérieur á ti, autrement dit :
(2 .3) pi(F) entier et pi(F) - 1 < ti < pi(F) .
(2 .4)
On pose alors, pour toute face F de J(f) :
Soit enfin :
M(F) = max(0, pi (F), . . . . M,,(F» si F est bornée
M(F) = 0 si F est non bornée .
(2 .5) M(f) = maxM(F),
le maximum portant sur 1'ensemble des faces de J(f).
2.4 . Une caractérisation de p(F) .
Soit F une face de I(f) ) . Nqus appellerons covecteur associé á F le
vecteur A E Nn, A 7~ 0, orthogonal á F, tel que p.g .c .d . P1, . . . . >'n) = 1.
Si F est bornée, tous les Ai sont non nuls .
Lemme 2.2 . Soient F une face bornée de ~(f), de covecteur ., et a
un sommet de F. Alors p(F) est le plus petit entier K tel qu'on ait:
(2 .6) 1 ENn et1l1=K==~» (A,l)>(A,a-1)+1 .
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3. Démonstration du Théoréme 1
Soit f : 9 -> R une fonction analytique réelle commode non dégénérée .
Nous allons construire un voisinage V de 0, une distribution T sur V,




T(O) _ 0(x) dx pour tout 0 E fD(V) .f(x)
La méthode de . [2], utilisant un découpage et des partitions de 1'unité,
s'applique á notre probléme en vertu du principe suivant :
Lemme 3.1 . Soit (aá)áE, une famille finie de mesures sur 2 telles
que Eo i soit égal á la mesure de Lebesgue sur 52 .
i
Considérons l'équation :
(3.2) fT = u¡ .
Supposons que, pour chaque i E I, il existe un voisinage Vi de 0 dans
Rn et Ti E D(Vi) solution de (3.2) . Alors T = ETi est une solution de
i
(1.1) dans V = nvi- a
3.1 . Découpages .
Un découpage d'une partie mesurable A de Rn est une partition finie
de A, á des ensembles négligeables prés (cf . [2, Section 2.1]) .
a) Découpage de [-1,1]n .
Pour tout e = (±1, . . . , ±1), posons :
DE = {x E Rn I0 < Eixi < 1, i = 1, . . .,n} .
La famille (DE), E {-1,1}n forme un découpage de [-1, 1]n . Par le
Lemme 3.1, nous sommes ramenés á résoudre, pour chaque E, 1'équation :
(3 .3) T(O) = 0(x) dx pour tout 0 E fD(V) .
DE f (x)
Par symétrie, nous nous restreindrons au cas oú DE = [0,1]n .
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b) Découpage de [0,1] n par polarité .
Soit maintenant A le découpage de [0 , 1]' du corollaire 2 .1 de [2] .
Rappelons que chaque S E A est de la forme:
(3.4) S = G-1(r),
oú G est 1'application: ]0,1]n Z I[8+
(x1, . . . . xn ) -` (-109x1, . . .,-logxn)
et oú I' est un cóne n-dimensionnel de l[8+ défini comme suit :
Il existe n faces sécantes Fi , . . ., Fn de ~(f), de covecteurs
(3.5) n
A1, . . . , ~n telles que P = R+Az .i=1
Nous avons donc ramené la démonstration du Théoréme 1 á celle du :
Lemme 3.2 . Soit S défini par (3.4) et (3.5) et supposons que f soit
compatible avec S (cf. [2, Section 4]) . Alors il existe un voisinage V de
0 et T E D'(V), d'ordre < max(1, p(F1), . . . , ti(Fn)), tels qu'on ait:
(3.6) T(O) = 1 0(x) dx pour tout 0 E fD(V).
s f(?)
Nous ne rappellerons pas la définition précise d'une fonction compat-
ible avec S, car cela n'est pas nécessaire pour la suite . Néanmoins, pour
des raisons de clarté, nous allons dire, en quelques mots et de fagon
imagée, ce dont il s'agit, en nous restreignant á la dimension deux .
Figure 1
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Supposons, comme dans la Figure 1 que 1'ensemble Z des zéros de
f contienne une courbe ayant un contact élevé avec 1'un des bords de
S. Alors le changement de variables w, décrit au Section 3.2 e¡-dessous,
transforme cette courbe en une courbe Z* tangente á la droite U2 = 1 .
Ce phénoméne de tangente fausse le mécanisme de notre démonstration
(la propriété (3 .10) ci-dessous n'est plus vérifiee) . '
Figure 2
Supposons maintenant, comme dans la Figure 2, que 1'ensemble Z soit
en position génerale par rapport au bord de S. Alors le phénoméne de
tangente n'apparaft plus et notre démonstration peut étre appliquee .
Le but du Section 4 de [2] est de montrer, gráce au Lemme de Sard, que
la non-compatibilité (cas de la Figure 1) est une situation exceptionnelle
qui disparaft au moyen d'une homothétie sur les variables x,., xn. On
peut donc toujours supposer que f est compatible avec S.
La suite de ce paragraphe est consacrée á la preuve du Lemme 3.2 .
3.2 . Le changement de variables w associé á Fl, . . . . Fn .






All 1\21 Anl Al. A2n %Annwu = (u 1	u2 . . un,. . . , uI 2 . . un )
dont la restriction á ]0,1] n peut étre définie par le diagramme :
]0,1]n R+








oú p est Papplication t ti,\¡
i-1
Les propriétés de la fonction f o w, établies au Section 5 .3 de [2],
peuvent étre résumées ainsi :
Lemme 3.3 . Soit á le sommet commun aux faces Fl, . . . , F,,, et soit
m= ((A1, á), . . . , (An, á)) . Alors il existe une fonction analytique réelle
f* définie dans un voisinage W de w-1(0) telle qu'on ait les deux pro-
priétés suivantes :
(3.9) f o w(u) = unf*(u) pour tout u E W n [0,1] n
(3.10)
Si uo E w-1 (0), l'un au moins des n + 1 nombres: f* (uo),
uo1(1 - uo1)á1f* (uo),- . .,uon(1 - uon)anf*(11o) est non nul.
D'aprés (3.8), la formule du changement de variables appliquée á
Pintégrale (3.6) s'écrit :
1S f(x)dx A J[o,1ln f*(u) v-,-~du,
oil on a posé A = idét (A1, . . . . An)1 et
(3 .12) vi = (A¡, j2 - 1) + 1 (i = 1, . . .,n) .
3.3 . Utilisation d'une partition de Punité .
A Paide de la formule (3.11) et d'une partition de 1'unité, on peut
ramener la démonstration du lemme 3.2 au résultat suivant:
Lemme 3.4. Pour chaque uo E w-1(0), il existe un voisinage ouvert
U de uo , U C W, tel que, pour tout p E D(U), la forme linéaire L,
définie sur fD(Q) par:
(3.13) L(O) = f «wu)
P(u) u-v du
~01~n u
se prolonge en une distribution T E D(S2) d'ordre < max(1, ft(F1), . . . ,
p(F.))'
-
Le Lemme 3.2 se déduit du Lemme 3.4 comme suit :
Pour chaque u E w-1 (0), soit U comme dans le Lemme 3.4 . Extrayons
de cet ensemble d'ouverts un recouvrement fin¡ U1, . . . . UN de w-1 (0) et
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posons W1 = UI U . . . U UN . Choisissons un voisinage compact W0 de
w-1 (0), W0 C W1 . Construisons une famille p1,.'p,, pi E D(Ui) pour
i = 1, . . . . N telle que Epi - 1 sur W0. Notons Li (0) 1'intégrale (3.13)
correspondant á pi . Par le Lemme 5.2 de [2], il existe un voisinage V
de . 0 dans R' tel que W-1V C Wo. Si 0 E fD(V), en a fs f~!~dx =
N
0 Li(0), d'aprés (3.11) . On conclut avec le Lemme 3 .1 .
i-1
Il nous reste á démontrer le Lemme 3.4 . Nous étudions'séparément les
cas f* (u0) :~ 0 et f* (u0) = 0 .
3.4 . Démonstration du Lemme 3.4 lorsque f* (u0) :~ 0.
a) Construction de U.
Soient 11'ensemble des indices i(1 <_ i < n) tels que u0i = 0 et vi 0 0.
On suppose, póur alléger les formules, que I = {1, . . . . r}(0 < r < n) .
Nous choisissons U assez petit pour que f* ne s'amiule pas dans U et
tel que:
(3.14) U C] - oo, l['r xRn-r .
Si r = 0 (i .e . si I1 = o), alors la forme linéaire L définie par (3 .13) est
une mesure et il n'y a rien á démontrer (plus généralement, en peut dire
que les variables u,+,, . . ., un ne jouent aucun róle). Nous supposerons
done r > 1.
Nous allons montrer que L peut étre prolongée en une distribution sur
9 d'ordre < max(p,(F1 ), . . . , lí(F,)) .
b), La formule d'intégration par parties.
Etablisons les conventions suivánes :
- 0 désigne un élément de D(U), non nécessairemerit le méme á chaqué
écriture.
- B(t) désigne une fonction égale á a+blog t (a, b réels), non nécessáire-
ment la méme á chaque écriture .
Par exemple, 8j0(u) s'écrit encore 0(u), et t-'Y+ 1 B(t) est une primitive
de t--íB(t) pour tout -y E R.
Avec ces notations, la formule d'intégration par parties par rapport á
us (1 < s < r) admet 1'écriture simplifiee suivánte :
Lemme 3.5 . Soient 1 E Nn, k1, . . . , k, . E N, 0 E fD(Q) .
Alors on a:





al&U)e(u) ~~ ui B¡(ui)~ du =
2-1






-vi+(ái,l+ei)+k;x u i Bi (ui)) du+
i-I
r







L'intégration par parties est obtenue en prenant une primitive de us ->
us
~s+(ás,i)+ksB(us) et en dérivant la fonction us -+ aLO(wu)9(u) . Les
termes au bord sont nuls d'aprés (3.14) et d'aprés le résultat suivant :
Lemme 3.6 . Soient 0 E fD(Q) et l E Nn . Alors la fonction :
est bornée dans [0,1]n .
ala+l
f(p) :,,~ 0 .
Alors, dans 1'expression






Démonstration du Lemme 3.6:
Posons 0 = fo. Le calcul de ál(f0) par la formule de Leibnitz nous
raméne á la majoration :
n






Ecrivons c9Lf (x) = r_ Cpx1, et soit _/3 tel que Cp =,A 0, ce qui implique
OENn
On a _,Q + l E ~(f ), donc, pour chaqué i = 1, . . ., n,
(Ai, Q + l) ? (Ai, á) ? vi .
on peut mettre en facteur le terme (Fluíi-(>,i'1)) ce qui prouve le Lemme
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c) Intégration par parties succesives.
L'hypothése vi > 0 pour i = 1, . . . . r implique, á 1'aide du Lemme 2 .1,
que les faces F1 , . . . , Fr sont bornées . On peut done caractériser P(Fi) á
1'aide du Lemme 2.2 . Nous avons done, pour i = 1, . . . , r la relation:
(3.15) l E Nn et 111 > h(Fi) (~i, l) > vi .
Nous appliquons maintenant le Lemme 3.5 ; en intégrant par parties
1'intégrale (3.13) par rapport á u1, nous obtenons:
L(~) _ ,9jo(wu)0(u)(i-,r
1
Nous allons á nouveau integrer par parties par rapport á u1 ceux des
termes ci-dessus dont 1'exposant de u1 est < 0, et nous laissons tels quels
les autres termes . Au bout de cette deuxiéme opération, nous avons
obtenu L(O) sous la forme d'une somme d'au plus (n + 1)2 termes .
A nouveau, nous intégrons par parties par rapport á u1 tous les termes
dont 1'exposant de u1 est < 0, sans modifier les autres, et ainsi de suite .
Au bout de v1 opérations nous aurons montré que L(O) est égal á la
somme d'au plus (n + 1)" termes de la forme :
(3.16) óll0(wu)0(u)u1 vl+(31,11)+k1B(u1) C~u~
v;+(áj ,- 1 ) I du
fo,11" i_2
J
avec k1 E N, 1 1	ENn, k1 <_ v1, 11,1 < lu(F1) et (A l , 1 1 ) + k1 >_ v1
(1'inégalité 11,1 <_ p(F1 ) provient de (3.15) ; la derniére inégalité est due
au fait que 1'exposant de u1 augmente au moins de 1 á chaque opération
jusqu'á ce qu'il soit > 0) .
On recommence maintenant le méme procédé avec la variable u2 :
parmi tous les termes (3.16), on laisse tels quels ceux dont 1'exposant
de u2 est >_ 0, et on intégre par parties par rapport a ú2 les autres,
et ainsi de suite . Au bout de v2 opérations, nous aurons exprimé L(O)
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avec : k1 , k2 E N; l1, 12 E Nn ; k1 _< v1, k2 <_ v2 ; I111 < p(Fj) ; (Al ,!, ) +
k1 >_ v1 ; 12 = 0 ou bien 11 1 + 12 1 :5 p,(F2) ; (A2 ,1 1 + 12 ) + k2 > v2 .
En particulier, 1'exposant de u1 et 1'exposant de u2 sont > 0, et 11 1 +
12 1 < max(P(F1), P(F2)) .
On recommence le procédé avec les variables u3, . . . . u,. . On obtient
finalement :
L(O) =
kl, . . . .k, l
(3.18)
,11n




la sommation partant sur les k1 , . . . . k, . E hY et les 1 E Nn tels que ki <
vti(i = 1, . . . , r), ~l~ < max(p(F1), . . . . M(F,)), et (A¡ ,!) + ki >_ vi(i =
L'expression (3.18) montre que L, définie initialement pour 0 EfD(9),
se prolonge en une distribution sur Rn d'ordre < max(j¿(F1), . . . . p(F,)),
ce qui est le résultat cherché .
3.5 . Démonstration du Lemme 3.4 lorsque f*(u o ) = 0 .
a) D'aprés (3.10), on peut supposer (par exemple) qu'on a :
0 < uo1 < 1 et óif* (uo) > 0 .
Désignons par 11'ensemble des indices i tels que uoi = 0 et vi :~É 0 ;
supposons pour simplifier que I = {2, 3, . . ., r}, avec 1 < r < n .
Soit U C W un voisinage de u,, assez petit pour qu'on ait :
1 . U C]0, 1[X] - oo, 1[''-1 XRn- r
(3.19) 2 . If * (u) j < 1 dans U
{ 3 . alf* (u) > 0 dans U.
On fixe p E D(U) et on décompose 1'intégrale (3.13) :
L(~) _ O(wu) P(u) _u-l~du+
L~ 11n f
f. >o
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Nous allons montrer que la forme linéaire L+ , initialement définie sur
fD(Q), se prolonge en une distribution sur 2 d'ordre <_ max(1, lt(F2), . . . ,
p(FT)), ce qui, par symétrie, prouvera le méme résultat pour L- et .donc
pour L.
b) Pour u E U, on pose :
(3.20) y = F(u) = (f*(m), u2 . . . . un) .
La condition (3.19.3) montre que F est une bijection (analytique, ainsi
que son inverse) de U sur F(U) . .
L'hypothése 01f*(u) > 0 et la condition (3.19.2) impliquent :
(3.21) F(U) n [0, 1]n = F(U+ n [0,1]
n),
avec U+ = {u E Ulf*(u) > 0} .
Egalement, par (3.19.1) et (3.19.2), on a:
(3.22) F(U) C] - oo, l[ r xlIn-',
qui est 1'analogue de (3.14) .
D'autre part, F-1 est de la forme : F- 1 (y) = (h(y), y2, . . . . yn), oú h
est analytique dans F(U) . Si on pose w = w o F-1 , on a :
(3.23)
La formule du changement de variables associée á F s'écrit :
(3.24)
avec 0 E D(F(U)) .
(3 .25)
w = h a~~ %'21 . "nl Ilny'2n . . . yñ--) .y ( (y) y2 "" yn , . . .,h(y)




c) Nous effectuons, dans (3.24), une intégration par parties par rapport
a
y, :





x logy, dy + fo,11n O(Wy)e(y)
Cñ
yz
-~/ logy, dy .
2_2
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d) Nous nous trouvons maintenant dans une situation analogue á celle
du Section 3 .4 dans lequel nous remplagons les variables ul, . . . . u,. par
y2, . . . . y,. (la variable y1 ne joue plus aucun róle) . Moyennant une adap-
tation évidente, le procédé des intégrations par parties successives peut
étre appliqué . On en déduit que L+ (O) s'écrit comme somme d'au plus
(n + 1)1+Vz+- +VI termes de la forme:




avec k2, . . . . k,, E N, ki <_ vi(i = 2, . . . , r) ; l E Nn, 111 :5 max(1, lt(F2), . .
l~(F, )) ; (Ai, L) + ki > vi(¡ = 2, . . . , r) .
Ce dernier point achéve la démonstration du Théoréme 1.
4. Démonstration du Thedréme 2
Soit f : S2 -+ I[8 une fonction analytique réelle admettant á 1'origine
un minimum strict . On suppose M(f) > 0. Le Théoréme 2 est une
conséquence immédiate du résultat suivant:
Lemme 4.1 . Il existe une suite de fonctions 0.,, E fD(S2) vérifiant
les propriétés suivantes:
(4.1) 0m >- 0
(4.2) a-O.(x)K 1 (lElen et<P(f)~mEN;xERn)
(4.3) lim 0.(x) =~ f(-) +oo.
m~+oo x
Démonstration du Lemme 4.1 :
Soit F une face de ~(f) telle que ¡¡(F) = p(f) . Comme on a supposé
M(f) > 0, F est compacte, et il existe j (1 < j < n) tel que ttj (F) = p(F) .
Soit N= M(f) - 1. Posons :
tNe-1/mt Si t > 0
Pm (t) =
{ 0 si t<0
(4.4) OM(x) = PM (xj)X(x),
et
avec X E D(Q), X(x) -- 1 au voisinage de 0, 0 <_ X < 1. Montrons que la
suite (O,,) répond á la question .
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La vérification de (4.1) et (4.2) ne pose pas de probléme . Pour voir
que 0,, est dans fD(SZ), on peut utiliser 1'inégalité de Lojasiewicz ([4,
Section 17]) qui montre que f est á croissance modérée au voisinage de
0, alors que 0m, est á décroissance rapide, ainsi que toutes ses dérivées .
Il nous reste á établir (4.3) .
Soient á le covecteur associe á F, et á un sommet de F. Choisissons
des faces F2, . . . , Fn de f(f), de covecteurs A2 . . . . . . \n, contenant á, telles
que le cóne r = 1[8+A + E 1[8+Ai soit d'intérieur non vide. Posons v =
i-2
á-1)+1, vi á-1)+1 pour i = 2, . . . , n . A 1'aide du changement
de variables w (cf. Section 3 .2), on obtient :
f ~m(x) dx > wm(x) dx =f(x) c-1 (r) f(x)




» f Om(wu)u1 v du (m > 1) .
[o,11n
En posant t = (u22' . . . unn') x
u'\', et á 1'aide d'inégalités faciles, on voit





Mais, d'aprés (2.3), fexposant N - (v - 1)/Aj est <_ 0, ce qui prouve
(4.3), et le Lemme 4.1 est démontré.
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