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ON THE lp STABILITY ESTIMATES FOR STOCHASTIC
AND DETERMINISTIC DIFFERENCE EQUATIONS AND
THEIR APPLICATION TO SPDES AND PDES
TIMUR YASTRZHEMBSKIY
Abstract. In this paper we develop the lp-theory of space-time sto-
chastic difference equations which can be considered as a discrete coun-
terpart of N.V. Krylov’s Lp-theory of stochastic partial differential equa-
tions (SPDEs). We also prove a Calderon-Zygmund type estimate for de-
terministic parabolic finite difference schemes with variable coefficients
under relaxed assumptions on the coefficients, the initial data and the
forcing term.
1. Introduction
Let (Ω,F , P ) be a complete probability space, and let (Ft, t ≥ 0) be an
increasing filtration of σ-fields Ft ⊂ F containing all P -null sets of Ω. By
P we denote the predictable σ-field generated by (Ft, t ≥ 0). Let d0 be a
positive integer, and wi(t), t ∈ R, i = 1, . . . , d0 be a sequence of independent
standard Ft-adapted Wiener processes.
Let Rd be a d-dimensional Euclidean space of points x = (x1, . . . , xd)
with the standard basis ei, i = 1, . . . , d. By Z
d we denote the subset of
Rd of all points with integer coordinates, and we set Z+ = {0, 1, 2, . . .},
N = {1, 2, . . .}. For γ, h ∈ (0, 1] we denote γZ = {γn, n ∈ Z}, γZ+ =
{γn, n ∈ Z+}, hZd = {hy, y ∈ Zd}. For a function on hZd, we denote
δξ,hf(x) = (f(x+hξ)−f(x))/h, ∆ξ,hf(x) = (f(x+hξ)−2f(x)+f(x−hξ))/h2.
In this paper we consider the following stochastic difference equation:
vγ,h(t+ γ, x)− vγ,h(t, x) = γ
d1∑
k=1
λk(t, x)∆lk ,hvγ,h(t, x)
+ γ
d∑
i=1
bi(t, x)δei,hvγ,h(t, x) + γf(t, x)
+
d0∑
l=1
(gl(t, x) + νl(t, x)vγ,h(t, x))(w
l(t+ γ)− wl(t)),
vγ,h(0, x) = u0(x), t ∈ γZ+, x ∈ hZd.
(1.1)
Key words and phrases. SPDE, Krylov’s Lp-theory of SPDEs, fully discrete finite dif-
ference schemes, rate of convergence of finite difference approximations.
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Here d1 ≥ d, and λk(t, x) ∈ [δ∗1 , δ∗2 ], where δ∗1 , δ∗2 are positive numbers. We
also consider a deterministic equation given by
uγ,h(t+ γ, x)− uγ,h(t, x) = γ
d1∑
k=1
λk(t, x)∆lk ,huγ,h(t, x)
+ γ
d∑
i=1
bi(t, x)δei,huγ,h(t, x) + γf(t, x),
uγ,h(0, x) = u0(x), t ∈ γZ+, x ∈ hZd.
(1.2)
Our goal is to prove stability estimates for vγ,h and uγ,h in discrete lp
Sobolev norms. We do it under relatively mild assumptions on the coeffi-
cients, the free terms and the initial data (see Theorem 3.8 and Theorem
4.1). Theorem 3.8 can be viewed as a discrete counterpart of N.V. Krylov’s
Lp-theory of SPDEs (see Theorem 5.1 of [15]). In the deterministic case one
can consider the result of Theorem 4.1 as a discrete version of the W 2p (R
d)
estimate for nondivergence parabolic equations (see, for example, Theorem
5.2.10 of [15]). One of the virtues of such lp estimates is that they can be
used to estimate the rate of convergence of vγ,h in discrete Sobolev spaces to
the solution of the corresponding SPDE. In Theorem 3.17 we will show that
this rate of convergence is of order h1−ε with any ε > 0. We also estimate
the rate of convergence in the uniform norm on the lattice γZ+ × hZd. In
the deterministic case we prove that the rate of convergence is of order h2
which is optimal.
The reason why we consider finite difference schemes of type (1.1) is
twofold. First, it is well-known that if a(t, x) is a bounded symmetric matrix-
valued function with eigenvalues bounded away from 0 for all (t, x), then
there exist vectors l1, . . . , ld1 ∈ Zd and functions λ1, . . . , λd1 such that
a(t, x) =
d1∑
k=1
λk(t, x)lkl
∗
k.
In addition, all the functions λk(t, x) are as regular as a(t, x). Interestingly,
one can choose such vectors lk, k = 1, . . . , d1 uniformly for all functions that
take values in the set of symmetric matrices with eigenvalues in a fixed
interval, say [δ1, δ2] (see Remark 3.7). Another virtue of a second order dif-
ference operator γ
∑d1
k=1 λk(t, x)∆lk ,h is that, for γ/h
2 small enough, it can
be viewed as a generator of a random walk with non identically distributed
increments. This fact implies the maximal principle and some useful point-
wise bounds of a discrete fundamental solution.
The lp approach to the space-time finite difference schemes for deter-
ministic parabolic and elliptic equations is well developed. The interior l2
estimates for elliptic type finite difference schemes are established in [20],
and for parabolic schemes in [1] (see also [19]). For p > 1 the interior lp esti-
mate in the parabolic case is proved in [2] and in the elliptic case in [18, 3].
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In [2, 18] the results are proved for equations with variable infinitely smooth
coefficients, whereas in [3] the stability estimate is proposed only for finite
difference operators of type
∑d
i=1 ai(x)δei,h. It is also worth mentioning that
the results of [2] cover finite difference equations of order 2m,m ∈ N and
also both explicit and implicit schemes. Our main theorem in the deter-
ministic case (see Theorem 4.7) differs from the corresponding result of [2]
in the fact that we do not require the coefficients of (1.2) to be infinitely
smooth. In fact, they are just bounded measurable in temporal variable and
Ho¨lder continuous in the spatial ones. In addition, in [2] the lp estimate
of the second order differences of the solution of the difference scheme (see
Lemma 6.1 of [2]) is proved by using a version of Mikhlin multiplier theorem
(see Theorem 2.1 of [2]). In contrast, we use a different argument developed
by N.V. Krylov in [14].
There is a number of articles dedicated to stochastic finite difference
schemes. The l2-theory of stochastic explicit finite difference schemes with
uniformly nondegenerate leading coefficients has been developed in [22]. In
the same work the author has obtained an estimate of the rate of convergence
of the difference scheme in Hilbert-Sobolev spaces. In [5] I. Gyo¨ngy and A.
Millet have proved a general result that implies an estimate of the rate of con-
vergence for both explicit and implicit difference schemes in Hilbert-Sobolev
space (see also [10]). In addition, their result covers the case of quasilinear
SPDEs. Further, there has been significant progress recently in the studies
of semi-discrete finite difference schemes in the lp framework (see [22, 7, 8, 9]
and references therein). The existing results now cover the case when the
leading coefficients are possibly degenerate [9]. In addition, in [7, 8, 9] it has
been shown how to accelerate semi-discrete numerical schemes. However, the
existing articles on the lp-theory of semi-discrete equations do not address
the question of maximal regularity of lp type. Having this result available,
one could obtain the results of the present paper. In addition, using this
result, under certain conditions, one can improve the rate of convergence in
Theorem 3.17 (see also Remark 3.14). To the best of this author’s knowl-
edge, the present work is the first paper where space-time discrete finite
difference schemes of type (1.1) with nondegenerate leading coefficients are
considered in the framework of lp discrete Sobolev spaces.
The advantage of the lp-theory over the l2-theory in the deterministic
setting can be demonstrated on the following example. Let n ∈ N be a
number such that n ≥ ⌊d/2⌋. Consider the following PDE:
Dtu(t, x) =
d∑
i=1
(ai(x)Diiu(t, x)+b
i(x)Diu(t, x))+f(t, x), u(0, x) = 0, x ∈ Rd.
Assume that f and g are infinitely smooth and compactly supported and
let u be the unique weak solution of this equation. Let uγ,h be the solution
of Eq. (1.2) with d1 = d, λk ≡ ak, k = 1, . . . , d. In addition, assume that
all the functions λk(t, x), b
i(t, x), (t, x) ∈ Rd+1 are continuous with bounded
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derivatives up to order n. For a multi-index α by |α| we denote the order of
α and
δαh = δ
α1
e1,h
. . . δαded,h.
Then, by the l2-theory (see, for example, [22]), for any T > 0,
∑
|α|≤n−⌊d/2⌋
sup
t=1,...,⌊T/γ⌋
sup
x∈hZd
|δαh (uγ,h(t, x)− u(t, x))| = O(h2).
In contrast, by taking p > d and applying Theorem 4.7, we obtain
∑
|α|≤n
sup
t=1,...,⌊T/γ⌋
sup
x∈hZd
|δαh (uγ,h(t, x)− u(t, x))| = O(h2).
The major drawback of the stochastic lp-theory lies in the fact that it does
not cover the equations containing the term σil(t, x)δei,hvγ,h (w
l(t + γ) −
wl(t)). In the case of SPDEs the term σil(t, x)Div dw
l(t) is handled by the
Itoˆ-Wentzell formula which is not available in the discrete case.
The key ingredient of the proof of the main result in the determinis-
tic case is a discrete counterpart of the parabolic Calderon-Zygmund type
estimate (see Theorem 4.8) which is similar to the one given in Theorem
4.3.7 of [15]. The stochastic lp-theory is based on the discrete version of the
parabolic Littlewood-Paley inequality (see Theorem 3.18). The original par-
abolic Littlewood-Paley has been proved by N.V. Krylov in [14]. To prove
Theorem 3.18 and Theorem 4.8 we use the method of [14] involving an esti-
mation of the sharp function of the second order derivatives of the solution
vγ,h. The main problem in the discrete case is that the discrete heat kernel
corresponding to
∑d1
k=1 λk(t)∆lk,h does not have a simple explicit represen-
tation. Moreover, it lacks certain symmetries of a ‘continuous’ heat kernel
such as the scaling property and the spherical symmetry. To overcome this
issue we establish a local central limit theorem for a discrete heat kernel
(see Lemma 10.3) and use it to derive some pointwise difference estimates
of a discrete heat kernel (see Corollary 10.4) which are similar to the ones
of Theorem 2.3.6 of [17]. Our method in the deterministic case is somewhat
similar to the one used in [3] and in Chapter 4 of [15]. However, instead of
exploiting qualitative properties of finite difference equations, we prefer to
use pointwise estimates of a discrete heat kernel. It would be interesting to
prove Theorem 4.1 in the spirit of [3, 15] because this method enables one
to derive the mixed norm estimates at no cost. Finally, the techniques of
the present paper can be applied to stochastic semi-discrete equations. This
will be done somewhere else.
This author would like to thank his advisor N.V. Krylov for stimulating
discussions, valuable suggestions and attention to this work.
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2. Framework and some notations
For two vectors ξ, ζ ∈ Rd we denote their scalar product by ξ · ζ. For
x ∈ Rd denote
|x| = (
d∑
i=1
|xi|2)1/2, ||x|| = max
i=1,...,d
|xi|,
Dt =
∂
∂t
, Di =
∂
∂xi
, Dij =
∂
∂xixj
.
We say that a vector α = (α1, . . . , αd) ∈ Zd+ is a multi-index. By |α| =:∑d
i=1 αi we denote the order of this multi-index. For two multi-indexes
α1, α2, we write α1 ≤ α2 if αi1 ≤ αi2, i = 1, . . . , d. For any multi-index α,
denote
Dαx = D
α
1 . . . D
αd
d .
For any vector ξ ∈ Rd, denote
D(ξ) =
d∑
i=1
ξiDi, D(ξ)(ξ) =
d∑
i,j=1
ξiξjDij .
Fix some number T > 0. Throughout this article h ∈ (0, 1] is a number,
and γ ∈ (0, 1] is a number such that T/γ ∈ N. Denote tn = nγ, and recall
that
γZ = {tn, n ∈ Z}, hZd = {x : x = hy, y ∈ Zd}.
Also recall that, for any function f on hZd and any vector ξ ∈ Zd,
δξ,hf(x) = (f(x+hξ)−f(x)/h, ∆ξ,hf(x) = (f(x+hξ)−2f(x)+f(x−hξ))/h2.
For any function g on γZ × hZd, any vector ξ ∈ hZd, and any multi-index
α, denote
Tξ,hf(x) = f(x+ hξ), T
α
h = T
α1
e1,h
. . . Tαded,h,
δαh = δ
α1
e1,h
. . . δαded,h.
For any two functions f and g defined on hZd we denote
f ∗h g(x) =
∑
y∈hZd
f(x− y)g(y).
For p ≥ 1, we denote by lp(hZd) the Banach space of all functions f on hZd
such that the norm
||f ||lp(hZd) = ||f ||p;h = (hd
∑
x∈hZd
|f(x)|p)1/p
is finite. For s ∈ Z+, and a function f on hZd the Sobolev norm || · ||s,p;h is
defined as follows:
[f ]s,p;h =
∑
|α|=s
||δαh f ||p;h,
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||f ||s,p;h =
s∑
n=0
[f ]n,p;h.
For s,m ∈ Z+, and a function f on γZ × hZd, we write f ∈ Hsp;γ,h(m)
if, for any x ∈ hZd, k ∈ {0, 1, . . . ,m}, the random variable f(tk, x) is Ftk -
measurable, and
||f ||p
Hsp;γ, h(m)
:= γE
m∑
k=0
||f(tk, ·)||ps,p; h <∞.
Next, let B = B(Rd) be the space of bounded Borel functions, Ck =
Ck(Rd), k ∈ N be the space of bounded k times differentiable functions with
bounded derivatives up to order k, C∞0 = C
∞
0 (R
d) be the space of infinitely
differentiable functions with compact support. For s ∈ (0,∞)\N, we denote
by Cs(Rd) the usual Ho¨lder space, and, for k ∈ Z, by Ck,1 we denote the
Banach space of k-times continuously differentiable functions such that the
derivatives of order k are Lipschitz continuous. For s ∈ N, p ∈ (1,∞), by
W sp we denote the Sobolev space, i.e. the space of Lp = Lp(R
d) functions
such that all the generalized derivatives up to order s belong to Lp. For
s ∈ R, we define the space of Bessel potentials as follows:
Hsp := (1−∆)−s/2Lp.
Here ∆ is the Laplacian, and (1−∆)−s/2 is understood as a Fourier multi-
plier. The norm in these spaces is defined as follows:
||f ||Hsp = ||(1−∆)s/2f ||Lp .
A detailed discussion of the spaces of Bessel potentials can be found, for
example, in [21] and [15].
Next, for T2 > T1 ≥ 0, denote
Hsp(T1, T2) := Lp(Ω × [T1, T2],P,Hsp).
We define stochastic Banach spaces Hsp(T1, T2).
Definition 2.1. For any p ≥ 2, s ∈ R, and numbers T2 > T1 ≥ 0, we write
u ∈ Hsp(T1, T2) if
(1) u is a distribution-valued process, and u ∈ Hsp(T1, T2),
(2) u(0, ·) ∈ Lp(Ω,F0,Hs−2/pp ),
(3) there exist f ∈ Hs−2p (T1, T2) and hk ∈ Hs−1p (T1, T2), k = 1, . . . , d0,
such that, for any φ ∈ C∞0 , and any t ∈ [T1, T2], ω ∈ Ω,
(u(t, ·), φ) =(u(0, ·), φ) +
∫ t
0
(f(s, ·), φ) ds
+
d0∑
k=1
∫ t
0
(hk(s, ·), φ) dwk(s).
(2.1)
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The Hsp(T1, T2) norm is defined in the following way:
||u||Hsp(T1,T2) := ||u||Hsp(T1,T2)
+||f ||
H
s−2
p (T1,T2)
+
d0∑
k=1
||hk||
H
s−1
p (T1,T2)
+ (E||u(0, ·)||ps−2/p,p)1/p.
For u ∈ Hsp(T1, T2), we denote Du := f , Su := (hk, k = 1, . . . , d0).
For p > 1 we write u ∈ Hsp(T1, T2) if u0, f are independent of ω, and
hk ≡ 0, k = 1, . . . , d0.
Remark 2.1. Stochastic Banach spaces have been introduced in [12]. By
Theorem 3.7 of [12] Definition 2.1 is equivalent to Definition 3.1 of [12]. By
the same theorem Hsp(T1, T2) is, indeed, a Banach space. In addition, by
Theorem 7.2 of [12], for any numbers µ, θ such that 1/2 > µ > θ > 1/p, we
have
E||u||p
Cθ−1/p([T1,T2],H
s−2µ
p )
≤ N(d, p, T1, T2, µ, θ)||u||pHsp(T1,T2).
Further, by the embedding theorem forHsp spaces (see for example, Theorem
13.8.1 of [15]), if s− 2µ − d/p > 0, then, we may assume that, for any ω,
u ∈ Cθ−1/p([T1, T2], Cs−2µ−d/p).
Remark 2.2. Let p > 1 and u ∈ Hsp(T1, T2). Then, by Theorem 7.3 of [13],
for any number β ∈ (1/p, 1], we have
||u||
Cβ−1/p([T1,T2],H
s−2β
p )
≤ N(d, p, T1, T2, β)||u||Hsp(T1,T2).
If s− 2β − d/p > 0, then, by the embedding theorem for Hsp spaces
u ∈ Cβ−1/p([T1, T2], Cs−d/p−2β).
3. Main results in the stochastic case
For n ∈ Z+ we denote
Bn =
{
B, if n = 0,
Cn−1,1, n ∈ N. (3.1)
Stability estimates. Fix some numbers n ∈ Z+, p ≥ 2, h, γ ∈ (0, 1],
and T > 0.
Assumption 3.1. a(t, x) = (aij(t, x), i, j = 1, . . . d) are P × B(Rd)− mea-
surable functions. In addition, there exists δ1, δ2 > 0 such that, for all
t ≥ 0, x, ξ ∈ Rd, ω,
δ1|ξ|2 ≤ aij(t, x)ξiξj ≤ δ2|ξ|2. (3.2)
Assumption 3.2. There exist numbers d1 ≥ d, δ∗1 , δ∗2 > 0, and a set of
vectors Λ = {lk ∈ Zd, k = 1, . . . , d1}, and P × B(Rd)-measurable functions
λk, k = 1, . . . , d1 such that the following properties hold:
(i) lk = ek, k = 1, . . . , d;
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(ii) for any k, ω, t, x, λk(t, x) ∈ [δ∗1 , δ∗2 ];
(iii) for any i, j, ω, t, x,
aij(t, x) =
d1∑
k=1
λk(t, x)l
i
kl
j
k;
(iv) if the function a is independent of x, then so are λk, k = 1, . . . , d1.
Assumption 3.3. For any ε > 0, there exists κε > 0 such that, for any k, ω, t
and any x, y such that |x− y| < κε, one has
|λk(t, x)− λk(t, y)| < ε. (3.3)
Assumption 3.4. b(t, x) = (bi(t, x), i = 1, . . . , d), ν(t, x) = (νl(t, x), l =
1, . . . , d0) are P × Rd-measurable functions.
Assumption 3.5. There exists a constant K1 > 0 such that, for any k, i, l,
and any ω, t, x,
||λk(t, ·)||Bn + ||bi(t, ·)||Bn + ||νl(t, ·)||Bn+1 < K1.
Assumption 3.6. Fix some number ρ ∈ (0, (2d1δ∗2)−1) and assume that γ ≤
ρh2, and T/γ ≥ 2 is an integer.
Remark 3.7. Let Sδ1,δ2 be the set of symmetric d× d matrices such that, for
any a ∈ Sδ1,δ2 , and ξ ∈ Rd,
δ1|ξ|2 ≤ aijξiξj ≤ δ2|ξ|2. (3.4)
Let B(Sδ1,δ2) be the sigma-algebra of Borel sets of Sδ1,δ2 .
We set li = ei, i = 1, . . . , d. It turns out that there exists a number d1 > d
and
• vectors lk ∈ Zd, k = d+ 1, . . . , d1,
• real-analytic functions λk(a), k = 1, . . . , d1 on Sδ1,δ2 ,
• numbers δ∗1 , δ∗2 > 0, depending only on d, δ1, δ2,
such that, for any a ∈ Sδ1,δ2 ,
a =
d1∑
k=1
λk(a)lkl
∗
k, λk ∈ [δ∗1 , δ∗2 ].
The proof of this assertion can be found in Appendix A of [16].
This implies that, if for each i, j, the function aij is a P×B(Rd)-measurable,
then Assumption 3.2 holds with some d1, and lk, λk, k = 1, . . . , d1. Further,
by the same theorem, if, for all i, j, aij(t, ·) ∈ Bs, then the same holds for
all functions λk(t, ·).
Here is the main result of this paper.
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Theorem 3.8. Let n ∈ Z+, p ≥ 2, T > 0, and d0 ∈ N be numbers. Let
f ∈ Hnp; γ,h(T/γ), g ∈ Hn+1p; γ,h(T/γ). In addition, assume that f(tm, x) is an
Ftm+1-measurable random variable, for any m ∈ γZ+ and x ∈ hZd. Let
Assumptions 3.1 - 3.6 hold and let vγ,h be the solution of (1.1) with u0 ≡ 0.
Then,
E
T/γ∑
r=0
||vγ,h(tr, ·)||pn+2,p; h ≤ NRn, (3.5)
where
Rn = E
(T/γ)−1∑
r=0
(||f(tr, ·)||pn,p; h +
d0∑
l=1
||gl(tr, ·)||pn+1,p; h),
and the constant N depends only on p, d, d0, d1, δ
∗
1 , δ
∗
2 , n,K1, Λ, ρ, and T.
In addition,
E max
r=0,...,T/γ
||vγ,h(tr, ·)||pn+1,p; h ≤ Nh2Rn. (3.6)
Remark 3.9. In the proof of Theorem 3.17 we use the stability estimates
(10.6) and (3.6) for an equation of type (1.1) with f(t, x) replaced with
f(t + γ, x). This is the reason why we need f(t, x) to be Ft+γ-measurable
in the statement of Theorem 3.8. Note that, under assumptions of Theorem
3.8, vγ,h(t, x) is an Ft-measurable random variable, for any t ∈ γZ+, x ∈
hZd.
Rate of convergence. We fix some numbers n ∈ Z+, s ∈ (0,∞) \ N,
s1 > 0, p > 2, θ ∈ (1/p, 1/2), η ∈ (0, 1), and T > 0.
In this paper we consider the following SPDE:
dv(t, x) = [
d∑
i,j=1
aij(t, x)Dijv(t, x) +
d∑
i=1
bi(t, x)Div(t, x) + f(t, x)] dt
+
d0∑
l=1
[νl(t, x)v(t, x) + gl(t, x)] dwl(t), v(0, x) = u0(x).
(3.7)
In the sequel, where it is clear what is the range of the index of summation,
we omit writing the symbol
∑
.
Definition 3.1. We say that v ∈ Hsp(0, T ) is a solution of (3.7) if
Dv = aij(t, x)Dijv(t, x) + b
i(t, x)Div(t, x) + f(t, x),
Sv = (νl(t, x)u(t, x) + gl(t, x), l = 1, . . . , d0),
and v(0, x) = u0(x).
Assumption 3.10. There exists a numberK2 > 0 such that, for any i, j, l, ω, t,
||aij(t, ·)||Cs+1+η + ||bi(t, ·)||Cs+1+η + ||νl(t, ·)||Cs+2+η < K2,
where η ∈ (0, 1) is a number such that s+ η 6∈ N.
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Assumption 3.11. There exists a numberK3 > 0 such that, for any i, j, l, x, y, ω, t,
||aij ||Cθ−1/p([0,T ],Cn−1,1)+ ||bi||Cθ−1/p([0,T ],Cn−1,1)+ ||νl||Cθ−1/p([0,T ],Cs+2) < K3.
Assumption 3.12. u0 ∈ Lp(Ω,F0,Hs+3−2/pp ), f ∈ Hs+1p ([0, T ]), g ∈ Hs+2p ([0, T ]).
Assumption 3.13. E||f ||p
Cθ−1/p([0,T ],H
s1
p )
+
∑d0
l=1E||gl||pCθ−1/p([0,T ],Hs+2p ) <∞.
Remark 3.14. Even if we require more regularity of f and g in the temporal
variable, by using our methods, we will still get the same rate of convergence
in the aforementioned theorem. Note that the power θ−1/p in the inequality
(3.8) comes from the estimate of the modulus of continuity of a function from
a stochastic Banach space (see Remark 2.1). This author believes that one
can get the rate of convergence of order hp in Theorem 3.17 by establishing
and using the lp-theory of semi-discrete stochastic equations.
The following theorem is a particular case of Theorem 5.1 of [12].
Theorem 3.15. Let Assumptions 3.1, 3.4, 3.10, 3.12 hold. Then, by The-
orem 5.1 of [12] there exists a unique solution v ∈ Hs+3p ([0, T ]) of (3.7),
and
||v||Hs+3p (0,T ) ≤ N(||f ||Hs+1p (0,T ) +
d0∑
l=1
||gl||
Hs+2p (0,T )
+ (E||u0||ps+3−2/p,p)1/p),
where N depends only on p, s, d, d0, δ1, δ2, η,K2 and T .
Corollary 3.16. It follows from Remark 2.1 that v is a classical solution of
Eq. (3.7) i.e., for all t ∈ [0, T ], v(t, ·) is a twice continuously differentiable
function, and Eq. (3.7) is satisfied not in the weak sense, but, for all ω, t, x.
As an application of Theorem 3.8 we provide an estimate of the rate of
convergence of the finite difference scheme (1.1).
Theorem 3.17. Let p > d ∨ 2, T > 0, n ∈ Z+, s1 > n + d/p, η ∈ (0, 1)
be numbers. Let µ and θ be constants such that 1/2 > µ > θ > 1/p, and
s be a number such that s ∈ (n + p/d + 2µ,∞) \ N. Let Assumptions 3.1 -
3.13 hold, and v ∈ Hs+3p (0, T ) be the unique solution of (3.7) (see Theorem
3.15), and vγ,h be the solution of (1.1). Then,
γE
T/γ∑
m=0
||v(tm, ·)− vγ,h(tm, ·)||pn+2,p; h ≤ Nh2p(θ−1/p)R, (3.8)
where
R =(||f ||p
H
s+1
p (0,T )
+
d0∑
l=1
||gl||p
H
s+2
p (0,T )
+ E||f ||p
Cθ−1/p([0,T ],H
s1
p )
+
d0∑
l=1
E||gl||p
Cθ−1/p([0,T ],Hs+2p )
+ γ
d0∑
l=1
(T/γ)−1∑
m=0
E||gl(tm, ·)||pn+2,p; h),
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and N depends only on p, d, d0, d1, δ1, δ2, δ
∗
1 , δ
∗
2 , n, s, s1, η, Λ, ρ, K1,K2,K3,
µ, θ, and T . In addition,
E max
m=0,...,T/γ
sup
x∈hZd
∑
|α|≤n
|δα(v(tm, x)− vh(tm, x))|p ≤ Nh2p(θ−1/p)R.
Discrete version of the parabolic Littlewood-Paley inequality. Let
Assumptions 3.1 and 3.2 hold and assume that a is independent of x. Let
ρ > 0 be a number. For any m ∈ Z by G(m, ·, ·), we denote the solution to
the following equation:
z(n + 1, y)− z(n, y) = ρ
d1∑
k=1
λk(n)∆lk,1z(n, y),
z(m, y) = Iy=0, n ∈ [m,∞) ∩ Z, y ∈ Zd.
(3.9)
Theorem 3.18. Let Assumptions 3.1 and 3.2 hold. Fix some number ρ ∈
(0, (2d1δ
∗
2)
−1). Assume that the function a is independent of x and ω. Let
g : Zd+1 → R be a deterministic function with compact support. Then, for
any p ≥ 2, and any k ∈ {1, . . . , d}, we have
∑
n∈Z
||
n−1∑
j=−∞
|δek ,1G(j, n, ·) ∗1 g(j, ·)(·)|2 ||p/2p/2; 1 ≤ N ||g||plp(Zd+1).
HereG is the function defined by (3.9), andN depends only on p, d, d1, δ
∗
1 , δ
∗
2 ,Λ, ρ.
The next theorem demonstrates how Theorem 3.18 is related to Theorem
3.8.
Theorem 3.19. Invoke the conditions and the notations of Theorem 3.8
with the function a independent of x and ω, and b ≡ 0, ν ≡ 0, f ≡ 0 ≡ u0.
Let vγ,h be the solution of Eq. (1.1). Then, for any n ∈ Z+
E
T/γ∑
m=0
[vγ,h(tm, ·)]pn+1,p;h ≤ N
d0∑
l=1
E
(T/γ)−1∑
m=0
[gl(tm, ·)]pn,p;h,
where N depends only on n, d, d0, d1, δ
∗
1 , δ
∗
2 , ρ,Λ.
Proof. Let α be a multi-index of order n. Observe that δαhvγ,h satisfies Eq.
(1.1) with b ≡ 0, ν ≡ 0, f ≡ 0 ≡ u0 and gl replaced by δαhgl. Hence, we may
assume that n = 0.
Next, for any r,m ∈ Z, such that m ≥ r, and x ∈ hZd, denote
Gh(r,m, x) = G(r,m, x/h). (3.10)
By Duhamel’s principle (see Lemma 10.2), for any m ≥ 2, x ∈ hZd, and
i,
δei,hvγ,h(tm, x) =
d0∑
l=1
(δei,hg
l(tm−1, x)(wl(tm)− wl(tm−1)) + v˜l(tm, x)),
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where
v˜l(tm, x) =
m−2∑
j=0
d0∑
l=1
(δei,hGh(j,m− 1, ·)) ∗h gl(tj , ·)(x)(wl(tj+1)− wl(tj)).
We rewrite v˜l(tm, x) as a stochastic integral as follows:
v˜l(tm, x) =
d0∑
l=1
∫ tm−1
0
g˜l(r, x) dwl(r),
where
g˜l(r, x) =
m−2∑
j=0
(δei,hGh(j,m− 1, ·)) ∗h gl(tj , ·)(x)Itj≤r<tj+1 .
First, since gl(tm−1, x) is Ftm−1 -measurable,∑
x∈hZd
E|δei,hgl(tm−1, x)(wl(tm)− wl(tm−1))|p
≤ N(p, ρ)
∑
x∈hZd
E|(Tei,h − 1)gl(tm, x)|p ≤ N(p, ρ)||gl(tm, ·)||pp; 1,
and, hence, we may concentrate on the function v˜l.
Since Gh(j,m − 1, x) is independent of ω, the random variable g˜l(r, x)
is Fr-measurable, for any r > 0. Then, by the Burkholder-Davis-Gundy
inequality
E|v˜l(tm, x)|p ≤ N(p, d0)
d0∑
l=1
E(
∫ tm−1
0
|δei,hg˜l(r, x)|2 dr)p/2
= N(p, d0)γ
p/2h−p
d0∑
l=1
E(
m−2∑
j=0
|(Tei,h − 1)Gh(j,m− 1, ·) ∗h gl(tj , ·)(x)|2)p/2
= N(p, d0, ρ)
d0∑
l=1
E(
m−2∑
j=0
|(Tei,h − 1)Gh(j,m − 1·) ∗h gl(tj , ·)(x)|2)p/2.
By what was just proved we may assume γ = 1 = h and T ∈ N.
We fix ω and replace gl by the function
glr(k, x) = g
l(k, x)Ik∈[0,T−1]I||x||≤r
which has compact support. By Theorem 3.18
T∑
m=0
||
m−2∑
j=0
|δek,1G(j,m − 1, ·) ∗1 glr(j, ·)(·)|2 ||p/2p/2; 1 ≤ N
T−2∑
m=0
||glr(m, ·)||pp; 1.
Then we take a limit asm→∞. Note that by Lemma 10.1 δek,1G(j,m−1, ·)
has compact support. This combined with the fact that
lim
r→∞ ||g
l
r(t, ·)− gl(t, ·)||l∞(Zd) → 0, ∀t ∈ {0, 1, . . . , T − 1}
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implies that δek ,1G(j,m − 1, ·) ∗1 glr(j, ·) converges to δek,1G(j,m − 1, ·) ∗1
gl(j, ·)(x) as r →∞, for any j,m, x. Now the assertion follows from Fatou’s
lemma.

4. Main results for deterministic equations
In this section all the functions are assumed to be deterministic i.e. inde-
pendent of ω.
Stability estimates. Fix some numbers n ∈ Z+, p > 1, h, γ ∈ (0, 1],
and T > 0.
Here is the main result for deterministic finite difference equations.
Theorem 4.1. Let T > 0, n ∈ Z+, p > 1 be numbers. Invoke all the
assumptions of Theorem 3.8. In addition, we also assume that gl ≡ 0 ≡
νl, l = 1, . . . , d0 and that all the functions a
ij , bi, λk, f are independent of ω.
Let uγ,h be the solution of Eq. (1.2) with u0 ≡ 0. Then, we have
T/γ∑
m=0
||uγ,h(tm, ·)||pn+2,p; h ≤ N
(T/γ)−1∑
m=0
||f(tm, ·)||pn,p; h, (4.1)
and, in addition, if p ≥ 2, then
max
m=0,...,T/γ
||uγ,h(tm, ·)||pn+1,p; h ≤ Nh2
(T/γ)−1∑
m=0
||f(tm, ·)||pn,p; h, (4.2)
where N depends only on p, d, d1, δ
∗
1 , δ
∗
2 , n,K1,Λ, ρ and T .
Rate of convergence. Fix some numbers n ∈ Z+, s ∈ (0,∞)\N, s1 > 0,
p > 1, η ∈ (0, 1), h, γ ∈ (0, 1], and T > 0.
Assumption 4.2. There exists a constant Kˆ2 > 0 such that, for any i, j, t,
||aij(t, ·)||Cs+2+η + ||bi(t, ·)||Cs+2+η < Kˆ2.
Assumption 4.3. In addition, there exists a constant Kˆ3 > 0 such that, for
any i, j,
||aij ||C1([0,T ],Cn−1,1) + ||bi||C1([0,T ],Cn−1,1) < Kˆ3.
Assumption 4.4. u0 ∈ Hs+4−2/pp , f ∈ Lp([0, T ],Hs+2p ).
Assumption 4.5. Dtf ∈ Lp([0, T ],Hs1p ).
In this section we consider the following PDE:
Dtu(t, x) = a
ij(t, x)Diju(t, x)
+ bi(t, x)Diu(t, x) + f(t, x), u(0, x) = u0(x),
(4.3)
The following theorem addresses the existence and uniqueness of Eq.
(4.3). The proof can be found, for example, Theorem 5.1 of [12].
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Theorem 4.6. Let s ∈ (0,∞) \ N, p > 1, T > 0 be numbers, and As-
sumptions 3.1, 3.4, 4.2, 4.4 hold. Then, there exists a unique solution
u ∈ Hs+4p (0, T ) of (4.3) and, in addition,
||u||p
H
s+4
p (0,T )
≤ N(
∫ T
0
||f(t, ·)||p
Hs+2p
dt+ ||u0||p
H
s+4−2/p
p
),
where N depends only on d, p, δ1, δ2, s, η,K1 and T .
From Theorem 4.1 we derive the estimate of the rate of convergence of
the finite difference scheme (1.2).
Theorem 4.7. Let T > 0, p > 1, n ∈ Z+ s ∈ (n+d/p,∞)\N, s1 > n+d/p
be numbers. Let Assumption 3.1 - Assumptions 3.6 hold with gl ≡ 0 ≡
νl, l = 1, . . . , d0 and all the functions a
ij, bi, λk, f independent of ω. In
addition, let Assumptions 4.2 - 4.5 be satisfied. Let u ∈ Hs+4p (0, T ) be the
unique solution of (4.3) (see Theorem 4.6), and uγ,h be the solution of (1.2).
Then,
γ
T/γ∑
m=0
||u(tm, ·)− uγ,h(tm, ·)||pn+2,p; h ≤ Nh2pR, (4.4)
where
R = ||f ||p
Lp([0,T ],H
s+2
p )
+ ||Dtf ||pLp([0,T ],Hs1p ) + ||u0||
p
H
s+4−2/p
p
,
and N depends only on p, d, d1, δ1, δ2, δ
∗
1 , δ
∗
2 , s, s1, n, η, K1, Kˆ2, Kˆ3,Λ, ρ and
T . In addition, if p ≥ 2, then
max
m=0,...,T/γ
sup
x∈hZd
∑
|α|≤n
|δαh (u(tm, ·) − uγ,h(tm, ·))| ≤ Nh2pR. (4.5)
Discrete variant of the Calderon-Zygmund estimate. To prove
Theorem 4.1 we need a discrete version of the Calderon-Zygmund estimate
which we present below.
Theorem 4.8. Let Assumptions 3.1 and 3.2 hold and assume that a is
independent of ω and x. Take any function f on Zd+1 with compact support.
Let ρ ∈ (0, (2d1δ∗2)−1) be a number and G be the function defined by (3.9).
Then, for any p > 1, we have
∑
n∈Z
[
n−1∑
j=−∞
G(j, n, ·) ∗1 f(j, ·)(·)]p2,p; 1 ≤ N ||f ||plp(Zd+1),
where N depends only on p, d, d1, ρ, δ
∗
1 , δ
∗
2 ,Λ.
Here we elaborate on the connection between Theorem 4.8 and Theorem
4.1.
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Theorem 4.9. Invoke the conditions of Theorem 4.1 and assume that a is
independent of x. Let uγ,h be the solution of (1.2) with b ≡ 0, u0 ≡ 0. Then,
T/γ∑
m=0
[uγ,h(tm, ·)]pn+2,p; h ≤ N
(T/γ)−1∑
m=0
[f(tm, ·)]pn,p;h,
where N depends only on p, d, d1, n, δ
∗
1 , δ
∗
2 , ρ,Λ.
Proof. First, note that δαhuγ,h satisfies Eq. (1.2) with b ≡ 0, u0 ≡ 0 and f
replaced by δαhf . Hence, may assume n = 0.
By Lemma 10.2 for any m ∈ N, x ∈ hZd, and any multi-index α, we have
δαhuγ,h(tm, x) = γδ
α
h f(tm−1, x) + u˜(tm, x),
where
u˜(tm, x) = γ
m−1∑
j=0
(δαhGh(j,m− 2, ·) ∗h f(tj, ·)(x).
Assume that |α| = 2. Then, by the fact that γ ≤ ρh2, we have
γ||δαh f(tm−1, ·)||p; h ≤ N(ρ)||f(tm−1, ·)||p; h,
δαh u˜(tm, x) = ρ
m−2∑
j=0
∑
y∈Zd
δα1G(j,m − 1, y)f(tj , x− hy).
Hence, may assume that γ = 1 = h, and T ∈ N. By the standard approx-
imation argument (see Theorem 3.19) we may assume that f has compact
support. Thus, by Theorem 4.8
T∑
m=0
||δα1 u˜(m, ·)||pp; 1 ≤ N
T−2∑
n=0
||f(m, ·)||pp; 1.

5. Auxiliary results
For any r ∈ N, and any t ∈ Z, x ∈ Zd, we set
Cr(x) = (Π
d
i=1(xi − r, xi + r)) ∩ Zd, Cr = Cr(0),
Qr(t, x) = ((t− r2, t+ r2) ∩ Z)× Cr(x), Qr = Qr(0, 0).
For any subset A of Zd by |A| and we denote the number of elements in A.
For a function h : Zd+1 → R, we define
Mxh(t, x) = sup
r∈N
|Cr|−1
∑
y∈Cr(x)
|h(t, y)|,
Mth(t, x) = sup
r∈N
(2r + 1)−1
t+r∑
m=t−r
|h(m,x)|.
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For a function f on Zd with compact support we define the Fourier transform
of f as follows:
Ff(ξ) :=
∑
x∈Zd
exp(−iξ · x)f(x), ξ ∈ Rd. (5.1)
Some properties of the Fourier transform are stated in Appendix A.
Lemma 5.1. Theorem 3.18 holds for p = 2.
Proof. Clearly, if suffices to prove the claim for k = 1. By the Parseval’s
identity (10.2) and the convolution property of the Fourier transform (10.3)
we have
I :=
∑
n∈Z
||
n−1∑
j=−∞
δe1,1G(j, n, ·) ∗1 g(j, ·)(·)||2l2 (Zd)
= (2pi)−d
∫
[−pi,pi]d
∑
n∈Z
n−1∑
j=−∞
|F(δe1,1G(j, n, ·))|2(ξ)|Fg(i, ξ)|2 dξ
=
∑
j∈Z
(2pi)−d
∫
[−pi,pi]d
|Fg(j, ξ)|2
∞∑
n=j+1
|F(δe1,1G(j, n, ·))|2(ξ) dξ.
By Parseval’s identity if suffices to show that, for a.e. ξ ∈ [−pi, pi]d,
S(ξ) =
∞∑
n=j+1
|F(δe1,1G(j, n, ·))|2(ξ) ≤ N
with N is independent of ξ. By Lemma 10.1 (ii)
S(ξ) = 2(1 − cos(ξ1))
∞∑
n=j+1
Πnm=j+1|1− 2ρ
d1∑
k=1
λk(m)(1 − cos(ξ · lk))|2.
Clearly,
|1− 2ρ
d1∑
k=1
λk(m)(1− cos(ξ · lk))| ≤M(ξ), (5.2)
where
M(ξ) = max
r=1,2
|1− 2ρδ∗r
d1∑
k=1
(1− cos(ξ · lk))|. (5.3)
We claim
M(ξ) < 1, ∀ξ ∈ [−pi, pi]d \ {0}. (5.4)
Note that in (5.3) the expression inside the absolute value bars is strictly
less than 1. Hence, we only need to show that
1− 2ρδ∗r
d1∑
k=1
(1− cos(ξ · lk)) ≥ 1− 4ρδ∗2d1 > −1,
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and the latter holds because ρ ∈ (0, (2δ∗2d1)−1). Then,
S(ξ) ≤ 2(1− cos(ξ1))
∞∑
n=j+1
M2(n−j)(x)
= 2(1 − cos(ξ1))M2(ξ)(1 −M2(ξ))−1.
(5.5)
Further, since l1 = e1, for any r ∈ {1, 2}, we have
1− |1− 2ρδ∗r
d1∑
k=1
(1− cos(ξ · lk))|2
= 4ρδ∗r (1− ρδ∗r
d1∑
k=1
(1− cos(ξ · lk)))(
d1∑
k=1
(1− cos(ξ · lk)))
≥ 4ρδ∗1(1− 2ρδ∗2d1)(1− cos(ξ1))
and, hence S(ξ) < N , for a.e. ξ. This combined with (5.4) and (5.5) proves
the assertion. 
Lemma 5.2. Theorem 4.8 holds with p = 2.
Proof. Denote
v(n, x) =
n−1∑
j=−∞
G(j, n, ·) ∗1 f(j, ·)(x).
First, recall that f has compact support and then, in the above sum we
have a finite number of nonzero terms. Each term has compact support as a
function of x, because it is a convolution of two functions with compact sup-
port. The fact that G(j, n, ·) vanishes for large x follows, for example, from
Lemma 10.1 (i). Then, by the convolution property of Fourier transform
(10.3)
Fv(n, ξ) =
n−1∑
j=−∞
FG(j, n, ξ)Ff(j, ξ).
By Lemma 10.1 (ii) and (5.2)
|FG(j, n, ξ)| ≤Mn−j(ξ)In>j ,
where M(ξ) is defined in (5.3). Then, by this and Young’s inequality
∑
n∈Z
|Fv(n, ξ)|2 ≤
∑
n∈Z
|
n−1∑
j=−∞
Mn−j(ξ)fˆ(j, ξ)|2
≤ (
∞∑
j=1
M j(ξ))2
∑
j∈Z
|Ff(j, ξ)|2.
(5.6)
By (5.4)
∞∑
j=1
M j(ξ) ≤M(ξ)(1 −M(ξ))−2 ≤ (2ρδ∗1)−1(
d1∑
k=1
(1− cos(ξ · lk))−1.
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Combining this with (5.6) we obtain
∑
n∈Z
d1∑
k=1
(1− cos(ξ · lk))2|Fv(n, ξ)|2 ≤ N
∑
n∈Z
|Ff(n, ξ)|2.
Integrating both parts of the above inequality with respect to ξ and using
Parseval’s identity, we prove the claim. 
Lemma 5.3. Let the assumptions of Theorem 3.18 hold. Let r ∈ N, (n, x) ∈
Qr, and j ≤ n−1. Assume that g(·, y) = 0 for y ∈ C2r(0). Let α be a multi-
index of order 1 or 2 and denote
u(j, n, x) =
∑
y∈Zd
δα1G(j, n, y)g(j, x − y).
Then,
|u(j, n, x)| ≤ N(d, d1, δ∗1 , δ∗2 , ρ,Λ)r−|α|Mxg(j, 0).
Proof. First, recall that by the argument of Lemma 10.2 u(j, n, x), n ≥ j, x ∈
Zd is the solution of the following equation:
v(m+ 1, x)− v(m,x) = ρ
d1∑
k=1
λk(m)∆lk,1v(m,x),
v(j, x) = δα1 g(j, x),m ≥ j, x ∈ Zd.
Hence, by replacing λk(·) by λk(· + j) and g(·, x) by g(· + j, x), we may
assume that j = 0 and n ≥ 1.
Next, denote α˜ = α+ (1, . . . , 1). By Lemma 11.3 (ii) we get
|u(0, n, x)| ≤
∑
y∈Zd
|δα˜1G(0, n, y)|
∑
z∈Zd:||z||≤||y||
|g(0, x − z)|
=
∑
y∈Zd
|δα˜1G(0, n, y)|
∑
z∈C||y|(x)
|g(0, z)|.
(5.7)
Observe that, if ||z|| ≤ ||y||, and ||y|| ≤ r, then, since ||x|| ≤ r, we have
||x − z|| ≤ 2r. Therefore, since g(0, ·) = 0 inside C2r, we may replace the
sum over y in (5.7) by the sum over ||y|| > r. Next, for ||y|| > r, we have
C||y||(x) ⊂ C||y||+r ⊂ C2||y||.
By what was just said
|u(0, n, x)| ≤ Mxg(n, 0)
∑
||y||≥r
||y||d δα˜1G(0, n, y).
We consider the cases |α| = 1 and |α| = 2 separately.
In the first case by Lemma 10.6 (ii) with k = d and m = d+ 1 we get∑
||y||≥r
||y||d δα˜1G(0, n, y) ≤ Nr−1,
and this proves the assertion.
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Next, in case |α| = 2 the claim follows from Lemma 10.6 (ii) with k = d
and m = d+ 2. 
Lemma 5.4. Invoke the assumptions of Theorem 3.18. Let r,m ∈ N,
(n, x) ∈ Qr and j ∈ Z be a number such that j ≤ n− r2. Let η1, . . . , ηm be
vectors in Zd and denote
L = δη1,1 . . . δηm,1,
u(j, n, x) =
∑
y∈Zd
LG(j, n, y)g(j, x − y).
Then,
|u(j, n, x)| ≤ N(n− j)−m/2Mxg(j, 0),
where N depends only on d, δ∗1 , δ
∗
2 , m, ρ,Λ, η1, . . . , ηm.
Proof. As in the proof of Lemma 5.3 we may assume that j = 0, and n ≥ r2.
Denote α = (1, . . . , 1). Then, by Lemma 11.3 (ii) we have
|u(0, n, x)| ≤
∑
y∈Zd
|δα1 LG(0, n, y)|
∑
z∈C||y||
|g(0, x − z)|,
By the fact that C||y||(x) ⊂ C||y||+r, we have
|u(0, n, x)| ≤
∑
y∈Zd
|δα1 LG(0, n, y)|
∑
y∈C||y||+r
|g(0, y)|
≤ N(d)Mxg(0, 0)
∑
y∈Zd
(||y||d + rd) |δα1 LG(0, n, y)|.
Next, we apply Theorem 10.6 (i) twice with m replaced by m+d and either
k = d or k = 0. We have
|u(0, n, x)| ≤ N(n−m/2 + rdn−(d+m)/2)Mxg(0, 0).
Since n ≥ r2, we obtain
|u(0, n, x)| ≤ Nn−m/2Mxg(0, 0),
and this finishes the proof of the lemma. 
Lemma 5.5. Invoke the assumptions and notations of Theorem 4.7. Then,
for any t ≥ [0, T − γ],
I :=
∫ t+γ
t
(||Di(u(r, ·) − u(t, ·))||pn,p; h + ||Dij(u(r, ·) − u(t, ·))||pn,p; h dr
≤ N(p, d, Kˆ2)γp
∫ t+γ
t
(||u(r, ·)||ps+2,p; h + ||f(r, ·)||ps+2,p; h dr).
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Proof. By Remark 2.2 u is the classical solution of Eq. (4.3). Hence, for
any r ∈ [t, t+ γ], and any x ∈ hZd
u(r, x) − u(t, x) =
∫ t
r
(aij(τ, x)Diju(τ, x) + b
i(t, x)Diu(τ, x) + f(τ, x)) dτ.
By Lemma 11.5
I ≤ p−1γp
∫ t+γ
t
(||DiDtu(r, ·)||pn,p; h + ||DijDtu(r, ·)||pn,p; h dr).
Next, by Lemma 11.2
I ≤ N(p)γp(I1 + I2),
where
I1 =
∑
||α||≤4
sup
t∈[t,t+γ]
(||aij(t, ·)||Cs+2 + ||bi(t, ·)||Cs+2)
∫ t+γ
t
(||Dαxu(r, ·)||pn,p; h dr),
I2 =
∫ t+γ
t
||Dijf(r, ·)||pn,p; h dr.
By Assumption 4.2 and Lemma 11.2
I1 ≤ N(p, d, Kˆ2)
∫ t+γ
t
||u(r, ·)||p
Hs+2p
dr.
Using Lemma 11.2 again, we get
I2 ≤ N(p, d)
∫ t+γ
t
||f(r, ·)||p
Hs+2p
dr.
The claim is proved. 
Lemma 5.6. Invoke the assumptions and notations of Theorem 3.17 except
Assumption 3.5. Set v0 ≡ u0. For m ∈ N consider the following SPDEs:
dvm(t, x) = [a
ij(t, x)Dijvm(t, x) + b
i(t, x)Divm(t, x) + f(t, x)] dt
+ (gl(tm−1, x) + νl(tm−1, x)vm−1(tm−1, x))(wl(tm)− wl(tm−1)),
vm(tm−1, x) = vm−1(tm−1, x), t ∈ [tm−1, tm],
(5.8)
where tm = mγ. Then, the following assertions hold.
(i) Denote
Im = E
∫ tm
0
||f(r, ·)||p
Hs+1p
dr + γ
m∑
r=0
E||gl(tr, ·)||pHs+2p + E||u0||
p
H
s+3−2/p
p
.
Then, for any ε ∈ (0, 1), and anym ∈ {1, . . . , T/γ}, one has vm ∈ Hs+3−εp (tm−1, tm).
In addition
||vm||Hs+3−εp (tm−1,tm) ≤ NIm, (5.9)
and
E||vm||p
Cθ−1/p([tm−1,tm],H
s+3−ε−2µ
p )
≤ NIm, (5.10)
where N depends only on p, d, d0, T, δ1, δ2, s,K2, η.
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Denote
Jm = Im + E||g||pCθ−1/p([0,T ],Hs+2p ) + E
∫ tm
0
||g(r, ·)||p
Hs+2p
dr.
(ii)E max
m=1,...,T/γ
sup
t∈[tm−1,tm]
||vm(t, ·)− v(t, ·)||pHs+2p ≤ Nγ
θp−1Jm,
Proof. For the sake of convenience, assume that T = 1.
(i) We may assume that ε < 1 − 2/p. Denote sm = s + 3 −mγε. Note
that, for any m ∈ {1, . . . , γ−1}, we have sm− 2/p ≥ s+2. This will be used
in the sequel.
First, note that
gl(0, x)It∈[0,t1 ] ∈ Hs+2p (0, t1).
Second,
u0(x)It∈[0,t1] ∈ Hs+2p (0, t1)
and, by Lemma 5.2 of [12] combined with Assumption 3.3 we have
||νl(0, ·)u0(·)||Hs+2p (0,t1) ≤ Nγ||ν
l||Cs+2+η ||u0||Hs+2p ≤ N ||u0||Hs+3−2/pp .
Further, for any x ∈ Rd,
(gl(0, x) + νl(0, x)u0(x))w
l(t1) =
∫ t1
0
(gl(0, x) + νl(0, x)u0(x)) dw
l(t).
Then, by Theorem 5.1 of [12] there exists a unique solution v1 ∈ Hs+3p (0, t1),
and
||v1||Hs+3p (0,t1) ≤ NI1.
Next, by Remark 2.1 v1(t1, ·)) ∈ Hs1−2/pp . Again, in Eq. (5.8) with m = 2
we rewrite the term involving (wk(t2)−wk(t1)) as a stochastic integral and
repeat the argument of the previous paragraph. This time, since s1− 2/p ≥
s+ 2, by Lemma 5.2 of [12] one has
||νl(t1, x)v1(t1, x)||Hs+2p (t1,t2) ≤ Nγ||v1(t1, ·)||Hs+2p ≤ N ||v1(t1, ·)||
p
H
s1−2/p
p
.
Then, by Theorem 5.1 of [12] it follows that the equation (5.8) (with m = 2)
has a unique solution v2 ∈ Hs1p (t1, t2). Iterating the above argument, we
conclude that, for m = {1, . . . , γ−1}, we have vm ∈ Hsm−1p (tm−1, tm), and
||vm||pHsm−1p (tm−1,tm) ≤ NE(
∫ tm
tm−1
||f(r, ·)||p
Hs+1p
dr
+ γE||gl(tm−1, ·)||pHs+2p + E||vm−1(tm−1, ·)||
p
H
sm−1−2/p
p
).
(5.11)
By Remark 2.1, for any function ξ ∈ Hsm−2p (tm−2, tm−1),
E||ξ(tm−1, ·)||p
H
sm−1−2/p
p
≤ N ||ξ||pHsm−2p (tm−2,tm−1). (5.12)
Combining (5.11) and (5.12), and iterating these estimates, we obtain (5.9).
From this and Remark 2.1 we conclude that (5.10) holds..
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(ii) Step 1. For t ∈ [tm−1, tm], and x ∈ Rd, denote zm(t) = vm(t, x) −
v(t, x). Note that z0 ≡ 0, and, for m ≥ 1, zm satisfies the following SPDE:
dzm(t, x) = [a
ij(t, x)Dijzm(t, x) + b
i(t, x)Dizm(t, x)] dt
+ ([gl(t, x)− gl(tm−1, x)] dwl(t)
+ (νl(t, x)v(t, x) − νl(tm−1, x)vm(tm−1, x)) dwl(t)
zm(tm−1, x) = zm−1(tm−1, x), t ∈ [tm−1, tm].
(5.13)
Denote
Jˆm = Im +E||g||pCθ−1/p([0,T ],Hs+2p ) +
∫ tm
0
||v(r, ·)||p
Hs+2p
dr.
First, we will prove that, for any ε > 0,
E sup
r∈[tm−1,tm]
||zm(r, ·)||p
Hs+3−ε−2µp
≤ Nγθp−1Jˆm. (5.14)
We use the iterative argument from Step 1. Fix some t ∈ [tm−1, tm]. By
Theorem 5.1 of [12], for m ≥ 1,
E||zm(t, ·)||pHsm−1p (tm−1,t) ≤ N
4∑
i=1
Ji(t) +NE||zm−1(tm−1, ·)||p
H
sm−1−2/p
p
,
(5.15)
where
J1(t) = E
∫ t
tm−1
||gl(r, ·) − gl(tm−1, ·)||pHs+2p dr,
J2(t) = E
∫ t
tm−1
||(νl(r, ·) − νl(tm−1, ·))v(r, ·)||pHs+2p dr,
J3(t) = E
∫ t
tm−1
||νl(tm−1, ·)(v(r, ·) − vm(r, ·))||pHs+2p dr,
J4(t) = E
∫ t
tm−1
||νl(tm−1, ·)(vm(r, ·) − vm−1(tm−1, ·))||pHs+2p dr.
By Assumption 3.12
J1(t) ≤ γθpE||g||pCθ−1/p([0,T ],Hs+2p ). (5.16)
Next, due to Lemma 5.2 of [12] and Assumption 3.11
J2(t) ≤ Nγθp−1E||νl||pCθ−1/p([0,T ],Hs+2p )
∫ t
tm−1
||v(r, ·)||ps+2,p dr
≤ Nγθp−1E
∫ t
tm−1
||v(r, ·)||p
Hs+2p
dr.
(5.17)
Next, repeating the above argument and using Assumption 3.10, we get
J3(t) ≤ NE
∫ t
tm−1
||zm(r, ·)||pHs+2p dr (5.18)
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Further, by the fact that vm(tm−1, x) = vm(tm−1, x)
J4(t) ≤ E
∫ t
tm−1
||vm(r, ·)−vm(tm−1, ·)||pHs+2p dr ≤ Nγ
θpE||vm||pCθ−1/p([0,T ],Hs+2p ).
To estimate the last term we fix some ε < 1 − 2β. In that case s + 2 <
s+ 3− ε− 2µ, and by (5.10) we get
J4(t) ≤ NγθpIm. (5.19)
Combining the estimates (5.15) - (5.19) with Remark 2.1, for any m ∈
{2, . . . , γ−1}, and any t ∈ [tm−1, tm], we get
E||zm(t, ·)||pHs+2p ≤ N ||zm||
p
Hsm−1p (tm−1,t)
≤ Nγαp(Im + E||g||pCθ−1/p([0,T ],Hs+2p )
Nγαp−1E
∫ t
tm−1
||v(r, ·)||p
Hs+2p
dr + E||zm−1||pHsm−1−2/pp (tm−1,tm)
+NE
∫ t
tm−1
||zm(r, ·)||pHs+2p dr,
(5.20)
where N is independent of t. By Gronwall’s lemma we may get rid of the
integral term containing zm on the right hand side of we (5.20). By this and
(5.12)
E||zm||pHsm−1p (tm−1,tm) ≤ Nγ
θp(Im + E||g||pCθ−1/p([0,T ],Hs+2p ))
Nγθp−1E
∫ tm
tm−1
||v(r, ·)||p
Hs+2p
dr +NE||zm−1||pHsm−2p (tm−1,tm).
Iterating this estimate we obtain that, for all m ∈ {1, . . . , γ−1},
||zm||pHsm−1p (tm−1,tm) ≤ Nγ
θp−1Jˆm.
Due to Remark 2.1 this implies (5.14).
Step 2. Denote
g˜l(t, x) = gl(tm−1, x)− gl(t, x)+
+νl(tm−1, x)vm−1(tm−1, x)− νl(t, x)v(t, x), t ∈ [tm−1, tm], x ∈ Rd,
and consider the equation
du(t, x) = [aij(t, x)Diju(t, x)
+ bi(t, x)Diu(t, x)] dt + g˜
l(t, x) dw(t), u(0, x) = 0.
(5.21)
Note that
E
∫ 1
0
||g˜l(r, ·)||p
Hs+2p
dr ≤ Nγ
1/γ∑
m=0
4∑
i=1
Ji(tm).
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Combining (5.16) - (5.19), we get
E
∫ 1
0
||g˜l(r, ·)||p
Hs+2p
dr ≤ Nγθp−1Jˆ1/γ .
Then, by Theorem 5.1 of [12] there exists a unique solution z˜ ∈ Hs+3p (0, T )
of (5.21), and
||z˜||pHs+3p (0,1) ≤ Nγ
θp−1Jˆ1/γ .
Observe that by Theorem 5.1 of [12] and Remark 2.1 z1 ≡ z˜, for Ω× [0, t1]×
Rd. By induction one can easily show that zm = z˜, for Ω× [tm−1, tm]×Rd.
Finally, by Remark 2.1 and Theorem 3.15
E
∫ tm
0
||v(r, ·)||p
Hs+2p
dr ≤ Jm,
and then, Jˆm ≤ Jm, for any m. Now the assertion follows what was just
said and Remark 2.1.

6. Proof of Theorem 3.18 and Theorem 4.8.
For a function h on Zd+1 and any set A ⊂ Zd+1 denote
hA = |A|−1
∑
(t,x)∈A
|h(t, x)|.
For any (t0, x0) ∈ Zd+1, denote
h#(t0, x0) = sup
r∈N
|Qa|−1
∑
(t,x)∈Qr(t0,x0)
|h(t, x)− hQr(t0,x0)|.
where Qr and Cr are defined in Section 5.
Proof of Theorem 3.18. It suffices to prove the theorem for k = 1.
Denote
Gg(n, x) = (
n−1∑
j=−∞
|δe1,1G(j, n, ·) ∗1 g(j, ·)(x)|2)1/2.
Step 1. Here we show that for any (t, x) ∈ Zd+1 the following inequality
holds:
(Gg)#(t, x) ≤ N(d, d1,Λ, ρ, δ∗1 , δ∗2)(MtMx|g|2(t, x))1/2. (6.1)
First, we note that by Cauchy-Schwartz inequality, it suffices to prove
that, for any r ≥ 1∑
(n,y)∈Qr(t,x)
|Gg(n, y) − (Gg)Qr(t,x)|2 ≤ N |Qr|MtMx|g|2(t, x). (6.2)
By the fact that convolution commutes with the shift we may assume x = 0.
Further, by replacing λk(a(·)) with λk(a(· + t)) we may assume that t = 0.
Hence, it suffices to prove (6.1) with (t, x) = (0, 0).
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Next, fix some r ≥ 1, and denote
g1(t, x) = g(t, x)It∈(−2r2 ,2r2)I||x||≤3r,
g2(t, x) = g(t, x)It∈(−2r2 ,2r2)I||x||>3r,
g3(t, x) = g(t, x)It≥2r2 ,
g4(t, x) = g(t, x)It≤−2r2 ,
Ik =
∑
(t,x)∈Qr
|Ggk(t, x)|2, k = 1, 2, 3,
I4 =
∑
(t,x)∈Qr
|Gg4(t, x) − Gg4(0, 0)|2.
Observe that, since (Gg)Qr approximates g with the least mean-square error,
we have∑
(t,x)∈Qr
|Gg(t, x)−(Gg)Qr |2 ≤
∑
(t,x)∈Qr
|Gg(t, x)−Gg(0, 0)|2 ≤ N
4∑
k=1
Ik. (6.3)
Estimate of I1. By Lemma 5.1
I1 =
∑
(t,x)∈Zd+1
|Gg1(t, x)|2 ≤ N
∑
(t,x)∈Zd+1
|g1(t, x)|2
= N
∑
(t,x)∈Q2r
|g(t, x)|2 ≤ N |Qr|MtMx|g|2(0, 0).
(6.4)
Estimate of I2. Fix any (n, x) ∈ Qr, j ≤ n− 1. By Lemma 5.3
|δe1,1G(j, n, ·) ∗1 g2(j, ·)(x)| ≤ Nr−1Mxg(j, 0).
By Cauchy Schwartz inequality |Mxg(j, 0)|2 ≤Mx|g|2(j, 0), and, then, since
g(t, ·) vanishes for |t| > 2r2, we get
|Gg2(n, x)|2 ≤ Nr−2
2r2∑
j=−2r2
Mx|g|2(j, 0) ≤ NMtMx|g|2(0, 0).
Hence,
I2 ≤ N |Qr|MtMxg(0, 0). (6.5)
Estimate of I3. Observe that, for n ∈ (−r2, r2), we have Gg3(n, ·) = 0,
and, then,
I3 = 0. (6.6)
Estimate of I4. Since r
2 is the diameter of Qr, we have
I4 ≤ r2|Qr| max
(n,x)∈Qr
(|Gg4(n+1, x)−Gg4(n, x)|2+
d∑
k=1
|δek ,1Gg4(n, x)|2). (6.7)
Fix any (n, x) ∈ Qr. By Minkowski inequality
|δek ,1Gg4(n, x)|2 ≤
−2r2∑
j=−∞
|δek,1δe1,1G(j, n, ·)g(j, ·)(x)|2 .
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Observe that, for j ≤ −2r2, we have n − j ≥ r2 so that Lemma 5.4 is
applicable. We use this lemma with m = 2 and η1 = e1, η2 = ek. We obtain
|δek ,1Gg4(n, x)|2 ≤ N
−2r2∑
j=−∞
(n− j)−2Mx|g|2(j, 0).
Since n ≥ −r2, we may replace (n−j)−2 by (−r2−j)−2. Then we change the
index of summation as follows: j → −r2 − j. By this and Cauchy-Schwartz
inequality we get
|δek,1Gg4(n, x)|2 ≤ N
∞∑
j=r2
j−2Mx|g|2(−r2 − j, 0).
Now we use Lemma 11.3 (i) with fˆ(j) = j−2, gˆ(j) = Mx|g|2(−r2 − j, 0),
t0 = r
2 = t1, t2 > r
2 and we take a limit as t2 →∞. The boundary term in
(11.1) vanishes because gˆ(j), j ∈ Z has compact support. By what was just
said the last sum is bounded above by
N
∞∑
j=r2
j−3
j∑
m=r2
Mx|g|2(−r2 −m, 0)
Clearly, in the above sum [−r2 −m, 0] ⊂ [−2j, 0]. Then, we have
|δek,1Gg4(n, x)|2 ≤ N(
∞∑
j=r2
j−2)MtMx|g|2(0, 0)
≤ Nr−2MtMx|g|2(0, 0).
(6.8)
Next, we estimate the first term on the right hand side of (6.7). Fix any
(n, x) ∈ Qr and note that by Minkowski inequality
|Gg4(n+1, x)−G(n, x)|2 ≤
n−1∑
j=−∞
|δe1,1(G(j, n+1, ·)−G(j, n, ·))∗1 g(j, ·)(x)|2 .
Since G(j, n, ·) satisfies Eq. (3.9), by Assumption 3.2 we have
|δe1,1(G(j, n + 1, ·) −G(j, n, ·)) ∗1 g(j, ·)(x)|
≤ δ∗2
d1∑
k=1
|∆lk,1δe1,1G(j, n, ·) ∗1 g(j, ·)(x)|.
Observe that ∆lk,1 = −δ−lk ,1δlk,1. Now we use Lemma 5.4 with m = 3, and
η1 = −lk, η2 = lk, η3 = e1. We get
|∆lk,1δe1,1G(j, n, ·) ∗ g(j, ·)(x)|2 ≤ N(n − j)−3Mx|g|2(j, 0).
After that one repeats the above argument and obtains
|Gg4(n+ 1, x) − G(n, x)|2 ≤ Nr−2MtMx|g|2(0, 0). (6.9)
ON THE lp STABILITY ESTIMATES 27
By (6.7) - (6.9) we get
I4 ≤ NMtMx|g|2(0, 0). (6.10)
Next, combining (6.3) - (6.6) with (6.10), we conclude that the estimate
(6.2) holds with t0 = 0, x0 = 0, and, then (6.1) holds.
Finally, we raise both sides of (6.1) to the power p > 2 and sum with
respect to (t, x) ∈ Zd+1. By Theorem 12.3 and Corollary 12.2 with p/2 > 1
we obtain ∑
(t,x)∈Zd+1
|Gg(t, x)|p ≤ N
∑
(t,x)∈Zd+1
|MtMx|g|2(t, x)|p/2
≤ N
∑
(t,x)∈Zd+1
|g(t, x)|p.
Proof of Theorem 4.8.
Case p ≥ 2. Fix any multi-index α of order 2 and denote
Rg(t, x) =
t−1∑
j=−∞
δα1G(j, t, ·) ∗1 g(j, ·)(x), t ∈ Z, x ∈ Zd.
By Lemma 5.2 the theorem holds for p = 2, and hence, we may assume that
p > 2.
We follow the argument of Theorem 3.18 very closely making only neces-
sary changes. First, we prove that, for any (t, x) ∈ Zd+1
(Rg)#(t, x) ≤ N (MtMx|g|2(t, x))1/2.
From the proof of Theorem 3.18 we know that this implies the assertion of
the theorem for p > 2.
By Cauchy-Schwartz inequality it suffices to show that for any (t, x) ∈
Zd+1, and r ≥ 1,∑
(k,y)∈Qr(t,x)
|Rg(k, y) − (Rg)Qr(t,x)|2 ≤ N |Qr|MtMx|g|2(t, x). (6.11)
As in the proof of Theorem 3.18 we may assume that t = 0, x = 0.
Next, let gi, i = 1, . . . , 4 be the functions defined in the proof of Theorem
3.18 and denote
Ii =
∑
(n,x)∈Qr
|Rgi(n, x)|2, i = 1, 2, 3,
I4 =
∑
(n,x)∈Qr
|Rg4(n, x)−Rg4(0, 0)|2.
Then, we have
∑
(n,x)∈Qr
|Rg(n, x) − (Rg)Qr |2 ≤
4∑
i=1
Ii. (6.12)
Clearly, I3 = 0 so that we only need to consider I1, I2, I4.
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Estimate of I1. By Lemma 5.2
I1 ≤ N
∑
(t,x)∈Q2r
|g(t, x)|2 ≤ N |Qr|MtMx|g|2(0, 0). (6.13)
This time one needs to use Lemma 5.2 instead of Lemma 5.1.
Estimate of I2. Fix any (n, x) ∈ Qr and j ≤ n− 1. By Lemma 5.3
|δα1G(j, n, ·) ∗1 g(j, ·)(x)| ≤ Nr−2Mxg(j, 0).
Then, we get
|Rg2(n, x)| ≤ Nr−2
2r2∑
j=−2r2
Mxg(j, 0) ≤ NMtMxg(0, 0).
By the fact that |MtMxg|2 ≤MtMx|g|2
I2 ≤ |Qr|MtMx|g|2(0, 0). (6.14)
Estimate of I4. Observe that the inequality (6.7) holds with G replaced
by R. We fix any (n, x) ∈ Qr and note that
δekRg(n, x) =
−2r2∑
j=−∞
δek,1δ
α
1G(j, n, ·) ∗1 g(j, ·)(x).
Next, for each j ≤ −2r2, we have n − j ≥ r2. Then, by Lemma 5.4 (i)
with m = 3 we get
|δek ,1Rg(n, x)| ≤ N
−2r2∑
j=−∞
(n− j)−3/2Mxg(j, 0).
Repeating the corresponding part of the proof of Theorem 3.18, we obtain
|δekRg(n, x)| ≤ N
∞∑
j=r2
j−5/2
0∑
m=−2j
Mxg(m, 0)
≤ N(
∞∑
j=r2
j−3/2)MtMxg(0, 0) ≤ Nr−1MtMxg(0, 0),
which implies
|δekRg(n, x)|2 ≤ Nr−2MtMx|g|2(0, 0). (6.15)
Next, since G(j, n, ·) satisfies Eq. (3.9), and Assumption 3.2 hold, we
have
|Rg(n + 1, x)−Rg(n, x)| ≤ δ∗2
d1∑
k=1
−2r2∑
j=−∞
|∆lk ,1δα1G(j, n, ·) ∗1 g(j, ·)(x)|.
By Lemma 5.4 with m = 4
|Rg(n + 1, x) −Rg(n, x)| ≤ N
−2r2∑
j=−∞
(n− j)−2Mxg(j, 0).
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As in the previous paragraph, this yields
|Rg(n + 1, x)−Rg(n, x)|2 ≤ Nr−2MtMx|g|2(0, 0). (6.16)
Combining (6.7) with (6.15) and (6.16) we get
I4 ≤ N |Qr|MtMx|g|2(0, 0). (6.17)
Now (6.11) follows from (6.12) - (6.14), (6.17) and the fact that I3 = 0.
Case p ∈ (1, 2). For functions f and g on Zd+1 with compact support we
denote
B(f, g) =
∑
(t,x)∈Zd+1
(δα1Rg)(t, x)f(t, x).
We will show that
|B(f, g)| ≤ N ||g||lp(Zd+1)||f ||lp′ (Zd+1), (6.18)
where p′ = p/(p − 1). After that by the standard approximation argument
(see the last paragraph of the proof of Theorem 3.19) the above inequality
holds with g ∈ lp(Zd+1) and f ∈ lp′(Zd+1). By duality this will imply the
claim.
Next, for a function h on Zd we denote Ah(x) = h(−x). We note that
B(f, g) =
∑
t∈Z
∑
x∈Zd
n−1∑
j=−∞
Aδα1G(j, t, ·) ∗1 f(t, ·)(x)g(j, x)
=
∑
j∈Z
∑
x∈Zd
g(j, x)R¯f(j, x),
where
R¯f(j, x) =
∞∑
t=j+1
Aδα1G(j, t, ·) ∗1 f(t, ·)(x).
By Lemma 10.1 (i) we have AG(j, t, ·) = G(j, t, ·). and, then,
R¯f(j, x) =
∞∑
t=j+1
δα1G(j, t, ·) ∗1 f(t, ·)(x).
By inspecting the argument of this theorem for the case p ≥ 2, we conclude
that
||R¯f ||lp(Zd+1) ≤ N ||f ||lp(Zd+1).
Finally, by Ho¨lder’s inequality and what was just proved we obtain (6.18).
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7. Proof of Theorem 3.8
Proof. The proof is divided into six steps. In the first four steps our goal is
to show that, if s = 0, then, for any m ∈ N the following estimate holds:
E
m∑
r=0
[vγ,h(tr, ·)]p2,p; h ≤ NE
m−1∑
r=0
(||f(tr, ·)||pp; h
+ [g(tr, ·)]p1,p; h + ||vγ,h(tr, ·)||p1,p; h).
(7.1)
In Step 1 and Step 2 we prove (7.1) in case of coefficients independent of
x. In Steps 3 and 4 we prove (7.1) in case of variable coefficients. In Step
5 by using the bootstrap method and interpolation inequality for discrete
Sobolev norms, we prove that
E
m∑
r=0
[vγ,h(tr, ·)]pn+2,p; h ≤ NγRn + E
m−1∑
r=0
||vγ,h(tr, ·)||pp; h.
Now (3.5) follows from the following estimate:
E
T/γ∑
r=0
||vγ,h(tr, ·)||pp; h ≤ R0, (7.2)
which is proved in Step 5 by using Lemma 11.6. In Step 6 we prove (3.6).
For the sake of convenience, we assume d0 = 1 and denote g := g
1, ν := ν1.
Step 1. Case n = 0, b ≡ 0, ν ≡ 0, and a independent of t. Since a is
independent of t, by Assumption 3.2 (iv) the same holds for λk, k = 1, . . . , d1.
Hence, vγ,h solves the equation
z(t+ γ, x)− z(t, x) = γ[λk(t)∆lk,hz(t, x) + f(t, x)]
+ g(t, x)(w(t + γ)− w(t)), z(0, x) = 0, t ∈ γZ+, h ∈ hZd.
(7.3)
Here is the outline of the argument. We split vγ,h into two parts v
(1)
γ,h
and v
(2)
γ,h. The first part is a solution of the stochastic finite difference equa-
tions, and the second one is a solution of a finite difference equation without
stochastic part. Then we fix ω and use Theorem 3.19 and Theorem 4.9 re-
spectively. After that we take expectations and obtain the desired estimate.
Note that, however, Theorem 3.19 requires the function G given by (3.9) to
be independent of ω. This holds if the leading coefficients of the stochastic
finite difference equations are independent of ω. This is why we choose v
(1)
γ,h
and v
(2)
γ,h to be the solutions of the following equations:
v
(1)
γ,h(t+ γ, x)− v(1)γ,h(t, x) = γ∆ei,hv(1)γ,h(t, x)
+ g(t, x)(w(t + γ)− w(t)), v1,h(0, x) = 0,
v
(2)
γ,h(t+ γ, x)− v
(2)
γ,h(t, x) = γλk(t)∆lk ,hv
(2)
γ,h(t, x)
+ γ[f(t, x) + λk(t)∆lk ,hv
(1)
γ,h −∆ei,hv(1)γ,h(t, x)], v(2)γ,h(0, x) = 0, t ∈ γZ+, x ∈ hZd.
ON THE lp STABILITY ESTIMATES 31
Note that
vγ,h = v
(1)
γ,h + v
(2)
γ,h.
Further, observe that Assumption 3.1 is satisfied with aij ≡ δij and As-
sumption 3.2 is satisfied with d1 = d, lk = ek, λk = 1, k = 1, . . . , d. Then,
by Theorem 3.19 (ii) with n = 1, we have
E
m∑
r=0
[v
(1)
γ,h(tr, ·)]p2,p,h ≤ NE
m−1∑
r=0
[g(tr, ·)]p1,p,h. (7.4)
By Theorem 4.9,
E
m∑
r=0
[v
(2)
γ,h(tr, ·)]p2,p; h ≤ NE
m−1∑
r=0
(||f(tr, ·)||pp; h
[v
(1)
γ,h(tr, ·)]p2,p; h + ||∆lk,hv
(1)
γ,h(tr, ·)||pp; h).
(7.5)
We need to replace the finite differences with respect to lk by the ones with
respect to ei, i = 1, . . . , d only. To this end observe that, for any function κ
on hZd, and any ξ ∈ Zd,
δξ,hκ(x) = κ(x+ ξh)− κ(x) =
d∑
i=1
∑
y∈Zd:||y||≤||ξ||
ci(y)δei,hκ(x+ hy), (7.6)
where ci(y) ∈ {−1, 0, 1}. Since
∆ξ,hκ = −δξ,hδ−ξ,hκ, (7.7)
we have
∆ξ,hκ(x) =
d∑
i,j=1
∑
||y||≤2||ξ||
cij(y)δei,hδej ,hκ(x+ hy),
where cij(y) ∈ {−1, 0, 1}. Then,
||∆ξ,hκ||p,h ≤ N(d, p, ξ)[κ]2,p,h. (7.8)
By what was just said combined with (7.4) and (7.5) we obtain
E
m∑
r=0
[vγ,h(tr, ·)]p2,p; h ≤ NE
m−1∑
r=0
(||f(tr, ·)||pp; h + [g(tr, ·)]p1,p; h). (7.9)
Step 2. Case n = 0, and a and ν independent of x and b ≡ 0. Denote
g˜(t, x) = g(t, x) + ν(t)vγ,h(t, x).
Observe that that vγ,h solves Eq. (7.3) with g replaced by g˜. Then, by (7.9)
and Assumption 3.5 we obtain (7.1).
Step 3. Case n = 0, b ≡ 0, and a and ν depend on ω, t, x. In this
case we use the method of freezing the coefficients. Fix some ε > 0, which
we will choose later, and let κε be the number from Assumption 3.3. Let
ζ ∈ C∞0 (Rd) be a function such that it is supported on the ball {y ∈ Rd :
|y| ≤ κε}, and
∫
Rd
|ζ(y)|p dy = 1. First, we write a version of the product
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rule for finite differences, which we will use in the sequel. For any vector
ξ ∈ Zd, and any functions u and v on hZd,
δξ,h(vu) = (Tξ,hv)δξ,hu+ (δξ,hv)u. (7.10)
Then, for any ξ, η ∈ Zd, t ∈ γZ+, x ∈ hZd, and y ∈ Rd, we have
ζ(x− y)δη,hδξ,hvγ,h(t, x) = δη,hδξ,h(ζ(x− y)vγ,h(t, x))
− (Tη,hTξ,hvγ,h(t, x))(δη,hδξ,hζ(x− y))
− (Tξ,hδη,hvγ,h(t, x))(δη,hζ(x− y))
− (Tη,hδξ,hvγ,h(t, x))(δξ,hζ(x− y)).
(7.11)
We plug ξ = ej, ν = ei, and raise the above identity to the p-th power, sum
all the terms with respect to x ∈ hZd, and integrate with respect to y ∈ Rd.
Then, by the mean value theorem we get
||δej ,hδei,hvγ,h(t, ·)||pp; h
≤ N
∫
||δej ,hδei,h(vγ,h(t, ·)ζ(· − y))||pp; h dy +N ||vγ,h(t, ·)||p1,p; h.
(7.12)
To estimate the first term on the right hand side of (7.12) we introduce
a function zγ,h,y(t, x) = vγ,h(t, x)ζ(x − y), t ∈ γZ+, x ∈ hZd. By plugging
η = −lk, ξ = lk in (7.11), and (7.7) and the fact that
Tξ,hδ−ξ,h = −δξ,h,
we obtain the following identity:
ζ(x− y)∆lk,hvγ,h(t, x) = ∆lk,h(vγ,h(t, x)ζ(x− y))
−vγ,h(t, x)(∆lk ,hζ(x− y))
−(δlk ,hvγ,h(t, x))(δ−lk ,hζ(x− y))− (δ−lk ,hvγ,h(t, x))(δlk ,hζ(x− y)).
By using this identity we get that zγ,h,y solves the following difference equa-
tion with coefficients constant in the temporal variable:
u(t+ γ, x)− u(t, x) = γ[λk(t, y)∆lk,hu(t, x) + f˜(t, x)]
+ [ν(t, y)u(t, x) + g˜(t, x)](w(t + γ)− w(t)), u(0, x) = 0, (7.13)
where
f˜(t, x) = f(t, x) + (λk(t, x)− λk(t, y))∆lkzγ,h,y(t, x)
−λk(t, x)vγ,h(t, x)∆lk ,hζ(x)
−λk(t, x)(δ−lk ,hvγ,h(t, x))(δlk ,hζ(x− y))
−λk(t, x)(δlk ,hvγ,h(t, x))(δ−lk ,hζ(x− y)),
g˜(t, x) = g(t, x) + [ν(t, x)− ν(t, y)]zγ,h,y(t, x).
By what was just said we may apply our results that we obtained in Step 2.
By (7.1) we get
E
m∑
r=0
[vγ,h(tr, ·)ξ(· − y)]p2,p,h ≤ N
4∑
i=1
E
m−1∑
r=0
Ii(tr) + γR0, (7.14)
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where, for t ∈ γZ,
I1(t) = ||(λk(t, ·)− λk(t, y))∆lk ,h(vγ,h(t, ·)ξ(x − y))||pp; h,
I2(t) = ||λk(t, ·)vγ,h(t, ·)∆lk ,hξ(· − y)||pp; h,
I3(t) = ||λk(t, ·)(δ−lk ,hvγ,h(t, ·))(δlk ,hξ(· − y))||pp; h
+||λk(t, ·)(δlk ,hvγ,h(t, ·))(δ−lk ,hξ(· − y))||pp; h,
I4(t) = ||(ν(t, ·) − ν(t, y))vγ,h(t, ·)ξ(· − y)||p1,p; h.
In the sequel ζ˜ is a C∞0 (R
d) function supported on the ball of radius κε
which might change from inequality from inequality. By the fact that ξ is
supported on the ball of radius κε and Assumption 3.3 we get
I1(t) ≤ εp||λk(t, ·)∆lk ,h(vγ,h(t, ·)ζ(· − y))||pp; h
≤ εp[vγ,h(t, ·)ζ(· − y)]p2,p;h,
(7.15)
where the last inequality is due to (7.8). Similarly, by (7.10), Assumption
3.5 and the mean value theorem one has
I4(t) ≤ Nεp(||vγ,h(t, ·)ζ˜(· − y)||pp;h
+
d∑
j=1
||(δej ,hvγ,h(t, ·))ζ(· − y)||pp;h).
(7.16)
Next, by Assumption 3.2 and the mean value theorem
I2(t) ≤ N ||vh(t, ·)ζ˜(· − y)||pp,h
I3 ≤ ||(δlk ,hvγ,h(t, ·))ζ˜(· − y)||pp,h + ||(δ−lk ,hvγ,h(t, ·))ζ˜(· − y)||pp,h.
(7.17)
Further, by (7.6)
I3(t) ≤ N
d∑
j=1
∑
ξ∈Zd:||ξ||≤L
||(δej ,hvγ,h(t, ·+ hξ))ζ˜(· − y)||pp,h, (7.18)
where L = maxk=1,...,d1 ||lk||.
Combining (7.14) with (7.15) - (7.18) and integrating both sides of the
inequality with respect to y ∈ Rd, we obtain
E
m∑
r=0
∫
[vγ,h(tr, ·)ξ(· − y)]2,p; h dy ≤ NR0 +NE
m−1∑
r=0
||vγ,h(tr, ·)||p1,p; h
+ (N1ε)
pE
m−1∑
r=0
∫
[vγ,h(tr, ·)ξ(· − y)]p2,p;h dy.
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To get rid of the last term on the right hand side of the above inequality we
choose ε < (2N1)
−1. By this and (7.12)
E
m∑
r=0
[vγ,h(tr, ·)]p2,p,h ≤ NR0 +NE
m−1∑
r=0
||vγ,h(tr, ·)||p1,p; h. (7.19)
Step 4. Case n = 0, and a, b, ν depend on t, x, ω. The function vγ,h solves
Eq. (1.1) with b ≡ 0, and f(t, x) replaced by
f˜(t, x) = f(t, x) + bi(t, x)δei,hvh(t, x).
Then, by what we proved in the previous step
E
m∑
r=0
[vγ,h(tr, ·)]p2,p; h ≤ NR0 + E
m−1∑
r=0
||(biδei,hvγ,h)(tr, ·)||pp; h.
Now (7.1) follows from Assumption 3.5.
Step 5. Case n > 0. Fix any multi-index α such that ||α|| ≤ n and apply
the operator δαh to Eq. (1.1). Then, by (7.10) δ
α
hvγ,h satisfies Eq. (1.1) with
f(t, x) replaced by f˜(t, x) and g(t, x) replaced by g˜(t, x), where
f˜(t, x) = δαhf(t, x)+
∑
α′:α′ 6=0,α′≤α
N(α′, α)(Tα
′
h δ
α′
h λk(t, x))(δ
α−α′
h ∆lk,hvγ,h(t, x))
+
∑
α′:α′ 6=0,α′≤α
N(α′, α)(Tα
′
h δ
α′
h b
i(t, x))(δα−α
′
h δei,hvγ,h(t, x)),
g˜(t, x) = δαhg(t, x) +
∑
α′:α′ 6=0,α′≤α
N(α′, α)(Tα
′
h δ
α′
h ν
i(t, x))(δα−α
′
h vγ,h(t, x)).
Then, the results of the previous case are applicable, and by (7.1) we get
E
m∑
r=0
[δαh vγ,h(tr, ·)]p2,p; h ≤ NE
m−1∑
r=0
(||f˜(tr, ·)||pp; h
+||g˜(tr, ·)||p1,p; h + ||vγ,h(tr, ·)||p|α|+1,p; h).
By Assumption 3.5 and (7.8), for any t ∈ γZ+, we get
||f˜(t, ·)||p; h ≤ N(||f(t, ·)|||α|,p; h + ||vγ,h(t, ·)|||α|+1,p; h).
Using (7.10), we obtain
||g˜(t, ·)||p1,p; h ≤ N ||g(t, ·)||p|α|+1,p; h + ||vγ,h(t, ·)|||α|,p; h.
Then, by the above, for any n1 ∈ {0, . . . , n}, there exists a constant Ns1
such that
E
m∑
n=0
[vγ,h(tn, ·)]pn1+2,p;h ≤ Ns1(Rn1 + E
m−1∑
n=0
||vγ,h(tn, ·)||pn1+1,p;h). (7.20)
To simplify the right hand side of the above inequality we use an inter-
polation inequality which we describe below (see Theorem 4.0.4 in [3] or
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Propositions 1 and 4 in [6]). For any function κ ∈ lp(hZd), and any ε > 0,
one has
[κ]1,p; h ≤ N0(p, d)(ε[κ]2,p; h + ε−1||κ||p; h). (7.21)
Next, by applying inequality (7.21) repeatedly and choosing ε small enough,
we get
E
m∑
r=0
[vγ,h(tr, ·)]pn1+2,p;h ≤ N˜n1(Rn1 + E
m−1∑
r=0
||vγ,h(tr, ·)||pp; h). (7.22)
Next, we estimate the lp norm of vγ,h. By Lemma 11.6, for any m ∈
{1, . . . , T/γ},
E||vγ,h(tm, ·)||pp; h ≤ Nγ(R0 +
3∑
k=1
E
m−1∑
r=0
Jk(tr)), (7.23)
where
J1(t) = ||(λk∆lk,hvγ,h)(t, ·)||pp; h,
J2(t) = ||(biδei,h)(t, ·)||pp; h
J3(t) = ||(νvγ,h)(t, ·)||p1,p; h.
By Assumption 3.5 and (7.8)
J1(t) ≤ N [vγ,h(t, ·)]p2,p; h, (7.24)
J2 ≤ ||vγ,h(t, ·)||p1,p; h. (7.25)
Next, by (7.10) and Assumption 3.5
J3(t) ≤ N ||vγ,h(t, ·)||p1,p; h.
Combining this with (7.21), we get
J3(t) ≤ N([vγ,h(t, ·)]p2,p; h + ||vγ,h(t, ·)||pp; h). (7.26)
Combining (7.23) - (7.26) with (7.22) (with n1 = 0), we get
E||vγ,h(tm, ·)||pp; h ≤ NγR0 +N1γE
m−1∑
r=0
||vγ,h(tr, ·)||pp; h,
where N is independent of m. Then, by Lemma 11.1 and the fact that
m ≤ T/γ
E
T/γ∑
r=0
||vγ,h(tr, ·)||pp; h ≤ NR0.
This combined with (7.22) implies (3.5).
Step 6. Finally, we prove the inequality (3.6). By Lemma 11.6
E max
r=1,...,T/γ
||vγ,h(tr, ·)||pn+1,p; h ≤ Nh2Rn+Nh2
(T/γ)−1∑
r=0
E(||(λk∆lk,hvγ,h)(tr, ·)||pn,p; h
+||(biδei,hvγ,h)(tr, ·)||pn,p; h + ||(νlvγ,h)(tr, ·)||pn+1,p; h).
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To estimate each term we use the argument similar to the one above. By
Lemma 11.2 combined with Assumption 3.5 we get
E max
r=1,...,T/γ
||vγ,h(tr, ·)||pn+1,p; h ≤ Nh2Rn+Nh2
(T/γ)−1∑
r=0
E(||vγ,h(tr, ·)||pn+1,p; h
+||∆lk,hvγ,h(tr, ·)||pn,p;h).
By (7.8) we may replace the term involving ∆lk,h by [vγ,h]
p
n+2,p;h. Now (3.6)
follows from (3.5).
Proof of Theorem 4.1 Note that uγ,h is the solution of (1.1) with
gl ≡ 0, l ≥ 1. Then, one repeats the argument of the proof of Theorem 3.8
almost word for word. However, in Step 1 we use Theorem 4.9 with p > 1,
and that is why (4.1) holds with p > 1. In Step 6 we use Lemma 11.6 (ii)
where p is required to be greater that 2, and, hence the estimate (4.2) is
valid only for p ≥ 2. 
8. Proof of Theorem 4.7
The proof is standard. We construct a finite difference equation that is
satisfied by the error of the approximation. After that both claims follow
from the stability estimates of Theorem 4.1.
First, since u ∈ Hs+4p (0, T ), by Remark 2.2 u is a four times differen-
tiable function, and, hence, it is a classical solution of (4.3). Then, due to
Assumption 3.2, for any t, x,
aij(t, x)Diju(t, x) = λk(t, x)D(λk)(λk)u(t, x). (8.1)
Next, denote eγ,h(t, x) = u(t, x) − uγ,h(t, x), t ∈ γZ+, x ∈ hZd. By (8.1)
eγ,h is the solution of the following difference equation:
z(t+ γ, x)− z(t, x) = γλk(t, x)∆lk ,hz(t, x) + γbi(t, x)δei,hz(t, x)
+ γ
3∑
q=1
fq(t+ γ, x), z(0, x) = 0, t ∈ Z+, x ∈ hZd,
(8.2)
where
f1(t+ γ, x) = γ
−1
∫ t+γ
t
(f(r, x)− f(t, x)) dr,
f2(t+ γ, x) = γ
−1
∫ t+γ
t
(bi(r, x)Diu(r, x)− bi(t, x)δei,huγ,h(t, x)) dr,
f3(t+ γ, x) = γ
−1
∫ t+γ
t
(aij(r, x)Dij(r, x) − λk(t, x)∆lk ,h(t, x)) dr.
Then, by Theorem 4.1
γ
T/γ∑
m=0
||eγ,h(tm, ·)||pn+2,p; h ≤ Nγ
(T/γ)−1∑
m=0
(F1(tm) + F2(tm) + F3(tm)), (8.3)
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where
Fq(t) = ||fq(t, ·)||pn,p; h, t ∈ γZ+, q = 1, 2, 3.
Fix any t ∈ γZ+ ∩ [0, T ]. By Minkowski and Ho¨lder’s inequalities
F2(t) ≤ N(F2,1(t) + F2,2(t) + F2,3(t)), (8.4)
where
F2,1(t) = γ
−1
∫ t+γ
t
||(bi(r, ·) − bi(t, ·))Diu(r, ·)||pn,p; h dr,
F2,2(t) = γ
−1
∫ t+γ
t
||bi(t, ·)(Diu(r, ·) −Diu(t, ·))||pn,p; h dr,
F2,3(t) = ||bi(t, ·)(Diu(t, ·) − δei,hu(t, ·))||pn,p, h.
Similarly, by (8.1)
F3(t) ≤ N(F3,1(t) + F3,2(t) + F3,3(t)), (8.5)
where
F3,1(t) = γ
−1
∫ t+γ
t
||(aij(r, ·) − aij(t, ·))Diju(r, ·)||pn,p; h dr,
F3,2(t) = γ
−1
∫ t+γ
t
||aij(t, ·)(Diju(r, ·) −Diju(t, ·))||pn,p; h dr,
F3,3(t) = ||λk(t, ·)(D(λk)(λk)u(t, ·)−∆lk,hu(t, ·))||pn,p; h.
Our goal is to show that, for any t ∈ [0, T − γ], the following estimates
hold:
F1(t) ≤ Nγp−1
∫ t+γ
t
||Dtf(r)||pHs1p dr, (8.6)
F2,1(t) + F3,1(t) ≤ Nγp−1
∫ t+γ
t
||u(r, ·)||p
Hs+2p
dr, (8.7)
F2,2(t) + F2,3(t) ≤ Nγp−1
∫ t+γ
t
||u(r, ·)||p
Hs+2p
+ ||f(r, ·)||p
Hs+2p
dr, (8.8)
F2,3(t) + F3,3(t) ≤ Nh2p||u||p
H
s+4
p (0,T )
. (8.9)
These inequalities combined with (8.3) prove (4.4). Next, to prove the sec-
ond assertion of the theorem we use by Theorem 4.1. By (4.2) and (8.2) we
get
E max
m=1,...,T/γ
||eγ,h(tm, ·)||pn,p; h
≤ Nγ
T/γ∑
m=0
(F1(tm) + F2(tm) + F3(tm)) ≤ Nh2p(β−1/p)R.
Now the estimate (4.5) the embedding theorem for discrete Sobolev spaces
(see, for example, in Section 4.3 of [3]). One can also obtain find this em-
bedding estimate by combining Proposition 1 with Proposition 5 of [6].
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Estimate of F1. By Lemma 11.2 and Lemma 11.5 with X = H
s1
p we have
F1(t) ≤ Nγ−1
∫ t+γ
t
||f(r, ·)−f(t, ·)||pn,p; h dr ≤ Nγ−1
∫ t+γ
t
||f(r, ·)−f(t, ·)||p
H
s1
p
dr.
Now (8.6) follows from Lemma 11.5 with X = Hs1p .
Estimate of F2,1 and F3,1. First, we use Lemma 11.2 combined with
Assumption 4.3. We get
F3,1(t) ≤ N(n)γ−1
∫ t+γ
t
||(aij(r, ·) − aij(t, ·))||p
Cn−1,1
||Diju(r, ·)||pn,p; h dr
≤ Nγp−1
∫ t+γ
t
||Diju(r, ·)||pn,p; h dr.
By Lemma 11.4 we obtain the estimate (8.7) for F3,1 only. The argument
for F2,1 is similar.
Estimate of F2,2 and F3,2. Again, by Lemma 11.2 and Assumption 4.3
F2,2(t) + F3,2(t) ≤ Nγ−1
∫ t+γ
t
(||Di(u(r, ·) − u(t, ·))||pn,p; h
+||Dij(u(r, ·) − u(t, ·))||pn,p; h dr).
Further, by Lemma 11.5
F2,2(t) +F3,2(t) ≤ Nγp−1
∫ t+γ
t
(||DiDtu(r, ·)||pn,p; h+ ||DijDtu(r, ·)||pn,p; h) dr.
Now (8.8) follows from Lemma 5.5.
Estimate of F2,3 and F3,3. It suffices to prove the estimate for F3,3. Recall
that u(t, ·) ∈ C4 for each t. Then, by Taylor’s formula and Minkowski
inequality we have
F3,3(t) ≤ Nh2p
∑
||α||=4
∫ 1
0
(||λk(t, ·)Dαxu(t, ·+ rhlk)||pn,p;h
+||λk(t, ·)Dαxu(t, · − rhlk)||pn,p;h) dr.
By Lemma 11.2 and Assumption 3.5
||λk(t, ·)Dαxu(t, ·+ rhlk)||n,p;h ≤ N ||λk(t, ·)||n−1,1 ||Dαxu(t, ·)||n,p; h
≤ N ||Dαxu(t, ·)||n,p; h.
By Lemma 11.4 and Remark 2.2 combined with the fact that s > n+ d/p+
2/p the last expression is dominated by
Nh2p||u(t, ·)||pn+4,p; h ≤ Nh2p||u||pHs+4p (0,T ).
Thus, (8.9) is proved.
Remark 8.1. For the argument involving Taylor’s formula to work, we needed
u(t, ·) ∈ C4, for each t. This led us to imposing conditions like Assumption
4.2 and 4.4 which ensure that u ∈ Hs+4p (0, T ) (see Theorem 4.6 ).
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9. Proof of Theorem 3.17
We point out that one cannot apply directly the argument of the proof of
Theorem 4.7. To show this we note that∫ t+γ
t
gl(r, x) dwl(r)−gl(t, x)(wl(t+γ)−wl(t)) =
∫ t+γ
t
(gl(r, x)−gl(t, x)) dwl(r).
In general, one cannot expect this integral to be equal to g˜(t, x)(wl(t+ γ)−
wl(t)), where g˜(t, x) is some Ft-measurable random variable. Then, the
function v(t, x) − vγ,h(t, x), t ∈ γZ+, x ∈ hZd does not satisfy an equation
of type (1.1). To handle this issue we introduce a sequence of auxiliary
SPDEs (see (9.2)). We show that the m-th equation has a unique solution
vm ∈ Hs+3−εp , where ε > 0 is small. In addition, we prove that each solution
vm approximates v with the error of order γ
θp−1. It will be seen from
the argument that this error comes from the estimate of the modulus of
continuity of v. Third, the difference between vγ,h and the solution vm
satisfies the difference equation of type (1.1). Then, by using Theorem 3.17
and by following the argument given in the proof of Theorem 4.7, we show
that the difference between vγ,h and vm is order h
2(θp−1). Now the assertion
follows from this and what was said about the difference between vm and v.
First, note that by Remark 2.2, for any ω and t ∈ [0, T ], the function
v(t, ·) ∈ C3, and, then, v is classical solution of (3.7). Further, by Assump-
tion 3.2, for any ω, t and x, we have
aij(t, x)Dijv(t, x) = λk(t, x)D(λk)(λk)v(t, x). (9.1)
Next, we set v0 ≡ u0 and consider the following sequence of SPDEs:
dvm(t, x) = [a
ij(t, x)Dijvm(t, x) + b
i(t, x)Divm(t, x) + f(t, x)] dt
+ (gl(tm−1, x) + νl(tm−1, x)vm−1(tm−1, x))(wl(tm)− wl(tm−1)),
vm(tm−1, x) = vm−1(tm−1, x), t ∈ [tm−1, tm].
(9.2)
According to Lemma 5.6 (i), for any ε ∈ (0, 1), and any m ∈ {1, . . . , T/γ},
there exists a unique solution vm ∈ Hs+3p (tm−1, tm), and in addition, (5.9)
and (5.10) hold.
Next, form ∈ {0, 1, . . . , γ−1} and x ∈ hZd, denote eγ,h(tm, x) = vm(tm, x)−
vγ,h(tm, x). Since vm is a classical solution of (9.2) on [tm−1, tm], for any
m ∈ {0, 1, . . . , γ−1 − 1} the function eγ,h satisfies the following equation:
eγ,h(tm+1, x)− eγ,h(tm, x) = γ[λk(tm, x)∆lk ,heγ,h(tm, x) + bi(tm, x)eγ,h(tm, x)
f1(tm, x) + f2(tm, x)]
+ νl(tm, x)eγ,h(tm, x)(w
l(tm+1)−wl(tm)), eh(0, x) = 0,
(9.3)
where
f1(tm+1, x) = γ
−1
∫ tm+1
tm
(aij(t, x)Dijvm(t, x)−∆lk,hvm(tm, x)) dt,
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f2(tm+1, x) = γ
−1
∫ tm+1
tm
(bi(t, x)Divm(t, x)− bi(tm, x)δei,hvm(tm, x)) dt,
f3(tm+1, x) = γ
−1
∫ tm+1
tm
(f(t, x)− f(tm, x)) dt.
By Theorem 3.8
γE
T/γ∑
m=0
||eγ,h(tm, ·)||pn+2,p; h ≤ Nγ
T/γ∑
m=0
3∑
i=1
Fi(tm), (9.4)
where
Fq(tm) = E||fq(tm, ·)||pn,p;h, q = 1, 2, 3.
By Minkowski inequality and Ho¨lder’s inequalities and (9.1) we have
F1(tm) ≤
3∑
q=1
F1,q(tm),
where
F1,1(tm) = γ
−1
∫ tm+1
tm
E||(aij(t, ·)− aij(tm, ·))Dijvm(t, ·)||pn,p; h dt,
F1,2(tm) = γ
−1
∫ tm+1
tm
E||aij(tm, ·)(Dijvm(t, ·)−Dijvm(tm, ·))||pn,p; h dt,
F1,3(tm) = E||λk(tm, ·)(D(λk)(λk)vm(tm, ·)−∆lk,hvm(tm, ·))||pn,p; h.
Similarly,
F2(tm) ≤ F2,1(tm) + F2,2(tm),
where
F2,1(tm) ≤ γ−1
∫ tm+1
tm
E||(bi(t, ·)− bi(tm, ·))Divm(t, ·)||pn,p; h dt,
F2,2(tm) ≤ γ−1
∫ tm+1
tm
E||bi(tm, ·)(Divm(t, ·)−Divm(tm, ·))||pn,p; h dt,
F2,3(tm) = E||bi(tm, ·)(Divm(tm, ·)− δei,hvm(tm, ·)||pn,p; h.
Estimate of F1,1, F2,1. By Lemma 11.2 and Assumption 3.11
F1,1(tm) ≤ γ−1
∫ tm+1
tm
E||(aij(t, ·)− aij(tm, ·))||Cn−1,1 ||Dijvm(t, ·)||pn,p; h dt
≤ γθp−2E
∫ tm+1
tm
||Dijvm(t, ·)||pn,p; h dt.
Further, by Lemma 11.4 and Lemma 5.6 (i) we get
F1,1(tm) ≤ Nγθp−1E sup
t∈[tm−1,tm]
||vm(t, ·)||pHs+2p ≤ Nγ
θp−1Im, (9.5)
where Im is defined in Lemma 5.6 (i). By the same argument
F2,1(tm) ≤ Nγθp−1Im. (9.6)
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Estimate of F1,2 and F2,2. Repeating the argument of the previous para-
graph we get
F1,2(tm) ≤ Nγ−1
∫ tm
tm−1
E||aij(tm, ·)||pCn−1,1 ||v(tm, ·)− vm(t, ·)||
p
Hs+2p
dt.
By using Assumption 3.10 and (5.10) with ε < 1− 2µ we obtain
F1,2(tm) ≤ Nγθp−1E||vm||pCθ−1/p([0,T ],Hs+2p ) ≤ Nγ
θp−1Im. (9.7)
Similarly,
F2,2(tm) ≤ Nγθp−1Im.
Estimate F1,3 and F2,3. First, by Lemma 11.2 and Assumption 3.5
F1,3(tm) ≤ NE||λk(t, ·)||pCn−1,1 ||D(λk)(λk)vm(tm, ·)− δlk ,hvm(tm, ·)||
p
n,p; h.
≤ N ||D(λk)(λk)vm(tm, ·)− δlk ,hvm(tm, ·)||pn,p;h.
Since v ∈ Hs+3p (tm−1, tm), by Remark 2.1 we have vm(t, ·) ∈ C3. Then, by
Taylor’s formula with the remainder in the integral form combined with
Minkowski inequality we get
F1,3(tm) ≤ Nhp
∑
||α||=3
E||Dαx vm(tm, ·)||pn,p; h.
Next, by Lemma 11.4, for any ε > 0,
F1,3(tm) ≤ NhpE||vm(tm, ·)||p
H
n+3+d/p+ε
p
,
Taking ε < s− n− d/p− 2µ and using (5.10), we get
F1,3(tm) ≤ NhpIm. (9.8)
By the same argument
F2,3(tm) ≤ NhpIm. (9.9)
Finally, by Lemma 11.4 and Assumption 3.13
F4(tm) ≤ Nγθp−1E||f ||pCθp−1([0,T ],Hs1p ).
Combining this with (9.4) - (9.9) and keeping in mind that γ ≤ ρh2, we get
γE
T/γ∑
m=0
||eh(tm, ·)||pn+2,p; h ≤ Nh2(θp−1)IT/γ + E||f ||pCθp−1([0,T ],Hs1p ).
Now the first assertion of this theorem follows from what was just proved
and Lemma 5.6 (ii).
To prove the second assertion we apply Theorem 3.8 to (9.2) and we get
E max
m=1,...,T/γ
||eγ,h(tm, ·)||pn+1,p; h ≤ Nγ
T/γ∑
m=0
3∑
i=1
||Fi(tm)||pn+2,p;h.
By (9.5) - (9.9) we conclude that
E max
m=1,...,T/γ
||eγ,h(tm, ·)||pn+1,p; h ≤ Nh2(θp−1)IT/γ + E||f ||pCθp−1([0,T ],Hs1p ).
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Combining this with 5.6 (ii) we prove the desired claim.
10. Appendix A
In this section we prove several results for the discrete heat kernel G
defined by (3.9). One of the objectives of this section is to establish difference
estimates of G. In case d1 = d, lk = ek, λk ≡ 1, k ∈ {1, . . . , d}, such
estimates can be found, for example, in Section 2.3 of [17] (see Theorem
2.3.6 of [17]). To prove this result (see Corollary 10.4) we will use the
argument of Section 2.3 of [17].
Let g be a function on Zd with compact support. Recall that Fourier
transform is defined by (5.1). It is well-known that the following versions of
the inversion formula and the Parseval’s identity hold:
g(x) = (2pi)−d/2
∫
[−pi,pi]d
exp(iξ · x)Fg(ξ) dξ, (10.1)
∑
x∈Zd
|g|2(x) =
∫
[−pi,pi]d
|Fg(ξ)|2 dξ. (10.2)
In addition, if f : Zd → R has compact support, then
F(f ∗1 g)(ξ) = Ff(ξ)Fg(ξ). (10.3)
Lemma 10.1. Let d1 be a positive integer, ρ > 0 be a number, l1, . . . , ld1 ∈
Zd, and λ1, . . . λd1 be nonnegative functions on Z such that, for any t ∈ Z,
2ρ
∑d1
k=1 λk(t) ≤ 1. Let G be the function given by (3.9). Then, the following
assertions hold.
(i) Let Xn, n ∈ Z be a sequence of independent random vectors such that
P (Xn = lk) = P (Xn = −lk) = ρλk(n), k = 1, . . . , d1,
P (Xn = 0) = 1− 2ρ
d1∑
k=1
λk(n).
For any n,m ∈ Z such that n > m, and any x ∈ Zd,
G(m,n, x) = P (
n∑
j=m+1
Xj = x).
(ii) For any ξ ∈ Rd, n > m,
FG(m,n, ξ) = Πnj=m+1(1− 2ρ
d1∑
k=1
λk(j))(1 − cos(ξ · lk)).
Proof. (i) Observe that by (3.9), for n > m,
G(m,n, x) = G(m,n − 1, x)(1 − 2ρ
d1∑
k=1
λk(n − 1))
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+ρ
d1∑
k=1
λk(n− 1)(G(m,n − 1, x+ lk) +G(m,n − 1, x− lk)).
Then, by the independence of Xn, n ∈ Z and the fact that G(m,m, x) =
Ix=0, we obtain
G(m,n, x) = EG(m,n − 1, x+Xn) (10.4)
= EG(m,m, x +
n∑
j=m+1
Xj) = P (
n∑
j=m+1
Xj = x).
(ii) By the first assertion
FG(n,m, ·)(ξ) = E exp(−iξ ·
n∑
j=m+1
Xj)
= Πnj=m+1E exp(−iξ ·Xj) = Πnj=m+1(1− 2ρ
d1∑
k=1
λk(j))(1 − cos(ξ · lk)).

In the next lemma we present a discrete variant of Duhamel’s principle.
Lemma 10.2. Assume the conditions of Lemma 10.1. Let ζ be a function
on Zd+1, such that, for any t ∈ Z, ζ(t, ·) ∈ l1(Zd) and let u be the solution
the following equation:
z(n + 1, x)− z(n, x) = ρ
d1∑
j=1
λj(n)∆lj ,hz(n, x) + ζ(n, x),
z(m,x) = 0, n ∈ [m,∞) ∩ Z, x ∈ Zd.
(10.5)
Then, for any integer n > m and x ∈ Zd,
u(n, x) =
n−1∑
j=m
G(j, n − 1, ·) ∗1 ζ(j, ·)(x). (10.6)
In particular, if n ≥ m+ 2,
u(n, x) =
n−2∑
j=m
G(j, n − 1, ·) ∗1 ζ(j, ·)(x) + ζ(n− 1, x).
Proof. Let Xn, n ∈ Z be the random vectors defined in Lemma 10.1. Then,
we can rewrite (10.5) as follows:
z(n+ 1, ·) = Ez(n, ·+Xn) + ζ(n, ·), z(m, ·) = 0, n ≥ m.
It suffices to check that the function u satisfies this equation. We do it by
Lemma (10.4) as follows:
n−1∑
j=m
EG(j, n − 1, ·+Xn) ∗1 ζ(j, ·)(x) + ζ(n, x)
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=
n−1∑
j=m
G(j, n, ·) ∗1 ζ(j, ·) +G(n, n, ·) ∗1 ζ(n, ·)(x) = u(n+ 1, x).

Lemma 10.3. Let Assumptions 3.1 and 3.2 hold. Assume that a is inde-
pendent of ω and x, and 2ρd1δ
∗
2 < 1. Denote
An = ρ
n∑
j=1
a(j)/n,
Pn(x) = (2pin)
−d/2(detAn)−1/2 exp(−x · A−1n x/n).
Then, for any ε ∈ (0, 1), there exists a number θ ∈ (0, 1), depending only
on d1, δ
∗
1 , δ
∗
2 , ρ, ε, and a continuous function ψ, and N(d, d1, ρ, δ
∗
1 , δ
∗
2 , ε) such
that as n→∞, we have
G(0, n, x) = Pn(x) +Rn(x) +O(θ
n),
where
Rn(x) = (2pin)
−d/2
∫
||ξ||≤ε√n
exp(iξ · x/√n) exp(−ξ ·A(n)ξ)ψ(ξ/√n) dξ,
and
|ψ(ξ)| ≤ N |ξ|4, ∀||ξ|| ≤ ε.
Proof. Fix some ε ∈ (0, pi), and n ≥ 1. By (10.1) and the change of variables
ξ → ξ/√n,
G(0, n, x) = G1(0, n, x) +G2(0, n, x)
:= (2pin)−d/2(
∫
ε≤||ξ/√n||≤pi+||ξ/√n||≤ε
) exp(iξ · x/√n)FG(0, n, ξ/√n) dξ.
(10.7)
By Lemma 10.1 (ii), for any ξ ∈ Rd,
E exp(−iξ ·Xn) = 1−
d1∑
k=1
2ρλk(n)(1− cos(ξ · lk)),
FG(0, n, ξ) = Πnj=1[1−
d1∑
k=1
2ρλk(j)(1 − cos(ξ · lk))].
We start with G1. Note that, for any n ∈ Z+,
E exp(−iξ ·Xn) ≥ 1− 4ρd1δ∗2 > −1, ∀ξ.
Fix any ξ ∈ {ε ≤ ||ξ|| ≤ pi}. Since lk = ek, k = 1, . . . , d, there exists k
(depending on ξ) such that ξ · lk ∈ [ε, pi], and, then
E exp(−iξ ·Xn) ≤ 1− 2ρδ∗1(1− cos(ε)).
Hence, there exists θ ∈ (0, 1) independent of n such that
|FG(0, n, ξ)| < θn, ∀ ξ ∈ {ε ≤ ||ξ|| ≤ pi}, ∀n ∈ N,
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and this yields that, for any n ∈ N and x ∈ Zd,
G1(0, n, x) ≤ Nθn. (10.8)
Next, we move to G2. By Taylor’s formula, for ||ξ|| ≤ ε,
|E exp(−iξ ·Xn)− (1−
d1∑
k=1
ρλk(n)(ξ · lk)2)| ≤ N |ξ|4,
and, then,
FG(0, n, ξ/√n) = exp(−
n∑
j=1
d1∑
k=1
ρλk(j)(ξ · lk)2/n)(1 + ψ(ξ/
√
n)),
where ψ is a continuous function such that |ψ(ξ)| ≤ N |ξ|4. By Assumption
3.2 (iii)
d1∑
k=1
λk(n)(ξ · lk)2 = ξ · a(n)ξ,
and, then,
FG(0, n, ξ/√n) = exp(−ξ ·Anξ)(1 + ψ(ξ/
√
n)).
By what was just said
G2(0, n, x) = Rn(x) +G2,1(0, n, x) −G2,2(0, n, x), (10.9)
where
G2,1(0, n, x) = (2pin)
−d/2
∫
Rd
exp(iξ · x/√n) exp(−ξ · Anξ) dξ.
G2,2(0, n, x) = (2pin)
−d/2
∫
||ξ/√n||≥ε
exp(iξ · x/√n) exp(−ξ · Anξ) dξ.
By the change of variables ξ → A−1n ξ
G2,1(0, n, x) = Pn(x), (10.10)
Next, in the expression for G2,2 we replace the domain of integration by
{|ξ/√n| ≥ ε}. and use the change of variables ξ → A1/2n ξ. Then, by the fact
that the eigenvalues of An are bounded from below by ρδ
∗
1 we get
|G2,2(0, n, x)| ≤ N(ρ, δ∗1 , d)
∫
|ξ|≥(ρδ∗1)−1/2ε
√
n
exp(−|ξ|2) dξ.
It is well know that the last integral is bounded by
N1 exp(−N2n2)
where N1 and N2 depend only on ρ, δ
∗
1 , ε. This combined with (10.7) -
(10.10) proves the claim. 
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Corollary 10.4. Invoke the assumptions and notations of Lemma 10.3. Let
m ∈ N be a number, and η1, . . . ηm ∈ Zd be vectors. Denote
L = δη1,1 . . . δηm,1.
Then, for any n ∈ N, and x ∈ Zd,
|LG(0, n, x)|
≤ Nn−(d+m)/2(||x/√n||m + 1) exp(−(ρδ∗2n)−1||x||2) +Nn−(d+m)/2−2,
where N depends only on d, δ∗1 , δ
∗
2 , ρ, η1, . . . , ηm.
Proof. Fix some n ∈ N, x ∈ Zd. By Lemma 10.3 we only need to show
|LPn(x)| ≤ Nn−(d+m)/2(||x/
√
n||m + 1) exp(−(ρδ∗2n)−1||x||2), (10.11)
|LRn(x)| ≤ Nn−(d+m)/2−2. (10.12)
Let us prove (10.12) first. By the mean value theorem
|LRn(x)| ≤ N(2pin)−d/2n−2
∫
||ξ/√n||≥ε
|L exp(iξ ·x/√n)| |ξ|4 exp(−ξ ·Anξ) dξ
≤ N(2pin)−d/2n−m/2−2
∫
Rd
(|ξ|4+m + 1) exp(−ξ · Anξ) dξ.
Then, by the change of variables ξ → A1/2n ξ and Assumption 3.2 we have
|LRn(x)| ≤ Nn−(d+m)/2−2.
Next, we prove (10.11). By the mean value theorem
|LPn(x)| ≤ N max
y∈Rd:||x−y||≤K
|D(η1) . . . D(ηm)Pn(y)|,
where K =
∑m
k=1 ||ηk||. Further, observe that by the triangle inequality we
only need to show that,
|D(ξ1) . . . D(ξm)Pn(x)| ≤ Nn−m/2(|x/
√
n|−m/2 + 1)Pn(x). (10.13)
where N is independent of n and x. One can reduce the last estimate to the
case when An is a d× d identity matrix. To justify this, we set y = A−1/2n x
and note that the following identities hold:
x ·Anx = |y|2, ∂
∂xi
=
d∑
j=1
(A−1/2n )
ij ∂
∂yj
, |(A−1/2n )ij | ≤ (δ∗1)−1/2.
Finally, to prove (10.13) in case An is an identity matrix it suffices to
show that, for any k ∈ N,
dk/dtk exp(−t2/n) ≤ N(k)n−k/2(|t/√n|k + 1) exp(−t2/n).
This easily follows from the fact that
exp(t2)
dk
dtk
exp(−t2)
is a polynomial of order k. This proves (10.11). 
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Lemma 10.5. Let assumptions of Lemma 10.1 hold. Let n, r ∈ N be
numbers. Then, there exists β > 0 depending only on l1, . . . , ld1 such that∑
||x||≥r
G(0, n, x) ≤ 2d exp(−βr2/n).
Proof. By Lemma 10.1 G(0, n, x) = P (Sn = x), where Sn =
∑n
k=1Xk, n ∈
N, and Xk is defined in the aforementioned lemma. By what was just said
∑
||x||≥r
G(0, n, x) = P (||Sn|| ≥ r) ≤
d∑
j=1
P (|Sjn| ≥ r).
Note that Sjn is a sum of independent random variables bounded by L :=
maxk=1,...,d1 ||lk|| > 0. Then, by the concentration inequality (see Theorem
2 of [11]) we have
P (|Sjn| ≥ r) ≤ 2 exp(−r2(2nL)−1).
The lemma is proved. 
Lemma 10.6. Let the assumptions of Lemma 10.3 hold. Let r, k ∈ Z+,
m, n ∈ N, be numbers, and η1, . . . , ηm ∈ Zd be vectors. Assume that m ≥ k.
Denote
L = δη1,1 . . . δηm,1,
S(r, n) =
∑
x∈Zd:||x||≥r
||x||k|LG(0, n, x)|.
Then, the following assertions hold.
(i)S(0, n) ≤ Nn(k−m)/2.
(ii)S(r, n) ≤ N(n(k−m+1)/2r−1) ∧ (n(k−m+2)/2r−2).
In both assertionsN is a constant depending only on d, d1, δ
∗
1 , δ
∗
2 , Λ, η1, . . . , ηm,m, k.
Proof. Both claims are derived from Corollary 10.4. In particular, because
of the error term in the local limit theorem, we to split the sum S(r) into
two parts: the sum over x with the large norm (the ‘tail’ term) and the
sum of Gaussian terms. The ‘tail’ term is handled by Lemma 10.5 and the
remainder is estimated by Corollary 10.4.
Proof of (ii). Fix some number r ∈ N, and denote δ = (k+d)−1. Observe
that due Lemma 10.1 we have G(0, n, x) = 0, if ||x|| > nmaxj=1,...,d1 ||lj || =:
nL. Hence, in the expression for S(r) the sum is taken over the domain
r ≤ ||x|| ≤ Ln.
Next, note that in the case r ≥ n1/2+δ, we split the sum into two parts
as follows:
S(r, n) ≤ R(n) :=
∑
n1/2+δ≤||x||≤nL
||x||k|LG(0, n, x)|.
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Further, if r < n1/2+δ, then we split S into two parts as follows:
S(r, n) = (
∑
r≤||x||≤n1/2+δ
+
∑
n1/2+δ≤||x||≤nL
) . . . =: S1(n, r) +R(n).
Hence, it suffices to consider the case r < n1/2+δ.
We start with S1(r, n). By Corollary 10.4
S1(r, n) ≤ N(S1,1(r) + S1,2(r)), (10.14)
where
S1,1(r, n) =
∑
r≤||x||≤n1/2+δ
n−(d+m)/2||x||k(||x/√n||m + 1) exp(−κ||x||2/n),
(10.15)
S1,2(r, n) = n
−(d+m)/2−2 ∑
||x||≥n1/2+δ
||x||k ≤ Nn(k−m)/2+(k+d)δ−2, (10.16)
and κ = (ρδ∗2)
−1. Using the fact that the summand in S1,1(r, n) is constant
on ||x|| = t, we get
S1,1(r, n) ≤ Nn−(d+m)/2
n1/2+δ∑
t=r
tk(t+ 1)d−1((t/
√
n)m + 1) exp(−κt2/n).
To simplify this sum we use the fact that, for t ≥ 1,
tk(t+ 1)d−1((t/
√
n)m + 1) ≤ N(k, d,m,κ)n(k+d−1)/2 exp(−κt2/(2n)).
By what was just said
S1,1(r, n) ≤ Nn(k−m−1)/2
∫ ∞
t=r−1
exp(−κt2/(2n)) dt
≤ Nn(k−m)/2
∫ ∞
t=(r−1)/√n
exp(−κt2/2) dr.
(10.17)
It is easy to check that, for any c > 0,∫ ∞
c
exp(−κt2/2) dt ≤ N(κ)(c−1 ∧ c−2).
Hence, by what was just said and (10.17)
S1,1(r, n) ≤ N(n(k−m+1)/2r−1) ∧ (n(k−m+2)/2r−2). (10.18)
Further, since r ≤ nL, and δ = (k + d)−1, we have
S1,2(r, n) ≤ N(n(k−m)/2/r) ∧ (n(k−m+2)/2/r2). (10.19)
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We move to the term R(n). Denote K =
∑m
k=1 ||ηk||. By Lemma 10.5
there exists r0 > 1 depending only K such that for n ≥ r0, we have
R(n) ≤ Nnk
∑
||x||≥n1/2+δ
∑
y:||x−y||≤K
G(0, n, y)
≤ Nnk
∑
||x||≥n1/2+δ/2
G(0, n, x) ≤ Nnk exp(−βn2δ/4).
(10.20)
Adjusting a constant N , we conclude that the last inequality holds for all
n ∈ N. Now the assertion (ii) follows from (10.18), (10.19) and (10.20)
combined with the fact that r ≤ nL.
Proof of (i). We repeat almost word for word the above argument. First,
by (10.16) and (10.20)
S1,2(0, n) +R(n) ≤ Nn(k−m)/2.
Next, by Corollary 10.4 we have
S1,1(0, n) ≤ Nn−(d+m)/2 + S˜1,1(0),
where
S˜1,1(0, n) =
∑
||x||≥1
n−(d+m)/2||x||k(||x/√n||m + 1) exp(−κ˜||x||2/n).
Repeating the argument used in (10.17), we obtain
S˜1,1(0, n) ≤ Nn(k−m)/2
∫ ∞
0
exp(−β˜t2/2) dt ≤ Nn(k−m)/2,
and this finishes the proof of (i). 
11. Appendix B
Lemma 11.1. Let T, γ > 0 be numbers such that T/γ ∈ N. Let ak, k =
1, . . . , T/γ, and b,K be nonnegative numbers. Assume a1 ≤ b and that, for
any n ∈ {2, . . . , T/γ},
an ≤ b+Kγ
n−1∑
k=1
ak.
Then, for any n ∈ {1, . . . , T/γ} we have
an ≤ exp(KT )b.
Proof. We claim that for n ≥ 1
an ≤ b(1 +Kγ)n−1.
Proof by induction. First, the claim holds for n = 1. Next, by summing the
geometric progression we get
an+1 ≤ b+ bKγ
n∑
j=1
(1 +Kγ)j−1 ≤ b(1 +Kγ)n.
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Finally, for any n ∈ {1, . . . , T/γ} we have (1 +Kγ)n ≤ exp(KT ), and this
finishes the proof. 
Lemma 11.2. Let s ∈ N, a ∈ Cs−1,1, and u ∈ lp(hZd). Then,
||au||s,p;h ≤ N(s)||a||Cs−1,1 ||u||s,p;h.
Proof. By (7.10), for any multi-index α and x ∈ hZd,
δαh (a(x)u(x)) =
∑
α′≤α
N(α′, α)(Tα
′
h δ
α′
h a(x))(δ
α−α′
h u(x)).
Now the claim follows from the fact that a ∈ Cs−1,1. 
Lemma 11.3. (i) Let f and g be functions on Z, and ti ∈ Z, i = 1, 2 be
numbers such that t2 > t1. Then, we have
t2∑
t=t1
f(y)g(y) = f(t2)
t2∑
x=t1
g(x) =
t2−1∑
x=t1
(f(y + 1)− f(y))
x∑
t=t1
g(y). (11.1)
(ii) Let g ∈ l1(Zd) and f be function on Zd such that f(x) → 0 as
||x|| → ∞. Then,∑
x∈Zd
|f(x)g(x)| ≤
∑
x∈Zd
|δe1,1 . . . δed,1f(x)|
∑
y∈Zd:||y||≤||x||+1
|g(y)|.
Proof. (i) The proof is standard.
(ii) Case d = 1. We fix arbitrary positive integer t. By the assertion (i)
with t1 = 0 = t and t2 = t > 0 and the fact that |a| − |b| ≤ |a− b|, for any
a, b ∈ R, we get
I+ :=
t∑
x=0
|f(x)g(x)| ≤ |f(t)|
t∑
x=0
|g(x)| +
t−1∑
x=0
|f(y + 1)− f(y)|
x∑
y=0
|g(y)|.
We take a limit as t → ∞. Since f(x) → 0 as |x| → ∞, and g ∈ l1(Z), we
have
t∑
x=0
|f(x)g(x)| ≤
∞∑
x=0
|f(y + 1)− f(y)|
x∑
y=0
|g(y1, y2)|.
Next, replacing f(x) and g(x) by fˆ(x) = f(−x) and gˆ(x) = g(−x) and
using what we just proved, we get
I− :=
0∑
x=−∞
|f(x)g(x)| =
∞∑
x=0
|fˆ(x)gˆ(x)|
≤
0∑
x=−∞
|f(x)− f(x− 1)|
0∑
y=x
|g(y)| ≤
0∑
x=−∞
|f(x+ 1)− f(x)|
−x∑
y=x
|g(y)|.
The claim in this case follows from the bounds for I+ and I−.
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Case d > 1. We fix xi, i = 2, . . . , d and use the assertion (ii) with d = 1
for the functions x1 → f(x), x1 → g(x) We get
∑
x1∈Z
|f(x)g(x)| ≤
∑
x1∈Z
|δe1,1f(x)|
|x1|∑
y=−|x1|
|g(y, x2, . . . , xd)|.
Next, we fix x1, x3, . . . , xd and apply the assertion (ii) with d = 1 for the
functions x2 → |δe1,1f(x)|, and x2 →
∑|x1|
y=−|x1| |g(y, x2, . . . , xd)|. We get
∑
x1,x2∈Z
|f(x)g(x)| ≤
∑
x1,x2∈Z
|δe1,1f(x)|
|x1|∑
|y|=−|x1|
|g(y, x2, . . . , xd)|
≤
∑
x1,x2∈Z
|δe1,1δe2,1f(x)|
∑
y1,y2∈Z:||yi||≤||xi||,i=1,2
|g(y)|.
Iterating this inequalities, we prove the desired estimate. 
The next lemma is a version of Lemma 8.0.1 of [3]. A similar lemma also
appears in [22].
Lemma 11.4. Let p > d, n ∈ Z+, ε > 0, and s ∈ n + p/d. be numbers
Then, for any number h ∈ (0, 1] and any function f ∈ Hsp ,
||f ||n,p;h ≤ N(p, d, s)||f ||Hsp .
Proof. It suffices to prove the claim for s ∈ (n, n+ 1).
Case n = 0. Let Ω be a domain. We say that u ∈W s,p(Ω) if u ∈ Lp and
[u]W s,p(Ω) := (
∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|sp+d dxdy)
1/p <∞.
Fix some s1 ∈ (d/p, 1). For r > 0 and x ∈ Rd, we denote Br(x) = {y ∈ Rd :
|x − y| < r}. By the embedding theorem (see Theorem (i) in Section 3.3.1
of [21])
|f(x)|p ≤ sup
y∈B1(0)
|f(x+ hy)|p
≤ N(p, d, s)(||f(x + h·)||p
Lp(B1(0))
+ |f(x+ h·)|p
W s1,p(B1(0))
).
By the change of variables y → x+ hy and the fact that h ∈ (0, 1], we get
||f(x+ h·)||pLp(B1(0)) = h
−d||f ||pLp(Bh(x)),
|f(x+ h·)|pW s1,p(B1(0)) = h
ps1−d
∫
Bh(x)
∫
Bh(x)
|f(y1)− f(y2)|p
|y1 − y2|ps1+d dy1dy2
≤ h−d[f ]pW s1,p(Bh(x)).
Next, observe that the balls Bh(x), x ∈ hZd do not intersect and, then,
we multiply the above inequalities by hd and take a sum with respect to
x ∈ hZd. We obtain
||f ||pp;h ≤ ||f ||pp + [f ]W s1,p(Rd).
52 TIMUR YASTRZHEMBSKIY
Since s1 ≤ s, one has (see Proposition 2 in Section 2.3.2 of [21])
||f ||p + [f ]W s1,p(Rd) ≤ N ||f ||Hsp ,
and this proves the claim in the first case.
Case n ≥ 1. Let α be a multi-index such that ||α|| ≤ n. By what was
proved in the previous case we have
||δαh f ||p;h ≤ N ||δαh f ||H{s}p = ||(1−∆)
{s}/2δαhf ||Lp .
The operator (1−∆){s}/2 commutes with the shifts, and, then one has
(1−∆){s}/2δαhf = δαh (1−∆){s}/2f.
Since Hkp andW
k
p coincide as sets for k ∈ Z+, we have (1−∆){s}/2f ∈W ⌊s⌋p ,
where the latter is the usual Sobolev space. By Theorem 9.1.1 of [15] applied
to (1−∆){s}/2f we get
||δαh (1−∆){s}/2f ||Lp ≤ ||(1 −∆){s}/2f ||W ⌊s⌋p .
Finally, by the equivalence of norms of Hkp and W
k
p for k ∈ Z+ the last
expression is dominated by
N ||(1 −∆){s}/2f ||
H
⌊s⌋
p
= ||f ||Hsp .
The claim is proved. 
Lemma 11.5. Let p, a, b ∈ R be numbers such that p > 1 and a < b. Let f
be an X-valued function such that Dtf ∈ Lp([a, b],X). Then,
I :=
∫ b
a
||f(r)− f(a)||pX dr ≤ p−1(b− a)p
∫ b
a
||Dtf(r)||pX dr.
Proof. For any r ∈ [a, b] by Minkowski and Ho¨lder inequalities
||f(r)− f(a)||pX = ||
∫ r
a
Dtf(τ) dτ ||pX ≤ (r − a)p−1
∫ r
a
||Dtf(τ)||pX dτ.
Then,
I ≤ (
∫ b
a
(r − a)p−1 dr)
∫ b
a
||Dtf(r)||pX dr
≤ p−1(b− a)p
∫ b
a
||Dtf(r)||pX dr.

Lemma 11.6. Let d0 ≥ 1, s ∈ Z+, p ≥ 2, T > 0, γ, h ∈ (0, 1] be numbers
and assume that T/γ ∈ N. Let f, gl ∈ Hs,p;γ,h(T/γ), l = 1, . . . , d0. Assume
that, for any ω and n ∈ {1, . . . , T/γ}, and x ∈ hZd, we have
u(tn, x) =
n−1∑
k=0
(γf(tk, x) + (w
l(tk+1)− wl(tk))gl(tk, x)). (11.2)
Then the following assertions hold.
ON THE lp STABILITY ESTIMATES 53
(i) For any n ∈ {1, . . . , T/γ},
E max
m=1,...,n
[u(tm, ·)]ps,p;h ≤ N(p, T, s)γE
n−1∑
m=0
([f(tm, ·)]ps,p; h+
d0∑
l=1
[gl(tm, ·)]ps,p; h).
In the case gl ≡ 0, l = 1, . . . , d0 the above inequality holds for all p ∈ [1,∞).
(ii) Assume that γ/h2 < (2d)−1. Then,
E max
m=1,...,T/γ
[u(tm, ·)]ps+1,p; h ≤ N(d, p, γ/h2, T, s)h2
(T/γ)−1∑
m=0
E([f(tm, ·)]ps,p; h
+
d0∑
l=1
[gl(tm, ·)]ps+1,p; h +
d∑
i=1
[∆ei,hu(tm, ·)]ps,p;h).
Proof. For the sake of simplicity, we assume d0 = 1 and denote w
1 = w,
g1 = g. Let α be a multi-index of order s. Note that the function δαhu
satisfies Eq. (11.2) with δαhf and δ
α
hg instead of f and g. Hence, we may
assume that s = 0.
(i) First, by convexity of the function t → tp, for any n ∈ {1, . . . , T/γ},
x ∈ hZd,
|
n−1∑
k=0
γf(tk, x)|p ≤ (T/γ)p−1γp
n−1∑
k=0
|f(tk, x)|p ≤ T p−1γ
n∑
k=1
|f(tk, x)|p,
and this proves the second claim of assertion (i).
Next, to handle the stochastic term we note that it can be rewritten
as a stochastic integral. After that we apply the Burkholder-Davis-Gundy
inequality and use the convexity of the function t→ tp/2. We get
E|
n−1∑
k=0
g(tk, x)(w(tk+1)− w(tk))|p = E|
∫ tn
0
n−1∑
k=0
g(tk, x)Itk≤s<tk+1 dw(s)|p
≤ N(p)(E
n−1∑
k=0
γ|g(tk, x)|2)p/2 ≤ N(p)γp/2(T/γ)p/2−1E
n−1∑
k=0
|g(tk, x)|p.
(ii) It suffices to consider two cases: f ≡ 0 and g ≡ 0. In the first case
the claim follows from applying δei,h to u and using the assertion (i) with g
replaced by δei,hg.
To handle the second case we note that u is the solution of the following
finite difference equation:
z(t+γ, x)−z(t, x) = γ
d∑
k=1
∆ek,hz(t, x)+γf˜ (t, x), z(0, x) = 0, t ∈ Z+, x ∈ Zd,
where
f˜(t, x) = f(t, x)−
d∑
k=1
∆ek,hu(t, x).
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Then, the assertion is proved if we show that, for any i,
max
m=1,...,T/γ
||δei,hu(tm, ·)||pp; h ≤ γ
T/γ−1∑
m=0
||f˜(tm, ·)||pp; h.
We may assume that T/γ ≥ 2. By Duhamel’s principle (see Lemma 10.2),
for any n ∈ {2, . . . , T/γ}, and any i ∈ {1, . . . , d},
δei,hu(tn, x) = γδei,hf˜(tn−1, x)+γ/h
n−2∑
j=0
((Tei,h−1)Gh(j, n−1, ·))∗h f˜(tj, ·)(x),
whereGh is defined by (3.10) with d1 = d, λk = ek, k = 1, . . . , d, δ
∗
1 = δ
∗
2 = 1,
and ρ = γ/h2. Then, by Young’s inequality
||δei,hu(tn, ·)||p; h ≤ 2γ/h||f˜ (tn−1, ·)||p; h
+γ/h
n−2∑
j=0
(
∑
x∈Zd
|(Tei,h − 1)Gh(j, n − 1, x)|) ||f˜ (tj, ·)||p; h.
Note that the assumptions of Lemma 10.6 hold because γ/h2 < (2d)−1.
Then, by Lemma 10.6 (i) with k = 0 and m = 1 and j ≤ n− 2 we get∑
x∈Zd
|δei,1G(j, n − 1, x)| ≤ N(d, γ/h2)(n − j − 1)−1/2.
By what was just proved, Ho¨lder’s inequality and the fact that γ ≤ Nh2 we
have
||δei,hu(tn, ·)||p1,p; h ≤ N(hp||f˜(tn−1, ·)||pp; h + c
n−2∑
j=0
||f˜(tj , ·)||pp; h), (11.3)
where
c = γph−p (
n∑
j=2
j−p(2(p−1))
−1
)p−1.
Finally, since γ, h ∈ (0, 1), and γ/h2 ≤ N , we get
c ≤ γph−p (
∫ T/γ
1
t−p(2(p−1))
−1
dt)p−1 ≤ (γ/h)p(T/γ)p/2−1
≤ N(p, d, T )γ ≤ Nh2.
By (11.3) and what was just proved we get
max
n=1,...,m
||δei,hu(tn, ·)||p1,p; h ≤ N(hp + h2)
m−1∑
n=1
||f(tn, ·)||pp; h.
Now the claim follows from the fact that p ≥ 2 and h ≤ 1.

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12. Appendix C
Here we state two results from harmonic analysis that are used in Section
6.
Theorem 12.1 (Hardy-Littlewood inequality). For p > 1, and f ∈ lp(Zd),
one has
||Mxf ||lp(Zd) ≤ N(p, d)||f ||plp(Zd).
A direct proof can be found, for instance, in Chapter 5 of [3] (see Theorem
5.1.1).
Corollary 12.2.
||MtMxf ||lp(Zd+1) ≤ N(p, d)
∑
(t,x)∈Zd+1
||f ||lp(Zd+1).
Indeed, by using Theorem 12.1 twice we get∑
(t,x)∈Zd+1
|MtMxf(t, x)|p ≤ N(p)
∑
(t,x)∈Zd+1
|Mxf(t, x)|p
≤ N(p, d)
∑
t∈Z
|f(t, x)|p.
Theorem 12.3 (Fefferman-Stein inequality). Under the conditions of The-
orem 12.1, ∑
(t,x)∈Zd+1
|h(t, x)|p ≤ N(p, d)
∑
(t,x)∈Zd+1
|h#(t, x)|p.
Proof. Let {Qˆn, n ∈ Z} be a sequence of partitions of Zd+1 defined as follows:
Qˆn = {[t4−n, (t+1)4−n]×Πdi=1[xi2−n, (xi+1)2−n], t, x1, . . . , xd ∈ Z}, if n ≤ 0,
Qˆn = Z
d+1, n > 0.
It is easy to check {Qˆn, n ∈ Z} is a filtration of partitions of Zd+1 in the
terminology of Section 3.1 of [15].
Next, for any (t, x) ∈ Zd+1 by Qˆn(x) we denote the element of Qˆn con-
taining (t, x). Denote
f#dyadic(t, x) = sup
n∈N
|Qˆn(t, x)|−1
∑
(m,y)∈Qˆn(t,x)
|f(m, y)− fQˆn(t,x)|.
Then, by Theorem 3.2.10 of [15]
||f ||lp(Zd) ≤ N(p, d)||f#dyadic||lp(Zd). (12.1)
Observe that, for any n, t, x, there exists (t˜, x˜) ∈ Rd+1 such that
Qˆn(t, x) ⊂ {(m, y) ∈ Zd+1 : |m− t˜| ≤ 4−n, ||y − x˜|| ≤ 2−n}.
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Clearly, the latter set is a subset of Q2−n+1(t, x). By what was just said for
any n < 0
|Qˆn(t, x)|−1
∑
(m,y)∈Qˆn(t,x)
|f(m, y)− fQˆn(t,x)|.
≤ |Qˆn(t, x)|−2
∑
(mi,yi)∈Q2−n+1 (t,x),i=1,2
|f(m1, y1)− f(m2, y2)|
≤ 2|Qˆn(t, x)|−2|Q2−n+1 |
∑
(m,y)∈Q2−n+1 (t,x)
|f(m, y)− fQ2−n+1(t,x)|
≤ 2|Qˆn(t, x)|−2|Q2−n+1 |2f#(t, x) ≤ N(d)f#(t, x).
Combining this with (12.1), we prove Theorem 12.3. 
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