A novel formulation of the important DNA sequence base-calling problem as well as algorithms for its solution are introduced. The proposed approach is to bring DNA base-calling within the framework of a powerful statistical learning paradigm, which allows the incorporation of prior knowledge about the structure of the problem directly into the base-calling algorithms, without resorting to heuristics. Use of prior knowledge provides constraints which help disambiguate the di erent possible interpretations that the data may have at regions of low SNR, and is shown to lead to a substantial increase of the number of DNA bases that can be accurately called in such regions. Our experimental results suggest that the proposed algorithms, without being optimized, can achieve base-calling performance that matches, and often exceeds, that of commercially available software. Furthermore, due to their statistical basis, they also provide con dence estimates (in the form of posterior probabilities) for the produced base call decisions, which can be used for sequence assembly and mutation detection purposes.
Introduction
The human genome contains the complete set of instructions for the making of the human organism and consists of threads of DNA organized into chromosomes. Each normal human cell contains 23 pairs of chromosomes and each chromosome carries a large number of genes. A gene is the basic physical and functional unit of heredity. The human genome is estimated to comprise of at least 100; 000 genes, each having an average length of 3; 000 bases. The total length of the human genome is roughly 3 billion bases 1].
The Human Genome Project (HGP) is an ambitious international ongoing effort that began in 1990, aiming to map in 15 years each chromosome at several levels of resolution, discover all the 100; 000 human genes and make them accessible for further biological study. An important step towards achieving this objective is to determine the complete sequence of the 3 billion DNA bases in the human genome. As part of the HGP, parallel studies are also being carried out on selected model organisms. The short term goals of the HGP include the development of a sequencing capacity that exceeds 500 million base pairs (Mbp) per year, through the development of accurate, automated DNA sequencing technologies. Reports on the current status of the HGP, which is making progress at a faster than expected pace, can be found on the World Wide Web 2].
The term \DNA sequencing" usually refers to the process of determining the ordered sequence of bases which constitutes the genetic code. Four di erent bases (nucleotide types) are present in a DNA strand: adenine (A), cytosine (C), guanine (G), and thymine (T). Brie y, the process begins by dissecting a DNA sample and incorporating the segments into cloning vectors (engineered viruses or plasmids). The cloned segments are separated and ampli ed by biological replication in a bacterial host. The DNA in each clone is then puri ed, and an enzyme is used to produce a population of single-stranded fragments which have the same origin (primer site) but di erent lengths. These partial copies are tagged by using a di erent uorescent dye for each one of the four possible terminating bases. The sequence of bases can be identi ed by determining the lengths and terminating bases of the partial complementary copies of the single-stranded DNA template segment. Sorting by length is achieved experimentally by electrophoresis i.e. passing the mixture of partial copies through a polymer gel exposed to an applied voltage gradient. Since the time of travel of a DNA fragment through the gel is proportional to its length, the order of arrival at the other end of the gel can be used to call the sequence of bases. For this purpose, the arriving DNA fragments (that are sorted by length) are illuminated by a laser which excites the uorescent dyes, and the emission intensities are collected by detectors tuned at four di erent wavelengths, giving rise to peaks in four signal traces (or channels, one channel for each base type) in the resulting chromatograms. Base-calling is the action of infering the correct sequence of bases from the chromatogram.
Several automated DNA sequencing systems exist that base call accurately the rst half of a long DNA segment. However, it is widely recognized that as migration times increase i.e. at read-lengths beyond 600 base pairs (bp) from the primer location for a typical run, the poor resolution of unevenly spaced peaks in each channel leads to a drop in base-calling accuracy. This is so because, among many other reasons, the relative mass di erence between successive (in length) fragments as well as the number of labeled molecules of a given size decrease with length, yielding broad \jaggy" peaks and a low Signal to Noise Ratio (SNR). In a recent survey 3], the DNA Sequence Committee of the Association of Biomolecular Research Facilities (ABRF) sent a sample from a \standard template" (pGEM) to 74 laboratories where it was sequenced using all kinds of commercially available sequencers, sequencing chemistries and experimental protocols. Overall 334 samples were collected and analyzed (a total of 213 samples from 11/1997 to 12/1998 and another 121 samples in the rst six months of 1999). It is interesting to note that only in 37 out of the 354 samples the accuracy achieved in the range 41-1040 bp of the standard template was higher than 95% (error rate less than 5%). All samples were base-called using Phred 4] .
Highly accurate DNA sequencing of long templates is desirable for gene walking, since it allows sequencing a large DNA segment using fewer subclones and thus increasing e ciency while also making simpler the assembly operation of consecutive pieces in a large segment of DNA. The increase of read-lengths beyond 1Kbp will also be useful to genomics research, because in many cases the entire coding region of a gene could t into a single read. For this to be achieved routinely, however, progress still needs to be made in developing more reliable chemistries, better separation methods, and more sensitive uorescence detection sub-systems. Capillary Electrophoresis (CE) is a promising technology in this respect. The Barnett Institute at Northeastern University has reported read-lengths of more than 1,200bp with accuracy 99% on an in-house prototype thin capillary machine 5]. However, even if all factors that a ect the quality of the raw data improve, a measure of \intelligence" for a base-calling software system will continue to be its ability to maintain acceptable (to the end user) accuracy in areas of the trace where peaks start becoming (unavoidably) poorly resolved and the SNR drops.
Related Work
A review of the available literature on existing algorithms for DNA basecalling reveals that the problem is best addressed by modular architectures consisting mainly of three stages: signal pre-processing, peaks extraction and characterization, and base-calling (decision making). Giddings et. al. 6, 7] proposed a system inspired in the object-oriented programming paradigm which is composed by a set of modular feature detectors cooperating to perform the sequencing task. Berno 8] proposed a system that employs non-linear deconvolution to resolve overlapping peaks and then a graph-theoretic optimization method to nd the subset of peaks that most likely correspond to base calls. Tibbets et al. 9 ,10] presented a system based on neural networks that has a very limited pre-processing stage, relying instead on the well known robustness of neural networks for feature extraction. All the above systems perform quite well in the good quality part of a sequencing run. However, they do not provide evidence of high accuracy at long read-lengths and their overall performance is not exceeding that of the widely used industry standard PE Biosystems (ABI) sequencers 11] (that use unpublished algorithms).
Only recently Phred, a base caller developed by Phil Green's group at University of Washington, was reported to achieve a lower error rate than ABI software in a large scale evaluation 4]. Phred uses simple Fourier methods to examine the four base traces in order to determine a series of evenly spaced predicted peak locations. Then it examines each trace to nd the centers of the actual, or observed, peaks and the areas of these peaks relative to their neighbors. A dynamic programming algorithm is employed to match the observed peaks detected in the second step with the predicted peak locations found in the rst step. Although Phred seems to rede ne the state of the art in base calling, its full implementation is based on a rule-based procedure and algorithms that have been re ned with heuristics on the basis of achieving good performance on di erent cosmid data sets 4]. Such programs tend to perform very well with a speci c kind of data, but are di cult to adjust in order to perform equally well with data that exhibit di erent statistical characteristics because they have been acquired using a new DNA sequencing technology (e.g. CE data sets).
It is important not only to maximize the accuracy but also automatically assign a measure of con dence to each base call decision in order to facilitate human monitoring of the system's results and the assembly of DNA segments in a high quality consensus sequence. Due to this and the fact that the sequencing process is, by nature, noisy, we believe that base-calling is best addressed from a statistical standpoint. In this paper, we introduce a statistical pattern recognition formulation of the problem and present e cient algorithms for its solution. Our approach is to engage a powerful statistical learning paradigm which allows the incorporation, without resorting to heuristics, of prior knowledge about the structure of the problem directly into the base-calling algorithms. The use of prior knowledge provides constraints that play an important role towards the disambiguation of the di erent possible interpretations that the raw data may possess, especially in regions of low SNR. Our approach has several attractive properties: First, it relies on sound statistical inference principles. Second, due to its nature, it can automatically provide con dence estimates (in the form of posterior probabilities) for the produced decisions. Third, signal pre-processing and preliminary base calling are performed on a channel by channel basis, which leads to computationally e cient, easily parallelizable implementations.
The rest of the paper is organizing as follows: In section 2, we present an overview of the proposed system and explain in general terms the algorithms used by its various components. The statistical learning formulation of the base-calling problem is rst introduced in section 3 and is generalized in section 4 to incorporate available prior knowledge related to the problem. Experimental results are presented and discussed in section 5. Finally, in section 6, we summarize our ndings and point to on-going work and future research directions.
System overview
In this section, we present an overview of a DNA base-calling software system under development in Prof. Manolakos' research group at the CDSP Center of Northeastern University. The following exposition is aimed at setting the context for the detailed presentation of the base-calling stage and is consequently brief. A more detailed description of the stages anterior to base-calling will appear elsewhere and is outside the scope of this paper. Figure 1 presents the block diagram of the DNA base-calling system that is composed of three distinct stages: pre-processing of the raw data, segmentationfeatures extraction and base-calling.
Pre-processing
In the pre-processing stage, the sampled chromatograms are subjected to a series of transformations in order to reveal signal features that might be useful to base-calling. independently of each other using only the raw data of the corresponding channel of the trace (no inter-channel processing). How these matrices are estimated from the data is outside the scope of this document and will appear elsewhere, nevertheless base-calling performance does depend heavily on the success of the pre-processing steps.
An illustrative example is shown in Figure 2 . The top panel depicts a segment of the four decorrelated and baseline corrected traces (after applying M 1 and B 1 ) in the good quality part of a data set. The middle panel shows the same segment but after applying the additional decorrelation (M 2 ) and and normalization (S). Notice that the correlation between channels A and C has been reduced (observe the overlapping \bumps" near the samples 2045 and 2130 in the top panel). Also notice that peaks representing true base calls on channel A and G have been are ampli ed to reach a signi cant amplitude.
Segmentation and feature extraction
The second stage locates signal features in the pre-processed data (such as peaks, valleys, zero crossings) and uses them to segment the data record into a set of events (patterns) that form the basis for base-calling. This data Fig. 2 . Pre-processing and events extraction in the good quality part of a typical data set. reduction step is an important and distinguishing characteristic of our approach. Focusing on important signal features allows our system to identify the information most relevant to segmentation (and base-calling) and mask other redundant information. In this manner, segmentation remains robust and perform well in parts of the data record where, in spite of the fact that SNR and peaks resolution deteriorates, we want the base caller software to remain accurate. Our segmentation algorithm does not assume any speci c peak shape model and thus can cope with peak shape variations due to di erent chemistries and sequencing technologies. The signal features identi cation and segmentation is performed independently on each channel.
Each extracted event is fully characterized by only four parameters: startpoint, end-point, peak location, and peak height. An example is shown in the third panel of Figure 2 where a \triangle" represents visually an event pattern. Its two end-points mark the beginning and the end of the event period; the middle point marks the largest peak in that period. These parameters are then translated into a two-dimensional feature vector, hence an event is simply represented by its strength (normalized height of the largest peak) and width (sample distance between the start-and end-points). By comparing the bottom two panels of Figure 2 we can see that there is an one-to-one corre- spondence between (pre-processed) signal peaks and events with substantial strength. This is so because peaks are well resolved in this part of the run. The called bases are all correct and are listed underneath each event. Spurious, small strength events due to noise are rejected and not allowed to generate base calls.
In Figure 3 we show a poor quality stretch of the pre-processed trace located 846 bp after the primer peak, for which even a human expert would have difculties making correct call decisions. Observe that even in areas with such irregular peak shapes, events are crafted with high accuracy by the segmentation algorithm. There are only two (2) errors in more than 50 calls, an inserted T (overcall) and a missed C (undercall), which are marked by a dash (-) in the reference (bottom) and called (top) sequence respectively. Also notice that an event may correspond to more than one base call as peaks become wider and poorly resolved in this part of the run. Assigning the most probable number calls to each event and providing a con dence measure on this decision will be the primary goals of our base-calling algorithm.
Base-calling strategy
We view base-calling as a problem of statistical learning, i.e. one of making statistical inferences from observed data with the aid of probabilistic models which incorporate our knowledge of the problem. As it is characteristic of many inference problems, the variables to be estimated by the base-calling procedure, the call class assignments (number of calls in an event), are not directly observable. Instead, we can only measure signal properties (event features) which are causally dependent on the variables to be estimated and, based on these observations, try to invert the causal relationships to infer the true values of the unobservable (hidden) call class assignments.
The problem, therefore, ts nicely in the framework of statistical inference from incomplete data. The standard statistical tool for this class of problems is the Expectation-Maximization (EM) algorithm 12]. Even though it is a sophisticated algorithm, the EM procedure is based on simple premises. Because the hidden variables are not observable, they are replaced by their expectations and these expectations are then used to nd the parameters of the statistical model which maximize the likelihood of the observed data. Since the expectations are themselves a function of the model and its parameters, the problem does not have a closed-form solution. The algorithm, therefore, iterates between the computation of the expected values (what is known as the E-step) and the likelihood maximization (M-step).
The EM algorithm is guaranteed to increase the likelihood in each iteration and to converge, even though not always to the global optimum. We should in fact emphasize that, because the maximization problem is typically characterized by a complicated cost function with multiple local minima, the performance of the algorithm is sensitive to the initial parameter guesses. In practice, this means that EM must be initialized by empirical procedures which incorporate prior knowledge about the problem to achieve initial guesses that are within the basin of attraction of the global optimum. In any case, once a proper initialization strategy is in place, EM provides an extremely exible and robust framework for making inferences from incomplete data. Due to these properties, it has been applied with astounding success to many practical applications such as speech and object recognition 13], communications 18, 19] , neural networks 20] and protein modeling 21].
Our base-caller places the call assignment problem in an EM framework. In this context, the call identi ers are the hidden variables, their estimation corresponds to the E-step, and the estimation of model parameters to the Mstep. While the complete characterization of the problem requires modeling the inter-dependencies between the four channels that compose the DNA sequence, such statistical modeling is of signi cantly higher complexity than the one assuming channel independence. To minimize the e ects of this complexity, we consider a two-pass strategy where 1) in the rst pass the DNA sequence is base called assuming independence between channels and, 2) interdependencies are handled by the second pass when the resulting tentative calls are revised through a procedure that accounts for channel dependencies. The detailed presentation of EM base calling for the rst pass is the subject of the remainder of the paper. As it will be shown it leads to very good performance over a large number of data sets and can form the basis for developing e cient algorithms for a so important problem.
Expectation-Maximization formulation
In this section, we develop a formal EM solution for the base-calling problem. For this, we establish a link between base-calling and the statistical modeling of the event feature vectors by mixture densities, where the number of possible calls per event (event multiplicity) is associated with a di erent probabilistic class, occupying a distinct region of the sample space. Under this model, basecalling requires the simultaneous estimation of the mixture parameters and the probability of each event being assigned to each one of the classes. This can be seen as a problem of Maximum Likelihood (ML) estimation with hidden variables (the class assignments), which is naturally addressed by the EM. Once the assignment probabilities are computed, base-calling consists of assigning each event to the class which is most likely to have originated it. As a positive side e ect, the derivation of these assignment probabilities also provides a measure of the con dence on the tentative base-calling decisions. We now examine these issues in detail.
Mixture densities
As referred in section 2.3, the EM algorithm is a generic statistical inference framework for problems where a component of the data is unobservable. Even though there is a multitude of problems that fall in this category, a signi cant portion of the practical application of EM is devoted to mixture density 14] parameter estimation.
Mixture densities are a class of probability density functions (pdfs) which can be used to approximate arbitrarily well the underlying distributions for most problems of practical interest. A process characterized by a mixture density is doubly stochastic, each of its events being the outcome of two consecutive random samplings. In the rst sampling, one out of C classes (or regions of the sample space) is selected according to a probability mass function P(c j ); j = 1; : : : ; C. A second sampling is then performed from a pdf associated with this class. The mixture density is therefore characterized by a weighted sum of simpler densities according to
where P(xjc j ) is the pdf associated with class c j , also known as class conditional probability.
In the spectrum of density estimation techniques, mixture densities provide a continuum between the parametric and non-parametric extremes. Densities on the parametric end of the spectrum are completely characterized by a few parameters -the most widely used example being the Gaussian. On the other hand, non-parametric methods associate a probability mass with each one of the observed samples and approximate the underlying density by adding all these masses.
An important issue concerning the choice of a statistical model is the trade o between the bias and the variance of the associated estimates. Roughly speaking, bias is a measure of how well the model can approximate the true density, and variance a measure of how much the estimate would change if it was based on a di erent sample of the underlying process. Non-parametric methods are characterized by small bias and large variance, while parametric ones have smaller variance but larger bias. A mixture density is in between a parametric model (with one component) and a non-parametric model (with as many components as the data points). Consequently, mixture densities typically provide a good compromise between the bias and the variance of the density estimate.
Estimation of the mixture parameters is however a non-trivial problem because the assignment of data points to mixture classes is unknown and must be modeled by a set of hidden (unobserved) variables. The problem is therefore one of estimation from incomplete data, an issue di cult to address in practice before the introduction of EM procedures.
Estimation of mixture parameters
The distinguishing characteristic of EM procedures is the recognition that the parameters of models including hidden variables, such as mixture densities, cannot be estimated in closed-form. Instead, the EM iterates between the estimation of the parameters, the so called M-step, and the determination of the expected values of the hidden class assignment variables given the observations and the current parameter estimates, the E-step. The fundamental idea is that while estimating both class assignments and parameters is a hard problem, the estimation of the parameters given the assignments and vice-versa is fairly simple.
In order to decouple the problem into these two distinct steps, the hidden class assignment variables are explicitly included in the EM formulation through a set of binary indicator variables z ij , where i = 1; : : : ; N, j = 1; : : : ; C, and z ij = 1 if the i th data point is assigned to the j th class, otherwise z ij = 0. Due to this binary nature and the fact that the expectation of a binary random variable is equal to the probability of the variable being active, the E-step simply amounts to the computation of the posterior probability of the class assignments being active given the current parameter estimates and the observed samples, E(z ij = 1jx; ) = = P(z ij = 1jx; ) = P(xj ; z ij = 1)P (z ij = 1) P k P(xj ; z ik = 1)P (z ik = 1) ; (2) where is the vector of current estimates of the mixture parameters and we have used Bayes rule.
Given these posterior class assignment probabilities, the M-step simply consists of nding the weighted maximum likelihood parameters for each of the class conditional densities with weights given by these probabilities.
A mixture model for the event features
As we have seen in section 2.2, for each data set, the segmentation stage generates a set of events. Currently, each event is characterized by a feature pair f i = (s i ; w i ); i = 1; ; m x , where s i and w i are the strength and width of the i th event, and m x is the total number of events extracted in channel x 2 fA; C; G; Tg.
Because each event can either correspond to no call (spurious event) or to one or more calls (true event), the joint pdf of its features (s i , w i ) is naturally modeled by a mixture density. Under such model, each event has a multiplicity factor (number of calls in the event) and is associated with a class characterized by one of the mixture components. The hidden class assignment indicator variables are therefore of the form
1 if event i contains j calls 0 otherwise (3) with i = 1; ; m x and j = 0; 1; ; C.
The class conditional densities of equation (1) are assumed to be Gaussian with mean vector j and covariance matrix j , leading to the following mixture density for the event features
where
Under this formulation, base-calling can be achieved by estimating both the class assignment probabilities P(z ij = 1jf i ) and the model parameters P(z ij = 1), i , and j , j = 0; 1; ; C, of this mixture density. This is naturally addressed through the EM algorithm, which iterates between the estimation of the posterior probabilities and the estimation of the parameters.
De ning h ij P(z ij = 1jf i ) and using equation (2), the E-step consists of computing h ij = P(f i jz ij = 1)P (z ij = 1) P k P(f i jz ik = 1)P (z ik = 1) ; (6) where P(f i jz ij = 1) is given by equation (5).
The M-step then updates the parameters of each of the mixture components through standard weighted ML estimation with weights given by the posterior probabilities h ij . This leads to the following update equations for the mixture parameters The E-and M-steps are iterated until a convergence criterion is satis ed. In our implementation, we declare convergence when the increase in the loglikelihood of the observed sample according to the mixture model is smaller than 1% in consecutive iterations. Upon convergence, the posterior probabilities, h ij , provide two useful types of information. First, each event is assigned to the class that has the maximum a posteriori probability (MAP) of having generated it, i.e. event i 2 class j () h ij h ik ; 8k 6 = j:
Second, an estimate of the con dence on this MAP classi cation is provided by the value of the associated posterior probability.
Qualitative performance analysis
We provide here a qualitative analysis of experimental results using a data set (D1015) as an example. Figure 4 presents scatter plots of the two-dimensional feature vectors for channel A, composed by the strength and width of each event. These scatter plots show the assignment of each event to one of the three classes considered in the mixture model, namely class-0 (no-call), class-1 (one call), and class-2 (two calls) per event.
The top panel of Figure 4 shows the true classes i.e. the best possible assignment of events to classes that leads to the smallest possible number of errors for D1015. This is what an ideal classi er would achieve. As we can see there are three clusters situated in di erent parts of the two-dimensional feature space. Events of insigni cant strength and width belong to class-0, while events with large width and strength tend to belong to class-2. Most of the events in between these two extremes belong to class-1.
The left column of panels in Figure 4 shows two examples of initial class assignments used to estimate the initial model parameters needed by the EM algorithm. They have been the outcome of a simple and intuitive strength and width thresholding inspired by the observations mentioned above. All events below a xed strength threshold T s were initially assigned to class-0 and all events above a xed width threshold T w were assigned to class-2. The choice of the speci c threshold values was pretty much arbitrary and the base-calling accuracy does not seem to be a ected drastically when the classes are nicely separated (class-0 vs. class-1).
The two center panels in Figure 4 show the classi cation achieved after the EM algorithm has converged for each one of the initial class assignments men-tioned above. The tessellation of the space by the di erent classes is illustrated by the superposition to each class of an ellipse representing the corresponding Gaussian component in the mixture model 2 . As it can be seen in Figure 4 , the EM may correct initialization problems, such as the over-or under-estimation of the location of the boundary between classes 0 and 1. This kind of corrections will improve base-calling accuracy as shown for D1015 in Figure  5 .
It should also be pointed out that the EM solution is clearly more exible due to the relaxation of the constraints on the orientation of the class boundaries. In fact, one can hardly speak of boundaries in the EM context as all decisions in each iteration are of a soft nature (and, therefore, di cult to illustrate graphically), a MAP assignment of events to classes taking place only upon convergence. Overall, the EM base-caller takes the initial estimate and tries to improve it by releasing it from all the constraints inherent to thresholding. This leads to an event classi cation that is much more driven by the way in which the feature space is populated by the data.
However, relying on a purely data driven approach does not necessarily lead to the best possible results. After the EM class-2 disappeared in Figure 4 because initially it did not have a strong presence to be able to hold its territory and thus it was absorbed by the cluster of class-1. Even though the EM was initialized using intuitively selected thresholds, the in uence of prior information on the nal solution is relatively weak. The fact is that there is a great deal of prior knowledge about the population of the feature space by the di erent classes that could help boost the performance, if it could be built into the base-calling procedure.
It is therefore logical to expect that better results can be obtained by complementing the EM framework with a mechanism for the preservation of prior knowledge. This provides motivation for a more general formulation leading to the Bayesian EM (BEM) base caller introduced in the next section. As we will discuss later (in section 4.4) the BEM drastically improves base-calling accuracy for data set D1015, (see also Figure 5 ). 2 In two-dimensional plots of Gaussian distributions we adopt the convention of representing each Gaussian by the contour where its probability drops to e ? 1 2 of the maximum value. The mean is not explicitly represented, but it is obviously located at the center of mass of the ellipse (or circle) drawn by the contour. 4 Introducing prior knowledge to constrain the call estimates
In the previous section, we developed an EM formulation for the problem of DNA base-calling. Like most standard EM procedures, this formulation is somewhat peculiar in the sense that it mixes two estimation philosophies which have traditionally been considered as opposed to each other: ML estimation with respect to the parameters of the Gaussians in the mixture (M-step) and MAP estimation with respect to the class assignment probabilities (E-step).
ML estimation is characteristic of the frequentist school of thought which views the probability of an event drawn randomly from a sample space simply as the relative frequency of occurrence of that event. MAP estimation is characteristic of the Bayesian school which views probabilities as degrees of belief in di erent con gurations of properties in the world. While frequentist inferences are based simply on the likelihood of the data given a statistical model and the value of its parameters, Bayesian inferences are based on the posterior probability of the parameters of the model given the data. This posterior probability is related to the data likelihood by Bayes rule P(parametersjdata) = P(datajparameters) P(parameters) P(data) ;
which, since the probability of the data is constant, can also be written as P(parametersjdata) / P(datajparameters) P(parameters):
The inclusion of a prior probability for the model parameters allows the incorporation of prior beliefs on all performed inferences. This not only allows steering those inferences towards what is intuitively acceptable but also prevents the e ects of the major practical limitation of ML estimates -their high variance when based on samples of reduced size. For these reasons, we now extend the EM formulation towards a purely Bayesian framework by considering prior probabilities for the Gaussian parameters.
We start this section with a motivating example which illustrates the potential bene ts of Bayesian analysis. Then, we apply the Bayesian ideas to the basecalling problem in order to constrain estimates when the data is sparse. Finally, we discuss the issue of selecting appropriate priors and develop a methodology for this purpose in the context of base-calling.
A motivating example for Bayesian inference
In this section, we motivate the introduction of Bayesian inference by analyzing one of the most simple inference problems: the estimation of the mean of a Gaussian density with known covariance. These expressions emphasize three characteristics that are the trademarks of Bayesian inference. First, the prior is relevant only if the sample is small, since the signi cance of the terms in 0 and 2 0 vanishes as n grows. Second, for small samples, the inclusion of the prior may lead to a signi cant increase in the precision 3 of the posterior distribution when compared to that of the data likelihood. Third, when the prior information is relevant, the estimates are a compromise between what is suggested by the prior and what is suggested by the data. In the example above, this can be easily seen by the fact that the posterior mean n (which is also the MAP estimate for the mean) is a weighted average of the prior mean 0 and the sample mean x (which is also the ML estimate for the mean) with weights proportional to the precisions.
All these characteristics have signi cant intuitive appeal. If there is an overwhelming amount of data to constrain estimates, there is no reason why prior beliefs should interfere with the estimation process. On the other hand, if the data is sparse and provides estimates of reduced precision, the prior beliefs become a powerful source of information to constrain the estimation. I.e. while the inclusion of prior beliefs can ground the estimation in the presence of ambiguous data, they can never over-rule the data when it provides strong support for a particular outcome of the estimation process. Finally, when the priors are useful, it makes sense to average the inferences supported by the priors with those supported by the data.
In the context of our base-calling problem, it is common that, on a given data set and channel, few events are observed for some of the classes. As the example above illustrates, this may lead to high variance estimates under the ML estimation framework of the previous section. To overcome this problem, we now develop a fully Bayesian EM solution to the base-calling problem.
Extending the EM formulation towards a Bayesian framework
In this section, we derive an alternative EM formulation which allows the incorporation of priors for the parameters of the mixture components. This formulation is generic and includes as a particular case the standard EM algorithm developed in the previous section This is simply equation (4) with the dependence on the mixture parameters made explicit.
Using Bayes rule, the posterior probability for these parameters can be expressed as P( jF; Z) = P(F; Zj ) P( ) R P(F; Zj ) P( ) d ; 4 ML estimation can also be seen as a special case of Bayesian estimation, where the priors are characterized by an uniform distribution and are known in the Bayesian jargon as non-informative priors.
where P( ) re ects the prior belief in their possible con gurations. Under the Bayesian perspective, we now want to maximize this posterior probability which, because the denominator does not depend on , is equivalent to maximizing P(F; Zj ) P( ) = P( ) where p is the estimate of the mixture parameters after iteration p, and which is completely determined by the computation of h ij = E(z ij jF; p ) = P(z ij = 1jf i ; p j ) = P(f i jz ij = 1; p j ) P(z ij = 1)
This computation is independent of the prior distribution for the parameters of the Gaussians in the mixture, and therefore it is the same under both the EM formulations of this and the previous section (see equation (6)). h ij log q j + log P( )]g; (8) subject to the constraint P j q j = 1, a computation which is obviously dependent on the prior for the mixture parameters.
In this work, we consider the family of conjugate priors for the Gaussian distribution, which consists of a Gaussian model with mean j and covariance j = j as a prior for the mean j , P j j j ; ; (10) where k is a normalization constant.
Substituting these prior distributions in equation (8) In the equation for updating the mean, the parameter j provides a compromise between the importance of the prior for the mean and the estimate obtained solely from the data. When j ! 0, we have
which is the same as equation (7), the equation obtained with the standard EM-formulation of the previous section. On the other hand, when j ! 1, p+1 j = j ;
i.e. the mean estimate is completely determined by the prior. Notice from equation (9) that these two situations correspond, respectively, to making the covariance of the prior for the mean equal to in nity and zero. That is, in the rst case we are saying that our con dence in the prior is null and, therefore, it makes sense to base all the estimates on the data; while in the second case we are showing absolute con dence in our prior beliefs and, therefore, it is natural that we ignore the data. Obviously, neither of these extremes is a good practical choice for this parameter, but they illustrate well the exibility provided by the Bayesian framework.
A similar behavior is observed for the estimate of the covariance which is dominated by the data for densely populated classes and by the prior parameters when the data is sparse. Once again, it is possible by choosing neutral values for the parameters ( j = 1, j = 0, and j = 0), to make the estimate depend solely on the data, leading to the equations (7) characteristic of the standard EM formulation.
Setting the priors
As we have seen in the previous section, Bayesian estimates can be significantly in uenced by the values selected for the prior parameters. This is indeed a source of criticism with regards to the Bayesian philosophy as there are no universal rules for prior selection. Fortunately, it is reasonably easy to nd appropriate priors for base-calling. Reasons for this are the structure of the problem which places constraints in the way the di erent classes are distributed over the feature space. For example, it is only reasonable to expect that the class of 2 calls is centered around a point of same event strength and double event width as that of the center of the class for 1 call. Furthermore, the low-dimensionality of the feature space itself allows the visualization of this distribution.
This visualization ability is in fact at the base of the procedure that we have developed to select the prior parameters. In order to understand this procedure, consider the prior densities given by equations (9) and (10) . In the absence of reason to believe otherwise, we assume that all the channels are populated in similar fashion and are, therefore, characterized by equal priors. Thus, we have a total of C classes to characterize and, for each class j, there are four parameters to be speci ed.
The parameters j and j have a very simple interpretation: while j determines the point where the probability mass of the prior for the mean j is centered, j scales a given covariance matrix j in order to determine the spread of the probability around this point. Or, in other words, given the covariance matrix j , these parameters provide us with three degrees of freedom to place the mean of the prior for j and scale its covariance as desired.
The parameters of the prior for the precision matrix ?1 j are less intuitive. One way to look at them is to consider the gradient with respect to the precision matrix of the logarithm of the prior distribution and to notice that, at the point of largest probability (zero gradient), we have j = 1 j ? 3 2 j :
Hence, the matrix j determines the structure of the covariance matrix of highest likelihood, and the parameter j can then be used to scale this matrix. It should be remembered that these parameters do not determine the covariance matrix of the data j , but simply determine its most likely value. Many other covariance matrices are possible with probabilities according to equation (10) .
When, as in equation (9), this most likely covariance matrix for the data is used to determine the covariance of the prior for the mean, the latter will have the same shape as the former. I.e. the Gaussian prior distribution for the mean follows the shape of the most likely covariance for the data, but is scaled by j . Overall, each possible con guration of the four prior parameters leads to a di erent j and j , which are themselves the parameters of the Gaussian that characterizes the distribution of the features for class j. This suggests a simple way to visualize the priors: we simply plot the most likely Gaussian distribution of the prior for the mean together with the most likely Gaussian class conditional distribution (which is centered on the same mean and has covariance given by the most likely covariance as discussed above) for the data.
A concrete illustration of this procedure is given in Figure 6 . In the gure, the solid contours represent the most likely Gaussian distributions of the prior for the mean and the dashed contours the most likely Gaussians for the class conditional distributions. Notice how the prior for class-0 tends to cover the region of the feature space of reduced event strength, class-1 the region of signi cant strength and normal width, and class-2 the region of signi cant strength and above normal width 6 . Based in our experience and after observing the scatter plots generated with the extracted events for some typical 6 Using our segmentation algorithm it is unlikely to have more than two base calls in an event period. The rare occasions of extremely wide events are easy to identify and handle by post-processing, after the EM has converged. Scale factor ( Degree of freedom ( j ) 2:0 2:0 2:0 data sets we have set the prior parameters as they are summarized in Table 1 .
Qualitative performance analysis
As before, we close this section by examining qualitatively the experimental results on the data set discussed in section 3.4. Figure 7 presents the same type of scatter plots as Figure 4 , but now for channel G of the same data set D1015. We can see again that the EM base-caller may correct a wrong initial placement of the boundary between classes 0 and 1. However, the same cannot be said about the boundary between classes 1 and 2. Because (i) only very few events were initially assigned to class-2 and (ii) the EM is a purely data driven approach, we see that class-2 may totally disappear, depending on the choice of the width threshold during initialization. This situation is exactly what the Bayesian EM can correct by exploiting prior knowledge on the most likely placement of the classes in the feature space. As it can be seen by comparing the two rightmost panels of Figure 7 to the top panel, the BEM base-caller achieves near perfect classi cation of channel G events. Note that the few overcalls located at the lower part of the class-1 cluster (small width events that should belong to class-0) are due to over-fragmentation that may be introduced by the segmentation module when the data quality becomes poor at very large read-lengths (see for example the overcalled T event in Figure 3 ). Since these small-width events tend to be next to much wider ones from the same channel it is possible to correct their call assignments by postprocessing (not done here). The way in which the class assignments change in channel G of D1015 illustrate well how the added constraint provided by the priors leads to a solution which is signi cantly more meaningful from an intuitive point of view. By introducing priors, we favor solutions where the class assignments are closer to what our knowledge of the problem would lead us to expect. Indeed we expect that (i) events of call multiplicity factor 1 and 2 have higher strength than events of call multiplicity 0, and that (ii) the width of events of call multiplicity 2 is larger than that of events of call multiplicity 1. The bene ts of the Bayesian solution are not, however, only of an intuitive nature. As is illustrated by Figure 5 , the introduction of prior knowledge also leads to a substantial improvement in base-calling accuracy, especially at long read lengths. In fact, this accuracy becomes very close to 98% (95%) for moderate (large) read-lengths and signi cantly higher than that of the pure non-Bayesian EM base caller. In the next section, we will show that this behavior is characteristic of the base-calling accuracy on a large pool of data sets. 
Experimental results
To quantitatively evaluate the average performance of our base caller, we processed 112 DNA data sets of the pBluescript SK+ vector (GenBank accession no. X52325) separated using the commercially available PE Biosystems ABI PRISM 377 sequencer using dye primers. For each data set we were provided the raw and pre-processed traces generated by the machine and the base calls produced by the ABI software (version 2.1.1). We generated base call sequences by feeding the pre-processed traces to base caller Phred (version 0.980904.a). The called sequences were compared to the published (reference) sequence using an alignment procedure based on the Needleman-Wunsch algorithm 22] that nds regions where two sequences (the called and the reference) di er 7 . 7 It is known that the details of the alignment depend to the parameters values used; we have used: +3 for a correct match reward, -1 for a mismatch penalty, -3 For the data sets we have been provided, ABI, BEM, and Phred usually start base-calling around 80 bp, 40bp, and 20bp after the primer peak respectively. The curves in Figure 8 (upper panel) show the average (over the 112 data sets) total number of errors as a function of the read-length, measured from the start point of each base caller, when using the BEM, Phred and the ABI base callers respectively. The two dashed straight lines indicate the 3% and 5% error rate bound. The lower panel shows the number of data sets considered in the averaging for each base caller and at any given read-length. ABI truncates the sequences around 60 bases before the end of the raw traces, while BEM and Phred generate base calls all the way to the end of the trace.
For moderate length sequences (500 bp), the BEM base caller exhibits, on the average, an error rate that is less than 1%, and about 2% smaller than that of ABI. It crosses the 3% error bound at the read-length of 664 (38 bases after ABI) and remains below the 5% error even at very large read-lengths (more than 800 bp). Phred's average read-length at 3% error is slightly less than that of BEM (648 bp vs. 664 bp) and can be improved if some of the errors in the very early part of the traces could be avoided. However, even if we shift Phred's origin point, by observing the slope of the BEM and Phred error count curves beyond 500 bp we can see that on the average BEM performs better in this region. The cluster of errors around 570 bp experienced by the BEM for a gap initiation penalty, and -2 for a gap extension penalty. base caller is due to an artifact in the raw data which is present at almost all data sets, i.e. a large broad peak in one channel along with some smaller but substantial peaks in the same area in the other channels. This artifact generates overcalls of the type that the BEM base caller is not able to correct currently, since it is not using any inter-channel processing.
The quality of the raw data each base caller has to deal with depends on the distance from the primer peak location. In another comparison, aiming to evaluate the performance of the base callers in the same base locations, we considered only the jointly alignable bases (i.e. the intersection of the aligned bases for each base caller) and counted the errors after completely aligning all the sequences (as it was done in 4]). Figure 9 provides the error rates of the BEM (dark bars) and Phred (lighter bars) base callers, by error type, in consecutive regions of 100 bp. Overcalls, undercalls and mismatches are summed to obtain the total error counts and rates are computed considering the jointly alignable bases only. In the good quality region of the data sets (101-500 bp), Phred's performance is excellent with almost no undercalls and overcalls. In the poor quality region (601-1000 bp), however, Phred su ers from large number of undercalls, which makes its total error rate about 40% higher than that of BEM.
Inserting extra calls is clearly the dominant error mode for the BEM base caller, as shown in the upper right panel of Figure 9 . Consider, however, that the BEM algorithm makes classi cation decisions on each channel independently of the other channels. So, for example, it does not exploit the knowledge that in the nal sequence (produced after merging the four channel decisions) the base calls should be approximately evenly spaced. Using inter-channel post-processing and the posterior probabilities for each event can be the basis for correcting overcalls and is currently under investigation. Clearly, it is easier to eliminate excess calls than to discover missing ones.
Conclusions
We are investigating signal processing and statistical pattern recognition methods that, when combined appropriately, may improve base-calling accuracy even in areas of poor signal quality, thus extending signi cantly the e ective read-length of DNA sequencing runs. Our work emphasizes the role of segmentation of pre-processed uorescence signal traces into potential base call events as a method of abstracting from the measurements space onto a low dimensional features space where decision making can be more e ective and e cient. This transformation does not depend on any preconceived peak shape and is introduced to mask signal irregularities that severely compromise base-calling accuracy towards the end of a long read. The extracted events are characterized by features which are statistically modeled.
Under this perspective, base-calling becomes a problem of learning the mixture model that best explains the observed events sequence, and inferring the non-observed class assignments (the number of base calls underlying each event) from the observed data. This is addressed through the application of the Expectation-Maximization algorithm, an inference procedure which iterates between the computation of probability of each event been generated by each of the classes (E-step) and the computation of the parameters of the mixture model according to these probabilities (M-step).
When compared to other state of the art base-calling systems our system presents several attractive properties. First, it relies on sound statistical inference principles which are very reliable and accurate. Second, due to its statistical basis, it can provide on the y and without any additional training con dence estimates for the produced base call decisions which can be extremely useful for the human monitoring of the system's results and for facilitating DNA segments assembly. Third, it allows the incorporation, without resort to heuristics, of prior knowledge about the structure of the problem directly into the base-calling algorithms. Fourth, even though currently the modeling does not take into account the inter-channel dependencies that may exist in the DNA data, the system has demonstrated high accuracy in a large set of DNA samples.
Work in progress includes the development of algorithms for a second basecalling stage that will employ cross-channel processing in order to reduce the number of overcalls and further improve the base-calling accuracy. When the system is completed it will provide accurate base calls and con dence levels in real-time, even in the presence of noise and severe signal degradation, and alternative ways of visualizing calls and extracted events along with their assigned class scores. It will be tested extensively using both slab gel and capillary electrophoresis based data sets of varying quality, generated with a variety of separation protocols and uorescent dye chemistries. From these equations we obtain, after some algebra, the following expression for the update of the mean parameter :
