Abstract. We determine the set S(d) of possible prime orders of K-rational points on elliptic curves over number fields K of degree d, for d = 4, 5 and 6.
Introduction
For an integer d ≥ 1, we let S(d) be the set of primes p such that there exists an elliptic curve E over a number field K of degree d with a K-rational point of order p in E(K). The notation Primes(n) will be used to denote the set of all primes ≤ n. Mazur [1977 has famously proved that S(1) = Primes(7). showed that S(2) = Primes (13) and Parent [ , 2003 , extending the techniques used by Mazur and Kamienny, proved that S(3) = Primes(13). In fact S(d) is finite for every d as proven in , and Merel even gave an explicit but superexponential bound on the largest element of S(d). Shortly after Merel proved the finiteness of S(d), Oesterlé managed to improve upon Merel's bound by showing S(d) ⊆ Primes((3 d/2 + 1) 2 ) if d > 3 and S(3) ⊆ Primes(37) ∪ {43}. The result of Parent mentioned earlier depends on Oesterlé's bound for S(3) and a hypothesis Parent denoted by ( * ) p [Parent, 2000, p. 724] for the primes p ≤ 43. The hypothesis ( * ) p is that the rank of the winding quotient J e µ (p) is zero. Parent already mentioned that ( * ) p probably holds for all primes and that this result would follow from results announced by Kato, but these results were not yet published at the time that Parent wrote is article. These results have now indeed been published as Kato [2004] . Details on J e µ (p) and how to derive ( * ) p from the work of Kato are given in Section 4. Oesterlé never published his results, but was kind enough to give us his unpublished notes so that the gap in the literature could be filled. The Appendix to this article contains his arguments for showing that S(d) ⊆ Primes((3 d/2 + 1) 2 ) for d ≥ 6 and S(d) ⊆ Primes(410) for d = 3, 4, 5 as stated in Theorem A.2. His notes also included a section where he further improved the bound on S(d) with d = 3, 4, 5, but these are omitted since we have found it easier to deal with these cases using the techniques developed in the main text.
Theorem 1.1. Suppose that S(d) ⊆ Primes(2281) for 3 ≤ d ≤ 7, then S(3) = Primes (13), S(4) = Primes (17),
S(5) = Primes (19),
S(6) = Primes (19) ∪ {37} and S(7) ⊆ Primes (23) ∪ {37, 43, 59, 61, 67, 71, 73, 113, 127} .
The reason for including the condition S(d) ⊆ Primes(2281) in the statement is to make it possible for us to give a proof that does not use Oesterlé's bound (Theorem A.1 of the appendix). Theorem A.2 of the appendix tells us that condition S(d) ⊆ Primes(2281) is satisfied for 3 ≤ d ≤ 7 so the conclusion of the above Theorem holds unconditionally. Theorem A.1 actually also implies S(d) ⊆ Primes(2281) for 3 ≤ d ≤ 7, but the proof given in the appendix depends on Theorem 1.1, so we need to use Theorem A.2 to avoid creating circular references. Additionally the reason for reproving the already known result on S(3) is because the results of Parent [ , 2003 depend on the unpublished results of Oesterlé. We cannot cite Parent in the appendix in order to prove S(3) ⊆ Primes(43), since we want to give a proof of Oesterlé's unpublished results in the appendix.
From our computation it even follows that S(7) ⊆ Primes (23) ∪ {37} if the condition ( * * ) d,p,ℓ holds for d = 7, p = 43, 59, 61, 67, 71, 73, 113, 127 and ℓ = 2.
The effective divisors D ⊆ X 1 (p) (d) (F ℓ ) such that the associated line bundle O X 1 (p) F ℓ (D) lifts to Z (ℓ) are exactly the effective divisors whose support consists of the cusps mapping to the cusp 0 F ℓ of X 0 (p)(F ℓ ).
This condition is easily seen to be true if p > (ℓ d/2 + 1) 2 , see Section 5.3, and we managed even to verify it for many p ≤ (2 d/2 + 1) 2 and d ≤ 7. However the verification of the condition for the p ≤ (2 d/2 +1) 2 and d ≤ 7 was done using explicit calculations and careful case by case studies. Finding a theoretical argument that also works for p ≤ (ℓ d/2 + 1) 2 is of interest though, since if there exists a function P * * : N >0 → R such that for every integer d > 0 and prime p with p > P * * (d) one can find an ℓ > 2 such that ( * * ) d,p,ℓ holds, then [Parent, 1999, Thm. 1] shows that S(d) ⊆ Primes(max(P * * (d), 65(2d) 6 )). So from the existence of a function P * * (d) < (3 d/2 + 1) 2 as above one obtains an improvement upon Oesterlé's bound. The reason that one needs l > 2 for the assymptotic argument is because there are theoretical problems when using l = 2. These theoretical issues can be overcome by explicit computations, which we have done for degrees up to and including 7. For more information about the issues using l = 2 see Section 6.2.
Let S ′ (d) be the set of primes p such that there exist infinitely many elliptic curves E with a point of order p and pairwise distinct j-invariants over a number field K of degree d. One of course has S ′ (d) ⊆ S(d). For d = 1, 2 or 3 one even has an equality S ′ (d) = S(d), see Mazur [1977] , , Jeon et al. [2011a] . There are a lot more S ′ (d) known, indeed S ′ (4) = Primes(17) Jeon et al. [2011b] , S ′ (5) = S ′ (6) = Primes(19) and S ′ (7) = S ′ (8) = Primes(23) Derickx and van Hoeij [2014] . These results, together with the fact that a twist of the elliptic curve y 2 + xy + y = x 3 + x 2 − 8x + 6 has a point of order 37 over the degree 6 number field Q( √ 5, cos(2π/7)) [Elkies, 1998, Eq. 108] , show that we only need to prove ⊆ instead of = in Theorem 1.1.
The ⊆ inclusions are obtained by studying the points on X 1 (p) over number fields of degree d. Indeed if E is an elliptic curve over a number field K of degree d and P ∈ E(K) a point of order p, then the pair (E, P ) gives rise to a point s ∈ X 1 (p)(K). If one lets σ 1 , . . . , σ d : K → Q be the d different embeddings of K in Q then
is a Q=rational point on the d-th symmetric power of X 1 (p). Conversely, every point in X 1 (p) (d) (Q) can be written as
with s i ∈ X 1 (K i ), K i a number field of degree d i and n i ∈ N >0 . So the question whether p ∈ S(d) can be answered if one can find all Q-rational points on X 1 (p) (d) . In Section 3 some general theory is developed that, if certain conditions are met, allows one to find all rational points on the symmetric powers of a curve. This theory is similar to the Chabauty method for symmetric powers of curves in Siksek [2009] , except for the fact that we use formal immersions, as done in and , instead of the p-adic integration used by Siksek. As we will see later, this allows us to work over discrete valuation rings with smaller residue characteristic than Siksek. The discussion of Mazur and Kamienny is specific to modular curves, whereas in Section 3 we took care to write down how their arguments work out for arbitrary curves. The most essential part of Section 3 for obtaining Theorem 1.1 is a trick due to Loïc Merel, which can be found in . This trick allows one to also work over discrete valuation rings with residue characteristic 2, the trick is to assumption (3) instead of assumption (1) of Proposition 3.4.
In Section 5 we spell out very explicitly what the results of Section 3 mean when applied to modular curves, giving several variations on the strategies of finding all rational points on symmetric powers of modular curves as a corollary of Section 3. We even work out the strategy explicitly enough so that it can be tested by a computer program written in Sage [2014] . Most cases were handled quite easily by this computer program, although the proof that 29, 31, 41 / ∈ S(d) for d ≤ 7 and 73 / ∈ S(6) required some extra attention.
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Formal Immersions
Definition / Proposition 2.1 (Formal Immersion). Let φ : X → Y be a morphism of Noetherian schemes and x ∈ X be a point which maps to y ∈ Y . Then φ is a formal immersion at x if one of the two following equivalent conditions hold:
• the induced morphism of the complete local rings φ * : O Y,y → O X,x is surjective.
• The maps φ : k(y) → k(x) and φ * : Cot y (Y ) → Cot x (X) are both surjective.
Proof. It is clear that the first condition implies the second. The other implication can be proved by using Nakayama's lemma to lift a basis of Cot y (Y ) to a set of generators f 1 , . . . , f n of m y , the maximal ideal of O Y,y . The fact that
As a consequence we get that for all i the map m is surjective, hence by the completeness of O Y,y we also have that φ * is surjective.
There is one important property of formal immersions that we will use: Lemma 2.2. Let X, Y be Noetherian schemes. Let R be a Noetherian local ring, with maximal ideal m and residue field k = R/m. Suppose f : X → Y is a morphism of schemes that is a formal immersion at a point x ∈ X(k) and suppose P, Q ∈ X(R) are two points such that x = P k = Q k and f (P ) = f (Q). Then P = Q.
Proof. Let y = f (x) and view P, Q as morphisms Spec R → X and hence write f • P instead of f (P ). The morphisms P, Q and f induce maps on the local rings, we will call these P * m , Q * m and f * x respectively:
Now f is a formal immersion at x. This means f * x is surjective and hence that P * m = Q * m . Because R is a Noetherian local ring, the map R → R is injective and hence P * m = Q * m . The proposition now follows from the following commuting diagrams:
Rational points on symmetric powers of curves
This section contains a very general discussion on rational points on symmetric powers of curves similar to [Siksek, 2009, §3] . There is a huge overlap where both the results of [Siksek, 2009, §3] and this section are applicable. However, both Siksek's and our own results are applicable in situations where the other result is not; both the overlap and differences will be discussed.
Throughout this section R will be a discrete valuation ring whose residue field k is perfect. Its fraction field will be denoted by K and its maximal ideal by m. If C is a smooth and projective curve over R such that C K is geometrically irreducible, then its Jacobian J exists. Let J 0 be the fiberwise connected component of 0, which is isomorphic to Pic 0 C/R and semi-Abelian [Bosch et al., 1990, §9.7 Cor. 2] . Since C is smooth over R, actually J 0 = J and the special fiber of J is an Abelian variety, hence J is an Abelian scheme over R.
For any R-scheme S and any x ∈ C (d) (S), define
as the map that for all S-schemes T and all
, where we use [Bosch et al., 1990, §9.3 Prop. 3 ] to see the points in C (d) S (T ) as effective relative Cartier divisors of degree d on C T over T . The following Lemma is the key Lemma which will be used throughout this paper to study the rational points on C (d) .
Lemma 3.1. Let C be a smooth and projective curve over R with geometrically irreducible generic fiber and Jacobian J. Let t : J → A be a map of Abelian schemes
k (k) and assume that the following conditions hold:
1 one could even more generally take t to be a map from the formal group of J to a formal group F over R, and replace
. But in the case where we want to apply this lemma the Abelian variety J K is of GL 2 type and hence J has enough endomorphisms to not need to use the formal group version
Then there is at most one point in C (d) (R) whose reduction is y.
Proof. If there is no point in C (d) (R) whose reduction is y, then there is nothing to prove, so let x ∈ C (d) (R) be a point whose reduction is y. Then condition 2 above ensures that t • f d,x : C (d) → A is a formal immersion at y. Indeed, the kernels of
k and Cot y A → Cot y A k are both canonically isomorphic with m/m 2 = Cot k R, hence the surjectivity
The most straightforward way to turn the above lemma into a way to determine all rational points in C (d) (R) is the following:
Theorem 3.2. Let C be a curve that is smooth and projective over R such that C K is geometrically irreducible, and let J denote its Jacobian over R. Let d be a positive integer and S ⊆ C (d) (R) be a finite set. Let t : J → A be a map of Abelian schemes over R, denote by red k the reduction to k map and µ :
the map sending a divisor to its associated line bundle. Assume that the following conditions hold:
Proof. Condition 3 ensures that red k (C (d) (R)) = red k (S), and the first two conditions together with Lemma 3.1 ensure that every point in red k (S) has exactly one point in C (d) (R) reducing to it.
In the above theorem however the set S might be huge, and it might get impractical to verify condition 2 explicitly in concrete examples. It turned out that this is the case in the situation where we want to apply it. However in our setup there will often exist a map of curves φ : C → D such that the set S for which we want to prove
The following generalization of the above theorem whose proof is similar will be useful in these cases. 
C/R the map sending a divisor to its associated line bundle. Assume that the following conditions hold:
and the first two conditions together with Lemma 3.1 ensure that every point in red k (T ) has exactly one point in
Remark. Theorems 3.2 and 3.3 are still true if one lets t depend on s. Theoretically this is not a huge gain since one can always take t : J → A to be the universal map of Abelian schemes such that (1) holds. However, if one wants to restrict the choice of t to t ∈ End R J, then the elements such that (1) holds form a two sided ideal I ⊆ End R J. If this ideal is not principal then it might pay to use a t that depends on s.
If condition (3) of Theorem 3.2 holds, then taking T = φ (d) (S) ensures that (3) of Theorem 3.3 holds. However, even in the case that (3) of Theorem 3.2 fails to hold for S = C (d) (R), it might still be possible to find a φ :
The only case where we will make use of this is for showing that 73 / ∈ S(6). There we found a Q-rational point x (6) ∈ (X 1 (73)/ 10 ) (6) (Q) that was the only Q-rational point in its residue class mod 2. We could show that none of the points X 1 (73) (6) (Q) mapping to x (6) were defined over Q, hence we could show that the 4 points in X 1 (73) (6) (F 2 ) mapping to x (6) F 2 had no Q-rational points above them. If the curve C is a smooth curve over some global field and one has generators for a finite index subgroup of the Mordell-Weil group of (a quotient of) J, then instead of using Theorem 3.2 or Theorem 3.3 for a single prime, one could use the Mordell-Weil sieve as described in [Siksek, 2009, §5] to combine the information about the rational points of C (d) obtained by Lemma 3.1 for several primes. This however, was not necessary for our purposes.
In the setting where we want to apply Lemma 3.1, the ring R will be Z (ℓ) . In this case J 1 (R) is a finite index subgroup of J(R) and hence we need t(J(R)) to be finite in order for condition (1) to be satisfied. Conversely if t(J(R)) is finite, then there are some quite mild conditions on t, A and R that imply that condition (1) is satisfied.
Proposition 3.4. Suppose that R = Z (ℓ) and t(J(R)) is finite and either
(1) ℓ > 2, (2) ℓ = 2 and A(R)[2] injects into A(F 2 ), or (3) ℓ = 2 and t = t 2 • t 1 where t 1 : J → A ′ , t 2 : A ′ → A are maps of Abelian schemes such that t 1 (J(R)) is finite and t 2 kills all the elements in A ′ (R)[2] that reduce to 0 mod 2. then condition (1) of Lemma 3.1 is satisfied.
Proof. If either ℓ > 2, or ℓ = 2 and A(R)[2] injects into A(k), then t(J(R)) → A(k) is injective, hence t(J 1 (R)) = {0} which deals with the first two cases. Alternatively one could see them as special cases of the third one with t 2 = 1. In the third case we know that t 1 (J 1 (R)) is finite and contained in the kernel of reduction. But a Z (2) valued torsion point that specializes to the identity mod 2 on a group scheme must be a two torsion point [Parent, 2000, Lem 1.7 ] . This means that t 1 (J 1 (R)) ⊂ A ′ (R)[2] and hence t 2 • t 1 (J 1 (R)) = {0} by the definition of t 2 .
A more general statement of the above proposition over arbitrary discrete valuation rings of unequal characteristics also easily obtained by using [Parent, 2000, Prop 2.3 ] in the proof instead of Lemma 1.7 of loc. cit..
In the case that the map t of Lemma 3.1 is the identity map, condition (2) of that Lemma can be nicely restated in terms of C
is defined as the closed sub-variety corresponding to the divisors D overk of degree d such that H 0 (Ck, O Ck (D)) is ak vector space whose dimension is at least 2. 
is an isomorphism onto its image, which proves the "if"-part. For the "only if"-part one just notices that if y ∈ C (d) 2,k , then the connected component of y of the fiber of f d,y above 0 = f d,y (y) contains a P 1 . The tangent directions inside this P 1 at y are all sent to 0 by f d,y , hence f d,y is not a formal immersion.
Let C be as in the above proposition, let x ∈ C k be a closed point, k(x) be its residue field and q ∈ O C k ,x be a uniformizer. The completed local ring O C k ,x is isomorphic to k(x) [[q] ], and if we have a global 1-form ω ∈ Ω 1 C k /k (C k ), then we can write its pullback to O C k ,x as f dq with f in O C k ,x , hence we can write:
The right hand side of the above formula is called the q-expansion of ω.
, Ω 1 ) and evaluation in zero gives an isomorphism
, Ω 1 ) under these isomorphisms then we also say that ∞ n=1 a n q n−1 dq is the q-expansion of ω ′ . The following complete local rings are equal
where q i is the pullback of q along the i'th projection map
The following Lemma is due to Kamienny and can be found implicitly for example in the proof of Proposition 3.1 of .
be as in the setup of Lemma 3.1 for x ∈ C k a closed point. Let q be a uniformizer at x, q i , σ i as above and ω ∈ Cot 0 J k(x) an element with q-expansion ∞ n=1 a n q n−1 dq. Then
for all integers j and σ j = 0 for all j > d, then Newton's identities give
Applying d to this expression shows that
for B = Q. The right hand side is actually contained in
is the ideal generated σ 1 up to σ d . The proposition follows by base changing D Z to D k and quotienting out by
In the proposition below and its proof we identify
. Let q j be a uniformizer at y j , e be a positive integer and ω 1 , · · · , ω e ∈ t * (Cot 0 Ak) ⊆ Cot 0 Jk. For 1 ≤ i ≤ e and 1 ≤ j ≤ m let a(ω i , q j , n j ) := (a 1 (ω i ), . . . , a n j (ω i )) be the row vector of the first n j coefficients of ω i 's q j -expansion.
, then the previous statement even becomes an equivalence.
isétale at (n 1 y 1 , n 2 y 2 , . . . , n m y m ), hence we get an isomorphism of cotangent spaces
For j from 1 up to m and 1 ≤ i ≤ n j let σ j,i be the symmetric functions associated to q j as in (4). The elements (−1) i−1 dσ j,i with 1 ≤ j ≤ m and 1 ≤ i ≤ n j form a
under this isomorphism. The corollary follows since if 1 ≤ h ≤ e is an integer then the h'th row of A is just f * d,y (ω h ) with respect to this basis.
3.1. Comparison with Sikseks symmetric power Chabauty. If one takes R = Z ℓ with ℓ > max i (n i ) then the matrix A in Theorem 1 of Siksek [2009] is obtained by dividing the columns of the matrix A above by certain column dependent integers ≤ max i (n i ). Actually, there is a huge overlap between Theorem 1 of Siksek [2009] and the result one gets when combining Lemma 3.1 and Proposition 3.7. Our version has the advantage that one doesn't have the condition ℓ > max i (n i ). The reason is that the formal immersion criterion does not introduce denominators in the matrix A, while the p-adic logarithm in Siksek's Chabauty approach does introduce them. Theorem 1 of Siksek [2009] has the advantage that one has more freedom in the choice of the one-forms ω i . For example, our version is useless if J is simple and has rank r > 0, while Siksek's version is still applicable in cases where r + d ≤ g where g is the genus of C. The main reason for not using the results of Siksek [2009] is that we really want to take ℓ = 2, since usually the number of points on
is the smallest for ℓ = 2. This has the advantage that we need to check the formal immersion condition (2) of Lemma 3.1 for fewer points, and it also reduces the number of points in
One might try to mitigate the problems occuring for example when J is simple and of postitive rank by using formal groups. To be precise let J Z ℓ be the completion of J Z ℓ along the zero section. The entire strategy outlined in this section also works if one replaces t by a map t : J Z ℓ → G where G is a formal group over Z ℓ and t a morphism of formal groups whose coefficients lie Z ℓ . Every map t : J Z ℓ → A Z ℓ of abelian varieties gives rise to a map of formal groups t : J Z ℓ → A Z ℓ . A natural question to ask related to how much one can gain by using formal groups is wether one has that the image of Hom(J Z ℓ , A Z ℓ ) → Hom( J Z ℓ , A Z ℓ ) is dense. If J and A are both geometrically simple of the same dimension and one instead studies Hom(J, A) → Hom( J, A) where this time we consider the completions along the zero section over Z then Theorem 1.1 of Graftieaux [2001] states that at least Hom(J, A) and Hom( J, A) have the same image in Hom(Tan 0 (J), Tan 0 (A)) suggesting that in order to find interesting extra possibilities for t one should really work ℓ-adically instead of over Z.
The winding quotient
The entire strategy in the previous section depends on the existence of a map t : J → A of Abelian varieties whose image contains only finitely many rational points as in Proposition 3.4. The main goal of this section is to explicitly describe a quotient of J that has only finitely many rational points in the case that C is a modular curve.
In this section we will let N be an integer and H ⊆ (Z/NZ) * a subgroup. The curve X H over Z[1/N] is defined to be the quotient curve X 1 (N)/H where (Z/NZ) * acts as the diamond operators. Taking H = 1 gives X 1 (N) and H = (Z/NZ) * gives X 0 (N).
Integration gives a map
By a theorem of Manin and Drinfeld the image of this map is contained in
be the element coming from a path from 0 to i∞ in the complex upper half plane.
Definition 4.1. The element e := ω → {0,∞} ω ∈ H 1 (X H (C), Q) is called the winding element and the corresponding ideal A e := Ann(e) ⊆ T, consisting of the elements annihilating e, is called the winding ideal. The quotient J e H := J H /A e J H is called the winding quotient.
One can also define X µ,H to be the quotient of X µ (N) by H. The winding element and the winding quotient can be defined in the same way, and the latter will be denoted by J e µ,H . The isomorphism
sending (E, f :
It interchanges the cusps 0 and ∞ and commutes with taking the quotient by H. This isomorphism sends the winding ideal of X µ,H to the winding ideal of X H and hence we get an isomorphism J e µ,H
The essential property of the winding quotient is that its group of rational points is finite. [Merel, 1996, §1] was the first one to introduce the winding quotient for J 0 (p) with p prime, where he also proves that its rank is finite using a result from . This result states that an abelian variety A over Q that is a quotient of J 0 (N) Q has Mordel-Weil rank 0 if its analytic rank is zero. Parent in [Parent, 1999, §3.8] generalized Merels statement it to composite numbers N. The result of Kolyvagin and Logachëv was generalized by Kato [Kato, 2004, Cor. 14.3 ] to abelian varieties that are a quotient of J 1 (N) Q . In both and Parent [2003] it is mentioned that the theorem follows from using Kato's generalization. Here is a short sketch how to deduce the finiteness of the winding quotient form the work of Kato, where we closely follow the arguments of [Parent, 1999, §3.8] . The Hecke algebra T Q viewed as subalgebra of the endomorphism ring of S 2 (Γ 1 (N)) Q can be written as
where the f i range over all Galois orbits of newforms for Γ 1 of level M i dividing N and R f i is the restriction of T Q to the subspace E f i of S 2 (Γ 1 (N)) Q consisting of all elements that can be written as Q-linear combinations of the Galois conjugates of B d (g) with g ∈ f i and d | N/M i and B d : X 1 (N) → X 1 (M ) the degeneracy maps [Parent, 1999, Thm. 3.5] . Now let M be an integer that divides N and
And we can use the maps B d, * :
Now the identification
together with the isomorphism
shows that Φ C is an isogeny, so Φ is one also. We also have an isogeny J 1 (M) new → ⊕J f where f runs over the Galois orbits of newforms in S 2 (Γ 1 (M)) and J f is the abelian variety attached to such a Galois orbit. Combining these isogenies with Φ we get an isogeny
where the f i range over all Galois orbits of newforms for Γ 1 of level
Combining this with the previous discussion we get an isogeny
where the latter product has rank 0 by Kato's theorem.
5. The conditions of 3.3 for X µ (N) → X µ,H .
Let p be a prime. In order to determine X 1 (p) (d) (Q), or equivalently X µ (p) (d) (Q) by using the isomorphism W p defined in (6), we will apply Theorem 3.3 to the quotient map f : X µ (p) → X µ,H where H ⊆ (Z/pZ) * is some subgroup such that we manage to verify all conditions. Much of the strategy also works if one drops the assumption that p is a prime.
5.1. Condition 1: Using the winding quotient. Let N be an integer, ℓ ∤ N a prime and H ⊆ (Z/NZ) * a subgroup. Then we can use Theorem 4.2 and Proposition 3.4 to construct a t : J µ,H → A for some Abelian variety A such that (1) of Theorem 3.3 holds, i.e. such that t(J
) is the kernel of reduction. One way to do this is the following:
Proposition 5.1. Let ℓ > 2 be a prime coprime to N, then condition (1) of Theorem 3.3 is satisfied with R = Z (ℓ) for the quotient map t : J µ,H → J e µ,H . This proposition will not be used in this text, but it is stated since it allows for comparison with other approaches of determining or bounding S(d).
The proposition above is used for J 0 (p) with p prime and an ℓ that depends on p in the argument of , and is used for J 0 (p n ) for ℓ = 3 or 5 in the argument of Parent [1999] . It was used by Oesterlé with ℓ = 3 to prove his exponential bound (3 d/2 + 1) 2 , although it is only implicitly used in the Appendix since the part of Oesterlé's argument that uses it is replaced by a citation to Parent [1999] . The need for ℓ > 2 is also the reason for the occurrence of 3 and not 2 as the base for the exponent in Oesterlé's bound.
The set X µ (N) (d) (F ℓ ) tends to have fewer elements for smaller ℓ so one would like to use ℓ = 2 if 2 ∤ N in view of applying Lemma 3.1. However, there are two difficulties that arise when doing so. The first one is that it is not necessarily true that the J µ,H (Q) tors injects into J µ,H (F 2 ). The second difficulty arises when determining which elements in Cot 0 (J µ,H ) F l come from Cot 0 (J e µ,H ) F l as needed for Proposition 3.7. This is because the exact sequence that relates Cot 0 (J µ,H ) F l to Cot 0 (J e µ,H ) F l for ℓ > 2 is not necessarily exact for ℓ = 2. In Parent [2000] there is already a way of dealing with these difficulties when using X µ (N). His solution is to take t 1 : J µ (N) → J µ (N) to be a Hecke operator that factors via J e µ and t 2 : J µ (N) → J µ (N) such that it kills all the two torsion in J 1 µ (N)(Z (2) ) and apply Proposition 3.4.
The operator t 2 as needed for Proposition 3.4 can be obtained using the following proposition.
Proposition 5.2. Let q ∤ N be a prime, then (T q − q − q)(Q) = 0for all Q ∈ J µ,H (Q) tors of order coprime to q.
Proof. Let Q ∈ J µ,H (Q) be torsion of order coprime to q, then (T q − q − q)(Q) is also a point of order coprime to q. Now let Q Fq ∈ J H (p) Fq (F q ) be its specialisation and let Frob q be the Frobenius on J H (p) Fq and Ver q its dual (verschiebung). Then we have the Eichler-Shimura relation T q,Fq = q Frob q + Ver q see [Diamond and Im, 1995, p. 87] and Ver
Since specializing a point on a group scheme can only change its order by a power of the characteristic of the residue field we see that the order of (T q − q − q)(Q) must be a power of q, and coprime to q at the same time hence (T q − q − q)(Q) = 0.
What we need now is to find a way to find a Hecke operator t 1 as in Proposition 3.4. Now suppose t 1 ∈ T is such that t 1 A e = 0, then t 1 is a Hecke operator such that t 1 : J µ,H → J µ,H factors via J e µ,H . Lemma 1.9 of Parent [1999] already gives a way of finding such Hecke operators for J µ as soon as we have found an element t that generates the Hecke algebra T 1 (N) Q . If N is a prime, then the Hecke algebra T 1 (N) Q is of prime level and weight 2, so it is a product of number fields. In particular we know that such a t exists. By just trying "random" elements we should probably find such a t reasonably fast. However if N is composite, this is not necessarily true. And even in the prime case, testing whether t is a generator is a computationally expensive task, so we don't want to try many different t's. Therefore we generalize his Lemma slightly so that we don't need t to be a generator.
Proposition 5.3. Let t ∈ T Γ H be an element and let P (X) = n i=1 P i (X) e i be its factorized characteristic polynomial when viewing t as an element of End S 2 (Γ H ) Q . Define I := {i ∈ {1, . . . , n} | (P/P i )(t)e = 0 or e i > 1} then t 1 (t) := i∈I P e i i (t) is such that t 1 A e = 0. Proof. We have already seen that the Hecke algebra T Γ H ,Q viewed as subalgebra of the endomorphism ring of S 2 (Γ H ) Q can be written as
where the f i range over all Galois orbits of newforms for Γ H of level M i dividing N and the R f i are the restriction of
= 0 ,j so in particular t 1 A e,Q = 0 if t 1 | Ee = 0. So it suffices to show that t 1 | E f i = 0 for all i such that L(f i , 1) = 0. Now all E i are contained in some generalized eigenspace relation for X 1 (N ) while in his article he is working with X µ (N ), although he denotes our X µ (N ) by X 1 (N ). For more details on the Eichler-Shimura relations on X µ (N ) and X 1 (N ) see [Diamond and Im, 1995, p. 87] corresponding to the factor P e j i j i for some j i depending on i. Now for the i such that e j i > 1 we have P e j i j i (t)|E f i = 0 so t 1 |E f i = 0. For the other i we have e j i = 1 and in particular E f i = ker P j i (t) so that we have P/P j i (t) ∈ R i , now L(f i , 1) = 0 implies P/P j i (t)e = 0 hence j i ∈ I and hence t 1 | E f i = t 1 | ker P j i (t) = 0 If N is composite then one can get away with a smaller set than I in the previous proposition, because then not all the terms with e i > 1 are needed. On can see which ones are not needed by studying the action of t on the space of newforms of Γ 1 (M)Γ H for all M | N. But this is not necessary for our application.
5.2. Condition 2: Kamienny's criterion. Let N be an integer and H ⊆ (Z/NZ) * a subgroup, denote by S ∞ ⊆ X µ,H (Q) the set of cusps that map to the cusp ∞ under the map X µ,H → X 0 (N). On has that there are exactly φ(N)/# {±H} elements in S ∞ , where φ is Euler's totient function. Actually (Z/NZ) * / {±H} acts transitively and freely on them. Define
where π :
µ,H is the quotient map. Then we want to be able to check whether condition (2) of Theorem 3.3 holds for S = S Remark. If X µ,H = X 0 (p), then there is only one ordered sum of ∞-cusps of degree d, namely d∞. So in this case condition (2) is the easiest to verify.
The proposition we will use to verify (2) of Theorem 3.3 is the following variant of Kamienny's Criterion, which is a slight generalization of the variant [Parent, 2000, Prop. 2.8 ].
Proposition 5.5 (Kamienny's Criterion). Let ℓ ∤ N be a prime, c = n 1 c 1 + . . . + n m c m be an ordered sum of ∞-cusps of
* / {±H} be the diamond operators such that ∞ = d j c j , where this time ∞ is the cusp of X µ,H corresponding to
: is a formal immersion at c F ℓ if and only if the d Hecke operators
Specializing to the case X µ,H = X 0 (N), where S 
Proof of Proposition 5.5. We have
we only need to check that the linear independence criterion is equivalent to
] embedding α coming from the unifomization map. The pair (E q , α) gives a formal coordinate at the cusp ∞ of X µ (N) Z[1/N ] and since X µ (N) → X µ,H is unramified at ∞. it also gives a formal coordinate on
. Let q j = d j * q, then q j is a formal coordinate at c j . And the q j -expansion of ω at c j is d j f dq j /q j . This shows that the a(ω, q j , n j ) defined as in Proposition 3.7 is given by
The q-expansion of t * ω is tf ω , now let ω 1 , · · · , ω g be generators of
In particular, using Proposition 3.7 we see that t * f d,c is a formal immersion at c F ℓ if and only if the matrix
has rank d over F ℓ . Now by formula (5.13) of Diamond and Shurman [2005] we have for an integer 1 ≤ n ≤ n j that a(t [Diamond and Im, 1995, Prop. 12.4.13] 3 given by T → (f → a 1 (T f )) we see that for all 1 ≤ i ≤ g and n ≤ n j we can replace the column of A that contains the elements a(t * ω i , q j , n j ) n by T n d j t.
5.2.1.
Speeding up the testing of Kamienny's criterion for X µ,H . As we have already seen, Kamienny's criterion for X µ (N) requires the testing of a lot of linear independence relations, while Kamienny's criterion for X 0 (N) requires testing only one linear independence relation. To be more specific about what we mean by "a lot", suppose that d is the degree and p = N the the prime for which we want to check Kamienny's criterion for X µ (p) and we only consider the ordered sums of ∞-cusps n 1 c 1 + · · · + n i c i where the multiplicities n 1 , . . . , n i are all equal to 1 (hence i = d) then there are already
different linear independencies we need to verify. So when doing actual computations using a computer, we rather use X 0 (p) instead of X µ (p) whenever possible. While doing the explicit computations, it turned out that the X 0 (p) version of the criterion sometimes fails for primes which are too big to make it practical to just try the X µ (p) criterion for all possible ordered cusp sums. For example, we were unable to find t 1 and t 2 such that the X 0 (p) version of the criterion was satisfied for d = 7 and p = 193. In this case the X µ (p) version would require verifying more than 869 million linear independencies and the matrices involved are 1457 by 1457. But luckily we can do something smarter.
We again restrict our attention to the ordered sums of ∞-cusps n 1 c 1 + · · · + n i c i where the multiplicities n 1 , . . . , n i are all equal to 1 and hence d = i. Checking Kamienny's criterion for all these sums of cusps comes down to checking whether d 1 t, . . . , d i t are linearly independent for each set of pairwise distinct diamond operators d 1 , . . . , d i where the first one is the identity. However, equivalently we can also check that all linear dependencies over F l between the Hecke operators 1 t, . . . , (p − 1)/2 t involve at least d + 1 nonzero coefficients. It turned out that the dimension of this space of linear dependencies was often zero or of very low dimension, so it takes no time at all to use a brute force approach and just calculate the number of nonzero coefficients of all linear dependencies. The following lemma generalizes this example to the case where the n 1 , . . . , n i are not necessarily equal to 1. This trick makes it more feasible to check the X µ (N) version of the criterion on the computer. Lemma 5.6. Let ℓ ∤ N be a prime, d be an integer and t ∈ T Γ H and let D ⊂ Z be a set of representatives of (Z/NZ) * / {±H} such that 1 ∈ D. Define for all integers r with ⌊ d 2 ⌋ ≤ r ≤ d the following set
Suppose that for all r with ⌊ 
⌋ then S ⊆ D d−n 1 so both cases lead to a contradiction.
5.2.2.
Testing the criterion. Using a computer program written in Sage we first tested the criterion for X 0 (p). The program and the output generated by it will be available at http://www.arxiv.org. The results of testing the criterion are summarised in the following propositions.
Proposition 5.7. If p = 131, 139, 149, 151, 167, 173, 179, 181, 191 or p is a prime with 193 < p ≤ 2281 then there are t 1 , t 2 ∈ T Γ 0 (p) as in Proposition 3.4 with C = X 0 (p) and
Proof. The computer tested the criterion for all 17 ≤ p ≤ 2281 using different choices of t 1 and t 2 . The t 1 that were tried are t 1 = t 1 (t) as in Proposition 5.3, using t = T 2 , . . . , T 60 , and the t 2 that were tried are t 2 = T q − q − 1 for all primes 2 < q < 20 with q = p. For all primes mentioned above the computer found at least one pair t 1 , t 2 such that the linear independence holds. The total time used was about 2 hours 4 when checking the criterion for about 8 primes in parallel so it could be used to check the criterion for larger d and p.
Testing the fast version of the criterion for X µ (p) gives the following proposition:
Proposition 5.8. For all pairs (p, d) with p a prime p ≤ 193 and 3 ≤ d ≤ 7 not satisfying any of the following conditions:
• d = 3 and p ∈ Primes(17)
• (d = 4 or d = 5) and p ∈ Primes(19) ∪ {29}
• (d = 6 or d = 7) and p ∈ Primes(37) there are t 1 , t 2 ∈ T Γ 1 (p) as in Proposition 3.4 with C = X µ (p) and J = A = J µ (p) such that for t = t 1 t 2 the D r as in lemma 5.6 do not contain a subset of size d which is linearly dependent over F 2 .
Proof. This was again verified using the computer. This time the t 1 , t 2 that were tried are t 1 = t 1 (t) for t = T 2 , . . . , T 20 and t 2 = T q −q− q for the primes 2 < q < 20 only trying new choices of t 1 and t 2 if no successful pair combination of t 1 and t 2 had been found yet. The most time was spent on the case p = 193 which took about 14 hours, 5.3. Condition 3: Study of X 1 (p) (d) (F 2 ). For a prime p > 7 we know from Mazur [1977] that Y 1 (p)(Q) = ∅ and hence that X 1 (p)(Q) consists of (p − 1)/2 cusps that map to the cusp 0 on X 0 (p). Let S 0 ⊆ X 1 (p)(Q) be the set of these (p − 1)/2 cusps mapping to 0 on X 0 (p), and define
∞ ). We would like to verify condition (3) of Theorem 3.2 with S = S and C = X 1 (p) instead. One situation in which condition (3) of Theorem 3.3 is trivially satisfied is if S = S
with m, e i , f i ∈ N ≥0 and y i ∈ X 1 (p)(F ℓ f i ) such that each of the y i does not come from a subfield of F ℓ f i and such that all the y (1) p does not divide any integer n such that both |n
The theorem as stated above only follows from [Waterhouse, 1969, Thm 4 .1] for p ≥ 5 since for those primes the moduli problem for Y 1 (p) is representable over Z[1/p], but one easily verifies that Y 1 (p)(F ℓ d ) = ∅ and that statement 1 is false for p = 2 or 3.
If we again assume that p ≥ 5 then X 1 (p)(Q) contains not only the (p − 1)/2 cusps defined over Q, but also the (p − 1)/2 cusps defined over the real subfield of Q(ζ p ). The reductions of these (p − 1)/2 non-rational cusps mod ℓ are definable over
In particular, the above theorem implies that
2 . Specializing to the case ℓ = 2 and 3 ≤ d ≤ 7 one can with a small computation for the primes p < (2 d/2 + 1) 2 show the following: 
Corollary 5.11. If one takes p, d as in the above proposition and one lets S
) and hence condition (3) of Theorem 3.2 holds for C = X 1 (p), S = S Proof. It suffices to show that if d ≤ 7 and 193 < p ≤ 2281 is a prime, then p / ∈ S(d). This is done by applyingTheorem 3.3 with
∞ , T = {d∞} and R = Z (2) . By Propositions 3.4, 5.5 and 5.7 we see that there exists a t such that conditions (1) and (2) are satisfied. By Corollary 5.11 we see that condition (3) is satisfied so we can indeed apply Theorem 3.3. It follows that S
showing that the only points in X µ (p) defined over a number field of degree ≤ d are cusps and hence p / ∈ S(d). Proof. This is proven almost the same as Proposition 6.1, with the difference that this time one has to use Theorem 3.2 instead of Theorem 3.3, with C and S still X µ (p) and S 6.1. Proof of Theorem 1.1 for p = 17, 29, 31 or 41. We quote [Conrad et al., 2003, Prop. 6.2.1.] in an equivalent formulation using that J 1 (p) ∼ = J µ (p) and adding some more information from Section 6.2 in loc.cit.
This shows that for all primes p such that J 1 (p)(Q) is finite, the latter group is generated by differences of rational cusps. Now if J 1 (p)(Q) is finite and J 1 (p)(Q)[2] ֒→ J 1 (p)(F 2 ) then condition (1) of Theorem 3.2 is satisfied for t = Id J 1 (p) . For the primes p = 3, 5, 7, 11, 13, 19, 23, 47, 59 and 71, J 1 (p)(Q)[2] ֒→ J 1 (p)(F 2 ) is trivially satisfied, since the group has odd order. Ironically the primes of Proposition 6.3 missing from this sequence are exactly the primes we are interested in.
Proposition 6.5. For p = 17, 29, 31 or 41 one has J 1 (p)(Q)[2] ֒→ J 1 (p)(F 2 ), and hence condition (1) of Theorem 3.2 is satisfied for t = Id J 1 (p) .
Proof. We know that J 1 (p)(Q) is generated by differences of rational cusps, see Proposition 6.3 and Theorem 6.4. It is also known what the order of this group is, see [Conrad et al., 2003, § 6.2.3 and Table 1 ]. We now use Magma Bosma et al. [1997] to compute a model of X 1 (p) over F 2 and check that the subgroup of its Picard group generated by differences of its F 2 -points (which are the images of the cusps under reduction mod 2) has the correct order. In fact, it suffices to check that the 2-primary part of the group has the correct order. For p = 17, we do this directly. For the other three primes, we use an intermediate curve X H such that the predicted order of the 2-primary part of J H (Q) equals that of J 1 (p)(Q), since the computation using X 1 (p) directly would be too involved. We check that the subgroup of J H (F 2 ) generated by differences of the images of cusps has 2-primary part of the correct size. For p = 29, we use X H corresponding to d = 7 in the notation of Conrad et al. [2003] , for p = 31, we use the curve corresponding to d = 3, and for p = 41 we use the curve corresponding to d = 4. In each case, the computation gives the desired result. (It is also possible and not taking too much time to do the computation directly on X 1 (p) over F 2 for p = 29 and p = 31.) Lemma 6.6. Condition (3) of Theorem 3.2 is satisfied for C = X 1 (29) and C = X 1 (31), S = S Proof. For d < 5, this is covered by Proposition 5.10. For d = 5, 6, 7, we check it by a Magma calculation. In this calculation we computed the images in Pic
0 . We verified that these images are not in the subgroup of Pic C F 2 /F 2 (F 2 ) generated by the points coming from Q-rational cusps, and we know that the Q-rational cups generate Pic C Q /Q (Q) for these two curves by Proposition 6.3 and Theorem 6.4.
The above proof involves computing Pic C F 2 /F 2 (F 2 ) in Magma. For C = X 1 (41) this would probably take too long to be practical. Therefore we deal with C = X 1 (41) in a slightly different way:
Proof. There is no elliptic curve E over F 2 e with 41 | #E(F 2 e ) if e = 1, 2, 3, 4, 6 or 7. There is exactly one elliptic curve E over F 2 5 with #E(F 2 5 ) = 41; this is the curve y 2 + y = x 3 + x + 1 already defined over F 2 . Its automorphism group over F 2 5 is cyclic of order 4; we therefore obtain only 10 = (41 − 1)/4 distinct F 2 5 -points on X 1 (41) that are not cusps. Let X H be the intermediate curve corresponding to d = 4 in Conrad et al. [2003] . Then X 1 (41) → X H is anétale cover of degree 5, and the ten F 2 5 -points on X 1 (41) map to two F 2 -points on X H . In fact, X H (F 2 ) consists of six points; four of them are cusps, and the other two are the ones just mentioned. It can be checked that these two points do not map into the subgroup of Pic X H,F 2 /F 2 (F 2 ) generated by the four cusps, which implies condition (3).
Proposition 6.8. The following exclusions hold:
29, 31, 41 / ∈ S(6) and 29, 31, 41 / ∈ S(7).
The proof of 17 / ∈ S(3) is similar to that in Parent [2003] although we manage to avoid the careful analysis of the formal group of J 1 (p) Z 2 since we have proven that
Proof. This is again done by applying Theorem 3.2 over R = Z (2) , this time with C = X 1 (p) and S = S (d) 0 for the p, d for which we want to show p / ∈ S(d). We check that Theorem 3.2 can indeed be applied by verifying that its conditions (1), (2) and (3) are satisfied using t = Id :
(1) This follows from Proposition 6.5.
(2) For (p, d) = (17, 3) this is in [Parent, 2000, §4.3] . For p = 29 resp. 31 it is known that the F 2 gonality of X 1 (p) is 11 resp. 12 [Derickx and van Hoeij, 2014, Tbl. 1, Rmk. 1] . So condition (2) is satisfied by Proposition 3.5.
For p = 41 this follows from Proposition 5.8 together with Lemma 5.6 using the isomorphism W p : X µ (p) → X 1 (p). (3) For p = 17 this is Corollary 5.11, for p = 29, 31, 41 it follows from Lemmas 6.6 and 6.7.
This leaves us with only one case which we also found the hardest to prove.
6.2. Proof of Theorem 1.1 for p = 73. First we start by analysing the points in
The first thing to notice is that for d ≤ 6 the only points in X 1 (73)(F 2 d ) \ Y 1 (73)(F 2 d ) are the points mapping to the cusp 0 on X 0 (73), because 2 d ≡ ±1 mod 73 for d ≤ 6. Using the isomorphism W p : X 1 (p) → X µ (p) and applying Lemma 5.6 and Proposition 5.8 shows that the conditions of Lemma 3.1 are satisfied for all cuspidal points of X 1 (73) (6) (F 2 ). As a result we only need to study the residue classes in X 1 (73) (6) (F 2 ) that do not consist entirely of cusps. After a detailed study of these residue classes the proof will be finished by Proposition 6.9.
We continue by analysing the points of X 1 (73) (6) (F 2 ) that do not consist completely of cusps. For this we first describe the Tate normal form (see Knapp [1992] ) of a point (E, P ) ∈ Y 1 (N)(K) for K a field and N ≥ 4 an integer coprime to the characteristic to K. For every pair (E, P ) where E is an elliptic curve over K and P a point of order exactly N there are unique b, c ∈ K such that (E, P ) ∼ = (E b,c , (0, 0) ) where E b,c is the elliptic curve given by the Weierstrass equation
By Theorem 5.9 one sees that there are no points in Y 1 (73)(F 2 d ) for d ≤ 5 and that all points in Y 1 (73)(F 2 6 ) are supersingular. To explicitly find the Tate normal form of all points in Y 1 (73)(F 2 6 ) note that E b,c has discriminant ∆ b,c :=
in characteristic 2. The curve E b,c is supersingular if and only if j = 0, which is equivalent to c = 1. By computing the 73 division polynomial for E b,1 one sees that the solutions of
are exactly the values of b ∈ F 2 6 such that (0, 0) is of order 73. This calculation shows that X 1 (73) (6) (F 2 ) has exactly 4 points that do not consist entirely of cusps, namely the points corresponding to the 4 factors of (13). Explicitly calculating the action of (Z/73Z) * / {±1} on these 4 points one can show that the diamond operator 10 of order 4 acts transitively on them. Let H ⊆ (Z/NZ) * / {±1} be the subgroup generated by 10, then the 4 points in Y 1 (73) (6) (F 2 ) map to a single point on Y (6) H (F 2 ) by the discussion above. If E is an elliptic curve with 73 = 2 6 +1+8 points over F 2 6 then the characteristic polynomial of Frobenius is
Let E ζ 3 be an elliptic curve Q(ζ 3 ) that has complex multiplication by Q(ζ 3 ), then E ζ 3 has two isogenies of degree 73 over Q(ζ 3 ), namely 8ζ 3 − 1 and −8ζ 3 − 9. The map X 1 (73) → X 0 (73) is of degree 36 = (73 − 1)/2. Since the automorphism ζ 3 of order 3 preserves the kernels of the isogenies 8ζ 3 − 1 and −8ζ 3 − 9, we see that the ramification index of π : X 1 (73) → X 0 (73) at the points corresponding to the isogenies 8ζ 3 − 1 and −8ζ 3 − 9 is 3. This shows that S := π −1 ({(E, 8ζ 3 − 1), (E, −8ζ 3 − 9)}) ⊆ X 1 (73)(Q) is a set of size 24. The action of Galois on S is transitive because there are no CM elliptic curves with a 73 torsion point over number fields of degree < 24 [Clark et al., 2013, Table 1 ]. If one fixes a prime ℓ above 2 in Q, then reduction modulo ℓ gives a bijection between S and Y 1 (73)(F 2 6 ). The existence of this bijection can be shown either by explicit computation in Sage or by pure thought by showing that for (E, P ) ∈ Y 1 (73) (6) (F 2 ) the canonical lift (or Deuring lift) (E 0 , φ 0 ) of (E, Frob F 2 6 /8) toQ is either (E, ζ 3 ) or its Galois conjugate (E, −ζ 3 − 1). The above discussion shows that if one takes x 1 , . . . , x 6 ∈ X H (Q) to be the 6 points corresponding to the 6 orbits of 10 acting on S, that then
is a point that reduces to the unique point in the image of Y 1 (73)
H (F 2 ). Since x (6) corresponds to a CM curve and CM curves over number fields of degree < 24 have no 73 torsion as mentioned before, and we know that a point in y ∈ X (6) H (Q) coming from X 1 (73) (6) (Q) has to specialize to x (6) F 2 we can prove that 73 / ∈ S(6) by showing:
Proposition 6.9. Let H ⊆ (Z/73Z) * / {±1} the subgroup generated by 10. Then the point x (6) defined above is the unique point in X
Proof. We do this by proving instead that W (6)
). This allows us to work with a model where the cusp at infinity is rational. We are going to prove that the matrix A of Proposition 3.7 at W (6)
) has rank 6 using an explicit model of X µ,H,F 2 . We know that its genus is 43. Using Sage to compute an explicit basis of
47 is the largest leading term among all modular forms. So giving the coefficients of a modular form up to and including q 47 is enough to determine it uniquely. The subspace
is 3 dimensional and has as basis
be the line bundle generated by ω 1 , ω 2 , ω 3 , then L has degree at most 2 · 43 − 2 − 41 = 43. Viewing ω 1 , ω 2 , ω 3 as sections of L gives us a map φ :
given by φ(P ) = (ω 1 (P ) : ω 2 (P ) : ω 3 (P )). Its image is given by a homogeneous polynomial of degree at most 43. Indeed, using the computer to compare the q-expansions of products of ω 1 , ω 2 and ω 3 we found a homogeneous polynomial f H ∈ F 2 [x 0 , x 1 , x 2 ] of degree 41 describing the image of φ. Since this is only 2 smaller than expected, we know that Ω
/L is an effective divisor of degree 2, in particular there are no points with residue field F 2 6 in its support, meaning that at least one of ω 1 , ω 2 , ω 3 is a generator of Ω 1 X µ,H,F 2 at the points we are interested in. The polynomial f H takes about two pages in LaTeX so we did not include it here, but we could use Sage to compute with it. Let C H be the curve with equation f H , using Sage we computed its geometric genus. Its genus turned out to be 43, so we know it has to be birational to X µ,H,F 2 . The next step is to find the points in X µ,H (F 2 6 ) that are supersingular. For this we use the Hasse invariant A 2 , which is a modular form of weight 1 over F 2 whose zeros are exactly the supersingular curves and whose q-expansions is 1 ∈ F 2 [[q] ]. Using Magma we listed all points with residue field F 2 6 on the desingularisation of im φ ⊂ P 2 F 2 . None of these points had 0 as their third coordinate. So we know that g := A 2 2 /ω 3 is a function on X µ,H,F 2 which has a zero at all the supersingular points in X µ,H (F 2 6 ). Comparing q-expansions we found two homogeneous polynomials
den . Choose a c ∈ F 2 6 such that c 6 + c 5 + 1 = 0. By looking at the zeros of g we found that, up to relabeling, the points
correspond to the points x 1 , . . . , x 6 of Eq. (14). Define T = (T 3 − 3 − 3)t 1 (T 5 ) where t 1 is as in Proposition 5.3. Then T is as in Proposition 3.4. The matrix of T when seen as acting on S 2 (Γ H , F 2 ) is of rank 39 showing that the dimension of T * (Cot 0 J µ,H,F 2 ) is 39, providing good hope that we can find ω i such that the matrix A of Proposition 3.7 has rank 6.
The following q-expansions define elements in T * (Cot 0 J µ,H,F 2 ) Let q j be a uniformizer at x j such that and write ω 3 = f j dq j and ω
as a function on X µ,H,F 2 , then f j (0) = 0 as we saw earlier, and hence g i does not have a pole at x j and g i (x j ) = f i,j (0)/f j (0). The rank does not change if we scale the q j 'th row by f j (0) so the rank of the matrix A is the same as that of (g i (x j )) 6 i,j=1 . Comparing q-expansions like we did to write g = g num /g den , we again managed to find the function g i explicitly on our model, allowing us to compute
The fact that each column is the square of the previous column is explained by
The determinant of the above matrix is 1, showing that the map
. So we can apply Lemma 3.1 to get the proposition.
of O K dividing l one has that E has split multiplicative reduction and that P has order p n in the component group of the Néron model of E, then
But not all ideas of Oesterlé were generalized by Parent. The main ingredients that are not yet in the literature are the intersection formulas in sections A.5.3 and A.5.4. Note that from the work of Parent it is also possible to deduce a version of A.2 with the weaker bound p < 65 (2d [Parent, 1999, Thm. 1.6] we first have to check whether its conditions are satisfied. This means we first need to prove the following proposition which is similar to Proposition 1.4 of [Parent, 1999] . Remark. The map X 0 (p) → X 0 (1) is unramified at the cusp ∞ and ramified of order p at the cusp 0 see [Mazur, 1977, p. 64] , so one sees that becauseP O K /ℓ lies in a component that is not the identity implies that the pair (Ẽ O K /ℓ , P O K /ℓ ) has to be the cusp 0 of X 0 (p) [Deligne and Rapoport, 1975, VII, §2] . This however is inconsistent with the modular interpretation of the cusps on page 159 of [Mazur, 1977] . The description of the cusps in [Deligne and Rapoport, 1975, VII, §2] shows that moduli interpretation of the unramified cusp of X 0 (p) should be a Néron 1-gon and that of the ramified cusp a Néron p-gon. Luckily this mistake does not affect the main results of [Mazur, 1977] since one can apply the Atkin-Lehner operator W p to swap the cusps 0 and ∞. This mistake also propagated to works that cite Mazur his article, among for example [Kamienny, 1992a,b, Kamienny and Mazur, 1995] , the first author has notified Kamienny and Mazur of this mistake and an erratum is being written.
Proof. Let ℓ be a prime ideal of O K dividing 3 and k be its residue field. We want to rule out all types of reduction except split multiplicative whereP k does not lie in the identity component. The first thing to notice is that p > (3 1/2 + 1)
•Ẽ does not have good reduction at ℓ, because if it has good reduction, theñ E k is an elliptic curve and hence the Hasse bound gives
which clearly contradicts thatẼ(k) has a point of order p > (3 d/2 + 1) 2 .
•Ẽ does not have additive reduction at ℓ. This is because additive reduction means that we have an exact sequence:
where φ is the component group ofẼ k . This means that eitherP k lies in the image of G a (k), in which case p = 3 or p | #φ(k) ≤ 4 , with both possibilities leading to a contradiction with p > (3 1/2 + 1) 2 > 7.
•Ẽ does not have non-split multiplicative reduction at ℓ. This is because this would mean that we have an exact sequencẽ
G m,k is the quadratic twist of the multiplicative group over k. In this case either
with both possibilities leading to a contradiction with p > (3 d/2 + 1) 2 .
• IfẼ has split multiplicative reduction, thenP k cannot lie in the identity component ofẼ k . This is because the identity component is isomorphic to [Merel, 1996, §1] or [Parent, 1999, §3.8] or §4 of the main text. Note that the finiteness of J e 0 (Q) is proved by using the analytic rank 0 implies algebraic rank 0 case of the BSD conjecture as proven in completed by [Bump et al., 1990] or [Murty and Murty, 1991] .
If a, b ∈ Q ∪ {∞} , then we define {a, b} ∈ H 1 (X 0 (p)(C), cusps, Z) to be the element given by a path from a to b in H ∪ Q ∪ {∞}. The element {a, b} is called a modular symbol. If k ∈ Z (p) is a fraction whose denominator is not divisible by p, then define
The element λ(k) only depends on k mod p, hence one can also see λ as a map
The λ(k) where k ranges over Z/pZ are known to generate H 1 (X 0 (p)(C), cusps, Z) and if k ≡ 0 mod p then λ(k) ∈ H 1 (X 0 (p)(C), Z), and hence the element λ(0) = {0, ∞} generates the rank 1 Z-module
∨ , of real vector spaces, given by integration. So the map
ω defines an element e ∈ H 1 (X 0 (p)(C), R) under this isomorphism, which is called the winding element.
Let T be the sub algebra of End H 1 (X 0 (p)(C), Z) generated by the Hecke operators and the Atkin-Lehner involution, then T also acts faithfully on J 0 (p), the Jacobian of gives us the map
Now if x ∈ X 0 (p)(K) is a point where K is a number field of degree d and σ 1 , . . . , σ d : K →Q are the different embeddings, then define
We will also write
A.4. Kamienny's Criterion. The discussion that follows is based on section 4.12 of [Parent, 1999] , who himself says that he is following Oesterlé's unpublished exposition. The main reason for following Parent, is because this allows certain proofs to be skipped and instead just cite Parent. This section is called Kamienny's criterion because the main ideas originate from [Kamienny, 1992a, §3] , although many of Kamienny's arguments have been sharpened to get the needed statement of this section. The following proposition is a slight variation of [Parent, 1999] Proposition A.5. Let d be an integer and p be a prime such that p > (3 d/2 + 1) 2 . If there exists a number field K/Q of degree d, an elliptic curve E/K and a point P ∈ E(K) of prime order p, then the map
Proof. Let K/Q be a number field of degree d, E/K an elliptic curve and 0 = P ∈ E(K) [p] . Consider j resp. j ′ ∈ X 0 (p)(K) to be the points corresponding to (E, P ) resp. (E/ P , E[p]/ P ). By proposition A.4 one sees that j
, hence we can apply [Parent, 1999] [Lemma 4.13] to get the proposition.
The above proposition reduces the proof of Theorem A.2 to checking whether f d is a formal immersion.
Theorem A.6. [Parent, 1999] [Thm 4.18] Let l > 2 be a prime, then the following two statements are equivalent:
(2) T 1 e, . . . , T d e are linearly independent in Te/lTe.
A.5. Intersection numbers of modular symbols. Since we can view X 0 (p)(C) as a smooth oriented real manifold we get an intersection pairing on homology. The intersection pairing • :
It would be convenient to be able to use these pairings to check the linear independence of T 1 e, . . . , T d e in Te/lTe. However while Te ⊂ H 1 (X 0 (p)(C), Q), it is not true that Te ⊂ H 1 (X 0 (p)(C), Z), so checking the linear independence cannot be checked directly with the intersection pairing. The solution, which will be worked out in more detail later, is to chose a Hecke operator I in such a way that Ie ⊆ H 1 (X 0 (p)(C), Z) and use this to write down a linear map I : Te → H 1 (X 0 (p)(C), F l ) after which we can use the intersection pairing to check linear independence.
A.5.1. Action of the Hecke operators on homology. For r > 0 an integer and define σ 1 (r) := d|r,d>0 d. Using this definition one can compute (T r − σ 1 (r)) e as follows.
Lemma A.7. [Merel, 1996, Lemma 2] If p is a prime and r < p a positive integer, then the following equality holds in H 1 (X 0 (p)(C), Q)
Where one should note that our element λ(k) is denoted by ξ(k) in .
Remark. Note that since p > r = ad − bc ≥ ad − (a − 1)(d − 1) ≥ d > c > 0, we see that none of the c and d in the sum are divisible by p. This means that the right hand side actually is an element of H 1 (X 0 (p)(C), Z). Since H 1 (X 0 (p)(C), Z) is torsion free, the equality actually holds in H 1 (X 0 (p)(C), Z), and in particular (T r − σ 1 (r)) e ∈ H 1 (X 0 (p)(C), Z). This is also something that could have been seen directly by noting that the boundary of (T r − σ 1 (r)) {0, ∞} is zero.
A.5.2. The intersection number λ(k) • λ(k ′ ). For p a prime and 1 ≤ k < p an integer let k * be the integer such that 1 ≤ k * < p and kk * ≡ −1 mod p and let C k denote the oriented straight line segment in C from e 2πik/p to e 2πik * /p . Recall that if k ∈ Z/pZ * then λ(k) was defined as {0, 1/k} ∈ H 1 (X 0 (p)(C), Z). The intersection number of λ(k) and λ(k ′ ) can be computed as follows.
Lemma A.8. [Merel, 1996, Lemma 4 .] Let k, k ′ be two integers such that 1 ≤ k < p and 1 ≤ k ′ < p. If k ′ = k and k ′ = k * then λ(k) • λ(k ′ ) equals the intersection number C k ′ • C k and λ(k) • λ(k ′ ) = 0 otherwise.
Where in the element k * is denoted by k * . The fact that λ(k)•λ(k ′ ) = 0 if k ′ = k or k ′ = k * is not mentioned by Merel. But this follows easily from the fact that • is an alternating bilinear form and λ(k) = −λ(k * ). 1 2 (#({k * } ∩ {k x , k x−1 }) − #({k} ∩ {k x , k x−1 })) .
By induction on m, one sees that for all m ≥ 1,
equals the number of integers i ∈ {0, . . . , m} such that k * = k x−i minus the number of integers such that k = k x−i , taking into account that one counts i = 0 and i = m only for half an integer. Now to evaluate S 3 , let us first define U (resp. U ′ , resp. U ′′ ) as the set of pairs ( r and 1 ≤ i < m (resp. i = 0, resp. i = m) where m is the unique integer such that 0 ≤ −a + mb < b. Let u(k) (resp. u ′ (k), resp. u ′′ (k)) be the number of these pairs such that k = k (c−id)/d . This means that
The Putting the formulas for S 1 , S 2 and S 3 together finally finishes the proof.
If one defines v ′ r (i) by the following v then an equivalent form of the above proposition is obtained by using he Möbius inversion formula to remove the sum over the divisors of r.
A.6. Putting it all together. With all these intersection formulas now at our disposal it is time to return to the question of when the morphism 
if r is odd L r − L r/2 if r is even Since I 2 e ∈ H 1 (X 0 (p)(C), Z) we have that I 2 induces a linear map I 2 : Te/lTe → H 1 (X 0 (p)(C), and we get the following addition to A.6. ′ 2d e are linearly independent in H 1 (X 0 (p)(C), F l ), or (3) I 2 e, I 3 e, . . . , I 2d e are linearly independent in H 1 (X 0 (p)(C), F l ).
In the above theorem the statements 2 and 3 are equivalent and they both imply the first. In Oesterlé's notes there is a part where he proved that the linear independence condition 2 of the above theorem always holds if d > 2 and p/ log 4 p ≥ (2d) 6 , giving a proof of Theorem A.2 for d > 36. We skip this part of the argument since a variation of this argument is already in [Parent, 1999, §5] . For the smaller d Oesterlé verified the linear independence 1 using the following proposition.
Proposition A.16. Let d ≥ 1 be an integer, M ≥ 3 an odd integer and l ≥ 3 a prime. Let ε : (Z/MZ) * → 0, 1 be the map such that ε(n) = 0 if n is represented by an integer between 0 and M/2 and 1 otherwise. Let u ∈ (Z/MZ) * and define the matrix R d,u to be the matrix with rows indexed by {1, . . . , d} and columns indexed by (Z/MZ) * and whose (r, a) entry is ε(ra) − ε(ru/a). If the matrix R d,u has rank d modulo l, then L 1 e, . . . , L d e are linearly independent in H 1 (X 0 (p)(C), F l ) for all primes p such that p > 2dM, and pu ≡ 1 mod M.
Proof. The congruence pu ≡ 1 mod M implies that ap(u/a) ≡ 1 mod M and hence u * ≡ u/a mod M where u * is as in Proposition A.14 with c = M. Now
