We completely determine fusion rules for irreducible modules of the charge conjugation orbifold.
Introduction
The charge conjugation orbifold V + L is the orbifold of the lattice vertex operator algebra V L associated to a rank one even lattice L by the automorphism θ given by extending the −1-isometry of L (cf. [KT, Section 6 .1]). The set of all equivalence class of irreducible V + L -modules consists of k + 3 modules derived from irreducible (untwisted) V L -modules (we call them untwisted type modules) and 4 modules from irreducible θ-twisted modules (we call them twisted type modules) (see [DN2] ), where k is the half square length of the generator of L. In this paper we completely determine the fusion rule for the irreducible V + L -modules. The intertwining operators for V L -modules constructed in [DL] give rise to intertwining operators for untwisted type modules. We construct intertwining operators involving twisted type modules by means of the twisted intertwining operators constructed in [FLM] . The fusion rules and explicit forms of intertwining operators for the free bosonic orbifold vertex operator algebra M(1) + determined in [A] play important roles in analyzing intertwining operators for V + L . The vertex operator algebra V + L and its irreducible modules are constructed as follows: Let L = Zα be a rank one even lattice with a Z-bilinear form · , · defined by α, α = 2k for a positive integer k. Set h = C⊗ Z L and extend the Z-bilinear form to a C-bilinear form on h in the canonical way. Letĥ = h ⊗C[t, t −1 ]⊕CK be its affinization with the center K. [FLM] and [D2] ). The automorphism θ acts on M(1)(θ), and the ±1-eigenspaces M(1)(θ) ± become irreducible M(1) + -modules (see [DN1] ). Let T 1 and T 2 be irreducible C[L]-modules on which e α acts 1 and −1 respectively. Then the tensor products V 
where W ′ means the contragredient module of W (see [FHL, HL] ).
We give the correspondence of irreducible V 
It is known that if W 1 and W 2 are irreducible, the restriction map is injective (cf. [DL] , Proposition 11.9). Therefore we then have
We also prove that all irreducible V 
Then the explicit forms of intertwining operators of types
The nonzero fusion rules is provided by constructing nontrivial intertwining operators explicitly. The constructions is separated in two cases; one is the case all modules are of untwisted types, and other is the case some modules are of twisted types.
In the case all modules are of untwisted types, the nontrivial intertwining operators are essentially given in [DL] . [DL] construct a nontrivial intertwining operator Y λµ for
• . The intertwining operator Y λµ gives rise to a nonzero intertwining operator for V
. Then all nonzero intertwining for untwisted type modules are given by restricting Y λµ or Y λ,−µ • θ to irreducible V + L -modules. In the case some modules are of twisted types, we construct nonzero intertwining operators as follows: In [A] , an intertwining operator Y θ for M(1) + of type
• is constructed following [FLM] . As in [DL] , for λ ∈ L • , we give an linear isomorphism ψ λ of T 1 ⊕ T 2 which satisfies e α ψ λ = (−1) α,λ ψ λ e α = ψ λ+α , and definẽ
i, j = 1, 2 which satisfy (−1) λ,α +δ i,j +1 = 1,Ỹ gives rise to an intertwining operator of type
, and all nonzero intertwining operators in this case are given by restrictingỸ to irreducible V + L -modules and by using symmetry of fusion rules (1.1). The organization of this paper is as follows: We recall definitions of modules for a vertex operator algebra and fusion rules in Section 2.1, we review the vertex operator algebras M(1) + and V + L and their irreducible modules in Section 2.2. In Section 2.3 we state the fusion rules for M (1) + , and discuss the contragredient modules for V + L . In Section 3.1, we give the irreducible decompositions of irreducible V + L -modules as M (1) + -modules and prove that the fusion rules for V + L are zero or one. In Section 3.2, we state the main theorem (Theorem 3.4). In Section 3.3 and 3.4, the proof of the main theorem is given. In Section 3.3, we determine the fusion rule N 
Preliminaries
In Section 2.1, we recall the definition of a g-twisted module for a vertex operator algebra and its automorphism g of finite order and that of an intertwining operator following [FLM, FHL, DMZ] and [DLM] . In Section 2.2, we review constructions of vertex operator
and their irreducible modules following [FLM, DL, DN1, DN2] . In Section 2.3, we state the fusion rules for M(1) + obtained in [A] (see Theorem 2.7) and discuss the contragredient modules for V + L . Throughout this paper, N is the set of nonnegative integers and Z + is the set of positive integers.
Modules, intertwining operators and fusion rules
Let (V, Y, 1, ω) be a vertex operator algebra and g an automorphism of V of order T .
Then V is decomposed into the direct sum of eigenspaces for g:
is finite dimensional and for fixed λ ∈ C, M(λ + n/T ) = 0 for sufficiently small integer n, and equipped with a linear map
Therefore by Corollary 2.4, we have an in equality Proof. Let Y be an intertwining operator of type
Since V is simple and M 1 is irreducible, Proposition 2.3 implies that f is nonzero. By Jacobi identity (2.1), we have a commutation
for a ∈ V and n ∈ Z. Hence f is a nonzero V -module homomorphism from M 1 to M 2 .
Since M 1 and M 2 are irreducible, f is in fact isomorphism. Therefore M 1 is isomorphic to M 2 .
Vertex operator algebra V + L and its irreducible modules
We discuss the constructions of vertex operator algebras M(1), V L and their irreducible (twisted) modules following [FLM, DL, D1] and [D2] . We also refer to the vertex operator algebras M(1) + , V + L and irreducible modules for them classified in [DN1, DN2] . Let L be an even lattice of rank 1 with a nondegenerate positive definite Z-bilinear form · , · , and h = C ⊗ Z L. Then h has the nondegenerate symmetric C-bilinear form given by extending the form · , · of L. Let C[h] be the group algebra of h with a basis
−1 ] ⊕ CK be a Lie algebra with the commutation relation given by
⊕ CK is a subalgebra ofĥ, and the group algebra C[h] becomes aĥ + -module by the action ρ(X ⊗ t n )e λ = δ n,0 X, λ e λ and ρ(K)e λ = e λ for λ ∈ h, X ∈ h and n ∈ N.
It is clear that for a subset
where U(· ) means a universal enveloping algebra. Denote the action of X ⊗ t n (X ∈ h, n ∈ Z) on V h by X(n) and set X(z) = n∈Z X(n)z −n−1 for X ∈ h. For λ ∈ h, the vertex operator associated with e λ is defined by
where e λ in the right-hand side means the left multiplication of e λ ∈ C[h] on the group algebra C[h], and z
where
n , and the normal ordering
• is an operation which reorders so that X(n) (X ∈ h, n < 0) and e λ to be placed to the left of X(n) (X ∈ h, n ≥ 0) and
Set L = Zα and α, α = 2k for k ∈ Z + , and
be the orthonormal basis of h and set 1 = 1 ⊗ e 0 and
is a simple vertex operator algebra with central
is a simple vertex operator algebra. If we set
Let θ be a linear isomorphism of V h defined by
and V rα/2k+L for 1 ≤ r ≤ k −1 are irreducible modules (see [DN2] ) and θ induces a V + L -module isomorphism between V λ+L and V −λ+L for λ ∈ L
• . Now we review the construction of θ-twisted V L -modules following [FLM, D2] . Let
Denote the action of X ⊗ t n (X ∈ h, n ∈ 1/2 + Z) on M(1)(θ) by X(n), and set
• a twisted vertex operator associated with e λ ∈ V h is defined by
and extend it to V L • by linearity, where the normal ordering
• is an operation which reorders so that X(n) (X ∈ h, n < 0) to be placed to the left of X(n) (X ∈ h, n > 0). Let c mn ∈ Q be coefficients defined by the formal power series expansion
and set
Let T 1 and T 2 be irreducible C[L]-modules which e α acts as 1 and −1 respectively, and set V
has a θ-twisted M(1)-module structure. Let t i be a basis of T i for i = 1, 2. Then we have a canonical θ-twisted M(1)-module isomorphism
The action of the automorphism θ on M(1)(θ) is defined by
+ -modules and irreducible V + L -modules respectively (see [DN1] and [DN2] resp.).
All irreducible M(1)
+ -modules and all irreducible V + L -modules are classified in [DN1] and [DN2] respectively.
gives all inequivalent irreducible M(1) + -modules.
and V rα/2k+L untwisted type modules, and call V T i ,± L (i = 1, 2) twisted type modules. Here and further we write λ r = rα/2k for r ∈ Z.
Fusion rules for M(1)
+ and contragredient modules for V + L
First we list up the fusion rules for M(1) + determined in [A] . The fusion rules play central 
if and only if the pair (N, L) is one of the following pairs:
(M(1) ± , M(1, µ)) (M(1, µ), M(1) ± ) for µ ∈ h − {0} such that λ, λ = µ, µ , (M(1, µ), M(1, ν)) for µ, ν ∈ h − {0} such that ν, ν = λ ± µ, λ ± µ , (M(1)(θ) ± , M(1)(θ) ± ), (M(1)(θ) ± , M(1)(θ) ∓ ). (iv) If M = M(1)(θ) + , then N L M (1)(θ) + N is 0 or 1,(M(1) ± , M(1)(θ) ± ), (M(1)(θ) ± , M(1) ± ), (M(1, λ), M(1)(θ) ± ), (M(1)(θ) ± , M(1, λ)) for λ ∈ h − {0}. (v) If M = M(1)(θ) − , then N L M (1)(θ) − N is 0 or 1, and N L M (1)(θ) − N = 1 if
and only if the pair (N, L) is one of the following pairs:
Next we discuss the contragredient modules of irreducible V + L -modules. We shall prove the following proposition.
and others are self-dual.
To prove the proposition, we use Zhu's theory (see [Z] ). Let V be a vertex operator algebra. The Zhu's algebra A(V ) associated with V is a quotient space of V by the subspace O(V ) which is spanned by vectors of the form
for homogeneous element a ∈ V and b ∈ V . The product of A(V ) is induced from the bilinear map * : V × V → V which is defined by 
Hence for an irreducible V 
Therefore by Table 1 is valid, we may apply same arguments of the case k = 1 to such irreducible modules. Therefore Table 1 and (2.11) shows that
This proves Proposition 2.8 for k = 1. + . The main theorem is stated in Section 3.2. The rest of sections is devoted to the proof of the theorem and it is divided into two cases; one is the case that all modules are untwisted types (Section 3.3) and the other is the case that some irreducible module is twisted type (Section 3.4).
Irreducible decompositions of irreducible V
+ L -modules as M (1) + -modules
has an irreducible decompositions for M(1) + :
For a nonzero λ ∈ h, we consider the subspace (M(1)
commutes the action of θ, the subspaces (M(1)
are M(1) + -submodules. In fact we have the following proposition.
Proof. Define a linear map φ λ by
for u ∈ M(1) + and v ∈ M(1) − . Then the linear map φ λ is an injective M(1) + -module homomorphism. Since M(1, λ) is irreducible for M(1) + , the homomorphism is in fact an isomorphism. Hence M(1)
as M(1) + -module. We can also prove that M(1) 
3)
already given by (3.1) and (2.8) respectively. We see that
−mα ))).
Hence Lemma 3.1 shows that these direct sum decompositions give irreducible decompositions of V 
Then it suffices to prove that the right-hand side of (3.7) is at most one for some M(1)
3)-(3.5), we can take N to be isomorphic to M(1, λ) for some λ ∈ L • . Then by Theorem 2.7 (i) and (ii), the fusion rule for M(1)
is one if and only if M i is isomorphic to M(1, λ). Since the multiplicity of M(1, λ) in the irreducible decomposition of W 3 is at most one, we see that the right-hand side of (3.7) is zero or one.
(ii)
• , then by Theorem 2.7 (iii), we see that the fusion rule for M(1) + of type
is one if and only if
, then by taking λ = α/2, we see that the right-hand side of (3.7) is zero unless W 3 is
So these cases and the cases W 2 = V ± L reduce to the case (i) by means of Proposition 2.2. Therefore to prove (1) in the case W 1 = V ± α/2+L , it is enough to consider the case W 2 = V λr+L for some 1 ≤ r ≤ k − 1. Then by taking λ = λ r , we see that the right-hand side of (3.7) is zero unless W 3 is V λ k−r +L . By Corollary 2.4 and Proposition 2.8, the fusion rules of types
respectively. Hence we have to show that the right-hand side of (3.7) is at most one
We take M = M(1, λ r ) and N = M(1, λ k−r ). Since by Theorem 2.7 the fusion rule for M(1) + of type (3.5) shows that the the right-hand side of (3.7) is at most one.
(iii) W 1 = V λr+L case for 1 ≤ r ≤ k − 1: By Proposition 2.2 and results of (i) and (ii), to prove (1) in the case, it is sufficient to consider the case W 2 = V λs+L for 1 ≤ s ≤ k − 1.
Then we can take M = M(1, λ r ) and N = M(1, λ s ). Hence by Theorem 2.7 (iii), we see that the fusion rule for M(1) + of type
is one if and only if M i is isomorphic to
Hence by (3.3)-(3.5), we see that the right-hand side of (3.7) is zero or one.
Main Theorem
Here we give the main theorem. The proof is given in Section 3.3 and 3.4: 
, V λr+L ) for 1 ≤ r ≤ k − 1 and r is odd.
Since (1) 
Fusion rules for untwisted type modules
We construct nonzero intertwining operators for untwisted type modules. For this purpose, we review intertwining operators for V L following [DL] .
Let λ, µ ∈ L
• . An intertwining operator of type
is constructed as follows: As shown in Chapter 8 of [FLM] , the operator Y
• satisfies Jacobi identity and
Then the operator Y r,s gives a nonzero intertwining operator for V L of type
Proposition 3.5. Fusion rules of the following types are nonzero;
Next we show that fusion rules of types Finally we show that fusion rule of type
is an irreducible V L -module for any r ∈ Z, Corollary 2.4 shows that Y k,r (u, z)v is nonzero for any nonzero u ∈ V α/2+L and nonzero v ∈ V λr+L . Hence (Y k,−r • θ)(u, z)v is also nonzero for any nonzero u ∈ V α/2+L and nonzero v ∈ V λr+L . Therefore Y k,−r • θ gives nonzero intertwining operators of types
Next we show that for untwisted type modules W i (i = 1, 2, 3), if the fusion rule
W 1 W 2 is nonzero, then the type
is given from types in Proposition 3.5 by using Proposition 2.3. For this it suffices to prove the following proposition. 
Proof. Lemma 2.5 proves the proposition in the case (i).
Next we consider the cases (ii) except the pair (V 
It remains to prove the proposition in the cases (W
) of (ii). We prove that the fusion rule of type
is zero. The case of type
can be also proved in the similar way.
Proposition 3.1. Let Y be an intertwining operator of type
. By Theorem
+ -module isomorphism defined in (3.2). For simplicity,
. Since the dimension of
is one and the corresponding intertwining operator is given by a scalar multiple of the vertex operator
Take u = h(−1)1 and v = e α/2 + e −α/2 , then we havẽ
), (3.9)
), (3.10)
where we denote ( h(−1)1)(n) byh(n) for n ∈ Z. By direct culculations, we see that
), (3.11) 12) where
Then by Jacobi identity, we have a commutation relation
for m, n ∈ Z. Hence (3.9) and (3.11) imply thatF (k − 1)(e α/2 + e −α/2 ) = 0 (take m = k − 1, n = 0 in (3.13)). On the other hand, by (3.10) and (3.12) we have
), (take m = k, n = −1 in (3.13)). Therefore d = 0. This implies that Y(h(−1)1, z)(e α/2 + e −α/2 ) = 0, and then Lemma 2.3 shows Y = 0. Thus the fusion rule of type
is zero.
Consequently, by Proposition 2.2, Proposition 3.6, Proposition 2.8, Proposition 3.5
and Proposition 3.3, we can determine fusion rules for untwisted type modules. 
Fusion rules involving twisted type modules
We denote the set of all quasi-admissible triples by Q L . For a quasi-admissible triple
As shown in Chapter 9 of [FLM] the operator Y θ satisfies twisted Jacobi identity and
Proof. Since e α • ψ = −ψ • e α , we have e mα • ψ r = (−1) mr ψ r • e mα for m, r ∈ Z.
This proves (1). Then (2) follows from (3.14), (3.15) and (1).
We note that for every quasi-admissible triple (λ, i, j) ∈ Q L , ψ λ (T i ) = T j . Thus we have Proposition 3.10. Let (λ, i, j) ∈ Q L be an admissible triple. The restriction ofỸ to
Now we have some nonzero intertwining operators by restrictingỸ to irreducible V + Lmodules.
Proposition 3.11. Fusion rules of following types are nonzero;
Proof. By Lemma 3.8 and Proposition 3.10, we see thatỸ gives nonzero intertwining operator of types
Next we shows that fusion rules of types in (ii) and (iii) are nonzero. By Lemma 3.8 and Corollary 2.4,
Thus by Proposition 3.10, we see that Y give nonzero intertwining operators of types
By the definition of ψ λ (λ ∈ L • ), we have
This proves thatỸ gives nonzero intertwining operators of types indicated in (ii) and (iii) of the proposition; for instance, for
{z}. ThusỸ gives a nonzero intertwining operator of type
We shall show the following proposition. The proof is given after Proposition 3.13.
Proposition 3.12.
(1) For i, j ∈ {1, 2}, the fusion rules of types
(2) For 1 ≤ r ≤ k − 1 and i, j ∈ {1, 2}, the fusion rules of types
(3) For i, j ∈ {1, 2}, the fusion rules of types
To prove Proposition 3.12, we first show the following proposition.
Proposition 3.13. Let W be an irreducible V + L -module and suppose that W contains an M(1)
quasi-admissible triple, then fusion rules of types
Proof. Let W be an irreducible V + L -module, and suppose that W contains an M(1)
for i, j ∈ {1, 2} and ǫ ∈ {±}.
We shall prove that Y = 0 if (−1) α,λ +δ i,j +1 = 1.
gives an intertwining operator for M(1)
Then Y is an intertwining operator for M(1) + of type for a sufficiently large integer M. On the other hand, since Y is an intertwining operator
, Jacobi identity (2.1) shows that
for a sufficiently large integer M. Therefore by (3.19) and (3.20), if (−1) α,λ +δ i,j +1 = 1,
and a sufficiently large integer M. Since there is an integer n 0
such that E n 0 u = 0 and E n u = 0 for all n > n 0 , by multiplying z n 0 1 and taking Res z 1 on both side of (3.20), we have z M 2 Y(f (e λ ), z 2 )E n 0 u = 0. Hence Lemma 2.3 implies that Y = 0. Now we prove Proposition 3.12.
Proof of Proposition 3.12. By the irreducible decompositions (3.3)-(3.5), we see that
Hence Proposition 3.12 follows from Proposition 3.13.
Proposition 3.14.
(1) For i ∈ {1, 2}, fusion rules of types
(2) Fusion rules of types
± respectively and the fusion rules of types
are zero by Theorem 2.7 (i) and (ii), (1) follows from Corollary 2.4.
Next we prove that the fusion rules of types
can be also proved in the similar way. By Proposition 3.11 (iii), for i ∈ {1, 2} and ǫ ∈ {±}, there exists ǫ ′ ∈ {±} such that the fusion rule of type
is nonzero. Let {τ, ǫ ′ } = {±}. Then we have to prove that the fusion rule of type
is zero. To show this, we prove that the canonical projection
is injective, where p ± are the canonical projection from V 
. Thus by Lemma 3.8 (2), we see that Now the following proposition follows from Proposition 2.2, Proposition 3.3, Proposition 3.11, Proposition 3.12 and Proposition 3.14. 
, V λr+L ) for 1 ≤ r ≤ k − 1 and r is even,
(ii) W 1 = (V 
, V λr+L ) for 1 ≤ r ≤ k − 1 and r is odd. 
Consequently Theorem 3.4 follows from Proposition 2.2, Proposition 3.7 and Proposition 3.15.
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