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Une généralisation du théorème tauberien de Wiener. 
Par S . MANDELBROJT et S . AGMON à Pa r i s . 
1. Nous désignons par L la classe de toutes les fonctions K(x), mesti-
00 
rabies sur (— et telles que | |I<(x)\dx < Nous désignons par 
- 00 
g(u)=-S(K) la transformée de Fourier de K: 
00 
g (m) = -¡7=L- I K(x)e-'«*dx. 
\i 2'ji .1 
-00 
L'ensemble des racines de g(u)<= 0 sera désigné par £2 (AT). E étant un 
ensemble linéaire fermé quelconque, nous désignerons par E, la frontière 
de E, c'est-à-dire l'ensemble de tous les points non intérieurs de E. Nous 
désignerons enfin par B la classe de toutes les fonctions mesurables et 
bornées sur (—<*>,<«). 
2, Le théorème tauberien général de N. W I E N E R est bien connu : 
T H É O R È M E W , . Si la relation 
co 00 
(1) Itm I KB(y—x)h(x)dx = A I K0(x)dx 
il — o c J so - co 
a lieu pour une fonction K{)£L avec Q (K0) vide, et une fonction hÇB, la relation 
co 00 
(2) lim I K(y — x) h (x) dx-=A\ K(x)dx 
I ¡ <xj J 
- co -00 
a lieu pour toute fonction K£L. 
Par contre si S2(K0) n'est pas vide il existe une fonction h de B et 
une fonction K de L telles que (1) ait lieu sans que ( 2 ) ait lieu. W I E N E R 
a démontré que le théorème résulte du théorème suivant : 
T h é o r è m e W,,. Soit {£„} une suite partout dense sur (—«•-, et soit 
K0£L avec £î(K„) vide. Soit K£L. A tout e > 0 correspondent un entier N et 
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des constantes auait... ax tels que 
00 
(3) ( ! K(x) - V a,. KH(x - ¿„) I dx < c. 
- 00 
Nous lions posons le problème général suivant: la fonction KU£L étant 
donnée, déterminer le sous-espace n(IQ de L, tel que pour louie fonction 
K da n(K0) une inégalité de la forme (3) ait lieu pour tout e > 0 . On voit 
immédiatement qu'une condition nécessaire pour que K€n(IQ est que 
(4) ii(K) D S2(IQ. 
Cette condition, est-elle aussi suffisante pour que Nous n'avons 
pu le démontrer qu'en ajoutant une hypothèse portant, soit sur £i (K), soit 
sur la croissance de K (pour ne citer qu'un c is particulier d'un théotème 
plus général : la réponse est affirmative si xK(x)^L) 
Il résulte de la méthode générale de F . RIESZ qu'une condition néces-
saire et suffisante pour que (3) ait lieu pour tout s > 0 est que le système 
infini d'équations 
00 oc 
ÎA-(x)rA,(jc)i/jc = l, \KQ{x-ïn)<fn{x)dx = 0 (/zkrl) 
- 00 - 00 
n'ait pas de solution y ^ B . 
La suite {§„) étant partout dense sur (—co, œ), on voit ainsi qu'une con-
dition nécessaire et suffisante pour que K€JI(K0) e s t toute fonction 
%Ç.B vérifiant l'équation 
OC 
(5) ¡<r0(x)Ka(y-~x)dx = 0 
- 00 




3. A la fonction cpÇB faisons correspondre, avec CARLEMAN1), les fonc-
tions suivantes 
o 
F+(z) = \<f.(t)e-n-dt, l(z)>0 
œ 
F (z) = —\cf (t)e "> dt, I(z) < 0 
ù 
respectivement holomorphes dans le demi-plan supérieur et demi-plan inférieur. 
D'après un théorème de CARLEMAN, si <p€B est une solution de (6) (KÇ.L), 
les fonctions F+(z) et F"(z), définies par (7) sont aussi régulières en tout 
1) T. CAKLHMAN, Intégrale de Fourier et questions qui s'y rattachent (Uppsalc, 1944). 
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point qui n'appartient pas à Q(K), et chacune d'elles constitue le prolonge-
ment analytique de l'autre à travers tout segment ne contenant pas de points 
de Si{K). 
Nous allons maintenant démontrer le lemme suivant: 




Si Q(K0) contient un intervalle (a, §), chacune des fonctions F+, F~ définies 
par (7) à partir de la fonction <f donnée,par (8) (cette fonction est continue 
et cp ^B) est le prolongement analytique de l'autre à travers (a, §). 
La fonction continue J(x) définie par: -/(JC) = 1 — |A"| pour |X|Ï=.1, J(x)—0 
i 
pour |x | J , est la transformée de Fourierde <)(x) où À(2X)=(2TT,) " (sin x)2/x3. 
La fonction Jtl(x) = J[(x — £)//] où i = (a + p)/2, • l = ( ) — a)/2, est par 
conséquent, la transformée de Fourier de ô0 x) = le^'dQx). 
Or on a 
oc oo os 
1 r<r(t)ôo(x-t)dt^—}— \ô0(x-t)dt (Vo(u)K{t-u)du = 
\2JX J ] 2 N . 
/ q \ - 0 0 - 00 00 
00 00 00 
= j %(u)duj â0(x — t)K(t—u)dt= | (f0(u) K* [x — u)du 
- 00 - oc - 00 
où K* est le produit symbolique ("faltung") de âu et K. Comme g'"(u) = 
= S(Kf)=^g(u) 4 , (a), où g(u) = S([<), on voit que g \u)—0, donc K'(x)niO, 
et (9) nous permet d'écrire 
00 
- ai 
Comme J 0 (u ) ne s'annule pas dans (a, §) le résultat énoncé résulte immé-
diatement du théorème cité de C A R L E M A N . 4. Nous pouvons maintenant démontrer le théorème suivant : 
T h é o r è m e 1. Soient cpu£B, K0dL, K<zL, cp0 et Ku étant liés par (5). 
Supposons que (4) ait lieu. La fonction <p définie par (8) satisfait alors aussi 
¿1 l'équation (8), appartient à B et est continue; et la fonction définie par 
q 
(10) F(z) = \<r(t)e-"dt, I(z)> 0, 
- 00 
est holomorphe dans tout le plan excepté un ensemble qui est un sous-
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ensemble parfait de l'ensemble 
(11) I(KH,K)--S).f{lQnilf{K).«~) 
La fonction F peut aussi être définie par 
(12) F(z) — — I (p(t)e~"'dt, I(z) < 0. 
o 
L'affirmation concernant </> est évidente. Il résulte alors du théo-
rème de CARLIÎMAN cité et du lemme I que -ï c l(l{0, K), la fonction F 
étant uniforme. Il nous reste à démontrer que l'ensemble .2 est parfait. Comme 
cet ensemble est fermé il faut démontrer qu'il ne contient pas de points 
isolés. Posons M — borne |</>(x)j. Il résulte de (10) et (12) que pour \y\ > 0 : 
(13) \F(x + ly)\£-
Supposons, contrairement à notre affirmation, qu'il existe un point isolé 
£ de Il résulte alors de (13) que S, est un pôle simple. Soit / O > 0 tel que 
l'intervalle \x—£| /0 ne contienne d'autres points de .2 que soit 
0 <l<l0 et soit a le résidu de On a pour a > 0 : 
|K ¡il 00 
J J № + ict)—F(x -/«)]</*=J dx [r/>(t)e-*l e-V" dt = 
g-I S-l -oo 
00 5+i oo 
= j f ( t ) e - < l ' d t j j J ^ ~ ^ e - i u d x = i y 2 ^ j e ' a V ^ ( t ) e ~ ' ^ â ( l t ) d t . 
-00 -00 
Comme rp(t)ô(lt)£L, on peut écrire 
ta 
(14) l i m j rp(t)e-^<ô(lt)dt. 
i-l 00 
Mais, en écrivant F(z) =a(z—'¿)~1 + G(z), on sait que G(z) est holQmorphe 
pour \x—1| -=¿1 On a donc 
i j w m « - S 
(15) -
2ai C dx . 
Y2 a J 1 + 
- c d 
En tenant compte de de (8) et du fait que ££Î2(AT), c'est-à-dire 
00 
I â(lu) e-w K(t-u)dt=â(lu)e it»g(g) = 0 (g=S(K)), 
2) C'est-à-dire que I(K0,K) est l'intersection des ensembles ilf (Kn) et Sif (K). Cet 
'ensemble est donc fermé, partout non-dense. 
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on obtient : 
00 00 00 
/ ! vfîe-'i'âavdt^l [e -f ô{lt) dt ( K(t-u)%(u)du = 
(16) •' J V / -00 -00 -00 
00 co to oo 
-M - ÇO -00 -00 Il résulte alors de (15) et (16) que 00 00 
1' | a I M l J" dII j' | ô (lt ) - (fil u) \ IK(t - II) \ d t = 
- 00 - 00 
00 00 
= M j I K(t) ! dtj | ô(y+lt)- â(y)\dy, 0 </</„. 
- 0 0 - 0 0 
En faisant tendre / vers zéro, on obtient a = 0, ce qui prouve que £ n'appar-
tient pas à 2 et notre théorème est démontré. 
Comme un ensemble parfait dénombrable est vide, il résulte du théo-
rème I que si (4) a lieu et si I(K,K) est dénombrable, F(z) est une fonction 
entière, et d'après (13) F(z) = 0, c'est-à-dire <p(;t)=0. On a ainsi le théo-
rème suivant : 
T h é o r è m e II. Si À"0£ L, KÇL, si (4) a lieu et si ïensemble I(K(I, K) 
défini par (11) est dénombrable, la fonction K appartient à n(K0). Donc chaque 
solution <p„ de (5) est aussi une solution de (6) ; (3) est satisfait pour chaque 
£ > 0 ; et si pour une fonction hkB on a (1) on a aussi (2) (généralisation 
du théorème tauberien de Wiener). 
5. Le théorème précédent peut être généralisé de la manière suivante : 
T h é o r è m e III. Les conclusions du théorème II subsistent si, en con-
servant les autres hypothèses de ce théorème, l'hypothèse aue I(K0, K) est 
dénombrable est remplacée par la suivante : Il existe un ensemble ouvert O 
contenant &(K0), sauf peut-être un sous-ensemble dénombrable de &(K0\ et 
possédant les propriétés suivantes : 
a) à tout point § 6 0 on peut faire correspondre un a > 0 tel que 
g(u) — S(K) soit absolument continue sur \u — 'î\:<a. 
b) on a 
ê+œ 
(17) J V ( i / ) | 2 r f « < ~ 
s-'« 
[de a) il résulte que g'(u) existe p .p . dans \tx — S|sS«]. 
Les conditions a) et b) sont satisfaites si, par exemple, g est loca-
lement lipschitzienne d'ordre un, donc si g'(u) est une fonction continue et, 
en particulier, si xK(x)€L. 
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Pour la démonstration du théorème remarquons (nous conservons les 
notations de la démonstration du théorème II ) que F{z) est holomorphe en 
dehors de l'ensemble & ( / Q Nous démontrerons que cette fonction est aussi 
régulière en tout point de 0 , elle ne pourrait donc être singulière qu'en un 
ensemble dénombrable, et la conclusion du théoièmc III résultera, comme 
celle du théorème II, du théorème I. 
Si donc § et « sont définis comme dans l'énoncé, définissons wa{u) de 
la manière suivante: ы„{и)— I pour \u—a/2, ю„(н) = 0 pour |»— 
<o„(u) est linéaire pour a/2 й \ u — Й a . ««(«) ebt la transformée de Fottrier 
d'une fonction Pa{x) appartenant à L. Posons gu(u)—g(ii)(o„(ii). g«(u) est 
la transformée de Fourier de la fonction 
00 




(19) <fa(x) = icro(t)Ka(x-t)dt. 
-ОЭ 
La fonction ga(u) satisfait aussi aux conditions a) et b) et l'on a ga(u)= 0 
pour |и—Çl ' ^a . Désignons par i2„ la partie de Й(А'„) située dans \ u — | | s ; a et 
soit M(£2a) sa mesure. Quel que soit E > 0, on peut couvrir £2a par un nombre 
fini, n, d'intervalles [af, # ] (/ = 1 n) : 
| — a . ^ « ! < Д < a2 . . . < < /3, < . . . sS § + a, 
tt 
dont les extrémités appartiennent à ii„ et tels que ">) < + 
î 
Posons ¡S0 = i—a, « „ + ) = £ + « et soit g«,t(fl) la fonction définie de la 
manière suivante: ga,e{u)=0 pour \ u — g „ c ( u ) = 0 pour feutrai*.i 
(/ = 0 , . . . , n), gcc,A")=g«(") P o u r aisSMÏS/>', ( / = 1 , 2 , . . .,n). La fonction 
ga,t{u) possède une dérivée p p., égale à g'a(u) p .p . dins les intervalles 
,fti) et égale à zéro ailleurs. Comme, d'autre part, ga(u) = 0 p .p . dans 
S2a, on voit que ¿f^ f (") =r 0 seulement sur un ensemble Es donbla mesure 
ne dépasse pas E. D'ailleurs ga,e{u) ne diffère, elle-même, dCzero que sur 
un ensemble de mesure non supérieure à E. Cette fonction est la transformée 
de Fourier de la fonction 
00 ; tfi 
(20) Ka,c(x) = -^[g„.r(u)elurdu = T L r Ig«, t (u)e u* du. 
| 2 n .1 I ¿71 .1 
-oo £-« 
En intégrant cette intégrale par parties on obtieni (car £«,*(£ + «) = 0 ) : 
Î + « 
Ka. с (x) = -]rL ( g'fL ,(и) é«' dx. 
'2 nx J 
¡-a 
Et, en utilisant l'inégalité de Schwartz et l'égalité de Parseval, on a 












dx\ = I ^ . W r f " ! 
! lh 
I g'a(")*du\ . 
lie 
La même inégalité est valable pour | \ K a > r ( x ) \ d x , et l'on a aussi \K«,C(X)\^EH 
- 00 
où H= (2n)"'/2 Max\g(u)\. Il en résulte que 
(21) lim I* |K l u l (x ) \dx=^0 . ii i o 
Or il résulte du théorème II et de la manière même dont la fonction ga,c(u) 
a été définie que 
00 , 00 
<Pa (X) = J % (X -t)Ka(t)dt = \ <p0 ( X - Î ) Ka,e(t)dt. 
- 0 0 -00 





Comme la transformée de Fourier de K(x) — Ka(x) est nulle pour |u — 1 | < — , 
on voit d'après le lemme I que la fonction F(z) est holomorphe dans cet 
intervalle, d'où le résultat cherché. 
6. Démontrons maintenant les lemrnes suivants : 
L e m m e II. Soit KiL, et posons 
(22) 
1 
On a G£L, xG{x)£L et, en posant pour N> 0: 
00 
(23) Ky (:x) = N j K(t) G[N{x — t)]dt; 
- CO 
on a pour cpx£B: 0 
00 00 
lim --Lr-1 ( P l ( x ) K x ( x ) d x = [ <pi(x)K(x)dx. 
3f=oo ]'2/t J J 
i 
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Le 111 m e III. Soit P> 0. Il existe une constante C (ne dépendant que 
de P et K) telle que, quelle que soit la fonction positive mesurable v4(x) 
avec / l ( x ) ¿ | x j / r , oh T>P, A(x)<A ( — ^ <x on ait: 
oo T 00 X 
(24) \\K(u)\dn+\\K{u)\duy 
- oo () ,r — oo 
La démonstration du lemme II est immédiate; quant au leitime III, on a, 
«n désignant le premier membre de (24) par Bu) 
00 00 -'/' 00 
B„ ;Nj\I<(ii)\ L ' A ( x ) | G [ J V ( X — M ) ] , ' Í / X Í / " Ci[\\K\duf \K\du) + 
- 00 
r 
C, ̂ - j | tf(«)| 11G[Af(x—w)]x|dxdu-j, C i | \\K\du+^\K\diï\-\-
—V —oo —oo r 
T r — T oo T 
^J \K{n)u\du+Çjr\\K(u)\du&c[\+j\K\du+ XT\\K(ii,u\du}. 
—r 
Il suffit d'intégrer par parties la dernière intégrale dans le dernier membre 
pour avoir le résutiat cherché. 
7. E étant un ensemble situé sur la droite et / étant un intervalle, 
partageons I en n parties égales, et désignons par fi„(E,I) la longueur totale de 
«eux de ces intervalles qui contiennent des points de E D I . Quelque soit « < 1, 
il existe un ensemble parfait E tel que pour tout I, \im[in(E,I)na~0. Ainsi 
oo H=00 
•l'ensemble composé de tousles points x = ^Cv/q" où qiz3 est un entier, 
et où les cv prennent de toutes les manières possibles, k valeurs entières 
positives: « 1 < « a . . .<ak<q, est un ensemble parfait avec ¡iqm(E,l) = 
(ç"")"î5f7-1 pour tout intervalle I contenant [0, 1]; autrement dit 
on a litn n„(E, l)n"=0 pour tout « < \ — \ogk/logq. L'exemple de CANTOR 
correspond au cas q = 3, k = 2. 
T h é o r è m e IV. Soient K0£L, K£L. Supposons que la condition (A) est 
satisfaite. Désignons par Ix f intervalle |x| ^ N, et posons K), 7V). 
Si pour chaque N>0 on a 
n 00 —ft* 
(25) lim fiir J 'dx( J |K(u) | du + J | K(u)\ du) = 0 
»1=00 o .f —oo 
les conclusions du théorème II subsistent. 
~r 00 
Ainsi, si lim /ti«/j« = 0, il suffit que \+\\K(u)\du=0(xt>) (0<x—>-) 
»»=- 00 - 00 x 
,avec ¿¡^.a— 1 pour que (25) soit satisfait. 
Généralisation du théorème tauberieu. 175 
Soit, pour N>0, KN la fonction définie par (23) et posons EX—I(K„, K) n IN. 
On a ES — I(K0,KX). Partageons / v en n parties égales, désignons par y!,V) 
l'ensemble de ces intervalles partiels qui contiennent des points de Ex, et 
soient itL< «2 < . . . « , les abscisses des extrémités et des milieux des inter-
valles de Ji'}. Soit p„ le nombre d'intervalles de /¡/V). 11 est clair que q^,3pn. 
Posons 
4 , Au) = 2 ^ N ( u - u ) 
la fonction A étant définie comme dans le n° 3. 11 est clair que .v(«) = 1 
pour u appartenant à un intervalle de J\p, J l l A r ( « ) = 0 lorsque u est à une 
distance non inférieure à N/n d'un tel intervalle, et <4,,.v(") est une fonction 
linéaire ailleurs, Soit gx(u) la transformée de Fourier de K x , et posons 
3= 1 ( N + 
+ J 
m y - -, 
<26) 
Or le premier membre de l'accolade est la transformée de Fourier de V ' 00 
= -£= [¡<x(x-y) e'»,* ô f f f l û f y - —gx(iij) e'V <>'№) = 
n\ ¿n.) V n ) n { n ) 
n] 2nJ 
N (x-y) -d N KAy) dy, 
et le second membre de cette accolade est la transformée de Fourier de 
<27) Rx^ e'V <*(T*J' 
Mais, d'après la définition de Uj, il existe un point u] tel que 
.avec = 0. Par conséquent: 
00 
\gx («,) HI g» (U,) - gy («;) I sa f | K, (x) (e* «, * - e-«',» ) | dx 
2 N 
Comme j e - 'V—e - i u ' , x \ ¡¿{(tij—iQx|sS 2N |x| et ' g - 'V — e~i'l'Jv[si2 on voit, 
d'après le lemme III, avec A(x) = \e~-"','—e-i"'i!e\l2(N+l), T = n que 
\gx(u,)\&CB(n), où l'on a posé 
T 00 —i 
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Il résulte donc de (27) que 
00 
(28) ï Rx„lJxydx: -,QB(n). 
00 
00 
Il résulte aussi de (26) et du leninie 111 avec /i(x) = « j rf ~ x J — <5(j/) dy, 
oii a est une constante convenablement choisie, que 
(29) 
. . K 
— 00 — 00 — 00 
00 00 
dy dx--
dydx -.', CsB(n). 
Ainsi G.v,„(H) est la transformée de Fourier d'une fonction KXi„(x) telle que 
00 N —X 00 
, Il KXl.(x)\dx^Ciq„B(n) C:,pnB{n) = \dx(j\K\du +j\K\du). 
J -00 Ô — 00 i 
Il résulte donc de nos hypothèses que 
00 
(30) • lim f |yV i . (3c) | r fx=0. 
n=ooJ 
00 
La fonction Ol,„(u)=S.\(u)-~0NiU(u) (où gN(u) = S(KN)) s'annule dans un 
ensemble d'intervalles qui, dans leur réunion, contiennent I(K0,Ky). Si 
K*\,ÀX) désigne la fonction dont 0*Ni„ est la transformée de Fourier, l'ensemble 
ne contient que des points isolés, et d'après le théorème II 
00 
J^v.n (У~ x)<f-0(x)dx=0. 
— 00 
La relation ^30) fournit alors 
00 
J Ky(y—$r,(x)dx = 0, 
— 00 
et le letnme II permet alors d'écrire 
00 
J K(y—x)cp0(x)dx = 0. 
(Reçu le 24 septembre 1949) 
