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ABSTRACT 
This thesis is primarily concerned with the solution 
of the long-term scheduling problem for mixed hydro-thermal 
systems such as that of the former New Zealand Electricity 
Department {NZED - now the Electricity Division of the 
Ministry of Energy). 
Chapters 2 to 6 describe our model for the solution 
of the deterministic version of this problem. This model, 
an adaptation of the Electricite de France (EDF) models 
outlined in Appendix A, involves the use of "energy prices" 
(Lagrange multipliers) to decompose the problem into 
manageable sub-problems. Our model differs from that of 
the EDF in the following ways. Firstly, instead of 
dealing with aggregate national loads, it is a multi-load 
model in which losses and restrictions in the transmission 
system are e~plic~tly modelled. Secondly, we have 
adopted a more flexible scheme to ensure that short-term 
requirements are met. In particular we have developed 
a new approach to the scheduling of river chains in the 
short-term. Thirdly, we have generalised their approach 
so as to handle more realistic (non-convex) cost {and loss) 
functions. Finally, the nature of the .NZED system (and 
of our model) has required the adoption of a more 
sophisticated approach to the adjustment of the "prices". 
Chapter 7 describes the application of this approach to 
the NZED system. 
Chapter 8 uses some recent results on the optimal 
recourse problem to generalise this model into a stochastic 
framework. Chapter 9 uses this abstract stochastic 
xx 
model to analyse some earlier approaches and to suggest a 
new method for the solution of realistic stochastic 
scheduling problems. 
Finally, Chapter 10 shows how the prices developed 
in the solution of the scheduling problem may be used in 
other contexts. In particular, a simple adaptation 
allows the "optimal tariff problem" to be solved exactly. 
CHAPTER 1 
INTRODUCTION 
1.1 THE POWER SYSTEM 
1.1.1 Introduction 
Electricity plays a central role in all modern 
industrial societies. Over the years electric utilities 
have built up large complex systems to produce electrical 
energy and distribute it to consumers. 
1 
Figure (1-1) illustrates the arrangement of an idealised 
(mixed hydro-thermal) system. Energy enters the system 
in a variety of forms. One important source of energy 
is the chemical potential energy locked up in fuels such 
as oil or coal. This energy is converted into electrical 
energy in conventional thermal power stations. Another 
important source is the gravitational potential energy of 
water which has been lifted to some elevation above sea 
level by the mechanisms of evaporation and precipitation. 
This potential may be converted to electrical energy in 
hydro-electric (hydro) plants. This form of potential 
energy is highly desirable in that it can easily be 
stored for future use in natural or artificial reservoirs. 
Other sources of energy include nuclear fission, geothermal 
. steam, tidal variations and, potentially, solar radiation 
and wind. The electrical energy, once produced, is 
distributed through a network of high voltage alternating 
current (AC) or direct current (DC), transmission lines, 
broken down to lower voltages, then further distributed to 
2 
Losses 
Storage from 
past 
Fu 1 
al 
gen at ion 
TRANSMISSION 
Reservoir 
releases 
NETWORK 
FIGURE (1-]): Idealised power system. 
Storage for 
future 
Stearn, 
tides 
etc. 
other 
gener ion 
the individual consumers. Some energy is lost at each 
stage due to the inherent inefficiency of the equipment 
used while the remainder passes out of the system at the 
point of consumption. Costs are incurred by the purchase 
and maintenance of equipment, the administration and 
operation of the system and the purchase of fuel. 
3 
This study is primarily concerned with the system 
operated by" the (former) New Zealand Electricity Department 
(NZED) (now the Electricity Division of the newly formed 
Ministry of Energy) . The next sub-section is devoted to 
a description of this particular system. 
1.1. 2 The New Zealand Electricity System 
In New Zealand the NZED is responsible for most 
(about 98%) of the electricity produced. The balance is 
produced by small plants operated by various local 
authorities or industries and sold to the national system. 
Only one of these plants (Waipori, near Dunedin) is at all 
significant. A simplified version of the system is shown 
in Figure (1-2). Figure ( 3) shows details of the more 
complex hydro-electric schemes while Figure (1-4) shows 
the relative importance of the various generation and 
load areas. One significant feature of this system is 
the direct current (DC) link between the North and South 
Islands. This limited capacity link serves to transfer 
energy produced by hydro plants in the South Island to 
the more populous North Island. We have developed a 
multi-load model partly in order to model this link. 
We further note the sparse nature of the whole 
4 
NORTH ISLAND 
SouttH iSLAND 
KEY 
8. Thermal station 
J) Geothermal station 
Hydro systems 
(with long-term storage) 
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~DC link 
uff (aluminium smelter) 
FIGURE (1-2): NZED system (as at 1/1/79) . 
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FIGURE(l-~): Hydro sub-systems 
(as at 1/1/79) 
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FIGURE (1-4): Regional energy balances 
(in year ended 31/3/77. 
[ 46].) 
other 
Auck 
land 
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(Napier) 
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\ , 
\ 
\ 
\ Other 
\ 
\ 
\ 
, Chris-
, churc 
city 
for NZED system 
E~ources [ 43 ] and 
network and the distance of most major generating 
plants from major load centres. Thus losses (averaging 
about 6% over the whole system) and capacity restrictions 
impose significant limitations on the spatial distribution 
of generation. This represents a further incentive for 
the development of a multi-load model. 
Note also that the system contains no nuclear or 
pumped storage hydro plant so that these will not be 
considered in our study. There is however one geothermal 
(steam) plant which is easily incorporated. 
Tables (1-1) and (1-2), giving the capacity and 
output of each individual station, complete our description 
of the system. In Section 1.4 we outline the previous 
optimisation studies carried out on the system while in 
Chapter 7 we give some results from the application of 
our model. 
1.2 POWER SYSTEMS OPTIMISATION PROBLEMS 
1.2.1 Introduction 
Naturally, given the expense involved in operating 
the system and its importance to the nation, a great 
deal of effort has been expended to ensure that each 
component is as efficient and reliable as is reasonably 
possible. In recent years the "energy crisis" has 
focussed attention on the problem of ensuring that the best 
use is made of the resources and equipment available. 
This general problem area involves a great diversity of 
optimisation problems reflecting the scale and complexity 
of electrical supply systems. Thus, at one end of the 
7 
('> 
o 
"River System" 
Waikato 
(+ Tongariro) 
Waikaremoana 
other 
NZED 
Non-NZED 
Thermal 
Geo-thermal 
Station Capacity 
(Megawatt rating) 
Tokaanu 200 
Aratiatia 90 
Ohakuri 112 
Atiamuri 84 
Whakamaru 100 
Maraetai 360 
Waipapa 51 
Arapuni 158 
Karapiro 90 
Kaitawa 
Piripaua 124 
Tuai 
{ 
Mangahao } 
Matahina 
92 
Marsden 240 
Me remere 210 
New Plymouth 600 
Otahuhu 180 
Stratford 208 
Whirinaki 108 
Non NZED 
Wairakei 192 
output: Gigawatt-hours 
(in year ended 31/3/77) 
625 
363 
418 
312 
539 
889 
276 
884 
573 
Waikato Total 4,879 
594 
398 
170 
Hydro Total 6,041 
747 
1,104 
1,867 
39 
976 
3 
19 
Thermal Total 4,755 
1,233 
North IslartdTotal 12,029 
TABLE (1-1) : North Island. generation. 
"River System" Station 
Cobb Cobb· 
Coleridge Coleridge 
Tekapo (A) 
Benmore 
Waitaki 
Aviemore 
Waitaki 
Clutha Roxburgh 
"Msnapouri Manapouri 
Arnold 
Other NZED Highbank 
Monowai 
(Dunedin City Waipori 
Council) 
. Other non-
NZED 
Capacity 
(Megawatt 
rating) 
32 
35 
25 
540 
220 
105 
320 
700 
34 
91 
output: Gigawatt-hours 
(in year ended 31/3/77) 
209 
173 
113 
1,738 
723 
379 
waitaki Total 2,953 
1,455 
3,717 
120 
154 
104 
South Island Total 8,885 
New Zealand Total 20,914 
TABLB U-2): South Island, generation 
(Sources, for both tables, 43 ] and 
[ 46 ]) • 
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scale, one may attempt to determine the optimal place of 
electrical energy in the world economy over the next 
century, while, at the other end, one may be concerned 
. with the instantaneous control of a generator or the most 
ef~iCient way to boil an egg. Our principal concern in 
this study will be with the "long-term scheduling problem". 
In order to solve this problem accurately we also consider 
the "short-term scheduling problem". Further, our 
solution procedure yields information which can be used 
to· solve the "optimal tariff problem" and also to make a 
significant contribution to the "optimal development 
problem". In the next few sub-sections we outline the 
natur~ Of these problems. 
1.2.2 :The Long-Term Scheduling Problem 
In the long-term scheduling problem the planning 
horizon is of the order of one year and this is usually 
divided into weekly or monthly intervals. The objective 
in this problem is to use the available equipment to meet 
an. exogenously determined load (or demand) pattern in 
suCh a way as to minimise system operating costs, particularly 
fuel costs. The decision variables, then, are the generation 
levels of the various plants and the transmission levels 
through the various lines of the network. Owing to the Size 
of the problem one can only deal with aggregate quantities 
fdr each interval ·and, possibly, plant. For example we 
may wish to determine. the optimal total peak and off-peak 
generation from each plant in each intervaL In this problem 
we must deal with constraints due to plant characteristics, 
upper and lower reservoir storage limits, river flow limits 
and limitations on transmission capacity. Non-linearities 
are introduced by the performance characteristics of 
generating plant and transmission lines. 
If there were no storage capacity in the system the 
long-term optimisation problem would become trivial since 
there would then be no iteraction between the decisions 
made in successive intervals. Thus we would face in each 
interval a short-term problemrindependent of any 
consideration of , the future. However the presence of 
,long-term storage reservoirs introduces the possibility 
of storing potential energy for future conversion to 
. electricity. Then the long-term problem consists of 
finding the optimal balance between production from the 
various plants in each of the intervals of the planning 
horizon. This large and complex problem is further 
complicated by the fact that we do not know what inflows 
will occur in the future. Whether or not this is taken 
into account in the optimisation model this means that 
the model must be regularly re-optimised in order to 
provide solutions appropriate to the situations encountered 
as time progresses. (Unless, of course, the model 
involves the optimisation of future utilisation for all 
,'possible sequences). So, typically, a long-term 
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scheduling model would be used by a utility each week (say) 
to determine the amount of water to be released from each 
reservoir in that week. In order to do this, however, 
the model must be able to determine the optimal future 
utilisation of the water if it were stored for future 
use. Thus it may arrive ,at an optimal balance between 
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present and future utilisation. Further, in order to 
ensure realistic solutions, we must have some model of short-
term management. 
1. 2.3 The Short-Term Scheduling Problem 
Having decided how much water should be released from 
each reservoir in a particular interval the utility must 
then decide a detailed schedule for generation (and 
transmission) within the interval. The objective here is 
to maintain secure supply at minimum·cost. 
this as the short-term scheduling problem. 
We refer to 
Typically it 
will involve determining the optimal generation level at 
each plant for each hour of a day or week .. (With transmission 
levels to match) • Here again the demand (load) pattern 
and available equipment are considered fixed. Difficulties 
are introduced by start-up costs in the thermal sector, 
flow delays in the hydro-sector and the need to provide 
"spinning reserve" to cover possible break-downs. Further 
difficulties arise if the detailed behaviour of the 
transmission system is modelled. Again, this problem 
must be re-optimised frequently to account for variations 
from the expected demand patterns, tributary inflows or 
availability of equipment. 
1.2.4 The Optimal Tariff Problem 
In the scheduling problems already discussed the 
decision-maker is faced with an exogenously determined 
(predicted) demand pattern which must be met with the 
(given) available equipment. In the optimal tariff 
problem, on the other hand, the utility may set tariffs 
so as to induce the consumers to modify their demand 
pattern. The objective of this problem may be to set 
tariffs so as to maximise the utility's profit, to lower 
costs, to reduce demand or achieve some other policy 
objective. Here the operating schedules may be considered 
constant or they may be decision variables along with the 
tariffs. 
1.2.5 The Optimal Development Problem 
Most electric utilities are, in the long run, faced 
with a steadily rising demand for electricity. In order 
~o meet this demand an on-going program of system 
development is required. Thus the utility is continually 
faced with the problem of deciding between alternative 
expansion plans. We refer to this as the optimal 
development problem. Here the planning horizon may be 
many years long and a fairly aggregated model is required. 
The decision-maker may be able to exercise some control 
over demand but in any case there is considerable 
uncertainty about his predictions. There is similar 
uncertainty about future fuel costs, but on the other 
hand the long-term (aggregate) behaviour of the hydro 
inflows is basically constant. The decision variables 
for this problem are the. characteristics of new plant 
. (constrained by technical considerations) and (possibly) 
the operating pattern by which the system would be 
managed. The objective is to minimise combined capital 
and operating costs while enquring that sufficient plant 
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is available to meet demands as they occur. The principal 
difficulties in this problem result from uncertainty about 
future demand levels coupled with long lead times for the 
installation of new plant. 
1.3 POSSIBLE APPROACHES TO THE LONG-TERM SCHEDULING 
PROBLEM 
This problem concerns any utility whose system 
includes long-term reservoirs. Consequently a number of 
approaches to this problem have been attempted by various 
groups. In [ 17], we have already evaluated the 
approaches taken by Pacific Gas and Electric (PG & E) , 
the Swedish State Power Board (SSPB) and E1ectricite de 
France (EDF). Because our own model is an extension of 
that developed by the EDF, we have included some relevant 
portions of [17 ] as appendix A in this study. Another 
survey, [ 55], classifies a number of techniques 
according to various criteria without undertaking any 
detailed analysis. Here we shall briefly indicate some 
at. least of the approaches which may be taken to schedu~ing 
systems such as that of the NZED. 
'The long-term scheduling problem in its most general 
form is a stochastic non-linear problem of huge size. 
The mu1 tip1ici ty of variables and constraints results from 
the large number of p1ants,lines, loads and river systems 
each with their own "efficiency" characteristics and 
limitations, coupled with the need to supply power 
continuously as required, at each node of the system, 
under any probable set of inflows, demand levels or plant 
availability. Each approach to this problem simplifies 
it in various ways so as to enable its solution. For 
instance, in all those reported studies which could be 
applied to the NZED system, future demand levels have been 
considered known, as has equipment availability. 
All of these models necessarily involve the use of a 
relatively small number of discrete time intervals rather 
than a continuous representation. Thus in order to 
ensure that the detailed demand pattern within each interval 
'can be met the model should incorporate some model of 
short-term management. Otherwise, while the release 
specified by the long-term model may provide sufficient 
total energy within an interval, the combined effect of 
storage, release and flow restrictions, along with flow 
delays, may not allow the energy to be produced when it is 
required. Further, even though there may be a feasible 
short-term production schedule, the thermal costs involved 
may be much higher than those predicted by a simple long-
term model. Consequently the solution from any model 
not allowing for this is likely to be rather "over-
optimistic" in its predictions. 
The construction of a fully stochastic model is made 
extremely difficult on two counts. The computational 
requirements are likely to be excessive and in any case 
the data may not be available. The former problem has 
led to a number of investigators adopting purely determistic 
models. 
models. 
Two exceptions to this are the SSPB and EDF 
Both of these approximate the theoretical (and 
unobtainable) probability distribution by simulating some 
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form of optimal management over all available historically 
observed inflow sequences. This aspect of these models 
is discussed and evaluated in Section 9.2.3. 
The techniques which have so far been proposed to deal 
with the long-term problem fall into three categories; 
dynamic programming, linear or non-linear programming 
(without decomposition) and (non-linear) decomposition 
methods. We give here only a cursory description of the 
mode1s and their application. Each is designed for a 
specific system and has numerous features making it 
particularly useful for that system, but not necessarily 
for ours. We make no attempt to evaluate their usefulness 
e~cept inasmuch as they can be applied to our system. 
Dynamic programming was first suggested as a solution 
technique for this type .of problem by Little 32 ]. A 
modified form of stochastic dynamic programming has been 
applied in the Swedish model (I 58 ]) discussed in 
Section 4 of [ 17]. This model handles non-linear 
costs by piece-wise approximation and attempts to ensure 
that the load is met in each load segment of each week of 
the planning horizon. Its main drawback is the degree 
of aggregation involved. Not only are all loads 
aggregated int6 one, but so are all reservoirs. This model 
was used principally for development planning and for 
setting energy prices. The validity of this approach 
depends on high correlations between inflows in different 
reservoirs and a fairly compact high capacity transmission 
network. These conditions are not really met in our 
system. While in theory this model could be generalised 
to allow several reservoirs the "curse of dimensionality" 
leads to excessive computational requirements. A (multi-
reservoir) stochastic dynamic programming model for the 
NZED system is referred to in the next section. 
Linear programming was applied by Pacific Gas and 
Electric ([ 38 ] and 39 ]) in a model discussed in 
Section 3 of [ 17]. This model approximated some 
non-linear functions by piece-wise linear functions. 
Sixteen reservoirs were considered explicitly in the model 
but all loads were aggregated. The model used monthly 
intervals and attempted no explicit accounting for short-
term requirements, merely using "average" conversion 
factors etc. It was suggested that a number of 
schedules could be prepared,each corresponding to some 
inflow sequence, and the results combined for scheduling 
purposes. This model wa& apparently used to some 
extent for scheduling purposes. A linear network flow 
model of the NZED system is referred to in the next section. 
Non-linear programming methods have been applied 
'directly in a number of studies. three of which are 
. discussed here. The major drawback with this class 
of methods is the incorporation of the stochastic aspects. 
None of the reported methods has, as yet, attempted to 
model this aspect. The solution of large scale non-line~r 
17 
programs is not generally easy to achieve within reasonable 
computation times. These models have, however, been successfully 
applied to realistically sized problems, scheduling weekly 
hydro releases over one or two years. They each deal 
with the major long-term storage reservoirs individually 
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but take no account of the detailed short-term management 
of river chains. Each deals solely with the hydro-
electric sector, summarising the remainder of the system 
by the value given to hydro production in the objective 
fUnction. Loads are aggregated into one and average 
losses subtracted, line, capacity restrictions being ignored 
except for some "bottle-necks" in the Hydro-Quebec model. 
The Bonneville Power Administration developed a model 
of the Pacific North-West System ([ 22 ] and t 26 J) . 
This model used a modified conjugate gradient algorithm 
to solve problems involving as many as thirty-eight long-
term reservoirs. The objective used was to minimise 
li~h.ergy deficits ", and to spread them as uniformly as 
possible through the year. This objective was modified 
by the use of penalty functions to represent many of the 
operating constraints. The model was used to determine 
how much energy could be extracted from the hydro system 
under specified adverse stream-flow conditions, rather than 
to directly schedule output so as to meet demand. Thus, 
in particular~ no account was taken of the necessity of 
meeting short-term peak power requirements. 
Hydro-Quebec have developed a model of their system ([25)} 
using a reduced gradient approach. This system involved 
nine "equivalent mid-term reservoirs" (where their "mid-
term"reservoirs would be considered IIlong-termll in our 
system) • Their objective was to minimise the cost of 
burning fuel or buying energy to make up the loads not 
me.t by hydro. No account was taken of short-term peak 
power requirements, but some transmission "bottle-necks" 
were modelled. Run times were "surprisingly good" and 
this model is intended for use as a scheduling tool. 
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The Tennessee Valley Authority have developed a model 
of their system ([ 54]), simplified to consist of six long-
term reservoirs within one river valley_ This model applies 
a specialised reduced gradient technique to a network 
model. The objective function is rather complex, being 
designed to represent the benefits from the displacement 
of thermal power by hydro power. Again no explicit 
modelling is currently undertaken of short-term management 
although some account of this is included in the objective 
function. The transmission network is not (explicitly) 
modelled. Computa.tion times have been encouraging and it is 
intended that this model be extended to model the whole 
Tennessee Valley system (19 reservoirs) and to incorporate. 
stochastic inflow data. Currently the model is.used for 
planning purposes although, when it is extended, it is 
intended to become a scheduling tool. 
Finally we consider the (non-linear) decomposition 
.technique developed by the Electricite de France and 
discussed in Section 5 of [ 17 ] (cf. Appendix A) . The 
central idea of this model is the use ofa system of 
"energy prices" (or "dual varjables" or l'Lagrange multipliers" 
or"shadow prices") to co-ordinate output from the different 
units. The model involves a hierarchy of programs. The 
global program,P3,determines a set of trial prices for 
energy delivered in each load segment of each time 
interval. There is a local program, P2, which, in the 
light of these prices, optimises the long-term schedule 
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of each long-term reservoir in turn, using a "trajectory 
method". Another program, P4, sometimes considered as 
part of P3, determines an optimal long-term thermal 
schedule on the same basis. The global program then 
compares total generation with total demand, adjusting the 
prices so as to decrease the difference. This process 
continues until supply and demand are matched in each 
segment of each interval. During each iteration the 
local programs make repeated use of tables prepared by a 
river scheduling program~Pl. 
In this model each long-term reservoir is modelled 
explicitly_ Also the limitations imposed by realistic 
ehort-term river management are given more weight than 
in any other reported model. Peak load requirements 
are treated realistically although all loads are 
aggregated into one. Two methods have been proposed 
for the incorporation of stochastic inflow data. These 
schemes are discussed in more detail in Section 9.2.3. This 
model is in the process of being applied to the rather 
large EDF system. A fuller description of the model 
may be found in Appendix A. 
The purpose of this study has been to develop a 
tool"suitable for realistic long-term scheduling in the 
NZED system. The acceptability of such a model will 
depend on its modelling of certain key factors. One of 
these is the stochastic nature of the inflows. Large-
scale linear or non-linear programs cannot really model 
this. For this reason attention was focussed, in [ 34 ], 
on the SSPB and EDF methods, although a large linear 
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programming/network-flow model has been developed 
separately ([ 5 ]). Given the nature of the NZED 
system the single reservoir approach of the SSPB model 
seemed inadequate. (AI though, as an interim measure, a single 
reservoir adaptation of the EDF method ([ 6 ]) should 
prove usefuU. We decided to base our approach on that 
of the EDF because: 
(a) it has a natural, intuitively appealing, economic 
interpretation; 
(b) it models the thermal system explicitly; 
(c) it ensures sufficient peak power; 
(d) it models each long-term reservoir explicitly: 
(e) it models each river chain, and so makes realistic 
allowances for short-term requirements; 
(f) it can be adapted to account for stochastic inflows, 
(al though some LP or NLP approaches could be similarly 
adapted, the resulting programs would be too large 
for solution by present codes); 
(g) it can be adapted to model the transmission network. 
1.4 EARLIER WORK IN NEW ZEALAND 
Scheduling problems in the NZED have been considered 
in a number of studies either prior to, or concurrent with, 
the present investigation. We will not analyse any of 
this work in detail. This section briefly outlines the 
nature and scope of the investigations undertaken and the 
. use to which they have been put. 
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The short-term scheduling problem has received the 
most attention. Turner ({ 62 ]) developed a dynamic 
programming model for the short-term scheduling of a chain 
of hydro reservoirs. This model was applied to derive 
operating rules for the Waitaki river system involving, 
at that time, three stations in a single chain. This 
approach was developed further by Green ([ 23 ] and 
[ 24 ]), but eventually abandoned, partly because it 
could not easily schedule river chains with several 
stations (in particular the eight stations on the Waikato) . 
. This method was superseded by a heuristic approach originally 
developed by Bull ([ 10]). The 06jective of this 
heuristic is to use the hydro system to supply peak power, 
flattening the residual load curve so as to allow 
economical operation of the thermal system. Accordingly 
the algorithm commences by scheduling production from the 
top station in the chain so as to reduce the peaks as far 
as possible. It then proceeds to schedule each of the 
stations down the chain, Cl-ssuming the rele.ases scheduled 
from the upstream stations, so as to reduce the peaks 
still further. If the schedule produced by this 
method is unsatisfactory (in particular if it involves 
spill) it is modified until it is satisfactory. This 
heuristic produces feasible solutions which, while not 
necessarily optimal, allow reasonably good short-term 
operation. It is currently used in the NZED. 
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The above methods deal only with the short-term 
scheduling of individual river systems. Turner ([ 61 ]), 
on the other hand, developed a short-term scheduling model 
for an inter-connected system with a simplified hydro sector. 
This model used the "co-ordination equation" approach, 
maximising efficiency by equating the marginal costs of 
delivered power from all sources. Here "water values" (y) 
were adjusted so as to ensure that specified release targets 
were met, while incremental costs (A) were manipulated in 
order to satisfy demand. Development work on this 
model was halted before it became fully operational. 
Currently a simpler model, utilising the previously 
described heuristic, is used to produce "reasonable lt 
short-term schedules ([42]). 
Further studies on optimising transmission patterns 
were undertaken by Boshier ([ 2 ] and [ 3 ]). He 
applied a non-linear progranuning method to the "voltage 
scheduling problem", a sub-optimisation of the short-term 
scheduling problem. He utilised a "created response" 
(or "penalty function") method to produce an unconstrained 
problem which was solved using a standard IBM "Fletcher-
Powell minimisation" package. The method worked well on 
small problems and certain large ones but could not be 
applied more generally. 
Long-term scheduling has received comparatively little 
attention until quite recently. Currently ([ 37 and 
63 ]) a model in which all storages are aggregated 
-'into a single equivalent reservoir is used. 
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A minimum storage "guideline" (cf. Basic Rule Curve 
in 9]) is developed. Starting from any point on 
this guideline secure supply can be ensured (with 95% 
certainty) for the remainder of the year by base-loading 
all thermal plant. A set of such guidelines is produced 
each corresponding to some lower, and hence cheaper, 
level of base-loaded thermal plant. 
Then, if during the year total storage falls below 
one of these guidelines, the corresponding thermal stations 
are base-loaded. This approach is easily seen to be 
optimal if, and only if, the adverse inflow sequence on 
which the guidelines are based (5% Design Dry Year) actually 
odeUra. Thus this method is designed to ensure system 
security rather than to minimise costs. 
As with any aggregated equivalent reservoir model 
the aggregate releases must be apportioned among the 
individual reservoirs. For this purpose a program has been 
developed by Boshier ([ 4 ]) . His approach is to 
operate the lakes so that they each have an equal 
probability of eventually becoming over full and so being 
forced to spill water . 
. The possibility, and desirability, of developing 
techniques for optimising. long-term scheduling was 
recognised in the late sixties ([ 37 ]) . A number of . 
techniques were considered ([ 34 ]) with attention being 
focussed on the methods developed by the Swedish State 
Power Board and Electricite de France. The former method 
has been outlined in the previous section and is described 
in some detail in 17 ] . The latter method, the 
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earlier of the two EDF models described in Appendix A 
(also in [ 17 ]), was adapted for New Zealand conditions 
by Lusk ([ 33 ]). However research on this model was 
abandoned before any useable tool was developed. 
McKerchar, on the other hand, developed a dynamic 
programming technique to optimise the long-term management 
of a chain of reservoirs on one river ([ 35 and [ 36·]). 
He used synthetic hydrology to generate a large set of 
"inflows" then used deterministic dynamic programming to 
determine optimal decisions for each one, using regression 
analysis to derive a single resonable decision for the 
immediate problem. This study was primarily concerned 
with hydrological considerations and could not, in any 
case, be easily generalised to deal with more than one 
river chain. Thus, although the program was tested on 
the Waitaki River system, no attempt was ever made to 
apply it to the national system. 
MOlErecently a number of models including the one 
reported in this thesis have been developed in parallel. 
While this has involved a considerable duplication of 
research effort it should in the long run result in the 
selection of a management tool whose optimality can be 
checked by other methods, and which is well suited to the 
NZED. 
Firstly, Boshier ([ 6 ]) has developed a "single-
reservoir trajectory model". This model works with an 
aggregate national reservoir, but rather than .developing 
guidelines, attempts to find an optimal total release 
for the initial period. (Naturally the individual 
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reservoir releases must again be derived using some 
scheme such as that of [ 4 ]). The optimal initial 
release is found by simulating trajectories for each year 
of the available historical inflow data. In order to do 
this some hypothesis must be made as to the future 
management of the hydro system. The effect of a number 
of alternative hypotheses is currently being investigated. 
It is assumed that short-term management will follow certain 
traditional patterns. The major limitation of this model 
is its highly aggregated nature. The extent to which 
this affects the optimality of the solution can only be 
judged by comparison with a more detailed model such as 
that developed here. We are not yet in a position to 
undertake any meaningful comparison. 
Secondly, a linear multi-reservoir model has been 
developed by Boshier and Lermit ([ 5 ]). Here the 
system is represented by a network consisting of a sub-
network similar to that of Figure (1-1) for each time 
interval, the intervals being connected by the arcs 
representing storage in the various reservoirs. This 
model allows for several load classes and incorporates 
the DC link. It has since {[14]) been generalised to model 
some of the non-lineari ties by piece-\.;ise linear functions. 
The network flow solution procedure of [ 5 ] has been 
abandoned in favour of a standard linear programming package. 
Thus the model can cope (approximately) with all features 
of the long-term problem except the stochastic nature of 
the inflows. It has, however, been developed to solve 
the "optimal tariff problemll(utilising the "shadow prices" 
from the LP) and no attempt has been made to use it for 
scheduling purposes. 
Finally~ Daellenbach ([ 16 J) has developed a 
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multi-reservoir stochastic dynamic programming model. The 
purpose of this model was to aid in assessing the gains 
which could be realised by using various stochastic models. 
The major drawback of this model is that, even restricting 
attention to major reservoirs, the dimensionality of the 
problem is too high to allow reasonable computation times. 
Thus, while the model should prove useful for its intended 
purpose of stoc~astic model evaluation, it is not likely 
to be adopted for realistic scheduling. 
So there is currently no optimal long-term scheduling 
program in use by the NZED. In view of the importance of 
the system to the national economy, both in terms of its 
. contribution and its cost, the introduction of some such 
program is clearly desirable. It is intended that 
initially the single-reservoir trajectory model will be run 
experimentally, in parallel with the current management 
methods. Hopefully, as management are convinced of the 
model's reliability, its recommendations will be given 
greater weight in day to day decision making. During 
this period, our more detailed model is to be developed 
·to the stage of becoming a useful tool for real, week by week, 
system operation. 
of our ,study. 
In the next section we outline the scope 
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1.5 OUTLINE OF THIS STUDY 
The purpose of our study has been to develop a 
realistic technique which can be applied to determine 
optimal release, generation and transmission schedules, 
week by week, for the NZED system. The development, 
evaluation. and implementation of such a model is a massive 
task which will not be complete for some time yet. Our 
intention here is to present a theoretical model along with 
some preliminary results from its application to the system. 
The remainder of this section outlines the content of this 
thesis, the structure of which is summarised by Figure (1- 5 ) • 
Firstly, in Chapter 1 we have outlined the nature 
of the system and some of the problems involved in operating 
it efficiently. We have briefly -outlined some approaches 
to the long-term scheduling problem. A survey paper 
([ 17 ]), previously published, considers three of these 
in more detail. We have adopted the basic approach taken 
by the EDF 
Appendix A. 
been. outlined. 
and so include a description of this as 
Previous studies on the NZED system have also 
·In Chapter 2 we describe our basic deterministic 
model. The central concept of this model is that of 
decentralisation by prices. We show that, provided the 
functions involved display the appropriate convexity, the· 
optimal solution to the long-term scheduling problem may 
be found by treating each component of the system as if it 
were to be managed by an independent profit maximising 
manager. The central authority is then given the task 
of ensuring that the right amount of energy is delivered 
in the right place at the right time. It c.:.m dc') this by 
setting appropriate "energy prices". Any particular set 
of prices will induce predictable (maximum profit) production 
'and transmission schedules for each independently managed 
component. The problem faced by the central authority 
consists then of adjusting energy prices until the induced 
schedules are satisfactory from a national point of view. 
This price adjustment problem is known as the dual problem 
(DC or DA), while the optimal response of the system to any 
set of prices can be found by solving the Lagrangian problem 
( ' t PC or PA ). This latter problem cantof course, be 
decomposed into a multitude of smaller problems, each 
corresponding to the problem faced by the manager of some 
component. This approach, similar to that of the EDF, 
is merely another form of the classical economic concept 
of using prices to equate supply and demand in a competitive 
economy. (Note that we do not propose operating the system 
in this manner. We model it in this way in order to derive 
optimal policies which are then communicated to the 
operators of each component). 
Our approach differs from that of ,the EDF in two major 
respects. 
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Firstly, we have generalised their model so as to allow 
some representation of the losses and limitations involved in 
the transmission system. This generalisation was motivated 
by the presence in the NZED system of the DC link between 
the North and South Islands and also by the generally sparse 
nature of the transmission network. The EDF model is a 
single-load model, treating all energy produced as a single 
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commodity delivered to a central point to meet a national 
load (plus fixed losses). Our model, on the other hand 1 
is a multi-load model in which each load centre or generation 
plant may be treated separately. It is easy to see that an 
optimal solution to a single-load model may not be optimal 
(because of the losses involved) or even feasible (because 
of the limited capacity of certain lines) when applied to 
the real system. These problems are very real in the 
NZED system. Thus our model, taking into account both losses 
and constraints in the network, represents a significant 
step towards realistic modelling of this system. 
Note that we do not concern ourselves with the type 
o~ tailed load-flow calculations commonly encountered 
in short-term optimisation. Rather we are concerned 
with the approximate losses likely to be incurred by 
major inter-regional energy transfers under "average" 
conditions. The inclusion of this representation of 
the transmission system naturally complicates the 
solution procedure. The extra computation involved is, 
however, surprisingly minor. We have an extra set of 
sub-problems, the exchange problems (PE), which are 
easily solved via calculus. Apart from this the dual 
problem (DC or DA) has to adjust more variables, which, 
in our method, does not present any significant difficulties. 
This multi-load model, without the complications discussed 
below, has previously been presented in [ 47 ]. 
The other major area in which our model differs from 
that of the EDF is in the treatment of short-term management. 
In their model (see Appendix A) the dual program (P3) 
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is supposed to adjust national energy prices (A), for each 
load segment of each period, so as to ensure sufficient 
generation in each such segment. In order to model the 
short-term management of hydro stations, a "price duration 
curve" is derived from these prices. This curve is then 
used by a heuristic program (PI) to model the short-term 
management of each river chain. The results of this 
procedure are stored in tabular form and used as input into 
the long-term hydro scheduling program (P2). We have 
generalised this by allowing for the derivation from the 
·"aggregate" (>..) prices of a IIdetailed" price curve (ll). 
This price curve, unlike a price duration curve, allows us 
to model exactly the dynamics of short-term management: 
flow delays and restrictions, storage restrictions and the 
like in the hydro sector, start-up costs, delays and 
restrictions in the thermal sector. (See [ 49 ]). 
Consequently, in Chapter 5, we are able to develop an 
optimal short-term scheduling procedure (PASH) for a river 
chain (given the II prices), the results of which can be 
tabulated as a function of the >.. prices for use in the 
long-term hydro scheduling problem (PALH). Naturally, 
given our modelling of the transmission network, we have 
a different set of (>..) prices for each region and allow 
that the detailed (ll) prices may vary spatially as well 
as temporally. 
We introduce this generalisation by first proving some 
decomposition results about a complete model (PC) in which 
we require a detailed optimisation over the whole planning 
horizon. We approximate this by an aggregate model (PA) 
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corresponding to the global EDF model (or to that of [ 47 ]). 
In our aggregate model we require, however, that the aggregate 
quantities determined by this model be managed in accordance 
wi th the short-·term sub-models. We assume that we can 
derive the detailed prices,~(A), from the aggregate prices, 
A, so that they are sufficiently close to the true detailed 
price(~ for the complete dual DC) that, at the 
optim~l A, the corresponding detailed schedules as determined 
by the sub~models on the basis of ~(A), are satisfactorily 
close to the true optimal schedules. Here, rather than 
the arbitrary assumptions made in PI, we allow a flexible 
price derivation scheme to be based on feed-back from the 
ap~lication of the model. This approach allows us not only 
to model short-term management more accurately, but because 
of its flexibility, to match the supply and demand patterns 
far more exactly. 
This increased accuracy is achieved at no expense at 
all in the aggregate problem (which must be re-run frequently). 
The extra computational burden is incurred entirely in the 
preparation, via the short-term sub-models,of the tables 
summarising system response. 
Chapters 3 and 4 deal with the solution of the thermal 
(PAT) and exchange (PAE) sub-models resulting from the 
decomposition of PAD There we relax the assumptions of 
Chapter 2 to allow the cost and loss functions to be non-
convex. This does not interfere with the solution of the 
problem because the response functions can be modified 
so as to maintain the concavity of the dual objective 
function. These problems may be solved as required or 
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they may be used to build up tables describing the 
response of each component. 
Chapter 5 deals with the solution of the hydro 
sub-model. This problem is approximated by a long-term 
problem (PALH) and a short-term problem (PASH). The short ..... 
term problem, corresponding to PI, is solved by a true 
optimisation procedure utilising the detailed prices. It 
is used to build up tables summarising the output (and its 
value) from each hydro system, when optimally managed in the 
short term, as a function of the aggregate prices (and 
tributary inflows). The "value of release" functions so 
determined are used in the long-term problem which 
determines the optimal long-term schedule using the 
"trajectory method" developed by EDF. 
Chapter 6 deals with two topics, the derivation of 
detailed prices from aggregate prices and the adjustment 
of aggregate prices in the dual problem (DA). In this 
latter problem we have adopted a rather more sophisticated 
approach than that of the EDF model. This is required 
partly because of our modelling of the transmission network 
and partly because the small size of the NZED system 
results in very "erratic" system response surfaces. This· 
general approach should, however, produce even better 
results when applied to a larger, and hence less "lumpy", 
system. 
Chapter 7 presents some preliminary results from the 
application of our model to the NZED system. These results 
'. 
are really only illustrative examples since the model has 
not, as yet, been implemented in its totality, using real .. 
system data. This chapter completes our description 
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of the deterministic long-term scheduling model. 
Chapter 8 summarises some recent results from the 
theory of optimal recourse problems and then generalises 
our model into this stochastic framework. This stochastic 
lonq~term scheduling model can be decomposed analagously to 
PC, using prices for energy delivered to each region, in 
each load segment, of each period, under each of the 
observed historical inflow sequences. The resultant 
thermal and exchange sub-models are identical to the 
deterministic sub-models of Chapters 3 and 4. The hydro 
sub-model, however, is much more complex than its 
deterministic equivalent. Some general principles relating 
to its solution are developed. 
Chapter 9 considers the practical solution of this 
stochastic hydro sub-problem. A number of approaches,. 
particularly those of the EDF, are evaluated and a,new 
method proposed. The chapter concludes with a consideration 
of ' the "stochastic dual problem" involved in adjusting 
the prices involved in the stochastic model. Note that 
in these two chapters we have ignored any consideration 
of the short-term problem. Thus this model, a direct 
extension to that of [ 47 ], can be considered as the 
stochastic version of the complete deterministic model (PC), 
with, rather long "instants", or of the deterministic 
aggregated model (PA) , wi th no restriction on the detailed 
utilisation of aggregate quantities. In this respect the 
stochastic problem could be treated in exactly the same 
~anner as was the deterministic problem. The resultant 
complexity of notation would, however, seriously detract 
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from the intelligibility of the formulation. 
Chapter 10 suggests ways in which the prices developed 
in the solution of the long-term scheduling problem could 
be used in the optimal development problem and the optimal 
tariff problem. In.order to solve this.latter problem 
we extend the basic model by allowing the consumers to vary 
their demand in response to the "energy prices". The 
resultant model decomposes yielding thermal, exchange, 
hydro and demand sub-problems. The solution of these 
latter is not difficult, the relevant data being readily 
available. Here again we simplify the notation by dealing 
with the simple aggregate model, ignoring short-term 
considerations. A brief outline of the approach of this 
model may be found in [ 50 ]. 
FUrther to the above, it is obvious that the short-
term sub-models for the thermal, exchange and hydro sub-
problems, developed in Chapters 3 - 5, could be incorporated 
into an optimal short-term scheduling algorithm. Some 
tentative suggestions as to the development of such an 
algorithm may be found in [49]. 
So we may summarise the structure of this thesis as in 
Figure (1- 5). Chapter 1 introduces the long-term 
scheduling problem, while Chapter 2 develops our (deterministic) 
model and decomposes it into a dual problem and a number of 
sub-models. Chapters 3 - 5 deal with the solution of the 
sub-models while Chapter 6 covers the solution of the 
dual. Chap~er 7 completes our consideration of the 
c.deterministic long-term scheduling problem with some results 
from the NZED system. Chapters 8 and 9 extend this model 
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into a stochastic framework. Chapter 10 considers the 
economic implication of the dual variables. 
Also, the following are relevant. 
Firstly, [ 17 ] extends Chapter 1, giving a detailed 
survey of three alternative approaches. Then [ 47 ] 
. gives a simplified version, in which we do not require 
realistic short-term management, of the basic model in 
Chapter 2 (and 6). In [ 48 ] we present a heuristic 
discussion of our results as they apply to long-term 
scheduling using a single-reservoir model. The model 
is presented in simple economic terms in [ 50]. Furthe~ 
[49 ] discusses the incorporation of rele~ant portions 
frbm Chapters 2 to 5 into a short-term scheduling 
procedure. Finally, [ 51 ] discusses the inclusion of 
pumped storage into our model. 
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CHAPTER 2 
A COMPLETE MODEL 
2.1 INTRODUCTION 
This model is a generalisation of the deterministic 
model presented in [47]. The purpose of this generalisation 
is to provide a conceptual framework for both long-term 
(as in r4~)and short-term scheduling. The direct solution 
of the complete model would in general be computationally 
infeasible. However we introduce an "aggregated model" 
which·can be solved and which approximates the complete 
model. We restrict our attention here to the deterministic 
ease. A stochastic generalisation of the model of~7J is 
considered in Chapter 8. 
In section 2.2 we formulate the corrplete rrodel, while in Section. 
2.3 we discuss its theoretical solution. In Section 2.4 
we outline an approach to obtaining approximate solutions. 
2.2 THE MODEL 
We will characterise our planning horizon by a finite, 
but possibly very large, number of "instants", indexed by 
r = 1, ..• R. (e.g., the instants may be hours and the 
horizon one year) • We have a national power system 
consisting of many nodes, indexed by iEl,at which power is 
i 
produced or consumed by various processes. These· nodes are 
inter-connected by a national grid, or transmission network, 
enabling the transfer of energy between them. 
Firstly, we have demand nodes (load centres) which, at 
each instant r, have an exogenously determined demand 
r level, D .• 
1 
We assume that our electric utility has been 
assigned the task of meeting the consumers' demand 
at minimum cost. A model in which the utility is 
allowed to influence demand by facing the consumer with 
the costs of energy production (or some function thereof) 
is considered in Chapter 10. 
Secondly, we have "fixed generation" nodes at which 
energy may be produced by geothermal or nuclear power 
plants (which because of their operating characteristics 
are generally base-loaded if available) or at which 
contracted energy may be delivered from other utilities. 
At instant r such a node, i,produces a fixed amount of 
r 
energy, GiFo 
Thirdly, we have thermal generation nodes producing 
energy from any conventional type of thermal plant. 
At instant r node i will produce output r giT (to be 
determined) • The running cost of a thermal plant is 
r r given by the function C. (g'T) (where C. may vary over the 
1 1 1 
year owing to changes in fuel costs, equipment availability 
etc). Here (cf. [ 49J) we ignore start-up costs, 
maintenance costs and the like. We also assume that the 
cost function C(g) is convex and increasing, but see 
Chapter 3 for a relaxation of this. Thus. for each 
successive increment of energy we must pay no less than 
for its predecessor. 
r giT expressed by: 
r r -r G, T ~ g. ~ G1, T -1 1T 
We assume that there are bounds on 
(C-l) 
For convenience we consider these two types of 
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generation node (fixed and thermal) as one type, which 
we will refer to as thermal. We treat each fixed 
generation node as a thermal node with the fixed generation, 
r GiF,as the minimum and maximum generation. 
. i.e. let: for all r=l, .•• R (C-l') 
We index these (thermal) nodes by beBer. 
So as to ensure feasible solutions to the ensuing 
mathematical program we will also introduce fictitious 
"shortage" thermal nodes with very high cost functions. 
If the theoretical solution derived would require such a 
station to produce energy for any instant then a shortage 
o~ energy is indicated for this instant. The very high 
cost associated is the "shortage cost". A typical thermal 
cost curve is shown in Figure (2-1). 
Finally, we have "hydro" nodes .consisting o£·all kinds 
of hydro-electric generation, storage or pumping facilities. 
These nodes will be grouped into valleys. We index these 
valleys by hEN and use ieh to mean that reservoir i is in 
valley h. Each "valley" consists of a natural river system 
ora group of such systems, inter-connected by canals etc., 
in a power scheme. Each valley (h) is subject to an 
uncontrollable vector of inflows'F~,and has storage vector 
s~ at instant r. 
The amount of water released by each station in the 
valley is denoted by a vector q~ and the generation from each 
. . . . b h ft' r (r r F r) W lS glveny t e unc lon: giH qi,sh' h • e 
define the total generation from valley h to be: 
\' r r r r 
L giH(qi,sh,Fh ) i£h 
(C-2) 
Here, for any reservoir i, the storage level at instant r, 
s:, is determined by the initial storage level and the 
1 
inflows and releases up to instant r. Hence the releases, 
r qh' are the only independent variables. For our purposes 
we will require g to be a concave function of q. Thus 
r· r r 
we assume that g. is concave in q. and convex in s .. 
1 1 1 
This 
first condition is easily guaranteed by the shape of the 
generation functions. Figure (2-2) shows a typical curve 
(ignoring head variations). The second condition can not 
be guarantee,d. However/head variation is not a major 
feature of the NZED system. Of the long-term reservoirs, 
with which we are primarily concerned, only one small 
station (Tekapo A with 25 MW) is subject to this effect. 
Also we follow the TV~. (p14 in [54]) and Hydro Quebec 
(p23 in [25])in our expectation that the comparatively 
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minor concavity introduced by the head effect be overwhelmed 
by the convexity of g:(q:). 
1 1 
r For each valley the release vector, qh' (and hence 
r the storage vector, sh) must conform to certain physical 
and operational requirements. These are detailed in 
Chapter 5. Here we shall summarise these constraints 
by requiring: 
for all r=l, .•. R (C-3) 
We assume that these sets are convex. 
All of these nodes are interconnected by a transmission 
system allowing exchanges of energy. r Let e .. be the 1J 
exchange between nodes i and j for instant r. For ease 
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of notation we will restrict e~. to be positive and let 
1) 
r 
e .. denote an energy transfer from j to i for instant r. )1 
Obviously there are limits to the amount which can be 
transferred: 
r ~ r ~-r E .. """ e .. """ E .. 
-1) 1) 1) fo raIl i, j E I 
r=l, ... R (C-4) 
(wbere, in general, E~. = 0). 
-1) 
Note that many nodes are not directly connected by 
-r transmission lines, in which case:E .. = 0, for all r=l, ••• R. 
1) 
Also,we do not allow a node to transfer energy to itself. 
. -r Thus:E .. = 0, for all iEI, r=l, .•• R. 
11 
~hese transfers are subject to 10sSeS'L~j (e~j) (which 
may depend on the equipment ,available at a particular 
instant) • Because of these losses the amount of energy 
received by node j from node i is less than that despatched 
fromi for j. We denote this amount by r f. t. 
1) Thus: 
r r f .. (e .. )= 
1) 1) 
r 
e .. -
1) 
r L .. 
1) 
r (e .. ) 
1) for all i, jE I 
r=l, ..• R (C-5) 
We assume here that the loss function,L(e), is convex 
(line losses are in fact generally quadratic, but see 
Chapter 4 £or a fuller dis~ussion) • 
Note that it is not our intention to introduce full 
s·cale load-flow considerations into our optimisation. 
Our approach is primarily motivated by a significant aspect 
of the NZED system the existence of a limited capacity 
DC link between the two major islands. More generally, 
line losses (and capacity restrictions) can have 
c 
~h 
Qh Qh 
FIGURE FIGURE (2-2): 
Thermal cost function Hydro output function 
L.. f .. 1J 1J 
e .. 
1) 
Tranmission loss function 
E .. 1J e.· . 1J 
Energy received function 
~3 
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significant impact on the optimal generation pattern 
required to meet a particular load pattern. So it seems 
appropriate that our model should be able to account for 
this, even if the "loss functions" can not be determined 
e~aotly. We ignore any running costs for the transmission 
system. Typical curves for L(e) and fee) are shown 
in Figures (2-3) and (2-4). 
This completes our description,of the physical aspects 
of the system. The network in Figure (2-5) summarises 
the ,flow of energy in the system during a single instant. 
In much of what follows we shall not differentiate 
between the different kinds of nodes. We assume that for 
all !,l:::Il, ••• R: 
r 0 if i,iB giT = (C-6) 
r 
= 0 if i,ih, for some hEH giH (C-7) 
D7 = 0 if iEh, for some hEH l. 
or iEB (C-8) 
Our aim is to ensure that all demands are met while 
minimizing the total fuel cost of thermal generation. 
Thus we have a further constraint: 
Our objective function is: 
R 
D7 ~ 0 for all i£I 
l. 
r=l, .•• R (C-9) 
I L C7 (g7T ) (C-IO) r=l i£I l. l. 
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Source Node Sink 
FIGURE (2-5): Transmission network 
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2.3 SOLUTION OF THE COMPLETE PROBLEM 
2.3.1 The Primal Problem 
.. 
Our problem now is to find vectors qT,q, and e so as to 
minimise the total cost of energy production while satisfying 
the constraints. Thus we have problem PC (renumbering 
the equations) : 
(C-ll) 
Such that the following hold: 
. r + r + r (fr giT giH l .. j£1 J1. e7.) > D~ for all i£1 1. J 1. 
r r -r E .. <e .. <E •. 
-1.J 1.J 1.J 
for all 
for all i,je:1 
r=l, ••• R 
for all ie: B 
r=l, ••. R 
he:H 
r= 1, ..• R ( C -12 ) 
(C-13) 
(C-15) 
We let Z denote the set of g,q and e satisying (C-13) - (C-15). 
2.3.2 The Dual Problem 
Form the Lagrangian: 
(C-l6) 
lC(z,)J) will be continuous in z if C (gT)' L (e) and gH (q) 
are continuous in their respective arguments. In 
practice this may not be the case. However we shall 
show, in Chapters 3 to 5, that these functions may be 
modified so as to be both convex and continuous. Thus 
we may safely assume that lC(z,)J) is continuous in 
z and so the 'dual objective function' may be defined 
over the whole positive orthant (see [ 30 ] Section 
8.4) • 
as: 
Thus the dual objective function may be defined 
= MIN l C ( z , 11) 
(ze:Z) 
for all 11 ~ 0 (C-l7 ) 
Let z*()J) =(g;(ll),q*()J),e*()J» be the corresponding 
point in Z. The problem of determining z*()J),and hence 
PC()J), is referred to as the Lagrangian problem, PC/ • 
Now we can set up the dual problem (DC): 
(C-l7' ) 
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4B 
: ~, 
Such th?t: r lJ. ~ 0 
1. 
for all i£1 
r=l, ••• R (C-18) 
Given the assumptions which we have made about the form 
of the relevant functions we may apply Theorem 8.7.1 of [ 30 
(an extension of Karlin's Theorem 7.1.1 in [ 28 ]). This 
theorem assures us that, in our case: 
If z* solves the primal problem (PC) then 
there is a vector of multipliers lJ* ~ 0, which 
solves the dual (DC), with: 
(C-19) 
Aiso, by Corollary 2 to Theorem 8.4.1 in 30 ], 
If: 
(i) -z is a feasible solution for PC 
(ii) -lJ is a feasible solution for DC 
(iii) (C-19) holds. 
Then: 
-(a) z is the optimal solution to the primal problem 
-(b) lJ is the optimal solution to the dual problem. 
In our problem (C-19) will hold when supply exactly 
matches demand so that: 
(C-16' ) 
In this case z* will also be primal feasible and, for 
any reasonable power system, lJ will be dual feasible 
(i.e. lJ ~ 0). 
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Further, by Theorem 8.4.2 of [ 30 ], the dual 
objective function, Pc(~)' is concave. So we can apply ,the 
follovling general algorithm, a flow chart for which appears 
in Figure (2-6), to solve the problem DC. 
(1) Ini tialise ~. 
(2) Solve the Lagrangian problem to determine 
Pc(~)' z*(~). 
IF: I 
gr1.'T+gr1.'H + I lf~. - e~.) - D~ < E jEI J1. 1.J 1. (C-19" ) 
(where E is some pre-determined tolerance) 
THEN STOP, 
ELSE GO TO (4). 
(4) Adjust ~ 
4.1 Determine a feasible search direction 8(~) 
4.2 Determine a step size e such that: 
Pc (~ + eo(~»~PC(~) 
4.3 let ~ = ~ + eo(~) 
(5) GO TO(2). 
(C-20) 
(C-2l) 
When this algorithm stops in Step 3 we will have 
found the 0Ftimal solution, not only to the dual problem 
(DC), but to the original primal problem (PC). 
We may give a very natural economic interpretation to 
this algori thm. r The multiplier ~. plays the role of the 1. 
"price" for energy delivered to node i in instant r. First, 
our algorithm announceS a tentative set of energy prices. 
The solution to the Lagrangian problem PC' gives the 
schedule which a profit maximising manager would follow 
faced with the announced prices. The dual algorithm then 
adjusts the prices so as to better match supply and demand. 
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This process is reiterated until supply and demand are 
approximately equal . 
.. The advantage of this scheme is that the Lagrangian 
problem, PC', may be decomposed into a number of sub-problems. 
Each Of these corresponds to the problem which a profit 
maximising manager of an individual system component (station 
or line) would face, given the prices ~. Thus our model is 
essentially equivalent to the perfect competition model of 
an economy, with the dual algorithm playing the role of 
the "invisible hand" co-ordinating the decisions of 
individual managers. In the next three sections we 
concentrate on Step 2,which involves the optimisation of 
the Lagrangian problem for a particular set of 
mul tipliers . step 3, the adjustment of the ~ prices, 
is discussed in Chapter 6 • 
. 2.3.4 Decomeosition 
Step 2 of the dual algorithm involves the evaluation 
of Pc (~), the value of the response of the supply system 
to the current suggested prices 
prices) • 
Now: 
MIN 
zttZ 
(evaluated at those 
( C-l7) 
So we must solve the following problem, (Lagrangian ): 
(PC') Find MIN £c(z,~) 
z 
Such that (C-l3) - (C-lS) hold. 
(C-l7') 
Adjust ~ 
N 
FIGURE (2-6): 
Ini tialise ~ 
Use Pc' to 
evaluate 
1(:(11) 
y 
Flow chart for DC 
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STOP 
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Where: 
R 
= I I 
r=l i£ I 
(C-16) 
Thus we could imagine this as the problem confronting 
a manager in charge of the supply system. Faced with the 
prices ~ for his output, he wishes to maximise his profits. 
Equivalently, he minimises total net costs, that is fuel 
. r r 
costs (Ci(giT)) minus value of production (sold at the 
prices ~). 
Rearranging we get: 
(C-22) 
r I[~7( l (f~. - e~.))] 
r=l i£I ~ j£I J~ ~J (C-23) 
r r (Ignoring the term ~.D. which is fixed for any iteration 
~ ~ 
of the dual algorithm). 
There are now no constraints in (C-13) to (C-15) linking 
(C-22) and (C-23), so we can optimise these terms separately, 
getting problems PG and PEe These problems are decomposed 
further in the next two sections. The hierarchy of 
decomposition is shown in Figure (2-7). 
2.3.5 The Generation Problem. 
Problem PC, the generation problem, may be stated as: 
Find MIN I l [C~(g~T) - ~f(gfT + gfH)] 
g,q r=l i£I ~ ~ 
(C-22' ) 
Such that (C-14) - (C-15) hold. 
• 
Complete 
Problem 
(PC) 
heN 
Local 
Hydro 
Problems 
(PH)h 
1 
Generation 
Problem 
(PG) 
FIGURE (2-7) 
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Here, in problem PG, we attempt to maximise the "profits" 
(minimise the net costs) from generation at the (ll) prices 
given. 
This problem decomposes, according to the nature of 
the various nodes, into many local problems. We have one 
such problem for each thermal node - the nodal thermal 
problem, PT. (i£B). 
. 1 
We also have one for each hydro valley -
the local hydro problem,PHh(h£H). 
The nodal thermal problem, PTi , may be stated as: 
R \ r r r r 
I.. c. (g'T) - ll·g'T 
r=l 1 1 1 1 
Find MIN (C-22' ) 
Such that: for all r=I, ... R (C-14) . 
1 
This can obviously be further decomposed into R instan-
r taneous nodal thermal problems,PT,: 
1 
Find (C-22' ) ::-
1 
Such that: 
Gr < r ~ G-r 
-iT giT iT. (C-14): 1 
The solution of these problems may be found quite 
easilY via calculus. Chapter 3 deals with the solution 
of (the aggregated version of) this problem for realistic 
thermal cost functions. Provided the solution is 
unique we can use the thermal sub-model of that chapter 
to determine the optimal thermal generation as a function 
of the price (ll). So we have: 
The local hydro problem, PHh , may be stated as: 
R 
Find MAX 
qh 
\' r r r 
l 11h ghH (qh) 
r=l 
Such that: 
This ~roblem may be solved by the techniques 
developed by the EDF (see Appendix Jl.. or [17]). 
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(C-24) 
(C-22' ) h 
(C.-15) 
Chapter 5 deals with the approach which we have taken. So t,.;e 
can find: 
2.3.6 The Exchange Problem 
Problem PE (Exchange Problem) may be stated as: 
Find MAX 
e 
Such that: 
I L [117 ( L (f~. - e 7 . ) ) ] 
r=l i81 1 jE1 J1 1J 
(C-25) 
(C-23' ) 
r r ...... -r E .. <e ........ E .. 
-1J 1J 1) for all i,jcl, r=l, ..• R 
(C-13) 
In this problem we attempt to maximise the benefits 
from inter-nodal exchange. 
This clearly breaks into R instantaneous exchange 
bl PE r .. pro ems, 
Find MAX 
r 
e 
L [ 117 ( L ( f~. -e 7" .) ) ] 
. I 1 . 1]1 1] 1£ ] 8 . 
(C-23)r 
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Such that (C-13)r holds. 
Substituting (C-5) into (C-23) we get: 
. r [r r r r r r] ( C-2 3 ) = L. ll. l [e.. - L.. (e .. ) J - 11· (l e .. ) 
. i£1 1 j£1 J1 J1 J1 1 j£1 . 1J 
= I L[e~'(ll:: 
i£1 j£1 J1 1 
r 11 . ) 
J 
r r r J )J. (L .• (e '].' » 1 J1 J 
Now it can be seen from a consideration of the 
(C-26) 
objective function as expressed by (C-26), and of the 
constraints (C-13)r, that each~nstantaneous" exchange 
problem can be broken into instantaneous inter-nodal 
exchange problems, PE~., of the form: 1J 
Find MAX 
r 
e .. 1J 
Such that: 
[ r r r r r r ] e. ·(11. - )J.) - )J.(L .. (e .. » 1J J . 1 J 1J 1J 
r ~ r ~-r E ........ e ........ E .. 
-1J 1J 1J 
This problem may easily be solved via calculus. 
(C-26' ) ~ . 1J 
. r . (C-12) .. 1J 
Chapter 4 deals with the solution of (the aggregated version 
of) this problem. So we have that: 
r* r r 
e .. ()J . ,)J .) 
1J 1 J 
2.4 AGGREGATED MODELS 
2.4.1 Introduction 
(C-27) 
If we were to produce .a complete model of the NZED 
system consisting of about 30 hydro stations, 6 thermal 
stations, 20 load centres (cities> 21,000 popn) ~nd 
interconnecting transmission lines, using hours for 
"instants" and a planning horizon of one year (8736 hours), 
we would have to solve a dual problem in about 500,000 
variables. Each iteration of this would require the 
solution of a Lagrangian problem with countless variables 
for hourly production, release, storage and transmission. 
Th~ the direct solution of the complete model is beyond 
the computational capabilities of present-day computers. 
Our concern here is to develop an approximate model which 
can be solved. 
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The multiplicity of dual variables results from the large 
number of demand constraints, (C-l2), one for each node for 
each instant. In order to ameliorate this difficulty 
we will relax the requirement that our model explicitly 
ensures that demand at each node is exactly met at each 
instant. To facilitate this we aggregate "nodes" into 
"regions" (indexed by n=l, ... N), and "instants" into 
"periods" (indexed by t=l, ... T) . We will use the shorthand 
notations: rEt, to mean instant r is in period t, icn,to 
mean node i is in region n. Further, we divide each 
period into "load segments" (indexed by k=l, ... K). The 
instants in these load segments need not be contiguous. 
A typical load segment would be "the twenty instants of 
highest demand wi thin the week". We say:rck, to mean 
that instant r is in segment k. 
Then we reduce the number of dual variables ()J) which 
need to be adjusted by introducing an "aggregate dual 
problem", DA, which adjusts a much smaller set of "price 
parameters", A. From these parameters we derive detailed 
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prices, ~(A),and then solve the Lagrangian problem using 
these prices. The (A)price parameters appear as 
mul tipliers on certain aggregate demand constraints aPW"Qximating 
(C-12) • We will also refer to A as "aggregate prices". 
In the aggregate dual problem we adjust the A prices 
until the aggregate constraints are met. The optimality 
of the solution depends then on the following assumption: 
(AA) That for each node,iEn" for any period t, the 
optimal vector of multipliers, ~~,can be constructed 
1. 
with adequate accuracy from the optimal vector of 
aggregate multipliers,~t, in the sense that 
n 
optimal generation and transmission schedules 
based on the approximate price vectors,~, so 
constructed, come acceptibility close to satisfying 
conditions (C-12). 
In other words, having decided that for the purposes 
of long-term scheduling a particular degree of accuracy 
in matching supply and demand in future "instants" is 
required, we must be careful to select ,aggregate dewand 
constraints, (C-12'), so as to ensure that accuracy. This 
selection is to be deter~ined by experience. 
Thus we can say: 
r 
~. 
1. 
for all rEt (A-I) 
Here we allow that the construction of the detailed 
. . t 
price curve (~.) may well depend on the character of the 
1. 
node (i) and the time of the year (t). For instance, 
the shape of the load curve for a residential area in 
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Winter will be completely different to that for an 
industrial area in Summer. In Section 6.1 we outline the 
process by which we intend to derive suitable ~ prices 
from the A prices. 
In the next two sections we deal with the aggregate 
problem and its solution. In Chapters 3 to 5 we discuss 
the solution of the resultant sub-problems. 
2.4.2 The Model 
Firstly we will define: 
Demand for load segment k of period t 
Dtk= l l D: for all n=l, ••• n n ie:n re:tnk ~ k=l, ••• K 
Thermal generation in k of t in n: 
g~~ =.l l g~T for all n=l, ••• N 
~e:n re:tnk k= 1, ••• K 
Hydro generation in k of t in n: 
tk 
gnH = l l g~H for all ri=l, ••• N 
he:n re:tnk k=l, .•• K 
in region n: 
t=l, ••• T 
t=l, ••• T 
t=l, ~ • ~ T 
Enchange of energy between region n and m in k of 
tk l l l r for all n, m=l, ••. N e = e .. nm ie:n je:m re:tnk ~J 
mFn 
t=l, ••• T 1, ••• K 
Energy loss within region n in k of t: 
Ltk l l l r r for all n=l, ••. N L .. (e .. ) nn ie:n je:n re:tnk ~J ~J 
t=l, .•• T 1, ••• K 
U\-2) 
(A-3) 
(A-4) 
t: 
(A-5,) 
(A-6) 
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In our aggregate model we approximate the constraints 
(C-12) by the following: 
N 
tk+ tk_Ltk + t (f tk 
gnT gnH nn £ rnn 
m=l 
And: 
(A-7) (= (C-IZ» 
for all n=I, ... N 
t=l, .•• T 
k=l, .•• K 
Igr1' T + gl~H + I (f~. - e~.) - D~I < ~ j£1 1J 1J 1 
(A-a) (= (C-12")) 
for all i£l,r=I, ... R 
Where ~ is an "acceptable" level of error as in (AA). 
Now we introduce as our aggregate primal problem, PA: 
rind 
Such that: 
MIN 
z 
R 
L L C~ (g~T) 
r=l i£1 1 1 
(A-9) (= (C-II) ) 
for all n=I, ..• N 
t=l, ... T 
k=l, .•.. K (A-7) 
Ig1~T+g1~H+ L (f~,-e~.) - D~I < ~ j£1 1J 1J 1 
r ~ r ~-r E. ,,,,,,e., "'" E .. 
-lJ 1J 1J 
r 
G'T 
-1 
for all i£l,r=I, ..• R 
(A-a) 
for all i,j£l,r=I, .•• R 
(A-IO) (= (C-13» 
for all i£B,r=I, ..• R 
(A-II) (C-14) ) 
for all h£H 
(A-12) (= (C-IS» 
Here we can associate multipliers, A, with the 
aggregate constraints, (A-7), forming the Lagrangian: 
e
tk) _Dtk)] 
nm n 
(A-13) 
tk A can be thought of as the "average" price for 
n 
energy delivered to region n in load segment k of period t. 
Now, just as for the complete problem, we can define: 
PA(A) = MIN £A(Z,A) 
{zl (A-8)-(A-12) hold} 
(A-14) 
Then introduce the aggregate dual problem, DA: 
Find MAX PA CA) (A.,.. IS) A 
Such that: At 
n 
~ 0 for .a11 n= I, •.. N (P_-16) 
t=l, ••• T 
The aggregate dual objective function, PA(A), is 
concave just as was the complete dual objective function, 
Now we could solve DA by an iterative technique, 
adjusting the A prices so as to meet the constraints. At 
each iteration of this algorithm we would face the 
aggregate Lagrangian problem, PA': 
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Find MIN 
z 
(A-IO' ) 
Such that (A-8)-(A-12) hold. 
Now this Lagrangian problem is not separable because 
of the constraints (A-8). 
However, given assumption (AA), we can ensure that 
the constraints (A-8) are met by solving, instead, the 
following modified aggregate primal problem, PA": 
I I [c~ (g7T ) t ' 1 1 rE lEn 
1. r, (,t) ( r r \ (fr ~1 An giT + giH + L " jEI Jl 
(A-17) 
Such that (A-9) - (A-12) hold. 
Now this problem is identical in form to the complete 
Lagrangian problem, PC' . We propose the following algorithm 
for its solution. (cf, Section 2.3.2). 
(1) Initialise~. 
(2); 2.1 Derive].l(A). 
2.2 Solve the modified aggregate Lagrangian 
" * problem, PA', to determine Z ('Il(A». 
2.3 Aggregate the responses to get: 
tk*(A)· tk*(A) etk*(A) Ltk*(~) gnT ,gnH ' nm ' nn 
for n, m= 1, ••• N 
t=I, ••• T 
k=l, ••• K. 
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(3) If: I tk*p)+ tk*p)_Ltk*P)+ I (ftk*p)_etk*(A»)_Dtkl<£ 
gnT gnH nn m=l mn nm n 
for all n=l, .•. N 
t=l, •.. T 
k=l, ••• K 
THEN STOP (A-7' ) 
ELSE GO TO (4). 
(4) Adjust A: 
4.1 Determine a feasible search direction,o(A). 
4.2 Determine a step size, 6, such that: 
PAP + 80 (A)}~PA(A) 
4.3 Let A = A + 80(A). 
4.4 GO TO (2~ 
(A-18) 
(A-19) 
When this algorithm terminates in Step 3 we will 
have the solution to the aggregate dual problem DA, with 
assumption (M) assuring us that, at this optimum, the 
constraints (A-8) hold. So then we have the 'approximate 
solution to the aggregate primal problem CPA) just as we 
had for the complete primal in Section 2.3.2. Thus we have 
the solution, to within the tolerances guaranteed by (M), 
to the original complete problem. 
In Chapter 6 we deal with the adjustment of the 
A prices (Step (4», the derivation of the 11 prices and the 
aggregation of the responses (Steps (2 .1),(2.3». In the 
next section we consider Step(2.2)- the solution of the 
modified aggregate Lagrangian problem, PA". 
The inter-relationship of these various problems 
is demonstrated in Figure (2-8). 
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2.4 .3 Decomposition 
The problem PA", faced at Step 2.2, is separable in 
exactly the same way as was the complete Lagrangian problem, 
PC'. Thus we can use the results of Section 2.3.3 to 
decompose this problem to the level we desire. 
Firstly, we have one-period inter-regional exchange 
problems, 
Find 
(PAE t ): 
nm 
MAX l 
t rEt 
e 
nm 
l l [r t r r t r] )l.p }f .. - )l.P}e .. 
iEn jEm J m 1J 1 n 1J 
(A-17)t 
nm 
Such that: 
E7. ~ e7. ~ E7. 
-lJ 1J 1J for all iEn,jEm,rEt. (A-10) 
These problems can easily be solved by the technique of 
Chapter 4. We can simplify the solution of the overall problem 
by applying the exchange sub-model to evaluate the aggregate 
optimal exchange between the two regions for a number of 
different combinations of prices A and A , then storing the 
n :rn 
results in a look-up table. Then, in the aggregate dual, 
we can determine the optimal solution to the exchange sub-
problem merely by referencing these tables. (In forming 
such tables we incorporate the derivation of the )l prices 
from the A prices into the sub-model). In Chapter 4 
we also allow non-convex loss functions. Provided that 
this does not cause non-concavities in the "profit" 
function (and hence in PA(A» it will not cause problems 
in the aggregate dual problem. 
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Secondly, we have aggregate regional problems, 
,Find MIN I I I [(c: (g~T) -~: (A t) g7T) (g ,e )t=l rEt iEn 1 1 1 n 1 
n n 
r t r 
- ~. (A )g'H 1 n 1 
L (f::. - e:.»)] (A-17) 
. J1 1J n JEn 
Such that (A-II) , (A-12) hold. 
n n 
These problems decompose, just as did the original 
complete problem, into nodal thermal, local hydro and 
inter-nodal exchange problems. The thermal and exchange 
problems, being temporally separable, decompose into a 
collection of one-period problems. So we have: 
One-period nodal thermal problems, (PAT~): 
1 
Find MIN 
t 
giT 
Such that: 
t (r r r t r) 
'l C. (g. T) - ~. (A ) 9 . T 
t 1 1 1 n 1 rE 
r ...... r ~ -r §iT"""giT- GiT for all rEt 
One-period inter-nodal exchange problems, 
Find MAX 
t 
Such that: 
e .. 
1J 
r E •• 
-lJ 
t ( r. tr r . t r) l ~ . (A ) f.. - ~ . (A ) e. . 
t J n 1J 1 n 1J rE 
~ r ~ e .. 
1J 
-r ~ E .. 
1J 
for all rEt 
Local hydro problems, (PAHh ).= 
t (A-17)iT 
t (A-II)iT 
t (PAE .. ) • 
1J 
(A-17) .1;: 
, 1J 
t (A-IO) .. 
1J 
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(A-17)h 
Such that: 
In Chapter 3 we deal with the solution of the one-
period nodal thermal problems. This is quite easily 
achieved via calculus. Just as for the inter-regional 
exchange problems we can, for each An vector,. derive ]In' 
solve the sub-problem and store the aggregate results in 
tabular form. Then in the aggregate dual problem we can 
use these tables to determine optimal aggregate output 
from the thermal system. We will also allow rather more 
general, non-convex and possibly inseparable, cost functions. 
Again these will not cause any problems provided that the 
IIprofit" from thermal generation remains a concave increasing 
function of A. 
In Chapter 5 we deal with the solution of a. local hydro 
problem. This is by far the most complex of the sub-
problems. We will divide this problem into a long-term 
problem and a collection of short-term problems. The long-· 
term problem must be resolved at each iteration of the 
aggregate dual. It utilises tables summarising the results 
from the short-term hydro model. 
In Chapter 4 we deal with the solution of inter-regional 
exchange problems (as above). However we do not intend 
to use these techniques to solve the intra-regional exchange 
problems (PAE .. ). . . • 
~] ~,] En 
Rather,we intend to aggregate the 
production in each region using "traditional ll internal 
transmission patterns. This point is discussed in 
Section 6.2.3 .. 
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Thus we may solve the problem PA" at each iteration 
of the aggregate dual problem by looking up tables to 
determine the optimal aggregate response from the thermal 
and exchange systems and solving the long-term hydro 
problem. The techniques required for the solution of 
these sub-problems are found in the next three chapters. 
2.5 CONCLUSION 
We have outlined a scheme whereby the complete, 
computationally intractable, model may be approximated 
by a far more manageable aggregate model. This model 
relies on two things for its accuracy: the accuracy of the 
stib·models and the accuracy with which the ~ prices may be 
derived from the A prices. The former topic is taken up 
in Chapters 3 to 5. 
The accuracy with which we can derive the detailed 
prices from the aggregate prices depends on the flexibility 
allowed by the price parameter system. Obviously, if 
K or T are large enough, we can make our parameter system 
so flexible as to be able to achieve any desired degree 
of' accuracy. However we wish to trade off flexibility 
for computational tractability. 
For example, suppose that we had one period for each 
week and let K=l. Then we would have a model very 
8i~ilar to that of ~7] except for the very important 
additional constraint that the detailed demand pattern 
within each week and region must be (approximately) met. 
. .. t In this model An is the representative price for energy 
deli vered to region n in period t. The aggregate dual 
problem for this model will have only 52 dual variables 
(At) to adjust for each region. However, unless special 
n 
provision is made, this scheme will attempt to conform 
production at all times of the year to a single load 
distribution. For this reason, the more flexible multi-
segment model could be more appropriate. 
However, provision can be made for regional and load 
variations. This can be achieved by appropriate variations 
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in the way in which the detailed, ~, prices are derived from 
the A parameters. In order to determine an appropriate 
scheme we will need to know how the pattern of optimal 
~ prices varies. The multi-segmentmodel of Section 2.4.3 
can be used to gain the necessary experience. 
The scheme proposed in this section has obvious 
similarities with that proposed by the EDF (see Appendix 
A ) . rfhe EDF model has two independent price parameters 
corresponding to the "normal" and "off-peak" segments. 
From these they derive "price duration curves" appropriate 
to various times of the. year and week. These curves are 
used as input into heuristic short-term scheduling programs 
(e.g., PI). The chief advantages of our scheme are: 
(i) Its accuracy - rather than price duration curves 
we have used price curves, giving the pattern of prices as 
they vary with time. This enables us to model dynamic 
phenomena in our sub-models. In the thermal sub-model 
we can take account of start-up costs, etc. (See [ 49 ]). 
In the short-term hydro sub-model we can employ an 
optimising procedure, taking into account time delays and 
storage limits for downstream reservoirs in each valley. 
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(ii) Its consistency - we have developed a consistent 
framework in which an aggregate model can be seen as an 
approximation to the true detailed model rather than a 
collection of ad-hoc assumptions. 
(iii) Its flexibility - we have assumed no fixed relation-
ships among the A. prices nor any specific form for the jJ 
price curve as a function of the A price parameters. 
Further, we note that there is no need for 
the periods to be of equal length. If it is 
possible for us to determine, say, a weekly price curve 
for a period and region on the basis of just 
one "aggregate price", it may equally well be possible to 
determine a monthly price curve on such a basis with 
sufficient accuracy for our purposes. This may be 
particularly appropriate for periods in the more distant 
future, say a.year away_ Our forecasts as to the 
situation prevailing at that time are necessarily vague and 
we have a corresponding degree of uncertainty about the 
appropriate price structures. Thus a less accurate 
representation could be quite acceptable. We could most 
easily introduce variable length periods by amalgamating 
. several "periods" into one "super-period" (so that we can 
use the amalgamated output from our standard sub-models). 
As is pointed out in 17], this could allow a 
considerable reduction in the number of dual variables 
required and hence in computational effort needed to adjust 
them. However preliminary. experience indicates that 
computation time will not be a major problem. The only 
way in which this possibility can reasonably be evaluated 
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iSI again, by experience with a more detailed model. If 
the price curves derived from this model do exhibit 
a sufficiently consistent pattern this alternative can 
easily be incorporated into the general framework. 
Finally we consider the relationship between our 
present model and that put forward earlier in [ 47 ]. 
That earlier work presented a multi-load generalisation 
of the EDF model in which no account was taken of short-
term requirements. Thus it merely ensured that sufficient 
energy was available in each region and period without 
ensuring that the system would be able to allocate energy 
delivery so as to meet peak requirements without increasing 
costs. The extra complexity of the present model has been 
introduced to formalise these extra (realistic) requirements. 
Mathematically, the model of [ 47 ] is identical to the 
complete model, PC, the only difference being in the 
number (and hence length) of the time intervals involved. 
That model is also equivalent to a single-segment aggregate 
model, PAl (say), without the extra detailed restrictions 
summarised by (A-8). For such a model we would have: 
for all rEt (A-20) 
implying a constant level of production throughout the 
period. A similar mUlti-segment ~odel (PAR), in which 
we allowed: 
for all rEtnk (A-21) 
could ensure approximate satisfaction of the detailed 
constraints. Such a model could be stated much more 
simply as a generalisation of the model in [ 47 J. 
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However our more general approach, which covers such models, 
allows for greater flexibility. Surprisingly, despite 
its more formidable statement, the resultant aggregate 
problem is no harder to solve than PAK, the extra detail 
being confined solely to the preparation of input tables. 
CHAPTER 3 
THE NODAL THERMAL PROBLEM 
3.1 INTRODUCTION 
Our concern here is with the solution to the nodal 
thermal sub-problems of our aggregated model. We deal 
with a single thermal. node,iEn,and period t. Thus, given 
a vector of prices (~7)rEt , derived from the price 
1 
parameters At, we wish to determine the generation schedule 
n 
for node i which maximises the "net return" at those prices. 
In fact we can further decompose our problem to the level 
of the individual sets within the station. Unless stated 
otherwise,we shall treat each station as an individual 
set for the remainder of this chapter. We shall drop 
the subscripts n, i and "T". 
Our problem may formally be stated as: 
(PAT) Find MIN 
g 
Such that: 
Because we have ignored set-up and shut-down costs 
(T-O) 
(T-1) 
the objective and constraint set are temporally separable .. 
So we can separate problem PAT into instantaneous problems, 
Where there is no possibility of ambiguity we 
drop the superscript r. The ease with which these 
instantaneous problems can be solved depends on the form 
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of the cost function. In the next two sections we deal 
with the two cases illustrated by simple realistic examples. 
3.2 CONVEX COSTS 
r Firstly, if C( g) is convex then we can solve PAT by 
merely equating the derivative of the objective (w.r.t g) 
to zerb~ 
Then set: 
That is we find, g such that: 
ac(g) I = II 
ag g 
In the quadratic case, where: 
(T-2) =>2ag+ S=ll 
=> g(ll)~ ll-f3 
2a 
(T-2) 
(T-3) 
(T-4) 
(T-5) 
The cost and marginal cost curves for this case are shown 
in Figures (3-1) and (3-2). Figure (3-3) shows the resultant 
'generation response" curve. In economic terms we can 
imagine a manager for the thermal station maximising his 
profit by equating marginal revenue (ll) with marginal cost. 
If II is below his minimum marginal cost (S) he does not 
generate. Above that point his generation increases 
linearly (due to the quadratic cost function) until, at 
price ll, it reaches G. 
c 
G 
/ 
/ Slope = ~ 
/ 
_ - - Slope = J:! 
g 
FIGURE ,(3-1): Thermal cost function (convex quadratic 
case) . 
G. g 
FIGURE (3-2): Marginal cost curve. 
g 
G 
,...--------- g* (jJ) 
PIGURE (3-3): Thermal response curve. 
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3.3 NON-CONVEX COSTS 
Usually a thermal station or set which is running does 
in fact have an approximately convex cost curve which, in 
general, can be adequately represented by a quadratic. 
However the quadratic usually has a significant constant 
term and thus the option of turning the thermal station off 
will be attractive. As is shown in Figure (3-4) this 
could be modelled by a non-convex (in fact discontinuous) 
cost curve.· (An alternative model could include zero-one 
integer variables introducing a new difficulty) . 
Now, if our thermal station can be turned off without 
incurring any penalty, we will never run the station if the 
value of the energy produced (~g) is lower than the cost 
of producing it (C{g)). If g is the level of generation 
giving minimum average cost for the units generated then 
there .should be no generation at all from the station 
while: 
(T-6) 
A • This point g corresponds ln economic terms with the shut-
down point and, in engineering terms,with the peak efficiency 
of the station. If we let: 
AC (g) 
A 
= ~ - the average cost function, g 
theng can be found by setting: 
~AC (g) 
dg 
(T-.7) 
(T-8) 
Or, equivalently: 
AC(g) 
i.e. marginal cost is equal to average cost. 
[Since (T-8) ~. gaC(g) 
ag 
A 
A - C (q) = 0 
g 
A 
~ aC(g) = C(g) = 
A 
ag 9 g 
Further (T-9) ~ gac(g) = C(g) 
ag g 
A 
(T-9) 
(T-lO) 
So 9 is the generation level at which a line drawn from the 
origin is tangent to C(g). 
Figure (3-4) demonstrates· condition (T-lO) for the 
quadratic case. Figure (3-5) shows the corresponding 
marginal and average cost curves, demonstrating conditions 
(T-9) and (T-lO). 
For this quadratic case 9 is easily found (e.g. from 
( T-5» to be: 
(T-ll) 
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If the station is running then, as in Section 3.2, optimal 
operation involves generating so that the marginal cost of 
generation is equal to the marginal value of generation 
(i.e. the price ~). This is again equivalent, in economic 
terms,to equating marginal revenue (= price, in our case) 
with marginal cost so as to maximise "profit". Thus the 
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response of a thermal station can be summarised by a 
curve such as that in Figure (3-6). Here, as the "price" 
~ increases, there is no response from the station until 
" ~ = ~~ the marginal cost of generation at the station's 
" most efficient generation level, g. Then the optimal 
generation level jumps to g. After this point the optimal 
. generation level increases gradually until the price 
-reaches ~, the marginal cost of generation at the station's 
maximum output, G. After this point generation remains 
constant at G. 
If we were to modify our non-convex cost curve, 
"-
replacing the segment from 0 to g by the tangent line of 
A 
slope ~, we would in fact obtain a response curve identical 
to that of Figure (3-6). We shall refer to this modified 
curve as c' (g) . In fact the generation range [0, g) 
constitutes a "duality gap" in the s~nse of [30],Section 8.4]. 
As is pointed out there, the Lagrangian approach cannot be 
successful if the optimal solution lies in such a "gap". 
By modifying the curve we have removed the gap, the 
tangent line providing the necessary supporting hyperplane. 
This modification to the curve is sufficient to 
guarantee optimal solutions, but it does not give us 
unique solutions. We can guarantee these however by 
"patching" the response curve, removing the discontinuity 
by iriserting a very steep portion joining (0-,0) and 
.... + A. (~ ,g). This is equivalent to putting a slight curvature 
on the initial segment of C' so as to make it strictly 
convex. 
-Slope = 11 
C [g. \Sg+y if g>O 
C (g) = 
o if g=O 
I 
I • .. ... Slope = l:! 
y 
1' •• ..... r ......... ...... .. 
A_.~"'··· .~. 
.; A dis-
continuity I' Slope = l1 
/ 
I' 
I' 
FIGURE (3-4): 
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These modifications allow us to solve the mathematical 
model, but to what do they correspond in practice? If 
o < g* < 9 we can generate. g* at marginal cost ~ within an 
instant by generating at the level of maximum efficiency, 
" g, for part of the instant and shutting the plant down 
for the remainder. If this is impossible for some reason 
then, if we were implementing the solution immediately and 
this problem occurred for an "instant" in the near future, 
we should re-run the short-term optimisation twice - once 
with the station forced to be on, once off. Then we would 
implement the better solution. If the instant involved 
was further in the future it would seem appropriate, in 
View of the uncertainties involved, to ignore the problem. 
3.4 CONCLUSIONS 
We have seen tha~ provided we ignore set-up costs, the 
solution to the thermal sub-problem of our aggregated 
model is quite straightforward. However set-up costs may 
be a significant factor in some circumstances. These can 
be dealt with by a short-term scheduling algorithm such 
as that of [ 41 which is outlined and extended in 
[ 49 ]. 
We have dealt with each "node" as if it consisted of 
only one set. We can aggregate the sets in a station 
just as we will aggregate the stations in a region. (See 
Section 6.2.3). 
Note that, for the quadratic case, the instantaneous 
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response curVe, being piece-wise linear, can be sununarized 
by its corners and so stored very compactly . 
. For the purposes of our global algorithm we do not, 
in fact, need to know the "instantaneous" output from each 
nod~ but merely some aggregate characteristics. We 
restrict our attention here to aggregation over the time 
period - aggregation over the region being dealt with in 
Se.ction 6. Z. .3. 
For any particular aggregate price vector (A) we 
are.interested in one aspect only of the response of this 
thermal node - its contribution to the satisfaction of the 
chosen aggregate constraints (e.g. total peak and off-peak 
energy produced) 
price vector. 
when run optimally with respect to that 
. t 
Since we can derive the vector ~. from 
1 
At this is easily determined - and need only be determined 
n 
br t 
once , giving us a standard generation response curve, q i (An)' 
which can be stored in tabular form. However outages 
or a significantly different load curve would require an 
alternative generation response curve. The derivation 
of a very simple response curve in this way is shown in 
Figure (3-7). Here we have one price from which are 
derived two prices· (~1,~2) which correspond to two periods 
of the day of equal length, and our concern is only with 
total. generation. 
It can be seen that the response curve will become 
increasingly smooth as the price vector ~ becomes more 
detailed. 
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Finally we note that, in practice, a set may be 
so constructed that its maximum generation is limited to 
a maximum level (G) lower than its, theoretical, most 
efficient operating level(~) . This situation is 
typical of much plant designed for base-load operation. 
In this case the optimal economic generation level is 
clearly G and the three cornered generation response 
curve (see Figure (3-6)) reduces,to a single step 
function. In this situation the marginal cost of 
, generation is no longer relevant since it is lower 
than the average cost. Thus, if the price ~ is lower 
than the average cost at maximum generation (AC(G)), 
then we should not run the set at all. If, on the 
other hand, we have ~ > AC(G) we should run the set at 
A 
G. Thus ~, the price at which, generation from the set 
becomes an economic proposition, may be found by: 
o = aG + S + y 
G 
(T-12) 
We may aggregate the sets in each station and also the 
generation in the various instants just as for the 
generation response curves discussed previously~ 
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CHAPTER 4 
THE INTER-REGIONAL EXCHANGE SUB-PROBLEM 
4.1 INTRODUCTION 
We are concerned here with the solution of the inter-
regional exc::hange problem of our aggregated model. At 
each iteration of this model we will have specified the 
priceparameters,A,and will be able to derive ~(A). We 
are concerned with the exchange of energy between two 
r rEt 
regions, nand m, for which we have price vectors (~i)iEn 
We wish to determine the optimal 
transmission schedule between the two regions (n,m) so as to 
maximise the benefits from exchange at these prices. 
We will here concern ourselves entirely with the inter-nodal 
exchange problem (i.e. taking n,m to be nodes) since the 
inter-regional exchange is simply a sum of inter-nodal 
exchanges. The solution to this problem is, in fact, 
very similar to that of the thermal problem outlined in 
Chapter 3. 
First, let us restate the problem from Section 2.3.5: 
(PAE t }Find 
nm 
Such that: 
MAX 
t 
e
nm 
(E-O) 
Of course we also have the closely related problem 
PAE t ,whose solution, since it depends on the same parameters, 
ron, 
85 
we will deal with simultaneously. 
As for the thermal problem, the solution to this problem 
depends on the form of the functions -in this case losses 
rather than costs. Here, just as in that chapter, we are 
assuming that there are no penalties involved in changing 
.the transmission level and thus the problem breaks down 
into a series of "instantaneous problems". We will hence-
forth drop the superscript r. Again we have two cases -
either the losses are strictly convex, or not. 
both in the followi~g sections. 
We consider 
Recall that our primary motivation for introducing the 
exchange problem is the presence in New Zealand of a limited 
capacity DC link between the two main islands. For this 
type of link the methods outlined in this chapter are 
entirely appropriate. Most AC lines are subject to square 
law (i.e. pure quadratic) losses. However, in an AC 
network', the determination of exact flows of active and 
reactive power with their corresponding losses is a major 
undertaking~ Our simple form for the loss function cannot 
reflect this complexity. It is intended rather to reflect 
the approximate losses likely to be incurred. Studies 
(e. g. [ 29 ]) indicate that such approximate loss 
functions can be computed with a reasonable degree of 
accuracy. More exact forms for the loss functions could be 
accommodated. They would be likely to destroy the spatial 
separability of the exchange problem and so complicate both 
its solution and the nature of the response surfaces 
derived. 
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4.2 CONVEX LOSSES 
We deal here with the case where the loss function is 
convex (and increasing) in e as shown in Figure (4-1). For 
example, L(e) could be a pure quadratic. Figure (4-2) shows 
t.he resultant "energy received" function,f(e). 
Since the loss function is convex the objective (E-O) 
is concave, and so the exchange problems easily solved by 
~r differentiating the objective, finding enm such that: 
enm 
and setting: 
e ~m = MIN { MAX { Etun' Enm } , f?nm} 
For example,in the pure quadratic case we have: 
(E-3) => 
L (e ) = a e 2 
nm nm nm nm 
2a e 
nm nm 
Thusenm (l-I n , l-Im) is linear in (~:) and hence fnm (l-I n , l-Im) 
is quadratic in this. 
(E-2) 
(E-3) 
(E-4) 
(E-S) 
(E-6) 
In economic terms we could imagine a "manager" buying 
energy at the price l-I in region n and selling it at the 
, n 
price l-Im in region m. He maximises his profits 
by equating marginal revenue with marginal cost, that is: 
dL
nm 
l-Im(l - de )= l-In ' 
nm e
nIil 
(E -7) c f. (E - 3 ) 
L.(e) 
e e 
FI~ (4-e): 
E.NE.R~Y RE.CE.IVE.D 
FUNCTION, 
h ----...::--------__ E.nm 
f 
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FI~ (401) : . 
LO 55 fUNCTION,· 
(flS e) 
fee) 
-f(emnH-_____ ~ ......... --
/0" I 
FI~ (4-~) : 
Nf:T TRAN :>FE:R. . 
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. }Jm 
enm)o 
emn )0 
FI§ (4-4) : 
PRaJe::CTION OF NE.T' TRAN5Fe:.~ FUNC.TION. 
89 
-.f(Emn) 
e:.XCHAN~e;. SPONSE. SURFAc.e; 
FOR: '-(e) = 01' e& 
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In our consideration of the thermal problem we were 
interested in the behaviour of the "generation response 
function" Here we will be interested in the 
behaviour of the "net transfer function" given by: 
(E-8) 
Figures (4-3) - (4-5) demonstrate this function for 
the quadratic case. Figure (4-3) shows hell) as a function 
1I then there is no transmission in 
n of (~:). If lim = 
either direction. As (~:) decreases from that point it 
becomes profitable to transmit more and more energy from n 
. '1 ' (lin) to m unt1 , at a rat10 ~ =~, the exchange reaches its 
m 
maximum in that direction. On ( ;'mn) the other hand, if ~ 
rises, the transfer from n to m rises linearly, the energy 
received at m being reduced by the losses. Figure (4-4) 
summar~ses this behaviour in the different sectors of 
ep ·,ll ) space, while Figure (4-5) shows the whole response 
n m 
surface. 
Some lines, particularly OC lines of the type installed in 
the NZED, do not have pure square law losses. 
more general loss formula: 
2 L (e ) = a e + D e 
nm nm nm nm ~nm nm 
We allow the 
(E-9) 
This is shown in Figure (4-6) with the corresponding 
"energy received" function, f(e), in Figure (4-7). For 
this type of line: 
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L(e) Flc:. (4-6): 
L.OS 5 FUNC.TION. 
f 
FI~ (4-"T) : 
e::.NE.~G,Y RE.CEIVED FUNCTION. t(e) 
h 
--~~----------~ Enm 
E. 'e 
h:: O---L----~-----+---~~~...c._.___. ~ (=r) 
;Q 1-,150m JJ.m ' 
Fie:. (4' a) : 
NE'.T "TRAN5FE.F<:. 
;:>=1 
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,un 
P~OJE.CTION OF' NE.T T~AN5FER FUNCTION. 
_)-'0_ ... _1 __ 
)..1m I-~mn 
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hlp) 
E.nm 
I-jjmn 
-f~mn) ~=---------------------------------------------
Pm :0 
F'I~ (+-10) 
e:.XC.HANqe:. RE.5PONSe:. SURFACe: 
FOR L..le}". ece2 + foe 
(E-3) ... 
2a e + B 
nm nm nm 
'" 
:I:t e
nm 
= 
= ----]J 
n 
(E-lO) 
The response surface for such a line is summarised by 
Figures (4-8) - (4-10). Here, owing to the constant 
loss factor, B ,it is unprofitable to transmit in any 
nm 
direction if the difference in prices is too small to cover 
the minimum marginal loss in that direction, B Thus the 
nm" 
response curve has a flat portion when the price ratio 
(~:)·iS in between (1 - Bnm> and l-~mn . 
4.3 NON-CONVEX LOSSES. 
Lines such as the NZED DC link may consume a certain 
amount of energy when they are "on" even if no energy 
is being transmitted. We will deal with a loss function 
of the form: 
nm nm nm nm 
if e 
nm 
> 0 
{
u e2 +S e +y 
L (e ) = 
nm nm O. if = 0 e
nm 
Such a loss function with its associated "energy 
(E-ll) 
received" function is shown in Figures (4-11) and (4-12). 
Now, if the line is always "on" then, since the fixed loss, 
Y· is always incurred it is irrelevant. nm' So the solution 
to the problem would be identical to that for (E-9). 
However we have the option of switching the line "off", 
0. in which case we incur no losses. Just as in the thermal 
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FIQ (4-11): 
LOSS FUNCTION 
E. e 
f 
. FIQ (4·/a) : f(e) 
E:NE:J~qy ~E.CEIVE.D 
FUNC.TION 
e 
-f(tmn) 
y<)= , 
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FIg. (4·'4)'. 
PIlOJECTION OF NET TRAN5FEI< 
F'UNCTION. 
97 
Po: 0 
·)Jo A 
~----,,,..c;---==~=::=~::;::-::..- Pm ... .;omn 
·r(e.mn) ..... ::::::::::::----e-,;~---~---_,__---------_:__... 
IJ.m: O 
F"I~ (4-t5) 
EXC.HANGe:. I:lESPoNSE. SUgFAC.e: 
FOR L.(e) .. 0< e<! + )J' 
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case, we would not choose to transmit in either direction 
if the efficiency of the line were less than its maximum 
in that direction. So we again find ourselves with ,a 
discontinuous response curve and a 'duality gap' for our 
global algorithm. As in that case, we can "patch" the 
response surface with a very steep portion. 
Figures (4-13) - (4-15) summarise the resultant 
response surface. In drawing these figures we have 
assumed, for simplicity, that S (the linear coefficient) = O. nm 
A 
The minimum economic transmission level, E , is found, 
nm 
just as in the thermal problem, by maximising the average 
benefit from transmission. This results in: 
(E-12) 
A 
P
nm 
is the corresponding price ratio. 
4.4 CONCLUSIONS 
Here we have shown that the solution of the instantaneous 
exchange sub-problem is not difficult. The result is a response 
surface giving the optimal instantaneous transmission between 
two regions as a function of the "prices", 11, pertaining to 
those. regions. * r r It is probably easier to calculate e(l1 i ,l1j' 
as needed than to store the instantaneous response curve. 
However, in the aggregate dual algorithm, we will be interested 
in the response of some aggregate of the transmission as 
a function of the price parameters A. So we should evaluate 
e lA ' , A , over a. grid of A and A. However, noting that 
n m n 'm 
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e*(~ I~ ) can be expressed as a function of the ratio of the 
n m 
~rices ~n/~m IE-a», we should only need to evaluate e*for a 
number of ratios of An and Am' We expect that this response 
surface will become progressively smoother as the detail of 
the p curve increases, just as did the thermal response curve. 
If other costs or losses are incurred by the transmission 
process, due, for instance, to maintenance or start-up/shut-
down procedures, then these can be incorporated in the same 
way as they were in the thermal model. 
to that of [.41 ] could be developed. 
THE LIBRARY 
U'NIVI;;-,SITY OF CANTERBURY 
CHH.ISTCH URCH .. N.Z. 
A similar algorithm 
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CHAPTER 5 
THE LOCAL HYDRO PROBLEM 
5.1 INTRODUCTION 
We are concerned here with the problem of managing the 
release pattern for a given "valley" so as to maximise the 
. "profit" from its hydro-electric generation (at the prices 
(11) supplied by the dual algorithm). We assume here that 
the inflows Fh are known in advance - Chapter 8 deals with a 
more realistic stochastic model. This is the most complex 
of our sub-models, involving, as it does, the interaction 
between several nodes over the entire planning horizon. 
Recall from Section 2.2.3 our problem, PAHh , (or PHh ) , 
may be stated as: 
R 
Find I r r (C-22") l<1AX 11hghH (qh) 
qh r=l 
Such that: qh€~ (C-15)h 
Where, in the aggregate model, the 11 prices have been 
determined from the A price parameters. 
In Section 5.2 we detail the nature of both the 
objective (C..;..22") h and the constraints (C-15)h" 
Then,in Section 5.3,we aggregate the instants into periods 
as in the global problem. This results in a long-term sub-
model and a set of short-term sub-models. The bulk of this 
chapter (Sections 5.4 and 5.5) deals with the solution of 
these problems. 
h 
5.2 COMPLETE HYDRO VALLEY MODEL 
We deal first with a general representation for the 
physical setup of a valley. 
We concern ourselves here solely with a specific valley 
h,and so drop this subscript, indexing the nodes within the 
valley by j = l, •. ,J (where index J represents the eventual 
sink for all flows). These nodes may involve any or all 
of hydro-electric generation plants, pumping stations or 
reservoirs of various types. Since there are currently 
no pumping stations in existence or planned for New Zealand 
we omit discussion of these here (although see [51]) 
Each reservoir (j) has, at the end of instant r, volrnre s~ 
J 
in storage. There are physical limits on the minimum and 
maximum permissible storage levels and these may be further 
restricted, at various times of the year, for purposes of 
flood control or aesthetic appeal. We express these limits 
by: 
for all j = 1, ... J-l 
r=l, ... R (H-l) 
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. (Note tha.t vle often loosely refer to the vlhole set of 10't'ller 
bounds ((S::) r=l, ... F) for a reservoir as "the lower constraint". 
. -.] 
Similarly we refer to "the upper constraint") . 
Ne let A. be the set of all :r;:-eservoirs immediately 
J 
. upstream from j in the valley. Thus releases from these 
reservoirs are discharged into reservoir j. We assume that 
there is only one reservoir immediately below j. 
~'!e let F~ be the uncontrollable inflow into reservoir 
J 
j in instant r (assu~i~g here that F~ is known in advance), 
J 
r 
and q.be the controlled release from j in r. 
J ' 
There are 
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r physical and operational limits on q. expressed by: 
J 
for all j = 1, ••. J-l 
r = 1, ••• R (H-2) 
If iEA. then the water released from i may take some time 
J 
to flow into j. We denote this delay time by w. (uniquely 
~ 
defined for all iEh, since there is always only one reservoir 
immediately downstream from i) • 
Then we have a water balance equation linking the 
instants: 
r 
s. 
J 
for all j = 1, ••. J-l 
r = 1, .•• R 
(H-3) 
Here we have assumed that the instants are sufficiently 
short so tha.t w. can be reasonably approximated by an integer. 
~ 
This is relaxed in section 5.5.2. 
We also require that: 
sC: := sC: 
J J 
s~:= sl!' 
'J J for all j = 1, •.• J-l 
(H-4) 
(H-5) 
This completes our description of the hydraulic inter-
connections between the reservoirs and we turn our attention 
to the behaviour of the generating plant. 
The output of j at instant r is given by a function,gj, 
of the release, gj, and (possibly) the volume of water in 
r 
storage, s., (in as much as it affects the 'head' at the 
. J 
station) • 
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Thus we have: 
r rr r g. = g. (q . , s .) 
J J J J 
for all j = 1, ••• J-l 
r = 1, ••• R (H-6) 
As discussed in Section 2.1 we will require the 
concavity of gr as a function of the independent variables 
. p (qj' for all p=l, ••. ,r; since q~ affects s~) • 
J J 
Firstly, generators are typically characterised by 
concave efficiency curves so that, eventually, as more and 
more water is released the productivity of release drops 
off. Although this may not hold for low machine loadings 
(and hence for various corresponding station output levels) 
we can overcome this difficulty, just as in the thermal case, 
by patching the generation curve with straight line 
segments as in Figure (5-1). Generation in this region is 
supposed to be achiev~d by generating at one end point for 
part of the time and at the other for the remainder. 
Alternatively, we can fit an approximate generation curve 
(say a quadratic as in Figure (5-2». The EDF takes the 
former approach, the NZED, in their current short-term 
scheduling model, the latter. Both result in a suitable 
concave generation function for g~ as a function of the 
J 
release 
concave 
. . d r In perlo r, q .• 
J 
function of q~, 
J 
r . 
However g. is not generally a 
J 
p < r. If we let the station head 
be given by the function, r r H.(s.) then it is clear that: 
J J 
aH~ 
~ > 0 
r as . 
(H-7) 
J 
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- with two 
machines 
- with one machine 
~P . 
FIGURB (5-1): Concave approximation for gh (cf. EDF) 
qh 
FIGURE (5-2): Concave approximation for gh (c f . NZED) 
FIGURE (5-3): Interpretation of release limits 
and: 
d2H~ 
J ~ o. 
a(s~}2 
J 
(H-B) 
a2H~ 
(Wi th: J 
a(s~}2 = 0 
correspondipg to reservoir j having 
J 
vertical sides.) So the head is a concave function of the 
storage volume. Further, generation is an approximately 
linear function of head ([ 13]) and therefore concave in 
storage volume. NOW, from (H-3) and (H-4) we have that: 
(H-9) 
So the generation in instant r, g~, is a convex function in 
J 
the earlier releases, ql?, p < r. 
J 
However, this problem is 
not serious because: 
(a) the convexity is very minor by comparison with the 
concavity of g~ as a function of q~ •. (cf. [25] ,p23, and 
J J 
[54], Section 8, p.14). 
{b)Asis pointed out in Section 2.2 the head effect itself 
is not present in any significant New Zealand long-term 
reservoir. However we will develop an algorithm for short-
term reservoir management which allows for variable head. 
(c) As in the thermal and exchange sub-models, the 
global optimisation can proceed provided the "dual objective 
function,P(>.),is convex. The contribution of the hydro 
sub-model to this function is the (negative of the) "profit" 
I 
function given by (C- 22)h' so that provided this is concave 
our global algorithm will work. 
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We can allow for spill in a number of ways. We have 
-r 
opted here (see Figure (5-3» for allowing Q. to represent 
J 
the maximum allowable total release from the station. 
If Q~(s~) is the maximum utilisable release, at 
J J 
storage level 
r ag. 
.--=.J.. = 0 
r aq. 
J 
r 
s ., 
J 
then: 
for all r "'r r q. ~Q.(s.). 
J J J 
(H-IO) 
Ar r (Here Q. may depend on s. if the station throughput is 
J J 
limited by its generators and a head effect is present.) 
And: 
Now we can state our problem as: 
(PAll) Find 
Such that: 
MAX 
q 
S~ 
-J 
Q~ 
-J 
0 
s. 
J 
A 
s. 
J 
R 
r 
~ s~ 
J 
~ q~ 
J 
== sC? 
J 
== S~ 
J 
J-l 
r j=l 
~ -r S. 
J 
-r ~ Q. 
J 
r [r r r] 11.(A) g.(q.,s.} 
J J J J 
for all j = 1, ... J-l 
r == 1, ••• R 
for all j = 1, ... J-l 
for all j = 1, 0 •• J-l 
. This problem is similar to that faced by the EDF 
'p2 prograro (see A.ppendix :r' 2) • However the use of 
(H-O) 
(H-l) 
(H-2) 
(H-3) 
(H-4) 
(H-5) 
in their 
"instants" 
rather than "periods" complicates any attempt to decompose 
this problem across time by assigning multipliers to the 
constraints (H-l) or (H-3). This is so because temporal 
separability is destroyed by the fact that water released 
by one station in one instant may result in generation at 
stations downstream for several instants thereafter. Rather 
than detailing such a decomposition we proceed, in Section 
5.3, to aggregate this model in the same way in which we 
aggregated the complete model. 
5.3 APPROXIMATE SOLUTIONS VIA AGGREGATION 
Just as in the complete model we will divide our model 
into two: an aggregate "long-term" model, and a "short-term" 
sub-model. To do this we aggregate the instants into 
periods compatible with those of the aggregated complete 
model. Thus we will be able to deal in our long-term 
model with the representative prices, A, utilising the 
detailed ~ prices only in the short-term sub-models. In 
using these approximate ~ prices derived from A we are 
again assuming that the solutions so produced will be 
satisfactory in the national problem (i. e., Assumption AA) . 
We will also require that, in the long-term model, only 
certain approximations to the constraints (H-l) and (H-2) 
be satisfied, specifically that the storage constraints 
(H-l) be met at the end of each period. This requirement 
involves the following assumption: 
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(HAl) That if, in the solution of the long-term 
model, the constraints (H-l) are met at the 
beginning and end of a period then the short-term 
model will be able to manage the release pattern 
so as to satisfy those constraints during the 
period. 
We now make a distinction between two types of reservoir: 
long-term controllable reservoirs, which can have significant 
variations from week to week in absolute storage volume, 
and short-term controllable reservoirs which cannot. We let 
K be the set of all long-term controllable reservoirs and 
J be the set of all short-term controllable reservoirs, index-
ing these sets by k and j respectively. The significant 
feature of a short-term controllable reservoir is that we 
can. expect that all inflows received during any period are 
rele~sed during that period. So we make the following 
assumption: 
(HAIl) For all JEJ, the following approximation 
is sufficiently accurate: 
L (F~ + Lq:-Wi_q~) ~ 0 for all t = 1, ... T 
rEt J iEA. 1 J 
"J 
(H-ll) 
Hence we have: 
s~ ~ s~-l 
J J 
for all t = 1, ••• T 
(since s ~-l is the initial level of reservoir j). 
J 
(H-12 ) 
By choosing our periods appropriately we can improve 
bur model with respect to its conformity to this assumption. 
In particular, if we end each period on Sunday night then 
the volume of water from the previous period's discretionary 
release, (qht - l - Qt-l), remaining in the system will be 
-h 
minimised. 
We wish to be able to deal, in the long-term problem, 
with a network consisting only of long-term controllable 
reservoirs. For this network the set AK. plays the role 
J 
of the set A. in the original model. 
J 
Similarly, for the 
short-term model, we wish to deal with a network consisting 
only of short-term controllable reservoirs, defining AJjto 
play the role of A .. 
J 
More formally, let: 
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AJe: = {j} 
J 
for all j £h. (H-13) 
Recursively define: 
AJ~ = U i-I (Ak \ K) J k£AJ. (H-14 ) 
J 
AK~ = U i-I (AknK) J K£AJ. ' (H-15) 
J 
Then: Ak.= U AK~ 
J i>O J 
(H-16) 
is the.set of all long-term controllable reservoirs, upstream 
from reservoir j, whose releases in any period will, after 
possibly passing through several short-term reservoirs, flow 
into reservoir j in the same period (since there is no other 
long term controllable reservoir between them and reservpir 
j on the chain) • 
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Also: 
">r i AJ.= U AJ . 
) i>O ) 
(H-17) 
is the set of all non long-t2rm controllable reservoirs 
upstream from j, the inflows into which, in any period, must 
flow down into reservoir j during that period since there is 
no long-term controllable reservoir between them and j on the 
chain. 
The practical application of these definitions is quite 
trivial as is demonstrated by the example in Figure (5-4). 
Let us characterise period t by: 
.. t -t 
t = (E , ••• r ) (H-18) 
'l'hen,for each kE K'{J}, we define: 
q~ L r for a,ll t==l, ... T (H-19) = qk 
rEt 
t r=t (H-20) sk = sk for al'l t=l, •.• T 
Ft = L [F~ + L Fr ] for all t=l, •.• T (H-21) k . AI j rEt )E ·k 
So we have that: 
t t-l t 
Sk --. sk + Fk for all t == 1/ •.. T . 
(H-22) 
And we require that: 
S t ~ t ~ s-t 
-k sk k for all t = 1/ ••• T (H-23) 
where: 
st 
-t 
= 
Sr 
-k -k 
(H-24) 
-t -t -r 
Sk = Sk (H-25) 
We also require that: 
(a) Complete valley system 
.. 
~ 
.. 
, 
.. 
.. 
.. 
.. 
.. 
.. 
.. 
• 
• 
" 
, 
• 
• i 
'r kEK 6 10 • 12 
• 1 
2 
3 
5 jEJ 
7 
8 
9 
11 
. 
• (b) Relationship table 
A· l. AJ. 1 A/<. 1 
3 1,2,3 
5,9 5,7,8,9 4,6 
11 11 10 
1,2 1,2 
4 4 
6,7 7 6 
8 7,8 6 
10 10 
.. .. 
.. (c) Equivalent long-term system 
--
.... '.. . 
Q 
o 
12 
rivers 
Short-term sUb-systems 
Long-term reservoir 
Short-term reservoir 
FIGURE (5-4): Hydro valley 
III 
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where: 
Qt ~ qt ~ Q-t 
-k k""'" k 
Qt L Qr = 
-k -k 
ret 
-t L 6~ Qk = 
ret 
for all t = 1, ••• T 
We can now restate our problem (PAH) as: 
E:ind 
Such that, for each ke K, ~'Je have as initial and final 
conditions 
S T = ST k k 
And, for each kcK, t=l, •.. T, the follovring "long-term 
constraints" ho.ld: 
C'!t ~ st ~ s-t ~k k k 
Qt ~-: t ~ Q-t 
-k qk""'" k 
s~ = S~ (fixed) 
J J 
For each j e AJk 
(H-26) 
(H-27) 
(H-28) 
(H-29) 
(cf. (H-O) ) 
(H-30) 
(H-3l) 
(H-23) 
(H-26) 
(H-22 ) 
(H-32) 
And also, for all jeAJk , the follo~ing "short-terw constraints": 
s: = s:-l + F: 
J J J 
Q: ;;;;; q: ~ -r Q. 
-J J J 
s: 
r ~ Sr ~ s. ""'" . 
-J J J 
r-w' q. ]. 
]. 
(H-33) 
(H-34) 
(H-35) 
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If we define our short-term hydro scheduling problem, PASHk , 
as: 
Find MAX 
q 
(H-36) 
(cf . (H-29) ) 
Such that, for each jEAJk (i.e., for each short-term reservoir i.n the sub-system): 
rt t t 
s. = s. = S. ( fixe d) (H - 37) 
J J J 
and: 
-(t-l) 
r 
= s. 
J 
t-l 
= s. 
J 
t-l 
= S. 
J 
And, for all rEt: 
r-·l 
s. 
J 
r r \' r-w' + F. -q.+[. q. 1-
J J iEA. 1-
r ~ r ~ -r Q. """ q. """ Q. 
-J J J 
. J 
( fixed) (H-38) 
«II-33)=) (H-39 ) 
«H-35)=) (H-40) 
( (H-34) =) (H-4l) 
Also, for each ~EAKk (i.e., for each long-ter~ reservoir in the. 
sub-system) . 
I q~ = Qi (given) 
rEt 
(H-42) 
r t t t-l (-
s ~ S ,(/, ( give n) => s ~ (H-43 ) 
Note that, forjEJ,S~ must be set at a level which will allow 
J 
reasonable operation in the next period. We let (9'~)k = 
(q~,S~)~EAKk' i.e. the vector of releases from the long-term 
reservoirs involved in problem PASHk " Then, if we can 
solve PASHk , we can find the optimal generation: 
r* g. (q,s)k J - ~ (H-44) 
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The profit from g~* will be: 
. J 
r r* 11 g .• 
J 
So we can define the total, generation from the release 
(and storage) pattern (~'~)k to be: 
for all rEt. (H-45 ) 
The profit from this total generation is: 
(H-46 ) 
Now w~ can define our long-term hydro scheduling problem, 
PALH,as: 
Such 
For 
Find 
. that, 
sO 
= k 
T 
sk = 
all t 
t 
Sk = 
MAX 
q 
;for 
0 S' k 
ST 
k 
T t* I I 'JTk(q,s)k 
t=l kEK . - -
each kEK\ {J}: 
= 1, .... T: 
t-l 
+ Ft + I t Sk (q R,) k R,EA'Kk 
st t ~ gt 
-k '" S,k ..... k 
t·· t . -t 
·9k '" qk '" Qk 
«H-30}=) 
«H-3l)=) 
t 
- qk ((H-22)=) 
( (B-23) =) 
( (H-26)=) 
(H-47) 
(cf. (H-29» 
(H-4 8) 
(H-49) 
(H-50) 
(H-5l) 
(H-52 ) 
No'll!, apart from the expJ..ici t form of the profit expression, 
(H-46), in the objective,. this problem is in a form identical 
to that studied by the BDF in their GR1'.F model ([ 1]) or to 
a deterwinistic version of that solved by P2 in SGEP. 
(See Appendix A) . ~Te turn our attention in the next 
section to its solution. In the following section 
we deal with the solution of the local short-term 
scheduling problem, PA.SH ~ 
5.4 THE LONG-TERM HYDRO PROBLEM. 
5.4.1 Introduction 
f 
We consider here the solution of problem PALH - the 
determination of a sequence of re1eas~s for each long-term 
controllable reservoir in a river system so as to maximise 
the benefit from hydro generation. This model assumes 
a given set of inflows and (A) prices, and also t.hat the 
releases will be utilised as specified by the short-term 
scheduling model. We will first look at suitable 
algorithms for river systems involving only one long-term 
controllable reservoir then consider appropriate genera1-
isations for mUltiple reservoir systems. 
If we have only one long-term controllable reservoir, 
then we can use some form of dynamic programming, 
or some form of non-linear programming, or a specialised 
method of some kind. A deterministic dynamic programming 
formulation was put forward by Little ([32) and various 
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studies since have made use of this method. A (stochastic) 
dynamic programming model of the NZED system is described 
in [ 16]. Rosentah1 has proposed a non-linear network flow 
formulation for application to the multi-reservoir TVA 
system ([54]), and in the next section we propose a rather 
different network floW formulation for application to the 
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multi-reservoir short-term scheduling problem. Either of these 
could be adapted for this long-term problem. 
The EDF have applied non-linear programming/optimal 
control techniques of various kinds. Their original model 
used a specialised trajectory method or "shooting method" 
described below. A later model used an optimal control 
approach. We have adopted the former method. 
We first outline a simplified version of the EDF 
optimal control model which is more fully described in 
. Appendix A.. We use this model to derive the properties 
of the. optimal trajectory required by the shooting method 
which is then described. 
~.4.2 A Lag~angian Approach 
First, let us restate our problem, PALH, for the 
single reservoir case with no head effect in the top 
reservoir: 
T 
'JTt*{qt) Find MAX l ("profi ts If) (H-47') 
q t=l 
Such that: 
0 SO s = (initial storage fixed) (H-48') 
sT :::: S~ (final storage fixed) (H-49' ) 
For all t = I, ••• T 
st t-l + Ft t = s - q (flm.rs balance) (H- 50' ) 
.. t S ~ st ~ st (storage is feasible) (H-5l') 
gt ~q t ~ at (releases feasible) (H- 52' ) 
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Firstly we substitute (H-50') and (H-4S') into (H-5l') 
.and (H-49') and so eliminate the storage (s) as a 
variable, getting: 
t l (Fr_qr, ~ st 
r=l 
and: 
T T l pT - 8 
r=l 
Now we can form a Lagrangian: 
T [t* t £H(q,o,y,cr) = L TI (q) 
t=l . 
t 
l. 
r=l 
+ ot(st _ L 
r=l 
T T T 
-cr (8 - L 
t=l 
(H-5l" ) 
t L F r - S t (H-53 ) 
r=l 
(H-54 ) 
t L qr') 
r=l 
If _ SO + L c{) ] 
r=l 
Ft 
T 
- SO + L q t) (H - 5 5) 
t=l 
. Here we can think of crT as the marginal value of water in 
storage at time T while the multipliers y and 0 penalise 
violations of the bounds. 
This problem is very similar in form to the original 
problem, pc. The feasible region is clearly conve~ as are the 
constraints, (H-52' ), so that, provided the profit function 
TI supplied by PASH is concave, we can again apply Karlin's 
Theorem. Thus we could again apply an iterative scheme 
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whereby a dual problem adjusts the multipliers (y,o,a) 
and a Lagrangian problem determines the optimal system 
response. 
The Lagrangian 
stated as: 
, problem, PALH , could be 
T T t 
a L q 
t=l 
. Such that (H-52') holds. 
Here, since for any iteration of the dual problem 
(H-55' ) 
the multipliers (y,o,a) are fixed, we can ignore the remainder 
afia · 
Now, rearranging (H-55'), we get: 
Where: . t ljJ. = 
T 
L 
r=t 
(H -56) 
(H-57) 
Here.ljJt can be thought of as the marginal value of water in 
storage at the end of period t. 
Now (H-56) is temporally separable and so is the 
. . I 
constraint set (H-52 ). So we can break PALH' into T one-
period t sub-problems PALH' : 
(H-56' ) t 
(H-52' ) t 
Provided that the function rrt* as determined by PASH 
is concave (and differentiable), this problem (PALH,)t can 
easily be solved by finding q such that: 
= 1/I t (H-58) 
q 
Then setting: 
(H-59) 
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In economic terms we are equating the marginal value of. 
water released in period t with the marginal value of water 
stored at the end of period t. Equivalently, we may think 
of a "manager" buying water for current use from the stock 
in storage. Then (H-58) expresses the standard economic 
formula for maximum profit production - equating marginal 
revenue with marginal cost (1/1). 
A model of this type has, in fact, been implemented 
by the EDF. We have, however, implemented their earlier 
'trajectory method' which seems quite appropriate for our 
. problem. 
5.4.3 The Trajectory Method 
This method utilises several known mathematical 
properties of the optimal trajectory to search for this 
optimum. The me,thod is presented in [ 1 ] without 
reference to the Lagrangian approach. We will derive the re-
quired properties from the solution to the Lagrangianprohlem 
just discussed. These properties guarantee the optimality 
of our trajectory method under rather more general conditions 
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than those of [ 1 ]. 
Let us suppose that we have found the optimal 
- ~ - -
multipliers (a,y,a and hence l/J) and the corresponding 
* -trajectory s (l/J). Now we will have (by the saddle point 
orthogonality condition (e.g.[ 30 ], Theorem 8.1»: 
-t a = -t Y = 0 (H- 60) 
Hence, if the optimal trajectory is not constrained between 
.. period r and period t, then, from (H-57), their water values 
are equa 1, i • e . : 
sP(~)<sp 
-r -t 
l/J = l/J 
for all p£(r,t-l) 
(H- 61) 
(H-62) J 
So that, if it were not. for the constraints, the optimum 
"10uld involve equating the marginal value of. production 
in all periods. 
More generally, we can utilise (H-58) (wi th (H-4S'» to 
A A 
determine, for any water value l/J, a trial trajectory s(l/J). 
Where: 
t* A 
- q (l/J) 
This trajectory would be the "optimal" trajectory for 
A 
water value l/J if there were no constraints, (H-5l) • 
Now, if the optimal trajectory corresponding to 
(y,a,~) is unconstrained, then we will have: 
(H-63) 
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~t ~t 0 Y = 0 = 
for all t - l, •.. T (H-64 ) 
so that: 
~t ~T 
1jJ = cr for all t = l, ••. T (H-65) 
On the other hand, if, for instance, the upper storage 
constraint is active in period t. Then: 
So: for all r ~t, r < t 
~t-Where 1jJ is the water value for·. the trajectory arc 
(H-66) 
(H-67) 
preceding t and t is the first period, after t, in which 
the optimal trajectory is constrained below. 
Now, for any n:[t,'t): 
§r ~gl'*(;P) ,;" st~~) + f [FP-qP*.(~p)] 
p=t 
for all re: [t, t) 
concavity of n,via (H-58» • 
. ,
This condition is equivalent, in our discrete 
tiIr.e frame\'l70rk, to the "tangency" condi tion of [1]. 
(H-68 ) 
(H-69 ) 
(H-69' ) 
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This may be seen as follows: suppose that we were to 
-t-form a trial trajectory with water value W ,as a 
continuation of the optimal trajectory arc ending at t. 
Then it would just graze the "upper storage constraint" 
in period t,never rising above it subsequently (unless a 
lower constraint is reached first). Heuristically, 
if a reservoir manager expects that the next constraint 
he encounters will be an upper constraint,he sets a 
water value low enough to ensure that, when his valley 
is managed for constant marginal profit (equal to that 
value), the storage trajectory will just touch the 
After this period he will raise his water 
. value, keeping the reservoir level up so as to avoid 
running out of water. 
A simiIar 'tangency'condition apPlies to the lower 
constraint. Also we have the following 'principle of 
optimali ty I • 
"If s*(~) is the optimal trajectory then (sr'k(~)) Ttis r-= 
ti- T the optimal trajectory from s (w)),at t, to S at T." 
. For convenience we will suppose that the profit 
functions, 'IT, are strictly concave,so that the optimal release 
* . qdetermined by (H-58) and (H-59) is unique. Now we may 
use the known properties 'of the,. unique, optimal trajectory 
to construct it. Such an algorithm may be simply stated: 
(1) Set: t= 0 
(2) Choose ~~ > 0 
(3) Form a trial trajectory st*(~!) using (H-63). 
(4) (a) IF the optimal trajectory, from t on, is not 
clearly constrained then GO TO (5) 
ELSE DO (b) and (c). 
(b) Adjust ~t until the trajectory s*(~t) is 
tangential to the first constraint it meets 
(in period t). 
The arc from t to t is now orti~al so ... 
(c) Let t = t,GO TO (2) 
(5) IF sT~(~~) = ST*THEN STOP, 
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d . lfl~ b' T* (t) I ST ELSE a Just 0/ so as to rlng s ~- c oser to . 
GO TO (3). 
Here, in Step (4a), the optimal trajectory is clearly 
constrained if, for some r > t: 
( ( (sn( ~ ~) > S r ) 
ANC «s'"C*(~~) ~ ST) OF. (sP*(~~) 
OR ( (slr*(~~) < §r) 
sP for some p > r») 
AND «l*(~~) ;;;;., ST) OR (sP*(~t) ;;;;., sP for some p > r») )(H-70) 
Also Step 4(b), for the case of an upper constraint 
being active in t, could be expanded to: 
(i) Find p such that:sP*(~!) - sP = MAX {sr*(~t) _Sr} 
r > t 
(ii) IF sP* (~t) = §P THEN GO TO (v), -
ELSE adjust ~~ so as to reduce(sP*(~~) -SP) 
(iii) 
'( i v) 
(lower ~! if sP (~!) > sP otherwise raise it). 
t Form the trial trajectory s*(~-) 
GO TO (i) 
(v) Set t P, CONTINUE. 
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During this process we must continually check that the 
optimal trajectory does not violate any lower constraint 
previous to t. We can treat lower constraints similarly. 
This then gives us a complete algorithm for finding 
the optimal trajectory for a single long-term controllable 
storage reservoir. It can easily be generalised, as in 
Appendix P, to cope with reservoirs with significant head 
effects. A flow chart for this process is shown in 
Figure (5-5 ),while a typical set of trial trajectories 
is summarised in Figure (5- 6 ). 
5.4.4 Conclusions 
The trajectory method outlined above has been found to 
perform very well in optimising the long-term release pattern 
of a single long-term controllable reservoir with a valley of 
stations downstream from it. It requires as input only the 
inflow values, the aggregate constraints and the profit 
functions determined by the short-term problems (PASH). 
Details of our implementation can be found in Section 7.4. 
The multi-reservoir problem is much more complex. In 
dynamic programming the dimensionality of the state space must 
increase by one, for each extra reservoir included. This is 
likely to impose a prohibitive computational burden for even a 
two reservoir problem w~ich is to be solved several times as 
a sub-problem of the whole optimisation. 
With the trajectory method we must use successive 
approximations. We would, for each reservoir, for a given 
set of water values in the reservoir immediately downstream 
and a given set of releases from the reservoirs immediately 
upstream, de'termine an optimal trajectory. This would 
provide a release pattern to be assumed in the optimisation 
-t = t 
y 
Adjust 1/1- until 
trajectory 
tangential to 
first constrain 
(at t) 
t ::: 0 
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Adjust 1/1 
N 
y N 
FIGURE (5-5): Flow chart for long-term hydro problem (PALH) 
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(a) Initial guess 
s i!\ • 'II • 
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. . .. 
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.. " -. 
, ••• W = WO •• 
SO \ 
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• 
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• 
" III 
OJ 1iI.'III_ 'It Tt. 
(b) First arc optimised 
s 
S:T---------~ .... ------------------------, 
•• 
S 
This arc 
optimal wi th . 
1/J = WO 
.. 
• 
'II. W = WO 
• 
• 
• 
" • III 
. ~ 
.. W = ljP.· 
• • 
• III 
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o 
(c) Second arc optimised 
**** S St---------~~.~----------------------4 
o 
These arcs 
now optimal 
(d) Optimal trajectory 
s 
S 
5 
- 0 
**** 
T t 
= 1/J' 
T 
(=5 T* (1/J") ) 
**** T t 
FIGURE (5-6): Example trial trajectories in PALB. 
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of the downstream reservoir (if any), and water values to 
be assumed in the optimisation of the upstream reservoirs 
(i f any) • We would optimise each of the reservoirs in turn 
until convergence. This procedure is not likely to be 
much more attractive computationally than multi-dimensional 
dynamic programming. 
The optimal control approach was introduced by the EDF 
to overcome this limitation in the trajectory method. This 
method can, at least in theory, adjust the dual variables 
for all the long term controllable reservoirs in a valley 
simultaneously. However, according to [56 ], it had 
not at that time (1973) been applied in practice to valleys 
involving more than two such reservoirs. Hydro-Quebec ([25]) 
have aggregated the reservoirs in each valley using common-
sense rules (resu}ting in no more than two aggregate 
reservoirs per valley) then applied a reduced gradient 
method. The Pacific North West Model ([22]) uses conjugate 
,gradients on a rather more aggregated model without 
decomposition. Finally the Tenessee Valley Authority's 
latest model ([54]) uses a non-linear network flow 
formulation and applies a reduced gradient method to a 
six reservoir system. This last model is in fact 
essentially equivalent to the network flow formulation 
we ha,,:e proposed for the short term model. It is clear 
that the dynamic programming solution developed there could 
also be generalised to handle the long-term problem. 
rhus a variety of approaches to this rather difficult 
problem have been tried with varying degrees of success. 
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It would appear likely that the most suitable choice of 
model in a particular instance is highly dependent on such 
factors as the topology of the river system and the degree 
of correlation between its inflows. It may well be best 
to have different models for different river systems within 
the overall system. Thus we could use 
simple heuristic rules on some river systems so as to 
reduce them to single reservoir systems, while possibly 
optimising others by more sophisticated methods. Fortunately 
New Zealand has only one system which contains more than 
one long-term controllable reservoir. The Waitaki valley 
includes lakes Tekapo and Pukaki,but most (90%) of its 
generating capacity is downstream of both. We intend to 
reduce this, in our model, to a single reservoir system 
and apply the trajectory method just outlined. 
5.5 SHORT-TERM HYDRO SCHEDULING 
5.5.1 Introduction 
We consider here the solution of the short-term hydro 
scheduling problem (PASH) for some particular period and 
valley. Thus we are given the tributary inflows (F), prices (11) 
t 
and a specified total release (q£) from each of the 
long~term controllable reservoirs involved. Our problem 
is to determine a schedule for the entire valley so as to 
maximise the gain from uti'lising the specified releases (at 
the prices 11). 
As we have previously noted, this problem can be 
broken into a number of smaller problems (PASHk , k£K), each 
involving determination of a schedule for the reservoirs 
in tJk given the releases from AKko In othe r words, 
we treat reservoir k (where k = J corresponds to the 
ultimate destination of the flows) as a sink. We also 
consider all those long-term reservoirs whose releases 
flow into reservoirs whose releases flow into reservoir k 
(without p~ssing through any intervening long-term 
controllable reservoir) as sources, with fixed total 
release for the period. We then try to optimise the 
utilisation of these releases as they pass through the 
intervening short-term controllable reservoirs. Since we 
will only need to consider such individual SUb-systems 
we will simplify our notation by dropping the subscript 
k and letting: " L represent Akk , N represent AJk . We 
also index the instants in t by r = I;. 0 • R. So our problem 
is: 
12!"l 
Find MAX 
q 
(nProfits") (H- 36' ) 
Such that, for each n£N: 
0 So" s = n n (Fixed initial level) (H- 37' ) 
R SR: 
s = n n 
(Fixed final level) (H-3S' ) 
For all rEt: 
r r-l 
+ F r + L (r-wi) r (H- 39' ) s = s q. -q n n n i£A 1 -n 
n (Flows balance) 
Sr E:;;; r E:;;; -r (Stora~e feasible) (H-40' ) s S 
-n n n 
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(Releases feasible) (H-41' ) 
Also, for all lEL: 
L q~ 
rEt 
(fixed) (H-42' ) 
( fixed) (H-43' ) 
This problem can be considered as a scaled down 
version of the long-term scheduling problem. Its solution 
is complicated, however, by the greater degree of inter-
dependence petween inst:ants (as indicated by constraints 
(H-39' )} than between the periods of the long-term problem. 
Also there are generally many more reservoirs involved. 
Thus the dimensionality of this problem is so great as 
to be likely to render both dynamic programming and non-linear 
programming computationally infeasible. In fact, a dynamic 
programming model developed for NZED was abandoned for this 
reason ([ 23 ] ) . Faced with this difficulty, both the NZED 
and. the EDF have produced heuristic short-term scheduling 
programs. The EDF us~ their PI program for the purpose 
of building up curves to summarise the response of each 
river system to different releases from a single top 
reservoir. This is done for various given tributary 
inflow sequences and pr.ice vectors (see Appendix l!.). 
The NZED have a short-term scheduling program ([42]) which, 
for a given release pattern from the long-term reservoirs, 
attempts to schedule production from downstream stations 
so as to produce as much energy as possible in peak periods. 
This latter method is inappropriate for our purposes because 
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its approach is incompatible with ours. The basic 
philosophy of our model is to achieve a feasible solution 
by adjusting prices until the optimal system response to 
those prices meets the demand constraints. The NZED, 
on the other hand, being primarily concerned with feasibility 
in the short-term, co-ordinates the output of the valleys 
via quantities. Each successive valley is scheduled so 
as to attempt to satisfy the demand (especially peak) 
remaining unsatisfied by the schedules determined for the 
'valleys already scheduled. Thus a feasible solution is 
generally obtained. However the schedules derived 
for a particular valley are highly dependent on those 
for all other valleys. This is quite incompatible with 
our decomposition framework. 
We propose here a network flow formulation which 
uses dynamic programming to find the optimal schedule 
without the disadvantage of high dimensionality. The 
disadvantage of the method is that it requires that we 
schedule each sucCt::~ssive increment of the release individually. 
This is, however, entirely appropriate to the purpose of 
deriving curves representing the output and profit as 
functions of the total release. We restrict our attention 
here (ct'., [49 J) to a system containing only one reservoir 
in L and a single unbranched chain of stations below it. 
Initially, we will also ignore the possibility that head 
variations significantly affect the output. 
We first describe the method (Section 5.5.2) then the 
way in which it should be utilised by the long-term 
scheduling program (Section 5.5.3). 
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5.5.2 Solution Algorithm 
We could formulate our short-term scheduling problem, 
PASH, as a non-linear network flow problem similar to that 
of [ 54 ]. However we utilise a piece-wise linear 
approximation to the non-linear generation functions, 
g (q) • Thus we may introduce the linear network shown in 
Figure (5-7). Here we have divided the total release, 
qo' in to ma,ny "increments", 1'::.. These increments are chosen 
to be small enough so that all the relevant quantities, 
q,g,6,s,§,§ may be reasonably expressed in terms of 
integral numbers of increments. Given concave generation 
fUnctions each successive such increment must be 
released, at each station, with lower productivity than 
its predecessor. Hence the multiple arcs shown in 
Figure (5-7) (b), each with capacity I'::. and its own "marginal 
profit" : 
r . A 
n =lLl 
--In 
for arc i (H-71) 
Now, if a total reiease of Q from the top reservoir 
o 
is specified by a long-term program, we can determine its 
optimal downstream utilisation by finding the optimal 
flow through this network with the capacity of the initial 
arc restricted to be Q • 
o 
In fact the following simple 
algorithm gives us, not only this optimal utilisation, 
but also that for any smaller flow ([27]~ p169). Thus it is 
ideal for building up the kind of "profit curves" required 
by our long-term algorithm. 
(1) Let q~ = 0 for all n,r. Let sr=So (fixed) for all r. n n 
(a) THE NETWORK 
n 
r 
" . 
• 
11. --"';;;"Irl'l 
Here: node (n,r) corresponds to reservoir n at instant r+d 
n 
where: d 
n 
n-l 
= I Wk k=O 
Sink 
" Also: we assume that SO is injected at node (n,l) and SR extracted at 
n n 
node (n,R) 
-
.Storage arcs have limits S and S. 
(b) DETAIL OF MULTIPLE 
PELEASE ARCS 
Here arc i has: 
Capaci ty b. 
Profit b. ra r fJ gn 
<:I r 
o~ ib. 
FIGURE (5-7): Short-term network 
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(2) Find a maximum profit, flow-augmenting path and 
increase flow along it to its capacity (i.e. ~). 
(3) If q < Q THEN GO TO (2) 
o 0 
ELSE STOP 
Here, Step (2), the determination of a maximum profit 
floW-augmenting path, can be achieved by means of the 
fOllowing dynamic programming algorithm. 
Let us suppose that we have already derived an optimal 
~ 
schedule for the utilisation of a total release q (given 
the prices ~ and the inflows F). We now wish to schedule 
. a further increment of release ~, assuming that the 
~ 
schedule for the remainder of the release (q) remains as it is. 
Then, since the increment ~ is assumed to pass through the 
whol.ahain during this period «H-IO)h we need only decide 
the instant in which it is to be released from each station 
,in the chain. This problem can be formulated as a dynamic 
program with N stages and a one dimensional state space with 
Rstates in each stage. We first detail a simple algorithm 
for this problem, then consider some variations on this scheme 
designed to better model reality. 
Before formally stating our algorithm, consider the 
problem of determining the release instant of an increment 
of water arriving at reservoir n in instant r. We suppose 
that we know, for each possible release instant, the total 
benefits which wouJ.d be derived, at this and all downstream 
stations, from a release in this instant. If this is 
~ 
summarised by the function V (q,r) (where q is the already 
. n 
scheduled release), and the storage time graph for the 
reservoir is as in Figure (5-8), then this increment of 
water can be released in any instant p such that: 
(i) qP ~ oP - ~ 
n n 
(H-72) 
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(ii) r -r p < p ~ p 
-n n 
(H-73) 
This second condition results from the following: 
It is clear that the increment may be stored from instant 
r to be released in any future instan~ p, provided the upper 
storage constraint is not violated (dashed trajectory segment 
It is also true that the increment may be 
effectively "released" in any instant, previous to instant 
r, such that water is being held in storage (in the current 
solution for q) from that instant until r or after. In 
reality an amount of water equal to ~ is released in instant 
p, resulting in the decreased storage shown by the dotted 
trajectory segment (pr,r). 
_n 
This decreased storage persists 
until instant r, when the arrival of ~ restores the storage 
trajectory to its original level. The increment ~ is then 
eventually released in place of the increment which is 
now released in instant p. (This arrangement corresponds, 
in the network formulation, to a flow augmenting 
path involving a reduced flow on some arcs - specifically 
those corresponding to the transfer of water in storage 
between each of the instants between p and r). So we 
can define: 
-r MIN {p I ~p > sP - ~} Pn = s 
p>r n n 
(H-74) 
r MAX {p I -p < sP + ~} + 1 ~n = s p<r n -n (H-75 ) 
(since we are concerned only with storage at the end of 
each instant). 
Then we must obviously "release" ~ in the instant 
r r - r r r -r -p -p A P € (p ,p ) , withq n '" Q n - D, which has maximum V (q,p ). 
n _11 n n n n 
The algorithm for scheduling ~ down the entire chain becomes: 
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1. Set n = N. 
Compute, fqr all ret: 
d r 
. r r~1 gN ) 
. V = {l.lJ - . 
N ag r ~r 
N qN 
2. Set n = n - 1. 
Compute, for all ret: 
+ 
(H-76) 
MAX [vr+wn] 
n+l 
( r+wn pe £n+l ' -r+Wn) Pn+l 
~p 
-p 
- {l. gn+l ~ Qn+l (B-77) 
3. IF n > 0 THEN GO TO. 2, otherwise the optimal schedule 
. 0 
of {l. corresponds to the maximum VO' 
.Our procedure for scheduling the entire release go is 
then to divide it into increments ({l.) and apply this method 
to each successive {l. assuming the schedule just determined 
for all preceding increments. We are assuming here (HAIl) 
that each reservoir (neN) has a fixed initial and final 
level for the period. A reasonable level can be determined 
by experience. 
So, for the initial solution with q = O,we assume that 
this level i.s maintained throughout the period. We then 
schedule the uncontrollable inflows, starting from the 
"bottom'! station and working upstream. At each stage 
of this process we schedule the release pattern 
(through all downstream stations) of the inflows (increment 
by increment) into the station in question, just as if they 
were planned releases from an upstream station. When all 
s 
5 
50 
5 o 
..-. 
•••• 
-... -
r 
E 
optimal storage trajectory for q 
reduced storage if ~ released before r 
increased storage if ~ released after r 
r -r p 
(~ may be released in 
r -r 
any instant between p and p ) 
FIGURE· (5-8) : Feasible releas~ instants for an increment ~ arriving in instant r. 
5 R 
R r 
f-' 
w 
-...J 
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such inflows have been scheduled we proceed to schedule 
the planned release from the top reservoir, increment 
. by increment. This process is summarised by the flow 
chart in Figure (5-9). 
We have, so far, ignored several real life complications. 
We consider two of these here. Some others are discussed 
in [49 ] • 
(a) The head of each station may affect the energy output 
from that station. We can then schedule each successive 
increment ~ using a dynamic programming recursion similar 
to (H-77). We define: 
+ MAX 
PE(P ftwn -r+wn) , p 
-n+l n+l 
-p q ~ -p Q 
n+l n+l 
p-l 
+ I ~Il t 
t=r+w [
er 
. ~n+l 
dSn+l n 
r+wn-l 
- I 
t=p 
[ VP n+l 
- ~ 
Here the term (H-78) summarises the head effect. 
(H-77' ) 
(H-78) 
((t)here f~ is the total 
tributary inflow to n in 
r which has already been 
scheduled) 
(t)fr = fr + /j 
n n 
Schedule /j. 
_ ....... -1 down chain 
from 1) using 
DP 
N 
N 
Initialise: 
S: = s? 
1 1 
for all i,r 
n = N - I 
N 
q "" q +f'.. 
o 0 
Schedule /j 
down chain 
using DP 
n = n - I 
r r + I 
y 
y 
STOP 
FIGURE (5-9): Flow chart for short-term hydro problem. 
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If an extra increment of water is stored from instant 
r + w until instant (p-l) then it will increase the 
n 
head in all intervening periods, so increasing output. 
Similarly, if an increment less is stored between p 
and Cr +. wn - 1) then output will be decreased for 
those instants. 
As we have already noted the inclusion of this 
head effect introduces the possibility of non-convexity 
into the problem. Thus we cannot guarantee that 
scheduling successive release increments will produce 
an cipti~al overall solution, or that the resultant return 
function will be concave. However, since the head effect 
is minor, we 00 not expect this to cause any major 
difficulty. Preliminary experience (see Section 7.6) 
with the model has confirmed this expectation. 
At some stations ttiere may also be a "tail-
watei elevation" effect. Here the storage level at 
one reservoir affects the "effective head" at the previous 
station. We can account for this by the inclusion 
of a term analogous to ~H-78) in our dynamic programming 
recursion. 
'(b) As we have formulated the problem releases from 
.. the· top reservoir in late instants of the period may not 
arrive in downstream reservoirs during the period. 
Also, delay times, w I may not be an integral number n . 
of ." instants" • We avoid these problems by eliminating 
the delay times from our consideration. We first 
define: 
Then transform 
r 
l1 n 
n-1 
I W. 1 for all n = 1, •.• N i=O 
the price curve, 
((r+c1n )M.0D R) 
=1-\ 
n 
letting: 
(H-79) 
(H-80) 
Here we interpolate as necessary. We have assumed 
that the prices in the early instants of the next period 
will be much the same as those in the corresponding 
portion of the current period (hence the "MOD R"). Now we 
can optimise as before, except that we have no delays 
and must price the output from station n in instant r 
at the price l1r. 
n 
Later, after having performed the entire optimisation, 
we transform the 
r g = 
generation curves 
N(( r-·dn ) IvfOD R) 
I 9n 
n=l 
(interpolating as necessary). 
back so that: 
(c) ~urther to the above we may have minimum flow 
(H-81) 
requirement~ restrictions on flow changes, differing 
initial and final storage levels, side chains and 
. pumped storage plants. Each of these can be accommodated 
in a straightforward manner as detailed in 49 ]. 
There we also consider various devices which may be 
employed to reduce the computation involved. 
We conclude this section with a simple example. 
We deal with a river chain consisting of two stations 
in series. We simplify the arithmetic by assuming 
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that, not only is there no head effect, but also that 
the generators in both stations run at the same 
constant efficiency. We allow 8 "instants" in the period 
with a delay of two instants between the two stations. 
80 as to simplify the visual present.ation we extend the 
price curve (Figure (5-10) (a» rather than deal with 
different ~rices for each station. The relevant data 
for the two stations is given by the following: 
g. (q. ) = q. for i=O,l (H-82 ) 
l. l. l. 
Ao QO = Qg = Q = 3 (H-83) 1 
A Q1 = 2 (H-84 ) 
8 1 = 3 (H-85 ) 
"'0 = 2 (H-86 ) 
A 1 (H-87) 
We assume that the. ini tia1 storage level in reservoir 
1 is zero and that that level must be restored after the 
final instant. (Also we have no tributary flows.) 
We only show some typical iterations. Each square in the 
Figures (5-10) (c) and (5-11) (c) corresponds to one 
increment of release, flow or storage for one instant. 
The release increments will be numbered according to the 
order in which they were assigned. Flow and storage 
are merely indicated by an X. 
Firstly, consideration of the prices given by Figure 
(5-10) (a) allows us to deduce the (marginal) value functions 
shown in Figure (5-10) (b). The optimal release pattern 
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(a) Price curve 
II if\ 
3 . 
2 : ....... "" 
· 
.. 
• • .. 
.. 
• • 
· 
• I""" ... ....a .. 
· 
1 
2 
· · . : 
... 
. 
4 5 7 g r 2 3 6 9 10 1 r 
(b) Value functions 
r 1 2 3 4 5 6 7 8 9 10 
"r (v is the 
Vr 1 2 2 maximum (feasible) 0 
"r value from utili-VI 2 2 2 
zation of t:. 
V~ 2 1 2 arriving in r) 
(c) Release-storage pattern 
r 1 8 9 
3 3 
2 -2 
0 q 
1 -1 
0 0 3 3 
2 2 
fl 
1 1 
0 0 
3 3 
SI 2 2 
1 1 
0 0 
2 2 
ql 1 1 
0 0 
FIGURE Initial iterations (see text). 
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(a) Feasible release instants 
r 1 2 3 4 5 6 7 8 9 10 
r 3 4 4 4 4 4 9 9 PI - -
-
-r 5 5 5 6 10 10 10 10 PI - -
(b) Value functi~ns 
r 1 . 2 3 10 
Vr 1 0 0 
0 
"r VI 1 0 
vI 0 0 
r 
.1 2 3 2 1 2 3 2 1 2 p 
(c) Release-storage pattern 
r 1 2 
3 14 
2 
0 7 9 q 
1 
6 8 0 
0 3 3 
2 2 fl 
1 1 
O· 0 
3 3 
2 '2 
8 1 
1 1 
0 0 
2 2 
ql 1 1 
0 0 
FIGURE (5-11) : Further iterations (see text) 0 
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for the first increment then corresponds to the maximum 
(marginal) value of release, 6 , and involves release 
3 from the top reservoir in instant 3 (11 = 3). This is shCMn 
by the circled "path" in Figure (5-10) (b) . This involves 
arrival at the downstream reservoir in instant 5 and release 
from that reservoir in in~tant 7 (11 7 = 3) . The second 
increment should clearly be given the same schedule, 
resulting in the pattern of releases and storage shown ln 
Figure (5-10) (c) . 
Continuing in this fashion, the optimal schedules 
for the first fourteen increments lead to the release/storage 
pattern of Figure (5-11) (c) . Consideration of the storage 
pattern shown there gives the range of feasib release 
instants, for each instant in which an increment might 
~rrive at the lower reservoir, shown in Figure (5-11) (a) ~ 
Then we can derive the (marginal) value functions .of 
Figure 5-ll(b). Now the circled instants in that figure 
give an optimal schedule for the release of increment 
15. This involves an initial release in instant 
4 4 (11 = 2) resulting in arrival at the lower reservoir 
in instant 6. This arriving increment can then be 
best utilised by "releasing" it in instant 5 (11 5 = 1) 
This reduces the storage in (i.e. at the end of) that 
instant, resulting in the storage trajectory shown by the 
. heavy outline. A further increment, number 16, 
can be released at the same marginal value, as is shown 
by the octagons in Figure (5-11). Any further releases 
must be spilled by the downstream station so that the 
problem becomes trivial. The marginal value of release 
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curve for this example is shown in Figure (5-12) and the 
corresponding total value function in Figure (5-13). 
5.5.3 Utilisation of the Algorithm 
This algorithm can be used to build up curves,such as 
those in Figures (5-12) and (5-13), describing the output 
of the river system (or'aggregates thereof) and the "profit" 
ther~from as a function of total release(s) from the long-
term controllable reservoir(s). Such curves should be 
derived for each of several different aggregate price vectors, 
A . (implying 11 ), and inflow vectors, Fho 
n n 
These curves, 
once prepared, can then be used in the long-term algorithm 
IUfflmarise the behaviour of the river system in the short 
term. We note that, if there is no head effect, then each 
increment scheduled produces no higher profit than the 
previous one, so that our profit function will in fact be 
concave (and this must be true for any optimal short-term 
scheduling program) • If we do have a head effect there is 
a theoretical possibility that one increment may have a 
slightly g:r;eater produc,tivity than its predecessor. 
However both theory and experience suggest that this effect 
is very minor. It would seem appropriate, for the 
purposes of long-term planning, to modify the curves where 
necessary so that they are concave. 
The task of computing and storing these output and 
;) 'II 
q 
.II' 
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FIGURE (5-12)_: "Marginal value of release"curve 
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profit curves is, depending on the degree of precision 
required, a potentially massive one. If the head in each 
of the L long-term controllable reservoirs has an effect 
and we were to allow the inflows to each of the N 
1 k 
reservoirs to vary independently and had A =(A, •••.• A ), 
then we would need to evaluate the output curve (or surface) 
over an N+Kf2L dimensional grid. It is clear, however, 
that it iS,only the relative magnitudes of the prices which 
affect the solution, so that we can reduce the dimensionality 
of the problem by one. For New Zealand rivers it is a 
reasonable approximation to assume that the inflows at 
different reservoirs are sufficiently highly correlated to 
be represented by one inflow index. Also, the head of 
none of our long-term controllable reservoirs has a 
significant effect on valley output. Thus our grid is 
reduced to K+L dimensions. All of the sub-systems to be 
scheduled by this algorithm have L=l, so, allowing K=2, 
we require a 3 dimensional grid. 
Furthermore, for the purposes of long-term scheduling, 
we will be content with a fairly coarse discretisation, 
relying on interpolation where necessary. The EDF, fa,ced 
with a similar problem in suitably summarising the output 
from. their PI program, have computed separate curves for 
many (about 100) inflow indices and two price ratios, 
while accounting for head variation by a correlation factor 
where necessary. (See Appendix A for details). 
In the remainder of this section we consider the effect 
of outages. In general the unavailability of equipment 
at some plants will have no effect when release is so low 
that the optimal schedule does not require those machines. 
But it will have an increasing effect as releases increase 
past that point to their maximum level. We could roughly 
account for ~his by assuming the same release schedule as 
forthe totally available system, limiting the contribution 
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of the particular stations as in Figure (5-14) (a) , (b). This 
gi ves an overall system profit curve TI' as in Figure (5- 14) {cl. 
However we should properly re-optimise the system with these 
restrictions. The resultant profit curve, TI" , will lie 
between TI and TI' as the schedule is re-arranged to extract 
maximum profit from the restricted system. If we know that 
these units will be unavailable in a particular period, 
owing-to planned maintenance or current break-down, then we 
should use the curve TI" (and its corresponding output 
curves) to represent the system in that period (orTI' if TI" 
is unavailable). However, for an instant in which no 
outages are definitely known, we must consider only the 
probabili ty of an unforseen breakdown~·. Thus, if we 
derive the relevant performance curves for each pattern 
of plant availabilit¥ and determine the probability of each 
such .pattern, we should combine these curves to produce 
an expected performance curve and use this to summarise 
the behaviour of the system in our long-term scheduling 
program. 
~.5.4 Conclusions 
We have developed a new procedure for the solution 
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of the. short-term hydro scheduling sub-problem. The 
method is capable of producing the system response curves 
required by the long-term hydro scheduling sub-problem. 
This model involves the optimisation of a fairly realistic 
model of each river valley. So we expect the accuracy 
of this method to be greater than that of the heuristics 
currently in use. This model has, in fact, been partially 
implemented and computation times have been quite reasonable 
for all river systems involved. 
in Section 7.6. 
This is discussed further 
We have developed this model in order to provide 
input for long-term optimisation. However it could also be 
used to improve short-term scheduling. In this context 
it would be important to be able to derive the optimal 
solution for one set of prices from that for another 
without re-starting the whole process. This whole 
subject is discussed in [ 49 ]. 
5.6 CONCLUSIONS 
We have described a fairly general optimisation model 
of a local hydro "valley". The direct optimisation of 
this model is not attempted. From this model we have 
developed a long-term and a short-term model. The 
long-term model can be solved by established techniques 
developed by the EDF. For the solution of the short-
term problem we have developed a new network formulation 
which can be used to develop response curves which can be 
stored in tabular form. These curves are to be used 
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in the long-term model to determine both the levels 
and value of generation which would result from a 
particular total release for a period,. if it were used 
optimally during the period. 
This overall approach appears to produce (approximate) 
optimal solutions to the local hydro problem in a 
reasonable time. While the short-term problems need 
only.be solved once, the long-term problem must be solved 
at each iteration of the dual problem (PAD), so as to 
give the optimal response of each hydro valley to the A 
prices. 
The derivation of detailed (~) prices from the aggregate 
( it) prices, discussed in Section 6.2, is here incorporated 
into the short-term models. 
CHAPTER 6 
THE DUAL PROBLEM 
6.1 INTRODUCTION 
The complete dual problem (DC) is: 
Find MAX 
II 
P(ll) 
c 
Such that: r ll. >0 ~ for all I (nodes) 
r=l, •.. R (instants) 
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(C-17' ) 
(C-lS) 
Here P (ll) would be determined by solving the (complete) 
c 
Lagrangian problem,PC~ P(ll) is the net cost of optimal 
c 
system operation if energy surpluses and deficits are 
valued at the II prices. Then the dual problem (DC) is 
assigned the task of adjusting the II prices so as to 
ensure that all demands are met. 
Also, in Section 2.4, we have developed an aggregated 
model for practical application. 
for this model can be stated: 
Find MAX P(A) 
" A 
( " The dual problem DA) 
(A-IS) 
Such that: "tk 
n 
o for all n = l, ••• N (regions) (A-16) 
t 1, .•. T (periods) 
k = l, .•• K.(load segments) 
From Section 2.3.1 we have the following general 
algorithm for this problem: 
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(1) Initialise A. 
(2) 
2.1 Derive ~(A). 
2.2 Solve the modified aggregate Lagrangian 
problem, PA", to determine z * (~(I.» • 
2.3 Aggregate the responses to get: 
tk*( A) tk * ( A ) tk * ( A ) L tk * ( A ) gnT ' gnH ,enm ' nn 
for n,m = 1, ••• N, t = 1, .•• T, k = 1, ••• K. 
for all n = 1, ••• N, t = 1, ••• T, k = l, ••. K} 
(A-7)' 
THEN STOP 
ELSE GO TO (4) 
(4 ) 
Adjust A 
GO TO (2) 
In this chapter we deal first with Step 2.1, the 
derivation of the detailed prices from the aggregate 
prices, and some related issues. 
Then our major concern will be with step 4, the 
adjustment of the A prices. 
6.2 DERIVING DETAILED PRICES FROM AGGREGATE PRICES 
6.2.1 Introduction 
Our whole approach to obtaining approximate solutions 
to our problem has been based upon the assumption (AA): 
That, for each node iEn, for any period t, the 
optimal vector of multipliers, ~~,can be 
1 
constructed with adequate accuracy from the optimal 
vector of aggregate multipliers, ~t, in the sense 
n 
that optimal generation and transmission schedules 
based on the approximate price vector,~(A), so con-
structed come acceptably close to satisfying conditions 
(C-12) (i.e., to meeting detailed load patterns). 
We turn our attention here to the general approach 
by which we intend to develop a suitable mechanism for 
this derivation. Firstly we consider the problem of 
deriving, for a particular node, an appropriate set of 
. r rEt detailed prlces, (~) , for the instants ~n period t. 
For this problem we propose to adopt a feedback mechanism 
which continually improves the accuracy of the detailed 
prices. Secondly we consider the problem of determining, 
for each instant r, the best vector of detailed prices 
.( r) for the d' . ~i iEn' no es In a reglon n. We avoid 
this problem by assuming "traditional" transmission patterns. 
6.2.2 Temporal Price Distribution 
Here we ignore the question of the spatial price 
distribution and, assuming that we are dealing with one 
node (index n), consider the problem of deriving the 
price vector, (~~)rEt. We obviously wish to form ~n(A~) 
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in such a way as to force the energy supply to match the 
energy demand as nearly as possible in each instant (at 
-t least at the optimum A ). We expect that the price 
n 
curve will more or less follow the load curve. However 
it would seem that the only reasonable way to determine 
the exact price vector is by experience - we propose the 
following general approach: 
(1) Assume some general form for ]..I ( A) • 
(e.g. , if Akt . J.s 
n 
"price" for energy in segment k,at 
week t, at node n, let ]..Ir(At) = Akt for all re: segment k, n n n 
week t) • 
(2) Perform entire optimisation under this assumption 
getting A,~(i),~,~ etc. 
(3) Compare supply curves derived from this optimisation 
with load curves. 
(4) If the correspondence is "satisfactory" then stop. 
otherwise adjust the form of ]..I ( A). so as to improve the 
correspondence (on average) and go to (2) 
In order to achieve a really accurate form for the 
price curve it would be necessary to apply this method 
for a number of different inflow sequences, load curves 
etc., - in fact we should use the stochastic model of 
Chapter 9. Then Step (3), effectively involving the 
simUlation of short-term management for the whole of 
each inflow sequence (say one year), would involve a 
considerable computational burden. It is not envisaged 
that this task be undertaken at anyone time but rather 
that, as the model is implemented, such a feedback 
mechanism be employed to continually increase its accuracy_ 
The accuracy of the representation arrived at will 
depend on the flexibility allowed by the particular 
aggregation chosen. Flexibility can be increase~either 
by allowing more aggregate "price parameters" or by 
allowing a greater variety of curves for different regions 
and seasons. In the long run the latter scheme would seem 
to have great computational advantages, since it not only 
requires the adjustment of fewer dual variables,but also 
reduces the dimensionality of the 'response surfaces' to 
be evaluated and stored. For example,if we have four 
load segments in the period with "prices" (A lA 2A 3A4) 
n' n' n' n ' 
then, if we allow all these to vary independentl~we must 
evaluate and store the regional response surfaces over a 
four-dimensional grid. Suppose, however, that we can 
divide the year into four seasons and ascertain that, for 
a particular region and season, each period's aggregate 
price vector displays (approximately) the same fixed 
relationship 
represent A 
·n 
1 2 3 4 between A ,A,A and A . 
. n n n n 
by just one parameter,A' 
n 
Then we could 
( A = A (X)), and 
n n n 
evaluate and store a response surface for each region and 
season over a grid in only one dimension (A'). Thus, 
with four such one-dimensional surfaces,we could summarize 
all that was in the original four~dimensional surface. 
Also we would only have to adjust the A' parameters in 
the dual optimisation. 
While this seems desirable in the long term, in order 
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to be able to determine what relationships do in fact hold 
within the price vectors, we will need to gain considerable 
experience from using the, inherently more flexible, scheme 
of allowing a number of "price parameters" to vary 
independently. 
Thus, to re-iterate, we have an interlocking hierarchy 
of models. Our long-term optimisation works out optimal 
prices (A) and water values(~)so as to satisfy certain 
aggregate constraints on the generation. It does this using 
as input the optimal short-term management (as summarised 
by the relevant curves) of the short-term hydro, thermal 
and exchange sub-models. These sub-models, in turn, 
derive from A the required detailed price vectors,~(A),and 
optimise their output to these. We may then compare the 
output from the sub-models with the actual load curve which 
they were supposed to meet and make appropriate adjustments 
to the price derivation scheme. Note that if these 
sub-models have also been incorporated into a short-term 
scheduling model of the type discussed in [ 49 
then, in that model, the ~ prices would be manipulated 
directly so as to ensure that all demands are met exactly 
in each instant. The optimum detailed price vector(~*) 
derived from the short~term model would then be the true 
-detailed price vector which should have been derived from A. 
* -Hence, if ~ i~(A), we should modify our derivation of ~ from 
A, so as to ensure that (on average) : 
~ (A) (D-l) 
This more accurate representation of the price 
curve (however it is derived) in turn increases the 
accuracy of the short-term sub-models and hence of the 
long-term optimisation. 
6.2.3 Spatial Price Distribution, Intra-Regional 
~xchange and Regional Aggregation 
In accordance with our general approach we should, 
I 
properly, develop from the aggregate price vecto~ At, for 
n 
region n, period t, a spatial price distribution, (~:). , 
1 l£n 
for each instant r£t. Then we should optimise the 
output schedule at each node i to the prices (~f)r£t and 
the transfer schedule between each pair of nodes i and j£n 
. r r r£t to the prlces (~.,~.) • The derivation of this spatial 
1 J 
price distribution from the aggregate price vector should 
be done, as for the temporal price distribution, on the 
basis of the experience gained from application of the 
model. However, particularly in a sparse system such as 
that of the NZED (see Figure (1-2)), local transmission 
patterns are very largely determined by the topology of 
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the network and the relative magnitudes of outputs, demands, 
and line capacities. Thus, rather than arriving at a 
transmission pattern from a spatial price distribution, 
it would seem more appropriate to derive a price 
distribution from the transmission pattern. 
For instance, suppose that a hydro plant (h) is 
connected to just one node (i) by a transmission line. Then, 
if h is to generate g~ in instant r, all of g~ must be 
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transmitted to i. r If Lhi is the loss function for this 
line, then, since -r -r we have that: e hi = gh' 
r 
aLhi 
-r -r 
lli-flh 
= r -r aehi -r fl· 1 
gh 
So that: 
-r -r (1 aLhi ) flh = fl. --1 r dehi 
-r 
gh 
So, if the price vector at node i is fl., we should 
1 
optimise the production at node h to the vector, flh(fl i ), 
given by equation (D-3). 
(D-2) 
(D-3) 
We might just as well, however, 'collapse' the line 
from h to i, treating h as if it was at location i and 
subtracting the losses incurred between hand i. Thus 
we can define a new generation function, g'h,by: 
(D-4) 
and henceforth deal with this generation function. 
We can similarly collapse lines leading to load 
centres by adding the losses to the loads and arrive at 
a reduced network. The largest regions with which we 
shall ever be concerned are the North and South Islands 
of New Zealand. Figure (1 shows the major components 
of these regional systems. Collapsing lines we get 
rather simple nebTorks. Moreover l for 
any particular demand pattern, we can easily collapse these 
lines further to a single node (assuming that local loads 
are met first). (e.g., See Figure (7-1». 
After aggregation the region may be represented by a 
sub-network as in Figure (6-1). The response surfaces 
for the various stations in the region can be aggregated. 
Figure (6-2) shows a typical (instantaneous) regional 
thermal response curve. Apart from variations in 
equipment and demand patterns, this curve remains constant 
for all periods.· A corresponding hydro response curve 
may also be formed (on the basis of water values) from 
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the previous iteration. However, since this obviously changes 
from period to period and iteration to iteration (as the water 
values change), it must be recomputed for each period as it is 
required. Also this curve must be modified considerably 
if any reservoir is in storage constraint (see Section 
6. 3. 7) . 
term in 
tk* Note that this aggregation has eliminated the Lnn 
(A-7) • 
Provided that demand patterns do not vary too widely 
(apart from the variation reflected in A),we can store a 
regional aggregate thermal response curve, such as that of 
Figure (6-2),which is valid for all (or many) periods • 
However, since we can never do this for the hydro response 
curve,the advantages may not be great. Again the most 
sensible procedure would seem to be to experiment with a 
model with a larger number of regions (which really can 
be treated just like individual nodes) to gain experience 
as to the best aggregation procedure. 
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These aggregate response curves must be modified 
slightly so as to ensure unique solutions to our problem. 
Firstly, some sections of the response curve may be flat. 
We introduce a slight (rising) slope to these so as to ensure 
that solutions are unique and that prices are always adjusted 
in the right direction. Secondly, we add a fictitious 
tlshortage extension" corresponding to the shortage nodes of 
the complete problem. This ensures that feasible solutions 
always exist. 
6.2.4 Conclusion· 
.. 
It is clear that we cannot ensure that detailed short-term 
requirements are met merely by adjusting aggregate prices. 
This problem could be overcome, as in [6], by using a national 
short-term sub-model which directly attempts to ensure that 
they are met. This however does not allow us to decompose 
the problem. We have chosen to adopt a scheme in which 
a vector of detailed prices is derived from the aggregate 
prices so as to ensure that generation levels are appropriate 
to each time of day. We cannot prove the existence of an 
optimal detailed price derivation mechanism or provide any 
explicit formulae. However we have outlined a feedback 
mechanism by which this derivation may constantly be 
improved to the extent to which a particular aggregation 
scheme allows this. 
Our a.pproach is based on that of the EDF. They, 
however, do not derive detailed price vectors but rather 
"price duration curves" (see Section A.3.4 of Appendix A) . 
Our approach is intended to extend theirs in two respects. 
Firstly it is more general in that we have not assumed 
any fixed relationship between the prices. However, 
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Source 
From other regions 
Sink 
To other regions 
FIGURE (6-1): Regional sUb-system 
FIGURE (6-2): Thermal response curve 
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when we have gained sufficient experience it will probably 
be desirable to adopt specific simple formulae for price 
derivation,perhaps similar to those of the EDF. Secondly 
our approach allows more detailed optimisation of the 
short-term operation of the sub-systems. In particular 
we can explicitly model dynamic phenomena such as delay 
times and start-up costs. (See, 8.. g ., Section 5.5). 
Our scheme does not, however, involve any more computation 
time in the main optimisation - the extra detail being 
confined to the sub-models used to prepare input tables. 
Rather than extend our scheme to produce a spatial 
price distribution we intend to assume that the traditional 
transmission patterns will be adopted within each region. 
In this case each region may reasonably be represented 
as a node having an aggregate generation response 
function. 
6.3 PRICE ADJUSTMENT 
6 . 3. 1 Introduc'tion 
-
We deal here with the adjustment of the A prices 
in the solution of the aggregate dual problem (PA) with 
objective PA (A). 
PA(A) can be determined by solving the aggregate 
Lagrangian problem (PA') or (appro~imately) by its 
modification (PA"). This latter problem is identical 
in form to PC' , evaluating the optimal response of the 
system to the detailed prices,~,derived from the aggregate 
prices,A. PA(A) is then determined by aggregation from 
this detailed response. So we expect that the aggregate 
dual function will exhibit very similar behaviour to the 
complete dual function. In this section we will deal 
with the aggregate dual problem as if it were the complete 
dual problem. The properties we shall derive would hold 
exactly if we were to determine PA via the solution of PA' 
but only approximately if we use PA". In this latter case 
discrepancies could arise if ~ is not a linear function 
of A. However, given assumption (AA), any such 
discrepancies will not be major. We refer here to P(A), 
dropping the subscript A since our comments apply at 
.least equally to Pc(~). Also, for simplicity, we restrict 
our attention to a single - segment model. 
At each iteration we must find a new set of A prices 
which results in a system response which more nearly 
satisfies the aggregate constraints (A-B) (or equivalently 
raises P(A». In view of the effort involved in evaluating 
P(A) we wish to minimise the nu~~er of iterations of 
the algorithm by making a good choice of A at each 
iteration. However we need to beware that the 
computational burden involved in adjusting A does not 
outweigh the advantages of an accurate adjustment process. 
In choosing an appropriate method the behaviour of P(A) 
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is of paramount importance. In the next subsection we 
outline some properties of P(A). Then we develop a 
solution procedure utilising these properties. Next we 
describe a slightly different dual problem and outline a 
method, based on this, which has proved to converge very 
quickly. Finally we outline a scheme to improve 
convergence in periods when the storage trajectory for 
some reservoir is in constraint. 
~.3.2 Properties of peA) 
We have already shown (Section 2.3.2) that peA) is 
concave. Moreover, by Corollaries 1 and 2 to Theorem 
8.5.5 of [ 30 J we have that, provided: 
(i) Z is closed and bounded. 
(ii) Ct is continuous and strictly concave on Z, for 
n 
each n = l, ••• N, t = 1/.u.T. 
Then: 
(a) peA) is differentiable, for all A ~ 0 
(b) CiP t [ t * ~ 
=D - g (A) 
n . nT 
-A 
(D-5) 
Thus, since our problem may be modified so as to 
satisfy (i) and (ii), we may apply, to the dual problem, 
any procedure capable of maximising a concave differentiable 
objective. 
We further note that, given the modifications outlined 
in Chapters 3 to 5, the IIresponse fUnctionsl! appearing in (D-5) 
are themselves differentiable and so we can form second 
partial derivatives. 
From (D-S) and (C-29)'- (C-3l)' we have that: 
Hence: [3gt• nT 
- oAt 
n 
t* 
- I gh 
he:n OA~ 
o t.* enm 
oAt 
m 
o 
+ L 
~ hEn 
A 
t* N df t * t* gh 
+ I (~ denm 
oAt m=l oAt oAt 
n ~ . n ~ n A A 
if m=n,r=t 
if m=n, r~t 
if m~n,r=t 
if mFn,r~t 
)] 
-A 
(0-6) 
(D-7) 
(0-8) 
(D-9) 
(D-lO) 
Thus H(A), the Hessian matrix of second order partial 
derivatives of peA), has the structure shown in Figure (6-3). 
All of the entries in H(A) can easily be determined from the 
sub-models. 
6.3.3 A~olution Strategy 
Firstly, since peA) is differentiable,we could apply 
a gradient method (or steepest ascent method) to our problem. 
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Thi s would involve substituting the following for step (4). 
(4' ) 
Let: At 
n 
-Where A is the current solution and 6, the "step 
size",is to be determined so as to increase P(A). 
(0-11) 
Here we adjust the price, At, up (or down) in proportion 
n 
to the excess demand (or supply) indicated in that region, 
~ 
for that period, at the current prices A. This straight-
forward scheme has been suggested by the EDF. It has, 
however, some disadvantages: 
(a) In our multi-regional model the excess demand in any 
region is dependent not only on its own price but also on 
those of i~s neighbours. So even the general direction of 
price movement indicated by (0-11) may be incorrect. 
(b) The determination of a suitable 6 is made rather 
difficult by the erratic nature of the response surfaces. 
Ignoring the transmission system, consider the portion of 
a regional generation response curve shown in Figure (6-2). 
We could use a single fixed 6 for all iterations as in 
Uzawa IS algorithm ([ 64] ) • Then,provided 6 is small 
enough,the algorithm will converge. However, in order to 
ensure convergence in regions, and periods, where the 
optimum involves generation in a very steep portion of the 
response curve,we will require a very small 8. Such a 
small a will cause very slow convergence in regions, and 
T-A 
NxN block given 
r* N 
by: diag( d
g
n ) 
3A t n=l 
n 
«0-8) ) 
NxN block, the entries for which are given by 
the equations (D-7) and (0-9). 
Hessian matrix H{A). 
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periods, where the optimum lies in (nearly) flat portions 
of the response curve. Further, this problem will occur 
(for some region and/or period) at all stages of the 
algorithm,so that there is little to be gained from 
allowing e to vary from iteration to iteration. 
The former problem is peculiar to our multi-load model 
while the latter is probably not important in a large system 
with many stations ~esulting in a much smoother generation 
response curve). As we develop a more detailed representation 
of the short-term price structure the response surfaces for 
our own system will become much smoother. However, at 
least at present, this type of algorithm is not suitable 
for our model. 
Instead of the gradient method just discussed we use 
an adaptation of Newton's method. The gradient method can 
be classified as a "first order method". In it we move 
A towards where the optimal A would be if P(A} was linear 
* (and hence z (A) constant). Newton's method is a "second 
order method ll • In it we try to move A towards where the 
* optimal It would be if P (It) were quadratic (and hence Z (It) 
linear) . Second order methods generally exhibit much 
better convergence properties, especially near the optimum, 
than do first order methods. * * Both e (A) and gT (A) are, 
in fact, both o.ocally) linear and gH (A) is nearly so.· So, 
if we can perform the calculations required by Newton's 
method, we will expect rapid convergence. 
Using Newton's method we replace Step (4) by: 
(4') . 
A~ = A~ - e[H(~) ]-1 VP(A) (D-12) 
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Where: 
-~ is the current ~ and the "step size", S, 
is to be determined. VP(X) is givenby (D-6) and H (X) 
by (D-7) - (D-IO). 
This method avoids both of the difficulties «a) and (b)) 
in the gradient method. The inter-regional interaction is 
accounted for by the off-diagonal terms, (D-9),in the 
diagonal blocks of the Hessian. Also the varying slope 
of the generation response curve is accounted for by the 
diagonal terms (D-8). For the thermal system this 
accounting is (locally) exact, for the hydro system not 
quite so. 
However this method has two major problems - the 
-practical evaluation of the search direction,o(~),and 
the determination of a suitable step size,S. We deal 
wi th the.Se two problems in the next two sections. 
6.3.4 The Search Dire9tion 
In Newton's method the search direction,o(~), is given 
by: 
(D-12' ) 
This involves the evaluation and inversion of the 
Hessian matrix, which may be quite large, say 100 x 100, 
even for a two-region single-segment model. Moreover, 
as we discuss in the next section, the search direction is 
only valid locally - the Hessian changing significantly 
each time a "corner" of the generation response curve 
(or "edge" of the transmission response curve) is reached. 
172 
Many schemes have been devised, in a general context, to 
avoid explicitly evaluating and inverting such Hessian 
matrices. However such schemes usually rely on 
building up an approximation to the inverse on the basis 
of "past experience". OWing to the erratic nature of 
the response curve such methods are not at all appropriate. 
Fortunately the evaluation of the Hessian is not difficult, 
all the entries being easily obtainable from the solutions 
to the sub-proplems. We will utilise the structure of the 
matrix to obtain an approximate inverse with little effort. 
Firstly, if we were to ignore the terms introduced 
by the hydro sector, the matrix would have a simple block-
diagonal structure. In this case we need only invert 
T small (NxN) matrices - an easy task. 
However the inter-period interaction in the hydro 
sector introduces widely dispersed off-diagonal terms. 
These terms, while individually small, do have a significant 
effect. From Chapter 5 it may be seen that this interaction 
can be entirely summarised in terms of the water value ~. 
In relation to this, two extreme cases are relevant. 
Firstly, suppose that the optimal overall levels of hydro 
and thermal generation have been determined for a particular 
region,containing valley h,for all periods in a free arc 
of the storage trajectory for h. Then we expect the water 
value for that arc'~h' to remain constant and there will 
be no inter-period interaction. This is because the minor 
adjustments in A,necessary to balance hydro generation at 
h optimally between periods in that arc, cancel out. So 
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we could summarise the hydro responSe, for any period t 
in that arc, by letting: 
t* 
t* 
dgh 
ogh oAt 
if r=t 
= n 
oAr 
n 
0 if r~t 
(D-13) 
On the other hand, if the optimal balance of hydro 
generation at n between periods in the arc has been found, 
then the changes in A necessary to achieve an optimal overall 
balance between hydro and thermal production will result 
in changes in ~h' but leave the generation pattern within 
the arc unchanged. Thus we can ignore the hydro response, 
letting: 
for all r,t in that arc (D-14) 
In either case we may break the whole Hessian into 
T, NxN, blocks (Nt, t=l, .•• T), and so replace step (4) by: 
(D-12") 
for all t = 1, •.• T. 
Where at is to be determined. 
In other words, we can replace our large price adjustment 
problem with a collection of rather small problems - one for each 
period. For the time being we assume (as in [47]) that 
this approach can be applied to the general case. In fact 
this would result in slow convergence (using (D-13» or 
instability (using (D-14». However these problems can be 
overcome by the method of Section 6.3.6, utilising a 
rather different Hessian. We turn our attention in the 
next section to the determination of 8t - the step size. 
6.3.5 The Step Size 
We assume here that it is safe to ignore the inter-
period interaction introduced by the hydro system. 
Accordingly we deal with a single-period price adjustment 
problem, dropping the superscript t. We shall also deal 
entirely with instantaneous response curves. Aggregated 
response curves will be smoother, with less well defined 
corners, but the same principles will apply. 
-Suppose that we have found a search direction, ° (A), 
- -which is locally optimal in the sense that (A+O (A)) would be 
the optimal solution to the local quadratic approximation 
to P (A) • We wish to know how far to adjust A in .the 
direction ° (A) • One simple answer to this problem would 
be to adjust A until P(A) changes significantly. As 
we have seen P(A) will behave in a predictable manner until 
we reach a "corner" of a generation response curve (see 
Figure (6-2)) or an lIedge" of an exchange response surface 
(see Figure (4-15)). At that point some of the entries 
in H (A) may change dramatically and so we should, properly, 
re-evaluate H(A) and compute a "new" locally optimal O(A) 
and resume the search. Of course,if the optimum for the 
local quadratic approximation (corresponding to 8=1) is 
reached before any edge or corner, the process terminates. 
Then this A is the one required and we return to the 
Lagrangian problem. 
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In order to apply this approach we must be able to 
recognise when a corner or edge is II reached" . First we 
define: 
(0-15) 
Also, let AnG be the price corresponding to the next 
corner of the generation response curve for region n (in the 
-direction of price movement indicated by O(A». Then 
we can define: 
(0-16) 
Further,we can define: 
* - * enm<A,8) = e (X + 80(X» nm (0-17) 
* * * de e dA de dA 
.. nm d nm n +~ m Then: e = 
---as = ax- as nm dA n m 
de* * de 
~ nm o (~) nm = on (A)n- + ax-m (0-18 ) 
n m 
We can easily determine this direction of movement from the 
solution to the sub-models. Further, in the quadratic case, 
* substituting (E-6) into (O-lB),we get that e
nm 
rises if: 
(0~19) 
and falls otherwise. Thus we can determine the edge which 
will be encountered next in the direction given by O(A). 
Let E be the corresponding transfer. Then we can easily 
* solve for e. E" nm In the pure quadratic case we have: 
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e* =E 
nm 
e* =E 
rnn rnn 
e* =e* =0 
nm mn 
An 
FIGURE (6-4): Edges of the exchange response surface. 
I 
e 
nm 
~ ~ I E nm t5 (1.)-0 (A)~ 
m n P 
:8' 
nm 
FIGURE (6-5>.c: Variation of optimal exchange level 
with price adjustment. 
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e* 
nmE (D-20) 
If this expression exists, and is positive,then it is 
'* the required e. However e
nmE may be undefined 
- -(if 0m(A) (l-2~E) = on (A)) or it may be negative. In order to 
understand these properties we must consider the nature of 
* -the function e (A,e). 
nm 
In the pure quadr.atic case we have: 
= 
- -2a (A +eo (A» 
nm m m 
This function is an hyperbola (See,e.g. Figure (6-5» 
with vertical asymptote at: 
Xm 
e = -
and horizontal asymptote at: 
The vertical asymptote results from the fact that 
(D-2l) 
(D-22) 
(D;...23) 
the optimal transmission from m to n (cf.,e ) will become 
nm 
idenfini tely large as the price in region m nears zero. 
The horizontal asymptote results from the fact that, as e 
increases, the optimal transmission will approach a limit 
determined entirely by the search direction and independent 
of the starting value. 
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The vertical asymptote will never create any problems 
because, long before it is reached, the transmission level, 
* ~ 
e (A,e), must reach its limit,E. 
nm 
Consider the situation in Figure (6-4) (cf.Figures(4-3)-
(4-5) ) • Here we have drawn, in (A ,A ) space, the position 
n m 
of the edges of the response surface of a pure quadratic 
line, 1 being the current price vector. Suppose that the 
price Am is rising, so that the vertical asymptote of 
* -enm(A,P) is to the left of the vertical axis (cf. (D-22)). 
Then we could draw the function e*(8) as in Figure (6 ). 
nm 
Now it can be seen that if the adjustment vector lies 
within the cone (A), then the horizontal asymptote defined 
by (D-23) lies between 0 and Enm(cf. E' ). Clearly, if we adjust 
11ffi 
prices in such a direction,we will never meet an edge but the 
exchange level will tend asymptotically. towards that given 
by (D .... 23). The negative solutions to (D-20) correspond 
to such directions of adjustment and so should be ignored. 
So, since we can recognise the position of corners 
and edges,we can apply the approach outlined above. 
Step (4) for any particular period, would become: 
k -(4.1) Let k=O, II: = A .. 
(4 • 2 ) 0 k (A) = - [ H ( A k)r IVp (A k) 
Then 
(D- 12"') 
. (4.3) Let ek = MIN {I e* (Ak ok (A») ,e* (Ak,Ok(A))} 
, nG n' n nniE. . 
n,m=l, ••. N 
(4.4) Ak+ l = Ak + ekok(A) 
(4.5) If ek = 1 THEN STOP 
ELSE k = k + 1, GO TO (4 . 2 )" 
(D-24) 
(D-25) 
Thus we may have to invert our small Hessian block, 
H\ several times in each iteration. It would be virtually 
impossible to apply this approach to the exact Hessian. 
Not only is the inversion of such a large matrix 
computationally burdensome,but we should have to invert 
the whole matrix (or update the inverse) every time we 
reached an edge or corner in any period. Thus we would 
face the same number of matrix inversions as in the 
approximate method - but each time we would have to deal 
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with an NTxNT matrix instead of an NxN matrix. However the· 
method as described, while computationally tractable, does not 
account properly for the inter-period interactions. This 
causes poor convergence but can be overcome by the modification 
described in the next section. 
6.3.6 Accounting for Inter-Period Interaction 
The scheme outlined in the previous sections rests on 
the assumption that we can ignore the inter-period inter-
action when adjusting prices. We have seen that this is' 
true in two special cases but it is not true in general. 
In practice it has been found that if we assume that the 
price changes in various periods will balance out leaving 
the water value unchanged (i.e. use (D-13»,then, since the 
water values do change, convergence is very slow. On 
the other hand, if we assume that only the water value 
will change leaving the generation pattern unchanged 
(i.e. use (D-14» then, since the generation does change 
very substantially, the algorithm becomes unstable. 
Here we out.line a scheme which has, in fact, proved to 
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converge to the optimum very quickly. It involves two 
phases. In the first we use a IIsuper-aggregated" model 
to determine the approximate average prices and water 
values for each trajectory arc. Then we are in the special 
situation where price changes cannot be expected to affect 
water values. So we can adjust the prices, period by period, 
using (D-13) and assuming the water values determined by the 
super-aggregated model rather than those from the previous 
iteration. 
We first consider an alternative to the dual problem DA. 
We have developed a hierarchial model in which "energy 
prices" (lJ or A) are manipulated at one level and "water values" 
{$} are manipulated at the next (lower) level. We could, 
however, manipulate both simultaneously. We will· assume 
that we know the general shape of the optimal trajectories. 
Experience has shown that, in the price adjustment process, 
the hydro trajectories change very little after the first 
or second iteration. So we have/for each reservoir (h) / 
a tentative trajectory (such as that of Figure (5- 6 ) {d}} 
consisting of a series of free trajectory arcs divided 
from one another by periods in which the reservoir storage 
is constrained. Let us index these trajectory arcs 
bya=l, ... Ah " Then we can see that, assuming the basic 
shape of this tentative trajectory is unlikely to change, 
we have: 
L q~ 
rea 
(constant from iteration to iteration) 
for all a = 1, .•• Ah (D-26) 
That is, for price adjustments which are not too great, 
the hydro sub-models will react by adjusting the water 
values so as to re-distribute the release within each arc, 
but leave the total release in the arc unchanged. In 
order to cause greater effects than this price changes 
would have to be so great as to form new arcs, or join old 
ones. 
Let us suppose that we are dealing with a simple 
model in which we are concerned only with the total 
releases and generation for each period. We can assign 
a multiplier ~~ to (D-26)~ and so obtain the Lagrangian: 
T N[t 'Ck £' (g,e,A,~) = I I Cn(gnT) 
t=l n=l 
- A~( g~ + I g~* + ¥ (f~-e:m) -D~)] 
hen m=l 
We could treat this Lagrangian just as we did £c~ 
producing, as objective for our dual problem: 
pi (A, ~) = MIN £ I (g, e , A , ~ ) 
g,e 
( D-27) 
(D-28) 
pi is concave and differentiable just as Pc was and we have: 
ap' __ [gt* + I ght *+ ¥ (ft * e'Ck) - Dnt J 
dAt- nT hen m=l mn nm 
n 
dP' 
a~a = 
h 
(D-29) 
(D-30) 
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Then: 
t" t. d t* N df t * de* )] gnT L gh + L (dA~ nm - --+ - --dA t hEn dAt m=l dAt 
n n n n 
if m=n 
r=t (0-31) 
= det * dft * 
nm nm if mFn ---
dAt dAt r=t (D-32) 
m m 
0 if rFt (0-33) 
d r* 
L gh if h=k --
rEa dl/Ja a=b (D-34) 
a 2 p' h 
---a b == 
dl/Jhdl/Jk 
0 if hFk 
or aFb (0-35) 
d t* t* gh ( aqh \ if tEa --- == dAt ) dl/Ja hEn (0-36) h n 
a 2. p' d 2. p' 
= = 
dl/JaaA t h n dAtdl/Ja n h 
0 if t¢a 
or hin (0-37) 
Thus the Hessian,H' (A,l/J),has a structure as in Figure 
(6 ~6) • 
Now we note that the inter-period interaction, expressed 
by the (ag~ ) entries dispersed through the matrix H(A), is 
dAn 
summarised here (inH' (A, l/J» by the rows and columns 
corresponding to the arcs. The inversion of this whole 
T-A 
~? 
ljJt 
~i 
. A I 
ljJI 
ljJl 
• 2 
~AH 
H 
o 
o 
o 
)I., 
x· ... 0 
-0 0 0 0 
k )( ]It .... 0 0 0 0 ".;. )( )4-
-NxN block whose entries are given by (0-31), 
(0-32) • 
~ -individual entries, given by (0-34) or (0-36). 
FIGURE (6-6): Alternative Hessian matrix H' (;\) 
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matrix would, however, not be an attractive proposition. 
Our approach will be in two stages. Firstly we will 
partition the periods so as to form "super-periods". All 
of the periods in each such super-period will belong to the 
same arc of each reservoir's trajectory. 
will cover one or more super-periods. 
Thus each arc 
We will include 
constrained periods in arcs in such a way as to minimise 
the number of super-periods involved. Then, aggregating 
all the appropriate quantities,we may form a model of the 
type just described, whose dual problem is assigned the 
task of adjusting the average price in each super-period, 
along with all the water values, until the average 
generation and demand are equal in each super-period. The 
Hessian (H·(A,~)) involved in this dual problem is of 
manageable size and so the model may be solved. The 
super-aggregated model serves to estimate the likely 
water values for the various arcs. 
Secondly, assuming the water values just determined, 
we may form a hydro response curve as previously described 
and proceed to adjust the prices for the individual 
periods (using (D-13)) ignoring the inter-period interaction 
entirely. 
This procedure has been successfully applied to the 
NZED system. Convergence has been very satisfactory 
except in the periods where some reservoir has its storage 
trajectory in constraint. This problem is dealt with in 
the next section. A sample solution is demonstrated in 
Section 7.5. 
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Accounting for Storage Constraints 
In all of our previous discussion we have ignored the 
possibility that the storage in some reservoir may be at 
either its minimum or maximum level. This profoundly 
alters the nature of the hydro response curve. 
Suppose that, at the optimum, reservoir h is constrained 
-r - . 
above in periods t-l, •.• t+2, then, assuming that S =S (fixed) 
we have that: 
for r t-l, t, t+l (D-38) 
Thus, whatever values we specify for ~r, our long-term hydro 
-r 
model will adjust the water values,~ ,so as to ensure that 
(D-38) holds. However the relationship between these 
prices is crucial. There are many special cases according as 
the trajectory immediately before and after the period in 
question is constrained I or part of a long arc, or Unconstrained 
but constrained in the previous period. Here we will consider 
a single case which illustrates the general principles. 
Suppose that, at some iteration of the algorithm, 
the trajectory for reservoir h is constrained above in 
periods t-I, ... t+2. Suppose also that we have ready 
-t I ~t+l determined A - and A • Now, experience has shown 
that the shape of the trajectory changes very little from 
i te ra tion to i tera tion . tole will assume that tJ1.e trajectory is likely 
to remain constrained in periods t and t+2. Then we 
have that: 
t* t+l* q + q = F = (D-39) 
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Now we wish to determine the response curve for period t. 
If the price ~t is high enough (relative to ~t+l) then 
relase in period t will exceed Ft and so we will have 
t+l s-t+l 'Pi (6 7) I h' 'II h S < as 1n gure -. n t 1S case we W1 ave 
t t+l . ~ = ~ and hence: 
(0-40) 
Given A,we can solve (0-39) and (D-40) simultaneously for 
qt and qt+l The critical price level, it, is then given 
(0-41) 
t At t If A ~ A ,then the release in period t will remain at F 
.(and so we will have st+l = §t+l). 
t At t If A > A , then the optimal release q will be given 
by the simultaneous solution of (0-39) and (0-40) (and we 
will have st+l < §t+l). In a similar manner we can derive 
At 
a lower limit, A , such that: 
t-l F 
h h '1" ,t ,t , d b th Furt er, we ave pr1ce 1m1 ts,.::! ,1\ , 1mpose y e 
minimum and maximum generation limits. That is: 
(0-42) 
(0-43) 
s*( r) 
t-2 t-l t t+l t+2 
...... 
,. 
...... 
,,-
...... 
"" 
..... 11''''' 
-current storage trajectory 
- - - - -new trajectory for~t high enough 
t q 
-t Q 
~t q 
FIGURE (6-7): Constrained storage trajectory. 
• I 
-t A 
t+3 
FIGURE (6-0): Release response curve for constrained 
period. 
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-t Q 
d t+l( -t+l .... t+l) 
= 1T q 14 _ 
dqt+l 
(D-44) 
Then we may summarise the optimal release, in period t,from 
this station as a function of the price,A\by a curve such 
as that of Figure (6-8) and derive a corresponding 
generation response curve. 
Here,provided that the price At, remains between the 
t ~t -t-l -t+l bounds (~ , A ) (determined by (A , A ), there is no change 
t in the generation level, g • Beyond these limits, however, 
response to price changes is quite marked. 
The other cases can be treated in a similar manner, 
and so we can build up an accurate generation response 
curve for period t. Then we may apply the procedure 
of Sections 6.2.3 - 6.2.4 to find the optimal prices ~t . 
.... t 1 
We have assumed in the above that we know both 4 -
d \'t+ 1 h' h' 1" 1 . . an 1\ , W 1C , 1n genera , 1S qU1 te unrea 1st1C. We have 
actually implemented a scheme of this type which, in the 
-t-l first instance, assumes only A . Ignoring the 
possibility of interaction with period t+l we then find 
.... t -t+l Then, assuming A ,we can find A . Now we can 
test whether these two are in fact compatible. If not 
.... t -t-l .... t+l 
we re-evaluate 4 , assuming the values A and A 
. d t . d th 1 t ~t+l . ~t Just e erm1ne, en re-eva ua e 1\ assum1ng 1\ • We 
re-iterate in this fashion until the prices converge 
(two iterations are usually sufficient). 
An example of the application of this procedure can 
be found in Section 7. 5. There it can be seen that this 
method is capable of producing a very close matching of 
supply and demand in periods where some reservoirs are 
constrained. It can also be seen that this close match 
makes very little difference to the first period decision. 
This is not unexpected since the only interaction between 
such a period, t, and the first period is via those 
reservoirs which have unconstrained arcs from the first 
period to period t. Thus the modification discussed in 
this section, while greatly ·aiding the solution of the 
mathematical program, is largely unnecessary for the 
purposes of day to day scheduling operations. 
6.3.8 Conclusions 
We have described a price adjustment scheme which 
utilises the special properties of the dual objective 
function PC\.) (and the alternative p' (;\». We apply 
Newton's method to solve a super-aggregated model and so 
determine near optimal water values. We then ignore 
inter-period interaction and adjust prices in each period 
separately. In this adjustment we apply Newton's method 
repeatedly, using a locally accurate Hessian Ht, adjusting 
prices until the Hessian becomes inaccurate. We then 
re-evaluate the search direction and continue the process 
until convergence. Periods in which the storage 
trajectory of some reservoir is in constraint can be dealt 
with by the adaptation of Section 6.3.7. This whole 
approach has been implemented and results in quite rapid 
convergence (see Section 7.5). Further it appears that, 
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for the purposes of long-term scheduling, we need not 
concern ourselves with finding accurate prices for periods 
in which several reservoirs are in storage constraint. 
Thus the problems discussed in Section 6.3.7 may be safely 
ignored. 
CHAPTER 7 
APPLICATION TO THE NZED SYSTEM 
7.1 INTRODUCTION. 
We have already given a brief account of the NZED 
system (Section 1.1) and of previous, or parallel, 
optimisation studies on it (Section 1.4). Here we 
briefly outline some results from the application to this 
system of our approach. Our intention, at this stage, 
is to demonstrate the feasibility of the approach rather 
than to d.raw any decisive conclusions about optimal 
system operation. 
The basic aim of this study has been to develop 
models suitable for application to the NZED system. 
Thus our eventual goal is the embodiment of a large part 
of the theory developed here into practical everyday 
planning tools for long-term scheduling, short-term 
scheduling and tariff setting. At this stage we are 
able to present only partial results from the application 
of the theory in the preceding chapters to simpli d 
models of the system. We have not, as yet, attempted 
to apply the more general theory of the later chapters 
(8 to 10). 
A test program was written in ALGOL and run on the 
Burroughs B67l8 computer ~t the University of Canterbury. 
This program was basically an implementation of the 
simple model of [47]. In order to be implemented at 
the NZED this program must be converted into a form 
suitable for running on the IBM 370/168 machine used there. 
Unfortunately ALGOL has not been made available on this 
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particular machine, so that the program must be re-written 
in PL/I. This work is currently in progress, along with 
appropriate program generalisation. 
In the next section we describe our simplified 
mOdel of the system. Then, after discussion on the 
implementation of the various sub-models, we give an 
example of the global optimisation. Finally we describe 
some preliminary experience with the short-term hydro 
sub-model. 
7. 2 THE SI1,VIPLIFIED M.oDEL 
The purpose of the test program described here was 
to prove the feasibility of our approach. Thus we have 
worked with a simple mOdel which approximates a 
representation of the NZED system and for which data was 
readily available. 
We have implemented the simple single-segment 
aggregate model of [47] (cf. PAl in Section 2.5), 
using a planning horizon of one year divided into 52 
weekly periods. We took no account of detailed short-
term requirements and so our model merely ensures that 
sufficient energy is delivered to each region in each 
period. This is, of course, quite unrealistic. 
However there is no conceptual difficulty involved in 
generalising this model as has been shown in Section 2.4. 
The only increase in computational requirements for the 
long-term model would be the need to adjust more prices 
in the dual algorithm. Apart from this, the short-term 
requirements may be taken care of in the preparation 
of input tables as outlined in Chapters 3 to 5. The 
program currently being developed at NZED will, of course, 
take full account of short-term requirements. In Section 
7.7 we outline some preliminary experience with the 
application of the short-term hydro scheduling model, 
PASH, developed for this purpose (see Section 5.5). 
We have divided the country into the two obvious 
regions - the North and South Islands. We ignore the 
transmission systems within each island, and so our 
model may be represented as in Figure (7-1). (cf. Figure 
(1-2». Here we have not included the Waikaremoana 
system as being "long-term controllable". This is 
because, despite its considerable nominal volume, it is 
subject to very severe leakage. Consequently it is not 
important as a long-term storage reservoir. 
Data on inflows,storage capacities and projected 
demand levels (including losses) was adapted from input 
prepared for [5J. All of the inflows were represented 
in terms of their potential energy content (when utilised 
under averaqe conditions) and tri.butary inflows 'Ylere 
subtracted directly from loads. This obviously 
misrepresents the complex interaction between planned 
releases and tributary inflows. However, since this 
interaction will eventually be handled by a simple 
lookup table, this approach does not affect the structure 
of the model. Further,all data was "normalised" to 
an hourly basis. Thus, in this ~hapter, an inflow 
level of, say, 100 MW, indicates a flow of 100 MW per 
hour throughout the week. The primary reason for this 
was so that the characteristics of the various stations 
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FIGURE (7-1): Simplified model of NZED system. 
STATION 
New Plymouth 
Stratford 
Meremere 
Marsden 
Whirinaki 
Otahuhutt 
FUEL 
Gas 
Gas 
Coal 
Heavy 
Oil 
Light 
Oil 
Light 
Oil 
x ( $/GJ) 
0.S9 
0.S9 
1.03 
2.S3 
3.94 
3.99 
a 
0.00097 
-O.ot 
O.OOSI 
0.005 
-O.ot 
-O.ot 
(a) Physical characteristics of plant 
Notes: C(g) = 3.6x(ag 2 +f3g+y) 
f3 
1.57 
2.S9 
0.47 
0.S3 
2.S9 
2.S9 
y 
633 
116 
253 
329 
116 
224 
factor of 3.6 converts fuel cost X from $/GJ 
to $/MWH 
t Gas turbines whose marginal cost decreases 
very slightly with load 
tt We have ignored the two types of machine at 
G 
600 
240 
210 
240 
200 
2S0 
Otahuhu which is never used in our model (cf. Figure 
(9-2)) 
A** ).. 
10.25 
12.37 
34.64 
A* g 
SOS 
177 
257 
-*** A 
10.26 
10.79 
14.37 
34.65 
49.20 
52.99 
SLOPE 
**** 
**** 
16.64 
**** 
**** 
**** 
(b) Response Characteristics 
*A _ IY 
Notes: g -I; A acl 
**~ = 3.6x(2ag+S) = ag g 
A - acl ***)"=3.6x(2aG+f3) = age; 
'" -
****g > G =:> maximum efficiency 
at full load 
=:> II step n response function 
T~BLE (7-1): Ther~al station char~cteristics (from NZED files) . I-' \.0 
U"I 
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in the system could be expressed in "recognisable" units. 
Arbitrary assumptions were made about the initial 
and final periods and storage levels. Thus the test 
results described in Section 7.6 do not correspond to any 
particular historical situation. 
In the next two sections we describe in more detail 
the assumptions made about the thermal, exchange and 
hydro :sectors and describe the implementation of the 
relevant sub-models. This is followed by a discussion 
of experience with the price adjustment process illustrated 
by a major example. 
7.3 THE THERMAL AND EXCHANGE SUB-PROBLEMS 
In our simple aggregated model we have only needed 
to apply the simple "instantaneous II models of Chapters 
3 and 4. Table (7-la) summarises relevant physical 
characteristics of the various thermal stations in the 
North Island system (as at 1/6/78). From these (and 
the current fuel prices) 1 we may derive station response 
curves such as that of Figure (3-3). Table (7- lb ) 
summarises the relevant characteristics of these curves. 
These station response curves may be aggregated into 
the system response curve shown in Figure (7-2) 1 which 
may be summarised by its "corners" as in Table (7-2) • 
At this point we should perhaps note that the 
accuracy of some of the data is suspect, so that some 
caution is appropriate when interpreting these results. 
It may be seen, however, that, with the exception of 
Meremere each station is most efficient at its maximum 
* gT (A) j\ 
(MW) 
'":!:j 
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C 
0 
STATION R PRICE STATION TOTAL SLOPE SLOPE 1'1 
E OUTPUT OUTPUT BELOW ABOVE 
R 
Dummy 0 0 0 0 0 0.7 
New 1 10.2 0 7 0.7 6000.1 
Plymouth 
2 10.3 600 607 6000.1 0.1 
Stratford 3 10.7 0 607 0.1 2400.1 
4 10.8 240 847 2400.1 0.1 
Meremere 5 12.3 0 848 0.1 1773.0 
6 12.4 177 1025 1773.0 16.6 
7 14.3 209 1056 16.6 0.1 
Marsden 8 34.6 0 1058 0.1 2400.1 
9 34.7 240 1298 2400.1 0.1 
Whirinaki 49.2 0 1300 0.1 ,2000.1 
11 49.3 201 1500 2000.1 0.1 
Otahuhu 12 52.9 0 1500 0.1 2800.1 
13 53.0 281 1780 1800.1 0.1 
TABLE (7-2): Corners of thermal response curve. 
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load (contrary to our expectation, based on earlier data). 
This ''peak efficiency" corresponds to all machines being on 
maximum load. It is obvious that the same efficiency may 
be achieved by any number of machines at maximum load for any 
part of the period. So it is quite realistic to "patch" 
1\- 1\+ 1\ 
the discontinuity ({~ ,0) - (~ ,g)) assuming that any 
intermediate level of generation can be achieved at the 
same level of efficiency. 
The only exchange problem faced in our model is that 
for the inter-island DC link. The loss function of this 
is in fact non-convex. For simplicity we have assumed 
a convex function: 
L{e) = 0.0001e 2 (E-13) 
This gives marginal losses which are approximately correct 
over the likely operating range (12% at the (South-North) 
maximum transfer of 600 MW) . 
A procedure has been written in Burroughs ALGOL 
to produce and summarise the system thermal response 
curve. The results are stored on disk and read into the 
main program each time it is run. The exchange problem 
is solved as necessary. 
7.4 THE LONG-TERM HYDRO SUB-PROBLEM 
7.4.1 Simplified Sub-Models 
In our simple model we have assumed, as in [47], 
that each hydro sUb-system consists of one long-term 
reservoir with a single station immediately downstream 
from it. This approach is entirely valid when there is, 
in fact, only one long-term reservoir. (Since we may 
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use the short-term hydro scheduling procedure, PASH, 
to produce, for any set of circumstances, an accurate 
aggregate output curve for such a composite station). 
The Waitaki river sub-system, including lakes 
Tekapo and Pukaki, is the only one with more than one 
long-term controllable reservoir. However we have 
represented these two as a single aggregate reservoir, 
Waitaki. This is not likely to seriously mis-represent 
the system because, as is shown in Figure (1-3) (c), most 
of this sub-system's generating capacity is downstream 
from both reservoirs. (At the time the data was collected, 
before the commissioning of Tekapo B, the proportion was 
97%. Currently it is 82%, but this will rise to 90% with 
the commissioning of the Ohau stations) . Thus the 
marginal value of water stored in the two lakes at any 
time must be approximately equal, with water in Lake 
Tekapo always being at least as valuable as that in 
Lake Pukaki (given the stations currently commissioned). 
The storage levels in these two reservoirs will, in fact, 
be "balanced", using [4J so as to equalise the probability 
of spill. Here we aggregate the two storages, inflating 
both .the capaci ty of Tekapo and its inf lows so as to 
reflect their greater energy value, and deal with one 
representative water value for this aggregate reservoir. 
Thus we assume that the constraints on transfer from 
Tekapo to Pukaki will not significantly interfere with 
the "balancing" of the lakes. The advantage of this 
simplification is that we need only deal with single-
reservoir systems in each hydro sub-model. 
We may, at some future date, develop a more general 
long-term hydro sub-model (such as that of the EDF), so as 
to optimise the Waitaki system exactly. The present 
approach allows us to cut down on development effort 
during initial implementation. 
The tables derived by the short-term hydro sub-model, 
PASH, will allow us to treat each (single-reservoir) river 
system as a single long-term reservoir with one station. 
Here we have simply assumed that each of these stations 
has a quadratic generation function: 
g(q) = q - aq2 (H-88) 
(the linear coefficient being unity because the flows 
are expressed in terms of megawatt hours of potential 
production) . We have not attempted to evaluate the a 
coefficients exactly because: 
(a) the values available are known to be in error (more 
accurate values are being determined currently) • 
(b) The effort involved in estimation of valid aggregate 
values to represent long chains of stations does not 
seem appropriate. (Because PASHwill supersede this 
whole approach) . 
(c) The other simplifications we have made, particularly 
our handling of tributaries, would invalidate any 
attempt at exactitude in this area. 
(d) Accurate coefficients are not required to demonstrate 
the feasibility of the approach. 
In view of these factors we have merely assumed that 
efficiency at maximum generation levels is about 90% of 
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of the optimum and derived the a coefficients accordingly. 
Table (7-3) summarises the characteristics of the (equivalent 
aggregate) hydro plants dealt with. 
Finally, we have taken no account of planned or forced 
outages. These may be accounted for approximately by, 
respectively, allowing the maximum generation to vary with 
time and derating the generation function. Eventually 
they may be dealt with by the methods of Section 5.5.3. 
In neither case do outages involve any conceptual change 
to the global optimisation. . Accordingly, they have been 
ignored for reasons very similar to those above ((a) - (d». 
7 • 4 • 2 The Program 
... 
We have implemented the trajectory method of Section 
5.4.3, expanded as outlined below. In our statement of 
that general algorithm Step (4) involved recognising 
if the optimal trajectory would be constrained (4(a» and, 
if so, adjusting W until the initial arc of the trajectory 
was tangential to the first storage constraint encountered 
(4(b». Here we consider that process in more detail. 
Firstly, conditions under which it can be recognised 
that the optimal trajectory is constrained were demonstrated 
in the expansion of Step (4(a»). In order to use these 
conditions we must set some W, then simulate a trajectory 
forward until they are seen to hold or until the final period 
is reached. However, if the trajectory is constrained 
in one period it is likely to be constrained for some 
periods thereafter. In this case we could expend 
considerable unnecessary effort finding the appropriate 
water value. Instead we test for this possibility first. 
(5) 5(1,2) gel) -(1) (3 ) F(I,4) - (5) ~I t::» I ~I~::» RESERVOIR Q a G 
aq 9 aq Q 
Taupo 3452 73 427 0.0002 364 391 0.97 0.83 
Cobb 179 0 29 0.002 24 27 1.0 0.88 
Coleridge 232 0 34 0.0025 14 31 1.0 0.83 
Waitaki 3869 0 483 0.0001 296 460 1.0 0.90 
Hawea 1685 2 80 0.0008 26 75 0.99 0.87 
Manapouri 2821 310 820 0.0001 584 753 0.94 0.84 
----
I 
-
Notes: (1) Sand Q and F are all expressed in terms of MWH of generation. 
(2 ) 
(3 ) 
(4) 
(5) 
S has been normalised to zero. 
Here g(q) = q - aq2 (H-88). a values have been chosen arbitrarily so as to 
produce "reasonable" curvatures. . 
F is average weekly inflow. 
- -. - 2 ~I ~l-G = Q -a(Q) , aq 9 = 1-2ag, aq Q=I-2aQ, 
(6) Assumed. 
T.A.BLE Physical characteristics of hydro reservoirs 
S 
0(1,6) 
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So we replace Step (2): 
(2) Choose ~E > a 
by: 
(2)' let: ~E t = aTI-
t aq- t F .... 
(H ... S9) 
(cf. (D-4l» 
In other words we first choose the "critical \1 water 
value which will leave stor~ge unchanged. (Here we have 
d h S-t -t+l st t+l . t assume t at = S or = § as appropr~a e. 
Appropriate generalisations for other cases are obvious). 
If the trial trajectory corresponding to this value 
is not constrained beyond t + 1 or if it next violates 
the same constraint which is binding in :S' then this value 
may not be optimal. Then we must find the true value using 
the iterative technique of Step 4(b) as before. If 
however, as is more often the case, the trajectory is next 
constrained at the opposite bound of the storage, then 
t . 
~- is optimal and we set: 
-t+l -t 
s- = s 
Then we have: 
t = t + 1 (in Step (4) (c) } 
Secondly, in Step (5) and in our expansion of 
Step (4) (b), we required the adjustment of the water 
t 
value, ~-, so as to bring the corresponding trajectory 
closer to the target (or tangency to a constraint). 
(H-90) 
(H-91) 
In our implementation we use Newton's method to adjust ~ 
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so long as the trial storage levels all lie on one side of 
the target. If trial levels have been found on both sides 
of the target we adopt the "Method of False Positions". 
(Both methods are well known, see e.g. Chapter 2 of 12 ]). 
This latter adaptation was found to be necessary in order 
to prevent cycling. Cycling occurred because the bounds 
on releases caused the derivatives (w.r.t. ~) of the end-
T* point storage, S (~), to be discontinuous. When this 
approach is applied to produce a tangential trajectory 
arc a little more computation is required in order to 
determine the period in which the peak storage occurs. 
This does not, however, introduce any practical difficulties. 
The sub-program for the long-term hydro problem 
consists of approximately 700 lines of Burroughs ALGOL. 
Execution time for this program segment is about 0.6 
seconds to determine an optimal trajectory which is not 
constrained. (e.g. Taupo and Cobb on average inflows). 
Trajectories which become constrained take rather longer. 
Trajectories for typical South Island reservoirs 
(Manapouri, Waitaki and Coleridge on average inflows) 
constrained above in Autumn and below in Spring, take 
about 1.6 seconds to determine. Typical trajectories 
are shown in Figure (7-6). 
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7.5 THE GLOBAL OPTIMISATION 
The solution to our long-term scheduling problem may 
be found by finding a corresponding set of A prices. In 
Chapter 6 we have described an appropriate price adjustment 
process in some detail. In our simple aggregate model 
we do not, of course, need to concern ourselves with the 
derivation of detailed (~) prices from aggregate (A) prices. 
This coarse aggregated approach involves very lIerratic" 
response functions (e.g. Figure (7-2»). Thus we have 
implemented the solution procedure of Section 6.3 with 
little modification. 
An interactive ALGOL program has been written to test 
this method (utilising Burroughs CANDE) . This program 
allows the user to select alternative methods for the 
various sub-problems and also to control output and modify 
variables. The program will recover from most faults 
. . 
and,if discontinued, leaves a partial solution on disk. 
This enables the optimisation to be re-started from that 
point. The program contains about 3500 lines, of which 
1200 are concerned with declarations, comments, data 
handling, table preparation, etc. The hydro sub-model 
occupies a further 700 lines and the remainder deals with 
the price adjustment process. Of this a further 500 
lines are concerned with the handling of user options 
and the preparation and manipulation of hydro "response 
curves" (by various alternative methods) . A procedure 
to "guess" water values, using the procedure of Section 
6.3.6, occupies about 300 lines. The remainder of the 
code (about 850 lines) deals with the actual price 
adjustment process. 
This code, having been designed to test a variety of 
al-ternative approaches in an interactive fashion, contains 
much that will not be necessary for production purposes. 
On the other hand realistic modelling of the system will 
require considerable expansion of some sections, particularly 
data handling. Run-time storage requirements peak at 
about 25K, but 15K is a more average figure. The program 
has been developed and tested using CANOE in a multi-user 
environment on the B6718 machine at the University of 
Canterbury without causing undue strain on any resources. 
(Although requiring an extension on the usual 30 second 
CPU limit imposed to restrain CANDE usage) . The remainder 
of this section discusses the solution of a typical problem. 
Computation times are quoted as appropriate. Since this 
experimental code has been designed for ease of programming 
with little consideration to efficiency it is probable 
that these could be improved considerably. They seem 
however to be in the "reasonable"range. 
The system model in this example is exactly as 
discussed in the previous sections. Inflows and (net 
demand levels are shown in Table (7-4). The initial 
period is taken to be the first week of January (mid-summer 
in New Zealand) and the planning horizon one year. We have 
assumed the initial storage levels shown in Table (7-3) and 
require that these same levels be restored in the final 
period. The prices quoted here are in terms of dollars 
per megawatt. Division by 10 gives the more common measure 
of cents per unit. 
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W DEMAND* STORABLE INFLOt'lS** 
e North South Co1e- Wai- 11ana-R Island Island Taupo Cobb rid<Je taki Hawea ~ouri 
1 986 365 318 17 14 491 33 625 
2 1201 422 333 15 14 507 29 527 
3 1219 440 317 14 14 497 27 540 
4 1248 449 306 12 14 504 27 568 
5 1266 457 318 13 13 578 31 624 
6 1300 483 292 12 12 511 25 541 
7 1314 501 301 16 12 503 26 573 
8 1322 492 311 16 13 565 27 516 
9 1331 509 287 12 12 502 25 492 
10 1342 523 274 17 11 430 27 617 
11 1348 549 258 15 11 351 22 506 
12 1352 564 263 14 11 355 22 554 
13 1375 571 249 14 11 348 22 618 
14 1316 543 246 17 11 384 23 596 
15 1386 562 267 21 12 363 26 573 
16 1456 623 286 21 12 322 27 581 
17 1463 615 314 23 13 256 25 646 
18 1533 '682 317 27 13 236 24 623 
19 1573 708 323 26 12 216 22 545 
20 1604 729 351 30 14 221 27 605 
21 1649 754 341 34 13 226 24 570 
22 1673 769 372 33 13 212 23 510 
23 1670 787 380 31 12 17l 18 460 
24 1760 836 362 27 11 152 20 551 
25 1768 854 438 25 11 140 19 506 
26 1794 872 432 27 11 125 18 508 
27 1802 871 457 23 11 124 20 512 
28 1809 372 438 24 . 10 132 16 453 
29 1802 864 441 32 11 135 19 416 
30 1793 854 417 26 11 130 18 386 
31 1770 843 416 28 10 127 19 512 
32 l743 830 423 32 11 127 19 502 
33 1715 812 436 22 11 124 18 437 
34 1695 808 424 25 11 119 18 479 
35 1683 , 770 410 28 12 120 21 455 
36 1658 753 411' 31 12 120 25 598 
37 1621 715 432 32 14 150 30 768 
38 1587 691 426 29 15 160 26 659 
39 1549 666 436 28 14 171 25 666 
40 1503 621 447 38 17 199 31 742 
41 1471 576 436 30 17 239 30 716 
42 1458 559 391 28 17 241 35 723 
43 1390 523 415 32 19 315 37 730 
44 1400 507 436 28 19 330 37 722 
45 1399 490 422 29 20 324 35 720 
46 1400 484 389 21 19 333 37 738 
47 1395 497 370 24 19 342 36 728 
48' 1370 469 373 25 18 400 36 701 
49 1351 473 362 21 17 426 35 614 
50 1310 458 374 20 17 428 34 661 
51 1282 455 371 17 16 418 30 590 
52 1039 375 320 19 16 499 31 582 
* Net demand - average MW' load for ~Teek. 
** Flows in terms of average equivalent MW per hour during week. 
TABLE (7-4): Averase demand and inflow levels 
Our initial estimate of price levels was 12 $/MW for 
the Summer and 30 $/MW for the Winter. This corresponds 
to base-loading all stations up to and including Meremere 
in Summer and including Marsden in Winter. Initial setup 
and calculation of trajectories on the basis of these 
prices took 14 seconds. (This kind of "step" price 
structure has consistently required significantly more CPU 
time for calculation of trajectories). The first 
iteration using the techniques of Sections 6.3.2 - 6.3.5 to 
adjust prices on the basis of the water values in the initial 
solution took 11 seconds. Each such iteration requires the 
formation of hydro response curves such as that in Figure 
(7- 3 ) . This curve is typical for the South Island in 
Winter. Table (7- 5) gives a summary of that curve in 
terms of its corners. In Table (7- 6 ) I showing two 
typical blocks from the main diagonal of the Hessian, we may 
see the relative magnitude of the various derivatives. The 
result of the first iteration is summarised in Table (7-7) 
In the second iteration we applied the technique of 
Section 6.3.6 to "guess" water values for the various 
trajectory arcs. The structure of the special Hessian 
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for the first phase of this procedure is shown in Figure (7- 4 ) 
(cf. Figure (6-6)). This may be replaced. by the two 
much smaller matrices shown in Figure (7- 4 ) (b) . Typical 
values are shown in Table (7- 8 ) • This iteration, which 
took 17 seconds, was followed by an "ordinary" price adjustment 
iteration taking 11 seconds. Such "ordinary" iterations 
(that is, applying the techniques of Sections 6.3.2 to 6.3.5 
w.i thout modification) are frequently helpful in allowing 
210 
9' H 
(MW) 
1500 
1000 
500 
Curve drawn for South Island 
in week 30, i.e. mid-Winter 
at optimal prices. 
Co1eridg 
Hawea 
Cobb 
10 20 
Waitaki 
Manapouri 
FIGURE (7-3): Typical hydro response Curve 
30 A It 
($/M'1) 
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CORNER A STATION GENERATION SLOPE 
~tation Total (Above) 
0 0 0 - 302 0.1 
1 9.348 Cobb 0 302.9 22.11 
2 10.575 Cobb 27 330.1 0.1 
3 28.316 Coleridge 0 331. 8 6.77 
4 29.432 Hawea 2 339.4 31.27 
5 29.887 Manapouri 300 351. 6 35.00 
6 29.888 Waitaki 0 352.0 299.74 
7 32.58 (*) - 1,158.9 257.74 
8 33.084 Waitaki 460 1,288.8 125.95 
9 33.533 Manapouri 753 1,345.4 19.46 
10 33.644 Hawea 75 1,347.5 4.00 
11 34.116 Coleridge 31 1,349.4 0.1 
(* - current price) • 
TABLE (7-5): Corners of hydro response curve 
(cf. Figure (7-3)) 
(a) N.l. (Thermal) response 
low 
S.I. (Hydro) response 
high 
-659 
461 
(b) N.I. (Thermal) response 
high 
S.I. (Hydro) response 
high 
-6664 
46 
TABLE (7-6): Typical blocks from leading diagonal 
of Hessian. 
~ 
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11 
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15 12.J 1 
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17 1203(1 
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19 12.54 
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21 j4. 65 22 4.07 
23 34.67 
2~ 34.97 2~ 3~ 012 20 3 84d 
27 35.57 2d 35.65 29 35.54 30 35.40 31 35.10 
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IIU 33.76 
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P DLM XSUfl' Yc.Ta HEN NETEx HGEN R Period 
11. 33 365 111 447 1 29 446 
11662 422 173 660 1 -65 679 
11.65 /l40 174 707 1 "93 70() 
11.61:1 4'19 174 732 1 "'109 731 
11.70 457 174 751.) 1 "119 749 
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11.79 501 174 819 1 "'145 8111 
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11.81 509 173 837 1 "15; 836 
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34.22 770 177 1012 3 "05 1009 34.17 753 178 1001 3 "70 997 j4.01 711 236 1041 3 -90 1037 3.95 69 237 1025 3 "97 1021 33,67 666 238 leOS 3 -101 1002 33.39 621 300 976 3 "511 973 
11,95 576 94 837 1 -167 635 ~ .93 559 103 e32 1 "'170 831 Ll.89 523 147 BIlJ 1 0>173 all2 
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li l66 490 1 ij 8 822 1 "Ul4 62 , i .8:) 4811 li; 8 Sid 1 "lbo 61 11.86 497 148 820 1 "182 825 11,83 '169 148 79'1 1 -Ul2 798 ll: 9~ 47 5 149 791 1 -1 69 790 45 50 7St. .. 411 7Sl 
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p Price 
DEN Demand 
X£UP Fxcess 
supply 
TOTG Total 
TGEN Thermal 
NETEX Net exchange 
HGEA Hydro 
generation 
.. _ ..,----------------
the prices and water values to "settle" after more major 
adjustments. A further iteration including the water 
value guessing procedure took 15 seconds and resulted in 
the much improved schedule summarised in Table ( 9). This 
schedule, when modified so as to be feasible in the first 
period, would, in fact, be quite adequate for operational 
purposes. The major discrepancies in the South Island in 
periods 16 to 19 and 36 to 42 are due to reservoirs being 
in constraint during those periods. In order to remove 
these discrepancies a special iteration was undertaken, 
using the technique of Section 6.3.7 and taking 19 seconds. 
This resulted in some disturbance to the Winter and Spring 
trajectory arcs which was eliminated by an ordinary 
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iteration (11 seconds) followed by a water value guessing 
iteration (11 seconds) and finally a further ordinary iteration 
(11 seconds). The final results are displayed in Table 
(7- 10 ) . 
The optimal trajectories,which in fact show no visible 
change from those formed after the first few iterations, 
are shown in Figure (7- 6). It may be seen that, with 
the exception of Lake Hawea, final water values are very 
similar to initial values. This is the expected 
consequence of reasonable initial and target levels for 
storage trajectories. An immediate implication from 
this is that, unless special circumstances apply, the target 
storage level for Lake Hawea has been set too high. A 
lower level would allow much greater flexibility of 
operation for both this year and the next. Figure (7- 7 ) 
shows the convergence of the solution to the optimum in 
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Al Al A2 A2 A3 A3 lji 1 1 lji21 lji~2 lji!2 lji~2 lji~4 lji~4 1 2 1 2 1 2 
Al 1 ;x: 0 0 0 0 X 0 0 0 0 0 0 
Al 2 X X 0 0 0 0 X 0 0 X 0 
A2 
1 0 0 IX X 0 0 0 0 0 0 0 
A2 2 0 0 X X 0 0 0 X 0 0 
;>,.3 
1 0 0 0 0 X X X 0 0 0 0 0 
A3 2 0 0 0 0 :x X 0 X 0 0 X 0 
ljill X 0 X 0 0 0 0 0 0 
lji21 0 X 0 X 0 0 0 0 0 
lji;l 0 X 0 0 0 0 0 0 X 0 0 0 0 
2 
lji21 0 0 0 X 0 0 0 0 0 X 0 0 0 
1/J2 0 0 0 0 0 X 0 0 0 0 X 0 0 
21 
-
lji ~I' 0 X 0 0 0 0 0 0 0 0 0 X 0 
2 lji24 0 0 Q 0 0 0 )( 
I 
a ... 
Regions: 1 = North Island Reservoirs: (1,1) = Taupo 
2 = South Island (2,1) = Cobb 
(2,2) == Coleridge 
"Super""periods" : 1 = current Summer 
2 next Ylinter (2,3) Waitaki == 
(2,4) = Hawea 3 = next Summer 
(2,5) == Manapouri 
X indicates non-zero entry 
() L1dicates entry will always be 0 
~indicates entry which could have been non-zero but which is zero 
in this example because of release limits. 
YIGURE (7-4): , Structure of alternative Hessian (cf. Figure (6-6)) • 
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FIGURE (7-5): Structure of alternative Hessian sub-~atrices. 
(a) SUMMER 
-33,283 7,843 0 0 3,674 0 
7,843 -8,808 0 0 0 
0 0 2,309 
0 0 4,75 0 
3,674 0 
-6,841 
0 394 
(b) WINTER 
TABLE (7-B) : Values for sub-rratrices. 
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FIGURE (7~6): Storage trajectories. 
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FIGURE. (7-8): Convergence of prices to optimum. 
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terms of the sum of squared deviations. Figure (7- 8 ) shows 
the changes in prices and production levels for the first 
period. 
Figure (7-9) shows the pattern of generation and 
transmission levels over the year. It may be seen that, 
apart from the Christmas/New Year period, New Plymouth 
has been base-loaded. As demand levels build up in late 
Summer, South-North exchange and Waikato generation are held 
constant, while Stratford generation is increased. After 
Stratford has reached its maximum output Waikato generation is 
increased to its maximum. At the same time Meremere is 
brought in at its maximum output while South-North transfer 
is lowered so as to conserve water in South Island 
reservoirs (no longer in danger of spilling) for later use. 
As the Winter progresses the build up in demand levels is 
absorbed by increased South-North transfer up to a certain 
level after which a small amount of generation is 
required at Marsden to cover the mid-Winter peak load 
period. During the remainder of the year, as demand levels 
decline the process just described is reversed. 
This pattern appears quite reasonable. However it 
should be noted that our simple model is concerned only with 
energy without any regard to power requirements. Also, 
because it is deterministic, it recommends very risky 
policies (holding reservoirs empty, for instance). Further 
changes to the system since the data were collected mean 
that the high thermal loadings shown would not now be 
necessary. Thus, we cannot at this stage draw any firm 
conclusions for system operation. Figure (7-10) shows 
the optimal 'price pattern for the year. 
It can be seen that, so far as the initial period is 
concerned, the final solution is not significantly 
different to that in Table (7-9). Thus our procedure 
took 4 iterations and a total of 68 seconds to reach a 
satisfactory solution from an initial guess. A further 4 
iterations and 52 seconds were required to remove the dis-
crepancies due to storage constraints in the hydro system. 
This performance is, however, not particularly relevant to 
the use of this model as an operational tool. In that 
situation it will normally be possible to re-start the 
solution procedure using the previous week's solution. Our 
program allows us to simulate this situation - inserting 
an imaginary set of first period inflows and adjusting 
storage levels accordingly. We show two iterations of this 
simulation. The inflows are shown in Table (7-ll) and the 
results in Tables (7-12) and (7-13). Final trajectories 
are shown in Figure (7- 6). Each week's optimisation 
took one iteration of the water value guessing procedure 
(each taking about 15 seconds) . Although extra iterations, 
involving, say, the technique of Section 6.3.7 to deal 
with problems due to storage constraints, may be required 
from time to time, it would appear that the computational 
burden involved in using this deterministic model for weekly 
optimisation would not be great. Thus the introduction 
of some kind of stochastic model on the IBM 370/168 (which 
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is considerably faster than the Burroughs) should be feasible. 
It should be noted that the extremely erratic thermal 
response curve (see Figure (7- 2)) can lead to problems in 
the optimisation. This effect is particularly strong in 
our example as maybe seen (Table (7-10)) frow the 
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FIGURE (7-10): Price pattern 
Period 1 Period 2 
.... t 1 ... I , 
Reservoir Expected Actual Expected Actual 
Taupo 318 200 333 200 
Cobb 17 30 15 30 
Coleridge 14 30 14 30 
Waitaki 491 600 507 750 
Hawea 33 45 29 50 
Manapouri 625 800 527 750 
TABLE (7-11): ~,ctual and expected inflows for 
simulation. 
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fact that the optimum involves much production very near 
the "corners" of the curve (e.g., an average of just 20MW 
per hour from Marsden during Winter) . This can lead to 
rather unstable behaviour particularly when "guessing" 
water values where the response of the thermal system to 
average prices depends crucially on the distribution of 
the prices about the average. In order to account for 
this we had to re-evaluate derivatives frequently during 
the "guessing" phase of each such iteration (hence the 
rather large computation times for these iterations). 
Experiments with slightly more regular (although still quite 
erratic) thermal response curves have yielded faster con-
vergence (2-3 iterations from an initial. guess) without 
incurring this additional computational burden. As we 
model the short-term behaviour of the system more accurately 
we shall be able to deal with much smoother response curves 
and so expect a considerable improvement in performance. 
7.6 THE SHORT-TERM HYDRO SUB-PROBLEM 
In the previous sections we have· discussed the 
implementation of a simple a9gregated model in ALGOL on 
the B6718. That model took no account of short-term 
requirements. In particular we assumed simple quadratic 
. generation functions for each equivalent a9gregate hydro 
station. The model currently being implemented at the 
NZED will take account of short-term variations using the 
price-derivation approach of Sections 2.4 and 6.2. In 
Section 5.5 we developed a short-term hydro scheduling 
procedure, PASH, which could be used to build up tables 
summarising the optimal output from a river system for 
any combination of aggregate prices. Here we describe 
. the implementation of that procedure in PL/I on the IBM 
370/168 used by the NZED. 
The program is interactive and contains about 350 lines, 
of which the main algorithm takes about 200 lines. Head 
effects are dealt with as outlined in Section 5.5.2 (point (a) 
on p.138). The difficulties encountered in giving a 
precise definition to the extent of each "period" and 
"delay time" are handled by the device sU9gested in Section 
5.4.1 (point (b) p.140). Tributary inflows are scheduled 
first (as in Figure (5-9}). Minimum flow limits and 
differing initial and final levels are dealt with by the 
methods of [49J. 
In Section 5.5.2 we showed the application of PASH to 
a very simple example. Here we consider a realistic 
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example with 24 hourly "instants ll , 8 stations, tributary inflows, 
quadratic generation functions and head effects. This 
example corresponds to the Waikato River sub-system - the longest 
chain in the NZED system. The relevant plant characteristics 
are shown in Table (7-14) (where station 0 corresponds to 
release from Lake Taupo, the long-term reservoir, which has 
no generating equipment immediately downstream from it) . 
It should be noted that the a and S coefficients shown here 
are not to be interpreted as coefficients for a quadratic 
. generation function: 
g(q} = aq2 + Sq (H-92) 
but rather, in accordance with NZED practice, for a "water 
consumption Ii function: 
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q(g} = ag 2 + 13g (H-93) 
(H-93}=!> g(q) = (H-94) 
(These equations must be modified to account for the head 
effect yielding: 
q(g) = (ag 2 + 13g) ~ 
. h (H-95 ) 
(H-95) =!> g(q) = .l... (_ 13 + /ifI3 2 +4ahq 
2a '" ; if ) (H-96) 
where h is the head and H is the maximum head of the station}. 
We have assumed that tributary inflows, upper and lower 
storage limits and release limits are constant throughout 
the day. The assumed price distribution for this example 
is shown in Figure (7-l4). Using increments of 5 curnecs 
the tributary inflows were scheduling in approximately 5 seconds 
(including all setup times) . The resultant schedule is 
summarised in Figure (7-11), the total value of production 
from tributary streamflows being $4,538. Then increments 
of 10 cumecs were scheduled successively up to the Taupo 
release limit of 200 cumecs per hour. The resultant 
curves for "profit" and ma!ginal "profit" as a function of 
total release are shown in Figures (7-10) and ( 11). 
ri0ures (7-12) and (7-13) show the trajectories for each 
reservoir at moderate (2,000 cumecs total) and high (4,800 
cumecstotal) release levels. Figure (7-14) shows 
the corresponding total generation patterns. 
NO. 
0 
1 
2 
3 
4 
5 
6 
7 
8 
STATION DELAY STORAGE HEAD (* .. *) 
NAME i-I d i (*} (CMD) (**) dH 'w Minimum dS 
TAUPO 0 0 9,905 
- -
ARATIATIA 1.5 1.5 7 34 0.167 
OHAKURI 7 8.5 61 35 0.0074 
ATIAMURI 0.1 8.6 31 25 0.0470 
WHAKAMARU 0.4 9 15 38 0.0135 
MARAETAI 0.1 9.1 34 61 0.0178 
WAIPAPA 0.3 9.4 11 16 0.0546 
ARAPUNI 2.5 11. 9 63 53 0.0096 
KARAPIRO 2 13.9 159 30 0.0117 
. i-I. 
(*) Total delay from Taupo to station, d1 = I w1 
(**) 
(** *) 
j 
1 CMD = 1 cumec-day ~ Flow of 1 cr-T for 1 day 
Head in metres.~~ in m/CMD. 
" (t) Q 
(CM) 
200 
281 
361 
384 
203 
391 
332 
347 
298 
(t) 
(tt) 
(ttt) 
(tt) NPLOlv RA'IE 
F ( ttt) 
a 8 G (CJIf.) SO 
- - - - 5,000 
0.00130 3 90 0 5 
0.00200 3 112 10 50 
0.00680 4 84 0 ,15 ;) 
0.00030 2 100 0 6 
0.00024 1 360 0 20 
0.0101 6 51 0 5 
0.00123 2 158 10 30 
0.00350 3 90 0 60 
-
Maximum utilisable release in cumecs. 
2 q(g) = ag +Bg 
Initial storage (i.e. at tme wi) in CMD. 
(= Final storage except for Taupo). 
TABLE (7-14): Waikato station characteristics. 
-< I\J 
I\J 
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Total CPU times required for this example were 
5 seconds to set up the problem and schedule the 
tributary inflows (48 increments), and a further 43 
seconds to schedule the maximum total release (480 
increments) • An alternative procedure in which the 
water consumption function is converted into an 
(approximate) generation function (cf. (H-92» requires 
slightly less time - 4 seconds to schedule the inflows 
and 40 seconds for the remainder. (All times very 
approxima te) • 
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It can be seen from Figure (7-16) that the generation 
patterns determined by the procedure are clearly consistent 
with the assumed price distribution. Further, the "profit" 
function (w(q) in Figures (7-12) and (7-13» is well 
behaved. Thus our short-te~m scheduling procedure appears 
to be capable of producing suitable "profit" and output 
curves for use in long-term scheduling without undue 
computational requirements. 
Further, this procedure is considerably more accurate 
than that currently used for short-term scheduling in the 
NZED, in terms of both detailed system modelling and 
optimisation. Thus it could prove useful when applied 
directly to that problem. In [49] we outline a model of 
this type. This could be used, if not to replace the 
present heuristic approach, at least to provide insight 
into the form of optimal river schedules. The 
feasibility of such an approach is currently being 
investigated. 
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7.£ CURRENT RESEARCH 
Our model has not yet reached the stage of being used 
to make real scheduling decisions. At present these 
decisions are made using the traditional "security 
guideline" approach (e .• g., [63]). However a single-reservoir 
"stochastic" optimisation model ([67]) which is intended 
to supplement this approach has been developed at NZED. 
This program incorporates a number of alternative 
optimisation procedures, including adaptations of the methods 
described in this thesis and of the "Swedish" approach 
([31] and [58]). Thus this model will enable us to 
run comparative tests on a variety of optimisation methods. 
Such a single-reservoir model cannot take into account, 
however, the additional constraints imposed on the 
individual reservoirs (let alone river chains) or the 
inevitable imbalance between reservoirs caused by regional 
variations in their inflows. Nor can it explicitly take 
into account the effect of losses and limitations in the 
transmission network - an important factor in the NZED 
system. Thus it will tend to be over optimistic in its 
policies. Further, it ,.viII not shed any light on the 
question of how the national hydro release should be 
apportioned among the various hydro reservoirs. 
Thus the multi-load multi-reservoir model developed 
here can be expected to provide s~gnificant benefits 
for the long-term scheduling of the NZED system. The 
ALGOL test program described in this chapter has 
demonstrated that the solution of single-load-segment 
deterministic problems does not incur undue computational 
burdens on a Burroughs B6700. This program is 
currently being converted to PL/I on the IBM 370/168 
used at the NZED. No difficulty is anticipated in 
solving multi-segment deterministic problems with this 
program~ At the same time we have developed a PL/I 
program which can be used to prepare the input tables 
required to provide an accurate reodelling of the short-
term aspects of hydro-electric scheduling. This program 
has also been shown to perform satisfactorily on the 
largest river system in the NZED system. The use of 
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these tables, along with their thermal counterparts, will 
provide much smoother system response curves. Experience 
has shown that we can expect our global optimisation 
procedure to converge considerably faster in this situation. 
Thus the practical application of all of the techniques 
discussed in Chapters 2 to 6 should be realised without 
. great difficulty. 
The remaining chapters of this thesis deal with two 
extensions to our model. The first, and by far the 
most important, is the stochastic model developed in 
Chapters 8 and 9. Chapter 8 develops a general theory 
of long-term scheduling in a stochastic environment, while 
Chapter 9 discusses practicable approaches to the problem. 
We have not as yet tested these techniques in a multi-
reservo model. However we are currently using the 
single-reservoir model of [6] to evaluate the various 
proposed approaches prior to selection of the best 
algorithm for the multi-reservoir problem. Computational 
experience with the deterministic algorithm leads us to 
expect that the implementation of a stochastic multi-
reservoir algorithm should be computationally feasible. 
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It may prove desirable, however, to limit our model 
to optimising on a restricted set of "representative" 
inflow sequences rather than the full set of 42 
annual inflow sequences available. 
The final chapter deals with ways in which 
we could utilise the "prices" developed by our model. 
Apart from their use to evaluate development proposals, 
they CQuld be used to indicate appropriate tariffs. 
The adaptations required to solve this If Optimal 
Tariff Problem" are of a comparatively minor nature 
and would not incur any significant extra computational 
burden. We have not, as yet, implemented this aspect 
of our model. However, when the new version of 
the model is running on data which is sufficiently 
accurate to, give real significance to the results, 
this extension will be incorporated.' Thus these 
lIoptimal tariffs" '..vill be a free "bonus II from our 
scheduling model. 
In summary our test program has shown the 
feasibility of the approach which is now in the 
process of being implemented. Also, in addition 
to the research being undertaken on the long-term 
problem, the short-term hydro sub-model is being 
evaluated for application directly to short-term 
scheduling problems ([49]). 
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CHAPTER 8 
A STOCHASTIC MODEL 
8.1 INTRODUCTION 
The models discussed in[47] and Chapter 2 are obviously 
inadequate as a representation of reality because they 
ignore the essential difficulty facing any power system 
manager - his uncertainty about the future. There are 
three major areas of uncertainty: 
(1) The future streamflows (both reservoir inflows 
and tributary flows). 
(2) The future demand. 
(3) The future availability of plant. 
The models described here are designed to cope with the 
first kind of uncertainty which, in a predominately hydro 
system such as that of the NZED, is of paramount 
importance. Even on a national basis maximum monthly flows 
are approximately 2.6 times greater than minimum flows 
and the variations are obviously greater for particular 
rivers over shorter periods . Furthermore, the presence 
of storage constraints means that not only the level 
but the pattern of inflows is important. This presents 
a formidable forecasting exercise with results which are 
inevitably inconclusive. Inflow forecasting for 
New Zealand rivers is beyond the scope of our 
work. 
The future demand levels depend on a number of factors 
incl uding the economic climate, the pricing of electricity 
relative to alternative energy sources, government controls 
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and the weather. The overall variability of demand is 
however very much lower than that of the hydro inflows. 
The NZED forecasts for daily demand have a standard 
deviation ranging from 2% in the short-term up to 4% a 
year ahead (when compensated for weather dependent 
fluctuations). Chapter 10 considers a model where 
electricity demand depends on its pricing. Our present 
model can only allow for demand variability to the extent 
(about 1% for NZED ([15]) that this is dependent on the 
weather and can be correlated with streamflows. 
demand as another stochastic variable could also be 
incorporated in the same theoretical framework). 
(However 
Plant availability is an important factor, particularly 
with thermal plant,some types of which are subject to 
frequent and extensive 'forced outage' due to breakdowns. 
This will be completely ignored in this model. Modelling 
this aspect presents great difficulties and limited benefits 
due to the following factors: 
(a) The future availability of a thermal plant has 
no direct impact on its optimal current operating 
level. 
(b) Thermal generation is relatively unimportant in 
New Zealand (by comparison with many overseas 
systems) . 
(c) No one station is so large that a temporary break-
down would be likely to unduly affect the optimal 
hydro-thermal mix in the long term. In particular 
there are no nuclear plants. 
A scheme to account for the availability of hydro 
plants is outlined in Section 5.5.3. 
Schemes designed to incorporate stochastic elements 
into the decision process have been implemented or 
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propoSed by utilities in other parts of the world. These 
have been discussed briefly in Section 1.3. In Section 8.2 
we summarise some results from the general theory of 
stochastic convex programming. In Section 8.3 we extend 
our deterministic model within this framework. 
In the next chapter we first analyse a number of 
possible approaches in this general framework then propose 
a new method which appears to be suitable for our problem. 
242 
8.2 THE OPTIMAL RECOURSE PROBLEM 
8. 2. 1 Introduction 
In Section 8. 3 we will develop an extension of 
PAl, an aggregateo multi-regional model which ignores 
short-term requirements (see Sections 2.4, 2.5), largely 
for reasons of notational sanity. 
We wish to make extensive use of some recent results 
due to Rockafeller and Wets which we summarise in this 
section. The results on which we will base our model 
appear in their most complete and appropriate form for 
application to our problem in [53]. Several papers which 
have appeared deal with similar problems from different 
points of view and with a variety of notation. We intend 
to adopt the approach and notation of [53] supplemented 
by results from ~2] and modified where necessary to conform 
to the notation of the deterministic model of Chapter 2. We 
will first state the general problem and then introduce 
the necessary assumptions before proceeding to the 
results. Appendix e contains a comparative summary of 
the notation used in the two key papers ([52] and [53]) and 
in this thesis. 
Consider the following general model. We divide 
time into T discrete stages (indexed by t = 1, •.. T). At 
t \!t 
each stage, t, we observe a particular vector, ~ E R , 
of the random variables. Based on this information we 
t nt 
choose a response u ER • 
Our choices are subject to constraints: 
U(tJEU(~) 
f. (~,u) ~O for i=l, .... m. ]. 
where: 
1 2 T t T v v v v ~=(~ )t=l ER =R xR x ... xR 
t T cRn=Rn1 n 2 n
T 
u=(u )t=l v xR x ••. xR 
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(S-l) 
(S-2) 
(S-3) 
(S-4) 
Here some of the f. functions may depend on only a few 
]. 
of the components of ~ and u. (Note that the subscripts 
nand i employed here have different connotations from 
those used in Chapter 2.) 
The cost of the decision process u is given by fo(~'u}. 
We assume that the distribution of ~ is. given by a regular 
Borel probability measure,a,on RV with support E and let 
F denote the a-field generated by ~. We obviously wish 
to determine decision rules so as to minimize the expected 
cost given that the decision at each stage r can depend 
only on observations up to that stage (~ (~! ... ~r» but 
not on future observations. We say that such a decision 
process is nonanticipative. 
8.2.2 Assumptions for the Model 
We assume henceforth that: 
(a) For each ~EE:U(~), the feasible set of decisions 
for that ~, is closed, convex and with non-empty interior. 
(b) For each ~EE: ·the functions f. (~,u) (i=O, ... m) 
]. 
are defined for all ueU(~) I (finite i.e., real valued) I 
convex and lower semi-continuous. Further, it is assumed 
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n that, for each usR : 
-1 is Borel measurable (i.e., U (u)sF), and that the 
(S-5) 
-1 functions f. (~,u) are all Borel measurable relative to U (u). 
1 
(c) Let V(~)={UE.U(~) If. (cu) ~O for i=l, •.. m}. 
1 
We further assume that the sets V(~) are uniformly 
bounded (i.e., U V(~) is a bounded subset of Rn) and that 
~£B . 
for each bounded set, KCR~there is a corresponding summab1e 
function, a:E:: -+ Rn , and a constant, SsR" such that, for 
all ~s3: 
If (s,u)1 ~ a (~) for 0 all usU (0 nK (S-6) 
If.(~,u)1 ~ 13 for all usU(~)nK (5-7) 
1 i= 1, •.•. m 
Then we can state our problem as: 
(PS) Find MIN E{fo(Cu(~»} . (S-8) 
usN 
00 
Such that: f. U:,u(O) ~ 0 for all I, .. '.m a. s. (8-2) 
1 
Where: 
1 T 00 r r Noo ={ul (u, ... u ) sLn' u is F measurable for 
all r=l, .... T} (S-9 ) 
Thus Noo is the set of all nonanticipative recourse 
functions. 
We require that the problem PS' be strictly feasible. 
That.is,that there be some uENoo and s>O such that: 
and: 
f. (C u (0) ~ -s a. s for 
1 
I, . ,. . m. (S-10) 
U(~)+EBCD(~) a.s. (8-11) 
Where B is a closed unit ball in Rn. 
We also require the property of "essentially complete 
recourse" . Formally, we require that for all t = 1, •. . T, 
the multifunction: 
We say then that the constraint mul function is 
essentially nonanticipative. The purpose of this 
condition is to ensure that we have zero probability of 
getting into a "blind alley" situation, at any stage t, 
by having made a sequence of decisions,~t,which, in com-
bination with some adverse random series, ~t, have brought 
the system to a state from which further feasible progress 
is impossible. 
8.2.3 The Value Function and Multipliers on the 
Nonanticipativity Restriction. 
In ~~ two major results about this model are 
developed. The first is a kind of stochastic dynamic 
programming and the second a partial result on the 
existence of multipliers on the nonanticipativity 
restriction. This section summarises the results of 
that paper. Here we ignore the structure of the 
constraints (8-1) and (8-2) replacing them by re-defining 
the objective function so that: 
f (~,u)= +ooif uJiV(s) or f. (s,u» a for some i==l, •. m 
o 1 
(8-13) 
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The following resul ts have b(:'8n obtained about thJs 
modified problem, PSM. 
Firstly,we can define a value function,V~ for each 
stage t recursively, by: 
(S-14) 
(S-15 ) 
Where this conditional expectation is assumed to be 
a regular conditional expectation (the existence of which 
can be guaranteed in this case). 
Then we have the following theorem: (Theorem 1 of 1;\2] ). 
Theorem (S-l) Given the assumptions made about problem 
PSM, then: 
(a) A t For all t = 1, .. T,the problems PSM 
Find inf 
At At 
u EN 
(S-16 ) 
00 
are well defined. 
At (Where Nco consists of all non anticipative decision functions 
for the first t periods) . 
The value function may be expressed by: 
It is a normal convex integrand on ;t n t x R , with 
gt + vt(gt) = dom vt(~t,.) a closed valued, uniformly 
. t At At 
bounded, measurable multifunction and E{V (~ ,u )} 
(S-17) 
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is a proper, convex, lower semi-continuous {relative 
to the weak topology 00 1 00 W - (L t,L t» functional on L t" 
n n n 
(c) PSM is solvable and, for all t = 1, .... Tithe programs 
PSMt are solvable. Moreover, if u* is an optimal 
solution of PSM, then G*t is an optimal solution of t PSM , 
A t 
and,if u* is an optimal solution of A t PSM ,then it can 
be extended to an optimal solution,w*, of PSM such that: 
A tAt 
w* = u* • 
We now turn our attention to duality results .• 
Let M be the closed linear subspace of L1 consisting of 
n 
those functions p which satisfy the martingale property: 
t A 
E{P (ll}lll At l; } =0 a.s.for all t = 1, ... '1' 
t· nt (Here p (l;)ER ) 
Then it can be seen that M is orthogonal to Nco 
{S-18} 
'Multipliers' on the nonanticipativity constraint are 
chosen to be elements of this space. 
If we let f*(l;,·) be the conjugate of f{~,"} 
i. e. , 
f*{l;,x*}=sup{<u,x*> -f(l;,u} IUEJt1} • 
Then the dual problem: 
(DSM) Find sup ~E{f*(l;,p}} 
pEM 
{S-19} 
(S-20) 
can be introduced. The result of Theorem (S-l) is used 
to prove the following result, {Theorem 2 of [51.]}. 
Theorem (S-2). Under the assumptions we have made 
about PSM, both PSM and the associated dual problem, 
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D8M,are solvable and: 
MIN (P8M) = MAX (D8M) ( 8-21) 
From this is obtained the following: 
Corollary(8-2.1) Under these hypotheses, a recourse 
function u is optimal for the mUlti-stage stochastic 
program P8M if and only if there exists a pEM such 
that the pair (u,r) is a saddle point of the Lagrangian 
0- L."'x ( LUl) * [unction ("1 ) defined on 
n n 
by: 
_
_ {E{_fooo(U'~)} -<u,p> if pdf 
(It- (u ,p ) if pi M 
(8-22 ) 
In the terminology of [53] this Lagrangian is known 
as the reduced Lagrangian and is given the alternative 
definition: 
8.2.4 Multipliers on the Inequality Constraints 
We turn our attention here to the results of [53] and 
introduce the· (Rockafellar-Wets) Lagrangian for our problem. 
First define:· 
m 
by: h(~,u,A,p) =f (Cu)+ L A.f. (Cu) - u·p 
o . 1 1 1 1= 
(8-24 ) 
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Then the Lagrangian ~ is: 
<R(U,A,p) = E{h(l;,u(I;),A (I;),p (I;))} (S-25 ) 
for all (U,A,p)EUxAxM~ 
Where: 
A = { (A 1 , ••• A ) ELI I A. (I;) ;;. 0 a. s. for 
m m 1 
1, ... m} (S-26) 
Where is the conditional expectation given Ft. 
Note that this definition of the space M di rs 
slightly from that of [52]. However the difference is 
immaterial since it 1S confined to sets of measure zero. 
A saddle point of ~ w.r.t. minimization in u and 
maximization in (A,p) is an element, (~,~,p), of UxAxM 
satisfying: 
6{(~,A,p) ~6{(~,~,p) ~<R(U,A,p) 
for all {U,A,p)EUxAxM . 
(S-28 ) 
With these definitions the main results can be stated. 
(Theorem 1 of [53]). The Lagrangian <R 
~ 
has at least one saddle point, (u,A,p), relative to 
~ 
UxAxM,and the u components of any such saddle point 
are the optimal recourse functions of PS. 
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Coroll~ry (S-3.l) The restricted Lagrangian: 
« (u,A)=E{f (s,u(s})+ 
o 
m 
I A. (s}f. (s,u(s»} 
i=11 1 
for (u,A}E(UnN ) x A 
00 
- -
(S-29) 
has at least one saddle point, (u/A),relative to (UnN
oo
) x A 
-
and the u components of any such saddle point are the optimal 
recourse functions of PS. 
Theorem (S-4) (Theorem 2 of [531). An element(u/A,p) 
is a saddle point of ~ relative to UxAxM if and only if the 
following "Khun-Tucker" conditions are satisfied. 
-UEN (a) 
00 
and U(~;)EU(r,,) a.s. 
and f. (S/U(S» ~O 
1 
for I, •.. m (a.s) 
- ). )EL I (b) A = ( A, ... m m 
-
and A. (s) 
1 
~ 0 for i=l/., .m a.s. 
-
(S-l) 
(S- 2) 
(S-30) 
A. (s) f. (s I U (O) = 0 for 
1 1 
I, ••. m a.s.(S-31} 
""" ..... '" ..... ..... 
and h ( s , u ( s) , A ( s) , p ( s}) = MIN h ( S I u, A ( s) I P ( s)} a. s • 
U£U(S} (S-32) 
We now define a dual problem (OS). First define: 
inf h{s,u,A,p) if AER: 
g(S/A,p} = 
UE U (s) (S-33) 
- 00 if 
TheoremGS-5} (Theorem 3 of [531) The functional: 
P(A,P) = E{g(S,A(O,p(l;)}} (S-34 ) 
is well defined and concave with: 
P(A,p) inf iR(U,A,p) 
U€U 
for all (A,p)€AxM • 
Thus optimal solutions,(A,p), to the problem: 
(DS) Find MAX P(A,p) 
(A,p)€AxM 
(S-35) 
(S-36) 
exist and they are the (A,p) components of the saddle 
~ - ~ 
points, (u,A,p),of the Lagrangian iR. So: 
MIN(PS) = MAX(DS) 
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Further, let us restrict our attention to the separable 
case. Then we may assume: 
'r u~st) (i) U(l;) = X 
t=l 
T t t (ii) f·(s,u) = I f·(s,u) ~ t=l ~ 
are F measurable. 
The functions: t t f. (l;,u ) 
1 
for all i;€3 
for all SS3,UEU(s) , 
i=O, ..• m. 
t 
are F measurab relative to the set: 
(S-38) 
(S-39) 
(S-40) 
Then we can define our (separable)primal (SPS) as before. 
If we'let: 
t t 
x, (i;,U,A) t t m. t t = fo(Cu ) + I A.f. (s,u ) 
. 1 ~ ~ ~= 
(S-4l) 
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then we can restate our definition of h(~,u,A,p) as: 
T h(~,u,A,p} = L [~t(~,ut,A) 
t=l 
t t 
- u . p ] 
and obtain a restatement of Theorem (S-4) as: 
(S-42) 
Theorem (S-6) (Theorem 4 of [53]) A function u solves 
the separable optimal recourse problem (SPS) if and only 
-if there is a multiplier function/A, such that (U,A) 
satisfies (a) and (b) of the Khun-Tucker conditions in 
Theorem (S-4) and a modified version of condition (c), 
namely: 
(c l ) for all t=I, ... T: 
~t(~,ut(O ,Et{~(O}) = MIN ~t(Lut,Et{~(~)}) a.s.Ft 
ut€ut(~) (S-43) 
where Et{~(~)} is 
given Ft. 
-the conditional expectation of A(~) 
This theorem assures us that, in this case, the optimal 
recourse function for stage t can be decided entirely on the 
basis of information relevant to stage t and independent of 
the future. The decision taken at stage t depends only on 
At 
the vector ~ of past information and the expected price~ 
We can also define a function: 
gt(~,A} = inf It(~,ut,A} if A€R: 
utE.ut(~) 
(S-44) 
and introduce a special dual problem: 
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T 
(8D8) Find MAX L E{qt(s,Et{A(S)})} . (8-45) 
AEA t=l 
Then the following theorem is obtained. 
Theorem (8-7) (Theorem 5 of [53]) The dual problem 
~ 
(8D8) has optimal solutions and they are precisely the A 
components of the pairs, (u, A), satisfying the Khan-Tucker 
conditions (a), (b), (c l ) of the previous theorem. Further: 
MIN(SPS) :::: MAX(8DS) 
We note that in the differentiable case where U(s)=Rn 
and the f. functions are each differentiable with gradient 
~ 
Vf. (~,u), then condition (c) of Theorem(S-~ can be 
~ 
restated as: 
m ~ _ 
L A. (OVf. (s,u(~»}:::: 0 a.s. for t=I, ••• '1' 
I ~ ~ 
(observing that (S-32) is equivalent to: 
m _ ~ _ 
L A. (OVf. (~,u(~» = pes) 
1 ~ ~ 
(S-47 ) 
a.s. (8-48» 
Further, in the separable case, condition (c') of Theorem 
(S-6) can be stated as: 
+ I Et{~. (0 }Vf~(~,;t(s» = 0 a.s. Ft for 
. I ~ ~ ~= 
all t=l, .•• T. (S-49) 
(see [53] Section 3). 
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Paper [53] then goes on to specialize the above models 
to the case where the f. (i=O, ... m) functions are linear and 
1. 
to point out the fact that many optimal control problems 
can (as we shall later see) be modified to fit this optimal 
recourse framework. This completes our survey of the 
general theory and we now turn to models for our own 
particular problem. 
8. 3 A GENERAL STOCHASTIC MODEL OF A POWER SYSTEM 
8. 3. I Introduction 
The purpose of this section is to show how the theory 
just described can be applied to the optimisation of a 
power system. The result is a model which can be 
decomposed in a manner analogous to the decomposition of the 
deterministic model. We first describe the model theT). 
consider the theoretical solution of each of the sub-models. 
8.3.2 The Model and its Dual 
This model is a direct extension) into the stochastic 
framework discussed/of the deterministic multi-regional 
aggregated model of [47] (ignoring short-term requirements). 
(Or, equivalently, PAI, the model of Section 2.4 with K=l and 
without the restriction!(A~8),en~uring that detailed demand 
patterns be met.) We let i;£~ denote the inflows. 
Here i;= (i;t)t=I, ... T 
t . t i; = (i; ) 
n n=l for all t=l, ... T 
n=l, .•. N 
(SA-I) 
(SA-2) 
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for all n=l, ... N ( SA-3) 
This convention is followed for the remainder of this section. 
Hence: 
N 
L 
n=l 
H 
n 
for all t=l, .•. T (SA-4) 
(where H. is the number of hydro systems in region n.) 
n 
We let a be a probability measure on RV (with support E) 
describing the probability distribution of~. We let a be 
discrete with finite suppo~t (E) and so a and M satisfy 
all the properties required by Theorems (S-l) - (S-5). 
FUrther we may replace the condition "for almost all ~£E" 
by "for all ~£E" wherever it appears. 
We assume that demand in each region for each period 
is a function of the inflows only, thus: 
D~t = 
n 
for all ~£E,T=l, .•• T 
n=l, ••. N. (SA-5) 
The thermal cost functions are assumed, as before, to 
be dependent only on the pattern of generation within the 
week. (Fo.r convenience we group all thermal stations in each region). 
Thus: c~t = 
n 
for all ~£E,n=l, ... N 
t=l, .•. T (SA-6) 
We require that c~ be a convex function,increasing in all of 
its arguments. 
Similarly the loss functions are dependent only on the 
transmission levels so that: 
and: 
L~t 
nm 
f€;t = 
mn 
L t (e~t) 
nm nm 
~t 
e -mn 
(SA-7) 
for all t);E, n=l, ... N 
m=l, ... N 
t=l, .•. T. (SA-8) 
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We require that Lt be a convex increasing function 
nm 
The hydro output functions may depend,not only on the 
. release pattern and the head,but also on the tributary 
inflows. Hence: 
gst = gt (qst sst ~t h h h' h ,sh for all hEn 
t= 1, ... T 
(SA-9 ) 
These functions are assumed to be strictly concave in q and convex 
in s. We assume for the sake of notational simplicity 
that the tributary inflows can be determined from the 
teservoir in£low. We also have all the constraints on 
generation, release, storage and exchange, as in the 
deterministic model. 
Our problem is to find a nonanticipative decision rule: 
Z (SA-lO) 
so as to minimise the total expected fuel costs)while 
meeting thedemandJin each region/for each period/for all 
possible flow sequencesJs,and also maintaining feasibility 
for all SE~. 
(PSA) Find 
Thus we have the general problem: 
MIN 
ZEN 
<XI 
Such that, for all t = 1, ..• T, n = 1, ••• N, SE~: 
(SA-II) 
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l;t l;t ~ l;t l;t l;t gnT + gnH + L (f - e ) - D 
m=l mn nm n 
;;;;, 0 (SA-12) 
(where (SA-13 ) 
Et ~ l;t ~ Et for all m = 1, ••• N (SA-14) -e 
-nm nm nm 
Gt ~ t ~ -t (SA-IS) 
-nT gn'I' GnT 
t.;t t.;t-l t.;t t.;t for all hEn (SA-16 ) Sh = Sh + - q h h 
t ~ t.;t ~ -t for all hEn (SA-17) §h Sh S11. 
Qt ~ t.;t -t for all hEn (SA-18 ) 
-h """ qh Qh 
And, for all n = 1, •• ~ N , hEn, t.;EE: 
t.;o 
Sh = SO h (SA-19) 
t.;T 
= 
ST (SA-20) Sh h 
'I'his model is the obvious stochastic generalisation of 
PAl. It iS,in fact,a problem of stochastic optimal controlJ 
but can obviously ([Ei3]-Section 5) be recast in the framework of a 
discrete time optimal recourse problem by substituting the 
water balance equations I (SA-16),into the state-space 
constraints, (SA-l7) and (SA-20). Here we outline the relation-
ship between this Fodel and the general model (PS) of the 
previous section. We show that it can pe adapted so as to 
satisfy the conditions required by Theorems (S 1) - (S-5). 
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Firstly, we take as our recourse functions, u: 
(SA-2:l) 
Defining the feasible region for recourse functions, 
Z(~), by the constraints (SA-13) -(SA-19). z (~) is 
-clearly closed and convex and has non-empty interior for 
any resonable power system. Also: 
z - 1 (z) = {~ € 3 : z € Z ( ~) } (SA - 22 ) 
is Borel measurable. 
Secondly, we take as the explicit constraints, f. (~,z): 
]. 
N I (ft 
m=l ron 
fnt(C,z) = Dt(c)_gt (c t qt st) t 
'" n So nH "'n' n' n -gnT 
for i = l, ..• m 
and for objective: 
f (~,z) = 
o 
(SA-Ii) 
(SA-II' ) 
As for the deterministic problem,we can modify the cost 
curve,and the generation and loss curves,so as to ensure 
that f. (~,z) ( l, •.. m) are defined, finite, convex and ]. 
lower semi-continuous for all Z€Z(~). With our 
assumptions about 3 the functions f. (~,z) are clearly 
]. 
meas.urable relative to Z ... l (z) . 
It is also clear that the set: 
V(~) = {Z€Z(~) : f. (~,z) ~O i = 1, .•• m} 
]. 
(SA-23) 
is uniformly bounded and that f. (~,z) is itself bounded 
1 
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and summable, for all i = 0, l, ••• m,and,hence, that (a) and 
(b) hold. 
Strict feasibility can also be guaranteed (extending 
the cost curve where necessary to allow for the 
possibility of a shortfall in supply as in the deterministic 
model) • However relatively complete recourse (non-
anticipative feasibility) cannot be guaranteed. This is 
because the artificial constraints imposed on reservoir 
storage and outflow introduce the very real possibility 
of reaching a dead-end with no feasible recourse for some ~. 
. t 
For example, if, in period t, we have storage sh in reservoir 
h, the inflows (~~) r:::::t, ... T. from period t on, may be insufficient 
T to raise storage to the target storage,sho On the other 
hand they may be too great to allow us to lower storage 
to S~ without spilling. In order to avoid this problem 
we modify the constraint structure as follows. 
(i) -t As in the deterministic case we increase Qh to the 
t t 
maximum total release allowable,setting gho(qh)' the 
generation from the station immediately below reservoir h, 
-t t At (h ~ht l'S the' bl to Gho for all qh > Qh "',1 ere '>=! maxlmum usa e 
release ano: 
-t t At 
,Gho gho (Qh))· 
(ii) We relax (SA.-20) to become a minimum constraint: 
for almost all ~E3 
relying on the cost minimising algorithm to ensure that 
(Sp.-24) 
(SA-2!5) 
in fact s~(~) will be asclose to S~ as possible. We will 
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also have a maximum storage constraint at T, in order 
to avoid excessive spill in the next planning horizon. 
(iii) Assume that the distribution of inflows is such 
that we can define, for each r,t s(O,T), r< t, a maximum 
inflow between rand t: 
(SA-26 ) 
and a minimum total inflow: 
{ r k} ~h(t,r) = MIN I Gh f;£~ k=t+l (SA-27) 
letting: 
(SA-28) 
Then we can define new storage constraints,recursively 
backwards from T,by first letting: 
It t 
S h = §h for all t=l, ... T (SA-29) 
'Ihen for all. t = T-l, ... 1: 
(SA-30) 
and: 
(SA-31) 
An example of this kind of modification to the 
constraints is shown in Figure (8-1). Care must be 
taken to ensure that the problem is still feasible, 
-T T particularly when choosing the limits Sh' §h. It is easy 
I-:tj 
H 
C). 
d 
~ 
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-k -k k k to see that, particularly if ~h > Qh and ~h < 9h (r<k<T), 
-Ir I r 
we could have Sh < eh', indicating that there is no storage 
level at period r from which we can guarantee to be able 
T -T to reach the target set [eh,Sh]. This problem is unlikely 
to have significant practical effects in view of our 
intended policy of abandoning the target S~ at some stage 
T+R in the optimisation and substituting a new target,Sh ' 
probably a year further in the future. (See section 9.2.5). 
Our assumption that we can place bounds on the inflow 
distributions is obviously only true in a probabilistic sense 
and corresponds to the requirement that the constraints be 
met "almost surely". Practically, the utility must decide 
how II sure ll they have to be that these constraints are met. 
Typically,w~ require that the probability of shortfall be 
less that say 5% in which case the sequences ~,~ would 
correspond to 95% and 5% Design Dry Years. Finally, it 
will be seen that this modified constraint structure is very 
similar to the original Basic Rule Curve/No Spill Curve 
approach used by the TVA in [9]. We deal henceforth 
with these modified constraints dropping the' . 
We note that this is only one of several modifications 
we could incorporate. For instance, we could specify a 
(possibly non-linear) value function for water in 
storage atthe final period. This function could be made 
t~ depend merely upon the storage level in the individual 
reservoir or on storage levels in a number of reservoirs. 
This last scheme,while more realistic, would destroy the 
spatial separability of the problem. In order to be 
263 
useful this approach would probably require a non-linear 
value function which would destroy the temporal separability 
of the objective function and thus bar us from applying 
Theorems (S-6) and (S-7). For this reason we prefer the 
approach previously outlined although, in practice, 
especially if the head effect destroys temporal separability 
anyway, we may wish to employ the latter scheme. 
With this former modification our problem satisfies 
the conditiops of Theorem (S-3) and we introduce the 
I 
restricted Lagrangian ~: 
~'( Z , A ) = E { ~ ( t;, , Z ( t;,) ,A (t;, ) ) } for (z,A)e:.(znN ) x A 
. 00 
(SA- 32) 
Where: 
(SA-33) 
Corollary (S-3.~ assures us that this Lagrangian has at 
least one saddle poin~ (z ,A ), relative to (znN )xA . 
00 
~ 
Moreover, the z components of any such saddle point are 
precisely the optimal recourse functions of PSA. 
Similarly, it is clear that if the saddle point of the 
Lagrangian ~I is almost surely unique then the A components 
are the optimal A multipliers of the restricted dual problem USA. 
This will in fact be the case in our problem because the 
objective function, when modified as outlined in Chapters 3 to 5. 
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is almost surely strictly convex (see [53]920). 
We propose a Uzawa type iterative scheme to solve the 
problem of finding a saddle point of ~: At each iteration 
of this we will face the Lagrangian problem for a 
particular set of multipliers, A: 
TN' 
(PSA') Find MIN E{ I I [ct(g~t) - Ant(~)gn~Tt 
zcznN t=l n=l n nT 
00 
(' y (f~t _ e~t)) m=l mn nm (SA-34 ) 
This can obviously be decomposed, as in the deterministic 
case, into thermal, exchange and hydro problems. As 
before we can ignore the "demand problem" since Dt(~) is 
n 
considered to be constant and At(~) is ,fixed for each 
n 
iteration. The next three sections outline the 
theoretical solution 0 each of these sub-models. The 
next chapter considers some practicable approaches to 
the solution of the general model. 
8.3.3 The Thermal.Sub-Problem 
The thermal sub-problem, (PST),is: 
Find MIN E{ 
gTcNoo 
Such that: 
T N 
I r(C~(g~;) -A~(~)g~;]} 
1 n=l 
(SA- 34)T 
2(;5 
for all /;£3 (SA-IS) 
t=I, ••. T 
n = 1, ... N. 
This is a separable optimal recourse problem with no 
inter-period interaction either in the constraints or in 
the objective. So the restriction that g T£N is n 00 
redundant and the problem can be reduced to a set of NxT x 
card (3) one-period one-region thermal problems, {PST)/;t. 
n 
These can be solved exactly as in .the deterministic case 
(see Chapter 3) I yielding: 
8.3.4 The Exchange Sub-Problem 
The exchange sub-problem, (PSE},is: 
Such that: 
Et ~ e t 
-nm nm 
-t E 
nm 
for all /;£3 
T=l, ... T 
n = 1, ••• N 
(SA-35) 
(SA-34)E 
(SA-14) 
This problem likewise results in Nx(N-l)xTx card (3) one-
period inter-regional exchange problems, (PSE)~~: 
Find MAX 
e!~ 
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Such that: 
Et ~ est ~ Et 
-mn mn mn 
(SA-14)st 
These can be solved, exactly as in the deterministic case 
(see Chapter 4), yielding: 
(SA-36) 
8.3.5 The Hydro Sub-Problem 
The hydro sub-problem (PSH) is: 
(SA-34)H 
Such that, for all n = 1, ... N, h£n, t = 1, ••• T, s£E: 
t 
-t t 
·t 
SO + I r I q~r.~ SO + I r Sh - Sh Sh - :2h h 
r=l r=l h r=l 
(SA-16) 
(substi tuting (SA-IS) and (SA-18) into (SA-16) ) • 
Qt st -t 
-h qh Qh (SA-18) 
We will henceforth assume there is no head effect so that: 
(SH- 1 ) 
and the problem (8PSH) is temporally separable (othen>!ise 
objective function is not separable (temporally)). In any case 
the problem is obviously spatially separable so that, just 
as in the deterministic case, we can deal with H separate 
local hydro problems, PSH. Henceforth we will deal with 
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such a problem and omit the subscripts hand n. We can 
then state our problem as: 
(PSH) Find MAX 
qsN 
(SH- 2) 
co 
,Such that, for all ~sE, t = 1 .•. T: 
t 
I 
t 
I 
t q~r ~ SO + I ~r _st (SH-3 ) 
r=l r=l r=l 
(SH-4) 
This problem (or its predecessor) is itself in the form 
of a T-stage stochastic optimal recourse problem, just as 
was the original problem. Here the underlying stochastic 
process is observed via two variables ~n' the local inflows, 
t 
and A (~), the regional energy price. 
n 
These energy prices 
summarise all the information about the past l present 
and likely future states of the entire system which'could be 
required by the local manager in order to determine a COITplete 
set of optimal release decisions for his own reservoir. 
Thus we can apply the theory previously developed to this 
problem. Note, however, that we are concerned here with 
the maximisation of a concave functional rather than the 
minimisation of a convex one. 
The theory developed in Section 8.2 produced two 
types 6f results. The first, developed in (52]and 
described in Section 8.2.3, concerned a dynamic 
programming type "value function". In the next section we 
apply these results to our local hydro problem. The follow-
ing section deals with the application of the second set of 
results l developed in [52] and [53] and summarised in 
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Sections 8.2.3 and 8.2.4. 
8.3.6 A Water Value Function 
Here we ignore the structure of the constraint~ (SH-3) 
and (SH-4), and,given the assumptions we have already made, 
apply Theorem (S-l) to problem PSH. This "dynamic 
programming" type result assures us that, if we define 
a value function recursively, for all ~€E, by: 
T L A~tgt (qt, gt) (SH-5 ) 
VT (gT,qT) =VT (Cq)= t=l q€Q 
-00 
(SH-6 ) 
t . At_l 
Where Egt{o I~ } is (a version of) the conditional 
At 
expectation for the random vector ~ given the random 
"'t-l 
vector ~ . (Q is defined by (SH-3) and (SH-4». 
Then we can-define, for each t = l, ... T, a problem of 
the same type as PSH: 
(SH-7 ) 
which is solvable. (Theorem (S-2». 
is defined by (SH-5) - (SH-6) 0 
We now utilise the temporal separability of our 
.- objective function to decompose the water value function into 
two parts - a past value function and an expected future 
value function. (Note here that the manager is assumed to 
observe inflows then release. In fact the observation and 
decision continue during the week. This does not materially 
affect the analysis) . First we define: 
t 
I 
r=l 
for all t = I , ... T 
sE3,qEQ 
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(SH-8 ) 
At At At 
Here V (r, ,q ), the past value function, gives the total 
At profit already realised if, at time t, the inflows ~ have 
At been experienced and decisions a made. 
We can also define an expected future value function, 
Vt "t At 
V (~ ,q ) for all ~£E,qEQ,recursively,by letting: 
(SH-9 ) 
VVt-I(2t-l,q"t-l) { [~t t At At Vt "t At ] <, = E s u~ A g (p , n ) +V (n , p ) 
p 
In"t- At-l "t-l ~t-l} F, I P =q (SH-IO) 
vt At, "t The fUJiction V U~ "q ) gives the total expected value of water 
in storage at the end of period t if inflows gt have occurred 
"t and decisions q have been made. We will refer to the problem 
Vt-l . t 
of determining V Vla (SH-IO) as problem PSH. We can now 
A V 
derive several useful properties of V and V. 
" v Proposition (S-8) Given the above definitions of V, V and V, 
and the assumptions we have made about the model and also 
that g,t(~t) is differentiable and the partial derivatives, 
agt are continuous, for all l~<t, then we have, for all 
3qr 
t=I, ... T: 
for all ~£E 
(SH-II) 
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(ii) At Vt At V and V are both concave in q 
(iii) The one sided directional derivatives 
and Dv(€t,qt;d), both exist, for all qtcQt(€t) V . 
Where: 
(SH-12) 
At At At 
all g c int Q (~ ), and the partial derivatives, 
avt(2t,qAt) avt(~t At) 
and ____ s ,q are continuous for all 
aqr . aqr 
r 
At Vt 
t (and so V and V are both continuous at all 
interior points of Q). 
Proof 
(1). . This may be proved by induction. Firstly, for all 
(SH-7 ) 
= (SH-ll) T 
Secondly, if, for some 1 < t ~ T: 
(SH-ll) t 
Then, for any ~cE, qcQ(~): 
t-l At-l At-l V (~ ,q ) E J sup t At At I At-l At-ll 
= ltV (n,q) n =~ J 
q 
{ [ At At At Vt At At I At-l At-I} = E su~ V (n ,q ) + V (n ,q ) n =~ 
q 
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At-l "t-l At-l .{ r. nt At At Vt At t jAt-l At-II 
= V (~ ,q ) + E supe' g{q ,n )+V (n ,q ) n =~ J 
t q 
{SH-ll)t-l 
So (i) holds for t~l, and hence, by induction, for all t. 
(ii). ~t is obviously concave in qt. The concavity of ~t may 
be proved, as was the convexity of Vt in Theorem (S-l) , by 
repeated applications of Lemmas 1 and 2 of 1S2J. (Although, 
in our case, simpler arguments would suffice) • 
(iii) and (iv). The assertions about vt are obvious. We may 
Vt prove the assertions about V by induction. Firstly,for all 
~€E,q€Q(~) : 
vT "T AT 
V (~ ,q ) == 0 (SH-9) 
clearly satisfies both conditions. 
Secondly, suppose that, for some 1 < tE;;; T, (iii) and (iv) 
hOld. Then, for all ~€E,q€Q(~) the partial derivatives: 
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a~t At At 
aqt (S , q ) exist and are continuous for 1 ~ r < t. Also 
~~~t,qt) is continuous. 
Let: <P(~t,qt-1 =MIN [~t(gt,qt) + AStgt(qt,gt)] (SH-13) 
qte:Qt(s) 
By a theorem due to Danskin (Theorem 8.5.1 in [30]) we have 
At At-1 
that D<p(E;,q ;d) exists and: 
NoW: 
t-1 
= MIN I 
q t e: Q t ( E; ) r= 1 
t-l for any de:R • 
Vt-l At-1 At-1 { [ nt t At At Vt At At 1 
V ( E; , q . ) = E s ~p tAg ( q , n ) + V ( n , q ) J 
q e:Q (n) 
I
"t-l ;'t-1 } n =E; 
(Since Qt(s)CR is compact). 
(SH-14) 
(SH-15) 
In our case, since a is a discrete measure with finite 
support (5), this expectation can be found by a finite 
summation so we have that: 
DV(-c t - 1 ,q"t-l,od) EID (At At-l d) IAt-l -c t - 1 1  s = 1 <p n,q ; n =s I 
t-l 
exists for all de:R • (SH-16) 
v 
So we have proved that assertion (iii) holds (w.r.t.V) 
for t-l. 
Also, if qe int Q(s),then we can see from (SH-14) 
that all of the partial derivatives of ¢ exist at q and 
are given by: 
for all l~<t (SH-17 ) 
(using e.g. Lemma 8.5.1 of 30 ] due to Fenchel) . 
Now, since we have assumed that the expression in square 
brackets is continuous at q and Qt(s) is compac~ then 
a¢ At At-l 
--r(s,q ) is continuous for all l~~t. (e.g. Theorem 
aq 
7 • 2 in. [ 67 ]). 
Vt-l At-l At-l 
So av (s ,q ) is also continuous at q(given 
aqr 
our assumptions about a and ~). 
Vt-l This last condition implies the continuity of V 
at all interior points of Q(s). 
Now we have shown that both conditions (iii) and (iv) 
v 
hold (w.r.t.V) for t-l and hence, by induction, for all t. 
Now,letting t = 1 in (SH-ll), we have that: 
QED 
-
(SH-18 ) 
We can find the optimal release, ql*, by solving the 
problem PSH 1 : 
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Find sup E{V1(gl,g1)} (SH-19) 
q I £ Q1( t; I ) n N 
00 
i.e. Find v sup A I g 1 (qi , t; I) + V 1 (t; 1 , q l ) (SH-20) 
q I £ Q~t; 1) 
In order to solve this problem we must know something 
v 
about the expected future value function VI (t; I ,q 1) • 
According to (SH-14) we' should determine this by finding 
the future benefits to be derived, under the assumption 
'of optimal future nonanticipative management, for each 
possible sequence~,such that n1 = t;1 (and decision,q1, 
resulting in storage level, S1 = SO + t;1 _ q1). This ,can, 
theoretically, be determined by dynamic programming 
style backwards recursion as in the original definition 
of v. However we will show later (Chapter 9) that this is 
impracticable and will take a simulation approach. 
Note that,since V is concave and differentiable, we 
can solve p§HI by finding q such that: 
)..1ag{ql,t;1) 
aq1 
for each t; 1 • 
v 
+ av(t; I ,q1) 
- 1 q 
= 0 (SH-21) 
(Setting qi == ij1 or Q1,as appropriate,if there is no. 
such feasible ql). 
:tn general, for ·all t = 1, ..• iI', if we have solved 
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A t-l At-l* 
the problem PSH to get q , then we know that there is 
At A t At-l At-l* 
a solution,p ,to PSH ,with P = q . So we can 
solve problem PSHtby finding p such that: 
~t;t-l ACt-II'\' p' =q S (SH-22) 
(SH-23) 
for each SE 3. 
. t; t Q as appropriate.) 
Vt "t "st 
Thus, if at each stage twe can estimate dV (s ,p ) for all 
dPst 
sE3, we can solve PSH by solving the sequence of problems 
PSHt (or equivalently PSHt) . 
8.3.7 Multipliers for Storage Constraints 
Alternatively to the above analysis, we can assign 
multipliers to the storage constraints (SH-I) and ~H-2) 
and introduce the function: 
h(s,>"(S) ,q,o,y,p) = I r >..F,tgt(qt,~t) 
t=IL . 
- ost(so 
+ yst(so 
t st] 
- q P 
t 
sr_st + L 
r=l 
t 
+ L sr -
r=l 
t 
qr ) 
- L 
r=l 
st 
t 
qr) 
- L 
-
r=l 
(SH-24) 
As in the deterministic case,we can rewrite this as: . 
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h( ~ '(~) ~ ) ~ [,~tgt(qAt,~t) _ll,~tqt+K~t{~,y) "",/\ "" ,q,u,y,p = L /\ "" 'I' u 
t=l 
Where: ljJ~t = I [y~r_6l;r ] 
r=t 
and: 
Kl;t(o,y) = - ol;t[so + 
t ~r _ et] r 
r=l 
+ yl;t[so + 
t 
I l;r -t] -s 
r=l 
If we let: 
t ~t] 
-q P 
{
SUP h(~,A,q,o,y,p) 
. 2T g (~ , A , ° ,y , p) = qe: Q ( l;) if (0, y) e: R+ 
. 2T 
-00 1f (o,y)¢R+ 
Then we get as our dual problem,DSH: 
Find MIN E{~(~,A(l;),o(l;~y(t),~(l;)} 
2T (o,y,p)sR+ x M 
(SH-25) 
(SH-26) 
(SH-27) 
(SH-28) 
(SH-29) 
If we were to solve this by an Uzawa type iterative scheme 
we would face at each iteration the problem of finding, for 
a particular (A,O,y,p) and for each l;s8, q(l;,A,O,y,p) so as 
to maximise, over qe:Q(l;), the expression: 
The remainder of h being obviously constant for any 
particular (6,Y,p). (This conclusion is derived from 
condition (c) of Theorem (S-4». 
(SH":'30) 
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Further, if the problem PSH is temporally separable, 
then we can define: 
Now We can effectively ignore p, defining: 
t d (~,o,y) = 
+00 
t t !l, (~,A,q ,o,y) 
if (o,Y)ER~T 
if (O,Y}.iR~T 
So we can introduce the separable dual hydro problem: 
(SDSH) Find MIN 
zT (o,y)e:R+ 
Then we know that the (a.s.unique) optimal solutions 
(SH-31l 
(SH-32 ) 
(SH-33) 
(q,o,y) are characterised by the Kuhn-Tucker conditions: 
(a) q ( s) e: Q (0 a • s • 
and 
(c') for all t= I, ... T 
~t t At At t t - t-q maximises!l, (~ ,A ,q ,E {y},E {y}). 
-~t {ntl"t where:~ ::: E ~ n = 
T 
I 
r=t 
[E{onrln gt}_ 
E{ynrl~t=~t} J 
(SH-34) 
(SH-3S) 
(SH-36 ) 
(SH-37) 
At At At 
Hence, for any particular ~ (and hence ~h(~)' Ah(~)' and 
th . f d .. A ~ tIt' . t I I e s$r1eS 0 eC1s10ns,qn' resu 1ng 1n s orage eve 
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s~t), we can make an optimal decision at stage t on the basis 
of the expected values of the multipliers y and 6. 
t Hence ~ can be thought of, just as in the deterministic 
case, as the marginal value of water held in storage at 
the end of period t. 
Obviously, since gt(~t,qt) is concave and differentiable, 
we can solve (SH-36) by finding ~~t q . such that: 
~(~~qt) -~t 
aq~t == ~ ~~t q 
(i.e. the marginal value of water released equals the 
marginal value of water stored) then setting: 
Comparing (SH-38) with (SH-23) we conclude tha~ if 
gt < qtt < 5t , then: 
= _ a~t (~t, q~t) 
~t aq 
(SH-38) 
(SH-39) 
(SH-40) 
This result, for the separable case, assures us that the 
marginal value of water in storage at the end of period t 
(as defined by (SH-23» should, at the optimum, equal that 
of water released in t (as defined by (SH-38». The 
negative sign arises from the fact that q is released, not 
stored, having a negative effect on storage and hence on 
future production. 
More generally we could adopt (SH-40) as our definition 
of ~. 
We will deal later (in Chapter 9) with the estimation 
of ~. 
Note that, if each local hydro sub-model is separable, 
then so is the national problem, PSA (including the 
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constraints (SA-15) and (SA-16) among the explicit inequality 
constraints (f. ) 
1 
rather than as part of the definition of 
Q(~». Th t · . d" t (C t ) t t' us we can op lmlse our eClslon,q ~ a lme 
r IAt At t,using the expected prices,E{A (n) n = ~ }/for future 
periods t ~ r ~ T. 
8.3.8 The Multiplier on the Nonanticipativity Restriction 
Before leaving this theoretical discussion we should 
consider the significance of the multiplier p,which has no 
counterpart in the deterministic case and which, at least 
in the separable case, seems to mysteriously disappear 
from our calculations. Consider the optimal p, p component 
of the saddle point solution (z,X,p). 
We know that (Theorem S-4) : 
(a) Et{~t(~)} = 0 a.s. for all t = 1, ... T 
and that: 
(c)' q(F,) maximises h(~,X(~) ,q,8(~) ,y(S) ,p(~» 
over qEQ(S) 
(SH-41) 
(SH-42 ) 
If we consider the temporally separable case, then (Theorem 
(S-6» : 
(SH-43) 
Now, consider the multiplier p' defined by: 
(SH-44) 
Certainly: 
-- 0 for all t ~ r ~ T. (SH-45) 
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I 
So P EM • 
Also (in this separable case) 
h ( f,; , ~ (0 ,q, ;S ( f,;) ,:;; ( f,;) ,p 1 (0 ) 
= 
= 
= 
I .[it(f,;)gt(q~t,f,;t) _ ~~tqt 
t=l 
t 1 ~t] q p 
~ ~ ~ 
Hence q(~} maximises h( ~ , A (0 , q, a (~) , y (~) , p * (~) ) 
(SH-46) 
~t t t -t t t ~ t ~ if and only if q (0 maximises:~. (f,;.,A ,q,E {y},E {a}} 
for alIt = 1, ... T. 
Since qt(~) maximises the latter expression irrespective of 
1 p, our p satisfies the conditions required of p and hence is 
the (a.s.) unique multiplier required. 
~t , t 
Thus () (F.: )(=p (0) represents the difference between the 
true marginal value of water,~t(c), for period t of sequence ~ 
and the nonanticipative marginal value,~t(2t},estimated 
at time t on the basis of information available at that 
time. Thus the "manager" of our reEiervoir, having made 
",.At 
. his decision at time t on the basis of 1/1 (t; ) will, with 
, t 
hindsight, realise that he has suffered a marginal loss p 
due to the nonanticipative nature of his decision process. 
Thus p does indeed represent the "cost" of uncertainty 
281 
and can be regarded as the multiplier on the nonanticipativity 
restriction (at least in the separable case) . 
8.4 CONCLUSIONS 
In this chapter we have developed a stochastic 
model of a power system. Using some recent results 
on the optimal recourse problem, we have shown that 
this model can be decomposed using a pricing mechanism 
similar to that for the deterministic problem. The 
resultant thermal and exchange sub-problems are 
identical in form to their deterministic counterparts 
and so can be solved by the techniques already developed 
in Chapters 3 and 4. 
The hydro sub-problem, (PSH) I on the other hand, 
is rather complex. 
algorithm for it. 
We have not developed a solution 
We have shown, however, that if at 
each stage t we can estimate the marginal value of 
water in storage at the end of period t, then we can 
A t 
Aolve PSII by solvin<J the series of sub-problems PSH . 
We have also shown that, provided there is no head 
effect in the long-term reservoir, we can estimate 
this marginal value On the basis of the expected 
value of the multipliers on the storage constraints. 
In the next chapter we will consider some practicable 
approaches to the solution of the stochastic model. 
The difference between these various approaches lies in 
the approximate methods used to evaluate future marginal 
vaiues of water. Finally we have examined the role of 
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the rnul tiplier p and sho\<Tn that it does indeed represent 
the extra costs incurred by a nonanticipative nature 
of the decision process. 
CHAPTER 9 
PRACTICABLE STOCHASTIC MODELS 
9.1 INTRODUCTION 
In Chapter 8 we have developed a general stochastic 
model of a power system which, according to the theory, 
we can solve by finding, for "almost every" t,:E3, a vector 
of multipliers, A(~) on the constraints (SA-12). These 
multipliers act as energy "prices" just as in the 
deterministic case. That is, At(~) is the optimal price 
n 
ensuring that the demand is met, in region n, for period 
t, given that ~ occurs and that the system is managed 
(nonanticipatively) optimally so as to maximise "profit" 
at those prices. In order to determine the optimal 
response of the system to a set of prices,A,we need to solve 
a set of thermal, exchange and hydro sub-problems. The 
thermal and exchange sub-problems are identical to the 
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equivalent deterministic problems and can be solved separately 
for each ~. The hydro sub-problem (PSH),on the other hand, 
is much more complex and we have only developed some 
general principles relating to its solution. 
If we imagine that each river system has a manager 
then he must solve the problem (PSH) of operating the 
river system so as to maximise his expected profit, given 
that, now and in any future period (t), he can only know 
At 
the past inflow sequences (~ ) and hence the inflows into 
At his own reservoir (~h) and the prices relevant to that 
sequence (~~t = ~t(~)). Just as in the deterministic 
case, these prices summarise, for each local manager, all 
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that he needs to know about the state of the remainder of 
the system. Thus, if up to period t the system has 
experienced inflow sequence 
have experienced flows ~~ 
manager will make a release 
At ~ , then the reservoir h will 
and prices ~~t. So the 
n 
q~~taking into account the 
conditional probabilities of the various possible inflow 
v At At 
sequences, n (with n ~), a.nd hence of the local inflows 
~h and prices ~n(n), from then until period T (where ~t = 
t+l t+2 '1' (x ,x , .•• x)). We should note that there may be 
several national inflow sequences giving identical local 
inflows but, in general, different prices. We should also 
note that, while we are really only interested in the 
decisions of a hypothetical local manager in the first 
period, these will be profoundly affected by his own 
expected future management. Therefore we need to attempt 
to solve the future management problem as accurately as 
possible to enable us to determine an optimal decision for 
the present period. This interaction is formalised by 
the value function in Theorem (S-l) or, alternatively, by 
the multipliers in Theorem (S-2). 
Turning away from the theoretical structure of the 
model to consider practical solutions we are faced with 
two serious difficulties. We have 'noted above that we 
require a set of prices A(t) for inflow 
sequence ~E2, and also the probability of each such 
sequence (a(~)). However, we have no accurate way 
of determining the likelihood of each possible sequence 
and, even if we did, we could never solve the ensuing 
problem using present-day computers. All the data we have 
is a set of (possibly fragmentary and probably inaccurate) 
historical inflows (st,t=l, .•.. L). In view of our 
ignorance of the inflow patterns, and especially of the 
various serial and cross correlations involved, it would 
seem most appropriate to use a simulation approach, letting 
- {r;t} 9,:::.:'" .••• .J..J d' 1 (rt) 1/ Thus we ~ntend ~ = '::> ' an ln genera , (J " = L' .L 
t to find, for each historical inflow sequence (s ), the 
optimal prices (At = A(st)), thermal generation pattern 
t t t t (gT = gT(s )) I hydro releases (q = q(s )) and exchange 
, t t pattern e = e(s )), under the assumption of nonanticipative 
management. 
This means that our national (restricted) dual problem, 
DSA, adjustsa set of LxNxT prices to ensure that, for each 
recorded inflow sequence, the responses of the system are 
such that demand is met in each region, for each period. 
,We have noted that the associated Lagrangian problem, PSA' 
can be decomposed into a set of LxNxT thermal sub-problems 
and LxNx (N-l) xT exchange sub-problems, which are all 
straightforward, and local hydro problems which are not. 
A similar approach to the national dual problem has been 
suggested by the EDF. In the next section we consider two 
of their models along with one of our own, for the local 
hydro problem. In the following section we deal with 
the solution to the dual problem. 
9.2 THE LOCAL HYDRO PROBLEM 
9.2.1 Introduction 
Within our general theoretical framework we could 
use any scheme capable of solving the local hydro problem 
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(PSH) provided that scheme does not require information 
which is not available. In particular, our national 
dual problem will only set A prices for each of L 
historical inflow sequences, and hence strictly relevant 
only to the storage patterns actually attained in the 
course of our (simulated) management for those sequences. 
Thus any scheme which would require prices relevant to 
other storage patterns is not appropriate. We consider 
first a scheme which does not satisfy this criterion 
and then three which do. 
9.2.2 Stochastic Dynamic Prograntming 
An obvious candidate for the solution of PSH is 
stochastic dynamic programming. Consider, however the 
decision to be made in period t for a given previous 
. f ct d d . . At ln low sequence, Sh' an eC1Slon sequence,qh' If we 
suppose that there is no serial correlation of inflows 
At At t 
then we can summarise t;h and qh for our purposes by sh' 
Then, if we have already determined the value function 
for period t as ~~(S~), we wish to choose q~ 
t-l for each storage level sh ' so as to maximise the 
present (i.e., at period t) and expected future benefits. 
So we solve: 
. [t t t t-J v t t-l· t t -1 ] Flnd: ~x t An gh(qh,sh )+ Vh(sh (qh,sh )) 
qh£Qh (SH-47) 
At-l 
where: qh is fixed. 
(ignoring the effect of tributary inflows). 
But how do we determine At? DSA has provided us with 
n 
rranYAt,s, but each is relevant only to a particular 
n 
storage pattern (i.e. vector of storage volumes in the 
Thus various hydro reservoirs in the 
t there may be no A relevant to 
n 
national system). 
t 
sh at all, or there may be 
several, each corresponding to a different set of storage 
levels in the other reservoirs {resulting from different 
inflows to those reservoirs}. Worse,we may have inflow 
series with nh < sh' but n. > S. for it-h. The likely ~ ~ 
result of this is that sh(n} < sh ( s) , but A (n) < A ( s) . n n 
This makes any attempt at interpretation chaotic. We 
could allow A as an additional random variable or state 
variable, but we really have very little information 
about i~relationship to either sh or sh and so we would 
be little better off. Also A, related as it is to 
aggregate storage, can be expected to exhibit very high 
serial correlation, introducing further difficulties. 
In fact the only way we could reasonably use stochastic 
dynamic programming would be under very restrictive 
assumptions as to the cross-correlations between reser~oir 
inflows. We would need to assume, either that they were 
perfectly correlated ,(and so we could aggregate all the 
reservoirs into one), or that they were independent (and 
so we could use prices averaged over all inflow sequences) • 
Since neither assumption is particularly realistic we are 
forced to look further afield for a solution method for 
PSH. (Although,as a compromise, we could assume that 
flows were perfectly correlated within each region, but 
not correlated with those in other regions) . 
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9.2.3 Trajectory Methods 
The next three models which we consider have many 
basic similarities. Recall that, in order to determine 
an optimal balance between releasi~g water in the present 
period and keeping it for release in the future, the 
hypothetical _manager of a local hydro.system must be able 
to determine its expected value if stored for the future. 
In order to determine this he must have some model of 
his own future management. Thus, roughly speaking, he 
must know the answers to the questions: "If I experienced 
the inflows ~h and prices An(~) what decisions would I 
make? II, and: "What. is the probability of each such 
oCcurrence (i.e., {~h (~) ,An {O))?11 Each of. the models 
considered below answers this latter question by 
simulating future management over historical inflow 
sequences. (If we use all historical·sequences they 
will be assumed to have equal probability, however we 
may wish to select just a few representative sequences). 
We have already seen that the first question can be 
reduced to a series of questions of the form: "If, up 
to period t, ':i: had experienced inflows ~~ and· prices. 
~~t, what release would I make in the next period?". 
n 
As we have also seen, the strictly consistent answer to 
this question would require the determination of the 
entire future (conditional) inflow distribution and 
the solution of our entire model (for the appropriate 
ini.tial conditions) (Le., PSHt) to determine each such 
future decision. Worse still, it would involve the 
solution of an incredibly large dual problem in order 
289 
to provide the prices required. This is out of the 
question and so we turn to more approximate methods for 
the solution of this hypothetical future management problem. 
Each of the following models uses a different approximation 
and we will examine the implications of each and their 
likely effect on the decision to be made in the current 
period. 
The first model was proposed by the EDF as part of 
their GRAF model summarised in Section A.2 of Appendix A. 
According to this approach we should apply our national 
deterministic model to each of the L recorded inflow 
sequences separately, deriving for each one an optimal 
set of prices and trajectories and also a current water 
9.,0 
value, ~h ' for each reservoir hEH. The optimal release 
-0 for the current period is then found by treating ~h' the 
mean water value, as the value of water in the current 
period (presumably adjusting AO until supply matches 
demand in the current period) • In our general model this 
approach is equivalent to making the assumption that, 
although the manager of each reservoir does not know which 
of the L sequences he will experience, he does know that 
he will experience one of these sequences (or equivalently 
that the serial correlation is perfect). So, having 
observed the first period's inflows he will be able to 
predict future inflows and prices exactly. Thus his 
optimal future nonanticipative management is effectively 
deterministic. So the multipliers developed by the 
dual, DSA, for each 'sequence, will be identical to those 
for the deterministic optimisation on the same sequence. 
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Hence we can find the optimum by applying the model PA 
to each of the L sequences independently. 
This approach is attractive in that it requires only 
the deterministic algorithm, mUltiplying the computational 
burden by the number of sequences, L. However the 
assumptions made about future management are highly unrealistic 
and may be expected to introduce consistent bias into the 
current decision. This is so because these assumptions 
allow us to suppose that, in the future, the hydro sector, 
knowing flows in advance, will be able to absorb an 
unrealistically high proportion of the variation in 
inflows. This allows us to suppose that the thermal 
Cart be kept at a more constant level than would realistically 
be possible in a nonanticipative environment. This in 
turn leads to lower expected average (future) thermal costs 
as in Figure (9-1). 
Here we have not only extended the thermal cost curve 
by a very high cost segment to account for shortage, but 
also by a "no cost" negative generation segment to account 
for spill in the hydro sector. That is, we suppose that 
there is a fictitious thermal station absorbing the energy 
from the spilled water. 
The effect of the deterministic simulated man~gement 
policy on marginal values depends, however, on the nature 
of the marginal cost curve. The marginal cost curve for 
the thermal sector of the NZED system is shown in Figure 
(9-2) • The concave increasing function shown would seem 
to be a reasonable approximation to this curve over the 
range of likely thermal generation levels. This type 
C 
(C are average 
costs for various 
models: 
S - Stochastic 
D - Deterministic 
A - Deterministric 
on average flows) 
• Deterministic optima 
+ Stochastic optima 
- -\- -
I 
I 
- -+ I 
- - - -
FIGURE (9-1): COIllparison of average costs 
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30 
500 1000 
FIGURE (9-2): Marginal costs for NZeD system 
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marginal cost curve would seem typical of mixed hydro-
thermal systems involving large, cheap, base-load plants 
and smaller, dearer, peaking plants, and in which there are 
significant probabilities of spill or shortage. In this 
case the artificially decreased spread of the deterministic 
water values corresponding to the various sequences will 
decrease the current (expected) water value. (See 
Figure (9-4)). This effect may be enhanced by the 
fact that a truly nonanticipative model would have to 
adopt fairly similar policies for the first few periods 
of any sequence. This will lead to much more rapid 
divergence of the simulated storage trajectories than for 
the equivalent deterministic trajectories. Consequently 
the nonanticipative model will be forced to adopt more 
extreme policies as time progresses so as to compensate 
for the more "average" decisions in earlier periods. Thus 
the distribution of eventual values of water left ih 
storage in the first period and managed nonanticipatively 
thereafter will tend to be more widely spread tha:n for 
the average values discussed above (see Figure (9-3). Thus, 
if we average these to determine the current water value, 
the bias introduced by the proposed deterministic simulation 
(in the case of convex marginal costs) will be more serious 
than we might be led to suppose from a consideration of 
marginal values averaged over the future periods. 
-1 So we will obtain a lower average water value, Wh , 
for the current period than would have been obtained from a 
truly nonanticipative model. Since total production and the 
thermal cost structure for the current period will be the same 
for any model, this will lead us, on average, to consistently 
over-estimate the release for the current period. Thus we 
J..1 
o J..1 
~~ 
J..1 
0 is J..1 
~~ is J..1 
~F is J..1 
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initial price estimate MC(gT) 
deterministic optimal price 
final stochastic optimal price 
Price Movement 
~F J..1 
J..1 
1!s 
1!D 
l<1A 
FIGURE (9-3): Movement in marginal costs for one sequence 
J..1A - price for II average II inflows 
J..1D - average of deterministic prices 
-J..1 s - average of stochastic prices 
• Deterministic optima 
+ Stochastic optima. 
----_ ..... _-----
---- ..... .-.-----~- ....... -
~-----------------
FIGURE (9-4): Comparison of stochastic and deterministic 
averages. 
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come to the, scarcely surprising, conclusion that, if we 
assume that in the future we will be able to predict flows 
more accurately than is in fact the case, this will lead 
us to be less cautious than we should be in determining 
the current release. This conclusion applies to any such 
"over-anticipative" model. 
The second approach has also been proposed by the EDF, 
as part of their SGEP model and is summarised in Section A.3 
of Appendix A. This approach considers all the sequences 
together in the dual problem, DSA, which develops prices 
relevant to each. However the local problem, PSHh , is 
solved by a method which finds only one "desired trajectory", 
- ~ >I, 
xh ' for each reservoir. The releases, qh (and hence the 
->I, 
trajectory sh)' relevant to each inflow sequence are then 
found under the assumption that, in the future, the manager 
will attempt to keep a close as possible to this desired 
trajectory. So, if 
.Q,t+l 
water to lower sh 
.Q,t 
releasing if sh < 
,R,t t 
sh > x h ' he will release enough 
t+l to x h ,and likewise refrain from 
t 
xh" In our general scheme this approach 
involves the implicit assumption that, in the future, the 
manager will learn nothing whatsoever from his observations of 
inflows and prices. Rather, he will blindly attempt to follow 
the trajectory set at the beginning of the planning horizon 
(although the possible values of ~ and. A were all taken into 
account in the determination of this desired trajectory) . 
The most attractive feature of this model is that it 
involves only one desired trajectory for each reservoir, the 
proposed trajectories for each inflow. sequence ~ being found 
by simulation around this trajectory. This means that, in 
the solution of PSH, we can deal directly with this much 
-smaller set of desired Values. 
So a mathematical programming approach to the solution 
of PSH is feasible. This approach can more readily be 
generalised to deal with several interconnected 
reservoirs. However the assumptions made about future 
management are as unrealistic as those of the earlier 
model, if at the other extreme. These assumptions will 
also lead to a consistent bias in the decision made in the 
current period. Here the thermal sector is supposed to 
nave to absorb, in the future, an unrealistic proportion 
of the variability in the inflows. In fact it is 
supposed that, if it were not for the flow restrictions, 
any variability in the inflows would be iw~ediately 
reflected in the hydro output, making compensating 
adjustreents necessary in the thermal system. This undue 
fluctuation in thermal output leads to an expectation of 
unduly high avera~e thermal costs in the future (cf. Pigure 
(9-3)). v'lith convex marginal cos t it also leads to an unduly 
high current water I value,1/Jh' for each reservoir. Analogously 
to the previous model, this results in current releases 
which are on average too low. This is again in accord 
with our intuition, in that a model which assumes that, 
in the future, we will not be able to make proper use 
of the information available to us, leads to over-
conservative policies for determining the optimal 
current release. Again this conclusion applies to all 
such "under-anticipative" models. 
From this heuristic discussion it can be seen that 
we can expect the solutions from these two EDF models 
to bracket the optimum. Hence we could use these two 
approaches to determine, not only the range in which the 
295 
296 
solution lies, but the maximum extent of the gains which 
could be derived from a more accurate model. Tests of 
this nature are currently being undertaken using a simpler 
single reservoir model due, primarily, to Boshier ([6]). 
Before discussing a more realistic stochastic model we 
wish to reiterate that in the above discussion we are not 
supposing that future management will actually follow the 
patterns described (of deterministic optimisation on the 
one hand or blind trajectory following on the other). It 
is merely that, in making the current decision, it is 
assumed that these patterns will be followed and thus a 
bias is introduced. Of course the problem is in fact 
re-optimised at each st~ge, starting from the current 
storage which is, on average, too high or too low'depending 
on the model used. SOl as storage moves away from what 
would have been the optimal nonanticipative trajectory, 
other factors come into play which tend to counteract the 
effects of the bias introduced by the solution algorithm. 
This leads to a kind of false equilibrium, at either a 
higher or lower average storage volume than the optimum. 
Thus the long-term effects of a biased solution algorithm 
may not be as serious as they would at first appear. 
9. 2. 4 A New Method 
Consideration of the deficiencies of the approaches 
so far put forward leads us to suggest the following 
approach. We retain the same general framework, 
approximating the actual (unknown) probability space by 
the recorded inflows and using the dual, DSA, to develop 
a set of prices relevant to each sequence. We require 
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that the algorithm for the local hydro problem, PSH, 
use only information available from this scheme. Further, 
we insist that (as opposed to the first EDF scheme) the 
simulated future management of the reservoir be non-
anticipative, but that (as opposed to the second) each 
future simulated decision be as nearly optimal as is 
practicable, given the circumstances under which it is 
assumed to be made. 
We have shown, in Section 8.3.6, that we can solve 
PSH by solving the series of problems PSH t . Further, we 
v 
have seen that, since V is concave and differentiable, we 
t At A~t ~~t 
can solve PSH by finding, for each (~,q ),q such that: 
(SH-23) 
q q 
(1 . ~t't Q_t't Qt't . J.'f th ' ettJ.ng qS = S or S as approprJ.ate ere J.S no 
feasib solution to (SH-23». 
We have also shown, in Section 8. 3 . 7, that the marginal 
water value can be founa from the expected values of the 
multipliers on the storage constraints. That is: 
vtAt At't t't dV(~ ,qS ) = _ ~s 
t (SH-40) 
'VI1here: 
(SH-37)' 
So then, if Ke have some method -9,t estimating 1/J , 
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for each 2=l, ... L, t=l, ..• T, we can solve PSH (via the 
series of problems PSHt) . This approach amounts to 
simulating optimal future nonanticipative management 
over the L sequences. 
algorithm as: 
(1) Let: 2=1 
(2) Let: t=l 
(3) Estimate ~2t 
We can state our general 
(4) Find q2t via (SH-40) and (SH-23). 
(5) Let: it 
s (SA-16)2t 
(6) Let: t=t+l 
IF t ~ T THEN GO TO (3 ) 
ELSE GO TO (7) 
(7) Let: Q,=t+l 
IF 2 ~ L THEN GO TO (2) 
ELSE STOP. 
When this process terminates in Step (7) we will have 
a complete collection of simulated trajectories, one for 
each inflow sequence . Each of these will start with the 
. same initial release, q 1, this release being based on the 
estimated marginal water value for that period, 
-1 
ljJ • (This 
value being identical for all sequences because they share 
the same initial storage, so, and the same initial 
forecasts, based on the current real data) . However the 
true value of water for each sequence, i, assuming that 
in the future the reservoir would be managed in accord with 
our simulation. We assume (as do the EDF ([20]) and 
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R, . 
SSPB ([ 5::']}) tliat this is given by l/i F , the marginal value 
of water at the end of the first arc of; the simulated 
trajectory. (The maximum l/i attained during that arc would 
provide an alternative estimate). So the best estimate 
we have of the initial marginal water value becomes: 
L 9, I Q ~ 1 L (SH-48) l/i = (J l~F 
R,=l 
We can then use this value to determine the best 
current release. Note that we should, properly, go through 
• . ~ 1 
the complete algorithm (Steps 1-7) again, uSlng l/i as our 
-R,l initial estimate of l/i for all ~=l, ... L. 
1 This, in turn, gives us a new estimate for l/i , and 
we could continue in this fashion until ~l remains constant 
in successive iterations. However, except perhaps in the 
final iteration of the dual algorithm (DSA), the extra 
effort involved is not likely to be justified. We may 
however use the initial water value determined from the 
previous iteration· of DSA as our estimate of ~l in Step 3. 
The accuracy of this whole' approach depends on the 
-~t 
accuracy with which we can evaluate l/i in Step 3. Recall 
that ~~t is defined as: 
(SH-37) 
In order to evaluate this exactly we would need 
to know the conditional distribution of n (at least) . 
Since this is not known (nor can be known) in detail, 
we will deal with some approximation to it. We propose 
that, at stage t, the manager be supposed to: 
(a) Forecast one or more future inflow sequences, 
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Vt V£ t+l t+2 T 
n (n =(n ,n , ... n)), and assign probabilities 
to these (all on the basis of whatever information, 
"'it particularly s ,would be available to him a time t). 
(b) Forecast corresponding future price sequences, 
Vt A (n), (on the same basis, especially considering 
~t(si)). 
(c) Use the deterministic trajectory method of Section 
5 4 3 .. vt-l() . . to optlmlze q n for each such sequence. 
Determine ~Q,t on the basis of these optimisations. 
For obvious reasons we suppose that, in fact, only 
one expected inflow/price sequence is forecast at each 
stage. So we simulate the manager undertaking, in each 
future period, a deterministic optimisation on (conditional) 
expected inflows and assume that the water value derived 
is sufficiently close to the true expected value to enable 
a reasonable decision at that stage. This is in accord 
with Theorem (5-4) which assures us that, for a separable 
-problem such as ours, we should make decisions at each 
stage which are optimal in the light of (conditional) 
expected future "prices", in. this case not only the A 
prices, but the multipliers on the st0rage constraints 
t (and hence the water value ~h). Here the extent of our 
departure from the optimal decision for stage t is the 
extent of the error involved in approximating the 
-t t vt"'t 
expected value of water I ~ I by the value, ~ (n (s )), for 
the expected inflow sequence. We could reduce this 
inaccuracy by forecasting more than one future sequence 
(assigning appropriate probabilities) then averaging 
the water values derived from deterministic optimisation 
on each of these. Of particular interest would be 
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sequences which necessitate spill or force a shortage. 
However the scheme which we have proposed seems likely 
to achieve reasonable accuracy while incurring an 
acceptable coreputational burden. 
In practice we will require that the forecasts of 
inflows and prices to be made at each stage do not require 
too much computation. For the inflows, which generally, 
in New Zealand,at any rate, have a relatively small serial 
correlation, we will assume that the manager applies a 
simple Markov lag k model to modify his expectation of 
the inflows. Thus we let our forecast for the expected 
inflow sequence, ~t(gt), be defined by 
for all r ;;;::: t (SH-49) 
\-There the w. co-efficients are determined from some 
J 
hydrological model. We similarly allow the s sequences 
themselves to be modified on the basis of information 
available at the time of the optimisation (i.e. period 1). 
Thus, if it is expected that inflows for the first month 
in the planning horizon will be (say) 10% above the average 
for that month, we will modify the L historically 
observed sequences accordingly. 
The forecasting of energy "prices" of the kind with 
which we are dealing is a rather different matter since 
these "prices II are entirely internal to our algorithm, 
having no direct connection with any externally observable 
phenomena. However we assume that our manager is able 
to study the whole set of prices proposed by the dual 
DSA (which he obviously is). So he is able to form 
302 
estimates of their distribution, especially their mean, 
seasonality and serial correlation. Initial estimates 
of these can be established from a study of the distribution 
of optimal deterministic prices for these inflow sequences. 
We could suppose that the manager uses a lagged Markov 
model similar to that for the inflows. However the price 
sequence will tend to look like that in Figure (7-10). 
Here the price jumps very markedly as each thermal station 
is brought onto (or off) base load. Thus the most 
important characteristic of the future price sequence which 
will have to be forecast will be the period in which each 
such jump is likely to occur. This problem is not 
inherently difficult. However further experience with 
these price sequences will be required before we can 
definitely recommend any particular method for producing 
such forecasts. 
In summary we do not intend to use the most 
sophisticated possible forcasting techniques for these 
future forecasts, but rather simple rules which can be 
carried out efficiently during the process of the 
deterministic optimisation for each stage. So these will 
add little to the computational burden of the algorithm. 
Now we can summarise our algorithm for the (stochastic) 
local hydro problem as: 
(0) Modify the inflow sequences on the basis of current. 
inflow predictions . 
. ( 1) Let: R,=l 
(2) Let: t==l 
(3 ) If t=l, then let ~tt from previous iteration of DSA. 
Vt ELSE (a) Forecast an expected inflow sequence, n , 
Vt At At 
and price sequence, A , on the basis of (~ ,A ). 
(b) Use the deterministic trajectory algorithm 
to optimise the first arc of the future trajectory 
.R.-e-l Vt Vt 
starting from s and assuming A ,n This yields 
-.R.t 
.1jJ • 
(4) Find: q.R.t, via (SH-40) and (SH-23). 
303 
(5 ) Let: 
.R.t 
s (SA-l6) .R.t 
(6) Let: t = t + 1 
If t ~T THEN GO TO ( 3) . 
ELSE GO TO ( 'I) • 
( 7) Let: .R. = .R. + 1 
If .R. ~ L THEN GO TO ( 2) 
L 
ELSE STOP, ~l = I a.R.1jJ.R. . (SH-48) 
.R.=l F 
This process is demonstrated for a very simple 
example in Figure (9-5). 
For this example we have assumed that the inflows 
exhibit no serial correlation and that there is no 
significant variation in (A) prices from those expected. 
For each period we assume that the "manager" makes a 
1 d ·· t h . re ease eC1S10n, q , t en exper1ences an inflow, ~ t , 
l · . t 1 1 t t-l resu t1ng 1n a s orage eve: s = s + ~t _ qt. He 
then determines the optimal deterministic trajectory, 
starting from st, using the expected inflows and prices 
for the remainder of the planning horizon (noting that, 
under our assumptions for this example, these 
expectations are not modified by experience) . We show 
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this management simulated for the first five periods of 
three inflow sequences. The actual inflows are shown 
in Table (9-1). 
We note tha~ since we are only interested in the 
-t 
water value, ~ , in Step 3(c), we need only find the 
first arc of the optimal deterministic trajectory. 
This represents a considerable computational advantage. 
Also, as each simulated trajectory approaches the final 
period, the storage constraints will begin to dominate 
the problem. We propose to imitate realistic system 
operation by abandoning these constraints after some 
period. From then on we assume that the manager will 
ignore the final "target" and aim for a "target" at 
the end of the following year. Thus the requirement 
of essentially complete recourse causes no computational 
difficulty. 
9.2.5 Evaluation. 
It is obvious that,in the new model, we have not 
completely eliminated the bias inherent in the EDF 
algorithms, but merely removed .it a step further from 
the current decision. We expect that the simulated 
future decisions will, on average, be under-cautious. 
However,since a new decision is made at each stage in 
the light of the storage level actually attained at 
that stage, this bias will be compensated. So the 
simulated trajectories represent a false equilibrium 
. with a little less storage than the true optimum. 
In fact, since our simulated future decisions are assumed 
s 
e 
q 
u 
e 
n 
c 
e 
Period 
.. 
2 3 4 5 6 
1 0 0 8 0 2 
2 4 7 10 4 3 
3 9 9 1 12 2 
. 
(expected) 4 6 5 7 7 
(expected inflows for periods 7,8,9 are 5,5,4) 
Note: Figure (9-5) demonstrates our stochastic 
trajectory algorithm as explained in text. 
TABLE (9-1): Inflows for example in gure (9-5). 
-
Lake L Lake L 
Taupo 25 Waitaki 6.5 
Cobb 25 Hawea,. 12 
Coleridge 8.2 Manapouri 6 
~t 
Here L has been calculated as the average over all t of L , 
the number of periods from t to the next active storage 
constraint at the optimal solution as calculated in Section 
7.4. 
TABLE (9-2): Average initial arc lengths. 
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FIGURE (9-Sb): Trajectories at end of second period 
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FIGURE (9-Sd): Trajecto~ies at end of fourth period 
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to be made on the basis of a rather less than perfect 
utilisation of observed information, we expect that the 
derived decisions for the current period will be a little 
over-cautious. However this is a reasonably realistic 
model of future management and should be expected to 
produce current release decisions near to the optimum. 
Further, the slight conservative bias means that the 
results of this model can be applied to the system without 
any fear of prejudicing long-term security considerations. 
This observation applies to any stochastic model which 
assumes that future decisions will be made nonanticipatively 
but with less than perfect accuracy. Such conservatism is 
quite an attractive feature from a management point of 
view. 
The improved realism has been achieved at the 
expense of an obviously increased computational burden. 
In this model we not only have to solve a deterministic 
optimal trajectory problem for each sequence, but also 
for each stage of each sequence .. Thus, if the 
computation time, Tn' for the determination of an optimal 
trajectory for a K period problem is given by TD(K) = aK, 
and we were to continue our simulated management right 
up to time T, the computation time, TS' for each sequence 
would be given 
T T 
lTD (k) = I ak = a 
k=l k=l 
(SH-50) 
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Thus we have that, apart from any time taken by the 
forecasting at each stage, the computation time for this 
algorithm could be (T;l) times greater than that for the 
.EDF scheme 1. However, this estimate is misleading 
because:-
(i) At each stage we only ever have to optimize the 
first arc of the deterministic trajectory based on 
future inflows. The expected length of this arc 
depends on the lake. Consideration of the optimal 
solution to the problem shown in Section 7.5 gives 
the average initial arc lengths shown in Table (9-2). 
Experience with the deterministic algorithm indicates 
that we can expect computation times to be approximately 
proportional to the length of each such arc. 
(ii) The optimal water value for the first arc will vary 
little, and in a predictable way, from period to period. 
So we can use the water value from period t to 
determine the water value for pe.riod t + 1 fairly 
closely. Specifically, from the calculations for 
period t, we will have d:
F (where F is the end of the 
dl/J 
first arc from t) and an expected storage level 
s t+r{EL~}) for period t + 1. The new storage level 
will be: 
s t+l(E{~}) + ~t -E{st} (SH-5l) 
so that, if st = E{~t} (i.e., the expected inflows 
occur), our previously calculated trajectory (and 
hence water value) will still be optimal for t + 1 
v 
(ignoring any change in our expectations about sand 
Xt). However, if (say) ~t > E{~t}, then we will 
need to lower ~ so as to release that extra water over 
the next trajectory segment. 
-t+l 
estimate for ~ will be: 
~t+l = ~t _(~t _ E{St}) 
dsF 
d~ 
Thus our initial 
(SrI-52) 
If the generation functions are, in fact, quadratic1 sF(~) 
will be linear within limits and so this expression will 
often be exact. 
(iii) In view of the above it may often be reasonable to 
suppose that future management blindly follows the 
expected trajectory for more than one period before 
re-optimising. In particular, there are often 
extensive portions of the trajectory in which the 
release is always. at either a maximum or a minimum 
level. In this case there is no point in re-
optimising. This could be used to particular 
advantage on long trajectory arcs (remembering that 
we will eventually take only the final water value 
for the arc into account to determine the initial 
water value) • 
These considerations taken together can be expected to 
considerably reduce the, otherwise formidable, computational 
burden to an acceptable level. The total burden will 
of course depend very heavily on'the number (L) of inflow 
sequences under consideration. Only experience can finally 
determine whether it is better to solve a sophisticated 
model for a few sequences or a simple model for a large 
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number of them. However, if we choose our sequences 
so as to forma good representation of the observed flow 
distribution (and assign appropriate probabilities to the 
sequences so chosen), we would expect the former approach 
to yield better results (since, if a method is biased, 
any number of sequences will not remove the bias). 
Finally we note the similarity between this method 
and the single-reservoir method employed by the Swedish 
State Power Board ([31]). They were able to utilise 
a stochastic dynamic programming method because they 
aggregated all the reservoirs into a single aggregate 
reservoir. They then estimated a set of trial water 
value curves, which t assigned a water value,~ (s), to 
each storage level, st, at time t. (In our framework, 
this involves implicitly assuming serial independence and 
perfect spatial correlation of inflows so that the whoie 
prior sequence of inflows (~t) and decisions (qt) can be 
t At At 
summarised by the present state (s (~ ,g ) of the system) . 
This estimated water value curve is then recursively 
modified by, for each st, simulating "optimal" future 
management for the next twenty periods (or until a 
storage constraint is reached), assuming various (historically 
observed) inflow sequences. t t The new water value ~ (s ), 
is then taken to be the mean of the water values associated 
with the storage levels attained at the end points of these 
simulated trajectories. The "optimal" future decisions 
are (presumably) made under the assumption that the load 
must be met and that the hydro sector can be regarded as 
a thermal plant with fuel cost ~r(sr) for each r> t. 
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This process is continued until the water value curves cease 
to change. An attempt has been made to general this 
system to allow two reservoirs using successive approximations. 
This has apparently met with little success however ([17]). 
9.3 THE STOCHASTIC DUAL 
We are concerned here with the problem of determining 
optimal energy prices in our IIpracticable" stochastic 
model. We know that these can be characterised as the 
A components of the (a.s. unique) saddle point of the 
restricted Lagrangian (SA-32). We can define a "dual 
objective function", P (A), by: 
s· 
P (>..) :::: inf R(z,>..) 
s zEZnN 
= inf 
zEZnN 
00 
00 
I a~ { I 
~=l t=l 
_ A~t( ¥ (f~t _ e~t») 
n m=l mn nm 
P (>..) can be estimated by solving the Lagrangian 
s 
(SA-34' ) 
problem, PSA' • Our restricted dual problem, DSA, can 
be stated as: 
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\ 
Find: sup P (A) 
A s 
such that: A~t ~ 0 for all ~=l, ... L 
n 
n=l, ... N 
t=l, ... T. 
(SA-37) 
(SA-38) 
Note that we cannot use either Theorem (S-3) or Theorem 
(S-4) directly to derive conclusions about the dual problem 
because we are dealing only with the restricted Lagrangian 
and our problem is not separable, since we are, in this 
national model, using the storage constraints to define 
the feasible region, Q(~), rather than incorporating them 
in the Lagrangian. Instead we use the known properties of 
the solutions to our sub-models to determine the nature 
of P s (A) • 
From our consideration (in Section 8.3.4) of the 
structure of the Lagrangian problem used to evaluate 
PS(A) we can restate Ps(A) as: 
L [T N 
Ps(A) = L a~ L L 
~=l t=l n=l 
- A~t( L 
hEn 
_ A~t( ¥ 
m=l 
(SA-34" ) 
Thus: 
a Q, 
= 11 
_ A~t[ L L j=l 
d Q,t* 
gnT 
X d"Q,t 
n 
Q,t*.Q.t* df -ae 
mn nm 
d"Q,t d"Q,t 
n n 
T jr* dgh L L 
r=l hEn d" R:t 
n 
Q,t* 
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dCt ( Q,t) Q,t* 
n gn Q, t* _"Q,t dgnT . 
gnT d Q,t n dlt gnT Q,t* n 
gnT 
]- Q,t* L gh (SA-39) hEn 
~[ H* L Y (fQ,t* Q,t* _ DQ,t = - 11 g + gh + - e ) nT I mn nm n hEn m= 
L 
+ "Q,t [ I L n hEn j=l 
T 
L 
r=l 
jr* 
] dgh d"Q,t n 
for all Q,=l, •.• L 
n=l, .•• N 
t=l, ••. T 
(SA-40) follows since we have, from the solution to the 
thermal and 
Either: 
Or: 
exchange sub-problems, that, firstly: 
. Q,t* 
Q,t* {t -t } ~ dgnT gnT E9nT , GnT = 0 dA 
n 
(SA-40) 
(SA-41) 
(T-2) 
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So: 
Secondly: 
Q,t* {t Either: e nm £ ~nm' 
= 0 
for all n=l, •.• N 
Q,= 1, .•. L 
dfQ,t* 
nm 
dAQ,t 
n 
(SA-42) 
= 0 (SA-4 3) 
N [ So: L A~t 
m=l 
df Q,t* -de Q,t* 
mn nm 
dAQ,t dAQ,t 
n n ll= a 
(SA-45) 
for all n=l, ..• N 
Q,=l, ... L 
t= 1, ... T • 
Thus the contribution of the thermal, demand and 
exchange systems to the Hessian,H{A),will be just as in the 
deterministic case (for each sequence Q,). 
Ignoring the hydro sector, the Hessian breaks up as 
before into (LxT) blocks from the leading diagonal. Each 
of these blocks is of size NxN and can be dealt with separately. 
However the hydro sector introduces a complex interaction 
between periods and sequences, while the nonanticipative 
'nature of the decision process destroys the symmetry of the 
interaction. This is because, for sequence Q, say, the 
future prices, AQ,r(r > t), only affect the optimal 
n 
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decision, q;t* (at period t), indirectly, through their effect 
tt tr} on the expected future prices, E {A (exactly as do the 
n 
future prices Ajr of the other sequences) . On the other 
n 
hand the past prices, ~tt, affect the decision through the 
n 
tt 
effect they will have had on the storage level, sn ' (at 
time t), and the expectations at time t about future prices 
Also~ the prices, :~~t, corresponding to 
other sequences will have a lesser effect on the storage 
level (through their effect on earlier decisions via the 
water values expected at those earlier periods) . These 
interactions are expressed in the gradient vector by the 
terms: 
L T 
I I j=l r=l 
for each n=l, ... N 
t== 1, ..• L 
t=l, ... T 
(SA-40 }H 
When this term is differentiated again it will result in 
terms dispersed throughout the Hessian matrix. In 
Section 6.3.6 we have described a method to account for 
the equivalent terms in the deterministic Hessian.' There 
we found that, in certain cases at least, we could ignore 
the inter-period interaction and deal with each NxN block 
separately. We noted that, in practice, this method 
converged rather slowly and outlined a modification which 
has proved to converge very quickly. Here the terms 
involved will, generally, be smaller and more diffuse. 
We intend to adopt a similar strategy for the stochastic 
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price adjustment process to that adopted for the 
deterministic process. Only experience will enable us 
to decide whether or not some modification is desirable 
in order to speed convergence. 
9.3 C0t:-ICLUSIONS 
We have discussed some ways in which the theoretical 
model discussed in the previous chapter could be 
approximated so as to be solvable in practice. We have 
seen the biases inherent in the two, otherwise attractive, 
EDF schemes. A more accurate model of the local hydro 
problem has been developed which should produce realistic 
solUtions while still being feasible computationally. 
Finally we have discussed the dual problem of adjusting 
the regional energy prices. 
An important inference from this theory is that, .given convex 
marginal costs, we nay use a pair of rrodels, one 'under-anticipative';, 
the other "over-anticipative" to determine the range 
in which the true stochastic optimum must lie. Such a 
range is in many ways more useful for the purposes of 
long-term scheduling than a single estimate, no matter 
how accurate. Further, the extent of the range 
allows us to evaluate the maximum gains which could 
result from more sophisticated stochastic models. In 
this way we may hope to reach a reasonable balance 
between accuracy and costs of development and computation. 
Such studies have been initiated at NZED, using a simpler 
single-reservoir model due, primaril~ to Boshier. (This 
approach is discussed in [ 48 ] , where the two types 
bf policy are referred to as "stupid" and "cheating") . 
CHAPTER 10 
ECONOMIC IMPLICATIONS OF THE MODEL 
10.1 INTRODUCTION 
The model we have developed has, as its primary 
objective, the determination of optimal policies for the 
internal operation of an electrical supply system. Our 
concern in this chapter is with the interaction between 
the electrical system and the remainder of the economy_ 
Here our decomposition approach yields an additional bonus. 
In a market economy the various units interact by means of 
prices. In our model we have treated the electrical system 
as a competitive economic system using prices to co-
ordinate the decisions of (hypothetical) profit maximising 
managers of the various components of the system. .Our dual 
problem can in fact be heuristically summarised by the 
statement: 
"We find energy prices such that the optimal response 
of the supply system to these prices satisfies the 
demand" . 
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At various points we have suggested economic 
interpretations for these prices and policies. Here we discuss 
some ways in which they can be utilised for purposes other 
than scheduling. The contributions of this approach 
fall in two major areas. The first contribution is to 
development studies where our prices can be used to 
estimate the worth of any proposed development. The 
second, and perhaps more important, contribution is to the 
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setting of those prices over which the utility has 
direct control. Of these,the most important in our 
context are the prices paid by consumers. In Section 
10.3 we develop a more general model to determine such 
optimal tari 
10.2 DEVELOPMENT STUDIES 
Every electric utility is continually faced with the 
question: 
"What new plant should be installed? when? where? 
and of what type?" 
This question is particularly complex when the structures 
under consideration have uses other than electricity 
generation or when there is a conflict of interest between 
electrical and other interests. For instance, in New 
Zealand/there are schemes currently under consideration 
or construction involving combined irrigation and 
generation (Rakaia), the diversion of water from electricity 
generation for irrigation (Upper Waitaki Basin), and the 
flooding of highly productive agricultural land to enable 
electricity generation (Upper Clutha) . We wish to be 
able to determine the overall net benefit from such schemes, 
taking into account the costs and benefits to all potential 
and actual users of the resources. 
Our model can be used to provide information 
relevant to these decisions in two ways. Firstly, it is 
possible to use this, or any other, scheduling model in a 
simulation role. Thus, if we optimise .system operation, 
given the demand for some target year, with and without the 
proposed development, or with various alternatives, we can 
easily determine the contribution of the development to 
the system. While this may be appropriate for major 
projects it is likely that a much simpler model will give 
similar information at a lower computation cost. 
Secondly, we can use the prices developed by this 
model directly,to identify areas of need or to evaluate 
in detail the contribution of any new scheme. Since the 
aim of optimal system operation is equivalent, in our 
model, to cringing the prices throughout the system and the 
planning horizon as near as possible to equality (thus 
minimising transmission losses and thermal costs), we can 
use any differences in these 'prices' to recognise 
situations where the installation of further plant may be 
appropriate. Thus overall high prices in a region may 
indicate the need for more base load plant, while a 
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large difference between peak and off-peak prices would 
suggest the need for more peaking plant or, if appropriate, 
pumped storage plant. Similarly, a large price difference 
between adjacent regions in the same period indicates that 
the installation of further transmission lines could be 
justified on economic grounds to lower losses or alleviate 
a bottleneck. Again, a large difference between prices (or 
equivalently water values) in different times of the year 
in the same region would indicate the desirability of 
further long-term hydro storage capacity in that region. 
Further, suppose that we have a specific proposal. 
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In evaluating the proposal it would be most useful to 
be able to put a cash value on its potential contribution 
to the total system. For the NZED system, there is at 
present no direct connection between the tariff revenue 
from energy sales and either bhe cost of producing the 
energy or the benefits derived from its use. So this 
revenue is quite irrelevant as a meaSure of the 
contribution of any scheme. Provided that the scheme 
under consideration is not so large as to significantly 
alter the energy prices, we can use the prices developed 
by our model (and hence, strictly speaking, only relevant 
to the system as modelled) to evaluate the contribution 
of the scheme. For instance, we could very quickly 
evaluate the contribution from a small hydro scheme, 
running a local hydro model if necessary to determine 
an optimal generation pattern. 
We can similarly evaluate the economic benefit from 
a proposed new transmission link by considering the gains 
given by: 
t* 
e 
nm [ A~ (l-dL nm ) -A!] det nm (P-l) 
de t nm 
e 
nm 
0 
Where t* is determined in the usual way. e 
nm 
For a pumped storage scheme we can make a similar 
calculation, considering the price difference between 
periods at the one site (see [ 51 ]). 
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Thus the prices developed in the solution of our 
scheduling problem can be used to give useful insights 
into the development needs of the system and also to 
provide detailed information on the worth of specific 
proposed developments. 
10.3 THE OPTIMAL TARIFF PROBLEM 
10.3.1 Introduction , 
There are two sets of prices within the control of 
the utility: the price it pays to independent suppliers 
of energy and the price which it charges to consumers. 
In New Zealand there are a number of small generating 
plants under the control of independent concerns (generally 
county councils or major industrial plants) which supply 
energy to the national system at rates determined by the 
NZED. In order to determine appropriate rates we must 
consider the real value of the contribution made to the 
national system. This can be derived, exactly as for 
a plant owned (or proposed) by the utility, from the 
energy prices supplied by our scheduling model. Of 
course it is not feasible to set a rate which varies 
hour by hour, as these prices may, but this information 
gives us the basis on which to set practicable rates which 
reflect the real value of the energy supplied. 
In order to accurately res.o1ve the question of 
appropriate tariffs for consumers we need to generalise 
our model. The remainder of this chapter is devoted to 
this problem, the "optimal tariff problem". 
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10.3.2 The Situation 
In recent years there has been a sharp rise in the 
price of oil coupled with the realisation that reserves 
of all fossil fuels are limited while new energy 
producing technologies may not be as attractive as might 
have been supposed. These considerations have focussed 
attention, not only on energy conservation in general, 
but on the question of the optimal balance between the 
use of various resources and technologies. This is 
particularly so in New Zealand,where virtually all oil 
must be imported while coal, and now natural gas,are 
available locally and electricity has traditionally been 
generated largely from hydro-electric plants. One 
important mechanism by which this balance may be changed 
is that of price manipulation. 
The NZED was previously,[ 44 ],empowered to: 
"Secure or promote ... A continuous programme of 
works providing adequate supplies of electricity" 
([ . 44 ],S.7) . 
Here the adequacy of supply was, apparently, to be 
measured by the (exogenously determined) "need for 
electrici ty II ([ 44 ],S. 7) . However the terms II secure or 
promote" have since,[ 45 ],been modified to "arrange or 
execute" while the department has been charged with the 
additional task, to: 
"Undertake or promote measures to achieve 
greater economy and efficiency in the use of 
electricity as a means of reducing the future 
rate of growth of electricity requirements" 
([ 45 ],S.3). 
A general or selective increase in tariffs would be 
one obvious measure. Once the use of tariffs to modify 
demand has been accepted in principle we have a 
potentially very complex probl~m. On the one hand we have 
the question of balancing the use of various energy 
technologies. Should the electricity price be increased 
so as to cut demand and reduce the amount of fuel oil 
consumed, or lowered sO.as to encourage the installation 
of electric rather than oil fired equipment? Many of 
these questions are really beyond the scope of the 
electric utility's decision-making, requiring a more 
general, though necessarily less detailed, model of the 
energy sector. 
A New Zealand energy model 'has been developed ([ 57 ]). 
We do not concern ourselVes with this problem. 
On the other hand we have the possibility of modifying 
the form of the load curve by setting tariffs which vary 
according to the time of day, or season, or for 
different regions or types of load. This already 
done to'some extent in New Zealand. . Some large industrial 
concerns have special contract,s for agreed loads at 
reduced prices, while some domestic loads, such as water 
heating, are supplied at a reduced rate at the option 
(within limits) of the local supply authorities (via 
the "ripple control" mechanism) . Also, the local supply 
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authorities are charged according to a formula which 
takes some account of the height of the peaks in each 
month. 
We concern ourselves here with this latter problem. 
That is, we wish to find tariffs which will result in 
efficient production and utilisation patterns for 
electricity (assuming fixed prices for other fuels). 
Much has been written on this subject. We will not 
attempt to catalogue or analyse the approaches taken 
by others. Our intention is to give a broad indication 
as to the way in which our long-term scheduling model 
may be modified so as to give much insight into the 
structure of optimal tariffs. 
10.3.3 A Price-Elastic Schedul~ng Model 
How could we use the model of Chapter 2 (or the 
stochastic version of Chapter 8) to determine. optimal 
tariffs for electricity? Firstly, we have noted that 
these models do, in fact, directly manipulate energy 
prices (\), arriving at 'optimal prices' for each load 
segment appropriate to each region and period (and to 
each historical streamflow sequence in Chapter 8). At 
first glance we might conclude that these are the prices 
we require. However, we recall that these prices were 
derived under the assumption of fixed demand and our 
task here is to modify demand. Thus we need some model 
which includes the customer's reaction to the prices 
set. In this model we must again search for an 
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equilibrium where the 'prices' are set so that supply 
and demand for electrical energy are equated and energy 
is produced, transmitted and utilised optimally. 
In economic terms, our long-term scheduling model 
corresponds to the situation shown in Figure (10-1). 
Here we adjust prices so as to match supply, g*(A), to a 
fixed (inelastic) demand. Now the optimal tariff problem 
corresponds to the situation in Figure (10-2). Here we 
have a price-elastic demand curve (d*(A)) and we wish to 
find a price, A, which matches supply and demand at D. 
(Note that, so as to conform to the conventions adopted 
for the scheduling problem, the orientation of the "price" 
and "quantity" axes in these figures is the reverse of 
normal economic practice) • 
We deal with a model identical to the complete model 
(PC) of Section 2.1 except for the following modification. 
We require the existence of a concave increasing 
social benefit function B(d) ( h d (dr )r=l, ... R were = . 
la i£I, a=l, ..• A 
i and r having their usual interpretation and a=l, ... A 
indexing the alternative types Of energy use (e.g., domestic, 
industrial)) • r So d. is the demand for energy for use a, la " 
in instant r, at node i. This energy has decreasing 
marginal benefit as in Figure (10-3). 
We ignore the practicalities involved in the 
empirical derivation of such a function because we shall 
never in fact need an explicit formula for it. Its 
existence (and form) is sufficient to guarantee solutions, 
while all of its characteristics required by the solution 
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procedure are in fact observable (see Section 10.3.4). 
Note that we have not yet made any assumption about the 
separability of B - we leave this until it is required. 
We can also place limits on the acceptable 
variation in·d: 
D7 ~d7 
-la 1a 
And define: 
A 
d~' = I 
1 a=l 
a 
for all , ... e A 
i£1 
r=l, ... R 
for all i£l, r=l, .•. R 
(P-2) 
(P-3) 
Discussion of appropriate limits and benefit functions 
is left to Section 10.3.4. We continue with our 
exposition of the model. 
Our objective is now to maximise the net benefit 
from the electricity sector, so we can state our optimal 
tariff problem, PP, as: 
[B (d) 
R (g~T) J Find MAX - I I C7 (P-4) 
g,e,d r=l iEl 1 
Such that: 
A 
r r I r r I d7' ~ 0 for all iEI giH + giT + (f .. -e .. ) -jEl J1 1J a=l 1i'l 
, ;) • ~ R 
(P-5) 
D7 ~ d7 ~ -r for all iEI D. 
-la 1a 1a 
, .... R 
a=l, .•• A {P-2 } 
r ~ r ~ -r for all i,jEI E .. e .. E, , 
-lJ 1J 1J 
, ••• R (P-6 ) 
r ~ r ~ -r for all iEl G'T giT GiT -1 
I .... R (P-7 ) 
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g * g (A) 
D~------~~----------------.. ~ D 
A 
in the scheduling X FIGURE (10-1),: Supply and demand 
rrogram. 
g 
g* (A) 
-D 
----.... d* (A) 
FIGURE (10-2): Supply and demand in the tariff program. 
B B (d) 
FIGURE (10-3): The benefit function. 
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for all hEf{ (P-S) 
Let Zp ; {(g,e,d) satisfying (P-2), (P-6) - (P-8)}. 
It is clear that this problem satisfies the same 
conditions as did PC (maximising a concave objective rather 
than minimising a convex one) . 
Thus we can form the Langrangiah: 
,£ (g,e,d)=B(d) - I I [C:,(g~T)-ll~(g: +g7H+ I (.f~,-e7,)-d~/'] p r=l ' 1 1 1. 1. lT 1. '81 J1. 1.J 1.) 1.8 ., J 
(P-9) 
Define: 
Pp(ll) = MAX '£p(g,e,d,ll) 
(g,e,d)cZ p 
(P-IO) 
Now we have the dual problem,DP: 
Find MIN Pp(ll) 
II 
such that: ll~ ~ 0 
1. 
for all i8 1, r=l, ... R (P-Il) 
This can be solved by the same basic algorithm as was PC. 
That is: 
1. Set II 
2. Determine Pp(ll) by solving pp' (the Lagrangian 
problem) 
3. If converged THEN STOP. ELSE GO TO(4). 
4 . Adj us t ll, GO TO (2) . 
How much more difficult to solve is this problem than PC? 
The extra burden depends on the form we assume for B(d). 
We look first at Step 2. Whatever form we assume, 
the Lagrangian problem, PP' , may be decomposed into the 
following sub-problems: 
PT - Nodal thermal problems (as for PC' ) 
PH - Local hydro problems (as for PC' ) 
333 
PE -Inter-nodal exchange problems (as for PC I ) 
PD - Demand problem. 
The problems PT, PH and PE can be handled by the 
techniques of Chapters 3 - 5 so we turn our attention to 
PD,the demand problem. This may be stated as: 
[ R A] Find MAdX (B (d) - I I jJ7 (I d7)J 
r=l ieI 1 a=l 1a 
(P-12 ) 
Such that: r ~d D. """ . 
-1a J.a 
___ -r 
.... D. 1a for all iel 
r=l, •.• R 
a=l, •.• A (P-2) 
One can imagine a great variety of possible forms for 
B (d) • For instance,we could take into account such 
factors as equipment purchase decisions based on high 
consumption in some periods leading to greater benefit 
from consumption in others. The empirical estimation of 
such functions would be very difficult. We assume here 
a very simple form for B(d), for which the solution of 
problem PD is feasible, both from a theoretical viewpoint 
and because the necessary data is readily available. 
Later in this section we consider the impact of more 
general forms. In the meantime we will assume that B(d) 
is completely. separable and differentiable. 
That is ~ 
R A 
13 (d) = I I I B 7 (d7 ) 
r=l iel a=l 1a 1B 
(P-13) 
Then problem PD is obviously decomposable into IxAxR, nodal 
instantaneous demand problems, PD7 , for various types of 1a 
334 
energy use. 
Problem PD~ may be stated as: la 
Find MAX B~ (d~ ) r d: -]1. la 1.a 
d~ 1 la la 
Such that: D~ ~ d~ ~ Dr """ . 
-la la la 
~r 
This is easily solved by finding d. such that: la 
Then setting: 
~r 
d. la 
r 
= ]1. 1. 
r* ~r r -r d
1
· a = MIN { MAX { d. , D. }, D. } 1.a -la la 
(P-12) ~ la 
(P-7)~ la 
(p-14) 
(P-lS) 
In economic terms this corresponds to the consumers 
maximising their benefit from use of electricity by 
equating their marginal benefit with the marginal cost, ]1. 
Note that this solution procedure requires no knowledge 
aBr 
of B~ ,but only of ~ - the estimation of which is la ad. 1.a 
considered in Section 10.2.3. 
r* r So we can determine d. for each ]1. and hence obtain la 1 
. r* r 
a "demand response" function, d. (]1.). These instantaneous la 1. 
nodal solutions can, if desired,be aggregated and tabulated 
exactly as for the hydro, thermal and exchange problems. 
We now turn our attention to the dual problem, DP. 
Just as for Pc we have that: 
(a) Pp(]1) is differentiable for all ]1 > 0 
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r* •. r r* \' [r* r r r* r r)] rAft r 
=g'T{jJ·)+g·H{ll.}+ L f .. (ll.,jJ.)-e. ,(jJ1"jJ], -<1.1' (]J,) 1 1 1 1 . 1 J1 J 1 1J ~ Je 
Hence: 
r* r* dgiT dgiH + 
r r djJ, (llli 1 
d r* giH 
d2 Pp {jJ) s djJ. 1 
= r s djJ. djJ. 1 J df~~ r* de .. 
-----.1.!. _ ~
r r d 11 . d 11 • J J 
o 
[djJ: + I -je1 1 
r* dd:'* de .. 
~ ]- -+ r djJ. djJ. 1 ' 1 
if i=j 
rrfs 
if ir~j 
r=s 
(P 16) 
if i=j 
r=s 
{P-17} 
(P-18) 
(P-19 ) 
(P-20) 
Thus the Hessian matrix,Hp{jJ}, has exactly the same 
structure as -[He{ll)], the only difference being the addition 
( 
dd+"'\ 
of the ~) terms on the leading diagonal. 
dlli 
These terms, being always positive, will have the 
effect of enhancing the convexity of the Hessian and thus 
improving the convergence properties of the technique. 
In fact,while 0: < d:'< 0:, there will always be at least 
-1 1 1 
a gentle curvature on the dual objective function, Pp{ll}, 
and hence the modifications suggested earlier to the 
thermal response curve to achieve this would be 
unnecessary_ Note also that, again, we do not require 
ad~'* 
any knowledge of B{d), but only of ~ the evaluation 
r ' dll· 1 
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of which is discussed in Section 10. 3. 4. 
It is in fact difficult to obtain detailed 
information on the benefit function, so that the 
model outlined above should be sufficiently accurate 
to capture what we know of the reaction of consumers 
to prices. However a more accurate representation 
can be incorporated into the aggregated version of 
this model without much difficulty. In line with 
Section 2.4 we may divide our planning horizon into 
periods and our nodes into regions. Then 
we may form an aggregate model in which we ensure 
that aggregate constraints are met by adjusting "aggregate 
'II t 'I d' ( r) re: t b d . d prlces. De al e prlces, ~.. , may e erlve 
1 le:n 
from these aggregate prices. Suppose that the benefit 
function and constraints are separable between regions 
and concave, that is: 
and: 
N T 
B(d) =L L 
n=l t=l 
r s 
ad, ad 'b la J 
~ 0 for all r,se:t 
i,je:n 
a,b=l, ... A 
(P-2l) 
(P-22) 
. t Then problem PD will be reasonably easy to solve and 
n 
the results may be aggregated and used to summarise the demand 
response. Also, the dual algorithm, dealing as it does 
with aggregate prices and quantities for regions and 
periods, will be no less amenable to solution than in the 
case of completely separable benefit function. This 
approach could be used in a limited fashion, say, to 
model the interaction between the benefit arising from 
using peak and off-peak energy for domestic water heating 
while leaving the rest of the benefit function separable. 
Obviously one could increase the extent of the 
inseparability so as to model inter-regional or inter-
period interaction, with a corresponding increase in 
difficul ty for both the Lagrangian problem, pp', and the 
dual,DP. 
Of course all of this can be extended into a 
stochastic framework (as in Chapter 8), with different 
prices appropriate to different streamflow sequences 
(and/or demand sequences). Such weather dependent 
pricing is unlikely to be acceptable in practice but 
see Section 10.4 on this. 
10.3.4 The Benefit Function 
As has been pointed out,we do not require the 
evaluation of B(d) at any stage in our solution procedure. 
We only require: 
(i) aB: la 
ad:' la 
r 
dll' 1 
- in order to solve the demand sub-problem PDra 
- in order to solve the dual problem OP. 
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If we knew , we could easily derive from 
r the solutions of problem PD .. 
la 
A suitable estimate for 
could be found from a more general model of the 
energy sector such as that of [57]. We prefer, however, 
to derive 
We take as our measure of socia.l welfare the "consumer's 
surplus", defined by: 
R A 
B(d) = I I I 
r=l it. r a=l J dO~a r* -1 [Dia ] (x)dx (P-2 3) 
Where demand for use a at node i in instant r is given 
r* r by the function D .. (~.). 
la 1 
r* -1 Thus [D.] (x), the inverse demand 
la 
function, gives the price which category a users at node i 
would pay for the xth unit of electricity supplied in 
instant r. 
This approach is standard in partial equilibrium analysis 
and has been used in a number of previous studies on the 
electricity sector (e.g., [40], [59] and [65]). It involves 
the assumption that "income effects" are not significant. 
It has been shown, however, that the errors involved in this 
approach are quite small ([66]). We must also assume that 
there are rio "externalities" involved and that the benefit 
to society may be measured by the sum of the benefits to 
individuals. This assumption is reconsidered in Section 
10.4 
The advantage of this approach is that the properties 
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of B which we require can easily be derived from available 
data. 
Firstly, it is clear that: 
(P-22) => 
~r 
d. 
la 
In other words, the marginal benefit derived from 
(P-24 ) 
-r 
consumption at level d. can be measured by the price which 
la 
consumers are prepared to pay at that consumption level 
r (cf. problem PD. ). la 
r* The demand function, D. can be la 
determined from historical data. Suppose, for instance, 
that p is the estimated price elasticity of demand and 
ro . d d ro ~. , the current price level, leads to deman .. 1 la Then, 
assuming constant elasticities, we would have: 
(Here the elasticity, p, is defined by 
p = ~ dD*(~) 
d d~ 
Further, if we assume consumers to be rational and 
(P-25 ) 
(P-26) 
consistent, we can deduce their future reactions to tariff 
changes 
r* 
from their past reactions. Thus we can derive 
ad. 
la 
r a~. 
from historical records either directly or 
1 
indirectly via the elasticity, i.e., 
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(P-26) =* (P-27 ) 
In order to implement this approach we only require 
an estimate of the elasticity, p. The data to enable 
such an estimate is generally on record and, in fact, such 
studies have been done. [60] gives elasticities for 
residential demand in each region of New Zealand, while 
[15] deals with national elasticies (for residential demand). 
This latter study estimates a short-term elasticity of the 
order of -0.1 and a long-term elasticity of about -0.45. 
This difference arises via the following mechanism. In 
the short term, consumers are unable to change their 
equipment and can only change their consumption to a 
limited extent. For example, an all-electric household 
must use electricity for heating, or freeze, no matter what 
the price of electricity. However, in the longer term 
the consumers are free to change their consumption to a 
far greater degree because they can change their equipment 
(e.g., by installing oil-fired central heating). Thus 
long-term elasticities are much higher than those 
for the short term. We should use the elasticities 
appropriate to our planning horizon. 
The magnitude of the short-term elasticities 
has been confirmed by recent experience at NZED. 
Tariffs have successively been raised by 40% and 
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40% again. The resultant short-term fall in demand 
was about 4% in each instance. Records have been 
kept from which more detailed elasticities or 
estimates could be computed if desired. Thus it 
may be seen that all relevant properties of B{d) may 
readily be determined on the basis of available data. 
We turn our attention to the limits D and D. These 
are most naturally seen as limits to the acceptable 
growth or decline ln demand for electrical energy. 
Such limits could be imposed, for instance, by 
limits to expansion, government policy on fuel imports, 
concern for conservation or the political acceptability 
of rationing. In general they will reflect decisions 
beyond the scope of our study. For example, in 
the short run we may wish to hold demand to at most 
its present level, but consider that any more than 
7% "rationing" is unacceptable. So we would have: 
(P-28) 
for all iEI 
a=I, ... A, 
r=l, ... R. 
~lhere dO. r l~S th ~ d v' e CLe~an at current prices. la 
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We must also exercise care as to the interaction 
between this provision for demand modification and the 
provision made, in our extended thennal response curve, for shortages. 
We must ensure that thermal "production" never moves into 
the "shortage" region before the lower demand limit, D7 , 
-la 
is reached. This can be achieved by making the shortage 
cost greater than the marginal benefit from consumption. 
10.4 CONCLUSIONS 
In order to find "optimal" tariffs we have introduced 
a separable concave increasing social benefit function l B (d), 
representing the benefits from consumption of electrical 
energy for various end uses, at various times, in various 
places. This has allowed us to form a. problem (PP) which 
we can decompose in a manner similar to that of the 
earlier (fixed demand) model (PC). The resultant problem 
structure is shown in Figure (10-4). Neither the dual 
problem (DP) nor the Lagrangian problem (PP') are 
significantly more difficult to solve than their fixed-
demand analogues (DC and PC' ) . This model could be 
approximated by aggregating instants and nodes to get a 
model involving periods and regions. This could be solved 
in the same way as PA, utilising more complex "response 
surfaces" derived from the hydro, thermal, exchange and 
now demand sub-·models. These sub-models can be 
generalised/within limits, to allow for non-separable cost 
or benefit functions,without disturbing the dual 
iE3C 
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FIGURE (10-4): Decomposition of the tariff problem. 
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optimisation. The model does not require the explicit 
evaluation of the benefit function, but only of certain of 
its characteristics which can be deduced from available 
data. 
Thus we can arrive at a solution to our model, but 
what interpretation should we place on these "tariffs" 
and their associated schedules? They are, to the extent 
that the cost function is accurate and social welfare 
is in fact represented by our benefit function, "socially 
optimal". In other words the schedules so derived are the 
best balance between production cost (as measured by C(gT) 
and benefit to society (as measured byB(d)) from 
consumption of electrical energy. The tariffs derived 
are the best tariffs in the sense that rational 
consumers faced with these tariffs will consume energy 
according to the best schedule, and a profit maximising 
utility, ced with these tariffs, would produce energy 
according to this same schedule. However, we may 
legitimately question the accuracy of both C(gT) and B(d) • 
rstly, C(gT) reflects only the fuel costs not the 
capital or running costs. However, provided that these 
other costs do not depend on the level of production, 
they are not relevant to the problems of scheduling or 
setting tariffs in an existing system. Their impact is 
in the area of development and staffing. To the extent 
that costs (e.g. maintenance) are proportional to 
production, they can, in fact, be incorporated in cost 
functions. The inclusion of such costs need not 
3ll.S 
disturb the structure of any of the sub-models. 
Secondly, in our derivation of B we assumed that 
there were no "externalities" involved. Thus each 
consumer received all the benefit from his own consumption, 
no other consumer receiving any benefit or suffering any 
penalty therefrom. Thus his "selfish" decision (cf. 
problem PD) is "socially optimal". 
The tariffs determined by our model will favour 
"considerate" users who do not strain system capacity 
by using power at peak times or in regions where production 
is expensive. They do not, however, make any concessions 
to social welfare, energy conservation or regional development 
considerations (except inasmuch as these are reflected in 
fuel costs or consumer preferences) . For instance, since 
it costs just as much to supply power to old age. pensioners 
or to key local industries as to any other consumer, these 
groups would not receive any concessions from our tariffs. 
These tariffs would maximise both the profit to the 
utility and the direct benefits to users. However, if the 
pricing of energy is to be used as an instrument of 
government policY,we must modify our model so as to reflect 
the relevant externalities. Such price manipulation seems, 
in practice, to be determined on the basis of rather 
subjective criteria. As an example, suppose that the 
Government has decided to charge special tariff, r a )lia 
10% lower than r electricity used for a,at )l . , on purpose 
1 
node i, in instant r. Then this corresponds to assuming 
that the total social benefit from this consumption, Bta 
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is, on average, 11% higher than the direct benefit to 
the consumer. That is~ 
(P-29 ) 
Now, if we were to use B,.r (d: ) in olir model in place of J.a J.a 
r (dr ) bl PDr, . . d~r h B. . , pro em J.S solved by fJ.nding . such tat: J.a J.a J.a J.a 
~r d. J.a 
or, equivalently: 
aB: (d: ) J.a J.a 
ad: J.a ~r d. J.a 
= 
r 
= 11· J. 
1.11 
r Here the consumer, faced with a lower tariff 11 ia , 
(P-30) 
(P-3l) 
increases consumption to its "socially optimal" level, 
the increased production cost to the system being 
balanced by the increased benefits to persons other than 
the immediate consumer. 
Any tariff concession or surcharge involves, 
explicitly or implicitly, a modification to the social 
welfare function as derived from observed consumer 
behaviour.· Decisions as to· appropriate modifications 
for this kind of purpose are beyond the scope of our 
study. However, where such modifications have been 
exogenously determined, they can be translated directly 
into the demand model as in the example just discussed. 
Thus the benefit function in our model may be modified 
so as to be an accurate reflection of social welfare as 
perceived by the legislators. Then the (modified) 
"optimal" tariffs and schedules found by our model will be 
the best possible (as measured by the criteria laid down) . 
So they are, in theory, the tariffs we require. 
However, this optimum is in fact unattainable 
because of the practical impossibility of setting tariffs 
which vary widely according to the time of day, season 
and location of the consumption (and even according to 
the weather) and are, moreover, revised at regular 
intervals. 
Even if such a flexible tariff structure were 
imposed,the consumers at large would not be capable 
of optimising their consumption to it and so would not 
consume according to the 'bese' schedule. In fact some 
simple pricing formula must be worked out on the basis 
of these prices so as to produce an approximation to the 
optimal consumption pattern. However, in order to 
satisfy this new consumption pattern, a new production 
schedule, and hence a new set of optimal tariffs, will be 
needed. This gives rise to a new approximation to the 
optimal tarriff and yet another consumption pattern and 
so on. Thus, while our model now answers the question 
"What is the theoretical socially optimal price pattern 
for electrical energy?", and so gives a good basis from 
which to determine the best form and level for a 
realisable tariff structure,it does not quite answer the 
question - !lIf,on the basis of production costs, we set 
tariffs of a particular form, what will the resultant 
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optimal demand/transmission/generation schedule be 
(assuming rational consumers and production)?" 
If we wished to answer this question exactly we could 
modify our model so that, having set our A prices, we 
derived from them,not only a detailed price curve, ]J(A), 
but a realisable tariff, a(A) say. We would then solve 
the demand problem,PD,for this price curve rather than 
for II or A. This requires little more computational 
effort in the solution of the modified primal. However 
it destroys the separability of the demand response function 
in the dual. Thus the terms associated with this, rather 
than being concentrated on the leading diagonal, are 
scattered diffusely throughout the Hessian. They are, 
however, correspondingly small and could, perhaps, be 
safely ignored or dealt with as were terms resulting 
from inter-period interaction in the hydro system. If 
the function a(A) is convex and differentiable then 
* * d (A) (=d (a(A))) will be convex and differentiab and 
the dual solvable. 
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APPENDIX A - THE EDF MODEL 
A.l INTRODUCTION 
The intention of this appendix is to summarise the 
approach which Electricite de France (EDF) have adopted 
to the long-term scheduling problem. It is essentially 
a condensation of Section 5 and Appendix C of our earlier 
survey paper [17]. This, in turn, was based primarily 
on a collection of internal reports supplied by the EDF. 
We have adapted the notation of [17] so as to conform 
as far as possible with that of this thesis. A summary 
of the additional notation required may be found in the 
appropriate section of Appendix B. 
Over the years EDF have tried a number of approaches 
to the long-term scheduling problem. A number of 
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variations to each basic approach have also been suggested. 
Here (and in [17]) we describe two integrated systems 
which contain the ideas on which we have based our approach. 
We restrict our attention here to the mathematical models -
the interested reader is referred to [17] for a discussion 
of their implementation and some evaluation of their merits 
and deficiencies. 
A.2 SUCCESSIVE APPROXIMATIONS: GRAF. 
This approach, reported in [1 J, is based on the 
trajectory method described in Section 5.4.3. We will not 
repeat that discussion here. We will,howeve~ describe 
the way in which that method may be extended so as to 
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model a multi-reservoir system with stochastic inflows. 
In the GRAF system successive approximations are used 
to generalise the trajectory method to handle several 
independent reservoirs. That is,assuming trajectories 
for all but one reservoir, the conditional optimal tra-
jectory for that reservoir is determined. This 
conditional optimal trajectory now becomes one of the 
assumed trajectories and a new conditional optimal 
trajectory is determined for another reservoi~, etc., 
until all reservoirs have been evaluated. This 
constitutes one iteration of the optimization procedure. 
Additional iterations are made until the trajectories 
of successive iterations differ by less than some 
specified tolerance. The trajectories found at the 
last iteration are taken as the optimal trajectories. 
If the Uprofit" functions of all river systems are concave, 
this procedure will converge to the optimal solution. 
The number of iterations required is usually· small, 
i.e., rarely exceeds three or four, if the number of 
independent river systems is small. The better the 
initial assumed trajectories, the fewer the iterations 
needed to find the optimal solution. 
A similar approach could also be applied to multi-
reservoir river systems. In this case however 
convergence is not rapid. 
Because of the non-linear nature of the thermal 
cost functions, deterministic optimisation on average 
inflows does not yield an appropriate policy for system 
operation in a stochastic environment. In 20 ] 
the following approach is used in order to represent the 
stochastic nature of the problem. Each of the L 
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historically observed sequences of yearly streamflows is taken 
as a dependent sequence. Correlations are thus 
maintained. This set of L sequences is considered as 
representative of future streamflows. The optimal 
(deterministic) trajectory is determined separately 
for each annual sequence, yielQing L different ~ values 
and L different releases in each period of the planning 
horizon. The average of these ~ values is used to 
determine the optimal decision in the face of probabilistic 
streamflows. The optimal decision is thus based on the 
average of optimal deterministic water values - or the 
average of optimal values with hindsight. 
In this approach L optimal trajectories have to be 
determined. The computational effort is thus about L 
times higher than for the d.eterministic model. This 
approach is discussed and evaluated in Section 9.2.3 
where it is referred to as EDF scheme 1. 
Further to the above, one may wish to modify the 
definition of the water value so as to account for head 
effects if these are significant for any long-term 
controllable reservoir. Such a modification is 
formalised in the next section. 
This system could be used to find optimal first 
period release decisions for a multi-reservoir hydro-
thermal system in which the system load (and generation) 
are treated as if it occurred at one point. It may also 
be used to determine a set of water value curves or 
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contours for each reservoir (assuming average values for 
the remainder of the reservoirs) • These curves, giving 
marginal water values as a function of the storage level 
and the time of year, could then be utilised to determine 
future release decisions. 
in [ 20 ] . 
Such a scheme is described 
For a number of reasons this system was never 
actually applied on a regular basis at EDF. Instead, 
after considerable experimentation, the system described 
in the next section was approved for implementation. 
A.3DECENTRALISATION VIA PRICES: SGEP. 
A.3.1 Introduction 
The basic idea of the SGEP system is appealingly 
simple. Each week, the "centre" provides the local 
decision makers - the "subsystems" consisting of a single 
river system or of all thermal plants - with a list of 
energy prices covering each week in the one-year planning 
horizon. On the basis of these prices, each subsystem 
determines an optimal generation schedule for each week. 
The centre collates the resulting generation decisions 
and determines whether the total generation of all 
subsystems is equal to the system's load in each period. 
If this is so, the. generation schedule is optimal for the 
system as a whole. 
If the total generation of all subsystems does not 
match the system's load in each period the centre adjusts 
the energy prices, increasing them if total generation 
exceeded system load, and reducing them in the reverse 
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case. The adjusted prices are again conununicated to the 
subsystems for another trial. This procedure is 
continued until total generation matches the system load 
in each week. 
This process is repeated each week and only the first 
week's results implemented. In practice all computations 
would be done by the centre, including the optimization for 
the subsystems, and only the final results conununicated 
to the subsystems for implementation. 
The proposed system consists of 15 individual river 
systems plus one subsystem covering all other hydro 
generation on an aggregate basis. 
In order to account for the stochastic nature of the 
problem the model actually develops twenty sets of prices 
(and corresponding decisions), one set for each of twenty 
observed historical inflow sequences. These prices are 
used in the solution of the local long-term hydro problem 
discussed in Section A.3.3.· Further, in order to account 
for short-term requirements, separate prices are required 
for "peak" and "off-peak" load segments. From these 
a"p duration curve ll is derived and used in the 
solution of the short-term hydro scheduling problem 
discussed in Section A.3.4. 
The system discussed here consists of three computer 
programs PI, P2 and P3. (A fourth program, P4, is 
intended to perform a more detailed optimisation of the 
thermal sector than that currently incorporated in P3) . 
P3 manipulates energy prices (and hence thermal 
generation levels) so as to ensure that national demand 
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is met in each load segment of each week for each 
streamflow sequence. These prices are used by P2 to 
solve a long-term hydro sub-problem. PI is a heuristic 
short-term hydro scheduling program which is used to 
provide input data for P2. Each of these programs is 
described in the following sections. 
A.3.2 The Global Optimisation - P3 --------------------~~-~~~~~~----~ 
P3 has the dual role of optimizing the thermal 
production and adjusting the weekly energy prices ([8 ]). 
The first phase of P3 determines the thermal 
generation pattern that minimizes the total annual fuel 
and shortage cost, given the same set of 20 years of 
weekly energy prices for each load segment as was used in 
the previous iteration for the evaluation of the hydro 
energy (via P2). The optimal thermal generation in each 
week is found by scheduling an af!10unt of thermal generation 
that equates the marginal therwal cost with the corresponding 
weekly energy price for each load segment. The output 
of this phase consists of the (thermal) energy 
produced for each load segment and each week of the 20 
data years of weekly energy prices. 
The second phase of P3 compares the predicted load 
for each load segment in each week of the plar;,ning 
horizon with the corresponding total hydro and thermal 
energy produced in each of the 20 data years. Note that 
the same sequence of load predictions is always used, while 
the total generation may vary from data year to data year. 
If total supply and demand match in each load segment 
in each week, the overall optimal solution hus been found. 
If not, the energy prices are decreased for all those 
load segments in all those weeks in which total supply 
exceeds the total energy demand and increased if total 
supply is insufficient to cover the demand. The adjusted 
energy prices are then referred back to the P2 models for 
a new round of optimizations, i.e., a new iteration of 
P2/P3. 
This iterative P2/P3 scheme is an application of Uzawa's 
algorithm ([64]). Provided we are sufficiently cautious in our 
price adjustments, this scheme can be guaranteed to converge 
to the optimum if the fuel cost function is convex and hydro 
generation is a concave function for each river system. This 
holds provided there is no head variation within each week 
for the main hydro station in the river system. 
Limited tests indicate that 4 or 5 iterations. of P3 
are sufficient for covergence within 1%. It is hoped 
that as more experience is gained in setting the initial 
set of energy prices, the number of iterations can be 
reduced to about 2. 
When P3has converged the trajectories produced in 
the final r?und of P2 optimizations are 'optimal' and the 
average energy to be generated in the first period by 
each valley, and the corresponding thermal generation, 
are communicated to the operators as the basis for the 
next week's scheduling pattern. One full iteration 
of P2/P3 requires about 8 minutes of computer time on 
an IBM 370/165. It is planned to run the iterative process 
of P2/P3 only every second week, as the energy prices 
3SG 
tend to change only slowly, while the P2 programs would 
be run every week. 
The remainder of this section gives the mathematical 
basis for the P3 program. 
In the EOF system we have 52 weekly periods. Each 
week is divided into K load segments (indexed by 
superscript k=I, ... K). These segments are not (necessarily) 
connected, e.g., the 'peak' segment may consist of four 
hours on each working day_ It is assumed that the 
transmission system is such that all loads can be aggregated 
into one single load and otk indicates the demand for energy 
in segment k of week t. 
The aggregate thermal production in segment k of week 
. tk d' h f' t ( tk) (f'" t 1S gT an 1t as a cost unct10n C gT' A 1ct1t10US 
very high cost extension to this curve represents shortage 
and ensures that feasible solutions exist to the 
mathematical problem). The hydro system is clivided into 
H river systems or 'valleys' (indexed by subscript h=l, ..• H). 
It is clear that for each valley the volume of controllable 
inflows (F~) and uncontrollable inflows (A~) for a 
particular year will a ct the optimal release pattern 
and hence the generation and water value. Since we do 
not know the future inflows we must make some kind of 
probabilistic forecast. The distribution actually used 
for this purpose is the data from past years and from now 
on this will be assumed in the formulation. (The flows 
for the first week or two in each year may actually be 
adjusted in the light of the current flow forecasts) • 
To facilitate this we will index the data years by super-
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scripts 9." (9.,=1, •.. L) and denote the inflows in week t 
of year 9., by F~t (controllable) and A~t (tributary). 
9.,t The resultant storage levels become sh ' and the 
9.,t d' 9.,k . h f th k qh ' pro uClng energy gh ln eac segment 0 e wee . 
Each of the L sequences is considered to be equiprobable. 
So our objective will be to find a desired trajectory, xh 
for each valley hi so as to minimize the expected value, 
over the L years, of the thermal costs which would be 
incurred to make up the deficit in the supply for year 9., 
if each valley were managed so as to conform as closely 
as possible to xh ' under the streamflow conditions of year 9." 
So we wish to find: g; for 9.,=1, ... Land xh for h=l,.,. H, 
so as to minimize the expected cost of thermal generation 
while satisfying all constraints. We take as objective 
function: 
(F-O) 
And, as constraints, that: 
Demand is satisfied: 
for all I ••• L 
t=l, ... T 
k=l, .• . K. 
(F-l) 
Initial storage is fixed: 
for all h=l, ... H (F-2 ) 
Desired final storage is fixed: 
for all h=l, •.. H (F-3 ) 
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Storage in all other periods is feasible: 
for all h=l, ... H 
t=l, ... T-l (F-4) 
Thermal production is feasible: 
for all i=l, ... L 
T=l, ... T (F-5 ) 
k=l; ... K. 
Our global problem then is to minimise (p-O) subject to 
(F-·l) to (F-5). 
Let us assume the following (apparently reasonable) 
hypotheses: 
(i) The thermal cost function is convex and the hydro 
production functions are concave. 
(ii) The sets of per~issible trajectories, x h ' and 
thermal generating levels,gT' are convex and there 
is some feasible solution. 
(iii) The solution set is bounded. 
Then minim~zing the objective (F-O) subject to the 
constraint (F-l) under the conditions (F-2) to (F-5) can 
be shown ([8]) (via Karlin's Theorem) to be equival~nt to 
finding the saddle point of the Lagrangian £; under 
conditions (F-2) to (F-5). Where £~ is defined as: 
L T K 
= 1 L L L [Ct(gitk) 
L i=l t=l k=l T 
(F-6 ) 
Where Aitk is the Kuhn-Tucker multiplier on the 
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constraint (F-l) th corresponding to the k segment of the 
tth week of data year £, and hence represents the price of 
energy delivered in that segment. Uzawa's algorithm 
([E4])may be used to solve such saddle point problems, 
~ ~ ~ ~ ~ 
that is, to find A, gT and x (x = xl' ..• x H) such that: 
£or all A,gT'x satisfying (F-2) to (F-5). 
problem the procedure is: 
Applied to this 
1. Set: n=O. 
Initialize: A(O) = A (arbitrary) 
2. Solve the Lagrangian problem: 
Find MIN £~(A(n) ,gT'x) 
gT'X 
subject to (F-2) to (F-5) 
~ ~ 
To get gT,x,gh(xh ) for all h=l, •. . H. 
Let: 
~ 
x(n) = x 
for all h=l, .•• H 
£= 1, ... L 
3. Let 
A £tk (n+l) 
(where the maximization is designed to avoid negative 
'prices' and e is chosen by experience). 
4. If A(n+l) ~ A(n) 
then let n=n+l and GO TO (2), 
otherwise STOP. 
(F-6' ) 
(F-7) 
(F-8) 
(F-9) 
(F-IO) 
Convergence is assured, under the conditions (i) - (iii) 
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above, given a good choice of 8 in step (3). The smaller 
8 is the better the prospect of a solution but more 
iterations are required. 
The major difficulty in the above is in step (2): 
Find MIN £~(ldn) ,gT'X) 
gT'x 
Subject to (F-2) to (F-S) 
But ([ B)~ under the conditions (i) - (iii) above this 
problem is separable into a thermal problem (PLO) and 
local hydro problems (PLh ) of the following forms: 
L 
(FL ) Find r~IN I I 
o gT L ~=l 
T 
Such that: ~tk>O gT 
I L (PLh) Find MAX L I 
h=l, ... H xh 
Such that: 0 SO xh = h 
T ST x h = h 
t t S .s;;;x .s;;; 
-h h 
for 'all ~=l, ... L 
t= I, ..• T 
k= I, •.• K 
T K A~tk ~tk( ) I I gh Xh I t=l k=l 
-t 
Sh for all t=I, ••. T-I 
(F-6' ) 
(F-II) 
(F-S) 
(F-12) 
(F-2) 
(F-3 ) 
(F-4) 
The solution of PLO is an easy task - we merely set 
(F-13 ) 
(This step has been included in P3 although p4 is intended 
to solve this problem in a more sophisticated way - taking 
more account of short-term factors} • 
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The P~ (h=l, ... H) problems are solved by P2 which finds 
the optimal "desired" trajectory given the set of prices 
.\tk. 
The global algorithm works by adjusting the 'prices' 
(.\2tk) in Step (3) so as to adjust the supply to match the 
demand, achieving equality at the optimum. Thus we have 
a model which decentralizes the production decisions by 
means of a price mechanism. 
In the next section we discuss the solution of the 
local proble~8 using P2. A flow chart for P3 is shown 
in Figure (A-l) (cf. Figure (2-6)). 
~.3.3 The Local (Long-term) Hydro Program - P2 
P2 determines the optimal generation schedule for a river 
system ([7], [20]). Since the non-controllable triJ;mtary 
streamflows have to be processed or else will go to waste 
the main task P2 is to determine the optimal release 
schedule from the top reservoir. It thus performs a 
similar role to that of the trajectory methoc discussed in 
Section 5.4.3. In fact one experimental version of P2 
is based on the trajectory method ([ 20 J). However the 
version proposed to be part of the SGEP production system 
is based on optimal control theory, although the solution 
method is of a more conventional form. This approach 
facilitates dealing with more than one reservoir, either 
in parallel or in series ([7J,[56J). The current version 
of P2 can handle at most two reservoirs. 
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P2 is supposed to be run once a week, with only the 
first period optimal decisions to be implemented. Its 
planning horizon is 52 weekly periods. The objective 
, 
function is to maximise the expected value of the energy / 
generated by the reservoir releases. The decision 
variables are not,however,the releases, but the change 
in the reservoir levels. This implies that the amount 
of generation becomes a random variable in response to the 
random nature of the reservoir inflows. 
P2 uses as input: 
- the curves showing the energy produced during each 
load segment by a weekly release as a function of the 
tributary streamflow index and the head of the top 
hydro station. (These are the output of Pl.) 
- a list of 20 years of weekly reservoir inflows and the 
value of the corresponding tributary streamflow index. 
- a list of weekly average energy prices for each load 
segment which,in theory,should be a function of the 
tributary streamflow index. In practice, since the 
streamflows are not represented by probability 
distributions but by a sample of actual observed 
streamflows over 20 years, these weekly energy prices 
are specified in terms of a one-to-one correspondence 
with the streamflow data for a 20-year period. 
Note that, it is possible to incorporate streamflow 
predictions into these 20 years of data. For instance, 
if current and predicted weather conditions indicate that 
the streamflows during the coming two w,eeks are likely 
to be larger by a certain percentage than the average 
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reservoir inflows and tributary streamflows for the 
corresponding two weeks in the data, the entries in the 
data are adjusted accordingly while maintaining the shape 
of their distribution. 
On the basis of these data, P2 determines one optimal 
desired trajectory defined by the desired reservoir levels 
at the beginning of each week in the 52-week planning 
horizon. This trajectory originates from the current 
reservoir level at the beginning of the planning horizon 
and is constrained to meet the target reservoir level 
at the end of the planning horizon. Physical or policy 
imposed constraints on the reservoir level or the 
throughput at the top hydro station may prevent following 
the desired trajectory for anyone of the 20 years of 
reservoir inflows taken as representative of the random 
nature of these inflows. Ninimum levels are imposed so 
as to provide some protection against not reaching the 
target reservoir level at the end of the planning horizon, 
while constraints on the maximum levels are imposed so as 
to reduce the chance of spilling. The actual trajectory 
is simulated for each one of the 20 data years. If the 
reservoir inflows for any given year are such that the 
optimal trajectory cannot be followed, the program attempts 
to follow it as closely as possible within the operating 
constraints imposed. The energy produced for each load 
segment in each week is evaluated at the corresponding 
energy price. The average of these 20 simulations is 
used as the value of the objective function. 
The method of solution used is an iterative primal-dual 
3{-: 5 
algorithm by Uzawa ~[64J). Starting with an initial 
trajectory specified as input into the program, the 
trajectory is displaced at each iteration in response to the 
values of the dual variables. At each iteration the primal 
problem is solved by a steepeE1t ascent method, then the 
dual variables are adjusted so as to move the trajectory 
towards a saddle point where the expected marginal value 
of water stored is equal to that of the water released 
in each period. computer run times for this optimization 
by P2 on an IBM 370/165 system amount to between 5 and 10 
seconds per river system. 
The program gives as part of its final output for use 
in P3 the hydro generation of the river system for each 
load segment and each week of the 20 data years of stream-
flows and energy prices. 
One version of p2 ([20]),mainly used for separate 
detailed analysis of the operation of a river system to 
evaluate the effect of changes in equipment, changes in the 
volume of controllable streamflows, maintenance scheduling, 
or the optimal strategies in the face of exceptional 
weather conditions (e.g. extremely dry winters), produces 
isograms for the water values over time, which can be used 
as scheduling aids in simulations of the river system. 
The remainder of this section gives mathematical 
details of the approach taken in P2. 
For each valley, h (h=l, ••• H) we wish to sol veproblem 
PLh , that is to find a desired trajectory xh ' so as to 
maximise the value of production from the valley if it 
were managed so as to follow that trajectory. 
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Thus we have as objective function: 
L T K 
MAX L I I g~tk(X )A~tk ~=l t=l k=l h (F-12) 
And as constraints: 
(F-2) 
(F-3) 
t -t Xh ~ Sh for all t=I, ..• T-I (F-4 ) 
Where the vector of energy prices, A, is specified by P3. 
From now on we shall be dealing with only one valley so 
the subscript h will be dropped. There may, however, be 
more than one controllable seasonal reservoir in the valley. 
Let these reservoirs be indexed by i=I, •.• I, where i=l 
denotes the top reservoir. 
t t t t Hence x = Xh = (xhl, ••. xhI ) t=l, •.. T 
t t t 
and so forth for s , q , and u . 
Now, if we let 6t and gt be the maximum and minimum 
releases allowed in period t, we must modify the desired 
trajectory, x, so as to conform to these. We try to keep 
as close as possible to x, and so, for a particular inflow 
F~t and storage level ~t s ,we can obtain the actual release, 
~t q , for year ~ as a function of the desired storage level, 
t and the desired decrease in storage level t x , u . 
for all ~=I, ..• L 
t=l, ... T (F-14) 
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Where: 
t t-l t 
u = x - x for all t=l, ... T (F- 15) 
(These u variables are used as control variables). 
~t ~tk From this release, q ,the energy, g ,produced 
in each time segment k of this data week, is given as a 
function of the release and the storage level: 
~tk ~tk (~t ~t) g = g s,q 
Here the function g~tk takes into account the 
~t downstream inflows for year ~, (A ), and the various 
(F-16) 
inefficiencies, time delays and so on. This function is 
determined by Pl. (See Section A.3.4). (There are in fact 
many possible production patterns for a particular ;release 
q~t, but PI determines (as best it can) the optimal one, 
thus g~tk is a function.) 
and, 
then, 
~t 
s 
in general: 
in general: 
and in particular: 
q~t ~ 
s~t ~ 
~T ~ s 
Now, since: 
for all t= 1, .• T, 
F~t t 
-u , 
t 
x , 
T ST. x = 
So we need to consider the value of the water in storage 
in the final period in order to be able to evaluate the 
particular trajectory followed in year ~. We give this 
T 
water the value cr per unit and discuss the choice of 
this value later. 
Also we note that, for a given inflow sequence ~ , 
the storage trajectory s becomes, by (F-17), a function 
(F-17) 
of the release trajectory q which, by (F-14), is a function 
of the desired vectors x and u. 
Thus we have: 
~ Q, q = q (x, u) 
and: 
So we can write: 
V(x,u) 
The problem becomes: 
Find MAX V (x, u) 
x,u 
Such that: 
t t-l t 
x = x - u 
0 SO x = 
T e'I' x = ..... 
t ...... c<t x ~ ..... 
xt ~ ;;t ..... 
for all Q,=l, ... L 
Q, 
s (x,u) for all Q,=l, ... L 
for all t=l, .•. ~-l 
for all t=l, ... T-I 
(Renumbering constraints as appropriate). 
(F-18) 
(F-19 ) 
(F-20)' 
(F-21) 
(F-22 } 
(F-·23 ) 
(F-24) 
(F-25) 
If we let the multipliers on constraints (F-24) and (F-25) 
be yt and 8t respectively, we get the Lagrangian: 
2 £F(y,8,x,u) = V(x,u) + (F-26 ) 
The problem above can be treated as one of finding a 
permissible (x,u) and the appropriate (~,~) such that 
- - - - 2 (y,8,x,u) is a saddlepoint of £F' i.e.,: 
(F-27) 
for all permissible y,8,x,u. 
This can again be done by Uzawa's method (8f4]) which may 
be stated in terms of successive primal dual iterations 
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(cf. our approach of evaluating a "dual objective" using 
a "Lagrangian problem" in Section 2.3.2). 
At the nth iteration we have first to solve a IIprimal 
problem" (cf. our "Langrangian problem") : 
~.AX 
x,u 
2 £F(Y (n), 6 (n), x,u) (.F-26) , 
Where yen) and o(n) have been determined by the previous 
dual iteration and x and u satisfy (F-21) to (F-23). 
From this we get: 
and: 
as the optimal solutions. 
x (n) == x (y (n), 6 (n) ) 
u(n) :: u(y (n), 0 (n» 
We then wish to solve a "dual problem", that is to 
adjust y and 0 so as to minimise: 
2 £F(y,o,x(n) ,u(n» 
(F-28 ) 
(F-29) 
(F-26)' , 
where x (n) and u (n) have just been determined and y;;;;' 0, 0;;;;' O. 
Hence, at the n+l th iteration, we put: 
(F-30) 
(F-31) 
(the maximization being designed to avoid negative multipliers) 
Here p is chosen (by experience) to be small enough to ensure 
convergence. 
We turn our attention to the solution of the primal 
problem so as to determine x(n) and u(n) for each iteration. 
We first use the state equation to modify the constraints 
and get the problem: 
Find 
T:-I t t t 
MAX V(x,u) + L [y (n) (x -S ) 
x,u t=l -
(F-26) 
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Such that: 
t t-l t 
x = x u for all t=I, ... T 
0 SO x = 
T t ST I u = SO -
t=l 
which may be solved by a method of steepest ascent. 
(F-21) 
(F-22) 
(F-23)' 
At each iteration on the primal problem we have u and x 
as the current control and trajectory vectors and let 
We consider displacing the control ~:: at the 
1 
-V = V(x,u). 
au·t 1 
rate 
r 
(introducing r as a dummy variable) and normalising 
the displacement vector by the constraint 
where the 'weights' w. are to be determined. 
1 t 
We wish to find au for t=l, ..• T ,. so as to maximise 
r 
(F-28) 
the increase in the objective. So we wish to maximise ~~ 
ur.der the constraints, and thus obtain the problem: 
T 
av ax
t 
av au 
t t 
-8 t) ax 
t 
Find: MAX I + + (y 
t=l Clx t ar ar r 
(F-29) 
ax 
t 
ax 
t-l 
au 
t 
Such.that: F = F r for all I ••• T (F-30) 
T 
au 
t 
I ::: 0 
t=l r 
(F-:-31) 
T I [au~r l l W. _1 = I 
t=l i=l 1 ar 
(F-32) 
(F-33) 
r 
ax t The decision variables for this problem are ar- and 
If we let ~~ be the Kuhn-Tucker multiplier attached to ]. 
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the constraint (F-30) and a~ be the multiplier on the constraint 
]. 
(F-31) we can define ~ by: 
~~ == ~~-l + a~ 
]. ]. ]. 
It is shown in 7] that the new control u can pe 
defined by: 
t 
u. ]. 
for t==l, .•. T 
i==l, .•• I 
(F-34) 
(F-35 ) 
(i.e. wi == - ~~efor alli=I, .•• IKhere E is the multiplier on (F-32». 
Here e > 0 must be chosen to be small enough so that the 
value of the objective is strictly increased. The 
trajectory x is then easily determined from the state equation. 
But what are these multipliers ~~, ana how do we 
]. 
determine them or av t? It is shown in [ 7] that in fact: 
au. ]. 
~~+l == ~~ + a~ 
]. ]. ]. 
== (F-36) 
for i=I, .•• I. 
Thus, apart from aT (to be discussed later), the quantities 
to be determined are: 
av 
(x, u) 
and av 
a (x, u) 
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Recall that: 
V(x,u) 
(F-20) 
So, for a given trajectory (x,u), we may determine 
9- 9-for each streamflow year t,s and q . From PI we may obtain 
curves relating production in the various segments and 
productivity of releases to the volume of water released,q, 
the head of the top station, s9-, and the downstream inflows, 
A9-, all of which are 
og9-tk 
these curves -
known. So we ma~ for each 9-, read off 
avu I 
oqtt 
ogttk Ovi 
and ~a~s~9-~t- and hence obtain oX (x,u) and 
(x, u) • 
Thus all the information required to solve the primal 
problem at each iteration is available. 
These (primal) iterations are repeated until no further 
improvement is possible. We then return to the dual problem 
for another iteration of Uzawa's algorithm. 
Note that, in (F-36), av represents the marginal gain 
r AX. 
from having a greater head in1 reservo i for period r while 
y: and 07 are the mUltipliers (current for this iteration 
1 1 
of Uzawa's algorithm) on the minimum and maximum storage 
constraints. Thus the expression, [~+ y7 - 07] represents 
. r 1 1 . 
aXi 
the marginal gain in period r from an increase in storage. 
An increase in storage in period t would have an effect on 
-all fl.itun~ periods if the original· control trajectory, u, 
were to be follov!ed from then on. The marginal gain from storing 
water .in period t is the sum of the gains over all future 
T periods plus the final value of water cr . 
value of water in storage at time t. 
When convergence is achieved we have: 
So I/J ~ is the marginal 
1 
dV 
t dUo 
for all i=l, .•• I 
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J. t=l, ••• T (F-37) 
So the marginal value of the release in period t is equal 
to the marginal value of the water stored at the end of 
period t. This solution is similar to that derived by an 
equimarginal water value method (if no constraints 
are violated) • 
t Alternatively, we may define R., the "marginal rent" 
J. 
for reservoir i for period t, by: 
R~ = _d_V_ 
J. au. 
J. 
- 1jJ~ 
J. 
for all i=l, •.• I 
t=l, .•• T 
Observe that the (primal) algorithm works to reduce 
all these to a zero level. 
(F-38) 
Convergence of this entire iterative primal-dual method 
(Le.P2) is again assured by conditions (i) (iii) on page 
358. When it is achieved we have the optimal trajectory 
for this valley given the energy prices set by P3. When all 
valleys and the thermal sector have been optimised, control 
is returned to p3 to re-adjust the prices to better match 
supply to demand. 
Finally we consider the estimation of a T (=1jJT). It seems 
reasonable to assume that 1jJT = 1jJo so we adopt the following 
scheme: 
1) Pick initial value for crT. 
2) Do optimisation (i.e., whole of Uzawa's algorithm) 
3) If crT = 1jJT = 1jJo STOP, 
otherwise put crT = 1jJo and GO TO (2). 
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In fact, if P2 were run once a week we would expect 
little change in aT so that last week's ~o would become this 
week's T a • 
A flow chart of the whole of P2 is shown in Figure (A-2). 
In section 9.3.2 we consider the implications of the P2 
approach (referred to as EDF Scheme II) . There we concentrate 
on the assumption that, in the future" optimal management 
of each hydro reservoir will involve attempting to follow a 
fixed "desired trajectory". In the next section we turn 
our attention to the short-term hydro sub-program, PI, used 
to prepare input tables for P2. 
A.3.4 The ~~ort-Term Hydro Sub-Problem - PI 
PI determines the energy produced in a river system as 
a function of the non-storable tributary streamflows and the 
weekly release from the main hydro reservoir (assumed to be 
upstream of the first power station) ( [18], [19]). All storable 
strearoflows are assumed to be optimally placed during the 
week so as to maximise the total value of the energy produced. 
The program makes the following assumptions: 
(a) The curve of hourly energy prices (or price duration 
curve) is as shown in Figure (A-3). In order to define 
the curve the intermediate and peak segments are 
amalgamated into one segment henceforth referred to as 
normal. The shape of the curve for each day of the 
week is assumed coristant under all conditions and so 
all the prices may be considered as functions of one 
reference price for the day (A j for day j), in this 
case the average price in the normal segment. The 
price duration curve during the normal segment is 
assumed to slope so that energy delivered in the highest 
Read data 
Initialise constraints 
Initialise u(o},x{o} 
y(o},o{o) 
T Calculate 0 ,'tP,R 
y 
Modify y, ($ ,£; 
recalculate 'tP,R 
N 
N 
N e 
e = 2" 
{Here R, the "marginal rent" 
is defined by (F-38}). 
FIGURE (~_-2): Flow c;hart for P2 .• 
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peak hour of the week is valued at 1.12A j . The average 
price of energy delivered in the off-peak segment is 
assumed to be XA j . (The values of X used so far are 
0.7 and 0.85) and the curve slopes over the off-peak 
segment so that the highest price in this segment is 
Actually the Aj are not specified for 
each day, but we are given a~ average price A for 
energy in the normal segment of a weekday. So 
Aj = A for j = 1, .•. 5 . We then assume 
A6 = (l+X)A (F-39) 2 
A7 
= XA. (F-40) 
We also specify the number of hours in each day 
which are considered to be part of each segment. 
Peak Intermediate Off-peak 
Weekdays 4 12 8 
Saturday 10 14 
Sunday 6 18 
(b) The tributary streamflows for each week over the 
entire river system downstream of the main reservoir 
are expressed as linear functions of one streamflow 
index. If the tributary streamflows are not 
homogeneous, different parts of the river system may 
have a different index. No more than two indices 
have been used so far. The factors of proportionality 
have been determined on the basis of 20 years of 
historical streamflows. 
(c) T~e tributary streamflows are assumed to occur at a 
constant rate during the entire week. 
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The marginal value of a given daily release from the 
main hydro reservoir is determined separately for each hydro 
station in the river system, by taking into account all 
physical constraints of the plants as well as minimum stream-
flow requirements. 
Consider first the top hydro station immediately below 
the main reservoir. If it has several generating sets 
the marginal energy output for a given head depends on the 
number of sets in operation, as indicated by the solid 
parabolas in Figure (1'-4>' However the actual marginal output 
for each number of sets is given by a horizontal line at the 
level of the highest marginal output for that number of sets, 
since it is always possible to run the sets for only part 
of the day at optimal level. There are thus as many 
horizontal segments as there are sets. PI approximates 
the actual marginal output for each head by at most two 
linear segments that can be defined by 4 parameters, as shown 
in Figure (A-4), where n is the maximum efficiency for a 
given head. 
The first cubic meter released is considered to be 
processed at maximum marginal output and also valued at the 
maximum price for peak time. Each additional cubic meter 
released is processed at a progressively lower marginal 
output and also valued at a progressively lower price. 
The marginal value of a release is thus obtained as a product 
of the marginal output and the associated energy price. 
Since both the marginal output and the marginal energy 
price are decreasing, this product is decreasing as shown in 
Figure (A-5). This curve is shown in ,terms of the average 
price for normal load standardized to unity. 
The releases are also processed by all the downstream 
hydro-stations. These can be grouped as follows: 
(a) River stations with sufficiently large regulation ponds 
to allow the generation to be scheduled when it is most 
valuable, i.e., as much as possible during peak times. 
These stations are analysed in the same way as the top 
reservoir station except that no head effect is present. 
However all tributary streamflows are assumed to be 
processed first. The marginal value of the release 
is thus obtained by a displacement on the q axis equal 
to the sum of all upstream tributary streamflows. 
""""-'0 ,) I _, 
(b) Run-of-river stations that are directly influenced by the 
volume and pattern of release of the preceding station 
with a minimum of elapsed time have their output valued 
in the same time pattern as the preceding station, except 
that any tributary streamflows are again assumed to be 
processed first. 
(c) Run-of-river stations that are sufficiently far away from 
the preceding station that a release from the preceding 
station is unlikely to affect the timing but only the 
volume of generation are assumed to process the release 
uniformly over the hours of the day, except that all 
tributary streamflows are again assumed to be processed 
first. 
It is thus possible to find for each station a marginal 
value curve for the throughput water which is then displaced 
to the left by an amount equal to all upstream tributary 
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streamflows, as shown in Figure (A-6). The residual curve 
gives the marginal value of the release from the main 
reservoir. The marginal value of the release for the entire 
river system is found by summing the residual curves of all 
stations. This is done separately for each day of the week, 
resulting in a set of curves as shown in Figure (A-7). 
According to economic principles an optimal weekly 
schedule of releases requires the marginal value,w,of the 
dai ly release to he equal during the entire ,'-leek. We can 
thus associate with each marginal value ~ a total weekly 
release q,given by the sum of the corresponding daily releases. 
By allowing W to run over all values we can derive a relation-
ship between ~ and q as a function of the streamflow index 
and the head at the top station. Figure (A-8) shows the 
general shape of these curves for various values of the 
streamflow index for a fixed head. 
The energy produced over the three daily load segments 
as a function of the release, the streamflow index, and the 
head of the top station can be computed accurately at the 
same time as the marginal value curves are constructed. 
uses a functional approximation method that slightly over-
extimates the power output during periods of high stream-
flows, but gives good estimates during normal and low flows. 
This forms the input into model P2. 
The reliability of these curves in terms of supplying 
sufficiently accurate estimates of the amount of energy 
produced by a river system is highly dependent on how well 
the various intermediate streamflows and the reservoir inflows 
can be expressed as a function of one or two streamflow 
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FIGURE (.~_"'8): Typical curves for q(~) . 
indices and on the variability of the streamflows during the 
week. Recall that the model assumes that the streamflows 
occur uniformly over the entire week. It is likely that 
these approximations are better for river systems that 
receive a major portion of their runoffs from snow-melt than 
for those mainly subject to rainfall runof Systematic 
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tests performed for a particular French river system indicate 
that under very unfavourable conditions the actual average 
production realized can deviate from the one estimated by the 
model by as much as 10% ([11]). The program is run for each 
river system modelled individually in the SGEP system. Its 
output is assumed valid as long as no major changes occur 
in the equipment or in the constraints of a river system. 
Pl can be used to advantage independently of SGEP for 
detailed analysis of an individual river system or parts of 
it. 
In view of the detail required to obtain a valid 
representation of a river system, preparing each Pl run is 
a major investment in terms of man-hours. Each analysis 
of a river system requires a total of several man-months 
by operating people and mathematical analysts. For no 
other program in the SGEP system is so important that 
a high degree of accuracy is achieved. 
A.4 CONCLUSIONS 
In this appendix we have outlined two systems proposed 
for application at.EDF. A fuller description may be found 
in [17]. These systems share a similar basic 
philosophy which, for the reasons outlined in Section 1.3 
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we have chosen as the basis for our own model. Specifically, 
we have taken the "trajectory method" used in the GRAF 
system and used it to solve the long-term hydro sub-problems 
resulting from a SGEP type decomposition. We have further 
adapted this system by generalising its handling of the 
transmission network, short-term requirements and stochastic 
inflows. These adaptations are outlined in Section 1.5. 
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APFENDIX B 
A SUMMA.RY OF NOTATION 
We include here a summary of the notation used in 
this thesis. We list first the basic notation, introduced 
in Chapter 2. Then we list the extra notation used in 
each chapter. Unfortunately, the complexity of the model 
has required that some symbols be used to indicate 
different entities in different contexts. However it 
should always be clear from the context which meaning is 
intended. In general small letters indicate variables 
and capital letters constants or functions. Upper and 
lower bars indicate upper and lower limits, while ~ and * 
indicate optima. Superscripts indicate time, while 
subscripts indicate place (and, perhaps type). In 
general, where there is no possibility of confusion, 
we indicate vectors by omitting the appropriate subscripts 
(or superscripts). 
qh = (q.). h J ]E 
For example: 
= ( t)t=I, ... T 
qj jEh 
Equations have been laheled in accordance with the 
model or sub-model with which they are associated. The 
following table may be helpful. 
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SEC'I'ION WHERE 
LABEL MODEL INTRODUCED 
(A- Aggregate Model 2.4 
(C- Complete Model 2.2 
(D- Dual Problem 6 
(E- Exchange Problem 4 
(F- EDF Model Appendix A 
(H- Hydro Sub-Model 5 
(P- Economic Implications 10 
(S- Stochastic Theory 8.2 
(SA- Stochastic Aggregate Model 8.3 
(SH- Stochastic Hydro Sub-Model 8.3.5 
(T- Thermal Sub-Model 3 
£ 
U 
n 
\ 
x 
<,> 
a.e 
a.s 
card 
EO 
inf 
int 
sup 
BASIC MATHEHA.TICAL NOTATION 
gradient 
is an element of 
union 
intersection 
set difference (A\B={xlx£A and x¢B}) . 
symmetric difference (AUB\AnB) 
cartesian product 
summation 
inner product 
almost everywhere 
almost surely 
cardinality (= number of elements in) 
expected value 
infimum 
interior 
supremum 
denotes the end of the statement of a 
theorem 
387 
388 
AA 
be:B 
DA 
DC 
r e, , 
1J 
~,E 
tk 
e 
nm 
r f,; 
1J 
F r h 
.r 
giT 
G'T,G'T 
-1 1 
r GiF 
he:H 
ie:l 
. k=l, •.. K 
r L, , 
1J 
Ltk 
nm· 
BASIC NOTATION 
(Assumption) 
indexes thermal stations (~ubscript) 
cost of thermal generation 
demand at i, in r 
demand in segment k,at n, in t 
aggregate dual problem 
complete .dual problem 
energy sent from i to j in r 
limits on exchange 
exchange between nand m in 
segment k of t 
energy received at i from j in r 
inflows into valley h in r 
thermal generation at i in r 
l ' 't r 1m1 s on giT 
fixed generation at i in r 
hydro generation at i in r 
total generation in load segment 
k of t in region n 
indexes hydro "valleys" (subscript) 
indexes nodes. (subscript) 
indexes load segments (superscript) 
losses between i and j in r 
losses between nand m in 
segment k of t 
losses in n in segment k of t 
aggregate Lagrangian 
complete Lagrangian 
Page 
59 
40 
39 
39 
59 
61 
47 
48 
42 
59 
42 
40 
39 
39 
39 
40 
59 
40 
38 
57 
42 
59 
59 
61 
47 
n ,m=l, ..• N 
PA 
PA' 
PA" 
PAE 
PAH 
PAT 
PC 
PC' 
PE 
PG 
PH 
PT 
p.n. (lJ ) 
P (lJ) 
.c 
r r 
qhEQh, 
r=l, ..• R 
t=l, ... T 
ZE Z 
6(lJ),6(A) 
.6 
E 
e 
index regions (subscript) 
aggr.egate primal rroblem 
aggregate Lagrangian Froblem 
aggregate modified Lagrangian 
problem 
aggregate exchange problem 
aggregate hydro problem 
aggregate thermal problem 
complete primal problem 
complete Lagrangian problem 
complete exchange problem 
complete ~eneration problem 
complete hydro problem 
complete thermal problem 
aggregate dual objective 
complete dual objective 
·release pattern for h in r 
indexes instants (superscript) 
storage pattern for h in r 
indexes periods (superscript) 
ible solutions for PC' 
search direction in price adjustment 
acceptable tolerance in PA 
predetermined tolerance in PC 
(aggregate) energy price 
(detailed) energy price 
step-size in DA, DC 
3119 
Page 
57 
60 
61 
62 
£5 
66 
66 
46 
47 
55 
52 
55 
54 
61 
47 
41 
38 
41 
57 
46 
49,63 
60 
57 
47 
49,63 
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CHAPTER 3 
AC (g) 
g 
MC(g) 
a,S,y 
A 
11 
CHAPTER 4 
h(l1) 
A 
E 
a,S,y 
p 
p 
CHAPTER 5 
A. 
J 
/J. 
J 
A AK. 
J 
d. 
1 
HAl} 
HAIl 
r r H. (s .) 
J J 
j=l, ••• J 
j£J 
k£K 
EXTRA NOTATION 
average cost function 
minimum economic generation 
marginal cost function 
coefficients for quadratic 
cost function 
minimum price for economic 
generation 
net transfer function 
minimum economic transfer level 
coefficients for quadratic loss 
function 
price ratio 
minimum price ratio for economic 
transfer 
reservoirs immediately above j 
long-term reservoirs with short-
term influence on j 
short-term reservoirs with short-
term influence on j 
total delay up to reservoir i 
assumptions 
head at reservoir j in r 
reservoirs in valley (subscript) 
long-term reservoirs in valley(subscriFt) 
short-term reservoirs in valley 
( subscript) 
Page 
76 
76 
79 
79 
78 
90 
98 
94 
90 
98 
101 
109 
109 
133 
108 
103 
101 
108 
108 
£H(g,n,y,o) 
n£N 
(n=l, ... N) 
(pr pr) 
-n' n 
PALH 
PASH 
Q,Q 
" Q 
I , I 
'IT,'lT,'lT 
CHAPTER 6 
a = 1, ••• Ah 
H'p .. , 1/J) 
£'(Z,A,1/J) 
long-term reservoirs in PASH ( subscript) 
(hydro) Lagrangian function 
short-term reservoirs in PASH 
(subscript) 
range of feasible release instants 
for increment in PASH 
long-term hydro problem 
short-term hydro probe 1m 
upper and lower limits on release 
maximum utilisable release 
upper and lower limits on storage 
initial and final storage levels for 
reservoir 
value of release of increment from 
n in r (in DP. solution of PASH) 
value of increment arriving at n 
in r (in D.P. solution of PASH) 
delay time for water released from k 
multipliers on constraints in £H 
release increment in PASH 
marginal water value in PALH 
profit from optimal utilisation of 
releases 
trajectory arcs for h (superscript) 
modified generation function 
Hessian matrix for DA, DC 
alternative Hessian matrix 
alternative Lagrangian 
alternative dual objective 
function 
step size until corner of 
generation response curve 
step size until edge of 
excha'nge response curve 
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Pd\IC 
129 
117 
129 
135 
114 
113 
102 
106 
101 
102 
134 
143 
102 
117 
117 
117 
114,149 
180 
160 
167 
182 
181 
181 
175 
175 
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CHAPTERS 8 and 9 
In these chapters we have attempted to generalise the 
model of the preceding chapters into the theoretical frame-
work of [52] and [53]. Appendix C compares our notation 
with that of those papers. In general we have followed 
the notation of Chapters 2 to 7 with the following 
additions: (See notes at end of this list on the usage 
of the special sywbols A v and *). 
v (1;) 
t d (1;,a,y) 
DS 
DSH 
DSM 
F 
f (s, u) 
o 
f. (s,u) 
~ 
f* (s . ) 
J 
g(1;,A,p) 
gt(s,A) 
h(Cu,A,p) 
h' ( s , A , q , 1jJ , p ) 
feasible region for response 
functions if 1; occurs 
stochastic dual problem 
stochastic dual local hydro 
problem 
modified stochastic dual 
problem 
conditional expectation given 
observations up to period t 
(E{Z(n) Iflt == €t}) 
(] field of .. 
(] field of all sets of the form 
t+l T 
( (Ax [R~ ••• xR \) ) n:s) L\B 
where A is a borel set in 
\)1 \)t 
R x ..• xR , B€F and (](B) O. 
objective function 
constraints on u 
constraints on u t (in separable 
problem) 
(tt)conjugate of f(Sj) 
"Hamiltonian" 
variable part of Hamiltonian in 
hydro sub-problem 
page 
244 
277 
250 
276 
247 
252 
243 
245 
243 
243 
251 
247 
250 
252 
248 
271 
, ••• m 
~=l, ••• L 
~(t;/Z/A) 
t t ~ (~/U ,I.) 
m 
M 
n 
N 
('0 
At N 
00 
PS 
PSA 
PSA' 
PSE 
PSM 
(subscript) indexes constraints 
on u 
(superscript) indexes inflow 
sequences 
space of all integrable functions 
p=E -+ Rn 
space of all measurable essentially 
bounded recourse functions 
u=E -+ Rn 
(tt) space conjugate to L: 
number of constraints, f. 
1 
space for all "L 1 Martingales" 
dimension of spcce from which 
ut (t;) is chosel: 
T 
(= I: (nt» 
t=l 
space of all essentially non-
anticipative recourse functions 
( The set of all functions 
u:E -+Rn where: 
t t ~ Rn . Ft bl u :~ -+ 1S measura e 
for all t=l/ ... T) 
(-I') set of all nonanticipative 
decisions for the first t periods 
(lit) 
stochastic primal problem 
stochastic aggregate primal problem 
stochastic aggregate Lagrangian 
problem 
stochastic exchange problem 
stochastic local hydro problem 
(t) projection of PSH 
water value determination problem 
modified stochastic primal problem 
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page 
242 
285 
263 
251 
247 
244 
248 
242 
247 
242 
243 
244 
246 
244 
256 
246 
265 
267 
268 
269 
246 
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PST 
P(A,p) 
n n 1 nT R =R x ... R 
R v
t 
(t) projection of PSM 
stochastic thermal problem 
objective function' for the 
dual problem 
"dual objective function" for 
practicable stochastic model 
maximum utilisable release 
space froIT which u t (t,:) chosen 
space from which u(t,:) chosen 
space from which t,:t drawn 
V v 1 vT R =R x .•• xR space from which t,: drawn 
R(U,A,p) 
lr(u,p) 
R' (u, A) 
SDS 
SPS 
SDSH 
SPSH 
Rockafellar-Wets Lagrangian 
reduced Lagrangian 
restricted Lagrangian 
modified storage constraints 
separable stochastic dual probelm 
separable stochastic primal problem 
separable stochastic dual local 
hydro problem 
separable stochastic primal local 
hydro problem 
(superscript) indexes time periods 
response at time t to t,: 
( recourse function, decision 
rule, policy, control law) 
u(O=(u 1 (t,:), ••. uT(t,:)) 
it t (t,: t) feasible set for ut(t,:) in separable 
problem 
U(t,:) feasible set for u(O 
vt(~t,qt) the value fUnction 
vt(gt,qt) (+) the past \-later value function 
(in hydro sub-model) 
page 
246 
264 
250 
315 
242 
243 
242 
243 
249 
248 
,150 
261 
253 
251 
277 
266 
242 
242 
243 
251 
243 
246 
269 
'it] 
z (~) £Z (~) 
T) 
~t 
(t)the expected future water 
value function (in hydro 
sub-model) 
dummy for u 
(gT (~) , q (U ,e (~) ) 
dummy for ~ 
vector of multipliers on f. 
constraints 1 
diwension of space from which 
~t drawn 
T 
(= I v t) 
t=l 
random vector observed at time t 
(inflows in hydro sub-model) 
( 1 T ~ , ... ~ ) 
(t)(~l, ••• ~t) 
~h(t,r) '~h(t,r) maximum and m1n1mum inflows 
between t and r in hydro sub-model 
p£M 
T 
(t) projection of 3 2nto the first 
t components. i.e.{~tl~£3} 
multiplier on non?'lnticipativity 
restriction 
probability measure on M 
computation time 
marginal expected water value 
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page 
269 
246 
256 
246 
255 
242 
243 
247 
243 
143 
260 
246 
247 
243 
311 
271 
marginal water value at end of 299 
first arc of simulated trajectory 
for inflow year t 
Notes: (t) Here the symbol A is used to indicate a projection 
h h · . { At (l t) 1 v. rat er t an an opt1mum e.g. x = x , ... x . A so 1S 
Vt t+l T 
. used to indicate a "tail projection ". So x = (x , ... x ). 
{ttl Here the symbol * is usee to indicate a conjugate 
rather than an optimum. This usage is restricted to 
the abstract recourse model of Section 8.2. 
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CHAPTER 10 
a=l, ... A 
B (d) 
B',r 
la 
O*(ll) 
OP 
PO 
PP 
PP' 
indexes end uses for energy (subscript) 
social benefit function 
(modified) social benefit function 
demand for electrical energy for 
use a, at i, in r. 
total demand at i, in r 
empirical demand function (for 
electricity) 
dual for optimal tariff problem 
Hessian for OP 
Lagrangian for optimal tariff problem 
demand sub-problem of PP' 
optimal tariff problem 
Lagrangian problem for PP 
dual objective functio~ (in OP) 
feasible set for PP' 
special tariff for use a 
elasticity of demand curve 
practicable tariff derived from II 
page 
329 
329 
346 
330 
330 
338 
332 
335 
332 
333 
330 
332 
332 
332 
345 
339 
348 
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APPENDIX A 
In general Appendix A follows the notational conventions 
of the re.mainder of this thesis with the following changes: 
i=I, ••• I 
k=l, ... K 
.Q.=l, •.• L 
£3 
F 
PI 
P2 
P3 
P4 
PL 
o 
PL. , i=l, ••• H 
1 
R~ 
1 
SGEP 
t 
u 
v (x, u) 
x 
W. 
1 
tributary inflows to valley h 
Gestion du Reservoir Agrege France 
(subscript) indexes stations in 
river chain 
(superscript) indexes load segments 
(superscript) indexes inflow sequences 
Lagrangian for P3 
Lagrangian for P2 
short-term river scheduling program 
long-term local hydro program 
global optimisation program 
proposed thermal optimisation program 
thermal sub-problem 
local hydro sub-problem 
"marginal rent" in p2 
Systeme de Gestion hnergetique 
Previsionelle 
control variables for P2 
objective fUnction for P2 
desired trajectory in P2 
ratio of off-peak to peak prices 
final water value 
multiplier on (F-30) 
"weights" in primal iterations of p2 
page 
356 
349 
366 
356 
357 
358 
368 
353 
353 
353 
353 
860 
360 
373 
352 
367 
368 
357 
376 
367 
370 
370 
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APPENDIX C 
NOTATIONAL COMPARISON OF STOCHASTIC MODELS 
The purpose of this appendix is to facilitate 
comparison between our summary of the theoretical 
stochastic model (in Section 8.2) with the original 
expositions from which it was derived. Thus the 
following table sets out, for each of our notational 
conventions, the entity to which it refers and equivalent 
convention employed in references [ 52 ] and [ 53 ]. 
The table is arranged in the order in which the 
notation appears in Section 8.1. 
OUR 
NoTATION 
t=l, ... T 
( superscript) 
f,;t 
Rvt 
V v 1 vT R =R x ••• R 
n n l nT R =R R x ••• x 
U(O 
ENTITY NOTATION 
OF [52] 
index for time periods k=l, ••• N 
(subscript) 
random vector f,;k 
space from which f,;t RVk 
drawn 
space from which f,; RV 
drawn 
response at time t to f,; xk (f,;) (= recourse function, 
decision rule, policy, 
control law) 
space from which ut(f,;) 
chosen 
space from which u(f,;) 
chosen 
R 
nk 
Rn 
NOTATION 
OF [53] 
k=l, ••• N 
R 
nk 
Rn 
U{f,;) basic feasible region in 
Rn from which u{~) may be 
chosen 
incorporated 
f . (f,;, u) 
~ 
for i=l, .•. m 
further constraints on u 
in 
V{f,;) fi,{f,;,u) 
OUR 
NOTA'l' ION 
f (~, u) 
o 
('E.,F,a) 
V(~) 
,~ Rn d =::+ 
At N 
00 
M 
pEM 
ENTITY 
objective function 
probability space 
=(~! ••• ~r) 
the feasible region 
summable function 
majorising f 
o 
upper bound on f. 
1 
NOTATION 
OF [52] 
f (~ , x) 
('E.,F,a) 
~k 
[Pt(~)] 
V(~) 
~ Rn ).l:~+ 
the a field of all (~Fk) 
sets of the form: 
vt +l vT ~' ( (Ax [Rx .•. xR ] ) nd LlB 
where A is a Borel set in 
VI vt 
R x .•• xR ,BEF and a(B)=O 
the set of all 
essentially non-
anticipative recourse 
functions 
(= the set of all functions 
U : 'E. -+ Rn where 
u t :3 -+Rnt is Ft measurable 
for all t=l, ... T. 
the set of all measurable 
essentially bounded 
recourse functions 
u:3 -+Rn 
the value function 
the set of all non-
anticipative decisions 
fQr the first t periods 
(ut ) 
the projection of E onto 
the first t components, 
L OO 
n 
39<1 
NOTA'l' ION 
OF [53] 
f (~, u) 
o 
('E.,F,a) 
t:;k 
V(~) 
N 
L
OO 
n 
00 
i.e.,{gtl~E3} Definitions 
dif slightly 
r---..... ----.\ 
the set of 'Ll martingales' Ml Ml 
a particular 'multiplier on p 
the nonanticipativity 
constraint' 
p 
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OUR 
NOTATION 
f*(l;~·) 
<u,p> 
d.c(u,p) 
A. eA 
l. 
h(~,u,>..,p) 
4i(u,>..,p) 
cR' (u,>..) 
g(l;,>",p) 
P(>",p) 
Ut(l;t) 
tt fi(l;;u) 
Q,t(l;,ut ,>..) 
ENTITY 
space of all integrable 
functions on Rn 
conjugate of f(l;,·) 
inner product of u,p 
NOTATION 
OF [52] 
f*{l;,·} 
<u,p> 
(={E{fO(U,l;}}-<u,p> peM) L(x,p} 
-00 p¢M 
the reduced Lagrangian ({If x) -<;~M» 
-00 p,tM 
00 
space conjugate to Ln 
multiplier (measure) on 
ith constant f. (l;,u) 
l. 
"Hamiltonian" 
Rockafellar-Wets 
Langrangian 
conditional expectation 
given observations up 
to period t (information 
field Ft) 
(E{z(n) Int=gt}} 
set of feasible ~IS 
the restricted Lag~angian 
the 'objective functional' 
of dual problem 
feasible set for ut(l;) 
t 
constraints on u (l;) 
NOTATION 
OF [53] 
<u, p> 
L(u,p) 
y.EY 
l. 
h(l;,u,y,p) 
Ih{U,y,p) 
y 
IQ,(U'Y) 
g{l;,y,p) 
Ig{y,P) 
Uk (/;) 
f ik(l;;'1<) 
Q,k(l;,~,y) 
gk(l;,y) 
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