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Abstract
This is the first part of a paper that deals with error estimates for the Rayleigh–Ritz
approximations to the spectrum and invariant subspaces of a bounded Hermitian operator
in a Hilbert or Euclidean space. This part addresses estimates for the angles between the
invariant subspaces and their approximations via the corresponding best approximation errors
and residuals and, for invariant subspaces corresponding to parts of the discrete spectrum, via
eigenvalue errors. The paper’s major concern is to ensure that the estimates in question are
accurate and ‘cluster robust’, i.e. are not adversely affected by the presence of clustered, i.e.
closely situated eigenvalues in the spectrum. Available estimates of such kind are reviewed
and new estimates are derived. The paper’s main new results introduce estimates for invariant
subspaces in which the operator may have clustered eigenvalues whereby not only the distances
between eigenvalues in the cluster are not present but also the distances between the cluster
and the rest of the spectrum appear in asymptotically insignificant terms only.
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1. Introduction
This is the first part of a paper that deals with error estimates for the Rayleigh–
Ritz approximations to the spectrum and invariant subspaces of a bounded Hermitian
operator M in a real or complex Hilbert or Euclidean spaceH. This part addresses
estimates for the angles between the invariant subspaces and their approximations via
the corresponding best approximation errors and residuals and, for invariant subspaces
corresponding to parts of the discrete spectrum, via eigenvalue errors. The paper’s
major concern is to ensure that the estimates in question are accurate and are not
adversely affected by the presence of clustered, i.e. closely situated eigenvalues in
the spectrum of M in the approximated invariant subspaces. The paper’s main new
results introduce estimates for invariant subspaces in which M may have clustered
eigenvalues whereby not only the distances between eigenvalues in the cluster are not
present but also the distances between the cluster and the rest of the spectrum appear
in asymptotically insignificant terms only.
In the Rayleigh–Ritz method the eigenpairs, that is eigenvalues and corresponding
eigenvectors of M are approximated by the eigenpairs of the operator PMP , where
P is the orthogonal projector onto a subspaceH˜, restricted toH˜ (in the paper we do
not assumeH˜ to be finite-dimensional, although this is the case in most applications).
The eigenvalues and eigenvectors of this restriction of PMP are called Ritz values
and vectors of M inH˜, andH˜ is called the trial subspace.
The two major application areas of the Rayleigh–Ritz method are the discretiza-
tion of eigenvalue problems in Hilbert spaces, e.g. problems for partial differential
equations, and subspace iteration methods. As far as the error of the Rayleigh–
Ritz approximation is concerned, in the first application area one is interested in
estimates via the best approximation error, i.e. given an estimate for the angle be-
tween a given invariant subspace and H˜ we would like to use it for estimating
the accuracy of the Rayleigh–Ritz approximation to this invariant subspace and
the corresponding spectrum. In the second application area, estimates via the cor-
responding residuals are of interest. Yet another kind of error estimates that may
be useful in both areas are estimates of the error in an invariant subspace corre-
sponding to a part of the discrete spectrum via the respective eigenvalue errors and
viceversa.
As mentioned above, this part of the paper is concerned with estimates for invariant
subspaces; estimates for the eigenvalue error are presented in the second part [10].
The plan of this part is as follows. After introducing the necessary notation in Section
2, we discuss in Section 3 the issue of the robust error estimation for problems with
clustered eigenvalues. Available results that are ‘cluster robust’, i.e. are not adversely
affected by the presence of clustered eigenvalues are reviewed and new estimates are
presented. A simple approach that owes much to [3] is used in Section 4 to prove
these estimates.
It should be emphasized that all the results of the paper can be easily reformulated
to apply to the generalized eigenvalue problem
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Lu = λMu, (1)
where L is a self-adjoint positive definite operator (resp. discretization thereof) in
a Hilbert (resp. Euclidean) space H, M is a bounded self-adjoint positive definite
operator, and several smallest eigenvalues λj (in the Hilbert case, those below the
continuous spectrum) are of interest. The transformation of (1) into the standard
eigenvalue problem and related issues are discussed in Appendix A. The case where
L is not positive definite but there exists (negative) λ0 such that L > λ0M can be
treated by the operator shift L → L − λ0M , which does not affect the Rayleigh–Ritz
approximations to invariant subspaces.
2. Notation
In the paper we use standard notation (·, ·) and ‖ · ‖ for the scalar (inner) product
and the associated norm inH. The subordinated norm of a linear operator A acting
inH is denoted by ‖A‖. The unit operator is denoted by I and the null operator by
0. For any v1, . . . , vn, vi ∈H, we denote by V = [v1, . . . , vn] the following linear
operator acting from the n-dimensional Euclidean space En intoH:
V x =
n∑
i=1
xivi, x =


x1
...
xn

 ,
and V ∗ denotes the adjoint operator acting fromH into En, i.e. V ∗u for any u ∈H
is the vector in En with the components (u, vi).
The orthogonal projector ontoX ⊂H is denoted byPX. For any subspaceX ⊂H
we denote byX⊥ its orthogonal complement, i.e.X⊥ = (I − PX)H. The sine of the
angle between a vector u and a subspace X is denoted and defined as sin(u,X) =
‖(I − PX)u‖/‖u‖, and we denote sin(X,Y) = supu∈X sin(u,Y) etc. (note the asym-
metry of the arguments). The gap between subspacesX andY is denoted by θ(X,Y),
i.e. θ(X,Y) = ‖PX − PY‖ = max{sin(X,Y), sin(Y,X)}.
The spectrum of M is denoted byM , µc denotes the supremum of the continuous
spectrum of M (if it is empty we set µc = −∞), and µinf = inf M . We denote
µi = sup
X⊂H
dimX= i
min
0 =u∈Xµ(u), µ(u) =
(Mu, u)
(u, u)
, (2)
that is, if µi > µc, then, by the maximin principe (cf. [12,15]), µi is an eigenvalue
of M , otherwise µi = µi+1 = · · · = µc (note that such µi can still be an eigenvalue;
note also that µi > µi+1 implies µi > µc). This kind of notation is more convenient
than just denoting the eigenvalues by µi because it makes results for the general self-
adjoint operator M in a Hilbert space look exactly the same as for EuclideanH, thus
keeping their formulation simple. The eigenvectors of M are normalized in ‖ · ‖. The
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Rayleigh quotient on a vector u is denoted by µ(u) and the corresponding residual
vector by r(u), i.e.
µ(u) = (Mu, u)
(u, u)
, r(u) = Mu − µ(u)u.
3. Cluster robust error estimates
3.1. Available results
In order to highlight difficulties in the error estimation brought about by the clus-
tering of eigenvalues let us consider some well-known estimates for the eigenvector
approximation (cf. also the discussion of this issue in Chapter 11 of [11]). Let µ˜j and
u˜j be respectively the Ritz values and normalized Ritz vectors in a finite-dimensional
subspaceH˜, the enumeration being in the descending order of µ˜j , and denote rj =
Mu˜j − µ˜j u˜j . Let Q˜ be the orthogonal projector ontoH˜. If for some i the distance
δi from µ˜i to M \ {µi} is positive, then the following two inequalities are valid
sin2(ui, u˜i) 
(
1 + ‖(I − Q˜)MQ˜‖
2
δ2i
)
sin2(ui,H˜), (3)
sin(u˜i , ui) 
‖ri‖
δi
(4)
(cf. [13] for (3), Section 11.7 in [11] for (4): note that in these references H is
Euclidean but the estimates themselves are valid in Hilbert spaces as well – cf. (6) and
(9) below). Assuming that µ˜i−1 > µi (to allow for the case i = 1 we set µ˜0 = +∞)
and µ˜i > µi+1  µc, the following inequality is valid:
sin2(u˜i , ui) 
µi − µ˜i
µi − µi+1
µ˜i−1 − µi+1
µ˜i−1 − µ˜i (5)
(cf. [5]). We observe that if µi belongs to a cluster, i.e. a group of closely situated
eigenvalues, the above inequalities provide rather poor estimates for the eigenvalue
and eigenvector errors because of the small denominators in (3)–(5). Thus, one may
say that they are not cluster robust. In the case whereM depends on certain parameters,
the distances between eigenvalues generally depend on those parameters as well, and
hence the lack of cluster robustness implies that the above estimates are also not
robust with respect to the parameters of the problem.
The lack of cluster robustness together with the fact that all of the above inequal-
ities are sharp discourages estimating errors for individual eigenvectors and suggest
working with the invariant subspaces and their approximations instead. Indeed, in
this case one can take advantage of the well-known perturbation results by Davis and
Kahan [3], which imply the following estimate for the angle between an invariant
subspace I of M and its Rayleigh–Ritz approximation.
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Theorem 1. Let M be a self-adjoint operator in a Hilbert or Euclidean spaceH. Let
Q˜ be the orthogonal projector ontoH˜ ⊂H and let M˜ be the restriction of Q˜MQ˜ to
H˜. Let I be an invariant subspace of M and  be the spectrum of M in I. Finally,
let I˜ be the invariant subspace of M˜ and ˜ be the spectrum of M˜ in I˜. If ˜ is
separated from M \  in the sense that one of the two sets lies in an interval that
has no intersection with the other, then
sin(I˜,I)  ‖R˜‖
δ
, (6)
where R˜ = (I − Q˜)MP˜ , δ is the distance between ˜ and M \ , and P˜ is the
orthogonal projector onto I˜.
Note that the estimate (6) is valid for an infinite-dimensional I˜. The operator R˜
might be called the residual operator for I˜ because the norm of R˜ can be interpreted
as a measure of ‘non-invariance’ of I˜. Assuming for simplicity of notation that I˜
is finite-dimensional, i.e. I˜ = span{u˜l , . . . , u˜k}, and denoting U = [u˜l , . . . , u˜k] we
have P˜ = UU∗ and
R˜U = (I − Q˜)MP˜U = (I − P˜ )MP˜U = MU − UU∗MU = R, (7)
where R = [rl, . . . , rk]. Since U∗U = I , the above identity implies that ‖R‖ = ‖R˜‖.
In the particular case where M \  lies below ˜ or viceversa the estimate (6) can
be improved, using the respective perturbation result (the tan θ theorem) from [3], as
follows:
tan(I˜,I)  ‖R˜‖
δ
. (8)
We observe that the presence of clustered eigenvalues in , the spectrum of M in
I, does not affect (6) and (8) (in fact, may even contain continuous spectrum) and,
thus, we may call these estimates cluster robust.
In a similar way, the inequality (3) (which is due to Saad [13]) is generalized in
[7] as follows.
Theorem 2. If, in the notation of Theorem 1, is separated from
M˜
\ ˜ in the sense
that one of the two sets lies in an interval that has no intersection with the other, then
sin2(I, I˜) 
(
1 + ‖(I − Q˜)MQ˜‖
2
δ˜2
)
sin2(I,H˜), (9)
where δ˜ is the distance between  and 
M˜
\ ˜.
The following subspace generalization of (5), which can be derived from Theorem
1.1 in Chapter 5 of [15], can be found in [6] (cf. also Lemma 3 in [10]). If µ˜l−1 > µl
and µ˜k > µk+1  µc for some 1  l  k, then
sin2(I˜l,k,Il,k) 
µl − µ˜k
µl − µk+1
µ˜l−1 − µk+1
µ˜l−1 − µ˜k , (10)
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where
Il,k = span{ul, . . . , uk}, I˜l,k = span{u˜l , . . . , u˜k}.
The above estimate is cluster robust in the sense that it does not involve distances
between µl, . . . , µk – however, unless µl = · · · = µk , the right-hand side does not
tend to zero when the left-hand side does, and hence (10) is too inaccurate as an
approximation error estimate.
Finally, in Chapter 5 of [15] one can find the following estimate.
k∑
j=1
(µˆj − µk+1) sin2(uj , I˜1,k) 
k∑
j=1
(µˆj − µ˜j ), (11)
where µˆj  µj , and we assumeµk+1  µc. The above estimate implies the following
one for the gap between I˜l,k and Il,k that is free from the mentioned limitations of
(10):
θ(I˜l,k,Il,k)
2  1
µj − µk+1
k∑
j=1
(µˆj − µ˜j ), (12)
3.2. New results
This paper introduces several new estimates for the invariant subspace error via
residuals, best approximation errors and eigenvalue errors. The first one is just a slight
improvement of (6).
Theorem 3. In the notation and under the assumptions of Theorem 1, the following
inequality is valid:
sin(I˜,I)  ‖(I − P)R˜‖
δ
, (13)
where P is the orthogonal projector onto I.
The improvement over (6), the factor I − P , is, of course, of a purely theoretical
value because P is not available in practical calculations. The proofs of Theorem 1
and the other new results presented in this section are given in subsequent sections.
The next estimate not only is unaffected by the presence of clustered eigenvalues
but also shows that the distance between the spectrum of M inI⊥ and the spectrum
of M˜ in I˜ is, under reasonable assumptions, asymptotically insignificant.
Theorem 4. In the notation and under the assumptions of Theorem 3, for any part
e of the spectrum of M containing  the following inequality is valid:
sin2(I˜,I)  ‖(I − Pe)R˜‖
2
δ2e
+ sin
2(I′,H˜)‖R˜‖2
δ2
, (14)
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where Pe is the orthogonal projector onto the invariant subspace Ie corresponding
to e, δe is the distance between ˜ and M \ e, and I′ = Ie ∩I⊥.
Assuming that for some sequence of trial subspacesH˜i we have sin(Ie,H˜
i
) → 0,
which is a common case in discretization and subspace iteration methods, we observe
that in this case the second term in the right-hand side of the above estimate is
asymptotically insignificant compared to the first.
In the case of a finite-dimensional invariant subspace I˜we also have the following
estimate.
Theorem 5. In the notation of Theorem 4, assume that the dimension of I˜ is n
and denote by µ˜j , u˜j and rj , j = 1, . . . , n, the Ritz values and vectors in I˜ and
corresponding residuals. If the spectrum of M˜ in I˜ has no intersection with the
spectrum of M in I⊥, then
n∑
j=1
‖(I − P)u˜j‖2 
n∑
j=1
‖(I − Pe)rj‖2
δ2ej
+ sin2(I′,H˜)
n∑
j=1
‖rj‖2
δ2j
, (15)
where δej and δj are, respectively, the distance between µ˜j and M \ e and the
distance between µ˜j and M \ .
Note that unlike (6) and (14), the above estimate does not require that ˜ lies in an
interval that has no intersection with ⊥ or viceversa.
The next estimate is a ‘detailed’ version of (9).
Theorem 6. In the notation of Theorem 2, let Q˜ − P˜ = P˜1 + · · · + P˜k, where P˜ is
the orthogonal projector onto I˜ and P˜i are the orthogonal projectors onto invariant
subspaces I˜i of M˜ such that P˜ P˜i = 0 and P˜i P˜j = 0 for i = j. Denote by ˜i the
spectrum of M˜ in I˜i . If  is separated from M˜ \ ˜ in the sense that one of the two
sets lies in an interval that has no intersection with the other, then
sin2(I, I˜) 

1 + k∑
j=1
‖R˜j‖2
δ˜2j

 sin2(I,H˜), (16)
where R˜j = (I − Q˜)MP˜i is the residual operator for I˜i and δ˜j is the distance
between  and ˜i .
Again, it is not difficult to see that for a sequence of trial subspacesH˜i of the
kind described above the distance between  and ˜⊥ only appears in asymptotically
insignificant terms.
Note that since ‖(I − Q˜)M(Q˜ − P˜ )‖ = ‖(I − Q˜)MQ˜(Q˜ − P˜ )‖  ‖(I − Q˜)
MQ˜‖, the estimate (16) with k = 1 implies (9). It is also generally more accurate
than the latter—firstly, because of the absence of the residuals corresponding to P˜ ,
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and, secondly, because for k > 1 the distance δi increases as ˜i gets further away from
. Due to the latter, the improvement in accuracy may be significant in cases where,
on the one hand, the minimal δi is small, and, on the other hand, invariant subspaces
of M corresponding to the spectrum in the vicinity of  have better approximations
inH˜ than those further away.
We emphasize that the invariant subspaces of M and M˜ featuring in Theorems 3,
4 and 6 need not to be finite-dimensional, and the subspaces I and I˜ need not be
of the same dimension, and no special assumptions are made about the continuous
spectrum.
Let us now turn to estimates via the eigenvalue errors.
This paper introduces several new estimates of such kind. The first one generalizes
(12) for the case of a group of internal eigenvalues (in the case of just one internal
eigenvalue this estimate can be found in [4]).
Theorem 7. Let µ˜j and u˜j be the Ritz values and vectors of a bounded self-adjoint
operator M in a finite-dimensional subspaceH˜. If µ˜l−1 > µ˜l and µ˜k > µk+1 for
some 1 < l  k  dimH˜, then µk > µk+1 and the following inequality is valid:
θ(I˜l,k,Il,k)
2 
(
1
µ˜l−1 − µ˜l +
1
µk − µk+1
) k∑
j=l
(µj − µ˜j ). (17)
The next one asymptotically improves on (12).
Theorem 8. In the notation of Theorem 7, and assuming that µ˜k > µk+1 and µm >
µm+1 for some 1  k < m  dimH˜, the following inequality is valid:
θ(I˜1,k,I1,k)
2  1 + εk,m
µk − µm+1
k∑
j=1
(µj − µ˜j )  1 + k,m
µk − µm+1
k∑
j=1
(µj − µ˜j ),
(18)
where
εk,m = (µk+1 − µm+1)(µ˜k − µinf)
(µ˜k − µk+1)2 sin
2(Ik+1,m,H˜),
and
k,m = (µk+1 − µm+1)(µ˜k − µinf)
(µ˜k − µk+1)2(µm − µm+1)
m∑
j=k+1
(µj − µ˜j ).
We observe that if µm+1 < µk+1 and if sin(Ik+1,m,H˜) or the total error in
µk+1, . . . , µm is small enough, then the coefficient in front of the sum in the right-
hand side of (18) is less than that in (12) because of the larger denominator. Thus, just
as in (14), (15) and (16), not only the distances between µ1, . . . , µk are not present
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in (18) but also the distance to the rest of the spectrum is present in asymptotically
(as sin(Ik+1,m,H˜) → 0 or µ˜j → µj , j = k + 1, . . . , m) insignificant terms.
The last of the new results generalizes (18) for the case of a group of internal
eigenvalues.
Theorem 9. In the notation of Theorem 7, and assuming that µ˜l−1 > µl, µ˜k > µk+1
and µm > µm+1 for some 1  l  k < m  dimH˜, the following inequality is valid:
θ(I˜l,k,Il,k)
2  (1 + l)(1 + k,m)
µk − µm+1
k∑
j=l
(µj − µ˜j ), (19)
where k,m is given in Theorem 8, and
l = µ˜1 − µinf
(µ˜l−1 − µl)2
l∑
j=1
(µj − µ˜j ).
We observe that (19) asymptotically improves on (17) in the same way as (18)
improves on (12), i.e. the distance from µl, . . . , µk to the rest of the spectrum is
moved to asymptotically (as µ˜j → µj , j = 1, . . . , l − 1, k + 1, . . . , m) insignificant
terms l and k,m and the main term is smaller than in (17) because of the smaller
coefficient in front of the sum.
The next two sections contain the proofs of the above new results and various
auxiliary results.
4. Proofs
4.1. Auxiliary results
The proofs of all of the new estimates via residuals and the best approximation error
presented in the previous section are based on the following simple result that plays
a fundamental role in the perturbation analysis for invariant subspaces of a bounded
self-adjoint operator (cf. [3]; for a similar result for non-selfadjoint operators, see e.g.
[1]).
Lemma 1. Let A and B be self-adjoint operators acting in Hilbert spacesA andB
resp. and let X be a bounded linear operator acting fromB toA. If the spectrum B
of B lies in a finite interval that has no intersection with the spectrum A of A then
‖X‖  1
δ
‖AX − XB‖, δ = inf
µ∈A,ν∈B
|µ − ν|. (20)
Proof. This lemma is proved by using Theorem 5.1 from [3], which shows that
(‖A−1‖−1 − ‖B‖)‖X‖  ‖AX − XB‖, and the fact that a simultaneous shift of A
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and B to the median of B does not change AX − XB (cf. Lemma 11.10.2 in [11]
for the Euclidean case). 
Remark 1. Since ‖X‖ = ‖X∗‖ and ‖AX − XB‖ = ‖BX∗ − X∗A‖, the assump-
tions about A and B in lemma 1 are interchangeable.
The immediate corollary of Lemma 1 is the following result.
Lemma 2. Let Pi be the spectral projector onto an invariant subspace Ii of a
bounded Hermitian operator Mi and let i be the spectrum of Mi inIi , i = 1, 2. If
1 and 2 are separated in the sense that one of the two sets lies in an interval that
has no intersection with the other, then
‖P1P2‖  1
δ
‖P1(M1P2 − P2M2)‖, δ = inf
µ(1)∈1,µ(2)∈2
|µ(1) − µ(2)|.
(21)
Proof. We haveP1(M1P2 − P2M2) = M1P1P2 − P1P2M2. Hence, applying Lemma
1 with A = M1, B = M2, X = P1P2,A = I1 and B = I2, we arrive at (24). 
Remark 2. In (20) and (21) ‖ · ‖ is any unitary-invariant norm in H (cf. Section 5
in [3]).
To appreciate the versatility of Lemma 1 let us show how it can easily produce some
of the well-known results for the general eigenpair approximation (cf. e.g. Chapter
11 of [11]).
Let v1, . . . , vn be a set of linearly independent normalized vectors and ν1  · · · 
νn a set of real numbers. Let I be an invariant subspace of M and let  and ⊥
be the spectrum of M in I and I⊥ respectively. Denote V = [v1, . . . , vn] and R =
[r1, . . . , rn], where ri = Mvi − νivi , and letP be the orthogonal projector ontoI and
P⊥ = I − P . We have R = MV − VN , where N = Diag[ν1, . . . , νn], and hence
P⊥R = P⊥MV − P⊥VN = (P⊥MP⊥)P⊥V − P⊥VN.
Assuming that either [νn, ν1] has no intersection with ⊥ or ⊥ ⊂ (νj+1, νj ) for
some 1  j < n, by Lemma 1 we have
‖P⊥V ‖  ‖P
⊥R‖
δ
, δ = min
1jn
dist(νj ,⊥).
The orthogonal projector P˜ onto I˜ can be expressed in terms of V as follows:
P˜ = VG−1V ∗, where G = V ∗V . Since
‖G−1V ∗‖2 = ‖VG−1‖2 = ‖G−1V ∗VG−1‖ = ‖G−1‖ ≡ σ−1,
we have ‖P⊥P˜ ‖ = ‖P⊥VG−1V ∗‖ = σ−1/2‖P⊥V ‖ and hence
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sin(I˜,I) = ‖(I − P)P˜ ‖  1√
σ
‖(I − P)R‖
δ
, δ = min
1jn
dist(νj ,⊥).
(22)
We note that the above inequality without I − P in front of R can also be derived
from the ‘generalized sin θ theorem’ (Theorem 6.1) in [3]. The presence of the projec-
tor I − P pre-multiplying R somewhat improves the accuracy of this estimate in the
following sense: consider the case n = 1 and v1 = cos α · u1 + sin α · u2 and denote
by P1 the orthogonal projector onto span{u1}. We have (ν1 − µ2) sin(v1, u1) = (ν1 −
µ2) sin α = ‖(I − P1)r1‖ for any ν1 and α, whereas (ν1 − µ2) sin(v1, u1) = ‖r1‖
only if either v1 = u1 or v1 = u2.
Note that since (20) is valid not only for the standard norm inH but also for any
compatible one, so is (22) (with sin(I˜,I) redefined accordingly).
Let us denote
I˜l,k = span{vl, . . . , vk}, Rl,k = [rl, . . . , rk], δl,k = min
ljk
dist(νj ,⊥),
where 1  l  k  n, and let σl,k be the smallest eigenvalue of the Gram matrix for
vl, . . . , vk . Obviously, ‖(I − P)Rl,k‖  ‖(I − P)R‖ and σl,k  σ , and hence
sin(I˜l,k,I) 
1√
σl,k
‖(I − P)Rl,k‖
δl,k
 1√
σ
‖(I − P)R‖
δl,k
.
Denote  = σ−1/2‖(I − P)R‖ and assume that the distance between [νn, ν1] and
the continuous spectrum of M is greater that . From the above inequalities it follows
that for any 1  l  k  n the interval [νk − , νl + ] contains at least k − l + 1
eigenvalues of M . Indeed, if this were not so, then the dimension of I˜l,k would be
greater than that of the invariant subspace I corresponding to all eigenvalues of M
in [νk − , νl + ], and we would have sin(I˜l,k,I) = 1 and hence δl,k  , which
contradicts the definition of I and δl,k . Hence, there is at least one eigenvalue of
M in each of the intervals [νi − , νi + ]. Let i1 be the smallest index for which
µi1 ∈ [ν1 − , ν1 + ]. Assuming that the interval [ν2 − , ν2 + ] does not contain
µi with i > i1, we conclude that the interval [ν2 − , ν1 + ], which, by the definition
of i1, does not contain µi with i < i1, contains µi1 only. The contradiction we arrived
at shows that [ν2 − , ν2 + ] contains µi with i > i1: let i2 > i1 be the smallest index
for which µi2 ∈ [ν2 − , ν2 + ]. Assuming that [ν3 − , ν3 + ] does not contain µi
with i > i2 we conclude that [ν3 − , ν2 + ], which, by the definition of i2, does
not contain µi with i1 < i < i2, must contain µi1 and µi2 . Since [ν3 − , ν1 + ]
does not contain µi with i < i1, there are only two eigenvalues µi1 and µi2 in this
interval, which is a contradiction. Hence [ν3 − , ν3 + ] contains µi with i > i2:
let i3 > i2 be the smallest index for which µi3 ∈ [ν3 − , ν3 + ]. Continuing in the
same manner we conclude that there exist n indices i1 < · · · < in such that
|µij − νj | 
1√
σ
‖(I − P)R‖. (23)
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The above inequality, with the right-hand side multiplied by
√
2 and without I − P ,
was first obtained by Kahan; the factor
√
2 was later removed (see [2] and [11]: note
that in both references H is Euclidean, and the above sketch of the proof of (23)
follows the approach of the latter). It is, however, itself too inaccurate as an a priori
estimate (cf. the results in Section 5 of the second part [10]) and it is mentioned here
only to demonstrate the potential of Lemma 1.
Let us now turn to the Rayleigh–Ritz approximation, i.e. to the case where vi and
νi are Ritz vectors and values. Applying Lemma 2 to the case where M2 and P2 are
the Rayleigh–Ritz approximations to M1 and P1 we arrive at the following result that
can also be found in [7] (Theorems 4.1 and 4.2; for similar results for non-selfadjoint
operators see [1,14]).
Lemma 3. Let P be the orthogonal projector onto an invariant subspace I of a
bounded Hermitian operator M and let  be the spectrum of M in I. Let Q˜ be the
orthogonal projector onto a subspaceH˜ ⊂H. Let P˜ be the orthogonal projector
onto the invariant subspace I˜ ⊂H˜ of M˜ = Q˜MQ˜ and let ˜ be the spectrum of M˜
in I˜. If  and ˜ are separated in the sense that one of the two sets lies in an interval
that has no intersection with the other, then
‖P P˜ ‖  ‖P R˜‖
δ
 sin(I,H˜)‖R˜‖
δ
, (24)
where
R˜ = (I − Q˜)MP˜ , δ = inf
µ˜∈˜,µ∈
|µ˜ − µ|.
Proof. To prove the left-hand side inequality we just use Lemma 2 with M1 =
M , P1 = P , I1 = I, M2 = M˜ , P2 = P˜ and I2 = I˜ and the fact that P˜ M˜ =
P˜ Q˜MQ˜ = P˜MQ˜ = P˜MP˜ = Q˜MP˜ . To prove the right-hand side inequality we
use the fact that R˜ = (I − Q˜)R˜ and ‖P(I − Q˜)‖ = ‖(I − Q˜)P ‖ = sin(I,H˜). 
4.2. Proofs for the estimates via residuals and the best approximation error
The proofs below use the notation of the respective results.
As mentioned in Section 3, Theorem 1 can be proved using the results from [3]
(specifically, the ‘sin θ ’ theorem from this reference). Alternatively, one can appeal to
Theorem 3, which is itself very easy to prove: we just use the left-hand side inequality
in (24) with P replaced by I − P .
Similarly, the estimate (8) can be proved using the respective perturbation result
from [3] (‘tan θ ’ theorem) or, more elementary, as follows. Consider first the case
where ˜ lies above ⊥ = M \ , and denote by µ˜ the infimum of ˜ and by µ the
supremum of ⊥. Denote by P the orthogonal projector onto I, and let u ∈ I⊥
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be a unit vector. Using the identity P˜M = P˜MP˜ + P˜M(I − P˜ ) and the fact that
u = P⊥u, where P⊥ = I − P , we have
(P˜Mu, u) = (MP⊥u, P⊥P˜ P⊥u)
= (MP˜P⊥u, P˜P⊥u) + (M(I − P˜ )P⊥u, P˜P⊥u).
Since
|(MP⊥u, P⊥P˜ P⊥u)|  µ‖P⊥P˜ P⊥u‖  µ‖P⊥P˜ ‖‖P˜ P⊥u‖,
(MP˜P⊥u, P˜P⊥u)  µ˜‖P˜ P⊥u‖2
and
|(M(I − P˜ )P⊥u, P˜P⊥u)|  ‖P˜M(I − P˜ )‖‖(I − P˜ )P⊥u‖‖P˜ P⊥u‖,
we have
µ˜‖P˜ u‖ − µ‖P⊥P˜ ‖  ‖R˜‖
√
1 − ‖P˜ u‖2.
Applying the above inequality to a sequence of unit vectors un ∈ I⊥ such that
‖P˜ un‖ = ‖P˜ P⊥un‖ → ‖P˜ P⊥‖ = ‖P⊥P˜ ‖ = sin(I˜,I)
we arrive at (8). In the case where ˜ is below ⊥, we just apply (8) to −M .
To prove Theorem 4, we first apply Lemma 3 to Ie = I+I′ and I˜ to obtain
‖(I − Pe)P˜ ‖  ‖(I − Pe)R˜‖
δe
,
and then to I′ and I˜ to obtain
‖(Pe − P)P˜ ‖  sin(I′,H˜)‖R˜‖
δ
.
Since
‖(I − P)P˜ ‖2  ‖(I − Pe)P˜ ‖2 + ‖(Pe − P)P˜l,k‖2,
we arrive at (14).
To prove Theorem 5, we apply Theorem 4 to the one-dimensional I˜ = {u˜j } to
obtain
‖(I − P)u˜j‖2  ‖(I − Pe)rj‖
2
δ2ej
+ sin
2(I′,H˜)‖rj‖2
δ2j
.
Taking the sum over j = 1, . . . , n we arrive at (15).
To prove Theorem 6, we use Lemma 3 with P˜ = P˜i to obtain
‖P˜iP ‖  sin(I,H˜)‖(I − Q˜)MP˜i‖
δi
.
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Since
sin2(I, I˜) = ‖(I − P˜ )P ‖2 = ‖(I − Q˜)P + (Q˜ − P˜ )P ‖2
 ‖(I − Q˜)P ‖2 +
k∑
i=1
‖P˜iP ‖2 = sin2(I,H˜) +
k∑
i=1
‖P˜iP ‖2,
we arrive at (16).
4.3. Proofs for the estimates via eigenvalue errors
An important ingredient of the proofs below is the following simple estimate that
is a slight modification of (11).
Lemma 4. Assuming that µk > µk+1, for any orthogonal vectors vj ∈H, j =
1, . . . , k, the following inequality is valid:
k∑
j=1
(µj − µk+1) sin2(uj , span{v1, . . . , vk}) 
k∑
j=1
(µj − µ(vj )). (25)
Proof. Denote by Qk the orthogonal projector ontoHk = span{v1, . . . , vk} and by
Pk onto the invariant subspace Ik corresponding to the first k eigenvalues. For any
l  k we have
k∑
l=1
(µ(vl) − µk+1) =
k∑
l=1
((M − µk+1I )vl, vl)

k∑
l=1
((M − µk+1I )Pkvl, Pkvl)
=
k∑
l=1
k∑
j=1
(µj − µk+1)|(vl, uj )|2
=
k∑
j=1
(µj − µk+1)
k∑
l=1
|(vl, uj )|2
=
k∑
j=1
(µj − µk+1)‖Qkuj‖2
=
k∑
j=1
(µj − µk+1)(1 − sin2(uj ,Hk)),
which leads to (25). 
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Remark 3. The estimate (25) is sharp: it is easy to verify that if µk+1 > µc, and if
we take vl = ul + τuk+1, where τ = 0 and 1  l  k, and vj = uj , j = l, then
k∑
j=1
(µj − µk+1) sin2(uj ,Hk) = (µl − µk+1) sin2(ul,Hk)
= µl − µ(vl) =
k∑
j=1
(µj − µ(vj )),
whereHk = span{v1, . . . , vk}.
It is easy to see that neither the left-hand side nor the right-hand side of (25)
actually depends on a particular orthogonal basis inHk . In the case when vj are Ritz
vectors the above result can be generalized as follows.
Lemma 5. Let µ˜j and u˜j be the Ritz values and vectors in a subspaceH˜ ⊂H of
dimension n enumerated in descending order of µ˜j . For any 1  l  k  n such that
µk > µk+1 the following inequality is valid
k∑
j=l
(µj − µk+1) sin2(uj , I˜k) 
k∑
j=l
(µj − µ˜j ), (26)
where I˜k = span{u˜1, . . . , u˜k}.
Proof. LetH˜l,k be a subspace of I˜k orthogonal to u1, . . . , ul−1: it is easy to see
that the dimension ofH˜l,k is not less than m = k − l + 1. The angle between any
u ∈H andH˜l,k is obviously not less than that between u and I˜k and, by the maximin
principle, m smallest Ritz values inH˜l,k are not less than those in I˜k . Since Ritz
values and vectors of M inH˜l,k are at the same time those of the restriction of M
to the subspace orthogonal to u1, . . . , ul−1, applying Lemma 4 to the Ritz vectors in
H˜l,k corresponding to the m smallest Ritz values, we arrive at (26). 
Remark 4. In the case l = k the estimate (26) can be found in [6].
Below we continue to use the notation of Lemma 5.
Theorem 7 is proved as follows. First, let us verify that µk > µk+1. From the min-
imax principle it follows that µ˜k is the minimum of µ(u) in I˜k = span{u˜1, . . . , u˜k}.
Sinceµk is the supremum of the spectrum ofM inI⊥k−1, whereIk−1 = span{u1, . . . ,
uk−1}, for u ∈ I˜k ∩I⊥k−1 we have µ˜k  µ(u)  µk . Now, if µk+1 = µk , then µ˜k 
µk+1, which contradicts the assumptions of the Theorem 7. Thus, µk > µk+1.
Denote by Pk the orthogonal projector onto the invariant subspace Ik corre-
sponding to the first k eigenvalues and by P˜k the orthogonal projector onto I˜k . Let
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H˜l,k ⊂ I˜k be such that PkH˜l,k = Il,k . Since µ˜k > µk+1, from (5) it follows that
θ(I˜k,Ik) < 1, which implies that dimH˜l,k = dimIl,k = k − l + 1. Denote by νj
and vj the Ritz values and vectors of M inH˜l,k . SinceH˜l,k ⊂ P⊥l H, vj are Ritz
vectors of the restriction of M to P⊥l H. Now let M˜k be the restriction of −P˜kMP˜k
to I˜k: this operator has eigenvalues −µ˜j and eigenvectors u˜j . SinceH˜l,k ⊂ I˜k , vj
are also Ritz vectors of M˜k corresponding to the Ritz values −νj . Hence, applying
Lemma 4, we obtain
θ(Il,k, I˜l,k) θ(Il,k,H˜l,k) + θ(H˜l,k, I˜l,k)


 1
µk − µk+1
k∑
j=l
(µj − νj−l+1)


1
2
+

 1
(−µ˜l) − (−µ˜l−1)
l∑
j=k
((−µ˜j ) − (−νj−l+1))


1
2

(
1
µk − µk+1 +
1
µ˜l−1 − µ˜l
) 1
2

 k∑
j=l
(µj − µ˜j )


1
2
.
In order to prove Theorem 8, we need the following result, which is of interest on
its own as it provides lower bound for the total error in several eigenvalues.
Lemma 6. Assuming M  0, for any vi ∈H, i = 1, . . . , k, such that (Mvi, vj ) =
δij and µk > µc, the following inequality is valid:
k∑
j=1
‖r(vj )‖2 
k∑
j=1
(µj − µ(vj )).
Proof. Denotewi = M1/2vi ; in view of the assumption onvi , vectorswi are orthonor-
mal. Using them as a basis for the Rayleig–Ritz method we arrive at the eigenvalue
problem
Mˆwˆ = µˆwˆ,
where M is k-by-k matrix whose entries are (Mwi,wj ) = (Mvi,Mvj ). By the
maximin principle µˆj  µj , and hence,
k∑
j=1
‖r(vj )‖2 =
k∑
j=1
‖Mvj − µ(vj )vj‖2 =
k∑
j=1
(‖Mvj‖2 − µ(vj ))
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= TrMˆ −
k∑
j=1
µ(vj ) =
k∑
j=1
µˆj −
k∑
j=1
µ(vj )

k∑
j=1
µj −
k∑
j=1
µ(vj ). 
Let us now turn to Theorem 8. We have
k∑
l=1
(µ˜l − µm+1) =
k∑
l=1
((M − µm+1I )u˜l, u˜l)

k∑
l=1
((M − µm+1I )Pmu˜l, Pmu˜l)
=
k∑
l=1
k∑
j=1
(µj − µm+1)|(u˜l, uj )|2
+
k∑
l=1
((M − µm+1I )(Pm − Pk)u˜l, (Pm − Pk)u˜l)

k∑
j=1
(µj − µm+1)(1 − sin2(uj , I˜k))
+ (µk+1 − µm+1)
k∑
l=1
‖(Pm − Pk)u˜l‖2,
that is,
k∑
j=1
(µj − µm+1) sin2(uj , I˜k)
k∑
j=1
(µj − µ˜j ) + (µk+1 − µm+1)
×
k∑
l=1
‖(Pm − Pk)u˜l‖2.
Using Lemma 3, we obtain
‖(Pm − Pk)u˜l‖2  sin
2(Ik+1,m,H˜)‖r(u˜l)‖2
(µ˜l − µk+1)2
= µ˜l − µinf
(µ˜l − µk+1)2 sin
2(Ik+1,m,H˜)‖r(vl)‖2,
where vl = u˜l/
√
µ˜l − µinf . Hence, applying Lemma 6 to M − µinfI and v1, . . . , vk ,
and, then using Lemma 5, we obtain
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k∑
j=1
(µj − µm+1) sin2(uj , I˜k)
(
1 + εk,m
) k∑
j=1
(µj − µ˜j )

(
1 + k,m
) k∑
j=1
(µj − µ˜j ), (27)
which leads to (18).
Remark 5. The estimate (18) is sharp, which can be seen by considering the subspace
H˜ = span{u1, . . . , uk−1, uk + τum+1, uk+1, . . . , um},
where τ = 0 and we assume that µm+1 is an eigenvalue: we have k,m = 0 and
θ(I˜k,Ik)
2 = µk − µ˜k
µk − µm+1 =
1
µk − µm+1
k∑
j=1
(µj − µ˜j ).
Lemma 7. In the notation and under the assumptions of Theorem 8 the following
inequality is valid for any 1  l  k:
k∑
j=l
(µj − µm+1) sin2(uj , I˜k)  (1 + k,m)
k∑
j=l
(µj − µ˜j ), (28)
where k,m is given in Theorem 8.
Proof. This lemma is proved in the same way as Lemma 5 but with Theorem 8 used
instead of Lemma 4. 
Using the above lemma, we can now prove Theorem 9.
Denote by Pl,k the orthogonal projector onto Il,k by Ql,k onto I˜l,k , by Qk onto
I˜k and by Ql onto I˜l−1, i.e. Ql = Qk − Ql,k . Using Lemma 3, we obtain
δl‖Pl,kQl‖  sin(Il,k, I˜k)‖Rl‖  sin(Il,k, I˜k)‖Rl‖F ,
where δl = µ˜l−1 − µl and Rl = [r(u˜1), . . . , r(u˜l−1)]. Hence, applying Lemma 6 to
M − µinfI and u˜1, . . . , u˜l−1, we obtain
‖Pl,kQl‖2  sin
2(Il,k, I˜k)
δ2l
l−1∑
j=1
‖r(u˜j )‖2
 sin
2(Il,k, I˜k)
δ2l
(µ˜1 − µinf)
l−1∑
j=1
‖r(u˜j )‖2
µ˜j − µinf
 µ˜1 − µinf
δ2l
sin2(Il,k, I˜k)
l−1∑
j=1
(µj − µ˜j ),
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and thus,
θ(Il,k, I˜l,k)
2 = ‖(I − Ql,k)Pl,k‖2  ‖(I − Qk)Pl,k‖2 +‖(Qk −Ql,k)Pl,k‖2
= sin2(Il,k, I˜k) + ‖QlPl,k‖2  (1 + l) sin2(Il,k, I˜k).
Using Lemma 7 for estimating sin2(Il,k, I˜k) we arrive at (19).
Remark 6. The estimate (19) is sharp, which can be shown in the same way as in
Remark 5.
Appendix
A. Estimates for the generalized eigenvalue problem
Let L be a linear operator with definition domain D(L) that is dense in H and
such that
(Lu, v) = (u, Lv) ∀ u, v ∈ D(L),
and there exists a constant l > 0 such that
(Lu, u)  l‖u‖2 ∀ u ∈ D(L).
Following the standard procedure (cf. e.g. [8]), we introduce the space V with
the norm ‖ · ‖V = √(L·, ·) defined as the closure of D(L) in ‖ · ‖V and the space
V∗ with the norm ‖ · ‖V∗ = supu∈V |(u, ·)|/‖u‖V defined as the closure of H in
‖ · ‖V∗ . It is not difficult to see that L is a one-to-one mapping of V onto V∗,
that ‖L‖V→V∗ = ‖L−1‖V∗→V = 1 and that L−1 is a self-adjoint positive definite
operator inV∗.
Consider now the operator pencil M − µL, where M is a bounded self-adjoint
operator inH. In view of the above, the spectrum of this pencil, defined as the set of
µ for which the inverse of M − µL either does not exist or (M − µL)−1 :V∗ →V
is unbounded, coincides with the spectrum of the operator T = L−1M :V→V.
Further, ifI is the invariant subspace of M − µL, that is MI = LI, then it is also
the invariant subspace of T and viceversa. We note that T is bounded and self-adjoint
inV.
Now, letH˜ ⊂V and denote by Q˜ theH-orthogonal projector ontoH˜. UsingH˜
as the trial subspace of the Rayleigh–Ritz method, we introduce the operator pencil
M˜ − µ˜L˜, where M˜ and L˜ are, respectively, the restriction of Q˜MQ˜ and Q˜LQ˜ to
H˜. In this section we show how to use the results discussed in this paper in order to
estimate angles between the invariant subspaces of the pencils M − µL and M˜ − µ˜L˜.
Assume for simplicity of notation that dimH˜ = n (the case of the infinite but
countable dimension can be treated in a similar way – cf. [3]), and let v˜1, . . . , v˜n, be
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a basis ofH˜. Consider the operator V˜ that acts from n-dimensional Euclidean space
ontoH˜ as follows: for any x = {x1, . . . , xn}
V˜ x =
n∑
i=1
xi v˜i .
It is easy to see that Q˜ = V˜ Gˆ−1V˜ ∗, where V˜ ∗ is the adjoint to V˜ and Gˆ = V˜ ∗V˜ ,
and hence
M˜ − µ˜L˜ = V˜ Gˆ−1(Mˆ − µ˜Lˆ)Gˆ−1V˜ ∗,
where Mˆ = V˜ ∗MV˜ and Lˆ = V˜ ∗LV˜ . Again, it is easy to see that the restriction of
M˜ − µ˜L˜ onto H˜ has a bounded inverse if and only if so does Mˆ − µ˜Lˆ, i.e. the
spectrum of the pencil M˜ − µ˜L˜ coincides with that of Mˆ − µ˜Lˆ.
Now let Q˜V be V-orthogonal projector onto H˜: it is easy to see that Q˜V =
V˜ Lˆ−1V˜ ∗L. We have
V˜ Lˆ−1(Mˆ − µ˜Lˆ)Lˆ−1V˜ ∗L = V˜ Lˆ−1(V˜ ∗MV˜ − µ˜V˜ ∗LV˜ )Lˆ−1V˜ ∗L
= Q˜V(L−1M − µ˜)Q˜V,
and it is easy to verify that Mˆ − µLˆ has a bounded inverse if and only if so does
the restriction of Q˜V(L−1M − µ˜)Q˜V toH˜. Thus, the Rayleigh–Ritz method for the
operator pencil M − µL is equivalent to the Rayleigh–Ritz method for T in the same
trial subspace, and one can use the results presented in this paper for estimating
the angles between the invariant subspaces of M − µL and their Rayleigh–Ritz
approximations inH˜. For example, from the estimate (13) we obtain
sin(I˜,I)V 
‖(I − PV)(I − Q˜V)T P˜V‖V
δ
,
where PV and P˜V are theV-orthogonal projectors onto I and I˜ respectively, etc.
It remains to show how the norm of the residual operator can be computed in
practice. Let U˜ = [u˜l , . . . , u˜k], where u˜j are Ritz vectors, normalized in V, corre-
sponding to Ritz values µ˜j . TheV-orthogonal projector onto I˜ = span{u˜l , . . . , u˜k}
is P˜ = U˜ U˜∗L, where U˜∗ is the adjoint to U˜ , the latter viewed as an operator acting
from k − l + 1-dimensional Euclidean space E˜ onto I˜ in the same manner as V˜
above. Hence,
R˜ ≡ (I − P˜ )T P˜ = L−1MU˜U˜∗L − U˜ U˜∗MU˜U˜∗L
= L−1(MU˜ − LU˜M˜)U˜∗L = L−1RU˜∗L,
where M˜ = Diag[µ˜l, . . . , µ˜k], R = [rl, . . . , rk] and rj = Mu˜j − µ˜jLu˜j . One the
one hand, for any u ∈V we have
‖R˜u‖2V = (L−1RU˜∗Lu,RU˜∗Lu)  ‖R∗L−1R‖E˜(U˜∗Lu, U˜∗Lu)E˜
= ‖R∗L−1R‖E˜(Lu, P˜ u) = ‖R∗L−1R‖E˜‖P˜ u‖2V  ‖R∗L−1R‖E˜‖u‖2V,
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that is, ‖R˜‖2V  ‖R∗L−1R‖E˜. On the other hand, R˜U˜ = L−1RU˜∗LU˜ = L−1R, and
hence for any x ∈ E˜
‖L−1Rx‖2
E˜
= (R∗L−1Rx, x)E˜ = ‖R˜U˜x‖2V  ‖R˜‖2V‖U˜x‖2V = ‖R˜‖2V‖x‖2E˜,
that is, ‖R∗L−1R‖E˜  ‖R˜‖2V. Hence, ‖R˜‖2V = ‖R∗L−1R‖E˜. Now, as mentioned in
the Introduction, one of the application areas for the Rayleigh–Ritz approximation
is the subspace iterations for computing several eigenvalues. Taking preconditioned
gradient subspace iterations (cf. [9]) as an example, we observe that L−1  bK ,
where K is the preconditioner and b is a constant. Hence, R∗L−1R  bR∗KR, and
therefore in order to compute an estimate for the invariant subspace error one needs
to compute ‖R∗KR‖, that is, the maximal eigenvalue of the matrix with entries
(Kri, rj ). It remains to note that in the methods in question Kri is computed for
every (non-convergent) approximate eigenvector u˜i on every iteration, and thus, the
error estimation does not incur any substantial extra computational cost.
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