We obtain a gradient estimate for the Gauss maps from complete spacelike constant mean curvature hypersurfaces in Minkowski space into the hyperbolic space. As applications, we prove a Bernstein theorem which says that if the image of the Gauss map is bounded from one side, then the spacelike constant mean curvature hypersurface must be linear. This result extends the previous theorems obtained by B. Palmer [Pa] and Y.L. Xin [Xin1] where they assume that the image of the Gauss map is bounded. We also proved a Bernstein theorem for spacelike complete surfaces with parallel mean curvature vector in four-dimensional spaces.
Introduction
The classical Bernstein theorem [B] states that the only entire solution of the minimal hypersurface equation in Euclidean space IR n+1 n i=1 ∂ ∂x i (
is linear for n = 2. The higher dimensional version of the Bernstein theorem was proved through the efferts of Federer, Fleming [F] , De Giorgi [DG] , Almgren [A] , Simons [SJ] . They showed that the only entire solution of Eq. (1) is linear for n ≤ 7 while Bombieri-De Giorgi-Giusti [BDG] showed that there are nontrivial solutions for n > 7. In 1965, Chern [Ch] lie in an open hemisphere, then it is a plane. In 1968, Calabi [Ca] proposed to study a similar problem in the Minkowski space. He considered the maximal spacelike hypersurface equation with coordinate (x 0 , x 1 , · · · , x m ) and metric ds 2 = −(dx 0 ) 2 + m i=1 (dx i ) 2 . The Lorentz metric induces a Riemannian metric on the graph of u if |∇u| < 1. In [Ca] , Calabi showed that, for 2 ≤ m ≤ 4, the graph of any solution to Eq.(2) has to be a hyperplane. Later, Cheng and Yau [C-Y] proved that the same conclusion holds for m > 4. In fact they proved the parametric version of this theorem: The only maximal spacelike hypersurface which is a closed subset of the Lorentz-Minkowski space (with respect to the Euclidean topology) is a linear hyperplane.
Note that a maximal spacklike hypersurface is a spacelike hypersurface with zero constant mean curvature. In [Tr] , Treibergs showed that the constant mean curvature spacelike hypersurface equation [Pa] proved that there exists a constant τ = τ (n, H) > 0 such that if the Gauss image of the hypersurface f (M) is contained in a geodesic ball of radius τ 1 < τ in IH m (−1), then M is a hyperplane. Later, Xin [Xin1] extended Palmer's theorem by proving that M must be a hyperplane if the image under the Gauss map is bounded.
Our main result in this paper is to find some natural geometric condition and to further extend Palmer and Xin's Bernstein theorem by only assuming that the image under the Gauss map is bounded from one side. The main theorem in Choi and Treibergs' paper [Cho-Tr] states that given an arbitrary closed set in the ideal boundary at infinity of hyperbolic space, there exist a complete entire spacelike constant mean curvature hypersurface whose Gauss map is a diffeomorphism onto the interior of the hyperbolic space convex hull of the set. Therefore, if the closure of the image under the Gauss map intersects the ideal boundary of hyperbolic space at more than one point, Choi-Treibergs' theorem implies that the Bernstein theorem is not true. Therefore, it is natural to conjecture that the Bernstein theorem is true if the closure of the image under the Gauss map intersects the ideal boundary of hyperbolic space at exactly one point. The most natural geometric candidate whose closure intersects the ideal boundary at exactly one point is the so called "horoball ball" which is defined in the next section. If we use the upper half-plane model for IH m (−1) so that IH m (−1) has coordinate (γ 1 , · · · , γ m ) with γ m > 0 and the metric . Let g be a function on M such that e −g is superharmonic. If the image of M under the Gauss map
is necessarily a hyperplane. In particular, this is the case if the Gauss image is contained in the half-space {γ m > c} for some constant c > 0.
Our proof of the Main Theorem is in similar spirit to that of Cheng-Yau [C-Y] and Xin [Xin1] . The key step in the proof is to obtain a gradient estimate for the length of the second fundamental form of the hypersurface. This is done in section 3. The new gradient estimate (Theorem 3.1), which extends an earlier result of Shen [Sh] , can be considered as the main analytic result of this paper. It is presented with some general curvature assumptions on both doamin and target manifolds because the result is of interest in its own right for the study of harmonic maps.
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Preliminaries
In this section we shall recall some basic facts and formulas in Lorentzian geometry.
Let L be an (m + 1)-dimensional Lorentzian manifold with Lorentzian metricḡ of signature (−, +, · · · , +). Let {e 0 , e 1 , · · · , e m } be a local Lorentzian orthonormal moving frame in L. Let ω 0 , ω 1 , · · · , ω m be its dual frame so that
We adopt the convention that Latin indices run from 1 to m and Greek indices run from 0 to m. The Lorentzian connection forms ω αβ of L are uniquely determined by the structure equations:
The Covariant derivatives are defined by the following equations
The curvature formsΩ of L are given bȳ
whereR αβγδ are components of the curvature tensorR of L. Let M be a spacelike hypersurface in a Lorentzian manifold L. We can choose a local Lorentzian orthonormal moving frame {e 0 , e 1 , · · · , e m } in L such that, restricted to M, the vectors e 1 , · · · , e m are tangential to M and e 0 is normal to M. So the form ω 0 is a zero form on the hypersurface M and the induced Riemannian metric g of M is
Hence the induced structure equations of M are
where Ω ij and R ijkl are the curvature forms and the curvature tensors of M, respectively. Since ω 0 = 0 on M, equation (4) shows that
The Cartan's lemma then implies that
where h = h ij ω i ⊗ ω j is called the second fundamental form of M. We then obtain the Gauss equation
By taking the trace, we get the equation for the Ricci tensors
If L has Ricci curvature bounded from below by a constant k L , then the lower bound of the Ricci curvature of M is given by
We also like to introduce the notion Busemann function and its level set in order to set up our results. Suppose that N is a complete Riemannian manifold of nonpositive curvature and let c : IR → N be a unit speed geodesic. Then we call the union of balls B c = t>0 B t (c(t)) the horoball with center at infinity c(∞). For x ∈ N, the function t → t − d(x, c(t)) is bounded from above and monotonically increasing. So we can define the Busemann function by
It is known (see [He-Ho] and [B-Gr-S] ) that the Busemann function B is a concave C 2 -function with |∇B| = 1. We end this section by providing a proof of the well-known result that the Gauss map of a constant mean curvature spacelike hypersurface is a harmonic map into hyperbolic space (see [Mi] , [Ish] ). The relation between the second fundamental form and the derivative of the Gauss map will become clear in the computation.
The Gauss map is a map defined by
We can think of {e i } as an orthonormal basis for H m at the point e 0 . Let {θ k } be the dual basis for H m and {θ kl } be its connection form. Then we have
Hence we see that
This implies that
By the second structure equation, we have
So we know that f * θ ij = ω ij .
Differentiating (6), we get
Hence we obtain that f k ij = h kij . Taking the trace, we get
by the symmetry of the second fundamental form h. So f is harmonic if and only if the mean curvature H is constant.
The Proof of Main Theorem
In this section, we prove the Main Theorem stated in the introduction. The main analytic tool involved is the following gradient estimate for harmonic maps.
Theorem 3.1. Suppose that M is a complete Riemannian manifold with Ricci curvature Ric M ≥ −k 2 for some k ≥ 0 and N is a simply-connected complete Riemannian manifold with sectional curvature K N ≤ −1. If f : M → N is a harmonic map and B is a Busemann function on N such that B • f ≥ g for some function g satisfying △e −g ≤ 0 (*), then we have
where a > 0 is an arbitrary constant.
From Theorem 3.1, one can also obtain the following estimate which can be regarded as an extension of Yau's Liouville Theorem for harmonic functions.
Theorem 3.2. Let f be a harmonic function on a complete Riemannian manifold M with Ricci curvature Ric M ≥ −k 2 for some constant k ≥ 0. If there exists a function g such that e −g ≤ 0 and f ≥ g, then
for all positive constant a > 0. In particular, if the Ricci curvature of M is nonnegative, then the harmonic function has to be constant.
Proof of Theroem 3.1. Let M be a complete Riemannian manifold with Ricci curvature Ric M ≥ −k 2 for some k ≥ 0 and N be a simply-connected complete Riemannian manifold with sectional curvature K N ≤ −1. If f : M → N is a harmonic map and B is a Busemann function on N such that B • f ≥ g for some function g satisfying △e −g ≤ 0. Let
then we have
For harmonic map f , we have the following Bochner formula
It is known that (see [Sc-Yau] )
where m = dim(M) and n = dim(N). Combining (10) and (11), we obtain
where ǫ = 1 2mn . Inequalities (12) and (9) imply
We know that
and
Inequalities (13), (14) and (15) then imply that
For any fixed point x 0 ∈ M, we can define a function F on the ball B a (x 0 ) by
where r(x) = dist(x, x 0 ) is the distance function on M. Without lossing of generality, we may assume r ∈ C 2 (M). If ∇f is not identically zero, then F must attain its maximum at some interior point x * . By the mzximum principle, we have
By (17) and (18) 
Also, it is well-known that |∇r| = 1.
Using inequality (16), we obtain
where
Using ab ≥ − ǫ 2 a 2 − 2 ǫ b 2 and |∇r| = 1, (19) can be simplified as
It is easy to see that
Since B is a horofunction, we can always assume that B • f ≥ 1 + g. Combining (20) and (21), we have
By Condition ( * ), we see that
From (22) and (23), we get
If we choose a local polar coordinate chart around p = f (x) such that e 1 = ∇B, the radial direction. Then we have
Applying the Hessian comparison theorem, we have
where H αβ = γ αβ − dB α dB β and γ αβ is the metric on N.
Since f is harmonic,
Combining (25), (26) and using the assumption that B • f − g ≥ 1, we obtain the the following key inequality
Inequalities (24) and (27) then imply that
which is equivalent to
Now the gradient estimate (8) follows easily from (28). This completes the proof of Theorem 3.1.
Using Theorem 3.1, we now present the proof of the Main Theorem.
Proof of Main Theorem. We first use the generalized maximum principle due to Omori [Om] and Yau [Yau] to prove that the constant mean curvature is actually zero.
Let f be the Gauss map from M to the hyperbolic space IH m and B be a Busemann function on IH m . Define the function h = −(B • f − g), where e −g is superharmonic on M. Then it is easy to see that h ∈ C 2 (M) [He-Ho] and h is bounded from above. Since the Ricci curvature of M is bounded from below by a constant, we have the Omori-Yau [Om] , [Yau] maximum principle for complete manifold. Therefore, for ∀ǫ > 0, and ∀x 0 ∈ M, there exists a point x ∈ M such that
From our estimates (25) and (26) in the proof of Theorem 3.1 and our Condition ( * ), we know that
Since H is a constant, inequalities (29), (30) and (31) force H ≡ 0. Now it follows from (5) that the Ricci curvature of M is nonnegative. Hence our gradient estimate (8) in Theorem 3.1, with k = 0, implies
So |∇f | 2 = 0 by letting a → ∞. Hence (7) implies that the second fundamental form of M is identically zero. Therefore M must be a hyperplane. This completes the proof of our Main Theorem.
The proof of Theorem 3.2 is exactly the same as the proof of Theorem 3.1. For N = IH n and any fixed constant c > 0, if we use the coordinate chart z = (z 1 , · · · , z n ) with z n > 0 and choose
to be a geodesic ray. Then the Busemann function for γ is
For harmonic function z = f (x), we can let
Analytically, we remark that in order to obtain an upper bound for
, it suffices to have the followings:
Inequality (27) is just a consequence of (32) and (33) since we can always make φ • f − g ≥ 1.
Clearly, our assumptions in Theorem 3.2 imply both (32) and (33). Therefore, Theorem 3 is true.
Applications
In this section we are going to apply our Main Theorem to study the Bernstein problem on spacelike submanifolds with parallel mean curvature vector in semi-Euclidean space with higher codimensions. No much is known in this direction. Our work is inspired by Xin's original paper [Xin2] which proves a nice splitting theorem for certain spacelike surface in IR [Xin2] ). In the following we are going to study spacelike surfaces with parallel mean curvature vector in IR In the following we will identify G We choose a local Lorentzian orthonormal frame {e 1 , e 2 , e 3 , e 4 } along M such that e 1 , e 2 are tangent to M with dual frame {ω 1 , ω 2 , ω 3 , ω 4 }. In the following, we adopt the convention that the Latin indices run from 1 to 2 and the Greek indices run from 3 to 4. The induced Riemannian metric of
So the structure equations of M are
By Cartan's lemman, we have 
We then obtain from the Gauss equation that the sectional curvature of M is
, and the Ricci curvature of M is 
Define the covariant derivative of h
It is easy to see that h α ijk is symmetric in i, j, k. We say that M has parallel mean curvature vector if
holds everywhere in M.
For the Gauss map
It follows from Equations (34) and (35) that the Gauss map γ is harmonic if and only if M has parallel mean curvature vector.
It is computed in [Xin2] that the canonical metric on G
is the induced metric of the first factor. Equations ( 
Therefore, it is easy to see from the Equations (37), (38) and (39) that a spacelike surface in IR In the following, we assume that M has parallel mean curvature vector and we specify our local orthonormal frame {e 1 , e 2 , e 3 , e 4 } so that e 3 = H | H| .
Since e 3 is parallel in the normal bundle, we know that If the image under the harmonic map γ 1 lies in some horoball in IH 2 (−1), then we can apply our gradient estimates in section 3 to show that e(γ 1 ) = 0, and, e(γ) = e(γ 1 ) + e(γ 2 ) = 2e(γ 1 ) = 0.
Therefore, γ is a constant map and consequently M must be a plane. This completes our proof for Theorem 4.2.
