Abstract-For many practical probability density representations such as for the widely used Gaussian mixture densities, an analytic evaluation of the differential entropy is not possible and thus, approximate calculations are inevitable. For this purpose, the first contribution of this paper deals with a novel entropy approximation method for Gaussian mixture random vectors, which is based on a component-wise Taylor-series expansion of the logarithm of a Gaussian mixture and on a splitting method of Gaussian mixture components. The employed order of the Taylor-series expansion and the number of components used for splitting allows balancing between accuracy and computational demand. The second contribution is the determination of meaningful and efficiently to calculate lower and upper bounds of the entropy, which can be also used for approximation purposes. In addition, a refinement method for the more important upper bound is proposed in order to approach the true entropy value.
I. INTRODUCTION
Differential entropy as a measure of uncertainty extends the classical entropy introduced by Shannon [1] to continuous random vectors. It has a value within [-00, +00] and achieves a minimum when the random vector comprises no uncertainty (Le., the density function is a Dirac delta distribution) and approaches a maximum as the random vector becomes uniformly distributed. This entropy measure has applications in its own right, such as for parameter estimation [2] , but it is also central to the computation of other measures, such as mutual information, which is a measure of dependency between two random variables. Mutual information is also widely used, with applications including capacity of communication channels [3] , sensor management for multitarget tracking [4] , image registration [5] , and many others.
For Gaussian density functions, entropy has an analytic solution proportional to the determinant of the covariance matrix. The Gaussian function also has many other computational advantages, which is one of the reasons for its dominance in data fusion applications. However, many realworld systems possess strongly non-Gaussian uncertainties, and a Gaussian approximation is sometimes inadequate for highly skewed or multimodal distributions. Gaussian mixture This work was partially supported by the German Research Foundation (DFG) within the Research Training Group GRK 1194 "Self-organizing Sensor-Actuator-Networks". .
densities are a popular representation of non-Gaussian densities. They are a universal function approximator in that, given a sufficient number of components, they can approximate any smooth function to arbitrary accuracy [6] . They also tend to be a useful representation in practice for multivariate densities. However, there is no known closed-form solution to differential entropy for Gaussian mixtures. There exist several approximations in the literature, including loose upper and lower bounds, but the only existent approximation that can be demonstrated to converge to the true entropy relies on expensive random sampling methods. Other approximations offer either very loose bounds or can be shown to deviate from the true entropy in an arbitrary fashion and hence, are of limited usefulness.
In this paper, we present a novel approximation to differential entropy for Gaussian mixture random vectors based on Taylor-series expansions. For each Gaussian mixture component, a Taylor-series expansion of the logarithm of the Gaussian mixture is determined as described in Section IV, which facilitates an analytical evaluation of the entropy measure. Additionally, a splitting technique for Gaussian densities is employed in Section IV-B in order to avoid Gaussian components with high variance, which would require computationally expensive higher order expansion terms. Through the use of higher-order terms or component splitting it is possible to obtain an entropy approximation, which is of practical usefulness and versatile applicability as it
• permits a tradeoff between computational demand and accuracy • is deterministically evaluable, • makes no assumptions or restrictions on the structure of the Gaussian mixture. This is an improvement over existing fixed-cost approximations that can be found in the literature (see Section III) as none fulfills all these requirements.
We also discuss cheap calculation of lower and upper bounds for differential entropy (see Section V). Besides the application of such bounds to entropy approximation and optimization, they can be also used in combination with the proposed Taylor-series expansion and splitting based approximation scheme in order to ensure meaningful approximation results. Especially for the theoretically important upper bound, a refinement algorithm based on component clustering is proposed in Section V-C, which allows calculating significantly tighter upper bounds. The performance of the proposed methods is demonstrated by means of simulations in Section VI, while in Section VII conclusions and an outlook to future work are given.
II. PROBLEM FORMULATION
For a continuous-valued random vector~E ]RN with probability density function f (~), the differential entropy is defined as H(~) = E{ -log fC~)} = -r J(~) . log f(~) d~. (1) 
JRN
As the entropy is a measure of the degree of uncertainty the random vector~comprises, it is utilized in many engineering applications from the field of nonlinear estimation, fusion, and control. Especially in planning tasks like sensor placement and scheduling for sensor networks, optimizing objective functions based on the entropy is crucial.
Thanks to their universal approximation property [6] , Gaussian mixtures are a very common representation of the density function f (~) in those tasks, Le., f (~) is given by the Gaussian mixture
where Wi are non-negative weighting coefficients with i Wi == 1 and N(~; j-t, C) is a Gaussian density with mean vector j-t and covariance matrix C.
However, the entropy generally cannot be calculated in closed form for Gaussian mixtures due to the logarithm of a sum of exponential functions. Except for the special case of a single Gaussian density, where the entropy is (2) an approximate solution for (1) has to be applied. It is worth mentioning that (2) provides an upper bound for all Gaussian mixture random vectors with the same covariance C as in (2) .
The following sections are concerned with the derivation of a novel entropy approximation scheme. In order to provide a practical and versatile entropy approximation, the novel scheme has to satisfy the requirements mentioned in Section I. Subsequently, novel computationally cheap lower and upper bounds of the true entropy values are determined, which also can be utilized as approximate entropy values.
In order to ease the discussion, in the following sections the notion
JlR N is used for the entropy, with f(~) == g(~). This allows differentiating between the Gaussian mixture 9 (~) that is affected by the logarithm and the Gaussian mixture f(~) that is not argument of the logarithm.
III. PRIOR WORK
The literature provides many methods for an approximate calculation of the entropy for Gaussian mixture random vectors. As we will point out in this section, those methods typically do not (completely) satisfy the aforementioned requirements.
One of the most straightforward ways to approximate (3) results from employing the closed-form solution for a single Gaussian [7] . Here, g(~) is replaced by the Gaussian density that exactly captures the first two moments of f (~) . Although this method is very efficient, it does not converge to the exact solution. However, since approximating a Gaussian mixture by a single Gaussian exactly capturing the first two moments [8] , this method provides an (albeit very loose) upper bound approximation to the entropy.
The only entropy approximation method so far that generally converges to the true entropy is given by Monte Carlo sampling. Here, the Gaussian mixture f(~) in (3) is represented by a set of samples drawn i.i.d. from f (~), which allows a point-wise evaluation of the logarithm term in (3) . According to the law of large numbers, this approximation converges to the true entropy value as the number of samples goes to infinity. However, a relatively large number of samples has to be used in order to obtain a good approximation, which in tum is computationally demanding. Since randomization is used, no deterministic approximation is provided, which complicates comparison and precludes classical optimization techniques like gradient descents for entropy minimization.
Deterministic sampling instead allows the use of far less sample points for a specific approximation quality. This is the idea the entropy approximation proposed in [9] is based on. By employing the unscented transform (see e.g. [10] ) each Gaussian component of f (~) in (3) is replaced by a set of socalled sigma points. This allows a point-wise evaluation of the logarithm, which is computationally efficient. However, in contrast to Monte Carlo sampling, convergence is no longer guaranteed as the number of sigma-points is constant.
In [11], [12] , a deterministic approximation is developed by replacing (1) with the squared integral difference between f(~) and a uniform density. This method can be regarded as linearizing (1) with a second-order Taylor-series expansion around the uniform density. This method turns out to be computationally demanding and often inaccurate. Furthermore, it is only applicable for the special case of Gaussian mixtures with axis-aligned components.
IV. NOVEL ENTROPY ApPROXIMATION
The critical part of the entropy calculation is the logarithm of the Gaussian mixture g({f) in (3). To obtain an accurate and versatile entropy approximation that can be evaluated analytically, the key idea of the proposed approach is to use an appropriate approximation of the logarithm of g(~) for each Gaussian component of f ({f) .
A. Component-wise Taylor-series Expansion
By replacing the logarithm with a multivariate Taylorseries expansion, the resulting integral can be solved in closed form. Therefore, the logarithm is expanded around the mean vector~i of each Gaussian component of f (~), which leads to It is obvious that the Taylor-series expansion is of infinite order since derivatives of a sum of exponential functions are considered. Thus, the expansion has to be truncated in order to maintain a practical solution. Truncating at order R yields the approximation
of the entropy.
This approximation can be evaluated analytically, as solving the integral for component i corresponds 1 to determining the first R central moments of a Gaussian density. These moments can be calculated on the basis of the mean H. i and the elements of the covariance matrix C i .
Furthermore, the derivatives of the logarithm of 9(;f) always exist. In order to avoid the complex representation of for example a cubix and quadrix for third-order and forthorder derivatives, respectively, Kronecker algebra can be employed for a compact representation. This is demonstrated in the following example.
Example 1 (Derivatives of a Gaussian)
Essential parts of the proposed entropy approximation are the derivatives of a Gaussian density
ith respect to the vector {f. In the following, the first-order up to the third-order derivatives are given. Employing til-({f -
The second-order derivative or Hessian of (5) is given by
Using the Kronecker product ® and matrix-vectorization #, the third-order derivative can be written as
1up to a constant factor It can be easily seen, that each derivative uses the results of lower-order derivatives and thus, together with the use of Kronecker algebra, calculating higher-order derivatives can be carried out efficiently.
Based on these results, in Appendix A and B the zerothorder and the second-order component-wise Taylor-series expansions are derived.
B. Variance Reduction via Splitting
As the logarithm term of the entropy is expanded component-wise around the mean vector of the individual Gaussian components of f (;f), there is a strong dependency between the variance of the Gaussians and the employed order of the Taylor-series expansion. Thus, for a Gaussian with large variance, more terms should be used in order to reduce the approximation error, while for very small variances 2 , one or two expansion terms are sufficient. 1) Basic Idea: Besides exploiting higher-order terms of the Taylor-series expansion for gaining more accuracy, another key idea of the proposed entropy approximation is to exploit splitting of the Gaussian components in order to reduce their variance. Several possibilities arise for performing a split, where simply reproducing the original component is not sufficient since the symmetry has to be broken to facilitate approximating the logarithm in different ways [14] .
A very straightforward way for splitting is to use two Gaussians for replacing the original component, since for two Gaussians a replacement that preserves mean and covariance can be easily guaranteed [15] . For entropy approximation, it is also important that splitting preserves the shape of the original Gaussian. If repeated splitting of the components of f (;f) captures the original shape exactly, the approximation converges to the true entropy value.
Unfortunately, exactly representing a Gaussian by several ones is not possible 3 . Thus, by every split a small error is introduced. In order to keep this error as small as possible and simultaneously to keep the computational demand bounded, we use a library for splitting the standard one-dimensional Gaussian density into a Gaussian mixture consisting of a constant number of components as proposed in [16] . Throughout this paper, splitting into four components is employed, where the corresponding parameters of this mixture are listed in Table I and the resulting approximation is depicted in Fig. 1 . This library can be applied to splitting arbitrary multivariate Gaussian densities by means of covariance diagonalization, shifting, and scaling. where V is the matrix of eigenvect<?rs of the covariance matrix C, which yields the desired replacement (7).
C. Properties
The proposed approach satisfies all requirements on an entropy approximation. Obviously, it is deterministic and makes no assumption on the structure of the Gaussian mixture. Furthermore, the following theorem allows demonstrating that the remaining requirement regarding the trade-off between accuracy and computational demand is also fulfilled. Table I .
Finally, the diagonal covariance matrices D i are rotated back according to
Theorem 1 (Component-wise Entropy Approximation)
The component-wise Taylor-series expansion (4) of the entropy elnploying cOlnponent splitting (7) has following properties:
1) The approximation is exact for R -+ 00 and M -+ 00.
2) The approxilnation is exact for f (~) being a Gaussian density, R~2, and M == 1, i.e., without splitting.
3) All odd order terms of the expansion are zero.

PROOF.
1) Follows directly from the properties of the Taylor-series expansion and the universal approximation property of a Gaussian mixture. == "2 log 127reCI , which coincides with (2). 3) As stated in Section IV-A, evaluating (4) depends on determining the central moments of the Gaussian components of f(~). Since all odd central moments of a Gaussian density are zero, the odd-order terms of the expansion are also zero. o Thus, by the choice of the order of expansion R and the number of components used for splitting M, the user can obtain arbitrarily accurate approximations at the expense of computational resources. Thanks to the Taylor-series expansion and the universal approximation property of a Gaussian mixture, the approximation converges to the exact entropy value for an increasing Rand M. This allows providing a deterministic alternative to the Monte Carlo approach, which so far was the only converging approximation.
V. ENTROPY BOUNDS
Independent of the used entropy approximation method, it is generally difficult or even impossible to quantify the deviation between the true entropy value and its approximation. In some situations, the approximation may be arbitrarily wrong. By providing a close lower and upper bound of the entropy value of a Gaussian mixture random vector, it is possible to decide whether the approximation is meaningful or not. Furthermore, as we will show, both bounds can be calculated in closed form. Thus, the bounds themselves can be used for efficiently approximating the true entropy value.
A. Lower Bound
A lower bound of (3) can be obtained by employing an upper bound of the Kullback-Leibler divergence (see [17] ) between two Gaussian mixtures, which is derived in [7] . In doing so, the logarithm is moved outside the integral and only an integral of a product of two Gaussian densities remains, which has a well-known closed-form solution.
Theorem 2 (Lower Bound) A lower bound Hz (~) of (3) is given by
-'L -J PROOF. Since -log x is concave in x, Jensen's inequality (see e.g. [3] ) can be employed. Thus, with -log E{~} :S E{ -log~} we obtain a lower bound of (3) according to
B. Upper Bound
Besides the aforementioned usefulness of bounding values, a cheap calculation of the upper bound is of additional importance. In optimization problems like sensor scheduling, directly minimizing the entropy of Gaussian mixture random vectors can be avoided by minimizing its upper bound. This procedure is reasonable, if the computational demand of calculating the upper bound is significantly lower as the computational demand for approximating the entropy value. The upper bound derived next fulfills this condition, as it consists of a weighted sum of the individual entropies of the Gaussian components (2) . 
where 2:f~j=1 Wj .N(;f;!!.j' C j ) Ei == (10) 
Wi ·N(;f;!!.i'Ci )
Since log(l +Ei) in (9) is always non-negative, neglecting it yields the desired upper bound. D Typically, the upper bound (8) is significantly closer to the true entropy value than the well-known bound given by a single Gaussian matching the first two moments of I (;f). Thus, the lowest upper bound is calculated at step four, which is also the return value of Algorithm 1. This bound corresponds to a Gaussian mixture reduced to three components, which is sufficient for representing the three modes of the original mixture (see Fig. 2 ).
VI. SIMULATION RESULTS
For demonstrating the effectiveness of the proposed entropy approximation method, the first simulation of this section is concerned with a parameter identification problem. A multivariate Gaussian mixture is utilized in the second simulation for demonstrating the usefulness of the proposed bounds.
A. Application: Parameter Identification
This simulation is concerned with the practical application of identifying the unknown parameter a in the linear function Example 2 (Upper Bound Refinement) In this example, the functionality of Algorithm 1 is demonstrated by applying it to a two-dimensional random vector~represented by the six component Gaussian mixture depicted in Fig. 2 . The sequence of upper bounds generated by Algorithm 1 is listed in the following table.
By exploiting the fact that the entropy of ]1 ({f) upper bounds the entropy of 11 ({f) results in (11). Evaluating (8) separately for ]1 (~) and 12 (~) automatically provides the easily computable upper bound. D It is important to note that Theorem 4 and (11), respectively, provide a family of upper bounds: All possible combinations of merged and unmerged Gaussian components give an upper bound. Obviously, the better the merged components can be represented by a single Gaussian, the tighter the upper bound provided by Theorem 4 is. A lowest upper bound will be one that merges clusters of Gaussians that are approximately Gaussian-shaped and does not merge well-separated components. In this case, the entropy value contribution of a merged cluster to the bound (8) is close to the entropy of the original (unmerged) mixture and thus potentially lower than the contribution of the individual Gaussians of the original mixture to the bound.
Instead of evaluating the whole family of bounds in a brute-force fashion for obtaining the lowest upper bound, a more efficient algorithm is proposed. According to Algorithm 1, Gaussian components of the mixture f ({f) are successively merged in order to identify Gaussian-shaped clusters (line 3). Afterwards, the corresponding upper bound is calculated (line 4) and compared with the currently lowest upper bound (line 5).
Methods that can be used for merging in line 3 are manifold. They differ in the distance measure used for identifying similar Gaussian components in I ({f) and the number of components merged in one step. Merging-based Gaussian mixture reduction methods like Salmond's clustering algorithm [18] or Runnall's reduction method [15] typically provide a good trade-off between computational complexity and accuracy in identifying Gaussian-shaped clusters. In this paper, we employ Runnall's method, where at each step two components are merged. The distance measure of this method is based on the Kullback-Leibler divergence, which is scale invariant and thus is the ideal measure for Gaussian mixture reduction purposes. The component-wise second-order Taylor-series expansion without splitting already provides good approximate entropy values, which are always between the lower and upper bound. However, by additionally employing the proposed splitting method, an almost exact approximation is obtained. This improvement in accuracy is at the expense of an increased computation time, which is one order of magnitude larger than the time consumed by the Taylor-series expansion without splitting.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, a novel method for an approximate entropy calculation of Gaussian mixture random vectors was 
B. Multivariate Gaussian Mixture
In the next simulation, the two-dimensional random vector is characterized by a Gaussian mixture consisting of L == 5 components with parameters and w represents Gaussian noise with zero mean and variance 0"; == 0.04. Furthermore, 100 samples are drawn from
x as well as from wand a Parzen density estimator [19] is employed for determining a Gaussian mixture approximation of the density of e. For minimizing the entropy H (e), classical optimization methods like gradient descent could by applied, which excludes the use of Monte Carlo sampling for approximating H (e). However, in this simulation the concrete optimization method is not relevant. Instead, we simply vary the scaling parameter ain a brute force fashion from -2 to 6 in order to demonstrate to accuracy provided by the proposed entropy approximation. The resulting entropy approximation for several aand for a zeroth-order Taylor-series expansion as well as a second-order Taylor-series expansion are depicted in Fig. 3 . Even the results of the zeroth-order expansion are quite close to true entropy values, which are calculated by means of numerical integration. Thus, identifying the unknown parameter a is possible, since the minimum of H (e) for the inverse parameter a== 0.5 can be correctly determined. By spending additional effort for utilizing the second-order expansion, an entropy approximation is provided that coincides with the ground truth.
where the entropy is minimized for a==~.
Specifically, the parameter in (12) is a == 2, the Gaussian mixture for x is given by introduced. In contrast to eXIStIng methods, the proposed approach facilitates a tradeoff of computational demand for accuracy. This is achieved by the choice of the order of the component-wise Taylor-series expansion as well as by the number of splitting operations for variance reduction.
Additionally, tight lower and upper bounds of the true entropy value were derived, which can be evaluated in closed form. By the use of such a pair of bounds, some kind of confidence interval for the approximate entropy value of the proposed component-wise Taylor-series expansion method can be calculated. Thanks to the proposed computationally efficient refinement method for the upper bound, utilizing the bound directly for approximating the true entropy value is also possible.
An interesting point for future research is concerned with effectively determining the number of splitting operations to be used. As each splitting operation introduces a small approximation error, it may be necessary to eventually stop splitting to prevent this error becoming dominant.
Based on the splitting operation, a refinement of the proposed lower bound can be introduced. It can be shown that any splitting of components of a Gaussian mixture that preserves mean and covariance gives a lower bound on the entropy value. This approximation of the entropy is identical to the firstorder Taylor-series expansion due to the fact that the first central moment of a Gaussian density is zero.
B. Second-order Taylor-series Expansion
Employing the second-order derivative of a Gaussian density with respect to its mean vector (6) and with the result of Appendix A, the second-order Taylor-series expansion is given by with
