ABSTRACT Hyperspectral remote sensing sensors can provide plenty of valuable information with hundreds of spectral bands at each pixel. Feature selection and spectral-spatial information play an important role in the field of hyperspectral image (HSI) classification. In this paper, a novel two-stage spectral-spatial HSI classification method is proposed. In first stage, the standard particle swarm optimization (PSO) is adopted to optimize the parameters, and a novel binary PSO with mutation mechanism is used for feature selection simultaneously. Then, the support vector machine classifier is performed. In second stage, in order to reduce salt and pepper phenomenon, mathematical morphology post-processing is used to further refine the obtained results of the above stage. Experiments are conducted on two real hyperspectral data sets. The evaluation results show that the proposed approach achieves better accuracy than several state-of-the-art methods.
I. INTRODUCTION
H yperSpectral I mage (HSI) classification problems have been an emerging research topic in recent years. HSI consists of hundreds of spectral bands from the visible to the infrared range of the electromagnetic spectrum, which can provide the potential and detailed land-cover distinction and identification [1] . Classification problems generally fall into two categories: spectral dimensionality reduction and spectral classification. The highly correlated spectral bands of HSI results in extra time-consumption for hyperspectral data transmission, storage and processing. Additionally, highly features may produce the ''Hughes phenomenon'' [2] and induce overfitting estimation for classification [3] . Therefore, dimensionality reduction is crucial for HSI analysis. The commonly-used dimensionality reduction methods consist of two categories: feature selection [4] and feature extraction [5] . With feature extraction methods, the high-dimensional feature space is mapped into a low-dimensional space by linear or nonlinear transformations, such as principal component analysis(PCA) [6] . In this way some crucial information may have been distorted [7] . Otherwise, feature (band) selection methods can select appropriate ones from the original set of spectral bands that can preserve the physical meaning of spectral bands, but it would consume more time. Recently, many heuristic approaches have played an important role in HSI bands selection [8] - [10] . Bazi and Melgani [11] proposed a genetic algorithm-based HSI classification system, which can select bands and determine the optimal SVM parameters simultaneously. Yang et al. [12] put forward a particle swarm optimization (PSO) based feature selection approach, using the fitness function of minimum estimated abundance covariance. Daamouche et al. [13] used PSO to select the most informative spatial features for classification. Ghamisi and Benediktsson [14] adopted a new hybrid method for dimensionality reduction by integrating both Genetic Algorithm (GA) and PSO.
In recent years, spatial information technology has been applied extensively in many domains [15] - [18] . In HSI processing, the integration of spectral and spatial information can further improve the classification results. Mathematical morphology has been widely used for extracting spatial features. Morphological connected operators proved to be suitable for extracting spatial information while preserving the geometrical characteristics of the structures in the image. Recently, morphological profiles (MPs) [19] have been successfully extended to handle hyperspectral images, leading to the definition of extended MPs (EMPs).
Support vector machine (SVM), originally developed by Bruzzone and Persello [20] , depends on the principle of structural risk minimization [21] , has been widely used to solve machine learning problems in the past several decades [22] , [23] . SVM has a promising generalization performance when applied for supporting HSI classification [24] .
In this paper, a novel dimensionality reduction and spectral-spatial HSI classification method is presented based on a novel Binary PSO (BPSO) band selection and mathematical morphology(MM) post-processing. The proposed method can effectively select features and determine the optimal SVM parameters simultaneously, and it can make full use of the spatial information of HSI. MM post-processing only use morphology basic operators to deal with binary images rather than compute the spatial features. Results of the experiments performed on the Indian Pines dataset and the Pavia University dataset demonstrate the effectiveness of the proposed method.
The remainder of this paper is organized as follows. In Section II, we review the PSO, BPSO and MM. In Section III, we formulate the framework of our proposed method. We present the experimental results in Section IV, and conclude our work in Section V.
II. PRELIMINARIES: PSO, BPSO AND MM
In this section, we briefly review PSO, BPSO and MM, which are widely used for optimizing numerical problems and supporting HSI classification.
A. PARTICLE SWARM OPTIMIZATION
PSO is an evolutionary optimization algorithm introduced by Kennedy and Eberhart [25] , which is inspired by observation of bird flocking. In PSO, each particle i is described by its position x i and velocity v i . A fitness function is pre-defined to measure the performance of each particle. First, the particles are initialized randomly. Then, the particles update their velocities in each iteration and change their positions according to their updated velocities. In a d-dimensional space, the velocity and the position of each particle can be updated according to the following formulas:
where p_best i is the best position recorded so far by the i th particle; the g_best is the best position recorded so far by the entire swarm; w is the inertia weight which is constrained to the interval [0.0, 1.0]; c 1 and c 2 are learning rates and r 1 and r 2 are two random functions in the range [0,1]. The termination criterion for iterations is detemined according to whether the maximum generation or a designated value of the fitness is reached.
B. BINARY PARTICLE SWARM OPTIMIZATION
PSO is operated in continuous space. But many optimization problems are set in discrete space. So Kennedy and Eberhart extended the PSO to a binary space (BPSO) in 1997 [26] . In BPSO, a particle moves in a state space restricted to 0 and 1 on each dimension, where v id represents the probability of the bit x id taking the value 1. As equation (3) show, a logistic transformation S(v id ) is used to accomplish this modification, and the position will be updated according to equation (4) .
S(v id
In BPSO, v id is limited in the range of [−v max , v max ]. Usually v max is set to be 6, which can limit the probability to be in [0.0025, 0.9975]. The setting will be resulted in a better convergence characteristics. BPSO has been widely applied to many combinatorial problems, for instance knapsack problems [27] and feature selection [4] .
C. MATHEMATICAL MORPHOLOGY
MM is a technique of image processing based on set theory, lattice theory, topology, and random function [28] . MM aims to analyze spatial relationships between pixels using a set of known shape and size(e.g., disk of radius 3 pixels), called the structuring elements (SE) [29] .
MM has four fundamental operators: erosion, dilation, opening and closing.
Let E be a Euclidean space and A a binary image in E. The erosion of A by the structuring element B is defined by:
Where B z is the translation of B by the vector z, i.e., B z = {b + z|b ∈ B}, ∀ z ∈ E.
The dilation of A by the structuring element B is defined by:
The opening of A by B is obtained by the erosion of A by B, followed by dilation of the resulting image by B:
Opening essentially removes the outer tiny leaks of A and the sharp edges of A start to disappear.
The closing of A by B is obtained by the dilation of A by B, followed by erosion of the resulting structure by B:
The closing is the complement of the locus of translations of the symmetric of the structuring element outsize the image A. Noises filtering for binary images A can be obtained by the opening of A ,followed by closing of A.
As Figure 1 shows, after an opening and closing operation, a binary image can remove noise inside or outside it. We can use this idea to deal with the salt and pepper phenomenon of HSI classification result.
III. PROPOSED METHOD
In this section, we describe the proposed method. First, we propose a novel Binary PSO with mutation mechanism (MNBPSO). Second, we introduce a pre-processing method for feature selection and parameters determination simultaneously. Finally, we introduce mathematical morphology(MM) post-processing, which can be used to reduce noisy of classification result efficiently.
A. NBPSO WITH MUTATION MECHAMISM
In the standard PSO, a big value of v id in the positive and negative direction means the particle requires a greater movement relative to its previous position, and v id goes to zero means the particle has a suitable position and does not move again. While, in BPSO, as shown in Figure 2 (a), the bigger value in the positive and negative direction causes bigger probability of 1 and 0 for the particle position respectively. v id goes to zero means the position may be changed by taking the value of 1 or 0 with the probability of 0.5. This does not causes the algorithm to converge well. Moreover, in BPSO, the particle position is updated without considering the previous position. To overcome these disadvantage associated with the BPSO, a new discrete binary PSO (NBPSO) is presented by Nezamabadi-pour and Rostami-shahrbabaki [30] . In NBPSO a proper probability function can be defined as equation (10) . The position will be updated according to equation (11) . 
Figure 2(b) presents a depiction of NBPSO funciton. A big value for v id means the position is not good and it changes from 0 to 1 or vice versa with a high probability. A small value for v id shows it changes the position with a low probability. When v id becomes zero, the position will remain unchanged.
The same as standard PSO, NBPSO may converge at the early stage. It usually sinks into the local optimum during the later stages of the optimization. This phenomenon is referred to as stagnation [31] .
To overcome the premature convergence, mutation mechanism is adopted to the NBPSO(MNBPSO) to enhance the global search capability. In this way, when the global optimal solution does not improve with the increasing number of generations, p percent of particles and q t percent dimensions of the t th particle are selected randomly to do mutation operation.
To verify the capability of MNBPSO in solving different problems, the performance of BPSO, NBPSO are compared with on 7 benchmark functions. These benchmark functions are widely used to evaluate evolutionary algorithems [32] .
The first five functions(from f 1 to f 5 ) are unimodal functions. f 6 and f 7 are multimodal functions having many local minima. In these experiments, the number of population is 50 and the number of iteration is considered to be 1000. The dimension of each particle is 75. The parameter in Eq.(1) are set to be c 1 = c 2 = 2, v max = 6 and the weight w is decreasing linearly from 0.6 to 0.1. The average best-so-far and the average mean fitness of each run are recorded and averaged over 50 independent runs. Grid search method is performed to determine the mutation rate. Parameters p and q are increasing from 0 to 60. The results given in Figure 3 shows that when p >= 10% and q >= 20%, values of base functions reach the best and almost not change with increasing of p or q. So p = 10% and q = 20% are selected as the mutation rate. Figure 4 and Figure 5 show the convergence characteristics for the representative unimodal function f 1 and multimodal function f 6 respectively. Table 1 shows the comparison among BPSO, NBPSO and MNBPSO on benchmark functions. The results are the average best-so-far found in the last iteration. From Figure 3 , Figure 4 and Table 1 , we can see that MNBPSO can achieve the best result. 
B. FEATURE SELECTION AND PARAMETERS DETERMINATION
Feature selection is a difficult combinational problem when the problem has large search space. Comparing to other evolutionary computation, BPSO has some advantages such as simplicity, fewer parameters, lower computational cost, and fast convergence [33] . So it is successfully applied in feature selection [34] - [36] . The nonlinear SVM classifier bases on the Gaussian kernel and needs to choose proper kernel parameters C and γ . Because PSO and BPSO is suitable for the processing in continuous space and discrete space respectively, we propose an improved PSO pre-processing algorithm for parameters determination and feature selection simultaneously.
In the proposed approaches, as shown in Figure 6 , each particle consists of a binary string and two real numbers. The binary string is for feature selection, which has D bits according to D features, the value of each bit is either 1 or 0, which respectively indicates whether the corresponding feature is selected or not. For example, ''a 1 a 2 a 3 a 4 a 5 '' are set to be ''10011'' means bands 1,4 and 5 are selected. ''D+1'' and ''D+2'' are two real numbers corresponding to SVM classifier parameters(C and γ ). The other is for parameter determination, in which there are two real numbers for SVM classifier parameters(C and γ ). In our experiments, the fitness function is the classification accuracy. In each iteration, the particle's velocity and position are updated based on the proposed method MNBPSO and the standard PSO respectively until the maximum number of iterations is reached. As a result, the subset of the best discriminative features and the best values of parameters C and γ are detected to optimize the SVM classifier accuracy. 
C. MM POST-PROCESSING
Morphologic operations are especially suitable for the processing of binary images. The value of each pixel in the output image is based on a comparison of the corresponding pixel in the input image with its neighbors. In this work, we make full use of the morphologic basic operators based on spatial information to improve the accuracy of HSI classification. The proposed method consists of the following steps:
1. SVM pixel-based classification: Given a d-dimensional hyperspectral image X = (X 1 , . . . , X i ) ∈ R d×i and t training samples T t = { (X 1 , c 1 
, where L c = {1, . . . , N } is a set of labels and N is the number of classes in the hyperspatial image. First, feature selection and SVM parameters determination are performed simultaneously by the proposed method. Then, SVM classification will be performed and the result map is Y = {y 1 , . . . , y i } ∈ L i c . Where, y j is the label number of pixel j.
2. MM filtering: In this step, morphologic operators are used to reduce the noise in the classification map obtained from the above step. Because morphologic basic operators are efficiency to process binary images, we transform the result map into N binary images B n = {b n1 , . . . , b ni }, n = 1, . . . , N , b nj ∈ {1, 0}, j = 1, . . . , i for each class n.
Where, C j is the label number of class j. Opening process and closing process are applied in turn for these binary images respectively. Then, these binary images are transformed backwards into label number images.
These label images can be merged into one image and the last result map P = {p 1 , . . . , p i }(p j ∈ L c ) can be obtained.
Where, w j is the number of class j in the region.
If there are two and more different label number maps on a pixel, the majority voting are applied. The pixel is assigned to the most frequent class within a region around it. The MM post-processing is mainly about set operators which would run at high speed.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we implement several experiments to verify the performance of our method and compare with other methods for HSI classification.
A. EXPERIMENTS PERFORMED ON THE INDIAN PINES IMAGE 1) DATA SET DESCRIPTION
The India Pines dataset was collected by the AVIRIS sensor over the Indian Pines region, Northwestern Indian, USA, in 1992, which is widely used to verify the performance of classification algorithms. The Indian Pines data set comprises 220 bands with the spatial size of 145 × 145 pixels in the wavelength range from 0.4 to 2.5µm. Removing the noise bands, 200 bands remained. The ground truth has 10,062 labeled pixels which consists of 16 land cover classes. Indian Pines image is not a large spatial structure and the adjacent interval of different land-cover classes is relative small. Thus, in order to make the experimental analysis more significant, nine classes ranging in size from 497 to 2468 pixels are considered and seven classes having a very small number of elements are removed. About 20% of available labeled samples are randomly selected for training, and the remaining for test in each run. Table 2 summarizes the considered classes' names and the number of training and testing samples for Indian Pines.
2) EXPERIMENTAL RESULT
According to our proposed method, bands selection and SVM parameters determination by MNBPSO+PSO is performed first. We compare SVM+MNBPSO with SVM, SVM+BPSO to verify our proposed method. The parameters C and γ of SVM are learned via five-fold cross validation. The parameters C and γ of SVM+BPSO and SVM+MNBPSO are learned via our proposed algorithm. Figure 7 (a),(b) and (c) are the original band set and two selected band sets of BPSO and MNBPSO. We can see these selected band sets would preserve the physical meaning of the original bands. Figure 7(d) shows the comparison between BPSO and MNBPSO on HSI band selection. The values of the fitness function are HSI classification accuracy obtained from iterative procedure. It is obvious that MNPBSO achieve the better result than BPSO. After this pre-processing, the pixel-based classification method SVM is performed. For SVM, we adopt the popular LIBSVM toolbox [37] with the Gaussian radial basis function(RBF)kernel as solver. Figure 8(c),(d) and (e) show the classification map of the SVM method with MNBPSO pre-processing which is better than those of SVM without pre-processing and SVM with BPSO pre-processing. Then, MM post-processing is performed on Figure 8 (e). Figure 10 shows the whole process of MM post-processing. There are 3 × 9 binary images in Figure 9 , and the first 9 binary images are obtained according to Eq.(12) for each class. Then, the MM basic operators is used to deal with these original binary images. The second and the third line binary images are opening and closing process results of the original binary images, respectively. We can easily see that the noise of these original binary images is reduced significantly with the MM post-processing method. As Figure 7 (f) shows, the classification map of the SVM+MNBPSO+MM has little noise, and achieves the best result.
Three evaluation metrics, overall accuracy (OA), average accuracies (AA), and Kappa coefficient, are widely used to measure the statistical significance for hyperspectral image classification [38] . From Figure 9 and table 2, we can easily see that, our proposed method, SVM+MNBPSO+MM, obtains a higher accuracy compared with SVM and SVM+MNBPSO. It is clear that SVM+MNBPSO+MM can obtain the better performance and be more closer to the material spatial distribution than SVM and SVM+MNBPSO method.
3) COMPARISON OF DIFFERENT METHODS
In order to verify our proposed method, we compare SVM+MNBPSO+MM with other spectral-spatial HSI Classification methods, including SVM+MSF [39] , HSEG+MV [40] and SVM+KNN. SVM+MSF uses the construction of minimum spanning forest from the SVM derived markers to reduce noise. HSEG+MV uses majority voting within neighborhoods for spatial information. In SVM+KNN, the obtained pixel-wise probability maps are refined with the K nearest neighbor filtering algorithm that is based on matching and averaging nonlocal neighborhoods. The parameters for the SVM+MSF, HSGE+MV, and SVM+KNN methods are set to the default values as in their papers, respectively. As Table 3 shows, the proposed method SVM+MNBPSO+MM can get highest accuracy in terms of OA, AA and Kappa coefficient. Furthermore, the individual classification accuracies are also improved by the proposed method for most of the classes. For example, the accuracies of the corn-notill class and the corn-mintill class have been improved by 10-20 percent. It means that the proposed method can effectively improve classification accuracy. In Pavia Universtiy data set, there are 9 classes are considered. About 20% of available labeled samples are randomly selected for training, and the remaining for test in each run. Table 9 summarizes the considered classes name and the number of training and testing samples for Pavia Universtiy.
2) EXPERIMENTAL RESULT
First, bands selection is performed. The parameters setting algorithm mentioned in the above section is used here. Figure 10 is the whole process of the MM post-processing, and the meaning of Figure 10 is similar to Figure 9 . From Figure 12 and Table 4 , we can easily see that, our spectral-spatial method, SVM+MNBPSO+MM, obtains a higher classification accuracy compared with SVM and SVM+MNBPSO. It is clear that SVM+MNBPSO+MM can obtain the better performance and be more closer to the material spatial distribution than SVM and SVM+MNBPSO methods.
3) COMPARISON OF DIFFERENT METHODS
SVM+MSF, HSEG+MV and SVM+KNN are also performed to compare with the proposed method. Table 5 summarizes global and class-specific accuracies of these methods and our proposed method. From Table 5 , We can also seen that our proposed method achieve the better result than those compared methods in terms of overall accuracy, average accuracy and Kappa coefficient.
V. CONCLUSION
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