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1 Introduction
In a Mini-Workshop Control of Free Boundaries in 2007 in Oberwolfach, see
[16], the following paradigm optimal control problem involving free bound-
aries was formulated. Control the interface evolution law
V = −H + u, (1.1)
where V is the normal velocity and H is the mean curvature of the inter-
face. The space and time dependent quantity u can be used to control the
interface. The above formulation is a sharp interface description of the in-
terface. As this is well-known, one drawback of such a description is that
it is diﬃcult to handle topological changes, specially if one is interested in
numerical simulations. One way to omit these diﬃculties is to use suitable
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approximations of (1.1). Such approximations like diﬀuse interface models
and specially Allen-Cahn models
ε∂ty = ε∆y − 1
ε
ψ′(y) + u, (1.2)
with the smooth double well potential ψ(u) = 9
32
(1 − u2)2 are used exten-
sively in the phase ﬁeld community, see [4, 5] and references therein. The
approximative models (1.2) are constructed in such a way that they converge
to the evolution law (1.1) as ε ↘ 0 and have the advantage that topology
changes can be dealt with implicity, see [9]. Here an interface in which a
phase ﬁeld or order parameter rapidly changes its value, is modeled to have
a thickness of order ε where ε > 0 is a small parameter. The model is based
on a non-convex energy E which has the form E(y) := E1(y) + E2(y) and
E1(y) :=
∫
Ω
(
ε
2
|∇y|2 + 1
ε
ψ(y)
)
dx, E2(y) := −
∫
Ω
yudx,
where Ω ⊂ Rd is an open and bounded domain and y : Ω → R is the phase
ﬁeld, also called order parameter. The potential function ψ is assumed to
have two global minima at the points ±1 and the values ±1 describe the pure
phases. In order to have the Ginzburg-Landau energy E1(y) of moderate
size y favors the values ±1 due to the potential function. On the other
hand given the gradient term
∫
Ω
|∇y|2 oscillations between the values ±1 are
energetically not favorable. Given an initial distribution the interface motion
can be modeled by the steepest decent of E with respect to the L2 − norm
which results then in (1.2). An approach according to the above formulated
paradigm problem is now as follows:
min J(y, u) :=
∫
Ω
νT
2
(y(T, x)− yT (x))2dx+
∫
ΩT
νd
2
(y(t, x)− yd(t, x))2dxdt
+
∫
ΩT
νu
2ε
u2dxdt, where νT , νd, νu > 0,
such that (1.2) and suitable initial and boundary conditions hold. Here the
goal is to transform an initial phase distribution y0 : Ω→ R to some desired
phase pattern yT : Ω→ R at a given ﬁnal time T . Moreover throughout the
entire time interval the distribution additionally remains close to yd. In the
formulation (1.2) the potential ψ is a smooth polynomial. Hence, y attains
values diﬀerent from ±1 in the whole domain Ω and this is a disadvantage
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from the numerical point of view, where the solution has to be computed on
the whole domain instead on the interface. Thus, to overcome this drawback
we plan to use an Allen-Cahn variational inequality instead, i.e. using the
obstacle potential
ψ(y) =
{
1
2
(1− y2) if |y| ≤ 1,
∞ if |y| > 1.
Introducing ψ0(y) :=
1
2
(1− y2) and the indicator function
I[−1,1](y) :=
{
0 if |y| ≤ 1,
∞ if |y| > 1,
we obtain
ψ(y) = ψ0(y) + I[−1,1](y).
Then the object is given by values identical to 1. The interface |y| < 1 now
has a small ﬁnite thickness proportional to ε. An additional advantage will
be that as a consequence one only has to compute the solution in a narrow
band around the interface.
Notations and general assumptions In the sequel we always denote by
Ω ⊂ Rd an open, bounded domain (with spatial dimension d) with boundary
Γ = ∂Ω. The outer unit normal on Γ is denoted by n. We denote by
Lp(Ω),W k,p(Ω) for 1 ≤ p ≤ ∞ the Lebesgue- and Sobolev spaces of functions
on Ω with the usual norms ‖ · ‖Lp(Ω), ‖ · ‖Wk,p(Ω), and we write Hk(Ω) =
W k,2(Ω), see [1]. For a Banach space X we denote its dual by X∗, the dual
pairing between f ∈ X∗, g ∈ X will be denoted by 〈f, g〉X∗,X . If X is a
Banach space with the norm ‖ · ‖X , we denote for T > 0 by Lp(0, T ;X) (1 ≤
p ≤ ∞) the Banach space of all (equivalence classes of) Bochner measurable
functions u : (0, T ) −→ X such that ‖u(·)‖X ∈ Lp(0, T ). We set ΩT :=
(0, T )×Ω, ΓT := (0, T )× Γ. Generic positive constants are denoted by C.
Furthermore we deﬁne following time dependent Sobolev spaces by
W (0, T ) := L2(0, T ;H1(Ω)) ∩H1(0, T ;H1(Ω)∗),
V := L2(0, T ;H2(Ω)) ∩ L∞(0, T ;H1(Ω)) ∩H1(ΩT ).
Moreover specially for dim Ω ≤ 3 we will use following Sobolev embeddings
H1(Ω) ↪→ Lp∗(Ω), p∗ ∈ [1, 6], (1.3)
H2(Ω) ↪→ C(Ω), (1.4)
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and
W
3
2
2 (Ω) ↪→ W 1q (Ω), q ∈ [1, 3]. (1.5)
Besides we also will use following embedding
H1(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ↪→ C([0, T ];W
3
2
2 (Ω)). (1.6)
For the rest of the paper we make following assumptions:
(H0) E1(y0) <∞.
(H1) Assume Ω ⊂ Rd is bounded and either convex or has a C1,1−boundary
and let T > 0 be a positive time.
Hence, given an initial phase distribution y(0, ·) = y0 : Ω → [−1, 1] at time
t = 0 the interface motion can be modeled by the steepest descent of E with
respect to the L2−norm which results, after suitable rescaling of time, in the
following Allen-Cahn equation
ε∂ty = −gradL2E(y) = ε∆y +
1
ε
(ψ′0(y)− ζ∗) + u,
where ζ∗ ∈ ∂I[−1,1] and ∂I[−1,1] denotes the subdiﬀerential of I[−1,1]. This
equation leads to the following variational inequality
ε(∂ty, η − y)L2(Ω) + ε(∇y,∇(η − y))L2(Ω) + (1
ε
ψ′0(y)− u, η − y)L2(Ω) ≥ 0,
(1.7)
which has to hold for almost all t and all η ∈ H1(Ω) with |η| ≤ 1 a.e. in Ω.
Our overall optimization problem is now stated as
(P)

min J(y, u),
over y : [0, T ]× Ω→ [−1, 1]; u : [0, T ]× Ω→ R,
s.t. ε(∂ty, η − y) + ε(∇y,∇(η − y)) ≥ (1εy + u, η − y),
y(0) = y0 : Ω→ [−1, 1],
for almost all t and all η : Ω→ [−1, 1].
The resulting optimization problem (P) belongs to the problem class of
so-called MPECs (Mathematical Programs with Equilibrium Constraints)
which are hard to handle for several reasons. Indeed, it is well known
that the variational inequality condition (or equivalently in MPCC case the
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complementarity conditions) occurring as constraints in the minimization
problem violates all the known classical NLP (nonlinear programming) con-
straint qualiﬁcations. Hence, the existence of Lagrange multipliers cannot
be inferred from standard theory. Approaches for the optimal control of
variational inequalities in the classical literature typically introduce a regu-
larization and show that in the limit of a vanishing regularization parameter
certain weak generalized ﬁrst order necessary conditions of optimality are
derived, see e.g. [2]. Recently two diﬀerent approaches are used to obtain
weak generalized ﬁrst order necessary conditions, see [13, 10]. On one hand
there are penalization approaches [10, 15], which mostly and exclusively are
used for elliptic problems. With such approaches, after getting the neces-
sary optimality conditions by penalization, one tries to show that in the
limit of the vanishing penalization parameter certain weak optimality con-
ditions are derived. On the other hand there are relaxation approaches, see
[3, 13, 11, 12, 8], which try to relax the complementarity conditions and
to regularize the objective functional of the MPCC problem. Also here in
the limit of the vanishing relaxation and regularization parameters certain
weak optimality conditions are derived. It has to be said that these two
approaches are well suited for dealing with elliptic problems. But in the
case of parabolic problems additional technical diﬃculties arise, which lead
in the limit to "very" weak optimality conditions (for diﬀerent notions of
stationarity for MPECs we refer to [13]).
In the present work we are interested in applying the penalization approach
to our problem (P). Our work is organized as follows. In section 2 we analyse
our state equation. Most of the results of this section can be found in diﬀerent
papers, see e.g. [4], so the results are not new. But the penalization functions
are diﬀerent from the ones used in [4]. So we decided to keep our work self-
contained and for convenience of the reader, we proved once again well-known
results for our special penalization functions. In section 3 we introduce the
penalized optimal control problem, prove the existence of minimizers and
establish for the case when the spatial dimension is less than three the ﬁrst
order optimality system. In the last section 4 we show that in the limit of
the vanishing penalization parameter certain weak optimality conditions are
derived.
2 Allen-Cahn variational inequality
In this section we collect and extend known results about the Allen-Cahn
variational inequality. All known results, which we will use without proof
can be found in the literature, see e.g. [4] and references therein.The Allen-
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Cahn variational inequality is given by:
(ACVI) Let be given an initial data y0 ∈ H1(Ω) with |y0| ≤ 1 a.e. in Ω
and E1(y0) < ∞. Then for a given u ∈ L2(ΩT ) ﬁnd y ∈ H1(ΩT ) such that
y(0) = y0, |y| ≤ 1 a.e. in ΩT and
ε(∂ty, η − y)L2(Ω) + ε(∇y,∇(η − y))L2(Ω)+
+
1
ε
(ψ′0(y), η − y)L2(Ω) ≥ (u, η − y)L2(Ω),
which has to hold for almost all t and all η ∈ H1(Ω) with |η| ≤ 1 a.e. in Ω.
Due to [4] the problem (ACVI) can be reformulated with the help of La-
grange multipliers µ⊕ and µ	 corresponding to the inequality constraints
y ≤ 1 and y ≥ −1.
Lemma 1. Assume (H0) and (H1) hold. Let u ∈ L2(ΩT ) be given. A
function y ∈ V solves (ACVI) if there exist µ⊕, µ	 ∈ L2(ΩT ) such that
ε∂ty − γε∆y + 1
ε
ψ′0(y) +
1
ε
µ⊕ − 1
ε
µ	 = u a.e. in ΩT , (2.1)
y(0) = y0 a.e. in Ω, n · ∇y = 0 a.e. on ΓT , (2.2)
|y| ≤ 1 a.e. in ΩT , (2.3)
µ⊕(y − 1) = 0, µ	(y + 1) = 0 a.e. in ΩT , (2.4)
µ⊕ ≥ 0, µ	 ≥ 0 a.e. in ΩT . (2.5)
The proof of Lemma 1 for u ≡ 0 can be found in [4]. The extension of
the proof to our case u 6≡ 0 is straightforward. We show the existence of a
solution y together with unique Lagrange multipliers µ⊕ and µ	 by a penalty
approach for the inequality constraint |y| ≤ 1. In particular, we replace the
indicator function in ψ by terms penalizing deviations of y from the interval
[−1, 1]. Motivated by [15, 6] for arbitrary but ﬁxed and bounded γ ∈ (0,∞)
we deﬁne convex functions ψγ⊕, ψ
γ
	 ∈ C2(R) by
ψγ⊕(r) :=

1
2
(
r − (1 + γ
2
))2
+ γ
2
24
for r ≥ 1 + γ,
1
6γ
(r − 1)3 for 1 < r < 1 + γ,
0 for r ≤ 1,
ψγ	(r) :=

0 for r ≥ −1,
− 1
6γ
(r + 1)3 for − 1− γ < r < −1,
1
2
(
r +
(
1 + γ
2
))2
+ γ
2
24
for r ≤ −1− γ.
We note that (ψγ⊕)
′ and (ψγ	)
′ are Lipschitz continuous functions where
0 ≤ (ψγl )′′ ≤ 1, l ∈ {⊕,	}. (2.6)
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Introducing now the penalized potential function
ψγσ(r) := ψ0(r) +
1
σ
(ψγ⊕(r) + ψ
γ
	(r)) , σ > 0,
we get the penalized Energy
E1σ(y) :=
∫
Ω
(
ε
2
|∇y|2 + 1
ε
ψγσ(y)
)
dx.
Steepest decent of Eσ with respect to the L
2 − norm gives the following
penalized problem:
ε∂tyσ − ε∆yσ + 1
ε
(ψγσ)
′(yσ) = uσ in ΩT ,
yσ(0) = y0 in Ω, n · ∇yσ = 0 on ΓT .
Deﬁning
µ⊕σ :=
1
σ
(ψγ⊕)
′(yσ) and µ	σ := −
1
σ
(ψγ	)
′(yσ),
we have to solve following semi-linear parabolic equation
ε∂tyσ − ε∆yσ + 1
ε
ψ′0(yσ) +
1
ε
µ⊕σ −
1
ε
µ	σ = uσ in ΩT , (2.7)
yσ(0) = y0 in Ω, n · ∇yσ = 0 on ΓT . (2.8)
Theorem 1. Assume (H0) and (H1) hold. Furthermore let u ∈ L2(ΩT ).
Then there exists a unique solution (y, µ⊕, µ	) ∈ V × L2(ΩT ) × L2(ΩT ) of
(2.1)-(2.5).
The proof in [4] can be carried out after easy modiﬁcations to our problem.
However, to be self-contained we will give important aspects of the proof,
which are treated in the following two separate Lemmas.
Lemma 2. Assume (H0) and (H1) hold. Furthermore for σ > 0, uσ ∈
L2(ΩT ). Then there exists a unique solution yσ ∈ V of (2.7)-(2.8). Moreover
for a sequence {uσ} uniformly bounded in L2(ΩT ) we have
yσ uniformly bounded in V ,
µ⊕σ uniformly bounded in L
2(ΩT ),
µ	σ uniformly bounded in L
2(ΩT ).
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Proof. The existence of a solution to (2.7)-(2.8) follows by using a stan-
dard Galerkin approximation and then passing to the limit, see [4]. The
a priori estimates (uniformly in σ) are derived by testing (2.7) by suitable
testfunctions like yσ, ∂tyσ,−∆yσ, µ⊕σ and µ	σ . The key a priori estimate is the
energy estimate, which we get by testing (2.7) by ∂tyσ and carry out partial
integration
1
2
‖∂tyσ‖2L2(ΩT ) + E1σ(yσ(T )) ≤ E1(y0) +
1
2
‖uσ‖2L2(ΩT ),
where we used Young's inequality for the last integral. Using (H0) and that
{uσ} is uniformly bounded in L2(ΩT ), we get a C > 0 independent of σ and
the energy estimate
1
2
‖∂tyσ‖2L2(ΩT ) + E1σ(yσ(T )) ≤ C. (2.9)
Furthermore we test (2.7) by yσ and note that (µ
⊕
σ − µ	σ )yσ ≥ 0, hence we
get by standard calculations
ε
2
d
dt
‖yσ‖2L2(Ω) + ε‖∇yσ‖2L2(Ω) ≤
1
2
‖uσ‖2L2(Ω) +
(
1
2
+
1
ε
)
‖yσ‖2L2(Ω).
AGronwall argument gives that (yσ)σ>0 is uniformly bounded in L
∞(0, T ;L2(Ω)).
Hence (yσ)σ>0 is uniformly bounded in L
∞(0, T ;H1(Ω))∩H1(ΩT ). Moreover
we multiply (2.7) by −∆yσ and integrate. After integration by parts we
obtain
d
dt
1
2
‖∇yσ‖2L2(Ω) + ‖∆yσ‖2L2(Ω) +
∫
Ω
1
σ
(ψγ⊕(yσ) + ψ
γ
	(yσ))
′′|∇yσ|2dx = ‖∇yσ‖2L2(Ω).
By virtue of (ψγ⊕(yσ) +ψ
γ
	(yσ))
′′ ≥ 0, a Gronwall argument and elliptic regu-
larity theory we obtain that (yσ)σ>0 is uniformly bounded in L
2(0, T ;H2(Ω)).
Hence, (yσ)σ>0 is uniformly bounded in V . For details, see e.g. [4]. Moreover
since µ⊕σ · µ	σ = 0 we obtain from (2.7) and the a priori estimates on yσ that
‖µ⊕σ ‖L2(ΩT ) + ‖µ	σ ‖L2(ΩT ) ≤ C. (2.10)
2
As a direct consequence of Lemma 2 we get:
Lemma 3. Let the assumption of Lemma 2 hold and let {uσ} be a sequence
in L2(ΩT ), u ∈ L2(ΩT ) such that uσ → u weakly in L2(ΩT ). Furthermore
2 ALLEN-CAHN VARIATIONAL INEQUALITY 9
let yσ ∈ V denote the solution of (2.7)-(2.8). Then there exist y ∈ V and a
subsequence still denoted by {yσ} such that as σ ↘ 0 we have
yσ −→ y weakly in L2(0, T ;H2(Ω)),
yσ −→ y weakly in H1(ΩT ),
yσ −→ y weakly-star in L∞(0, T ;H1(Ω)),
The limit element (y, u) satisﬁes (2.1)-(2.5).
Proof. The convergence results are direct consequences of the estimates given
by Lemma 2. Moreover we get from the above estimates
yσ −→ y strongly in L2(ΩT ),
yσ −→ y a.e. in ΩT .
Because of (2.10) there exist µ⊕, µ	 ∈ L2(ΩT ) such that for a subsequence
(still denoted by µ⊕σ and µ
	
σ )
µlσ −→ µl weakly in L2(ΩT ) as σ ↘ 0.
for l ∈ {⊕,	}. The set {µ⊕σ ∈ L2(ΩT ) | µ⊕σ ≥ 0 a.e. in ΩT} is convex
and closed and hence weakly closed and we obtain µ⊕ ≥ 0 a.e. in ΩT . An
analogue argumentation gives µ	 ≥ 0 a.e. in ΩT . Furthermore the energy
estimate (2.9) gives ∫
Ω
(ψγ⊕(yσ) + ψ
γ
	(yσ)) dx ≤ Cσ, (2.11)
for almost all t ∈ [0, T ]. Since yσ → y a.e. in ΩT we obtain from Fatou's
Lemma ∫
Ω
(ψγ⊕(y) + ψ
γ
	(y)) dx =
∫
Ω
lim inf
σ→0
(ψγ⊕(yσ) + ψ
γ
	(yσ)) dx
≤ lim inf
σ→0
∫
Ω
(ψγ⊕(yσ) + ψ
γ
	(yσ)) dx
≤ lim
σ→0
Cσ = 0,
and we obtain (ψγ⊕(y) + ψ
γ
	(y)) = 0 a.e. in ΩT and hence |y| ≤ 1 a.e. in ΩT .
In addition using the monotonicity of (ψγ⊕)
′ and (ψγ⊕)
′(1) = 0 we obtain
µ⊕σ (yσ − 1) =
1
σ
(ψγ⊕)
′(yσ)(yσ − 1) = 1
σ
[(ψγ⊕)
′(yσ)− (ψγ⊕)′(1)](yσ − 1) ≥ 0.
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Since yσ → y strongly in L2(ΩT ) and µ⊕σ → µ⊕ weakly in L2(ΩT ) we get∫
ΩT
µ⊕(y − 1)dxdt = lim
σ→0
∫
ΩT
µ⊕σ (yσ − 1)dxdt ≥ 0.
Since (y − 1) ≤ 0 a.e. in ΩT and µ⊕ ≥ 0 a.e. in ΩT we hence deduce
µ⊕(y − 1) = 0 a.e. in ΩT .
An analogue argumentation gives µ	(y + 1) = 0 a.e. in ΩT . It remains to
show uniqueness. Assume that there are two solutions (yi, µ
⊕
i , µ
	
i ), i = 1, 2.
Deﬁning y := y1 − y2, µl := µl1 − µl2 for l ∈ {⊕,	} and multiplying the
diﬀerence of the equation (2.1) for y1 and y2 with y gives after integration
ε
d
dt
‖y‖2L2(Ω) + ε‖∇y‖2L2(Ω) +
1
ε
∫
Ω
µ⊕ydx− 1
ε
∫
Ω
µ	ydx =
1
ε
‖y‖2L2(Ω).
The complementary conditions (2.4)-(2.5) imply that the terms µ⊕y and
−µ	y are non-negative. We hence deduce
ε
d
dt
‖y‖2L2(Ω) + ε‖∇y‖2L2(Ω) ≤
1
ε
‖y‖2L2(Ω).
A Gronwall argument now gives uniqueness of y. 2
By virtue of Lemma 2 and Lemma 3 we can reformulate our overall op-
timization problem (P) as a mathematical program with complementarity
constraints (MPCC).
(CP)

min J(y, u),
over (y, u) ∈ V × L2(ΩT ),
s.t. ε∂ty − ε∆y + 1εψ′0(y) + 1εµ⊕ − 1εµ	 = u a.e. in ΩT ,
y(0) = y0 a.e. in Ω, n · ∇y = 0 a.e. on ΓT ,
|y| ≤ 1 a.e. in ΩT ,
µ⊕(y − 1) = 0, µ	(y + 1) = 0 a.e. in ΩT ,
µ⊕ ≥ 0, µ	 ≥ 0 a.e. in ΩT .
3 Penalized optimal control problem
For every σ > 0 we deﬁne the penalized optimal control problem by
(CP)σ

min J(y, u),
over (y, u) ∈ V × L2(ΩT ),
s.t. (2.7)− (2.8).
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3.1 Existence of an optimal control
Deﬁnition 1. Based on Lemma 2, we introduce the control-to-state operator
Sσ : L
2(ΩT ) → V, where yσ := Sσ(uσ) denotes the solution of (2.7)-(2.8)
associated to uσ.
Lemma 4. Let uiσ ∈ L2(ΩT ) and yiσ = Sσ(uiσ) ∈ V (i = 1, 2), where σ > 0.
The following stability estimate holds:
‖y1σ − y2σ‖V ≤ C‖u1σ − u2σ‖L2(ΩT ). (3.1)
Proof. First we remark that y˜σ := y
1
σ − y2σ satisﬁes the following initial-
boundary value problem:
ε∂ty˜σ − ε∆y˜σ − 1
ε
y˜σ +
1
εσ
	∑
l=⊕
[(ψγl )
′(y1σ)− (ψγl )′(y2σ)] = u˜σ in ΩT ,
y˜σ(0) = 0 in Ω, n · ∇y˜σ = 0 on ΓT .
Testing the diﬀerential equation by y˜σ, ∂ty˜σ and −∆y˜σ and using the Lips-
chitz continuity of (ψγl )
′, l ∈ {⊕,	}, and applying analogue techniques like
in the proof of Lemma 2 we get the desired result. 2
Theorem 2. The penalized optimal control problem (CP)σ has at least a
minimizer.
Proof. For every σ > 0 let
Dσ := {(yσ, uσ) ∈ V × L2(ΩT ) : (yσ, uσ) satisfy (2.7)− (2.8)}
denote the feasible set of (CP)σ. Let u˜σ ∈ L2(ΩT ) be arbitrary but ﬁxed
and yσ(u˜σ) ∈ V be the solution of (2.7)-(2.8) given by Lemma 2. Then
(yσ(u˜σ), u˜σ) ∈ Dσ. Hence the feasible set is nonempty. Furthermore, the
cost functional J is bounded from below. Now let {(yσ,k, uσ,k)} ⊂ Dσ be a
minimizing sequence such that
lim
k→∞
J(yσ,k, uσ,k) = inf
(yσ ,uσ)∈Dσ
J(yσ, uσ) := d <∞.
Then, we get
uσ,k bounded in L
2(ΩT ) uniformly in k,
yσ,k bounded in L
2(ΩT ) uniformly in k,
yσ,k(T ) bounded in L
2(Ω) uniformly in k.
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Moreover by using Lemma 2 it follows that {yσ,k} is bounded in V uniformly
in k. Hence, there exist
(yσ, yσ(T ), uσ) ∈ V × L2(Ω)× L2(ΩT )
such that on a subsequence (denoted the same) uσ,k → uσ weakly in L2(ΩT )
and as k ↗∞
yσ,k −→ yσ weakly in L2(0, T ;H2(Ω)),
yσ,k −→ yσ weakly in H1(ΩT ),
yσ,k −→ yσ strongly in L2(ΩT ),
yσ,k(T ) −→ yσ(T ) weakly in L2(Ω),
yσ,k −→ yσ weakly-star in L∞(0, T ;H1(Ω)),
yσ,k −→ yσ a.e. in ΩT .
Because of the Lipschitz continuity of (ψγl )
′, l ∈ {⊕,	}, we have as k ↗∞
µlσ,k −→ µlσ strongly in L2(ΩT ),
for l ∈ {⊕,	}. Therefore,
ε∂tyσ − ε∆yσ + 1
ε
ψ′0(yσ) +
1
ε
µ⊕σ −
1
ε
µ	σ = uσ in ΩT ,
yσ(0) = y0, n · ∇yσ = 0 a.e. on ΓT .
The weakly lower semi-continuity of J ﬁnally yields
J(yσ, uσ) ≤ lim
k→∞
J(yσ,k, uσ,k) = d.
Hence (yσ, uσ) is a minimizer of (CP)σ. 2
As far as globally optimal points are concerned, we ﬁnd that solutions of
the penalized optimal control problem (CP)σ converge to a solution of the
problem (CP), as the following theorem shows.
Theorem 3. Denote by (yσ, uσ) the minimizers of the penalized optimal con-
trol problems (CP)σ. Then there exists a minimizer (y, u) ∈ V × L2(ΩT ) for
the problem (CP) such that on a subsequence of minimizers (still denoted by
(yσ, uσ)) as σ ↘ 0
uσ −→ u strongly in L2(ΩT ),
yσ −→ y weakly in L2(0, T ;H2(Ω)),
yσ −→ y weakly in H1(ΩT ),
yσ −→ y strongly in L2(ΩT ),
yσ −→ y weakly-star in L∞(0, T ;H1(Ω)),
yσ −→ y a.e. in ΩT .
(3.2)
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Furthermore we have
yσ(T ) −→ y(T ) strongly in L2(Ω). (3.3)
Proof. Let u˜ ∈ L2(ΩT ) be ﬁxed, and denote by yσ(u˜) ∈ V the solution to
(2.7)-(2.8). Hence, the estimate
J(yσ, uσ) ≤ J(yσ(u˜), u˜) (3.4)
holds true for every σ > 0. The boundedness of yσ(u˜) given by Lemma 2
implies the boundedness of {J(yσ(u˜), u˜)}. Using (3.4), we conclude that also
{uσ} is uniformly bounded in L2(ΩT ), and there exists u ∈ L2(ΩT ) such that
on a subsequence (also denoted by {uσ}) as σ ↘ 0
uσ −→ u weakly in L2(ΩT ).
Then by Lemma 3 there exists y ∈ V and a subsequence still denoted by
{yσ} such that (3.2) holds. Moreover applying interpolation arguments, it
can be shown that L2(0, T ;H2(Ω)) ∩ H1(0, T ;L2(Ω)) continuously embeds
into C([0, T ];H1(Ω)). By Rellich-Kondrachov theorem it follows that H1(Ω)
is compactly embedded in L2(Ω). Hence (3.3) follows. Because of Lemma 3
the limit element (y, u) is feasible for (CP). Now let (y∗, u∗) ∈ V × L2(ΩT )
be a minimizer of (CP). Due to the lower semi-continuity of the norm, (3.4)
and Lemma 3, we ﬁnd that
J(y∗, u∗) ≤ J(y, u) ≤ lim inf
σ↘0
J(yσ, uσ) ≤ lim sup
σ↘0
J(yσ, uσ)
≤ lim sup
σ↘0
J(yσ(u
∗), u∗) = J(y∗, u∗).
Therefore, (y, u) is optimal for (CP). Furthermore, we see that as σ ↘ 0
J(yσ, uσ)→ J(y, u),
hence ‖uσ‖L2 → ‖u‖L2 , which together with the weak convergence of {uσ}
implies strong convergence of {uσ} in L2(ΩT ). 2
3.2 Analysis of the linearized state system
For the derivation of ﬁrst-order optimality conditions, it is essential to show
the Fréchet-diﬀerentiability of the control-to-state operator, mapping uσ to
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yσ (see Subsection 3.3.1 below). Suppose uσ ∈ L2(ΩT ) and consider a per-
turbation δuσ ∈ L2(ΩT ). In preparation of the corresponding theorem, we
now consider the following linearized version of (2.7)-(2.8):
ε∂ty
∗
σ − ε∆y∗σ +
1
ε
(ψγσ)
′′(yσ)y∗σ = δuσ in ΩT , (3.5)
y∗σ(0) = 0 in Ω, n · ∇y∗σ = 0 on ΓT , (3.6)
with given functions yσ, δuσ. Later on yσ = Sσ(uσ) will be the solution of
the nonlinear state system (2.7)-(2.8) associated to reference control uσ. In
the following we will show that (3.5)-(3.6) admits a solution y∗σ ∈ W (0, T ).
This result is then used to establish Fréchet-diﬀerentiability of the solution
operator Sσ associated to (2.7)-(2.8).
Lemma 5. Problem (3.5)-(3.6) admits a unique solution y∗σ ∈ W (0, T ).
Proof. Since for every σ > 0 which is arbitrary but ﬁxed (ψγσ)
′′(yσ) ∈ L∞(ΩT ),
see (2.6), the existence of a unique weak solution y∗σ ∈ W (0, T ) to (2.7)-(2.8)
is a classical result (see [14], Chapter 3, Theorem 5.1). 2
3.3 First-order necessary optimality conditions
We start the derivation of ﬁrst-order conditions with the Fréchet-diﬀerentiability
of the control-to-state operator Sσ, which is one of the crucial points of the
ﬁrst-order analysis for (CP)σ. However, using the analysis for the linearized
equation, presented in the previous subsection, yields the desired diﬀerentia-
bility of Sσ. Afterwards, we reformulate the derivative of the objective func-
tional by introducing an adjoint PDE system which leads to the ﬁrst-order
necessary optimality conditions in form of a Karush-Kuhn-Tucker (KKT)
type optimality system.
3.3.1 Diﬀerentiability of the control-to-state mapping
Theorem 4. Let dim Ω ≤ 3. The control-to-state operator Sσ is Fréchet-
diﬀerentiable from L2(ΩT ) to W (0, T ). The derivative has the form
S ′σ(uσ)δuσ = y
∗
σ,
where y∗σ ∈ W (0, T ) is the weak solution of the linearized problem (3.5)-(3.6)
in yσ := Sσ(uσ).
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Proof. We have to prove
Sσ(uσ + δuσ)− Sσ(uσ) = Dσ δuσ + r(uσ, δuσ),
where Dσ : L
2(ΩT )→ W (0, T ) is a linear and continuous operator and
‖r(uσ, δuσ)‖W (0,T )
‖δuσ‖L2(QT )
−→ 0 if ‖δuσ‖L2(QT ) −→ 0.
Hence, we have S ′σ(uσ) = Dσ. By (1.4) we have yσ ∈ L2(0, T ;L∞(Ω)). Due
to [17], §4.3, the Nemytskii-operator (still denoted by (ψγσ)′) associated to
(ψγσ)
′ is Fréchet diﬀerentiable from L2(0, T ;L∞(Ω)) to L2(0, T ;L∞(Ω)). It's
derivative is given by
(ψγσ)
′′(yσ) : L2(0, T ;L∞(Ω))→ L∞(ΩT ).
Hence, we get
(ψγσ)
′(yσ,δ)− (ψγσ)′(yσ) = (ψγσ)′′(yσ)(yσ,δ − yσ) + ryσ,δ ,yσ ,
where yσ,δ = Sσ(uσ + δuσ) and ryσ,δ ,yσ is the remainder with the form
ryσ,δ ,yσ =
1∫
0
((ψγσ)
′′(yσ + s(yσ,δ − yσ))− (ψγσ)′′(yσ)) ds (yσ,δ − yσ).
We estimate ryσ,δ ,yσ by
|ryσ,δ ,yσ(t, x)| ≤ C
1∫
0
s|yσ,δ − yσ|ds |yσ,δ − yσ| ≤ C‖(yσ,δ − yσ)(t, ·)‖2L∞(Ω).
Hence, we have
‖ryσ,δ ,yσ‖L2(0,T ;L∞(Ω))
‖yσ,δ − yσ‖L2(0,T ;L∞(Ω)) → 0 if ‖yσ,δ − yσ‖L
2(0,T ;L∞(Ω)) → 0.
Therefore we have yσ,δ − yσ = y∗σ + yˆσ with a solution y∗σ ∈ W (0, T ) of
(3.5)-(3.6) and a remainder yˆσ ∈ W (0, T ), which satisfy
ε∂tyˆσ − γε∆yˆσ + 1
ε
(ψγσ)
′′(yσ)yˆσ = −1
ε
ryσ,δ ,yσ in ΩT , (3.7)
yˆσ(0) = 0 in Ω, n · ∇yˆσ = 0 on ΓT . (3.8)
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The existence of a weak solution yˆσ ∈ W (0, T ) can be proven in an analogue
way as for the system (3.5)-(3.6). By Lemma 4 and (1.3) we have
‖yσ,δ − yσ‖L2(0,T ;L∞(Ω)) ≤ ‖yσ,δ − yσ‖V ≤ L‖δuσ‖L2(ΩT ).
Besides we have
‖ryσ,δ ,yσ‖L2(0,T ;L∞(Ω))
‖δuσ‖L2(ΩT )
=
‖ryσ,δ ,yσ‖L2(0,T ;L∞(Ω))
‖yσ,δ − yσ‖L2(0,T ;Lp(Ω))
‖yσ,δ − yσ‖L2(0,T ;L∞(Ω))
‖δuσ‖L2(ΩT )
≤ ‖ryσ,δ ,yσ‖L2(0,T ;L∞(Ω))‖yσ,δ − yσ‖L2(0,T ;L∞(Ω))L.
Hence we have ‖ryσ,δ ,yσ‖L2(0,T ;L∞(Ω)) = o(‖δuσ‖L2(ΩT )). By virtue of existence
of a solution yˆσ ∈ W (0, T ) to (3.7)-(3.8) we get
‖yˆσ‖W (0,T ) = o(‖δuσ‖L2(ΩT )).
We denote the map δuσ → y∗σ by Dσ, which is linear and continuous. Finally
we end up with
Sσ(uσ + δuσ)− Sσ(uσ) = yσ,δ − yσ = Dσ δuσ + r(uσ, δuσ),
where r(uσ, δuσ) = yˆσ provides the claimed properties. 2
3.3.2 Optimality conditions
Now we are in the position to state the ﬁrst-order necessary optimality con-
ditions for (CP)σ. Deﬁning
λ⊕σ :=
1
σ
(ψγ⊕)
′′(yσ)pσ, λ	σ :=
1
σ
(ψγ	)
′′(yσ)pσ,
we have:
Theorem 5. Let σ > 0, n ≤ 3, (H0) and (H1) hold. Then there exist
functions (yσ, uσ, pσ) ∈ V × L2(ΩT ) ×W (0, T ) such that the following ﬁrst
order optimality system holds
ε∂tyσ − ε∆yσ + 1
ε
ψ′0(yσ) +
1
ε
µ⊕σ −
1
ε
µ	σ = uσ in ΩT , (3.9)
yσ(0) = y0 in Ω, n · ∇yσ = 0 on ΓT , (3.10)
νu
ε
uσ − pσ = 0 in ΩT , (3.11)
−ε∂tpσ − ε∆pσ + 1
ε
ψ′′0(yσ)pσ +
1
ε
λ⊕σ +
1
ε
λ	σ = νd(yσ − yd) in ΩT , (3.12)
pσ(T, ·) = νT (yσ(T, ·)− yT ) in Ω, n · ∇pσ = 0 on ΓT . (3.13)
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Proof. Let (uσ, yσ) be an optimal solution of (CP)σ. From Theorem 4 we
know that Sσ is Fréchet-diﬀerentiable from L
2(ΩT ) to W (0, T ). Therefore
d
dθ
J(Sσ(uσ + θ δuσ), uσ + θ δuσ)|θ=0 =
= νT
∫
Ω
(yσ(T, ·)− yT )y∗σ(T, ·)dx+ νd
∫
ΩT
(yσ − yd)y∗σdxdt+
νu
ε
∫
ΩT
uσδuσdxdt,
(3.14)
where y∗σ = S
′
σ(uσ)δuσ is the weak solution of the linearized problem (3.5)-
(3.6) in yσ := Sσ(uσ), see Theorem 4.
We transform (3.14) into another form by introducing the formally adjoint
system to (3.5)-(3.6). The adjoint variable pσ is the solution of the following
adjoint problem:
−ε∂tpσ − ε∆pσ + 1
ε
(ψγσ)
′′(yσ)pσ = νd(yσ − yd) in ΩT , (3.15)
n · ∇pσ = 0 on ΓT , (3.16)
pσ(T, ·) = νT (yσ(T, ·)− yT ) in Ω. (3.17)
We apply Lemma 5 to prove existence of solutions to (3.15)-(3.17). We
introduce the transformation τ := T − t and pσ(t) := p˜σ(τ). Hence, we get
the following system
ε∂τ p˜σ − ε∆p˜σ + 1
ε
ψ′′σ(yσ)p˜σ = νd(yσ − yd) in ΩT (3.18)
n · ∇p˜σ = 0, on ΓT (3.19)
p˜σ(0, ·) = νT (yσ(T, ·)− yT ) in Ω. (3.20)
Arguing as in the proof of Lemma 5 we get a solution p˜σ ∈ W (0, T ), hence
pσ ∈ W (0, T ). To prove (3.11) we test (3.12) by y∗σ, which is the solution of
the linearized problem (3.5)-(3.6) in yσ := Sσ(uσ). Integration by parts gives∫
ΩT
pσδuσdxdt =
νu
ε
∫
ΩT
uσδuσdxdt.
2
4 Optimality conditions for the limit problem
For the rest of the paper we make use of the following assumptions:
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(OA) Let {uσ} be bounded in L2(ΩT ) ∩H1(0, T ;L2(Ω)) uniformly in σ > 0
and u0 ∈ L2(Ω)
Lemma 6. Let dim Ω ≤ 3 and (OA) hold. Furthermore y0 ∈ H2(Ω) with
|y0| ≤ 1 a.e. in Ω and for every σ > 0, let (yσ, uσ, pσ) ∈ V×L2(ΩT )×W (0, T )
be a solution of the optimality system (3.9)-(3.13). Then the following esti-
mates hold
1.) yσ uniformly bounded in V ,
2.) yσ uniformly bounded in H
1(0, T ;H1(Ω)) ∩W 1,∞(0, T ;L2(Ω)),
3.) µ	σ uniformly bounded in L
2(ΩT ),
4.) µ⊕σ uniformly bounded in L
2(ΩT ),
5.) pσ uniformly bounded in L
2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)),
6.) ∂tpσ uniformly bounded in W (0, T )
∗,
7.) λ	σ + λ
⊕
σ uniformly bounded in W (0, T )
∗,
8.) λ	σ uniformly bounded in W (0, T )
∗,
9.) λ⊕σ uniformly bounded in W (0, T )
∗.
(4.1)
Proof. 1.), 3.) and 4.) are direct consequences of Lemma 2. To prove 2.) we
formally diﬀerentiate (3.9) with respect to time and obtain
ε∂ttyσ − ε∆(∂tyσ) + 1
εσ
(Ψγ⊕ + Ψ
γ
	)
′′(yσ)∂tyσ =
1
ε
∂tyσ + ∂tuσ in ΩT , (4.2)
yσ(0) = y0 in Ω, n · ∇(∂tyσ) = 0 on ΓT . (4.3)
Now formally testing (4.2) by ∂tyσ and noting that (Ψ
γ
⊕ + Ψ
γ
	)
′′(yσ) ≥ 0 it
follows
ε
2
d
dt
‖∂tyσ‖2L2(Ω) + ε‖∇(∂tyσ)‖2L2(Ω) ≤ C(ε)(‖∂tyσ‖2L2(Ω) + ‖∂tuσ‖2L2(Ω)). (4.4)
Integrating with respect to t, using (OA) and 1.) we get
ε
2
‖∂tyσ(t)‖2L2(Ω) + ‖∇(∂tyσ)‖2L2(Ω) ≤
C(ε)
2
‖∂ty0‖2L2(Ω). (4.5)
Using (3.9)-(3.10) and noting that (ψγ⊕)
′(y0) = (ψ
γ
	)
′(y0) = 0 we can estimate
the right hand side of (4.5) by
‖∂ty0‖2L2(Ω) ≤ C(‖∆y0‖2L2(Ω) +
1
ε2
‖y0‖2L2(Ω) + ‖u0‖2L2(Ω)). (4.6)
Inserting (4.6) into (4.5) and using (OA), y0 ∈ H2(Ω) with |y0| ≤ 1 a.e. in
Ω we get 2.) We have to remark here that the previous calculations can be
done rigorously be using standard Galerkin technique, see e.g. [7].
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Now we prove 5.). We introduce the transformation τ := T − t and pσ(t) :=
eατ p˜σ(τ). Hence, we get the following system
ε∂τ p˜σ − ε∆p˜σ + 1
ε
[(ψγσ)
′′(yσ) + αε2]p˜σ = νde−ατ (yσ − yd) in ΩT , (4.7)
n · ∇p˜σ = 0 on ΓT , (4.8)
p˜σ(0, ·) = νT (yσ(T, ·)− yT ) in Ω. (4.9)
Now testing (4.7) by p˜σ and choosing α > 0 so that (ψ
γ
σ)
′′(yσ) + αε2 ≥ C0 >
0 we get by standard calculations the existence of a constant C(τ) > 0,
independent of σ, such that
ε
2
d
dt
‖p˜σ‖2L2(Ω) + ε‖∇p˜σ‖2L2(Ω) ≤ C(τ)‖p˜σ‖2L2(Ω).
Now by a Gronwall argument we get ‖p˜σ‖L2(0,T ;H1(Ω)) ≤ C(τ), hence
‖pσ‖L2(0,T ;H1(Ω))∩L∞(0,T ;L2(Ω)) ≤ C.
To prove 6.) let v ∈ W (0, T ). Using integration by parts we obtain
〈∂tpσ, v〉 = −〈∂tv, pσ〉+ νT (yσ(T )− yT , v(T ))L2(Ω) − (pσ(0), v(0))L2(Ω).
The continuous injection of W (0, T ) into C([0, T ];L2(Ω)) yields
|〈∂tpσ, v〉| ≤
(‖pσ‖L2(0,T ;H1(Ω)) + νT‖yσ(T )− yT‖L2(Ω) + ‖pσ(0)‖L2(Ω)) ‖v‖W (0,T ).
Hence from 1.), 2.) and 5.) we deduce 6.).
The boundedness of λ⊕σ +λ
	
σ inW (0, T )
∗ follows from the adjoint equation
(3.12) and 6.). To prove 9.) we deﬁne Φ⊕ ∈ C∞(R), 0 ≤ Φ⊕(r) ≤ 1, r ∈ R,
Φ⊕ ≡ 1 on {r ≥ 1}, Φ⊕ ≡ 0 on {r ≤ 0} and |(Φ⊕)′| ≤ 2 and get for a
v ∈ W (0, T )
‖Φ⊕(yσ)v‖W (0,T ) ≤ C‖v‖W (0,T ). (4.10)
We want to prove (4.10). First we have
‖∇[Φ⊕(yσ)v]‖L2(ΩT ) ≤ ‖(Φ⊕)′(yσ)∇yσ v‖L2(ΩT ) + ‖Φ⊕(yσ)∇v‖L2(ΩT ).
For the ﬁrst summand on the right hand side of the above inequality we have
using the Hölder inequality
‖(Φ⊕)′(yσ)∇yσ v‖L2(ΩT ) ≤ C‖∇yσ‖L∞(0,T ;L3(Ω))‖v‖L2(0,T ;L6(Ω)).
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By (1.3), (1.5), (1.6) and 2.) we get
‖(Φ⊕)′(yσ)∇yσ v‖L2(ΩT ) ≤ C‖v‖L2(0,T ;H1(Ω)).
Furthermore we have
‖∂t[Φ⊕(yσ)v]‖L2(0,T ;(H1(Ω))∗) ≤ ‖(Φ⊕)′(yσ)∂tyσ v‖L2(0,T ;(H1(Ω))∗)+
+ ‖Φ⊕(yσ)∂tv‖L2(0,T ;(H1(Ω))∗).
To estimate the ﬁrst summand on the right hand side of the above inequality
we have to use the Hölder inequality for a φ ∈ L2(0, T ;H1(Ω))∫ T
0
∫
Ω
(Φ⊕)′(yσ)∂tyσ v φ dxdt ≤ C‖∂tyσ‖L∞(0,T ;L2(Ω)) ‖v‖L2(0,T ;L6(Ω)) ‖φ‖L2(0,T ;L3(Ω)).
By (1.3) and 2.) we estimate∫ T
0
∫
Ω
(Φ⊕)′(yσ)∂tyσ v φ dxdt ≤ C‖v‖L2(0,T ;H1(Ω)) ‖φ‖L2(0,T ;H1(Ω))
and get
‖(Φ⊕)′(yσ)∂tyσv‖L2(0,T ;(H1(Ω))∗) = sup
φ∈L2(0,T ;H1(Ω))
∫ T
0
〈(Φ⊕)′(yσ)∂tyσ v, φ〉
‖φ‖L2(0,T ;H1(Ω))
≤ C‖v‖L2(0,T ;H1(Ω)).
In conclusion, the assertion (4.10) is proved. To complete the proof of 9.) we
have for a v ∈ W (0, T )
|〈λ⊕σ , v〉W (0,T )∗,W (0,T )| = |〈λ⊕σ ,Φ⊕(yσ)v〉W (0,T )∗,W (0,T )| =
= |〈λ⊕σ + λ	σ ,Φ⊕(yσ)v〉W (0,T )∗,W (0,T )| ≤ C‖v‖W (0,T ),
where we used 7.) and (4.10) for the last inequality. Hence, we get
‖λ⊕σ ‖W (0,T )∗ ≤ C.
Analogously by
‖Φ	(yσ)v‖W (0,T ) ≤ C‖v‖W (0,T ),
where we have Φ	 ∈ C∞(R),−1 ≤ Φ	(r) ≤ 0, r ∈ R, Φ	 ≡ −1 on {r ≤ −1},
Φ	 ≡ 0 on {r ≥ 0} and |(Φ	)′| ≤ 2, we get ‖λ	σ ‖W (0,T )∗ ≤ C. 2
Now we can state the main result of this section. Deﬁning the functions
[yσ + 1]
⊕ := max(yσ + 1, 0), [yσ − 1]	 := min(yσ − 1, 0),
and the space V˜ := V ∩H1(0, T ;H1(Ω)) ∩W 1,∞(0, T ;L2(Ω)) we have:
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Theorem 6. Let dim Ω ≤ 3 and let {yσ, uσ, pσ} be a sequence of solutions
of the optimality system (3.9)-(3.13). If (OA) holds, then there exist
{y∗, u∗, p∗} ∈ V˜ × L2(ΩT )× L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω))
and a subsequence still denoted by {yσ, uσ, pσ} such that as σ ↘ 0
yσ −→ y∗ weakly in L2(0, T ;H2(Ω)) ∩H1(ΩT ),
yσ −→ y∗ weakly in H1(0, T ;H1(Ω)),
yσ −→ y∗ weakly-star in L∞(0, T ;H1(Ω)),
yσ −→ y∗ weakly-star in W 1,∞(0, T ;L2(Ω)),
µ⊕σ −→ µ⊕∗ weakly in L2(ΩT ),
µ	σ −→ µ	∗ weakly in L2(ΩT ),
uσ −→ u∗ weakly in L2(ΩT ),
pσ −→ p∗ weakly in L2(0, T ;H1(Ω)),
pσ −→ p∗ weakly-star in L∞(0, T ;L2(Ω)),
∂tpσ −→ ∂tp∗ weakly in W (0, T )∗,
λ⊕σ −→ λ⊕∗ weakly in W (0, T )∗,
λ	σ −→ λ	∗ weakly in W (0, T )∗.
(4.11)
The limit element {y∗, u∗, p∗} satisﬁes the following optimality system
1
ε
〈
λ⊕∗ + λ
	
∗ , v
〉
W (0,T )∗,W (0,T ) + ε 〈p∗, ∂tv〉L2(0,T ;H1(Ω)),L2(0,T ;H1(Ω)∗) +
+ ε(∇p∗,∇v)L2(ΩT ) + νd(y∗ − yd, v)L2(ΩT ) + νT (y∗(T, ·)− yT , v(T, ·))L2(Ω)−
− 1
ε
(p∗, v)L2(ΩT ) = 0, ∀v ∈ W0(0, T ) (4.12)
νu
ε
u∗ − p∗ = 0 in ΩT , (4.13)
ε∂ty
∗ − ε∆y∗ − 1
ε
y∗ +
1
ε
µ⊕∗ −
1
ε
µ	∗ = u
∗ a.e. in ΩT , (4.14)
y∗(0) = y0 in Ω, n · ∇y∗ = 0 a.e. on ΓT , (4.15)
with the complementarity conditions
|y∗| < 1 a.e. in ΩT , (4.16)
µ⊕∗ (y
∗ − 1) = 0, µ	∗ (y∗ + 1) = 0 a.e. in ΩT , (4.17)
µ⊕∗ ≥ 0, µ	∗ ≥ 0 a.e. in ΩT , (4.18)
lim
σ↘0
(λ	σ , [yσ + 1]
⊕)L2(ΩT ) = 0, (4.19)
lim
σ↘0
(λ⊕σ , [yσ − 1]	)L2(ΩT ) = 0, (4.20)
lim inf
σ↘0
(λ	σ , pσ)L2(ΩT ) ≥ 0, (4.21)
lim inf
σ↘0
(λ⊕σ , pσ)L2(ΩT ) ≥ 0, (4.22)
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where W0(0, T ) := {v ∈ W (0, T ) : v(0, ·) = 0}. Furthermore, for every ω >
0, there exists a subset Qω ⊂ {(t, x) ∈ ΩT : |y∗(t, x)| < 1} with meas({(t, x) ∈
ΩT : |y∗(t, x)| < 1} \Qω) ≤ ω, such that
λ⊕σ + λ
	
σ −→ 0 uniformly in Qω. (4.23)
Proof. The convergence results are direct consequences of the estimates given
by Lemma 6. To show (4.14)-(4.18) we proceed like in the proof of Lemma 2.
Now let v ∈ W (0, T ) be chosen such that v(0) ≡ 0 in L2(Ω). We multiply the
adjoint equation (3.9) by v and use integration by parts. Passing to the limit
σ ↘ 0, then yields the weak formulation of the adjoint equation as given in
(4.12). Because of (ψγ	)
′′(yσ)[yσ + 1]⊕ = 0 and (ψ
γ
⊕)
′′(yσ)[yσ − 1]	 = 0 we
easily obtain
lim
σ→0
(λ	σ , [yσ + 1]
⊕)L2(ΩT ) = 0 and limσ→0
(λ⊕σ , [yσ − 1]	)L2(ΩT ) = 0.
Furthermore we have
(λlσ, pσ)L2(ΩT ) =
∫
ΩT
1
σ
(ψγl )
′′(yσ)|pσ|2dxdt ≥ 0
for l ∈ {⊕,	} and σ > 0. Hence, we obtain (4.21)-(4.22).
By Theorem 6 we know that there exists a subsequence (denoted the same)
such that yσ −→ y∗ a.e. in ΩT . Hence for almost every {(t, x) ∈ ΩT :
|y∗(t, x)| < 1} we have that |yσ(t, x)| < 1 for σ suﬃciently small. There-
fore,
λ⊕σ + λ
	
σ −→ 0 a.e. in {(t, x) ∈ ΩT : |y∗(t, x)| < 1}.
Due to Egorov's theorem, the quantity (λ⊕σ +λ
	
σ )|{(t,x)∈ΩT :|y∗(t,x)|<1} then con-
verges uniformly with respect to the underlying measure to zero, i.e., for
every ω > 0, there exists a subset Qω ⊂ {(t, x) ∈ ΩT : |y∗(t, x)| < 1} with
meas({(t, x) ∈ ΩT : |y∗(t, x)| < 1} \Qω) ≤ ω, such that
λ⊕σ + λ
	
σ −→ 0 uniformly in Qω.
Hence, (4.23) is proven. 2
Remark 1. Our convergence results are based on the assumption that uσ
stays inside some uniformly bounded set as σ ↘ 0. The optimality conditions
are hence derived for accumulation points of stationarity point of the penalized
subproblems, only.
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The optimality conditions (4.12)-(4.23) of Theorem 6 deﬁne a "very" weak
form of stationarity points of the Allen-Cahn problem (see [13] for diﬀerent
deﬁnitions of stationarity). The results of Theorem 6 can be interpreted in the
following way: The accumulation points of stationary points of the penalized
subproblems satisfy "very" weak optimality conditions.
The weakness of the result is due to the low regularity of λ⊕+ λ	. In fact, if
λ⊕ + λ	 is bounded in L2(0, T ;H1(Ω)∗), then the results can be strengthened
as the following corollary states
Corollary 1. Let the assumptions of Theorem 6 be satisﬁed. Furthermore,
we assume that {λ⊕σ + λ	σ } is bounded in L2(0, T ;H1(Ω)∗) uniformly with
respect to σ > 0. Then there exist
{y∗, u∗, p∗} ∈ V˜ × L2(ΩT )×W (0, T )
and a subsequence still denoted by {yσ, uσ, pσ} such that as σ ↘ 0
yσ −→ y∗ weakly in L2(0, T ;H2(Ω)) ∩H1(ΩT ),
yσ −→ y∗ weakly in H1(0, T ;H1(Ω)),
yσ −→ y∗ weakly-star in L∞(0, T ;H1(Ω)),
yσ −→ y∗ weakly-star in W 1,∞(0, T ;L2(Ω)),
µ⊕σ −→ µ⊕∗ weakly in L2(ΩT ),
µ	σ −→ µ	∗ weakly in L2(ΩT ),
uσ −→ u∗ weakly in L2(ΩT ),
pσ −→ p∗ weakly in W (0, T ),
λ⊕σ −→ λ⊕∗ weakly in L2(0, T ;H1(Ω)∗),
λ	σ −→ λ	∗ weakly in L2(0, T ;H1(Ω)∗).
(4.24)
The limit element {y∗, u∗, p∗} satisﬁes the following optimality system〈
1
ε
(λ⊕∗ + λ
	
∗ )− ε ∂tp∗, v
〉
L2(0,T ;H1(Ω)∗),L2(0,T ;H1(Ω))
+ ε(∇p∗,∇v)L2(ΩT ) + νd(y∗ − yd, v)L2(ΩT )−
− 1
ε
(p∗, v)L2(ΩT ) = 0 ∀v ∈ L2(0, T ;H1(Ω)), (4.25)
p∗(T, ·) = νT (y∗(T, ·)− yT ) in Ω, (4.26)
νu
ε
u∗ − p∗ = 0 in ΩT , (4.27)
ε∂ty
∗ − ε∆y∗ − 1
ε
y∗ +
1
ε
µ⊕∗ −
1
ε
µ	∗ = u
∗ a.e. in ΩT , (4.28)
y∗(0) = y0 in Ω, n · ∇y∗ = 0 a.e. on ΓT , (4.29)
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with the complementarity conditions
|y∗| < 1 a.e. in ΩT , (4.30)
µ⊕∗ (y
∗ − 1) = 0, µ	∗ (y∗ + 1) = 0 a.e. in ΩT , (4.31)
µ⊕∗ ≥ 0, µ	∗ ≥ 0 a.e. in ΩT , (4.32)〈
λ	∗ , [y
∗ + 1]
〉
L2(0,T ;H1(Ω)∗),L2(0,T ;H1(Ω)) = 0, (4.33)〈
λ⊕∗ , [y
∗ − 1]〉
L2(0,T ;H1(Ω)∗),L2(0,T ;H1(Ω)) = 0. (4.34)
lim inf
σ↘0
(λ	σ , pσ)L2(ΩT ) ≥ 0, (4.35)
lim inf
σ↘0
(λ⊕σ , pσ)L2(ΩT ) ≥ 0, (4.36)
Furthermore, for every ω > 0, there exists a subset Qω ⊂ {(t, x) ∈ ΩT :
|y∗(t, x)| < 1} with meas({(t, x) ∈ ΩT : |y∗(t, x)| < 1} \Qω) ≤ ω, such that
λ⊕σ + λ
	
σ −→ 0 uniformly in Qω. (4.37)
Proof. If {λ⊕σ +λ	σ } is bounded in L2(0, T ;H1(Ω)∗) uniformly with respect to
σ > 0, then the adjoint equation (3.12) immediately yields uniform bounded-
ness of {∂tpσ} in L2(0, T ;H1(Ω)∗) with respect to σ > 0 and hence uniform
boundedness of {pσ} in W (0, T ) with respect to σ > 0. Consequently
pσ −→ p∗ weakly in W (0, T ),
λ⊕σ −→ λ⊕∗ weakly in L2(0, T ;H1(Ω)∗),
λ	σ −→ λ	∗ weakly in L2(0, T ;H1(Ω)∗).
(4.38)
Further, (4.19) and (4.20) imply (4.33) and (4.34).
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