Abstract-To efficiently support the highly dynamic traffic patterns of the current Internet in large-scale switches, we propose a new hybrid optical network design: Overspill Routing In Optical Networks (ORION). By taking advantage of the reduced (electronic) processing requirements of all-optical wavelength switching, the electronic bottleneck is relieved. At the same time, ORION achieves a level of statistical multiplexing comparable to the more traditional point to point WDM solutions, circumventing the bandwidth inefficiencies of all-optical wavelength switched networks, caused by dynamic traffic patterns. The result is a true hybrid optical network design, forming a bridge between these two switching concepts. In this paper the generic concept of ORION is described. An example node design, based on current advanced optical technologies, is described in detail. The ORION concept is also evaluated, comparing it with its two composing technologies, optical wavelength switching and point to point WDM, as well as a third, more trivial, hybrid one, through several case studies.
I. INTRODUCTION

I
N the past, optical networks opened up a vast amount of bandwidth, with the breakthrough of optical fiber and alloptical amplification. A second boom in bandwidth capacity came with the development of (Dense) Wavelength Division Multiplexing, (D)WDM. As a consequence, pure bandwidth availability is no longer the most important cost determining factor on the technological side. Originally, optical connections were used as high capacity point-to-point interconnections. Data was converted to the electronic domain every hop, and processed at an electronic router. This resulted in highly efficient sharing of the transmission resources. At the same time, however, most of the traffic handled in any router is transit traffic, i.e. still has to travel one or more hops to reach the exit point of the network. In backbone networks, 70% of all traffic being transit is not an exception [1] , mainly due to their low meshing degree. Given the current trend that optical transmission capacity grows faster [2] than electronic processing capability, the electronics are considered by many the major bottleneck to resolve. Consequently, several solutions were proposed to reduce the strain on the electronic layer.
The most important one certainly is the concept of wavelength paths (or lightpaths). In this technology a wavelength passes transparently through an optical cross-connect (OxC), without the IP router inspecting the carried data. The drawback of this approach is that a wavelength path cannot be re-used by intermediate nodes when it is not used at full capacity. This can result in an increased amount of wavelengths needed to fulfill a set of demands. A logical next step in this evolution are Automatically Switched Optical Networks (ASONs), where the wavelength paths are set up by the control plane, without (explicit) intervention of the network operator. This allows adapting to traffic variations on a medium to large time scale. However, these solutions inherently remain wavelength switched. Although the flexibility is considerably increased, the granularity, in terms of bandwidth and time scale, is still coarse.
The main contribution of this paper is a switch and network architecture proposal, called Overspill Routing In Optical Networks (ORION). ORION succeeds in using the full benefits of the ASON, without sacrificing the high statistical multiplexing gains from the earlier point to point WDM optical networks. In this paper, we will explain ORION applied to IP/MPLS directly over WDM (see [3] for a thorough discussion of IP over WDM), although it is not limited to that setup. Although ORION as a hybrid is quite unique in its design and concept, several other proposals try to achieve similar objectives, through some kind of intermediate form of simple point to point WDM and wavelength switched networks. The closest resemblance ORION has with any other proposal is certainly the one described in [4] and [5] . Others may seem similar, like [6] , [7] or [8] , but we will show in the next section that they are actually, in our view, an extreme form of more classical switching architectures. The overspill mechanism we will explain is sometimes likened to deflection routing [9] , light-trees [10] , light-trails [11] or light-frames [12] , but we will also illustrate that it is fundamentally different. Finally, the CHEETAH [13] concept comes to mind as related. This is also a true hybrid, but is actually a form of a combined architecture (see also Section IV, with two physically distinct networks in parallel. The remainder of the paper is organized as follows. In Section II, we introduce the ORION concept on a functional node and network level. We continue in Section III by presenting a suggested hardware design that can support the functions required. Subsequently, we present in Section IV and Section V an evaluation of ORION, showing detailed case studies and trends. Note that for our evaluations we use a dimensioning approach, in which we calculate a proper amount of wavelengths given a certain demand and topology. The dual problem, where loss and throughput are derived from a certain pre-dimensioned topology is tackled in [14] . That study also compares ORION with an optimized dimensioned network using multi-layer traffic engineering principles. A summary and conclusion in Section VI wraps up the paper.
II. CONCEPTUAL DESIGN
We will start with a short revisit of the basic principles of packet switching, and wavelength switching. But first of all, we would like to draw the attention to the following quote ( Fig. 1) , which states hybrids may be a very interesting option indeed. We believe our proposal is one of these interesting options. Fig. 2 shows an "optical" node, which actually is nothing more than an IP router connected to (D)WDM fiber. All wavelengths are terminated at this IP router, no optical transparency is available.
A. Point to Point WDM
In this paradigm, which we term point to point WDM in this paper, links never bypass an IP router. As a consequence the wavelengths on the links are still fully shared, so the gains of statistical multiplexing apply. The available bandwidth is used very efficiently, as all wavelengths are constantly accessible. However, this also means that routing information of each packet is examined at each node, and processed again by the IP router. Hence, every router will have a lot of transit traffic to cope with. This results in big IP routers, and expensive forwarding hardware to cope with it. This kind of switching is very commonly deployed today. The paradigm can be further shifted into the optical world [6] , when packets are kept optical end-to-end. Their headers with routing information, however, are still electronically processed, as optical processing is not a feasible technology yet. Available in several variants, this switching style is usually referred to as Optical Packet Switching (OPS) or Optical Burst Switching (OBS). Although the strain on the electronic layer can be considerably less in the case of OPS/OBS, the fundamental characteristics have much in common with point to point WDM. OPS/OBS itself is mostly still in an experimental stage, with mainly (limited) demonstrators, implementing components like a burst scheduler (e.g. [16] ), or limited complete nodes (e.g. [17] , [18] , [19] , or [20] ). In point to point WDM architectures contention (congestion) has to be solved at intermediate nodes (e.g. for OPS, see [21] ). This means that delays and losses can be large and very unpredictable, since they depend on global network load. Furthermore, we need as many line speed interfaces to the electronic domain as there are wavelengths.
B. Wavelength Switched WDM
One proposed solution, increasingly being deployed, to counteract the growing electronic processing bottleneck is shown in Fig. 3 . Instead of terminating all wavelengths at each hop, some wavelengths bypass the IP router. The optical network uses these wavelength channels transparently to form wavelength paths (e.g. as in [22] ) between two nodes in the network. To allow for dynamic configurability an Optical Cross-Connect (OxC) can be used. By changing settings in the OxC, wavelength paths can be set up or torn down. The great advantage of this approach, which we term wavelength switched WDM here, is that by constructing these wavelength paths, the electronic layer can be bypassed. As a consequence the amount of transit traffic that has to be handled by this electronic layer can be significantly reduced. Also, less interface cards are needed, reducing costs. On the other hand, setting up connections takes at least a round trip time through the network. For large networks this can be quite timeconsuming, making it less suited for the transport of bursty or highly variable traffic [8] . Another drawback is the rather large granularity of the circuits especially as bit rates of a single wavelength channel continue to rise. Therefore, setting up and tearing down of wavelength paths is mainly useful for longer term traffic variations. On a shorter time-scale, wavelength switched WDM can suffer from severe bandwidth inefficiencies.
C. ORION
Thus, point to point WDM faces the electronic bottleneck, while wavelength switched WDM suffers from inefficient bandwidth usage. What ORION offers is union of the two concepts. We would like to illustrate our concept first on a network level by means of Fig. 4 .
The basic idea in ORION is to start from a wavelength switched WDM network, where some wavelength paths are established. In a normal wavelength switched network a lightpath passes an intermediate node transparently, i.e. the node cannot access the data in the passing wavelength. In the example of The basic problem with wavelength switching occurs in the following scenario: when the capacity of the lightpath AD on λ 2 is fully used, and there is some temporary overload for this connection, the wavelength λ 1 cannot be used to carry some of its traffic, as it is dedicated for connection AE. It is, however, perfectly possible that the lightpath AE (on λ 1 ) is only carrying a low traffic load, so that in fact at some moments in time it is empty (again, for clarity in this discussion we assume IP directly over WDM). Thus, while connection AD has a capacity shortage, AE has capacity in abundance. While ordinary wavelength switched WDM networks cannot solve this type of situation instantly, ORION enables the network to use this capacity on λ 1 (normally dedicated to the connection AE) for the connection AD by switching to the so-called overspill mode, which essentially operates the network as if it is a point to point WDM network. The following happens: Packets (belonging to connection AD) are inserted in λ 1 (normally dedicated to connection AE), we call this overspilling, hence the name Overspill Routing In Optical Networks (ORION). Thus, packets inserted in a wavelength different from the lightpath of the connection are called overspill packets. Packets that are sent on their correct lightpath are lightpath packets. When packets of connection AD are inserted in λ 1 , node b has to be able to detect these (we will use a special marking, explained later), get them out and let B handle them. Next, they have to be routed further to their destination, which, in this case, is possible by sending them out again as overspill packets on λ 3 (λ 1 may also be an option). At node c they need to get lifted out again and be handed over to C, which does the same. In our case they are sent out again as overspill packets, again on λ 3 (again, λ 1 , if free, could be used). The packet flow can be seen on Fig. 4 . Packets in gray travel on an ORION interface (see further) between the OxC (b) and the IP/MPLS router (B). The packet flow is indicated by the numbers in the packets. So how will we support this ? A conceptual ORION node is shown in Fig. 5 (we will go in more detail in Section III. The OxC is again present, and allows for the node to operate in wavelength switched WDM mode.
In addition to this functionality, there are "taps" (1) added before the OxC, as well as "drains" (2) at the exit. The taps are capable of temporarily redirecting the established wavelength paths to the IP router. This means that, while packets on these wavelength paths normally bypass the IP router, we reintroduce the capability of local termination. To save interface cards however, the taps are grouped together (3) . In this example all are grouped together in one interface, effectively limiting redirection to the IP router to only one packet at a time. At the same time, at the exit, the drains are actually tunable lasers, that can tune to any wavelength supported within the fiber.
What this kind of node concept allows us to do is, first of all, operate it just like a standard wavelength switched WDM node. This means that data inserted in a wavelength follows a predestined path, as with standard wavelength switching. However, it can occur, as explained earlier, that there is not enough capacity on a direct wavelength path. The taps and drains then allow for an operation of the node in a point to point WDM like mode. Changing this mode of operation (between wavelength switched and point to point WDM) will happen on the fly at packet resolution level, by using a special tag for the overspill packet (see Section III), which overrides the standard wavelength switched behavior. We define that specific packet to be in overspill mode from then onwards, as it "spills over" to underused wavelength paths. When the overriding tag is detected, the data is treated as if switched in point to point WDM mode, and is directed through the taps to the IP router. Note the fundamental difference with deflection routing [9] here: deflection routing is not capable of temporary disabling of the wavelength switched behavior. Deflection can only use a concatenation of wavelength paths, possibly forcing data to take a longer physical path. ORION, in contrast, offers full freedom. Note that this is also not a multicast light-tree [10] concept: by default the packet goes through transparently, and only exceptionally it passes through the IP router. No duplication (e.g. drop & continue) of any packet is performed at any time, like in [11] or [12] . At the exit of the node we add generic insertion capability (2), the counterpart of the removal ability at the entry of the node. With the addition of the tunable lasers, any wavelength can be chosen, as opposed to the inflexible wavelength switched approach, where wavelengths that do not terminate locally are inaccessible by the IP router. We will use this ability to send data in overspill mode on wavelength paths that are not fully used. One important problem is that, when sending data on a normally inaccessible wavelength, we need to be careful not to garble up data which may possibly be already present on the now accessible wavelength path. Therefore, we need some form of idle detection. How this concept can be implemented is further clarified in the next section.
III. DETAILED NODE DESIGN
To illustrate that we can achieve the required functionality for ORION without having to terminate each and every packet at an intermediate node, we (functionally) designed an example switch. We just describe it here, but we actually built a working ORION network, although the optics were emulated to reduce deployment costs [24] . Fig. 6 depicts the design of a single node in a four wavelength network. No assumption here is made whether the incoming wavelengths belong to the same fiber or not. Also, for simplicity in the discussion, we assume the wavelengths can be converted to each other without problems. However, we would like to stress this is no requirement of ORION. Fig. 6 shows a central optical cross-connect (1), which has four wavelengths coming in, of which two, λ 2 and λ 3 are terminated towards the electrical IP router (2) , and the two others, λ 1 and λ 4 , pass through transparently (3). Each packet is assumed to be intensity modulated, while at the same time there exists a possibility to modulate orthogonally a label at slower speed than the line rate. An example of this orthogonal labeling approach, using FSK or DPSK, can be found in [17] . A very important characteristic is, from a network perspective, that this orthogonal signal is at a slower line speed, which makes the electronics that have to process it cheaper.
As a way of detecting whether or not a packet is in overspill mode, i.e. it is on a wavelength passing through but it does not belong there, the orthogonal header contains a label indicating this status. Before the packet enters the switch we split some of the power at (4) and read this label (5) . If an overspill packet is detected the 1x2 fast optical switches (6) are set up to lead the packet towards the electrical IP router. Note that in the figure we group together (7) all wavelengths to save interface cards. It reflects the expectation that packets in overspill will form the exception rather than occur very frequently. It however also implies that we need some contention resolution for the case that both pass-through wavelengths contain overspill packets at the same time, since we can only receive one overspill packet at a time. Deciding on how many wavelengths should be grouped together in this way is a design parameter which depends on how many overspill packets there can be expected simultaneously. In general, we reduce the range of wavelengths where 1x2 switches are installed, M, to a smaller range N. The best implementation approach and the exact dimensioning of both M and N remain topics for further study.
After the 1x2 switch is set, the overspill packet can be received through a wide-band receiver (8) . The electrical IP router can then decide (9) to either send it via the normal regime (wavelength switched) with fixed (or slow tunable) lasers (10), either again in overspill mode (11) . In standard ORION a packet always remains in overspill mode (once overspill, always overspill). If, however, we allow overspill packets to enter a (under-used) wavelength path originating at an intermediate node leading to the correct destination, we use the term ORION with wavelength path re-entry [23] . Note that there are no 1x2 switches needed on wavelengths λ 2 and λ 3 , since these wavelengths are received by the IP router anyway. They can, however, be useful when rearranging the network (in the ASON way). After such a rearrangement, λ 2 and λ 3 may become part of a wavelength path, and thus no longer terminate locally, at which point the overspill capability on these wavelengths can be put to good use.
The reading and detection, together with deciding on eventual contention resolution and the setting of the 1x2 switches of course takes some time. Therefore, we provide for some delay lines (12) . Note that all wavelengths can be equipped with delay lines. This allows keeping all wavelengths multiplexed in the fiber until after the delay line. The orthogonal signal detection would then require an extra demultiplexer (hence leading to a trade-off between having one extra multiplexer or several delay lines per fiber).
The required delay lines also have a second function if we want to insert packets in overspill mode on the two passthrough wavelengths. The same way we used an orthogonal label to identify overspill packets, we can also apply it for detection of idle periods on the wavelengths. Each normal packet (i.e. all packets not in overspill mode) can be fitted with two labels, one at its end and one at its beginning, identifying the exact position of the underlying (intensity modulated) packet on the line. Alternatively power detection instead of orthogonal labels could be used to assess whether or not a packet is present on the pass-through wavelengths, or only a label at the beginning of the packet which also indicates its length. Which option is more appropriate (from a feasibility point of view) is not clear yet. In both cases, however, we thus acquire knowledge of the start and end of a normal (lightpath) packet.
The orthogonal label thus can have a double function:
• It identifies overspill packets • It identifies the start and end of occupied periods on the line The information about availability is passed through to the ORION control module (5), whose function now also is to provide the electrical edge router with a wavelength on which an overspill packet can be sent, should the provided capacity be insufficient.
In order to be able to access all outgoing wavelengths without having to install a transmitter (and interface card) for each wavelength, a fast tunable laser (which we term ORION transmitter) can be employed (11) . Again, the shown schematic implies that only one overspill packet can be sent at a time, which can, of course, be changed by adding more tunable lasers.
The advantages of ORION are already reflected partly in the node design. First of all, the electronics controlling the overspill part need to work only at the speed of the orthogonally labeled signals, which can be much lower than the actual line rate (e.g. 622 Mb/s for a 10Gb/s system). Secondly, packets which are inserted on a direct wavelength path are left untouched until they reach their destination. This means that no expensive interface cards at the line rate are needed for pass-through traffic, and that the delay of the packets throughout the network can be guaranteed, and are minimal. Once they enter the direct wavelength path, their delivery is assured (apart from physical corruption). And finally, since we only rely on information obtained via the orthogonal label, this part of the node is totally oblivious to the underlying line encoding or data rate. A drawback of this scheme is that all packets need an orthogonal label, which will make the transmit infrastructure more expensive. Possible solutions, as mentioned earlier, may be to use power detection instead of orthogonal markers to observe the line. That way, orthogonal labels are only needed for overspill packets. Finally, note that the IP router (2) in this design can be replaced by an OPS/OBS switch. The advantages of ORION still apply: smaller OPS/OBS switches (less traffic seen, which means less processing) and a high utilization rate, resulting in potentially cheaper networks.
IV. DIMENSIONING
A. Evaluated Technologies
Through case studies we compared standard ORION (without wavelength path re-entry) with three other technology types. We compared them using a double metric: on one hand the amount of wavelengths needed in the network to fulfill demands, and on the other hand the amount of traffic the IP routers will have to handle. The types we compared were :
• ORION : our new proposed concept • point to point WDM : Sometimes referred to as fully packet switched, or link-by-link grooming, this is one of the two technology types composing ORION. Since full statistical multiplexing is possible, all demands over a link can be combined, resulting in a minimal amount of required wavelengths. However, a maximum amount of packets need to be switched in the IP routers.
• wavelength switched WDM : Also referred to as "endto-end wavelength paths", or no grooming, this is the other technology type ORION consists of. Since there is no statistical multiplexing between demands, having either a different source or destination node (as explained earlier), no demands can be combined, which results in the highest amount of wavelengths needed to route them. In essence, all demands on a link are dimensioned for separately. On the other hand, since there is no transit traffic anywhere, IP routers only have to route demands originating or terminating here. Thus, a minimum amount of traffic will go through the IP routers. Note that we assumed full wavelength conversion throughout all of our evaluations, as well as no restrictions for possible wavelength paths (e.g. length).
• Combined : As a means to compare ORION with another hybrid architecture, we also evaluated a wavelength switched WDM network combined with a parallel point to point WDM network. Unlike ORION however, these two networks are completely separate, and cannot use each others spare capacity. Incoming traffic at the edge of the network uses the wavelength switched WDM network if capacity on a direct wavelength path is available, otherwise it is sent over the parallel point to point WDM network. Like standard ORION (also termed "once ORION, always ORION"), once traffic enters the point to point WDM network (overspill mode in case of ORION) it does not re-enter the wavelength switched WDM network. Note that the combined architecture can be considered a form of grooming. The CHEETAH [13] concept, although slightly different, can also be considered as a form of combined.
B. Dimensioning Method 1) Moving from a fixed demand to a distribution:
Often, when wavelength switched WDM and point to point WDM are compared, static traffic profiles are used [1] . A certain value is assigned for each node pair, reflecting how much traffic is requested from one node in the network to another. Based on these values necessary provisions are then calculated. In order to be able to do a fair calculation, however, a static demand matrix is not sufficient. These type of calculations may underestimate the statistical multiplexing (if any) effect when operating in a shared environment, like our point to point WDM, resulting in an overestimation of required capacity.
For example, suppose there is a demand A of 20 Gb/s, and a demand B of 30 Gb/s, travelling over the same link L (fiber), as in Fig. 7 (left) . In a typical calculation, supposing 10 Gb/s wavelengths, this would mean that demand A got 2 wavelengths over this fiber, while demand B gets 3. In reality however, these demands will fluctuate, which can be more accurately modeled by distributions, which at the same time takes the statistical multiplexing effect into account. Suppose we want to be sure that in 99% of the cases both traffic streams A and B will not encounter a bottleneck on this particular individual link. We now have two different cases : On the one hand, the same situation as in Fig. 7 (left) : demands A and B do not share their capacity (as in wavelength switched WDM). This means that of each distribution the 99% percentile must taken individually, a process shown in Fig. 8 (top) . In Fig. 7 (right), on the other hand, A and B share their capacity (point to point WDM), which means it is sufficient to take the 99% percentile of their combined distribution, as in Fig. 8 (bottom) . This results in a capacity saving, the gray area shown in the lower right corner of Fig. 8 .
This method of working did, however, present us with a problem, since in cases IIa-IIc, the provided traffic demand forecast provided only crisp (i.e. fixed) values, so we had to adapt them to distributions as used in our model. Since we had no information available concerning traffic variability in a network of such scale, we based ourselves upon measurements of two smaller, public networks. The first one is Belnet [31] , a Belgian public network, the second Uninett [32] , the Norwegian public network. The general validity of our calculations is hence directly tied to these networks as being representative (in terms of user behavior) for most networks. Since the results of both networks are about the same, we believe this is the case. We used them to construct an equation to transform the static demand to a normal distribution. We took the value itself as the mean µ, and the standard deviation (σ) was calculated as σ = 0.52 * (µ 0.914 ). For example, if the traffic demand matrix predicts a demand of Hamburg to Berlin of 37,1 Gb/s for 2008, we will model this traffic as Gaussian with a mean of 37,1 Gb/s, and a standard deviation of 0.52 * (37.1 0.914 ) = 12,9 Gb/s.
2) Algorithm:
In this paragraph we describe, from a highlevel viewpoint, the algorithms used to calculate our results in more detail. The (Java) source code can be obtained upon request to the authors. All percentile calculations, needed to go from distributions back to crisp numbers, were obtained through sampling, with a 99% statistical confidence that the obtained number is within a 0.1% interval [33] . We used the COLT library for this statistical support, a software distribution providing an infrastructure for scalable scientific and technical computing in Java [34] . For the network logic we resorted to the TRS library, developed at our group [25] . Some additional custom classes provided for generic distribution math and special purpose logic. In order to express our calculation method a little more formally and consistent, we first define some symbols, shown in Fig. 9 .
Using these definitions, the formula used to calculate the amount of wavelengths for a given link, as well as for determining the amount of traffic in an IP router, becomes quite simple, as shown in Fig. 10 . We assumed shortest path routing, with a weight of 1 for each link. In essence, it is the application of the techniques described in the previous paragraph. In the case of point to point WDM (Fig. 10 -left) , there are no optical bypasses. This means that for the IP router dimensioning, transit traffic needs to be taken into account, while in wavelength switched WDM (Fig. 10 -right) , no transit traffic is present. The other important difference is that, when calculating the amount of installed wavelengths for a link, for point to point WDM, the demand distributions are combined before returning to a crisp value. This is in contrast with the wavelength switched WDM calculation, which first returns to crisp values for each demand, after which the summation of all demands over a certain link is taken.
Since ORION and combined are both hybrids, they have similar methods for calculating wavelength usage. The algorithm for IP router traffic is even identical. The wavelength usage calculation is more complicated compared to the previous two technology types, since ORION and combined are actually a combination of them. As a result we actually need to dimension two networks, K 1 and K 2 , before we are able to derive the final result. In case of combined these networks are directly used in the end result, whereas for ORION the K 2 network is actually "physically embedded" in the basic network K 1 . The first portion of the algorithm is in common, as shown in Fig. 11 . Basically, the idea is to first determine how many wavelengths there are needed at a bare minimum to fulfill demands, as in point to point WDM. In a next step this point to point WDM network, K 1 , is converted to a wavelength switched WDM network, setting up as much paths as possible using simple shortest path calculations. Then the second portion of the algorithm is executed, which differs for ORION and combined as shown in Fig. 12 .
In the case of combined, which consists of a wavelength switched WDM and a separate point to point WDM network, the converted network K 1 is used as wavelength switched WDM network, and a point to point WDM network, K 2 , is constructed to fulfill the unserved leftover demand from the first portion. Note that, like we do in the ORION calculation as well, we fix a degree of freedom here: we can always add more wavelengths to K 1 , reducing IP router strain, or setup less wavelength paths to reduce wavelengths used. There are two reasons we use the dimensioned capacity for point to point WDM as resource pool for setting up wavelengths : One is the fact that we will at least need this amount of wavelengths anyway in the network. The other is that ORION always sets up as many paths as possible with the given resources, and using this basis makes it easier (and fairer) to compare with combined. The second portion of ORION differs from combined, since ORION actually uses spare capacity within the wavelength switched WDM network. This means that ORION can be thought of as having the point to point WDM network, K 2 , physically embedded within the wavelength switched WDM network K 1 . As a final note we would like to remark that although the presented evaluation algorithms and method may be rather simple, other, more complex simulation [27] and evaluation [14] efforts confirm the results we obtained.
V. EVALUATION
A. Cases
In this paper we compared these four technology types using two different topologies in four case studies. The first topology, shown in Fig. 13 , is only used in case I. It is a simple 4x4 grid -"Manhattan street" -topology.
The second topology, shown in Fig. 14 , is used in the three other presented case studies, IIa through IIc: It is the more elaborate reference core network topology, developed within the COST266 [28] and IST-LION [29] projects. It describes a hypothetical pan-European network, with corresponding demand forecasts for 2008. Both the topology and traffic demands are available at [30] . These cases, IIa to IIc, study different aspects of the ORION behavior: Case IIa, is a detailed discussion where the network is more realistic than in case I (the grid topology); Case IIb, shows how the technology types react when traffic patterns exhibit increasing dynamism. The last case study, Case IIc, shows how the technology types compare when the wavelength capacity is increased. For every case we dimensioned each network four times. Each time we used a different network technology (cf. Section IV-A, and took into account its specific characteristics.
B. Case I: Grid Topology
In this first case we evaluated a simple "Manhattan street" topology of 16 nodes (4x4 grid). All demands were the same, having a normal distribution with mean (µ) of 16 Gb/s, and standard deviation (σ) of 7,63 Gb/s. Fig. 15 shows, for each of the four technology types, the average amount of traffic an IP router sees (left bars), and the average amount of wavelengths (right bars -10Gb/s per wavelength) that would be installed on a link. Note that in the case of ORION and combined the right bars consist of two components. For combined the two components indicate how much wavelengths each separate network it consists of consumes. For ORION, since bandwidth is assigned ad hoc, the interpretation is slightly different : the "packet fraction" indicates how much traffic at most is expected to be in overspill (¿ 99% of the time). The total is the amount of wavelengths installed in the network.
When looking at average IP router load, it is very clear that point to point WDM has to handle a lot more than the other three alternatives. The wavelength switched WDM solution naturally performs the best, but more interestingly, the combined technology and ORION are very close to this lower limit. When looking at average wavelengths needed in the network, the right bars, we see the opposite (again, less is better). The wavelength switched WDM architecture uses a lot more wavelengths than the others. ORION uses the same amount of wavelengths as the packet switched case. We also see an important feature of ORION illustrated: only a small fraction is in overspill (grey area). At the same time, ORION has to switch only a little more packets than wavelength switching. Combined approaches ORION in terms of wavelength usage, but uses slightly more wavelengths. Both hybrids however, are remarkably balanced in resource usage when compared to the two more extreme approaches. Therefore, it is quite clear that these type of hybrid architectures make most (economical) sense when bandwidth and switching costs are both significant cost driving factors.
C. Case IIa: NRS Network: Detailed
A more realistic case study is based on Fig. 14 , with a corresponding traffic demand forecast for 2008 [30] . This case study also assumes 10 Gb/s per wavelength installed. As stated earlier, only end-to-end direct wavelength paths are set up, to enable us to compare two extreme network architectural options, point to point WDM and wavelength switched WDM respectively. Fig. 16 shows the results summarized, the same way as with the discussed grid topology. The same trend shows up: ORION and combined strike a balance between its two composing architectures, point to point WDM and wavelength switched WDM. Another fact, not shown on the figure, is that there are some hot spots in the network, where a lot of transit traffic passes. These hot spots result in a very large difference between the packet and wavelength switched case. For example, in Berlin, the packet switched network needs to process more than three times the IP traffic the wavelength switched based solution sees. These hot spots also show up in other studies [1] . However, ORION, having to handle the same amount of packets as the combined case, shows a significant improvement, leaning close to the wavelength switched WDM case. At hot spot Berlin (worst case) the increase in IP router strain is about 80% (instead of over 300% experienced by point to point WDM!) when compared to wavelength switched WDM. Fig. 17 presents these results from a crude economical standpoint. Shown is the total network cost, in function of a factor alpha (α), which indicates the relative importance in the cost of respectively the amount of traffic a node needs to switch, and the amount of wavelengths that need to be provisioned in the network. The cost is defined as : 
Thus, α=0 indicates that the only deciding factor is the amount of wavelengths, while α=1 indicates that the cost of handling packets will be the sole cost factor. The cost for transmission resources furthermore is normalized to the minimal amount of wavelengths (averaged out) required (i.e. the wavelength cost of the point to point WDM architecture is 1), while the cost for processing resources is normalized to the minimal average amount required in the nodes (i.e. the node cost of wavelength switched WDM is 1). As clearly can be observed from the figure, ORION comes out as the most costeffective option for almost all values of α, being consistently better than the combined architecture. Only when the amount of packets handled is very dominating in the total cost (α > 0.9) does the wavelength switched WDM option come out cheaper. Note the interesting cross-over point around α=0.7, where the cost of both "traditional" options is equal.
The most important conclusion however is the trend that ORION is the most cost-effective architecture, unless the handling of traffic becomes the dominant cost factor. Therefore it seems an architecture like ORION is mostly suited as a transition architecture for the medium term. In the long term, if the current traffic growth continues while it retains its characteristics, wavelength path based solutions will probably become the best solution for the backbone (granted, this is assuming bandwidth growth mainly comes from an increased amount of wavelengths, not increasing bandwidth per wavelength). The ORION architecture then can migrate gradually towards the user (in the metropolitan network), until even there wavelength services become predominant. Note that this is, however, a crude comparison, since much depends on the cost of an actual ORION node. It does however, illustrate the potential usefulness of ORION.
D. Case IIb: NRS Network: Impact of Increasing Dynamism
In order to generalize the obtained case study results, we also studied what happens when traffic varies more (or The two hybrids (ORION and combined) increase slightly compared to wavelength switched WDM. This can be explained by the fact that more traffic will experience overspill as variability increases, thus increasing the amount of packets seen by IP routers. In effect, the increased variability causes ORION to behave more like a point to point WDM architecture. On the other hand, the gap between wavelength switched WDM and point to point WDM is somewhat reduced. This can be explained by the fact that more demands pass the IP router in point to point WDM, enabling point to point WDM to make better use of statistical multiplexing, offsetting the high amount of transit traffic somewhat. The advantage of ORION compared to point to point WDM however, remains very large. Fig. 19 shows the other side of the dimensioning, the average amount of wavelengths installed per link, now normalized to point to point WDM, which uses the smallest amount of wavelengths. Clearly the wavelength switched WDM approach shows the least tolerance to highly variable traffic patterns, causing it to overdimension even more (nearly +20%). The combined architecture suffers significantly less ( +16%), but is still beaten by the flexibility of the point to point WDM approach, and ORION. Note that ORION in this case is better than combined, whereas when looking from an IP router load standpoint, they perform the same. The most important conclusion from these two trend graphs regarding the hybrids is, however, that they can withstand variability with regard to transmission resource usage, but are slightly more vulnerable on the IP layer. In other words, as long as variability stays within the current traffic trends, ORION offers significant advantages. If, however, variability is extremely high (which can happen in current metro or access networks) or very low (well below traffic patterns of current backbone networks), hybrids may not be the perfect tool for the job.
E. Case IIc: NRS Network: Impact of Wavelength Capacity
With the ever increasing bitrates per wavelength, a natural question would be how technologies respond when demands become smaller compared to the wavelength capacity. To determine this we fixed all parameters like in the previous case, but now only changed the bitrate of a wavelength. Fig.  20 shows the impact on the IP router load, again expressed as a percentage of the wavelength switched WDM case. Although traffic patterns do not change, remarkable trends show. While point to point WDM and wavelength switched WDM remain largely unaffected, the combined architecture and ORION rise very significantly in terms of IP router strain (up to more than 50%), moving fast towards the point to point WDM. This is explained by the fewer wavelength paths that can be set up. As a consequence, more traffic needs to be transported in overspill. In fact, in case of 160 Gb/s wavelengths, some demands did not even have a single wavelength path, and all their traffic went in overspill through the network. This actually misuses the overspill mechanism, since it is not meant to transport a large fraction of the network traffic.
As in the previous case, we also show, in Fig. 21 , the impact on the average amount of wavelengths deployed per link. Again, to provide for a better comparison between the four technology types, results for different bitrates are normalized to the technology using the least amount (point to point WDM). As the graph shows, the wavelength switched WDM architecture wastes enormous amount of wavelengths with increasing wavelength capacities (up to nearly 7 times as many wavelengths). This is easily explained since most demands occupy only a fraction of a wavelengths capacity, and wavelength switched WDM only sets up direct wavelength paths. Thus even the smallest demands have their own wavelength path. ORION avoids this by not setting up a path at all for most demands, but the downside is, as shown in Fig. 20 , that a lot of traffic is in overspill. The same reasoning holds for the combined architecture. If the wavelength capacities are rather small (< 40 Gb/s), ORION seems the best option. At the other end of the spectrum (> 40 Gb/s) only point to point WDM currently (as in, for the given traffic forecast) seems to make sense amongst the four discussed types.
VI. CONCLUSION
In the previous paragraphs we described and evaluated a new network concept, ORION. Its main advantage is the effective combination of point to point WDM, and wavelength switched WDM concepts. The result is a very flexible architecture, capable of using a minimal amount of bandwidth while maintaining a relatively low amount of IP router traffic, relieving the upcoming electronic forwarding bottleneck. A wide variety of cases was studied, from which it is also clear that ORION is not the best option in all cases. Indeed, the design itself assumes that both link bandwidth and forwarding capacity of IP routers (whether they are optical or not) are at least within the same order of magnitude regarding cost. If one of these factors becomes totally dominant, such as bandwidth was in the past, ORION will not prove to be most effective. Therefore, we see ORION mainly as an architecture that may prove very useful as an intermediate stage in the evolution of optical networks. The extent of the application of the concept will of course ultimately depend on the cost of implementation of an ORION node, when compared to other alternatives. To this end, we already performed some further studies. One is a more sophisticated comparison of ORION with, amongst others, an architecture where arbitrary grooming is allowed [14] , this time based on loss performance and throughput of a pre-dimensioned network. Also detailed packet level simulations [26] and even an emulation platform [24] were developed, which all support the general conclusions presented here. But a lot needs to be done : e.g. some variants of ORION, like the wavelength path re-entry option, remains to be evaluated. As mentioned earlier, in this variant packets launched in overspill are allowed to re-enter a wavelength path originating at any intermediate hop going to the same destination. This variant requires a more complex control mechanism, discussed in [23] , but reduces traffic seen by the IP router even further. And last but not least there are several hardware constraints and challenges which we hope to address in the near future.
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