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RE´SUME´
L’objectif principal de cette the`se est d’e´tudier les phe´nome`nes cine´tiques a` longue porte´e
lors de la croissance e´pitaxiale a` l’aide de la me´thode Monte Carlo cine´tique (KMC). Nous
e´tudions d’abord l’impact des sauts a` longue porte´e et du re´gime d’agre´gation re´versible sur
la croissance d’une surface singulie`re. Nous pre´sentons ensuite une variante de la me´thode
KMC qui permet de re´duire les temps de simulations. A` l’aide de cette nouvelle me´thode,
nous analysons finalement l’impact de la germination sur la croissance de surfaces vicinales.
Dans une e´tude de l’impact de l’agre´gation re´versible et de la loi de Meyer-Neldel sur
la croissance e´pitaxiale, nous observons que la densite´ d’atomes, de meˆme que la densite´
de petits ıˆlots est telle que la distribution de taille des ıˆlots est bimodale. Les fre´quents
e´ve´nements de de´tachement font ainsi croˆıtre le nombre d’atomes non lie´s aux ıˆlots et cette
grande densite´ augmente par le fait meˆme la probabilite´ de germination, menant a` une
importante densite´ de petits ıˆlots. Dans un tel cas, ces petits ıˆlots sont me´tastables en ce sens
qu’ils ont une grande probabilite´ de se fragmenter suite a` un e´ve´nement de de´tachement. Les
sauts a` longue porte´e accentuent la distinction entre les deux modes de cette distribution en
permettant aux atomes de´tache´s de s’e´loigner davantage des ıˆlots. Ainsi, les sauts a` longue
porte´e font augmenter le coefficient de diffusion effectif des atomes qui pre´sente alors un
comportement supra-Arrhenius d’autant plus important que la porte´e maximale des sauts est
grande. Ce comportement ne peut eˆtre compense´ par la modification de la tempe´rature de
croissance puisque les taux d’activation de tous les e´ve´nements varient de fac¸on non line´aire
avec cette tempe´rature.
Puisque les e´ve´nements les plus fre´quents dans nos simulations sont les e´ve´nements de
diffusion simple (alors qu’un atome n’est pas encore incorpore´ a` un ıˆlot), qui comptent pour
pre`s de 80% de la totalite´ des e´ve´nements simule´s, nous de´veloppons une variante de la
me´thode KMC qui permet de re´duire le temps de calcul requis pour de tels e´ve´nements. Pour
ce faire, nous cate´gorisons les atomes en deux groupes, l’un contenant les atomes assez loin
des autres pour pouvoir eˆtre conside´re´s comme exempts d’interaction (en lien avec le mode`le
utilise´ dans nos simulations KMC) et l’autre contenant tous les atomes lie´s. Cette condition
de “non interaction” permet alors de re´duire le nombre de mises a` jour requises lors de la
diffusion des atomes concerne´s sans ne´cessiter d’approximation par rapport a` la me´thode
KMC. Nous pre´sentons alors une nouvelle me´thode qui porte le nom de LAUKMC pour low
adatom update KMC. Nos simulations appliquant une telle strate´gie sont jusqu’a` environ
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quatre fois plus rapides que des simulations KMC e´quivalentes en re´gime d’e´coulement
de marches. Nous appliquons par la suite une proce´dure de rattachement des atomes
imme´diatement apre`s leur de´tachement, ce qui permet alors a` nos simulations d’eˆtre jusqu’a`
environ six fois plus rapides que les simulations KMC e´quivalentes. Ce gain de rapidite´ est
d’autant plus grand que le nombre d’atomes hors de porte´e d’interaction est grand et que le
re´gime est fortement re´versible. Dans des conditions de croissance ou` la diffusion est limite´e
et l’agre´gation est pratiquement irre´versible, la me´thode LAUKMC se comporte comme les
simulations KMC et engendre peu de re´duction du temps de simulation.
Les longueurs de germination de premie`re (Ln) et de seconde (Ln2) couches permettent
d’e´laborer un diagramme de phase pour de´crire la transition du re´gime d’e´coulement de
marche au re´gime de croissance d’ˆılots tridimensionnels couche par couche en passant par le
re´gime de croissance d’ˆılots bidimensionnels. En comparant la largeur des terrasses (W ) avec
ces longueurs de germination sur le diagramme de phase, nous pouvons pre´dire que lorsque
W < Ln, les instabilite´s de me´andres de Bales-Zangwill ou de barrie`re d’Ehrlich-Schwoebel de
cran se manifesteront puisque le re´gime de croissance en est un d’e´coulement de marches. Si
la largeur des terrasses est telle que Ln < W < Ln2, des ıˆlots bidimensionnels se forment sur
la surface et ceux-ci sont d’autant plus nombreux que W → Ln2. La coalescence de ces ıˆlots
avec la terrasse en amont ou entre eux (possible si W > 2Ln) est responsable de l’apparition
d’ˆılots vacants qui sont difficilement comble´s en pre´sence d’une barrie`re d’Ehrlich-Schwoebel
forte. Dans un tel cas, la bordure des marches est de moins en moins claire a` mesure que
le nombre de monocouches de´pose´es croˆıt. Lorsque W > Ln2, les ıˆlots tridimensionnels
sont favorise´s, mais ceux-ci ne se manifestent que lorsque les ıˆlots de premie`re couche ont
un diame`tre supe´rieur a` Ln2, ce qui peut prendre quelques monocouches a` se produire,
particulie`rement lorsque W < 2Ln2, alors que le grand nombre de germes re´duit la taille
maximale de chaque ıˆlot avant la coalescence.
A` partir de simulations faite a` l’aide de la me´thode LAUKMC que nous avons de´veloppe´e,
nous pre´disons un nouveau me´canisme menant a` l’apparition de me´andres en bordure des
marches d’une surface vicinale. Cette instabilite´ se manifeste lorsque W ' Ln < Ln2/2, alors
que des ıˆlots bidimensionnels apparaissent sur la surface, qu’ils sont assez peu nombreux pour
ne pas laisser trop d’ˆılots vacants et assez petits pour ne pas que les germes de deuxie`me
couches apparaissent. Dans un tel cas, la coalescence des ıˆlots bidimensionnels avec la marche
en amont fait apparaˆıtre des saillies qui, par leur taille supe´rieure a` W font augmenter la
probabilite´ locale de recevoir un autre germe. Les e´ve´nements de germination deviennent
alors corre´le´s dans le temps et l’espace, ce qui produit des saillies ayant une longueur d’onde
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caracte´ristique. Le phe´nome`ne de coarsening se manifeste pour ces saillies, alors que la
longueur d’onde de l’instabilite´ e´volue jusqu’a` la distance typique de se´paration de deux
monticules. D’ailleurs, a` long terme, la surface vicinale devient comparable a` une surface
singulie`re sur laquelle apparaissent des monticules.
Nos travaux ont des implications directes au niveau de la compre´hension de l’impact des
sauts de longue porte´e et du re´gime d’agre´gation re´versible lors de la croissance e´pitaxiale.
Graˆce a` la me´thode LAUKMC que nous avons de´veloppe´e, il est possible de faire des
simulations plus rapidement et de traiter des surfaces plus grandes. Ceci est particulie`rement
inte´ressant pour l’e´tude des phe´nome`nes cine´tiques a` longue porte´e ou a` long terme qui
sont ge´ne´ralement difficiles d’acce`s par les simulations KMC standard en raison des grandes
ressources informatiques demande´es. Finalement, notre e´tude de l’impact de la germination
sur la croissance de surfaces vicinales permet aux expe´rimentateurs de mieux pre´dire les
conditions de croissance a` utiliser pour controˆler la longueur d’onde des me´andres qui
pourraient eˆtre utilise´s pour l’autoassemblage de points quantiques, par exemple.
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ABSTRACT
The main objective of this thesis is to study long range kinetic phenomena during
epitaxial growth with the kinetic Monte Carlo (KMC) method. We begin by studying the
impact of long jumps and the reversible aggregation regime on singular surface growth. We
then present an alternative KMC method which allows to decrease the simulation time.
With this new method, we finally analyze the impact of nucleation on vicinal surface growth.
In a study on the impact of the reversible aggregation regime combined to the
Meyer-Neldel rule on submonolayer epitaxial growth, we observe that atom and small island
densities are such that the island size distribution is bimodal. The frequent detachment events
are responsible for an increase of the number of unattached atoms and the probability of
nucleation increases due to this large density of atoms, resulting in an important small island
density. In such a case, those small islands are metastable because of their large probability
to fragment following a detachment event. Long jumps accentuate the distinction between
the two modes of the bimodal island size distribution by allowing detached atoms to diffuse
far away from islands. Long jumps increase the effective diffusion coefficient of atoms, which
show a supra-Arrhenius behavior especially important for a large maximum long jump extent.
Since the most frequent events in our simulations are simple diffusion events (that is,
when an atom is not attached to an island), which account for nearly 80% of the number
of performed events, we develop an improved KMC method which allows to reduce the
simulation time for such events. To do so, we partition the atoms in two groups, the first
one containing the atoms far enough from each other to be considered interaction free
(with respect to the KMC model used) and the other one containing all bonded atoms.
This non-interacting condition allows to reduce the number of updates required after the
diffusion of an atom without any additional approximation compared to the KMC method.
This strategy results in the elaboration of a new method, the LAUKMC (for low adatom
update KMC) method. The LAUKMC simulations are approximatively four times faster
than equivalent KMC simulation in a step flow regime, and six times faster when the
reattachment procedure is applied. The speed-up is especially important when the number
of atoms out of interaction range from other atoms is large and when the aggregation regime
is strongly reversible. For limited diffusion and irreversible aggregation regime conditions,
the LAUKMC method behaves as KMC simulations and little speed-up is observed.
xNucleation lengths of first (Ln) and second (Ln2) layers allow to elaborate a phase
diagram that describes the transition from a step flow to a three-dimensional layer-by-layer
island growth regime which occurs through two-dimensional island growth. By comparing
the terrace width (W ) with the nucleation lengths on the phase diagram, we can predict that
when W < Ln, the Bales-Zangwill and kink-Ehrlich-Schwoebel-effect meandering instabilities
will manifest since the growth regime is one of step flow. If the terrace width is such that
Ln < W < Ln2, two-dimensional islands appear on the surface with a number that increases
as W approaches Ln2. Coalescence of islands with the above terrace or between them
(possible if W > 2Ln) is responsible for the apparition of vacancy islands difficult to fill when
the Ehrlich-Schwoebel barrier is large. In such a case, step edges become less well defined as
the coverage increases. When W > Ln2, three-dimensional islands are likely to appear, but
only when the first layer islands have a diameter greater than Ln2, which can take several
monolayers to occur, especially when W < 2Ln2, as the large number of islands reduces the
size of each of them before coalescence.
From LAUKMC simulations, we predict a new mechanism leading to the apparition of
meanders of step edges of vicinal surfaces. This instability appears when W ' Ln < Ln2/2,
so that two-dimensional islands grow on the surface, these islands being few enough to avoid
numerous vacancy islands and small enough to prevent second layer nucleation. In such a
case, coalescence of two-dimensional islands with the up-step leaves protrusions whose large
width increase the local nucleation probability. Nucleation events thus show time and space
correlation, leading to a characteristic step edge wavelength. Coarsening is found to occur,
as the instability wavelength evolves towards the typical distance between mounds. Indeed,
as a long term behavior, the vicinal surface becomes similar to a singular surface on which
mounds have grown.
Our work has direct implications in the understanding of the impact of long jumps and a
reversible aggregation regime during epitaxial growth. With the aid of the LAUKMC method,
faster and larger simulations are possible. This is especially relevant to study long range or
long term kinetic phenomena which are difficult to access with standard KMC simulations
because of the tremendous computational resources required. Finally, our study of the impact
of nucleation on vicinal surface growth allows experimental physicists to predict which growth
conditions to use to control the meander wavelength to be used for self-assembly of quantum
dots, for example.
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1CHAPITRE 1
INTRODUCTION
La technologie du semiconducteur est une industrie florissante a` travers le monde. En
effet, la Semiconductor Industry Association a annonce´ que les ventes de semiconducteurs
a` travers le monde ont atteint en 2010 un niveau record de 298,3 milliards de dollars
ame´ricains, de´passant largement le niveau record de 226,3 milliards de 2009 [1]. L’industrie du
semiconducteur est d’ailleurs le secteur d’exportation le plus important des E´tats-Unis depuis
2006. Si l’on pense aux transistors omnipre´sents dans les circuits inte´gre´s des ordinateurs et de
tous les appareils e´lectroniques, aux diodes e´lectroluminescentes utilise´es dans les te´le´visions,
ou encore aux cellules photovolta¨ıques des panneaux solaires, on constate rapidement que la
vie moderne ne peut se passer des semiconducteurs.
1.1 Contexte ge´ne´ral
La structure des dispositifs e´lectroniques base´s sur la technologie des semiconducteurs
peut eˆtre tre`s complexe. Par exemple, un simple transistor a` effet de champ, tel qu’utilise´ dans
les circuits inte´gre´s, demande la superposition et la mise en forme de plusieurs couches de
mate´riaux aux diffe´rentes proprie´te´s. De plus, pour relier plusieurs milliards de ces transistors
entre eux, il faut ajouter des connexions e´lectriques. Dans un contexte de miniaturisation
des dispositifs e´lectroniques, les diffe´rentes couches des dispositifs e´lectroniques peuvent eˆtre
aussi minces que quelques e´paisseurs atomiques, ce qui demande une grande pre´cision au
niveau des proce´de´s de fabrication.
L’une des techniques courantes qui permet une telle pre´cision est la croissance e´pitaxiale
par faisceau mole´culaire (MBE) [2]. Dans cette technique, un creuset contenant la substance
a` de´poser est chauffe´ a` proximite´ du substrat dans un environnement ou` re`gne un vide tre`s
pousse´ (ultra-high vacuum). Des particules s’e´vaporent pour former un faisceau mole´culaire
dirige´ vers le substrat. Cette technique a l’avantage d’eˆtre pre´cise puisque le controˆle du flux
est relativement simple, qu’elle ne demande pas la pre´sence de re´actifs a` la surface pour
former une liaison, ce qui fait que les atomes peuvent s’adsorber partout sur la surface et
qu’elle se fait en pre´sence de tre`s peu d’impurete´s [2]. L’accent sera mis sur cette technique
dans les de´veloppements the´oriques qui suivent.
2Pour arriver a` fabriquer des dispositifs e´lectroniques avec une telle pre´cision structurale,
non seulement faut-il une technique de croissance e´pitaxiale permettant un grand controˆle
comme la MBE, mais il faut aussi comprendre comment les atomes se de´placent sur
une surface. La figure 1.1 illustre les de´placements les plus fre´quents des atomes sur une
surface. Lorsqu’un atome est de´pose´ sur une surface (a), il peut par exemple diffuser
sans rencontrer de voisins dans le plan de diffusion (b), germer (c), s’attacher a` un ıˆlot
(d), se de´tacher d’un ıˆlot (e), diffuser le long du contour d’un ıˆlot (f), descendre une
marche (g), monter une marche (h) ou de´sorber (i). D’autres processus plus complexes
impliquant plusieurs atomes a` la fois (processus d’e´change [3, 4], diffusion d’ˆılots [5–7])
ou s’e´talant sur plusieurs sites atomiques (sauts a` longue porte´e [3, 8–13]) sont aussi possibles.
Figure 1.1 Diffe´rents de´placements individuels d’un atome sur une surface
Ces diffe´rents e´ve´nements sont tous caracte´rise´s par un taux d’activation Γ et un coefficient
de diffusion D. 1 Pour la diffusion sur une surface, le lien entre D et Γ est
D =
va2Γ
4
,
ou` v est le nombre de directions pour lesquelles une diffusion est possible. Dans le reste de
cette the`se, la notation pre´sente´e dans le tableau 1.1 sera utilise´e pour le taux d’activation
1. Parfois, la litte´rature fait usage de la probabilite´ temporelle de diffusion (K) plutoˆt que du coefficient de
diffusion lorsque la diffusion ne peut se faire que dans une direction donne´e, par exemple pour l’attachement
d’un atome a` la bordure d’un ıˆlot. Pour une surface cubique simple oriente´e (001) avec un parame`tre de maille
a, le taux d’activation, la probabilite´ temporelle de diffusion et le coefficient de diffusion sont relie´s par la
relation D = aK = a2Γ.
3et le coefficient de diffusion des diffe´rents e´ve´nements.
Tableau 1.1 Notation utilise´e pour le taux d’activation et le coefficient de diffusion des
diffe´rents e´ve´nements possibles sur une surface
E´ve´nement Taux d’activation Coefficient de diffusion
Diffusion simple (ou libre) Γd D
Attachement a` une
Γatt Dattmarche ascendante ou
un autre atome
Attachement a` une
ΓES DESmarche descendante
Diffusion en bordure
Γ(edge,+) D(edge,+)d’une marche ascendante
Diffusion en bordure
Γ(edge,−) D(edge,−)d’une marche descendante
De´tachement en
Γdet Ddetdirection de la
terrasse en aval
De´tachement en
Γclimb Dclimbdirection de la
terrasse en amont
Pour comprendre comment chaque de´placement individuel affecte la surface, les me´thodes
de simulation de la croissance e´pitaxiale sont tout de´signe´es puisqu’il est possible de modifier
les parame`tres de croissance a` souhait.
Les taux d’activation peuvent eˆtre de´termine´s a` l’aide de la the´orie des taux de re´action.
Selon cette the´orie, les e´ve´nements de diffusion d’un atome sur une surface pre´sentent un effet
de me´moire qui est repre´sente´ par un frottement a` me´moire (memory friction) qui s’atte´nue
avec le temps [14, 15]. Dans l’approximation harmonique de la the´orie de la transition d’e´tat
(transition state theory ou TST), — qui s’applique pre`s de l’e´quilibre thermique et lorsque le
passage d’un e´tat a` l’autre ne permet pas de retour en arrie`re pendant la transition — les
effets de me´moire sont ne´gligeables [15]. Dans un tel cas, la probabilite´ que la surface passe
d’une configuration C a` une configuration C’ ne de´pend pas des configurations pre´ce´dant la
configuration C (processus de Markov [16]), il est possible d’e´crire une e´quation maˆıtresse qui
de´crit l’e´volution temporelle d’une surface d’une configuration a` l’autre [17–19] :
∂tP (C, t) =
∑
C′
C′ 6=C
R(C ′, C)P (C ′, t)−
∑
C′
C′ 6=C
R(C,C ′)P (C, t), (1.1)
4ou` P (C, t) est la probabilite´ que la surface adopte la configuration C au temps t et R(C,C ′)
est le taux de transition de la configuration C a` la configuration C ′. Dans tout le reste du
document, la notation ∂t signifiera qu’on effectue une de´rive´e partielle par rapport a` t. De
meˆme, ∂tt sera utilise´e pour de´noter une double de´rive´e partielle par rapport a` t.
Alternativement, si P+s (~r) (P−s (~r)) est la probabilite´ par unite´ de temps qu’un atome
effectuant un e´ve´nement s entre dans le site (sorte du site) de position ~r par le biais d’un
e´ve´nement j, il est alors possible d’e´crire une e´quation e´quivalente [20] a` l’e´quation (1.1), soit
∂tC(~r) =
∑
s
P+s (~r)−
∑
s
P−s (~r). (1.2)
L’une des formes d’application les plus courantes de l’e´quation maˆıtresse est la me´thode
Monte Carlo cine´tique (KMC) [19, 21]. A` partir d’une configuration de surface donne´e, un
e´ve´nement est se´lectionne´ proportionnellement a` son taux d’activation, suivant quoi la surface
adopte une nouvelle configuration. L’e´volution se poursuit de la sorte jusqu’a` ce qu’un crite`re
d’arreˆt ge´ne´ralement temporel soit rencontre´. Une telle me´thode a l’avantage de permettre
une description stochastique de la croissance e´pitaxiale. N’e´tant pas de´terministe, il convient
alors de faire plusieurs simulations avec des parame`tres identiques afin d’obtenir un e´chantillon
assez grand pour en extraire des tendances statistiques. Typiquement, le pas de temps des
simulations est de l’ordre de l’inverse de la somme des taux de tous les e´ve´nements possibles sur
une surface a` un moment donne´ [19, 22]. Par exemple, pour la diffusion de Cu sur une surface
Cu(0 0 1), la dynamique mole´culaire (MD) [23, 24] a permis de de´terminer qu’a` T ' 700 K,
Γ ∼ 1010 s−1 [25, 26]. Par conse´quent, si nat atomes de Cu loin les uns des autres diffusent
sur une surface Cu(0 0 1), chaque atome peut se de´placer dans 4 diffe´rentes directions [car
il y a 4 plus proches voisins (NNs)], ce qui fait que le pas de temps de la simulation KMC
est de l’ordre de ∆t ∼ 1/(4 × 1010nat). Pour obtenir ce taux d’activation, Evangelakis et
Papanicolaou [25], de meˆme que Boisvert et Lewis [26] ont duˆ inte´grer des e´quations de MD
avec un pas de temps de ∆t ∼ 2 × 10−15 s, ce qui a permis d’e´tudier le mouvement d’un
seul atome de Cu [25, 26]. Pour que le pas de temps des simulations KMC soit e´quivalent
a` celui des simulations MD, il faudrait que nat ' 104 atomes diffusent simultane´ment sur la
surface. Il est donc aise´ de constater que la me´thode KMC permet de simuler la croissance de
plus grandes surfaces que la me´thode de MD. Le gain en temps se fait principalement en ne
conside´rant pas le parcours des atomes entre les sites de de´part et d’arrive´e de l’atome.
51.2 Objectifs de recherche
Le premier objectif de cette the`se est de de´velopper une variante acce´le´re´e de la
me´thode KMC qui permet de pre´server la re´solution atomique et de traiter ade´quatement la
germination. On e´tudie d’abord l’effet des sauts de longue porte´e, de l’agre´gation re´versible
et de la loi de Meyer-Neldel lors de la croissance de surfaces singulie`res (planes) alors que
moins d’une monocouche a e´te´ de´pose´e. Cette e´tude montre que la densite´ d’atomes peut
eˆtre tre`s grande lorsque les sauts de longue porte´e et le de´tachement de la bordure des ıˆlots
sont possibles. Dans un tel cas, la diffusion simple 2 des atomes devient le facteur limitant des
simulations KMC. Il est alors possible d’optimiser le traitement de la diffusion simple dans
les simulations KMC en utilisant le fait que les mises a` jour requises dans les simulations
KMC peuvent eˆtre simplifie´es pour les atomes e´loigne´s. Cette optimisation permet alors de
de´velopper la me´thode LAUKMC (low adatom update KMC).
Le second objectif est d’e´tudier l’effet de la germination bidimensionnelle sur les instabilite´s
de me´andres sur des surfaces vicinales en situation de croissance e´pitaxiale. Typiquement, la
germination est significative sur les surfaces vicinales lorsque la distance entre les marches
est grande, ce qui contribue a` l’augmentation de la densite´ d’atomes. Il devient alors
pertinent d’utiliser la me´thode LAUKMC. L’e´tude des me´andres en pre´sence de germination
bidimensionnelle permet de trouver les conditions de croissance qui me`nent a` un re´gime i)
domine´ par l’e´coulement de marches, ii) domine´ par la croissance d’ˆılots bidimensionnels,
iii) domine´ par la croissance couche par couche d’ˆılots tridimensionnels et iv) me´langeant
les diffe´rents modes de croissance. Il est aussi possible d’e´tudier une nouvelle instabilite´ de
me´andres due a` la germination et la coalescence d’ˆılots en bordure des marches.
1.3 Structure de la the`se
Cette the`se est organise´e de la fac¸on suivante. La premie`re partie du chapitre 2 pre´sente
des variantes de la me´thode KMC qui permettent des simulations plus rapides sans perdre la
re´solution atomique ni faire de compromis sur la germination. La deuxie`me partie passe en
revue l’e´tat des connaissance sur l’instabilite´ de me´andres qui se manifeste sur les marches
des surfaces vicinales.
Le chapitre 3 donne les re´sultats de simulations KMC sur des surfaces singulie`res lorsque
2. La diffusion simple ou diffusion libre est le processus selon lequel une particule (qui sera nomme´e atome
de fac¸on ge´ne´rique dans cette the`se) diffuse sur une portion plane d’une surface sans rencontrer de de´fauts ou
d’autres atomes dans son plan de diffusion.
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de Meyer-Neldel est aussi conside´re´. Il est entre autres montre´ que les sauts de longue porte´e
et le fort taux de de´tachement des atomes de la bordure des ıˆlots engendrent une tre`s grande
densite´ d’atomes entre les ıˆlots.
Le chapitre 4 pre´sente une nouvelle variante de la me´thode KMC (la me´thode LAUKMC)
qui permet d’acce´le´rer les simulations. Cette me´thode repose sur le fait que le nombre
de mises a` jour ne´cessaires dans la me´thode KMC peut eˆtre re´duit pour les atomes qui
n’interagissent pas avec leurs voisins en raison de leur e´loignement. Des simulations montrent
que cette me´thode est pre`s de six fois plus rapides que la me´thode KMC standard.
Dans le chapitre 5, la me´thode LAUKMC est utilise´e pour simuler la croissance de
surfaces vicinales comportant des marches suffisamment larges pour que la germination soit
significative. L’impact de la germination sur l’instabilite´ de me´andres est alors e´tudie´ et les
conditions menant aux diffe´rents re´gimes de croissance sont de´termine´es. En outre, il est
montre´ que certaines conditions de croissance peuvent donner place a` une nouvelle instabilite´
de me´andres qui est due a` la germination d’ˆılots sur les terrasses et a` leur coalescence avec
les marches.
Le chapitre 6 discute de l’importance des simulations KMC sur le domaine de la
croissance e´pitaxiale, des retombe´es scientifiques de nos travaux et des perspectives sur les
de´veloppements futurs suivant les re´alisations de cette the`se. Le re´sume´ des diffe´rents e´le´ments
de cette the`se est finalement fait dans le chapitre 7.
7CHAPITRE 2
REVUE DE LA LITTE´RATURE
La croissance d’une surface se fait rarement sous des conditions d’e´quilibre
thermodynamique. De fac¸on ge´ne´rale, la croissance est un phe´nome`ne dynamique dans
lequel de nouveaux atomes sont ajoute´s a` la surface avant que les pre´ce´dents aient atteint
leur position d’e´quilibre. Par conse´quent, le principe thermodynamique selon lequel tout
syste`me (ferme´ avec une entropie fixe) tend a` minimiser son e´nergie [27] ne s’applique pas,
du moins, pas a` court terme [28].
Il convient donc, pour e´tudier la croissance e´pitaxiale et ses instabilite´s, de faire une e´tude
dynamique, ce qui peut s’ave´rer une taˆche tre`s complexe, plus particulie`rement lorsque la
taille de la surface a` e´tudier comprend plusieurs millions d’atomes. En effet, les instabilite´s de
croissance peuvent eˆtre produites par des phe´nome`nes qui s’appliquent a` l’e´chelle atomique,
alors que la manifestation de ces instabilite´s s’observe a` une e´chelle me´soscopique, voire
macroscopique. Un cas particulier de ces instabilite´s est l’instabilite´ de me´andres qui se
produit a` l’extre´mite´ des terrasses (soit sur les marches) d’une surface vicinale [28].
Ce chapitre met l’accent sur les simulations de la croissance e´pitaxiale de taille
me´soscopique ayant une re´solution atomique avant de pre´senter l’e´tat de l’art de l’e´tude des
instabilite´s de me´andres des surfaces vicinales. Dans la section suivante, l’accent est mis sur
les simulations de la croissance e´pitaxiale qui proposent une re´solution atomique — au moins
dans les re´gions ou` une telle re´solution est pertinente — tout en utilisant une strate´gie qui
permet d’acce´le´rer la simulation. La section 2.2 pre´sente ensuite le niveau des connaissances
concernant l’instabilite´ de me´andres observe´e pour les surfaces vicinales, se concentrant sur
les mode`les semi-continus (en ce sens que les marches restent discre`tes) et les simulations
nume´riques.
82.1 Simulations acce´le´re´es de croissance e´pitaxiale
La me´thode KMC tire son origine de la me´thode Monte Carlo spatiale, c’est-a`-dire qui
est applique´e pour simuler des re´actions se produisant dans l’espace. Une telle me´thode
ne peut eˆtre utilise´e que pour pre´dire les conditions a` l’e´quilibre thermodynamique [29]
puisqu’elle tente tend a` minimiser l’e´nergie totale du syste`me en comparant les e´nergies de
deux configurations spatiales atomiques diffe´rentes. Pour arriver a` conside´rer la cine´tique
des phe´nome`nes, la me´thode KMC se base non plus sur l’e´nergie de chaque configuration
atomique, mais plutoˆt sur l’e´nergie d’activation pour passer d’une configuration a` une autre,
[19] tel que pre´dit par la TST [30].
Les applications efficaces de la me´thode KMC i) restreignent la position des atomes :
approximation SOS pour solid-on-solid, p. ex. dans les re´fe´rences [31, 32] ; ii) appliquent
un e´ve´nement a` chaque pas de simulation : algorithme dit sans rejet ou rejection-free [22]
par opposition a` null-event [32] ; iii) utilisent le moins de nombres ale´atoires possible :
approche dite directe [33] ; iv) permettent une recherche efficace du site associe´ a` l’e´ve´nement
se´lectionne´ : me´thode dite n-fold [22] ; et v) permettent de repe´rer les e´ve´nements a` partir
des sites et les sites a` partir des e´ve´nements pour une mise a` jour optimale : strate´gie dite de
cross-index [34].
Dans les algorithmes sans rejet, les e´ve´nements suivent un processus de Poisson et le pas
de temps des simulations est [19, 22]
∆t = − ln r
R
, (2.1)
ou` r est un nombre ale´atoire uniforme´ment distribue´ entre 0 et 1 et R est la somme des taux
d’activation de tous les e´ve´nements possibles sur une surface donne´e, a` un moment donne´.
Le pas de temps moyen est alors ∆tmoy = 1/R.
De plus, la probabilite´ d’activation d’un e´ve´nement avec un taux d’activation Γi est
pi =
Γi
R
. (2.2)
En observant attentivement les e´quations (2.1) et (2.2), on remarque que si des
e´ve´nements ont de grands Γi, ils diminuent le pas de temps ∆tmoy tout en ayant la plus
grande probabilite´ d’eˆtre choisis. Il peut donc se produire un phe´nome`ne de se´paration
des e´chelles temporelles entre les diffe´rents e´ve´nements. Pour contrer un tel phe´none`ne,
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KMC acce´le´re´es ont e´te´ de´veloppe´es [21]. Certaines d’entre elles sont parfois base´es sur
des approximations tre`s se´ve`res, par exemple dans la re´fe´rence [35] ou` une distribution
statistique de 104 a` 105 e´tapes de diffusion est e´labore´e pour des cas simples. Lorsque
ces nouvelles statistiques sont utilise´es en substitution des taux d’activation des processus
atomiques, il est possible de faire des e´ve´nements de diffusion beaucoup plus longs (et de
sauver beaucoup de temps de simulation), mais rien ne garantit que les statistiques utilise´es
sont repre´sentatives de tous les cas qui peuvent eˆtre rencontre´s lors de l’e´volution de la surface.
Cette section pre´sente les me´thodes KMC modifie´es (tout en conservant la re´solution
atomique) en bordure des ıˆlots, pour permettre des simulations plus rapides dans le cas ou` la
diffusion simple des atomes est l’e´ve´nement limitant en ce sens que Γd (l’indice d e´tant utilise´
pour de´noter la diffusion simple) est le taux de transition le plus grand. Le gain de vitesse
de calcul de telles simulations acce´le´re´es est optimal lorsque le nombre d’atomes diffusant
sur une surface est grand, c’est-a`-dire sur une surface singulie`re (plane) comportant peu de
de´fauts (marches, ıˆlots, sites vacants).
Une approche qui peut sembler alle´chante consiste a` de´composer la surface en trois
re´gions [36–40] : i) les bordures des ıˆlots sont traite´es par la me´thode KMC, ii) les atomes loin
des bordures sont traite´s collectivement suivant un mode`le continu, par exemple le mode`le
de Burton-Cabrera-Frank (BCF) [41] et iii) l’interface entre les deux re´gions pre´ce´dentes fait
un lien entre les mode`les KMC et continu. Cette approche comporte toutefois son lot de
proble`mes car la germination, phe´nome`ne ale´atoire, n’est pas simple a` incorporer dans les
mode`les continus [42, 43]. Ceci fait en sorte qu’elle n’est valide que lorsque la germination
est ne´gligeable, ce qui est le cas en mode d’e´coulement de marches (step flow ou SF) pur
[37, 38], par exemple.
2.1.1 Me´thode multiscale KMC
Tel que montre´ en annexe B, la diffusion des atomes peut eˆtre de´crite par une e´quation
continue. Comme une telle e´quation de diffusion n’est pas limite´e a` des e´ve´nements de
diffusion entre plus proches voisins (NNs), DeVita et Sander de´terminent une approximation
a` la distribution spatiale des atomes effectuant plusieurs e´ve´nements de diffusion en une seule
e´tape de simulation [44]. Une telle strate´gie est applique´e aux atomes qui sont loin d’autres
atomes ou de de´fauts dans leur plan de diffusion. Si Γd ≥ m2Γi, ou` Γi est le taux d’activation
de tous les autres e´ve´nements sur la surface, alors la mise a` l’e´chelle des e´ve´nements de
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diffusion peut eˆtre faite en permettant aux atomes de faire m2 e´ve´nements de diffusion
simultane´ment. Toutefois, au lieu de faire m2 e´ve´nements de diffusion, il est possible de faire
l’approximation que les atomes font m sauts vers le haut, le bas, la gauche ou la droite. Cette
me´thode, nomme´e multiscale KMC ou MSKMC est illustre´e a` la figure 2.1 pour laquelle
m = 2.
Figure 2.1 Lorsque quatre e´ve´nements de diffusion simple sont effectue´s a` partir du site
identifie´ par un “X”, tous les sites en gris sur les surfaces de gauche ont une probabilite´ non
nulle d’eˆtre occupe´s (en haut pour un mode`le discret et en bas pour un mode`le continu). Selon
le mode`le MSKMC, seuls les quatre sites en gris sur la surface de droite sont accessibles (avec
la meˆme probabilite´).
Il convient alors de de´terminer pour chaque atome le nombre s de sauts avant qu’une
interaction soit possible avec un de´faut ou un autre atome a` proximite´. Ceci permet de traiter
ade´quatement la germination et l’attachement aux ıˆlots voisins : les atomes dans le plus
proche voisinage de de´fauts ne peuvent plus faire des sauts multiples. Les simulations faites
en utilisant cette me´thode semblent eˆtre cohe´rentes avec les simulations KMC e´quivalentes.
Par exemple, des simulations de l’instabilite´ de me´andres sur une surface vicinale — qui
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sera le sujet de la deuxie`me partie de ce chapitre — montrent des surfaces similaires tel
qu’observe´ sur la figure 2.2. Le gain de temps d’une telle approche vient du fait qu’il faut
moins de temps pour de´terminer s que de faire s2 diffusions individuelles qui demandent de
ge´ne´rer s2 nombres pseudo-ale´atoires [44].
Figure 2.2 Comparaison des re´sultats des simulations (A) KMC et (B) MSKMC de
l’instabilite´ de me´andres sur une surface vicinale. Cette figure est tire´e de la re´fe´rence [44].
2.1.2 Me´thode first passage KMC
Une autre approche (nomme´e FPKMC pour first passage KMC) consiste a` entourer chaque
atome non lie´ a` un ıˆlot d’un cercle virtuel de telle sorte que la frontie`re de ce cercle touche
la frontie`re d’un autre cercle ou la bordure d’un ıˆlot. Le temps pris par chaque atome pour
franchir la bordure de son cercle est alors de´termine´ a` l’aide d’un nombre ale´atoire [45, 46].
Comme les cercles de deux atomes diffe´rents ne peuvent se superposer, la probabilite´ de
franchir la bordure du cercle se trouve a` l’aide de l’e´quation de diffusion ∂tρ = D∇2ρ dont la
solution est exprime´e a` l’aide d’une fonction de Green. Les diffe´rents temps de sortie sont alors
classe´s par ordre croissant et les e´ve´nements de diffusion effectue´s selon cet ordre. Lorsqu’un
atome diffuse en bordure de son cercle, les atomes qui peuvent s’y associer pour former un
germe (parce que leur pe´rime`tre avait un point commun) sont de´place´s et il y a germination
seulement s’il y a contact des deux atomes. S’il n’y a pas contact, de nouveaux cercles sont
trace´s autour des atomes qui ont bouge´. Les temps de sortie calcule´s pre´ce´demment pour les
autres atomes ne sont pas modifie´s, ce qui contribue a` acce´le´rer la simulation. Cette me´thode
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est illustre´e a` la figure 2.3. Lorsque la densite´ d’atomes est tre`s grande, les cercles sont petits
et les simulations ralentissent [45, 46]. En effet, plus les cercles sont petits, plus les sauts faits
par les atomes jusqu’a` la bordure de leur cercle virtuel s’approchent d’une diffusion entre NNs.
Figure 2.3 Dans le mode`le FPKMC, un cercle virtuel est trace´ autour de chaque atome
diffusant librement. Les temps de sortie (first passage) de tous les atomes sont classe´s par
ordre croissant et les de´placements sont effectue´s se´quentiellement suivant les fle`ches, apre`s
quoi de nouveaux cercles non superpose´s sont retrace´s. Lorsque deux atomes peuvent se
rencontrer (panneau en bas a` droite), les deux atomes sont de´place´s, meˆme si l’un d’entre eux
n’atteint pas la bordure de son cercle de diffusion libre.
L’ide´e de´veloppe´e pour la me´thode FPKMC a e´te´ reprise sous une forme modifie´e par
plusieurs chercheurs [47–49]. Tout d’abord, cette me´thode a e´te´ utilise´e dans un mode`le
unidimensionnel (1D) dans la re´fe´rence [47] et adapte´e aux simulations KMC sans rejet [22]
qui e´tablissent et choisissent parmi une liste de tous les e´ve´nements possibles sur la surface.
Ainsi, plutoˆt que de conside´rer que chaque atome est entoure´ d’un cercle virtuel a` l’inte´rieur
duquel il n’interagit pas avec d’autres atomes, une partition est faite pour les atomes : i) le
groupe B comprend les atomes a` une distance d’au moins Lfree
1 d’un ıˆlot ou a` une distance
1. La valeur de Lfree est choisie arbitrairement et le mode`le est valide pour n’importe quelle valeur de Lfree.
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d’au moins 2Lfree d’un autre atome qui diffuse librement ; ii) le groupe A comprend tous les
autres atomes (voir la figure 2.4). Les atomes du groupe A sont traite´s via la me´thode KMC
alors que les atomes du groupe B suivent une e´quation de diffusion continue (valide sur une
re´gion line´aire, nomme´e re´gion libre, de largeur 2Lfree puisque le mode`le a e´te´ de´veloppe´ en
1D). Il est donc possible de connaˆıtre a` tout moment la probabilite´ de sortie de chaque atome
de sa re´gion libre et cette probabilite´ est traite´e comme un taux d’activation supple´mentaire
dans la simulation KMC. La germination ou l’attachement sont possibles i) lorsqu’un atome
de la re´gion A s’attache a` un autre atome de la re´gion A, ii) lorsqu’un atome B sort de
sa re´gion libre et vient en contact avec un autre atome ou iii) lorsqu’un atome A diffuse a`
l’inte´rieur de la re´gion libre d’un atome B, auquel cas la position de l’atome B est de´termine´e a`
l’aide d’un nombre ale´atoire et du calcul de sa probabilite´ de pre´sence sur les diffe´rents sites de
la re´gion libre. L’adaptation bidimensionnelle (2D) de ce mode`le est faite dans la re´fe´rence [50].
Figure 2.4 Selon l’e´quivalent 2D du mode`le 1D de´veloppe´ par Tokar et Dreysse´ [47], un cercle
de rayon Lfree est trace´ autour de chaque atome. Si le cercle d’un atome atteint un ıˆlot ou le
cercle d’un autre atome, cet atome est classe´ dans le groupe A (atomes en gris). Dans le cas
contraire, il est classe´ dans le groupe B (atomes en noir). Dans la re´fe´rence [50], l’adaptation
2D est faite pour un domaine rectangulaire plutoˆt que circulaire.
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Une seconde adaptation de la me´thode FPKMC a e´te´ propose´e dans la re´fe´rence [48].
Cette adaptation se base sur le fait que la diffusion de ligne a un taux d’activation plus
grand pour les surface Cu(0 0 1) que la diffusion simple. Ainsi, la me´thode FPKMC est
utilise´e pour les atomes en bordure des ıˆlots alors que tous les autres atomes sont traite´s
par la me´thode KMC standard. Les domaines de diffusion sans interaction sont de´finis par
la pre´sence de crans (kinks) ou de coin dans la bordure des ıˆlots. Lorsque deux atomes en
bordure d’une meˆme marche ont des domaines communs, ils sont traite´s via la me´thode
KMC. Les simulations utilisant la variante la plus pre´cise de cette me´thode ont e´te´ plus de
vingt fois plus rapides que des simulations KMC e´quivalentes.
Une troisie`me adaptation de la me´thode FPKMC se retrouve dans la re´fe´rence [49]. Les
auteurs de cet article font toutefois l’approximation qu’il n’y a jamais deux atomes qui
diffusent l’un apre`s l’autre, ce qui fait que la me´thode FPKMC s’applique de fac¸on triviale
pour chaque atome. Cette approximation est justifie´e par le fait que les auteurs e´tudient
le muˆrissement d’Ostwald en absence de flux externe alors que le taux d’activation d’un
e´ve´nement de de´tachement est beaucoup plus petit que le taux d’activation de la diffusion
simple.
2.1.3 Conclusion
A` l’issue de cette section, il est e´vident que la me´thode KMC peut eˆtre acce´le´re´e lorsqu’il
y a une diffe´rence d’e´chelle de temps entre les diffe´rents taux d’activation des e´ve´nements
possibles sur la surface. La me´thode MSKMC [44] permet une telle acce´le´ration en appliquant
plusieurs e´ve´nements de diffusion successifs. Cependant, cette me´thode se base sur une
importante approximation qui modifie significativement les sites visite´s pendant la diffusion
libre. La me´thode FPKMC [45–50] permet aussi de re´duire le temps de simulation en ne
de´plac¸ant les atomes que lorsqu’ils effectuent des sauts assez longs pour entrer en interaction
avec un ou plusieurs voisins. Cette me´thode, bien que plus complexe a` implanter, n’est
base´e sur aucune approximation. Une telle acce´le´ration est particulie`rement pertinente lors
de l’e´tude de phe´nome`nes a` longue porte´e par simulations KMC.
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2.2 Instabilite´ de me´andres sur une surface vicinale
Une surface peut pre´senter des terrasses se´pare´es de marches (i) parce qu’elle a e´te´ coupe´e
a` un faible angle par rapport a` un plan de haute densite´ atomique tel que pre´sente´ a` la figure
2.5(A) ou (ii) en raison de la pre´sence d’une dislocation vis tel qu’observe´ a` la figure 2.5(B).
Figure 2.5 (A) Surface vicinale de Cu(1 1 17) provenant de la re´fe´rence [51] avec des terrasses
dont la largeur moyenne est de 2,17 nm. (B) Dislocation vis sur une surface Si(1 1 1) menant
a` l’apparition de marches he´lico¨ıdales et provenant de la re´fe´rence [52].
Pour de telles surfaces, des fluctuations thermiques engendreront ine´vitablement de la
rugosite´ thermique, meˆme en cas d’e´quilibre thermodynamique [53]. Les marches deviendront
alors perturbe´es, pre´sentant de petites saillies et valle´es (step wandering) tel qu’illustre´ sur
la figure 2.6(A) pour une surface de Cu(1 1 19). Pendant la croissance e´pitaxiale (situation
hors e´quilibre thermodynamique) dans un re´gime SF [41], tous les atomes arrivant sur une
terrasse s’attacheront soit a` la marche en aval ou a` celle en amont (qui seront nomme´es
marches ascendante et descendante telles que vues par un atome les traversant). Les atomes
en bordure des marches ascendantes (marches descendantes) ont davantage tendance a` se
coller aux saillies (valle´es), phe´nome`ne qu’on peut expliquer par simple effet de proximite´. Si
une barrie`re d’Ehrlich-Schwoebel (ES) [54, 55] fait en sorte que l’attachement a` la marche
descendante est moins favorable que celui a` la marche ascendante, un courant atomique net
est cre´e´ dans la direction des marches ascendantes [53] et les saillies croissent plus rapidement
que les valle´es, ce qui fait que les marches ont des perturbations de me´andres qui sont
amplifie´es avec le temps. Ces me´andres pourront, dans certaines conditions de croissance,
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eˆtre tre`s re´guliers : on parlera alors d’instabilite´ de me´andres (meandering instability) 2 tel
qu’illustre´ sur la figure 2.6(B) pour une surface de Cu(1 1 17). Cette instabilite´ de type
Mullins-Sekerka [56] peut aussi donner place a` du chaos spatio-temporel [57]. Les pionniers
de l’e´tude the´orique de l’instabilite´ des me´andres sont Bales et Zangwill [58].
Figure 2.6 (A) Observation de wandering provenant de la re´fe´rence [59] pour une surface de
Cu(1 1 19) a` une tempe´rature de 362 K alors que l’e´quilibre thermodynamique est atteint.
(B) Instabilite´ de me´andres provenant de la re´fe´rence [60] pour une surface de Cu(1 1 17)
apre`s le de´poˆt de 18 monocouches de Cu a` un flux de 5×10−3 ML/s a` une tempe´rature de
280 K. Les terrasses ont une largeur moyenne de (A) 2,42 nm et (B) 2,17 nm.
Dans le reste de ce chapitre, les de´veloppements seront faits explicitement pour des
surfaces vicinales [figure 2.5(A)], bien que les surfaces pre´sentant des dislocations vis [figure
2.5(B)] soient aussi sujettes a` la meˆme instabilite´ de me´andres. De plus, sauf avis contraire,
seule l’homoe´pitaxie sera conside´re´e ici. Pour e´tudier l’instabilite´ de me´andres, il convient de
conside´rer la situation illustre´e sur la figure 2.7 ou` les terrasses ont une largeur W et une
longueur L. Les marches sont perturbe´es par rapport a` leur position moyenne et cet e´cart est
quantifie´ par ζ, mesure´ dans le sens de l’avancement des marches (axe des z sur la figure).
2. Certains auteurs nomment parfois l’instabilite´ de me´andres l’instabilite´ de wandering, situation
que nous e´viterons pour clairement distinguer les perturbations de la bordure des marches a` l’e´quilibre
thermodynamique (step wandering) — qui sont des perturbations strictement stochastiques — des
perturbations hors e´quilibre thermodynamique (step meandering) — qui sont d’abord de´terministes avec
une contribution stochastique.
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Figure 2.7 Surface vicinale avec des marches de longueur L et de largeur W . Chaque marche
est perturbe´e suivant ζ(x, t) qui est mesure´ par rapport a` la position moyenne de la marche.
D’autres parame`tres sont ne´cessaires pour l’e´tude de l’instabilite´ de me´andres puisqu’elle
se produit pendant la croissance d’une surface vicinale. Il s’agit de la quantite´ d’atomes 3
de´pose´s θ [en monocouches (ML)], du flux F (en ML par seconde ou ML/s) et de la
tempe´rature T (en Kelvin).
Un mode`le minimal conside´rant que les atomes sont a` l’e´quilibre a` la bordure de la
marche permet de comprendre les diffe´rentes contributions diffusives affectant l’instabilite´ de
me´andres [28, 61]. Dans ce mode`le, la barrie`re ES est infinie, ce qui fait que l’attachement
n’est possible qu’aux marches ascendantes. Le de´placement local d’une marche se fait donc
de trois fac¸ons : les atomes peuvent i) s’attacher a` la marche (attachement), ii) se de´tacher
de la marche (de´tachement) ou iii) diffuser paralle`lement a` la marche (diffusion de ligne).
Conside´rant que les me´andres sont la manifestation d’une instabilite´, la contribution de i)
est de´stabilisante alors que les contributions de ii) et iii) sont stabilisantes. Par conse´quent,
lorsque la contribution de´stabilisante domine les contributions stabilisantes, des me´andres
peuvent apparaˆıtre sur la surface [28].
3. Bien qu’il soit possible de de´poser des mole´cules plutoˆt que des atomes lors de la croissance de surfaces,
le terme “atome” sera utilise´ a` titre ge´ne´rique pour de´signer des particules de´pose´es sur la surface.
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Bien que la pre´sence d’une barrie`re ES puisse mener a` l’apparition de l’instabilite´
de me´andres, d’autres causes sont possibles, chacune d’entre elles entraˆınant un courant
d’atomes net asyme´trique sur les terrasses. Par exemple, un courant asyme´trique est cre´e´
(i) lorsque les marches d’une surface vicinale avancent (phe´nome`ne de convection) [62] ; (ii)
lorsqu’un courant atomique est induit par un courant e´lectrique [63–77] ; (iii) lorsque le temps
de re´sidence des atomes (avant de´sorption) n’est pas le meˆme sur les terrasses voisines [78] ;
(iv) lorsque le nombre d’atomes arrivant sur les terrasses voisines n’est pas le meˆme [79, 80] ;
(v) lorsque le flux n’est pas perpendiculaire aux terrasses [81] ; (vi) lors d’une transition
de phase due a` une reconstruction de surface [65, 82, 83] ; (vii) pendant une he´te´roe´pitaxie
alors que les atomes d’une couche atomique s’attachent plus facilement a` une marche que
les atomes de l’autre couche [84] ; (viii) lorsque des impurete´s affectent l’avancement des
marches [69].
Les principales observations expe´rimentales de cette instabilite´ sont pre´sente´es dans
le tableau 2.1. Ce tableau fait re´fe´rence a` λ qui est la longueur d’onde de l’instabilite´ de
me´andres et a` `n qui est la longueur de germination en 1D dont il sera question plus en de´tail
dans la section 2.2.3.
Tableau 2.1 Observations expe´rimentales de l’instabilite´ de me´andres sur une surface vicinale
Surface Observations Re´fe´rence(s)
Cu(0 0 1) E´volution des me´andres en phase [51, 60, 85]
~n‖ = [1 0 0] Forme triangulaire des me´andres avec facettes 〈1 1 0〉 [51, 60]
~n⊥ = [0 1 0] Observation de quelques monticules [51, 60]
W = 2,17 nm λ ∝ `n pour la direction 〈1 0 0〉 [51, 60]
Pas de coarsening, saillies et valle´es non syme´triques [60]
Me´andres couple´s a` une mise en paquet des marches [60]
pour T & 300 K
Cu(0 0 1) E´volution des me´andres en phase [51, 60, 85]
~n‖ = [1 1¯ 0] Apparition de plateaux 〈1 1 0〉 aux ventres des me´andres [51, 60]
~n⊥ = [1 1 0] Observation de quelques monticules [51, 60]
W = 2,17 nm λ ∝ `n pour la direction 〈1 1 0〉 [51, 60]
Pas de coarsening, saillies et valle´es syme´triques [60]
Me´andres couple´s a` une mise en paquet des marches [60]
pour T & 300 K
Cu(0 0 1) E´volution des me´andres en phase phase [86]
~n‖ = [1 1¯ 0] Me´andres couple´s a` une mise en paquet des marches [60, 86]
~n⊥ = [1 1 0] pour T & 300 K
W = 1,15 nm
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Tableau 2.1 Observations expe´rimentales de l’instabilite´ de me´andres sur une
surface vicinale (suite)
Surface Observations Re´fe´rence(s)
Cu(0 0 1) E´volution des me´andres hors phase pour T . 300 K [85]
~n‖ = [1 1¯ 0] Me´andres couple´s a` une mise en paquet des marches [60, 86]
~n⊥ = [1 1 0] pour T & 300 K
W = 0,64 nm
Si(1 1 1) Pour T = Tc − 13 K, reconstruction 7× 7 et me´andres [65]
~n‖ = [1 1 2¯] hors phase
~n⊥ = [1 1¯ 0] Pour T = Tc − 3 K, 1× 1 et 7× 7 avec me´andres en phase
W ' 600 nm Pour T = Tc + 2 K, pas de reconstruction ni me´andres
Me´andres de forme triangulaire
Si(1 1 1) Pour T = Tc, me´andres en phase [65]
~n‖ = [1 1¯ 0] Apparition de plateaux 〈1 1¯ 0〉 aux ventres des me´andres
~n⊥ = [1 1 2¯]
W ' 1000 nm
Si(1 1 1) Me´andres hors phase [87]
~n‖ = [1 1 2¯] Entre 550˚ C et 750˚ C, transition de germination 2D
~n⊥ = [1 1¯ 0] a` un re´gime SF
W ' 350 nm Me´andres triangulaires avec facettes [1¯ 2 1¯] et [2 1¯ 1¯]
Si(1 1 1) Me´andres en phase [88]
~n‖ = [1 1 2¯] Me´andres triangulaires avec facettes [1¯ 2 1¯] et [2 1¯ 1¯]
~n⊥ = [1 1¯ 0] Coexistence des reconstructions 7× 7 et 1× 1
W ' 13 nm
GaAs(1 1 0) Pour T > 550˚ C, apparition de me´andres (atomes de As [84]
~n‖ = [1 1¯ 0] s’attachent principalement a` la marche ascendante)
~n⊥ = [0 0 1] Formation de valle´es dans la direction [0 0 1] [84]
W ' 16 nm Transformation progressive des me´andres en monticules [89]
Dans la litte´rature, il est commun de nommer autrement les surfaces vicinales que
l’identification de la premie`re colonne du tableau 2.1. Par exemple, les surfaces de´crites
aux premie`re et deuxie`me lignes du tableau 2.1 sont nomme´es Cu(0 2 24) et Cu(1 1 17),
respectivement. Les me´andres observe´s sur ces surfaces sont pre´sente´s a` la figure 2.8. Une
e´tude expe´rimentale supple´mentaire concernant le Cu(0 2 24) est disponible dans la re´fe´rence
[90]. Toutefois, cet article a e´te´ e´crit en conside´rant qu’il s’agissait plutoˆt de la surface
Cu(1 1 17), ce qui fait qu’une partie de l’analyse n’est pas valide. Des e´tudes expe´rimentales
de l’instabilite´ de me´andres sont aussi possibles sur des ıˆlots elliptiques en re´gime de
croissance couche par couche d’ˆılots tridimensionnels (3DLBL) [79, 91].
Dans les sections qui suivent, l’instabilite´ de me´andres sera d’abord conside´re´e dans le
cas ou` la diffusion de ligne est isotrope alors que la de´sorption des atomes sur les terrasses
est permise (section 2.2.1) puis interdite (section 2.2.2). Par la suite, la diffusion anisotrope
incluant la germination en bordure des marches sera conside´re´e (section 2.2.3) avant d’e´tudier
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l’apparition de monticules (mounds) en pre´sence de me´andres (section 2.2.4).
Figure 2.8 Instabilite´s de me´andres observe´es a` l’aide d’un microscope a` effet tunnel (STM)
pour les surfaces (A) Cu(1 1 17) et (B) Cu(0 2 24) tel que pre´sente´es dans la re´fe´rence [51].
En (A), la surface fait 200 nm × 200 nm, θ = 18 ML, F = 1,8×10−2 ML/s et T = 280 K. En
(B), la surface fait 130 nm × 130 nm, θ = 20 ML, F = 3,0 × 10−3 ML/s et T = 250 K. Les
surfaces Cu(1 1 17) et Cu(0 2 24) sont illustre´es au bas de la figure tel que pre´sente´es dans
la re´fe´rence [60]. Bien qu’elles aient la meˆme largeur W = 2,17 nm, les marches ne sont pas
oriente´es dans la meˆme direction.
Avant de pre´senter l’e´tat des connaissances sur l’instabilite´ des me´andres sur une surface
vicinale, il convient de pre´ciser les approximations utilise´es ge´ne´ralement dans la litte´rature,
de meˆme que les approches permettant une plus grande pre´cision. Tel que pre´sente´ sur la
figure 2.7, les me´andres sont de´crits par une fonction ζ(x, t) mesure´e par rapport a` la position
moyenne de la marche. Ceci est valide tant qu’un me´andre peut eˆtre de´crit par une fonction
bijective, c’est-a`-dire que le me´andre ne se courbe pas de telle sorte qu’a` une position x donne´e,
il existe deux valeurs de ζ. Il est possible de contourner ce proble`me en utilisant par exemple
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des courbes de niveaux (level sets) [92]. Par ailleurs, un me´andre, a` un instant t donne´, peut
eˆtre de´crit par une fonction sinuso¨ıdale de la forme [56, 58]
ζ(x) = A sin(kx),
ou` k est le nombre d’onde du me´andre. Un tel mode`le, tel que pre´sente´ plus loin, permet de
faire une e´tude de stabilite´ des me´andres. Pour e´tudier plusieurs me´andres a` la fois sur une
surface, il est possible d’introduire une phase Φ entre eux. Ainsi, si m donne le nume´ro d’un
me´andre, croissant a` partir d’une extre´mite´ de la surface, il est possible d’e´crire [93]
ζm(x) = A sin(kx+mΦ).
L’introduction d’une telle phase entre les me´andres permet de conside´rer un cas plus ge´ne´ral
[voir les figures 2.9(A)-2.9(B)], mais est encore tre`s limitant puisqu’une phase variable n’est
pas permise [figure 2.9(C)], pas plus qu’un nombre d’onde variable entre les me´andres [figure
2.9(D)].
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Figure 2.9 Illustration de me´andres ayant une phase constante de (A) Φ = 0, (B) Φ = pi/5
et (C)-(D) une phase variable entre eux. En (A)-(C), le nombre d’onde des me´andres est
constant alors qu’il est variable en (D).
Pour arriver a` conside´rer des me´andres ayant une phase variable ou un nombre
d’onde variable [voir figures 2.9(C)-2.9(D)], il est possible de faire des simulations KMC
[37, 44, 61, 62, 72, 74, 83, 89, 94–101]. Par exemple, la figure 2.10 montre que les simulations
KMC permettent de reproduire les me´andres observe´s expe´rimentalement qui n’ont pas une
phase ni un nombre d’onde constants. Il est aussi possible de traiter la surface de fac¸on
continue en e´tablissant une e´quation aux de´rive´es partielles pour l’e´volution de la hauteur
h(x, y, t) de la surface, par exemple dans les re´fe´rences [102–105], mais on perd alors la
re´solution atomique. Finalement, il est possible de faire des simulations de champ de phase
(phase field ou PP) [106–111]. Les re´sultats de telles approches seront pre´sente´s dans la suite
de ce chapitre lorsque pertinents.
Une revue partielle de l’instabilite´ des me´andres est faite dans les re´fe´rences [53, 112] alors
qu’une revue plus de´taille´e est disponible dans la re´fe´rence [28].
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Figure 2.10 Comparaison de l’instabilite´ de me´andres observe´e (A et B) expe´rimentalement
et (C et D) par simulations KMC montrant des me´andres ayant des nombres d’onde et des
phases variables. Les surfaces sont (A) Cu(0 2 24) d’approximativement 115 nm × 115 nm,
(B) Cu(1 1 17) d’approximativement 150 nm× 150 nm, (C) Cu(0 2 24) de 800 sites × 800 sites
et (D) Cu(1 1 17) de 360 sites × 360 sites. Cette figure est issue de la re´fe´rence [98].
2.2.1 Instabilite´ de me´andres en pre´sence de de´sorption
Fondement de l’instabilite´ de me´andres
Les bases de l’e´tude de l’instabilite´ de me´andres sur une surface vicinale ont e´te´ jete´es
par Bales et Zangwill [58], suivant une approche similaire a` celle adopte´e pour e´tudier la
stabilite´ d’une surface sur laquelle se produit une solidification d’un alliage binaire a` partir
d’une phase liquide [56]. Les auteurs ont conside´re´ l’approximation quasistatique (∂tρ = 0) de
l’e´quation de diffusion des atomes sur une surface (voir annexe B ou` l’e´quation de diffusion
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est de´veloppe´e en absence de de´sorption)
∂tρ = D∇2ρ+ F − ρ
τ
, (2.3)
ou` ρ(~r, t) est la concentration d’atomes a` la position ~r et au temps t, D est le coefficient de
diffusion des atomes, F est le flux et τ−1 est le taux de de´sorption des atomes vers la phase
gazeuse. Par ailleurs, la notation ∂t ≡ ∂/∂t est utilise´e dans l’ensemble de ce document. Cette
e´quation peut par exemple eˆtre obtenue a` partir de l’e´quation Maˆıtre (Master equation)
tel que montre´ en annexe B et a e´te´ conside´re´e implicitement pour la premie`re fois par
Burton, Cabrera et Frank [41]. Si ~r = ~r+ (~r = ~r−) est la position d’un atome en bordure
de la marche ascendante (descendante), les conditions frontie`res applique´es par les auteurs
peuvent eˆtre obtenues directement a` l’aide de la version discre`te de l’e´quation 2.3 en utilisant
l’approximation quasistatique tel que montre´ dans les annexes B et C. Ces conditions frontie`res
s’e´crivent [113]
D~n · ~∇ρ(~r+) = Datt
a
[ρ(~r+)− ρeq(~r+)] et
−D~n · ~∇ρ(~r−) = DES
a
[ρ(~r−)− ρeq(~r−)] ,
ou` Datt (DES) est le coefficient de diffusion d’un atome situe´ en ~r+ (~r−) diffusant vers une
marche ascendante (descendante) et ~n est un vecteur unitaire perpendiculaire a` la marche
dans la direction de la croissance.
Dans cette e´quation, ρeq est la concentration d’atomes a` l’e´quilibre, c’est-a`-dire lorsque les
marches sont immobiles (voir l’annexe C), laquelle peut eˆtre trouve´e a` partir de la relation
de Gibbs-Thomson [114]
ρeq = ρ
0
eqe
µ/kBT ' ρ0eq (1 + Γκ) ,
ou` µ est le potentiel chimique, kB est la constante de Boltzmann, T est la tempe´rature, ρ
0
eq
est la concentration a` l’e´quilibre pour une marche plane 4 et κ est la courbure locale de la
marche (voir l’annexe A). Dans cette e´quation,
Γ = a2γ/kBT, (2.4)
4. Les valeurs de ρ0eq peuvent diffe´rer en haut et en bas d’une marche, de sorte que les notations ρ
0
(eq,+)
et ρ0(eq,−) seront utilise´es pour distinguer les concentrations a` l’e´quilibre au haut et au bas d’une marche,
respectivement. Toutefois, lorsque le contexte n’entraˆıne pas de confusion, la notation ρ0eq sera utilise´e par
soucis de simplicite´.
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ou` a2 est l’aire occupe´e par un atome sur la surface et γ est l’e´nergie libre de la marche par
unite´ de longueur, qui sera nomme´e plus simplement l’e´nergie libre de la marche dans le reste
de cette the`se.
La vitesse d’e´volution de la marche (suivant ~n) est alors, lorsqu’on utilise l’approximation
quasistatique,
vn = a
2D~n ·
[
~∇ρ(~r+)− ~∇ρ(~r−)
]
. (2.5)
Lorsque les marches avancent rapidement (phe´nome`ne de convection particulie`rement
important a` haut flux), l’e´quation implicite qui donne la vitesse de la marche est [113]
vn = a
2D~n ·
[
~∇ρ(~r+)− ~∇ρ(~r−)
]
+ a2vn [ρ(~r+)− ρ(~r−)] .
Pour e´tudier la stabilite´ des me´andres sur la surface, Bales et Zangwill [58] supposent
que toutes les marches de la surface vicinale ont le meˆme profil sinuso¨ıdal par rapport a` leur
position moyenne (soit ζ ∼ sin(kx), ou` l’orientation moyenne de la marche est selon l’axe
des x, k et λ = 2pi/k sont le nombre d’onde et la longueur d’onde du me´andre), ce qui force
le meˆme profil sinuso¨ıdal pour ρ le long de cette marche. De plus, les terrasses ont toutes
la meˆme largeur constante W . Ceci revient a` conside´rer que la surface est constitue´e d’une
seule marche re´pe´te´e pe´riodiquement apre`s une distance W dans la direction z.
Comme les auteurs ont impose´ un profil sinuso¨ıdal individuel plutoˆt qu’un profil de´veloppe´
en se´rie de Fourier, seule l’analyse line´aire est valide, puisqu’on conside`re que les diffe´rents
modes associe´s aux diffe´rentes valeurs de k n’interagissent pas. Une line´arisation des e´quations,
incluant entre autres une line´arisation de κ, permet de de´terminer que l’e´volution temporelle
des me´andres ζ suit eωt, avec la relation de dispersion
ω = g(k)− k2f(k),
ou` f(k) et g(k) sont des fonctions positives de k, le nombre d’onde du me´andre. La forme de
f et g montre que dans certaines conditions de croissance, il existe des valeurs de k telles
que ω ≥ 0, ce qui signifie que le me´andre ne s’atte´nue pas dans le temps. Typiquement, la
relation de dispersion prend l’allure de celle illustre´e a` la figure 2.11. Les de´tails de cette
figure seront vus plus loin.
26
Figure 2.11 Relation de dispersion pour l’instabilite´ de me´andres. Les me´andres apparaissent
si ω ≥ 0, ce qui se produit seulement si ξ < ξc (pour k 6= 0). Ces me´andres ont des nombres
d’onde allant de 0 a` kcut, le mode le plus instable se trouvant a` kmax. Cette figure est inspire´e
de la re´fe´rence [115].
Pour que l’instabilite´ de me´andres se manifeste, les auteurs observent que les taux
d’attachement a` une marche ascendante et descendante doivent eˆtre diffe´rents (asyme´trie
des conditions aux frontie`res), condition assouplie quelques anne´es plus tard, alors qu’il est
de´montre´ que l’avancement des marches (phe´nome`ne de convection) peut cre´er une asyme´trie
dans le courant des atomes de part et d’autre d’une terrasse [62].
Un mode`le similaire, mais permettant une phase Φ quelconque entre les me´andres des
marches voisines 5 a permis de de´terminer que lorsque F > Feq, ou` Feq = ρ
0
eq/τ est le flux
pour lequel une marche plane est immobile, ω est maximum si les me´andres sont tous aligne´s
dans le sens de l’avancement des marches (Φ = 0), ce qui signifie que le mode en phase est le
mode dominant [93]. D’ailleurs, une relation de dispersion typique est trace´e en fonction de
Φ et de k a` la figure 2.12.
5. Une phase Φ quelconque ne veut pas dire que les me´andres des marches peuvent eˆtre de´cale´s late´ralement
de n’importe quelle manie`re. Au contraire, la phase Φ correspond a` un de´calage entre des me´andres de deux
marches voisines et cette phase Φ est assume´e constante pour toutes les paires de me´andres voisins.
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Figure 2.12 Relation de dispersion typique de l’instabilite´ de me´andres en fonction de la
phase (Φ) et du nombre d’onde (k). Cette figure est inspire´e de la re´fe´rence [116]. L’instabilite´
de me´andres se manifeste lorsque ω ≥ 0, soit au-dessus du plan gris.
Mode`le de la marche isole´e
Pour e´tudier les conditions d’apparition de l’instabilite´ des me´andres le mode`le de Bales
et Zangwill [58] a e´te´ simplifie´ en supposant que la surface ne comporte qu’une marche isole´e
infiniment large [117, 118].
Avec ce mode`le simplifie´ et en supposant de surcroˆıt que DES → 0 et Datt → ∞, la
relation de dispersion trouve´e [115] est la meˆme que celle de Bales et Zangwill [58] dans la
limite W →∞, DES → 0 et Datt →∞. D’ailleurs, si on de´finit
 = ξc − ξ avec ξ = ΓFeq
xs(F − Feq) (2.6)
ou` ξc = 1/2, xs =
√
Dτ est la longueur de de´sorption, on trouve que les me´andres ne se
manifestent que lorsque ξ < ξc (voir la figure 2.11). Dans un tel cas, les nombres d’onde
des me´andres pour lesquels une instabilite´ se manifeste vont de k = 0 a` k = kcut ∼ 1/2/xs
[115]. 6 Le nombre d’onde maximisant ω est kmax = kcut/
√
2 [62]. Pre`s du seuil d’instabilite´,
6. Les longueurs d’onde λ associe´es aux nombres d’onde kcut et kmax seront note´es λcut et λmax,
respectivement.
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la relation de dispersion est d’ailleurs [115]
ω =
a2
2
(F − Fc)x2sk2 −
3a2
4
FeqΓx
3
sk
4, (2.7)
ou` Fc = Feq(1 + 2Γ/xs). Lorsque DES et Datt sont quelconques, l’e´quation (2.6) et la figure
2.11 sont encore valides, outre le fait que ξc de´pend alors de DES et Datt [93].
L’ajout a` ce mode`le d’un bruit stochastique — duˆ a` la diffusion, au flux ou a` la cine´tique
du phe´nome`ne d’attachement-de´tachement aux marches — et l’utilisation de l’approximation
line´aire [117] permettent de montrer que la largeur de la marche w calcule´e comme la racine
carre´e de la rugosite´ de marche (w2 = 〈ζ2〉, ou` 〈...〉 de´note la moyenne le long de l’axe
des x) diverge lorsque F s’approche de Fc suivant w ∼ (Fc − F )−1/2. 7 En appliquant une
renormalisation de l’e´quation de dispersion (pour k ' 1/2/xs) et en utilisant des e´chelles
typiques qui caracte´risent l’instabilite´ (x ∼ −1/2 et t ∼ −2), il est possible de re´e´crire ρ et ζ
comme une se´rie de puissance de  qui tend vers 0 dans des conditions pre`s de l’instabilite´ [58].
Ceci permet de re´soudre les e´quations de´crivant l’e´volution des me´andres pour les diffe´rentes
puissances et donc de trouver les termes dominants par rapport aux puissances de  de
l’e´quation aux de´rive´es partielles permettant de calculer ζ [115] :
∂tζ = −C1∂xxζ − C2∂xxxxζ + C3 (∂xζ)2 , (2.8)
ou` C1 = a
2(F − Fc)x2s/2, C2 = 3a2FeqΓx3s/4 et C3 ' v0/2, v0 e´tant la vitesse d’avancement
de la position moyenne d’une marche ou la vitesse d’avancement en absence de me´andres.
L’e´quation (2.8) est de la meˆme forme que celle de Kuramoto-Sivashinsky (KS) [119–121] dont
les solutions peuvent pre´senter un comportement chaotique — nomme´ chaos spatiotemporel
— qui est de´terministe dans le temps et l’espace. Les saillies des me´andres se divisent et
s’annihilent alors de fac¸on chaotique tel que pre´sente´ sur la figure 2.13. Le comportement
pre´dit par l’e´quation (2.8) se manifeste lorsque F ≥ Fc. On voit alors apparaˆıtre un bruit
qu’on pourrait qualifier de de´terministe par opposition au bruit stochastique [115].
7. Le fait de ne conside´rer qu’un seul mode a` la fois pour ζ fait en sorte que w correspond aussi a` l’amplitude
des me´andres.
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Figure 2.13 Solution typique de l’e´quation de KS [e´quation (2.8)] illustrant le chaos
spatiotemporel. L’amplitude ζ(x) (ou` x et ζ sont donne´s en unite´s de a) a e´te´ remise a`
l’e´chelle et chaque courbe illustre le me´andre a` un moment diffe´rent, le temps augmentant
vers le haut de la figure. Cette figure est issue de la re´fe´rence [122].
Compe´tition entre le bruit stochastique et le bruit de´terministe
L’e´tape logique qui suit est de combiner l’e´tude non line´aire qui pre´dit un bruit
de´terministe avec du bruit stochastique. Pour la croissance sur des surfaces vicinales, les
sources de bruits [53] sont (i) un bruit duˆ a` l’adsorption et la de´sorption des atomes sur la
surface (bruit non conserve´ dit shot noise), (ii) un bruit duˆ a` la diffusion stochastique des
atomes sur les terrasses, de meˆme qu’a` leur attachement et de´tachement (bruit conserve´) et
(iii) un bruit duˆ a` la germination. Dans un re´gime SF, seuls (i) et (ii) sont pertinents. Une
inclusion minimale de ces bruits se fait par le biais de l’e´quation de diffusion sans conside´rer
qu’a` l’e´quilibre thermodynamique, l’effet du bruit doit eˆtre cohe´rent avec le phe´nome`ne
de wandering [118]. Lorsque le bruit est inclus pour eˆtre cohe´rent avec les observations a`
l’e´quilibre thermodynamique [62, 117], l’e´quation qui de´crit l’e´volution des me´andres prend
la forme [123]
∂tζ = −C1∂xxζ − C2∂xxxxζ + C3 (∂xζ)2 + C4R,
ou` R = R(x, t) contient le bruit. Lorsque F < Fc, C1 est ne´gatif et le terme ∂xxζ est
stabilisant. Si F est assez petit, le terme ∂xxxxζ peut eˆtre ne´glige´ et on retrouve alors
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l’e´quation de Kardar-Parisi-Zhang (KPZ) [124]. Lorsque F s’approche de Fc, ce terme ne
peut plus eˆtre ne´glige´. Lorsque F > Fc, C1 est positif et le terme ∂xxζ est de´stabilisant.
On retrouve alors l’e´quation KS lorsque C4 = 0. Lorsque C4 6= 0, Karma et Misbah [123]
conside`rent qu’il est encore possible, par renormalisation, de retrouver le comportement de
l’e´quation KPZ en conside´rant qu’il faut ajouter le bruit de´terministe de l’e´quation KS au
bruit stochastique. En bref, les me´andres observe´s lorsque F > Fc sont une combinaison d’un
phe´nome`ne de´terministe et d’un phe´nome`ne stochastique.
Anisotropie en bordure des marches
Un e´le´ment ne´glige´ jusqu’a` ce point est l’anisotropie de l’e´nergie libre de la marche γ qui
affecte l’apparition de perturbations a` partir de diffe´rentes orientations locales de la marche.
L’e´nergie libre requise pour de´former une marche d’un angle moyen θ¯ 8 a` un angle θ est [28]
F =
∫ [
γ(θ)
√
1 + (∂xζ)
2 − γ(θ¯)
]
dx '
[
γ(θ¯) + ∂θθγ(θ¯)
]
2
∫
(∂xζ)
2 dx. (2.9)
Il est alors commode d’introduire le parame`tre γ˜(θ) = γ(θ)+∂θθγ(θ) qui est la tension de ligne
(step edge stiffness) [125, 126]. Si l’orientation cristalline des marches e´tait sans importance
pour l’apparition des me´andres, γ(θ) serait constant et ∂θθγ(θ¯) serait nul. Autrement, pour
tenir compte de l’impact de l’orientation des marches sur l’apparition des me´andres, il faut
utiliser γ˜ plutoˆt que γ dans l’e´quation (2.4), de sorte que Γ = a2γ˜/kBT .
Une forme simple de γ˜ (dont il sera question plus en de´tail dans la section 2.2.2) est
[127, 128]
γ˜ = 1 + cos(4θ).
Cette tension de ligne pourrait entre autres eˆtre associe´e a` l’e´nergie libre de surface
γ = 1− cos(4θ)
15
.
Ces formes de γ et γ˜ sont illustre´es respectivement sur les figures 2.14(A)-2.14(B). Les valeurs
de θ qui minimisent γ sont aussi celles qui maximisent γ˜, soient θ = 0, pi/2, pi et 3pi/2.
8. Selon le syste`me d’axes de´fini a` la figure 2.7, θ¯ = 0 puisque les axes sont pose´s de telle sorte que l’axe
des x (z) est paralle`le (normal) a` l’orientation moyenne de la marche. L’utilisation de l’angle θ¯ a pour seul
but de permettre de distinguer les diffe´rentes orientations cristallographiques.
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Figure 2.14 (A) Exemple (A) d’e´nergie libre d’une marche γ associe´e a` (B) une tension de
ligne γ˜. Les figures sont illustre´es dans un syste`me de coordonne´es polaires et les axes ne sont
trace´s qu’a` titre de guide. La forme de γ˜ est issue des re´fe´rences [127, 128].
Du point de vue de l’e´quilibre thermodynamique, les facettes associe´es a` un γ minimal
sont plus favorise´es que les autres [129]. Du point de vue de l’instabilite´ des me´andres,
l’e´quation (2.9) indique que plus une marche a un γ˜ grand, plus il est difficile de la de´former.
Il faut alors une plus grande asyme´trie dans le courant d’atomes, ce qui signifie un plus grand
Fc [62] tel qu’indique´ par l’e´qaution (2.7). De plus, la direction de croissance (a` un angle
θ) qui a la valeur la plus faible de γ˜ devrait eˆtre favorise´e par rapport aux autres. Ceci est
observe´ dans des simulations KMC de la croissance sur une surface cubique simple (0 0 1)
avec des marches qui avancent dans la direction [1 0 0] ou` γ˜ est maximal et la marche est
dite ferme´e et dans la direction [1 1 0] ou` γ˜ est minimal et la marche est dite ouverte [62].
Ainsi, les marches dans la direction [1 0 0] pre´sentent des me´andres moins re´guliers a` fort
flux que les marches dans la direction [1 1 0] puisque toutes les perturbations ζ se font a` un
angle ou` γ˜ est infe´rieur a` celui de la marche plane. Fait important : les me´andres obtenus
pour une surface vicinale compose´e de marches oriente´es dans la direction [1 0 0] en moyenne
n’e´voluent pas en phase (Φ 6= 0) lorsque F > Fc, contrairement aux me´andres observe´s pour
les marches oriente´es dans la direction [1 1 0]. Ceci indique que le mode dominant (Φ = 0)
n’est pas ne´cessairement celui observe´ lorsque F > Fc. D’ailleurs, l’e´quation de KS pre´sente
des solutions avec des instabilite´s de phase pour lesquelles les perturbations se de´placent le
long de l’axe des x tel qu’illustre´ sur la figure 2.13.
Pre`s de l’apparition de l’instabilite´, c’est-a`-dire lorsque F → Fc, l’anisotropie de la tension
de ligne peut eˆtre incorpore´e dans des termes non line´aires supple´mentaires dans l’e´quation
(2.8) [130, 131]. Lorsque la marche affiche une haute syme´trie telle que γ˜ est minimal, l’effet
d’une forte anisotropie est de stabiliser les me´andres qui sont alors en phase [130, 131]. Lorsque
la marche n’est pas oriente´e dans une direction de haute syme´trie, l’effet de l’anisotropie est
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d’engendrer un de´placement des me´andres selon l’axe des x qui ont alors une phase non nulle
[131].
Interaction e´lastique entre les marches
Comme la pre´sence d’une marche de´forme e´lastiquement la surface sous-jacente, plus les
marches voisines sont rapproche´es, plus l’interaction entre ces marches est forte. Pour une
surface vicinale et dans le cas d’une homoe´pitaxie, l’interaction entre des marches voisines est
de type re´pulsif dipoˆle-dipoˆle et son e´nergie par unite´ de longueur de marche varie en W−2
[132, 133], au moins lorsque W > 3a [134]. Cette interaction e´lastique peut d’ailleurs affecter
les facettes observe´es pour les marches d’une surface vicinale [133, 135]. Outre un mode`le
simpliste qui conside`re les perturbations sur une marche voisine de deux marches planes [115],
l’inclusion d’un tel phe´nome`ne dans l’e´tude des me´andres sur une surface vicinale peut se faire
via le potentiel chimique µ en utilisant la relation de Gibbs-Thomson [136]. Si les marches
voisines sont conside´re´es comme des dipoˆles (interaction a` courte porte´e) l’interaction de
re´pulsion due a` un champ de diffusion, 9 qui varie comme W lnW , domine la re´pulsion
e´lastique lorsque F et W sont suffisamment grands [136]. En fait, la re´pulsion due au champ
de diffusion est assez grande pour modifier significativement la rugosite´ de marches w qui suit
alors la tendance w ∼ (Fc−F )−1/4 [136] plutoˆt que la tendance w ∼ (Fc−F )−1/2 obtenue pour
une marche isole´e [117]. Bien que l’e´quation donnant Fc varie lorsque l’interaction e´lastique
est conside´re´e, le meˆme symbole est utilise´ pour de´noter le flux critique a` partir duquel ω ≥ 0.
Il est aussi possible d’inclure des interactions e´lastiques supple´mentaires dues a` une
contrainte [137]. Ces interactions ont un effet sur la phase entre les me´andres des marches
voisines, mais un tel cas ne sera pas traite´ ici en de´tail puisqu’il n’est pas pertinent dans une
situation d’homoe´pitaxie.
Interaction des champs de diffusion
Dans une e´tude sur la vitesse de propagation des marches (sans conside´ration de la
possibilite´ de me´andres) pour de grandes valeurs de F , il a e´te´ de´montre´ que l’approximation
quasistatique n’e´tait pas valide et que les marches se propageaient principalement par
9. Si le flux est uniforme dans l’espace, les grandes terrasses rec¸oivent davantage d’atomes que les petites
terrasses. Lorsque Datt > DES, il y a un courant net vers les marches ascendantes. Les terrasses en amont
des grandes terrasses vont alors avoir tendance a` croˆıtre plus rapidement que les autres. Par conse´quent, il
est difficile pour une terrasse de devenir tre`s large. Le contraire est aussi vrai : il est difficile pour une petite
terrasse de devenir encore plus petite car peu d’atomes y sont de´pose´s. Ceci peut eˆtre interpre´te´ comme une
interaction entre les marches voisines. Cette interaction est alors attractive entre les marches plus e´loigne´es
que la moyenne et re´pulsive entre les marches plus rapproche´es.
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convection [113]. D’ailleurs, lorsque l’approximation quasistatique n’est pas utilise´e, la
relation de dispersion est diffe´rente de celle obtenue lorsqu’elle l’est [138, 139]. Toutefois, il
convient de remarquer que lorsque F est tre`s grand, le re´gime SF ce`de progressivement sa
place au re´gime de germination bidimensionnelle, ce qui signifie qu’il est logique de croire
que l’approximation quasistatique est valide pour e´tudier l’apparition de me´andres sur une
surface vicinale dans un re´gime SF [140].
Par ailleurs, si l’inte´reˆt est de savoir si les conditions de croissance me`neront a` une
instabilite´ de me´andres plutoˆt que de quantifier l’e´volution des me´andres, Mullins et
Sekerka justifient partiellement l’utilisation de l’approximation quasistatique. En effet, cette
approximation permet de trouver kcut, le plus grand nombre d’onde pour lequel l’instabilite´
est possible. Comme ω(kcut) = 0, ce mode ne pre´sente pas d’e´volution temporelle et subsiste
donc suffisamment longtemps pour que les atomes puissent atteindre le re´gime permanent
[56].
Mode`le e´volue´ utilisant le formalisme des fonctions de Green
Avant de poursuivre la description des connaissances sur l’apparition des me´andres sur les
surfaces vicinales, un bref re´sume´ s’impose. Selon les re´sultats pre´sente´s pre´ce´demment, pour
e´tudier l’apparition de me´andres sur les marches d’une surface vicinale, il faut conside´rer la
contribution de termes non line´aires, les interactions entre les marches voisines (interactions
due au champ de diffusion et de nature e´lastique), l’anisotropie de la tension de ligne et le
bruit stochastique, ce qui complexifie d’autant le mode`le analytique.
L’incorporation de la plupart de ces contributions, excluant l’anisotropie de la tension de
ligne dans un meˆme mode`le a e´te´ faite pour la premie`re fois par Pierre-Louis dans sa the`se
de doctorat en 1997 [141] et repris par Pierre-Louis et Misbah en 1998 [102] en utilisant le
formalisme des fonctions de Green, ce qui permet de de´crire la concentration des atomes ρ en
n’importe quel point de la surface en fonction de la concentration en bordure des marches.
Ceci permet d’e´viter de faire des approximations grossie`res, et de donner seulement l’e´quation
valide pre`s du seuil ou` l’instabilite´ apparaˆıt, mais complique significativement les e´quations
a` solutionner. La formulation utilise´e est meˆme valide lorsque l’approximation quasistatique
ne s’applique pas. Les fonctions de Green avaient de´ja` e´te´ utilise´es auparavant pour e´tudier
les me´andres sur une surface vicinale [139, 140], mais jamais de fac¸on aussi comple`te.
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Apre`s avoir fait une e´tude pre´liminaire utilisant l’approximation line´aire [141, 142], il
a e´te´ montre´ que lorsqu’il y a une phase non nulle entre les perturbations des marches,
la relation de dispersion inclut un terme complexe de la forme ω′ = ω + iω˜, ou` ω et
ω˜ sont re´els. Pour Φ  1, ω diminue proportionnellement a` Φ2 — ce qui confirme que
le mode dominant est associe´ a` Φ = 0 — et un phe´nome`ne d’advection est observe´ de
telle sorte que la marche en aval force un mouvement selon l’axe des x de la marche en amont.
2.2.2 Instabilite´ de me´andres en absence de de´sorption
Fondement de l’instabilite´ de me´andres
La croissance e´pitaxiale par jet mole´culaire (MBE) se fait ge´ne´ralement dans des conditions
ou` la de´sorption est ne´gligeable [143]. Dans un tel cas, xs → ∞, ce qui peut affecter
significativement la croissance d’une surface [144]. Dans de telles conditions, l’e´quation
de diffusion des atomes (eq. (2.3)) devient (voir annexe B ou` l’e´quation de diffusion est
de´veloppe´e)
∂tρ = D∇2ρ+ F. (2.10)
Lorsque DES = 0 et Datt → ∞, les me´andres ayant un grand nombre d’onde (kW  1) ont
la relation de dispersion suivante [93, 116]
ω =
a2FW 2
2
k2 − a2
(
FW 4
8
+Dρ0eqΓW
)
k4, (2.11)
ce qui donne
kcut =
√
FW
FW 3/4 + 2Dρ0eqΓ
. (2.12)
Une telle relation de dispersion est associe´e a` l’e´quation
∂tζ = −C1∂xxζ − C2∂xxxxζ, (2.13)
ou` C1 = a
2FW 2/2 et C2 = a
2
(
FW 4/8 +Dρ0eqΓW
)
et la similitude avec l’e´quation (2.8)
obtenue en pre´sence de de´sorption est flagrante, outre le fait que la de´stabilisation apparaˆıt
de`s que F > 0, ce qui revient a` dire que Fc = 0. Ainsi, lorsque la de´sorption est ne´gligeable,
les surfaces vicinales sont toujours instables en ce qui a trait a` l’apparition de me´andres
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de grande longueur d’onde. Une e´tude plus approfondie conside´rant des valeurs quelconques
de DES et Datt montre que la condition suffisante pour l’apparition de me´andres lorsque la
de´sorption est ne´gligeable est DES < Datt [143]. Lorsqu’un mode`le plus raffine´ [116] est utilise´
pour de´terminer la vitesse vn, suivant l’e´quation (C.6) donne´e dans l’annexe C, on trouve
[61, 143]
kcut =
√
aFW 2fs
2Γ
(
aDρ0eqW +Dedge
) , (2.14)
avec
fs =
Da (Datt −DES)
Da (Datt +DES) +WDattDES
.
Le mode le plus instable se trouve en calculant kmax = kcut/
√
2.
E´tude non line´aire
En raison de la similitude entre les e´quations (2.13) et (2.8), il serait logique de croire
que le terme non line´aire le plus important est aussi un multiple de (∂xζ)
2 comme lorsque
la de´sorption est permise. Toutefois, il convient de remarquer que cette situation n’est pas
possible puisqu’on s’attend a` ce que 〈∂tζ〉 = 0 si on se rappelle que ζ est mesure´ par rapport
a` la position moyenne de la marche. Par conse´quent, comme 〈∂xxζ〉 = 〈∂xxxxζ〉 = 0, il faut
que tout terme f˜(ζ) non line´aire satisfasse 〈f˜(ζ)〉 = 0, ce qui n’est pas le cas si f˜(ζ) = (∂xζ)2
[28].
Si l’on introduit le parame`tre  = (kcutW )
2 similaire au parame`tre  = (kcutxs)
2 pose´ lors
de l’analyse en pre´sence de de´sorption, l’analyse des modes instables montre (tout comme
lorsque la de´sorption e´tait possible) que x ∼ −1/2 et t ∼ −2. Toutefois, au contraire de
l’e´chelle ζ ∼  obtenue en pre´sence de de´sorption, l’e´chelle des me´andres est de´sormais
ζ ∼ −1/2. Ceci a un lourd impact sur les termes non line´aires pertinents. En effet, les
termes non line´aires incluent des puissances de ∂xζ ∼ 1, 10 ce qui fait qu’il n’est pas possible
de rejeter les termes non line´aires de plus grandes puissances sous le pre´texte que leur
contribution est ne´gligeable. Le re´sultat est que l’e´quation de´crivant l’e´volution des me´andres
est fortement non line´aire lorsque ceux-ci ont une pente m = ∂xζ dont la valeur absolue est
de l’ordre de l’unite´ [141, 143, 145].
10. En pre´sence de de´sorption, ∂xζ ∼ 3/2, ce qui fait que les termes non line´aires les plus importants sont
ceux contenant les plus petites puissances, donc les termes quadratiques en ∂xζ.
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Lorsque DES = 0, Datt →∞ et Φ = 0, le de´veloppement de ρ et ζ en se´ries de puissances
(demi-entie`res) de  (similairement aux de´veloppements en pre´sence de de´sorption [115])
donne, pour les termes dominants et lorsque la diffusion de ligne est ne´glige´e [141, 145]
∂tζ = −∂xj. (2.15)
Cette e´quation a la forme d’une e´quation conserve´e [146], ce qui n’est pas surprenant puisque
la condition DES = 0 empeˆche les e´changes d’atomes entre les terrasses. Dans l’e´quation
(2.15), j peut eˆtre conside´re´ comme un courant dont l’e´quation est
j =
a2FW 2
2
[
∂xζ
(1 + (∂xζ)2
]
− a2WDc0eqΓ
[
∂xκ
(1 + (∂xζ)2
]
. (2.16)
Lorsque la diffusion de ligne est conside´re´e [116, 143], un terme supple´mentaire s’ajoute a` j
donne´ dans l’e´quation (2.16), de sorte que
j =
a2FW 2
2
[
∂xζ
(1 + (∂xζ)2
]
−
[
a2WDc0eq
(1 + (∂xζ)2
+
Dedgea√
1 + (∂xζ)2
]
Γ∂xκ. (2.17)
L’application nume´rique et l’e´tude analytique de l’e´quation (2.15) incluant ou non la
diffusion de ligne [143, 145, 147] montrent que le mode le plus instable (k = kmax) s’e´tablit
rapidement et qu’il n’y a pas de coarsening — c’est-a`-dire pas d’augmentation de la longueur
d’onde des me´andres avec le temps — que l’amplitude des me´andres croˆıt suivant t1/2, qu’ils
s’aiguisent avec le temps (pente de plus en plus prononce´e) tout en montrant des plateaux,
et qu’ils sont syme´triques — c’est-a`-dire que les saillies et les valle´es sont syme´triques par
rapport a` la position moyenne de la marche [143]. Ces caracte´ristiques sont illustre´es sur la
figure 2.15 et ont e´te´ confirme´es par des simulations de l’e´quation de diffusion des atomes
[148] et de PP [111]. Le portrait est tre`s similaire lorsque DES et Datt sont quelconques [143].
Lorsque les termes d’ordre suivant le terme dominant sont inclus dans la se´rie de puissance
[116], les re´sultats pre´ce´dents sont encore valides outre la syme´trie entre les saillies et les
valle´es qui est alors brise´e [143].
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Figure 2.15 E´volution des me´andres pour une diffusion isotrope lorsque les e´quations (2.15) et
(2.17) sont applique´es. (A) Les me´andres sont syme´triques par rapport a` la position moyenne,
pre´sentent des plateaux (illustre´ par l’agrandissement d’un me´andre dans le coin droit) et des
portions ou` la pente est de plus en plus prononce´e, ne montrent pas de coarsening et (B) leur
amplitude croˆıt suivant t1/2. Cette figure est issue de la re´fe´rence [127].
Les e´quations (2.16) et (2.17) donnant le courant j de l’e´quation (2.15) ont e´te´ obtenues
en supposant que les me´andres ont une pente qui est de l’ordre de l’unite´. Lorsqu’on relaxe
cette condition, il est possible d’obtenir une e´quation plus faiblement non line´aire [149]. Cette
e´quation est de la forme
∂tζ = −C1∂xxζ − C2∂xxxxζ + C3∂xx (∂xζ)2 . (2.18)
En re´gime permanent, cette e´quation a pour solution des paraboles. L’application nume´rique
montre d’ailleurs que les me´andres e´voluent en suivant une tendance parabolique, que leur
amplitude croˆıt suivant t1, que w ∼ t1/2 et que le coarsening n’est pas limite´ dans le temps.
Il est toutefois a` noter que des simulations KMC montrent plutoˆt que w ∼ t1 [96].
Il est donc clair que l’e´volution des me´andres se fait de fac¸on non line´aire. Toutefois,
il est tre`s difficile de pre´dire en tout temps l’e´volution de ces me´andres, c’est-a`-dire le
passage du re´gime line´aire aux re´gimes non line´aire et fortement non line´aire. Dans une
e´tude nume´rique ou` les parame`tres de simulation ont e´te´ adapte´s pour modifier le ratio
λmax/W , trois tendances diffe´rentes ont e´te´ observe´es [148]. (i) Lorsque λmax > W le mode`le
hautement non line´aire paraˆıt valide avec des me´andres qui montrent des plateaux et qui
semblent croˆıtre inde´finiment avec t [figure 2.16(A)]. (ii) Lorsque λmax ' W , les me´andres
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semblent croˆıtre inde´finiment avec t et la portion en valle´e prend la forme d’un champignon,
la base se re´tre´cissant de plus en plus jusqu’a` ce que les parois se rejoignent, laissant un ıˆlot
vacant [figures 2.16(B)-2.16(C)]. (iii) Lorsque λmax < W , les me´andres ont une forme plus
re´gulie`re (presque parabolique) et leur amplitude semble saturer avec t [figure 2.16(D)].
Figure 2.16 E´volution des me´andres en fonction de la largeur des marches. Les me´andres (A)
montrent des plateaux, (B) et (C) se pincent et peuvent mener a` la formation d’ˆılots vacants
et (D) adoptent une forme constante en re´gime permanent. Dans tous les cas, les me´andres
sont asyme´triques par rapport a` la position moyenne de la marche (l’avancement se fait vers
le haut de la figure). Cette figure est issue de la re´fe´rence [148].
Il sera question des ıˆlots vacants de fac¸on plus de´taille´e dans la section 2.2.4.
Anisotropie a` la bordure des marches
Lorsqu’on inclut l’anisotropie en bordure des marches via Γ (ou de fac¸on e´quivalente γ˜)
ou Dedge, les me´andres ne suivent plus ne´cessairement les tendances de´crites a` la section
pre´ce´dente. En effet, lorsque Γ = Γ(θ) et Dedge = Dedge(θ), l’e´quation (2.17) est le´ge`rement
39
change´e par le fait que Γ∂xκ devient ∂x(Γκ) [127, 128].
Ce changement, bien que mineur en apparence, a des conse´quences tre`s importantes sur
l’e´volution des me´andres. En effet, contrairement a` l’e´tablissement rapide et au maintien de
la longueur d’onde du mode dominant lorsqu’il n’y a pas d’anisotropie, la pre´sence d’une
anisotropie a` la bordure des ıˆlots montre qu’il peut y avoir une instabilite´ de coarsening
suivant l’apparition de me´andres a` la longueur d’onde λmax. Pour e´tudier l’anisotropie de
Dedge et Γ, la forme suivante peut eˆtre adopte´e [127, 128]
Γ(θ) = Γref
{
1 + εΓ cos
[
4 (θ − θΓ)
]}
et
Dedge(θ) = Dedge,ref
{
1 + εedge cos
[
4 (θ − θedge)
]}
. (2.19)
Une forme similaire d’anisotropie a aussi e´te´ propose´e pour Γ dans la re´fe´rence [130]. Dans
l’e´quation (2.19), θ = 0 donne la direction paralle`le a` l’orientation moyenne des marches,
εΓ et εedge caracte´risent l’ampleur de l’anisotropie, et θΓ et θedge donnent l’angle θ auquel
Γ et Dedge sont maximaux.
11 La forme de l’e´quation (2.19) fait en sorte que l’anisotropie
est pe´riodique avec une pe´riode de pi/4 tel qu’illustre´ sur la figure 2.17. Pour simplifier la
notation, θmax = θΓ + npi/4 (θmax = θedge + npi/4) — avec n entier — de´notera les directions
ou` Γ (Dedge) est maximum.
Figure 2.17 Formes de l’anisotropie de Γ(θ) et Dedge(θ) donne´es dans l’e´quation (2.19) pour
(A) θmax = 0 et (B) θmax = pi/4. Les diffe´rentes courbes correspondent a` diffe´rentes valeurs
de εΓ ou εedge. Cette figure est issue de la re´fe´rence [127].
11. On suppose ici que 0 ≤ εΓ, εedge ≤ 1, sans quoi θΓ et θedge sont des directions ou` le profil d’anisotropie
est minimal.
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Lorsque θmax = pi/4 pour Dedge ou Γ, des solutions stationnaires sont possibles pour des
longueurs d’onde supe´rieures a` λcut. En particulier, si λ˜ est la valeur maximale de la longueur
d’onde de ces e´tats stationnaires et que λ˜ > λmax, le phe´nome`ne de coarsening se produit
alors que la longueur d’onde des me´andres e´volue de λmax a` λ˜, apre`s quoi la longueur d’onde
reste fixe. Ce coarsening peut alors eˆtre qualifie´ d’interrompu. D’autre part, l’amplitude des
me´andres croˆıt suivant la tendance t1/2 [127, 128, 150]. Ces caracte´ristiques sont illustre´es
sur la figure 2.18.
Figure 2.18 E´volution d’un me´andre en pre´sence d’anisotropie de Dedge(θ) telle que de´crite
par l’e´quation (2.19) avec θedge = pi/4 et εedge =0,92. (A) Le meˆme me´andre (donne´ en unite´s
de a) est illustre´ a` diffe´rents instants alors que le temps progresse vers le haut de la figure
et que l’amplitude du me´andre a` e´te´ mise a` l’e´chelle. (B) E´volution de l’amplitude et de la
longueur d’onde du me´andre dans le temps. Cette figure est issue de la re´fe´rence [127].
La figure 2.18 a e´te´ obtenue lorsque l’anisotropie de Dedge est prononce´e (car εedge est
pre`s de 1). La figure 2.18(B) permet de constater qu’il y a du coarsening interrompu alors
que les me´andres adoptent d’abord la longueur d’onde λmax avant d’e´voluer vers λ˜.
Lorsque θmax = 0 pour Dedge ou Γ, le phe´nome`ne de coarsening n’est pas observe´. Cette
diffe´rence entre les deux profils d’anisotropie vient du fait qu’il y a compe´tition entre i) la
diffusion de surface et ii) l’anisotropie de Dedge et Γ. En effet, i) tend a` faire augmenter
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l’amplitude des me´andres et donc la pente de ceux-ci, alors que ii) tend a` faire apparaˆıtre
les facettes correspondant aux directions ou` Γ est maximale. Lorsque θmax = 0, les deux
phe´nome`nes sont cohe´rents (en ce sens que les facettes les plus favorables sont aussi celles
qui apparaissent lorsque la pente des me´andres augmente), ce qui fait qu’il n’y a pas de
diffe´rence significative avec la situation isotrope. D’autre part, lorsque θmax = pi/4, les deux
phe´nome`nes sont oppose´s. Par conse´quent, l’amplitude des me´andres peut augmenter si deux
ventres voisins se combinent pour n’en former qu’un seul, augmentant par le fait meˆme la
longueur d’onde du me´andre [28, 127]. Cette explication simple est pre´sente´e dans la figure
2.19).
Figure 2.19 Explication simple de l’effet de l’orientation de la marche sur le phe´nome`ne de
coarsening duˆ a` l’anisotropie de la diffusion ou de la tension de ligne. En (A), θmax = pi/4 et
en (B), θmax = 0. Voir le texte pour plus de de´tails. Cette figure est tire´e de la re´fe´rence [127].
Lorsque θmax = pi/4, la compe´tition entre l’e´largissement de la base des me´andres
et l’augmentation de leur amplitude est similaire a` celle observe´e lors de l’apparition de
monticules sur une surface singulie`re. En effet, pour ces monticules, il y a compe´tition entre
la tendance a` l’e´largissement de leur base (coarsening) et l’augmentation de leur amplitude
(steepening). Il est alors observe´ que les deux phe´nome`nes ont cours en meˆme temps [151].
En pre´sence d’anisotropie a` la bordure des marches, les me´andres peuvent aussi pre´senter
un de´placement late´ral (le long de la bordure des marches) observe´ seulement lorsque les
termes suivant les termes dominants sont conside´re´s dans le de´veloppement en se´rie de
puissance demi-entie`re de  [127, 128] (voir les e´quations (2.15), (2.16) et (2.17) obtenues en
l’absence d’anisotropie).
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Conside´rant le fait qu’en raison, entre autres, de me´canismes d’e´change, certaines surfaces
de me´tal fcc(0,0,1) pre´sentent une anisotropie de DES et Datt en fonction de θ [3, 152] — ou`
DES peut eˆtre supe´rieur a` Datt — il devient inte´ressant d’e´tudier l’impact de cette anisotropie.
Une telle e´tude montre que l’amplitude des me´andres ne suit plus la tendance t1/2 [127].
Anisotropie de diffusion de surface
Pour de´crire l’anisotropie de diffusion de surface, il faut remplacer le coefficient de diffusion
D par un tenseur, 12
D =
[
D11 D12
D21 D22
]
.
Dans un tel cas, D∇2ρ dans l’e´quation de diffusion des atomes doit eˆtre remplace´ par
~∇ · D~∇ρ. Il est possible de montrer que les e´quations pre´sente´es pre´ce´demment sont encore
valides dans la mesure ou` un changement de variables line´aire approprie´ est effectue´ pour x et
z. En raison de ce changement de variables, les me´andres peuvent adopter une configuration
incline´e (si l’orientation selon laquelle D est maximum n’est pas paralle`le ou perpendiculaire
a` l’orientation moyenne de la marche, ou de fac¸on e´quivalente lorsque D12, D21 6= 0). Pour
D0 =
√
D11D22 −D12D21 constant, l’augmentation du coefficient de diffusion paralle`lement
a` la position moyenne de la marche (augmentation de D11 par rapport a` D22) favorise
l’apparition des me´andres et il y a du coarsening interrompu alors que dans la situation
contraire (D22 augmente par rapport a` D11), les me´andres sont de´favorise´ et le phe´nome`ne
de coarsening s’atte´nue [127, 150].
Anisotropie de diffusion entre les terrasses voisines
Certaines surfaces vicinales pre´sentent des terrasses dont les proprie´te´s sont en alternance.
C’est le cas de la surface vicinale Si(0 0 1) avec des reconstructions [2×1] et [1×2] en alternance
d’une terrasse a` l’autre tel que pre´sente´ sur la figure 2.20.
12. Il est montre´ en annexe D que lorsque la diffusion peut eˆtre de´crite pas deux axes principaux, D12 = D21.
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Figure 2.20 Surface vicinale Si(0 0 1) [2×1] avec les deux types de marches SA et SB [153]
de´limite´es par des terrasses ayant des reconstructions [2×1] et [1×2] en alternance. Cette
figure provient de la re´fe´rence [154].
Sur de telles surfaces, le coefficient de diffusion varie d’une terrasse a` l’autre et les
simulations KMC [101] tout comme les observations expe´rimentales [155–157] semblent
montrer des me´andres (voir la figure 2.21). L’e´tude the´orique de cette situation montre que
des me´andres peuvent apparaˆıtre, meˆme en absence d’une barrie`re ES et que ces me´andres
suivent l’e´quation faiblement non line´aire (2.18) [158]. L’anisotropie de diffusion sur deux
terrasses voisines remplace alors l’anisotropie de l’attachement a` une marche ascendante ou
descendante, alors que les atomes n’arrivent pas a` franchir la marche aussi aise´ment de part
et d’autre de celle-ci [158].
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Figure 2.21 Instabilite´ de me´andres observe´e lors de la croissance sur une surface vicinale
de Si(0 0 1) [2×1] avec des marches perpendiculaires a` la direction [1 0 0]. Les me´andres,
de´ja` pre´sents a` 450˚ C, adoptent une forme triangulaire a` 490˚ C avant de se transformer en
valle´es et saillies s’e´talant sur plusieurs marches a` 550˚ C. Dans le bas de chaque figure, la
transforme´e de Fourier (fast Fourier transform) permet de voir apparaˆıtre la pe´riodicite´ des
me´andres paralle`lement aux marches lorsque la tempe´rature croˆıt. Cette figure est tire´e de la
re´fe´rence [155].
Interaction e´lastique des marches
Puisque l’amplitude des me´andres augmente dans le temps, la distance minimale entre les
marches voisines diminue avec le temps. Comme la pente des me´andres est ∂xζ, la distance
minimale entre deux me´andres en phase est [143]
W⊥ =
W
1 + (∂x)2
.
Cette distance minimale est illustre´e sur la figure 2.22.
Figure 2.22 Distance minimale W⊥ entre deux me´andres en phase se´pare´s d’une distance W
dans la direction de progression des me´andres. Plus la pente locale des me´andres augmente,
plus W⊥ diminue.
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Tel que mentionne´ pre´ce´demment, l’e´nergie d’interaction par unite´ de longueur (U) entre
deux marches voisines varie en W−2. Plus pre´cise´ment, U = A/W 2, ce qui fait que l’e´nergie
e´lastique totale d’interaction entre deux me´andres en phase se´pare´s d’une distance minimale
W⊥ est, pour L→∞
Fel =
∫ ∞
−∞
A
W 2⊥
ds,
ou` ds est un e´le´ment de longueur infinite´simal le long du me´andre de sorte que
ds =
√
dx2 + dζ2 =
√
1 + (∂xζ)
2dx.
Ainsi,
Fel = A
W 2
∫ ∞
−∞
[
1 + (∂xζ)
2
]3/2
dx.
Ceci permet d’inclure l’effet de l’interaction e´lastique entre les marches par l’ajout de termes
dans l’e´quation (2.15) par le biais du potentiel chimique µ = a2γκ auquel doit eˆtre ajoute´ le
terme [159]
µel =
3a2Aκ [1 + 2 (∂xζ)2]
W 2⊥
. (2.20)
Alors que l’e´volution de l’amplitude des me´andres suivant t1/2 demeure la meˆme qu’en
l’absence d’interaction entre les marches, le phe´nome`ne de coarsening est de´sormais e´vident.
Ainsi, la longueur d’onde des me´andres augmente progressivement suivant tα, ou` α est un
exposant qui de´pend entre autres de l’importance de la diffusion de ligne [159] par rapport a`
la diffusion de surface. Cet exposant varie entre 1/4 et 1/6 lorsque Dedge/aDρ
0
eqW passe de 0
a` +∞ [159, 160]. De meˆme, W⊥ ∼ tα−1/2, ce qui signifie que meˆme en pre´sence de re´pulsion
e´lastique entre les marches, celles-ci tendent a` se rapprocher si l’on conside`re la plus petite
distance qui les se´pare W⊥ et non pas la distance dans la direction de l’avancement des
marches W .
Lorsque l’anisotropie en bordure des marches — qui menait a` un phe´nome`ne de coarsening
interrompu — est conside´re´e en meˆme temps qu’une interaction e´lastique entre les marches,
l’interaction e´lastique domine en ce sens que le phe´nome`ne de coarsening se poursuit
inde´finiment [127] tel qu’illustre´ sur la figure 2.23.
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Figure 2.23 E´volution d’un me´andre dans un re´gime d’agre´gation irre´versible en pre´sence
d’anisotropie de Dedge(θ) telle que de´crite par l’e´quation (2.19) — avec θedge = pi/4 et
εedge =0,5 — et d’interaction e´lastique entre les marches voisines conside´re´e dans l’e´quation
(2.20) — avec A = ΓrefkBTW 2/30a2. (A) Le meˆme me´andre (donne´ en unite´s de a) est illustre´
a` diffe´rents instants alors que le temps progresse vers le haut de la figure et que l’amplitude
du me´andre a` e´te´ mise a` l’e´chelle. (B) E´volution de la longueur d’onde du me´andre. Cette
figure est issue de la re´fe´rence [127].
Dans la figure 2.23(B), la longueur d’onde des me´andres a e´te´ normalise´e par rapport
a` la longueur d’onde du mode le plus instable (λmax). La courbe repre´sente les e´tats
stationnaires calcule´s the´oriquement alors que les donne´es avec barres d’erreurs ont e´te´
tire´es de simulations. L’axe des abscisses est la pente maximale du me´andre. Puisque cette
amplitude croˆıt avec le temps, cette figure illustre que les me´andres pre´sentent un phe´nome`ne
de coarsening continu, visible par la discontinuite´ de la courbe the´orique lorsque mmax → 1.
2.2.3 Instabilite´ de me´andres pour un courant anisotrope en
bordure des marches
Les de´veloppements pre´ce´dents conside`rent que le courant atomique qui de´stabilise la
surface a une composante perpendiculaire et paralle`le aux marches (premier et second
termes de droite de l’e´quation (C.6) de l’annexe C, respectivement). Toutefois, le courant
paralle`le aux marches est conside´re´ isotrope de telle sorte que le coefficient de diffusion n’est
pas de´pendant de la configuration locale de la marche qui comporte des crans (kinks). Par
analogie a` la barrie`re ES pre´sente pour les marches descendantes d’une surface vicinale, il est
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possible de concevoir qu’une barrie`re (nomme´e KES pour kink ES) s’applique pour la portion
descendante des crans, ce qui pourrait de´stabiliser les marches. Par ailleurs, lorsqu’un atome
s’attache a` une marche, cet e´ve´nement peut eˆtre conside´re´ comme une germination de ligne
qui peut mener a` une germination de crans. Une premie`re e´tape dans l’e´tude de l’impact des
crans sur l’instabilite´ de me´andres a e´te´ re´alise´e par Ale˘ıner et Suris [161] qui conside`rent que
le nombre de crans est constant et suit une distribution uniforme sur une marche donne´e. Ces
auteurs de´montrent qu’au-dessus d’une distance minimale de se´paration, les crans stabilisent
les marches en s’opposant a` l’apparition des me´andres. Cette stabilite´ est due a` l’asyme´trie
d’incorporation des atomes qui s’attachent plus facilement a` un cran qu’a` tout autre site.
Les sections suivantes conside`rent l’impact des contributions hors e´quilibre du courant en
bordure des marches sur l’instabilite´ de me´andres en pre´sence ou non d’une barrie`re KES.
Pour distinguer les instabilite´s de me´andres qui sont dues au phe´nome`ne de´crit par Bales
et Zangwill [58] de celles dues a` un diffusion de ligne hors e´quilibre, les instabilite´s seront
qualifie´es par leur type : BZ (pour Bales et Zangwill), KESE (pour diffusion hors e´quilibre en
bordure des marches avec barrie`re KES) ou NKESE (pour diffusion hors e´quilibre en bordure
des marches sans barrie`re KES).
Instabilite´ de me´andres en pre´sence d’une barrie`re ES pour les crans
La meˆme asyme´trie de courant sur les terrasses (due au fait que DES < Datt) qui est
responsable de l’apparition des me´andres a aussi comme effet de stabiliser les surfaces
vicinales par rapport a` la mise en paquet des marches (step bunching) en situation de
croissance [54]. Une fac¸on simple de constater cet effet stabilisant est de prendre le cas limite
DES = 0. Dans un tel cas, tous les atomes qui s’attachent a` une marche le font sur la marche
ascendante (et non sur la marche descendante). Si le flux est uniforme, le nombre d’atomes
par unite´ de temps qui s’attachent a` une marche ascendante en re´gime permanent est
proportionnel a` la taille de la terrasse (W ) au bas de la marche. Ceci signifie que la marche
en amont croˆıt d’autant plus rapidement que la marche en aval est grande, ce qui fait que la
taille moyenne des terrasses a tendance a` s’uniformiser au fil du temps. De la meˆme manie`re,
cette asyme´trie fait aussi en sorte que les ıˆlots forme´s sur une surface plane sont instables et
croissent en re´gime 3DLBL [162, 163]. Ainsi, si le passage d’une barrie`re descendante n’est
pas favorable, les atomes de´pose´s sur le dessus d’un ıˆlot peuvent devenir assez nombreux
pour germer et faire croˆıtre l’ˆılot originel verticalement, suivant quoi la situation se reproduit
pour les atomes de´pose´s au-dessus du second ıˆlot, tel qu’observe´ expe´rimentalement pour la
croissance de Pt sur une surface de Pt(1 1 1) (voir la figure 2.24).
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Figure 2.24 Instabilite´ de croissance 3DLBL observe´e par STM pour la croissance de
Pt/Pt(1 1 1). La bordure de la base des ıˆlots contient une moyenne de 212 atomes, ce qui
donne une taille approximative de la surface de 100 nm × 100 nm. Cette figure est tire´e de
la re´fe´rence [164].
Les phe´nome`nes de mise en paquet de marches et de croissance tridimensionnelle
couche par couche, bien qu’en apparence e´trangers a` l’instabilite´ de me´andres sur une
surface vicinale, y sont intimement associe´s de deux fac¸ons. Il est tout d’abord possible
d’observer simultane´ment (i) l’instabilite´ de mise en paquet et (ii) l’instabilite´ de me´andres
[60, 76, 86, 89, 95, 109, 110] ou l’instabilite´ de croissance tridimensionnelle couche par couche
et l’instabilite´ de me´andres [79, 91, 165, 166]. Le deuxie`me lien entre ces instabilite´s est plus
subtil. Il convient d’abord de conside´rer une marche individuelle comme e´tant une surface
unidimensionnelle quelconque comportant des terrasses se´pare´es de marches (ascendantes ou
descendantes) que sont les crans. Dans un tel cas, la surface (unidimensionnelle) conside´re´e
est en fait un me´andre. S’il existe une asyme´trie entre le taux de passage d’un cran descendant
et celui d’un cran ascendant, les portions d’un me´andre qui ont des marches du meˆme type
ont tendance a` avoir des crans uniforme´ment espace´s alors que les re´gions comportant deux
crans descendants voisins ont tendance a` augmenter en amplitude par germination de crans
[167]. D’ailleurs, l’e´tude a` l’aide d’un mode`le 1D de l’instabilite´ de croissance 3DLBL permet
de concevoir que ce phe´nome`ne peut eˆtre associe´ a` l’apparition de me´andres sur les marches
d’une surface vicinale [168–172] tel qu’illustre´ sur la figure 2.25.
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Figure 2.25 Simulations 1D de l’instabilite´ de croissance couche par couche d’ˆılots 2D
(l’e´quivalent 2D est l’instabilite´ de croissance 3DLBL) tire´es de la re´fe´rence [171]. h est
la hauteur et x la position sur la surface. Des monticules apparaissent de`s le de´but de la
simulation et persistent au fil du temps (absence de coarsening) puisque la barrie`re ES est
infinie.
Par conse´quent, une instabilite´ de me´andres due a` la diffusion de ligne hors-e´quilibre
pourrait se produire si (i) les atomes en bordure des marches ne peuvent s’attacher aise´ment
a` un cran descendant et que (ii) la germination de crans est suffisamment fre´quente pour
conserver, voire amplifier, la perturbation de la marche tel qu’illustre´ a` la figure 2.26.
Une autre fac¸on de comprendre les causes de cette instabilite´ est de remarquer que comme
les atomes se de´tachent difficilement d’un cran, un tel site est absorbant, contrairement
a` un site voisin d’un cran descendant qui est plutoˆt re´flecteur [173]. Ceci signifie qu’il y
a un courant d’atome net de type ascendant (uphill). Il a e´te´ de´montre´ qu’un courant
ascendant sur une surface vicinale peut de´stabiliser celle-ci en favorisant une certaine pente
m = ∆h/W , ou` ∆h est la hauteur d’une marche [163, 174–177]. En conside´rant qu’une
marche est comme une surface vicinale en une dimension, un courant ascendant devrait aussi
favoriser l’apparition d’une pente particulie`re, et donc donner place a` des me´andres re´guliers.
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Figure 2.26 Illustration de l’instabilite´ de me´andres de type KESE pour une marche ferme´e.
En (A), le courant d’atomes le long de la marche est asyme´trique en raison de la barrie`re
KES. Il y a aussi un courant supple´mentaire provenant de la terrasse (courant de germination
de crans). Apre`s un certain temps, la marche illustre´e en (A) [et reproduite en pointille´s en
(B)] pourrait prendre l’allure de celle illustre´e en (B).
Pour aller plus loin dans l’analyse, il convient d’introduire trois longueurs caracte´ristiques.
(i) La premie`re est la longueur KES (`KES) qui donne une indication du comportement d’un
atome qui diffuse en bordure d’une marche. Pour une marche de largeur wedge entre un cran
ascendant et un cran descendant, la majorite´ des atomes s’attachant a` la marche diffuseront
jusqu’au cran ascendant si wedge < `KES. Plus `KES augmente, plus nombreux sont les atomes
qui diffusent en direction de la marche descendante, le cas limite (lorsque wedge → ∞) e´tant
que la moitie´ des atomes atteigne chaque cran. Cette longueur KES de´termine alors si les
atomes ont de la difficulte´ a` s’attacher a` la marche descendante, ce qui favorise l’apparition de
l’instabilite´ de me´andres de type KESE. (ii) La deuxie`me est la longueur de germination pour
un mode`le 1D (`n) [167] qui donne la distance typique entre deux germes. Cette longueur
permet de de´terminer si de nombreux crans germeront pour ainsi favoriser l’apparition de
me´andres. (iii) La troisie`me est la longueur de diffusion unidimensionnelle (`d) qui est la
distance typique sur laquelle un atome diffuse sur une surface singulie`re avant de germer. 13
Bien que `d ne soit pas directement associe´e a` la longueur d’onde des me´andres de l’instabilite´
KESE, cette longueur caracte´ristique est intimement associe´e a` `KES et `n tel que pre´sente´
plus loin.
13. `n et `d sont toutes les deux des distances de diffusion avant qu’une germination se produise. La
distinction est seulement due a` la nature de la surface conside´re´e. Sur une surface singulie`re, on parle de
`d (`n = `d) alors que sur toute autre surface, il est question de `n (`n n’est pas ne´cessairement e´gale a` `d).
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La longueur KES est [178]
`KES = a
(
Dedge
DKES
− 1
)
,
alors que le terme −1 est parfois omis, ce qui est sans impact en pre´sence d’une forte barrie`re
KES (DKES  Dedge). Il est a` noter que `KES est l’analogue unidimensionnel de la longueur
ES, soit LES = a[(D/DES)− 1], de´finie pour une surface bidimensionnelle.
La longueur `n varie en fonction de la densite´ d’atomes et donc des conditions aux frontie`res
des marches [53]. Pour une surface vicinale, `n peut eˆtre trouve´e a` l’aide d’une e´quation
implicite [172]
`5n + 4`KES`
4
n − `4d (`n + `KES) = 0. (2.21)
Cette e´quation montre que `n de´croˆıt de `d a` `d/
√
2 lorsque `KES passe de 0 a` +∞.
Une autre e´quation implicite est parfois utilise´e pour `n, soit [167]
`4n + 6`KES`
3
n = 12
Dedge
FW
. (2.22)
Toutefois, cette e´quation est valide pour une terrasse borde´e par deux marches descendantes
[172, 178].
Si le de´tachement est ne´gligeable, `d peut s’exprimer comme [53]
`d '
(
Dedge
FW
)1/4
, (2.23)
L’e´quation (2.23) est valide pour un re´gime SF avec une barrie`re ES infinie. Dans de telles
conditions, le nombre d’atomes de´pose´s sur une terrasse par unite´ de temps est e´gal au
nombre d’atomes qui s’attachent a` la marche en amont par unite´ de temps, ce qui explique
la pre´sence du terme W dans l’e´quation. Cette meˆme relation peut eˆtre retrouve´e a` partir de
l’e´quation (2.22). En effet, en posant `n = `d (valide pour une surface singulie`re) et `KES → 0,
l’e´quation (2.23) est retrouve´e a` une constante pre`s.
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Lorsque le de´tachement n’est pas ne´gligeable, la taille critique des ıˆlots varie, ce qui fait
que `d 6= `n [179]. De plus la probabilite´ de rencontrer un autre atome est modifie´e car les
atomes peuvent quitter la marche et se rattacher. Dans un tel cas, une estimation de `n donne
[96]
`n ' 1
x˜s
√
Dedgea
FW
,
ou` x˜s est la distance que parcourt un atome en bordure d’une marche avant de se de´tacher.
Cette distance est l’e´quivalent 1D de la longueur de de´sorption xs en 2D et a pour borne
infe´rieure [96]
x˜mins = a
√
Dedge
Ddet
.
Il est de´sormais possible de distinguer deux re´gimes KESE. Dans le re´gime KESE fort —
tel que `KES  `n — la longueur d’onde de l’instabilite´ de me´andres de type KESE est
λ ' `n.
Dans le re´gime KESE faible — tel que `KES  `n — si le de´tachement des atomes est
ne´gligeable, la longueur d’onde de l’instabilite´ est plutoˆt [96, 167, 178]
λ '
√
`3n
`KES
.
Si le de´tachement n’est pas ne´gligeable et que le re´gime est KESE faible (x˜s  `KES  `n)
[96],
λ ' `
2
n
x˜s
.
Bien que d’autres estimations de la longueur d’onde de l’instabilite´ de me´andres de type
KESE soient possibles [61], le re´sultat ge´ne´ral a` retenir est que [96]
λ ∼ Fα. (2.24)
Des analyses the´oriques pre´disent, pour l’e´quation (2.24), qu’en pre´sence d’une forte
barrie`re ES (`KES & `n), α = −1/4 [180] alors qu’en pre´sence d’une faible barrie`re ES
(`KES < `n), α = −3/8 [178]. Il convient ici de rappeler que l’e´quation (2.14) pour les
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me´andres de type BZ donne α = −1/2 dans la mesure ou` ρ0eq n’a pas une forte de´pendance
par rapport a` F . Ceci est le cas dans un re´gime d’agre´gation fortement re´versible ou avec les
conditions d’attachment asyme´trique ge´ne´ralement conside´re´es : Datt →∞ et DES = 0. Il est
alors possible de discerner quel type d’instabilite´ a cours pour une surface donne´e dans des
conditions de croissance donne´es.
Des simulations KMC base´es sur un mode`le simpliste ou` les barrie`res ES et KES sont
infinies ont montre´ que des me´andres tre`s prononce´s sont observe´s [181]. Dans des simulations
KMC plus re´alistes utilisant un mode`le base´ sur le nombre de liens entre voisins (bond
counting model), Kallunki et Krug ont montre´ qu’il e´tait possible d’activer alternativement
l’instabilite´ de me´andres sur une surface vicinale de type BZ et de type KESE en modifiant
l’e´nergie requise pour qu’un atome en bordure d’une marche passe d’un site avec ni plus
proches voisins a` un site avec nf < ni plus proches voisins dans le plan de la terrasse [96]. De
telles simulations sont pre´sente´es a` la figure 2.27.
Dans la figure 2.27, la tendance suivie par la longueur d’onde est caracte´rise´e par
α = −0,47 ± 0,06 pour l’instabilite´ de me´andres de type BZ et α = −0,27 ± 0,05 pour celle
de type KESE [61, 96]. Expe´rimentalement les me´andres obtenus pour les surfaces vicinales
Cu(1 1 17) sont caracte´rise´s par α = −0,21 [51], re´sultat reproduit par simulation KMC
(α = -0,23± 0,03) [99]. D’ailleurs, les simulations KMC pour les conditions typiques de
croissance du Cu(1 1 m), ou` m est un entier, montrent que l’instabilite´ est de type KESE
plutoˆt que de type BZ et que cette situation pourrait s’appliquer pour plusieurs autres
surfaces me´talliques cubiques faces centre´es (0 0 1) vicinales [99]. De telles surfaces vicinales
pre´sentent des marches compactes (ou ferme´es) favorables a` l’apparition de l’instabilite´ de
type KESE. Comme la germination de cran requiert qu’un atome de la terrasse s’attache a`
la marche a` un endroit exempt de cran, sans quoi aucun cran n’est cre´e´, ce type d’instabilite´
n’est observable que lorsque la densite´ de crans est faible pour l’orientation moyenne de
la marche, soit pour des marches ferme´es. 14 Cette situation pre´dite the´oriquement par
une analyse des courants atomiques en bordure des marches [167] a e´te´ confirme´e par des
simulations KMC [99], tel qu’observe´ sur la figure 2.28.
14. Il faut aussi que la croissance se fasse a` relativement basse tempe´rature, sans quoi la rugosite´ thermique
augmente la densite´ de crans des marches ferme´es.
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Figure 2.27 Observation de l’instabilite´ de me´andres de types (A) BZ et (B) KESE par
simulation KMC pour une surface vicinale contenant 20 marches de largeur W = 6. Seulement
une portion de 120 × 500 (en unite´s normalise´es) des surfaces de 120 × 1000 est pre´sente´e.
(C) Longueur d’onde des me´andres pour les instabilite´s de me´andres de types BZ et KESE.
Les courbes en trait plein et en pointille´s illustrent la longueur d’onde de l’instabilite´ de BZ
soit λmax = 2pi/kmax = 2pi
√
2/kcut [e´quation (2.14)] alors que la courbe tirete´e pre´sente la
longueur KES [e´quation (2.23) a` une constante multiplicative pre`s]. Ces figures sont issues de
la re´fe´rence [61].
Outre la densite´ de crans, la nature de la diffusion qui diffe`re entre les marches ouvertes
et ferme´es explique que l’instabilite´ de me´andres de type KESE est observe´e pour les marches
ferme´es et non pour les marches ouvertes sur la figure 2.28. En effet, pour re´duire l’amplitude
d’un me´andre d’une marche ferme´e, les atome doivent franchir une barrie`re KES. Pour une
marche ouverte, la diminution de l’amplitude d’un me´andre se fait par diffusion de ligne
[99, 177]. Cette situation est illustre´e sur la figure 2.29. D’ailleurs, les re´sultats de simulations
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pre´sente´s sur la figure 2.28 conside´raient que l’e´nergie d’activation pour franchir une barrie`re
KES e´tait le double de celle d’une diffusion de ligne, tel que pre´dit pour le Cu(0 0 1) [99].
Figure 2.28 Effet de l’orientation de la marche sur l’instabilite´ de me´andres de type KESE
tel qu’observe´ par simulations KMC d’une surface Cu(0 0 1) dans la re´fe´rence [99]. (A-B)
Portion des me´andres observe´s pour une marche paralle`le (A) et (B) a` la direction [1 1 0]
(marche ferme´e) et (C) a` la direction [1 0 0] (marche ouverte). Chaque courbe d’une sous-figure
repre´sente le meˆme me´andre a` des instants diffe´rents, le temps augmentant vers le haut de la
figure. Les parame`tres de simulation sont F = 6×10−3 ML/s, T = 240 K, et θ =1,0, 5,0 et 4,0
pour les simulations (A), (B) et (C), respectivement.
Contrairement aux instabilite´s de type BZ qui sont dues a` un courant entre les marches
voisines, ce qui fait que les me´andres ont tendance a` eˆtre en phase tel que vu pre´ce´demment,
les instabilite´s de type KESE sont dues a` un effet local a` chaque marche, ce qui fait que tous
les de´calages (en x) des me´andres des paires de marches voisines sont possibles, du moins
au de´but de la croissance [96, 182] [voir les figures 2.27(A)-2.27(B)]. L’e´volution en phase
est toutefois observe´e apre`s un certain temps dans la plupart des cas [96, 99, 182]. Lorsque
les deux types d’instabilite´s sont conside´re´s simultane´ment dans un mode`le (en ajoutant un
courant supple´mentaire duˆ a` la germination de cran a` l’e´quation (2.5)), il est observe´ par
simulations nume´riques que les me´andres de la surface Cu(0 2 24) sont en phase alors que
ceux de la surface Cu(1 1 17) pre´sentent des de´fauts de phase, c’est-a`-dire que des portions
de la surface sont en phase alors que d’autres ont une phase variable (voir la figure 2.9)
[183]. Ceci est en accord avec les observations expe´rimentales [51]. Il est a` noter que dans
le mode`le utilise´ par Emmerich [183], pour de´crire la croissance des surfaces Cu(1 1 17) et
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Cu(0 2 24), l’interaction entropique des marches — soit le fait qu’une marche en amont ne
puisse de´passer une marche en aval — a aussi e´te´ conside´re´e via le potentiel chimique. De
surcroˆıt, cet auteur a inclus l’anisotropie de la tension de ligne de l’e´quation (2.19) a` son
mode`le, fixant θΓ de telle sorte que la direction de tension de ligne minimale se trouve pour
la direction 〈1 3 0〉 [184]. Ceci permet de constater que l’interaction entropique s’oppose a`
l’apparition de me´andres et que ce phe´nome`ne n’est pertinent que lorsque W . `KES [183].
Figure 2.29 Pour une marche (A) ferme´e [1 1 0] et (B) ouverte [1 0 0] sur une surface cubique
face centre´e (0 0 1), l’attachement typique d’un atome (illustre´ en blanc) a` une portion de
me´andre (illustre´e en gris). Pour diminuer l’amplitude du me´andre, l’atome blanc doit (A)
passer une barrie`re KES et (B) faire de la diffusion de ligne. Cette figure est inspire´e de la
re´fe´rence [99].
Finalement, l’e´volution temporelle de w ∼ tβ de l’instabilite´ de me´andres de type KESE
semble eˆtre fortement de´pendante du mode`le utilise´ [99] et les me´andres ne semblent pas
pre´senter de coarsening [182].
Instabilite´ de me´andres en absence d’une barrie`re ES pour les crans
Une instabilite´ de type KESE ne semble pas pouvoir expliquer la tendance observe´e pour
les surfaces vicinales Cu(0 2 24) puisque les marches sont ouvertes et ne permettent donc
pas une germination assez efficace de crans. Contre toute attente, l’instabilite´ de type BZ ne
peut non plus expliquer les re´sultats expe´rimentaux obtenus puisque α = −0,17 [51].
Un autre me´canisme permet d’expliquer une telle tendance [185]. Ainsi, s’il n’existe
pas de barrie`re supple´mentaire pour le passage d’un cran descendant, la diffusion le long
d’une marche se fait isotropiquement entre les crans. Pour une marche ferme´e, le courant
paralle`le a` l’orientation moyenne de la marche est donc nul, contrairement au courant
perpendiculairement a` cette orientation moyenne. En effet, lorsqu’un atome s’attache a` un
cran descendant, il y a mouvement d’un atome perpendiculairement a` l’orientation moyenne
de la marche. Ceci cre´e donc un courant d’atome dans cette direction. Si le de´tachement
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d’un atome a` un cran se fait a` un tre`s faible taux, aucun courant dans la direction oppose´e
ne vient contrebalancer le premier courant, ce qui fait que la surface est de´stabilise´e
tel qu’illustre´ sur la figure 2.30(A)-2.30(C). Ainsi, en (A), un flux net d’atomes (fle`ches
verticales) est en direction de la marche. Comme les atomes en bordure de la marche diffusent
de fac¸on isotrope, seul l’attachement a` un cran descendant contribue a` un courant non nul
supple´mentaire tel qu’illustre´ en (B) par les fle`ches en bordure de la marche. Le courant
illustre´ e´tant de type ascendant, l’amplitude du me´andre pourrait croˆıtre tel qu’illustre´ en (C).
Figure 2.30 Illustration de l’instabilite´ de me´andres de type NKESE pour des marches ferme´e
(A) a` (C) et ouverte (D) a` (F). (A), (D) En plus de l’attachement d’atomes provenant de
la terrasse voisine, le courant d’atomes le long de la marche ferme´e est syme´trique en raison
de l’absence d’une barrie`re KES. (B), (E) Il y a alors un courant ascendant net cre´e´ par
l’attachement aux crans descendants. Il y a aussi un courant supple´mentaire provenant de la
terrasse (courant de germination de crans). (C), (F) Allure typique de la marche apre`s un
certain temps alors que la marche initiale est reproduite en pointille´s.
Ce meˆme courant s’applique aussi pour les marches ouvertes tel qu’illustre´ sur la figure
2.30(D)-2.30(F). En (D), le flux net d’atomes (illustre´ par les fle`ches verticales) est combine´
a` une diffusion de ligne isotrope (fle`ches obliques). Lorsqu’un atome s’attache a` un cran, il ne
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peut s’en de´tacher. Ceci explique pourquoi certaines portions de la marche sont illustre´es sans
fle`che oblique. Le courant re´sultant en bordure de la marche est pre´sente´ en (E). Ce courant
net asyme´trique (de type ascendant) me`ne a` l’augmentation de l’amplitude du me´andre tel
qu’illustre´ en (F). Bref, un courant ascendant similaire a` celui observe´ pour l’instabilite´ de
type KESE, favorise l’apparition d’une pente particulie`re pour les me´andres [163, 174–176].
Cette instabilite´ sera qualifie´e du type NKESE.
Cette situation est fondamentalement diffe´rente de celle pre´vue pour l’instabilite´ de
type KESE puisque les marches ouvertes sont aussi instables par rapport a` l’apparition
de me´andres. Des simulations KMC dont les parame`tres ont e´te´ adapte´s pour une surface
vicinale de Cu alors que les barrie`res KES ont e´te´ e´limine´es, montrent que α = −0,20 pour
les marches ferme´es, alors que α = −0,14 pour les marches ouvertes [185], tel qu’illustre´ sur
la figure 2.31. Ces tendances sont cohe´rentes avec les observations expe´rimentales pour le
Cu(1 1 17) (α = −0,21) et le Cu(0 2 24) (α = −0,17) [51]. Les simulations KMC montrent
que lorsqu’une barrie`re KES est applique´e, meˆme faible, les me´andres disparaissent pour les
marches ouvertes [185].
Figure 2.31 E´volution de la longueur d’onde des me´andres en absence d’une barrie`re KES
(instabilite´ de type NKESE) pour des marches ferme´es et ouvertes. Les donne´es proviennent
de simulations KMC. Cette figure est tire´e de la re´fe´rence [185].
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Les me´andres observe´s pour l’instabilite´ de type NKESE ont une longueur d’onde stable et
il ne semble pas y avoir de coarsening pour des temps suffisamment grands. Alors que la source
de l’instabilite´ est claire (pre´sence d’un courant ascendant pour n’importe quelle orientation
moyenne de la marche), le me´canisme qui fixe la longueur d’onde de l’instabilite´ reste inconnu.
Bien que le me´canisme pre´sente´ dans cette section permette de de´crire relativement
bien les re´sultats expe´rimentaux obtenus lors de la croissance des surfaces Cu(1 1 17) et
Cu(0 2 24), ceux-ci ne sont valides que si la barrie`re KES est tre`s petite, ce qui n’est
pas cohe´rent avec des e´tudes faites ulte´rieurement [186]. Bref, il n’existe pas a` ce jour
d’explication satisfaisante des re´sultats expe´rimentaux obtenus pour de telles surfaces de
Cu [51]. Une autre explication possible est la modification de la longueur d’onde due a` la
pre´sence d’impurete´s. En effet, pour des surfaces de Cu(1 1 5) et Cu(1 1 9), la pre´sence
d’oxyge`ne lors de la croissance e´pitaxiale cause l’apparition de monticules, de meˆme que de
facettes en bordure des marches [187]. Des simulations KMC montrent que si cimp = Fimp/F ,
ou` Fimp est le flux de O2, α passe de −0,48 ± 0,02 a` −0,20 ± 0,01 lorsque cimp passe de 0
a` 10 % [98]. D’ailleurs, la pre´sence d’impurete´s permet aussi une meilleure cohe´rence entre
les simulations KMC et les expe´riences sur le Cu(1 1 17) : les simulations sans impurete´
reproduisent les me´andres observe´s expe´rimentalement, mais seules les simulations avec
impurete´s permettent d’observer des monticules tel qu’illustre´ sur la figure 2.32.
Suite aux sce´narios pre´sente´s ci-dessus, il devient clair que d’autres e´tudes seront
ne´cessaires pour e´lucider quel phe´nome`ne est responsable de la valeur de α, particulie`rement
celle observe´e pour les surfaces de Cu(0 2 24).
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Figure 2.32 Topographie de la surface Cu(1 1 17) telle qu’observe´e (A) expe´rimentalement
et par simulation KMC (B) sans et (C) avec des impurete´s de O2. Les simulations ont e´te´
faites pour 800 sites× 800 sites avec les meˆmes parame`tres outre cimp = 3 % en (C). Ces
parame`tres ont e´te´ choisis de telle sorte que la longueur d’ondes des me´andres soit cohe´rente
avec (A) qui a des dimensions approximatives de 350 nm × 350 nm. Un agrandissement des
monticules observe´s en (C) est aussi pre´sente´. Cette figure est issue de la re´fe´rence [98].
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2.2.4 Instabilite´ de me´andres avec formation de monticules et
d’ˆılots vacants
Alors que la croissance e´pitaxiale des surfaces singulie`res (par opposition a` vicinales)
implique ne´cessairement l’apparition de germes il est possible de faire croˆıtre les surfaces
vicinales dans un re´gime SF ou` la germination n’a pas d’effet significatif. En re´gime SF et si
Datt > DES, un courant net d’atomes (j)
15 existe sur la surface [163, 175]. La compre´hension
de cette distinction entre les surfaces singulie`res et vicinales s’explique par la comparaison de
W et de Ln, ou` Ln est la distance moyenne centre a` centre entre deux germes, qui a un impact
sur j. Si W est petit (W  Ln), la plupart des atomes arrivant sur la terrasse s’attacheront
a` la marche ascendante. Il y a donc un courant net j ≥ 0 (j = 0 s’appliquant seulement
lorsque W → 0 alors qu’aucun atome arrive sur la terrasse). Si W croˆıt, j croˆıt aussi car
plus d’atomes sont de´pose´s sur la terrasse. Lorsque W & Ln, des germes apparaissent sur la
terrasse. Ces germes, par syme´trie, captent environ autant d’atomes dans chaque direction,
ce qui fait que leur contribution a` j est nulle. Toutefois, comme ces germes captent une
partie des atomes de´pose´s sur la terrasse, j diminue lorsque W augmente. Pour une surface
singulie`re telle que W →∞, les atomes vont de fac¸on e´quivalente dans toutes les directions,
ce qui fait que j = 0. Le courant maximal se trouve donc pour W ' Ln [175]. Ceci signifie que
les surfaces vicinales pour lesquelles W & Ln sont instables par rapport a` l’apparition d’ˆılots.
En fait, comme la germination est un phe´nome`ne stochastique, des germes apparaissent
meˆme lorsque W < Ln.
Lorsque des germes sont forme´s, ceux-ci peuvent soit eˆtre incorpore´s a` la terrasse en amont
ou mener a` une instabilite´ due a` la germination d’un second ıˆlot [188, 189]. Pour une barrie`re
ES tre`s grande, le diame`tre des ıˆlots de premie`re couche (Ln2) sur lesquels apparaissent des
ıˆlots de seconde couche suit la tendance [53]
Ln2 ∼
(
DES
F
)1/5
.
Selon une e´tude unidimensionnelle, la taille critique des ıˆlots de premie`re couche instables
par rapport a` la croissance tridimensionnelle suit la tendance Ln2 ∼ L−1/2ES 16 et le temps
d’apparition des ıˆlots de deuxie`me couche est d’autant plus grand que le taux de de´tachement
15. On conside`re que j est positif, peu importe la direction du courant.
16. Il faut toutefois noter que cette taille critique n’est pas exactement Ln2 puisqu’il s’agit du plus petit
diame`tre de l’ˆılot de premie`re couche stable par rapport a` la fragmentation, alors que cet ıˆlot peut de´ja` compter
plusieurs couches atomiques. En premie`re approximation, elle est toutefois associe´e a` Ln2 si l’apparition d’ˆılots
de seconde couche est e´tudie´e pre`s du re´gime de croissance couche par couche.
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est important [188]. Toutefois, lorsque des ıˆlots de premie`re couche sont capte´s par les
terrasses voisines, ceci de´forme localement les marches tel qu’observe´ expe´rimentalement [87]
et pre´sente´ sur la figure 2.33.
Figure 2.33 Surfaces vicinales de Si(1 1 1) (A) avant et apre`s le de´poˆt de 50 A˚ de Si a` (B)
750˚ C, (C) 650˚ C et (D) 550˚ C telles qu’observe´es par microscope a` transmission d’e´lectrons
(TEM) en fond sombre. L’avancement des marches se fait vers le haut de la figure. Le vecteur
g = [2¯ 2 0] en (A) donne la direction de diffraction pour les figures (A) a` (C). Seule la
figure (D) a un vecteur g = [2¯ 0 2] diffe´rent qui facilite la visualisation des marches encore
perceptibles. Cette figure est issue de la re´fe´rence [87].
Sur la figure 2.33, le re´gime SF s’applique en (B) alors qu’en (D), il s’agit plutoˆt d’un
re´gime de germination 2D. Un re´gime hybride entre ceux-ci s’applique en (C) alors que les
marches peuvent encore eˆtre distingue´es, bien que perturbe´es par des ıˆlots qui modifient la
forme des me´andres qui sont alors moins re´guliers. Ce phe´nome`ne a aussi e´te´ observe´ par
simulation de PP 17 [107] tel qu’illustre´ sur la figure 2.34.
Sur la figure 2.34, plusieurs germes apparaissent sur les terrasses avant que la coalescence
se produise (entre θ = 0,69 et 1,21 ML). Les terrasses pre´sentent alors plusieurs lacunes qui
finissent par eˆtre comble´es, ce qui fait que la surface a` θ = 1,66 ML est tre`s similaire a` celle
observe´e a` 0,69 ML. En d’autres mots, il est possible d’avoir une coexistence d’un re´gime de
germination 2D avec un re´gime de SF si la germination de deuxie`me couche n’a pas le temps
de se produire avant la coalescence et que la barrie`re ES est suffisamment faible pour que
les lacunes soient comble´es pendant le de´poˆt d’une ML. Le phe´nome`ne de persistance d’ˆılots
vacants sera vu sous peu.
17. Comme la germination n’est pas traite´e ade´quatement dans les simulations de PP, les re´sultats sont plus
qualitatifs que quantitatifs.
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Figure 2.34 Simulation par PP de 250 sites × 250 sites montrant la coexistence des re´gimes
d’e´coulement de marche et de germination 2D. Lors de la coalescence, les ıˆlots de´forment les
marches. L’avancement des marches se fait vers la gauche. Cette figure est issue de la re´fe´rence
[107].
Lorsque des germes apparaissent sur les terrasses, ceux-ci peuvent affecter la longueur
d’onde de l’instabilite´ de me´andres. En effet, il peut y avoir couplage entre λmax et Ln, les
deux longueurs convergeant vers une meˆme valeur qui perdure, du moins le temps de la
croissance de quelques monocouches. Les me´andres ainsi cre´e´s peuvent alors pre´senter une
relative pe´riodicite´ [190].
Par ailleurs, meˆme en supposant que la germination n’affecte pas l’apparition de
me´andres, les surfaces vicinales sont instables par rapport a` l’apparition de monticules.
Lors de l’apparition de l’instabilite´, les me´andres de quelques marches voisines se mettent
typiquement en phase puisque le mode le plus favorable est celui ou` Φ = 0 [93]. Toutefois,
cette phase peut ne pas eˆtre la meˆme a` longue porte´e [100], ce qui fait qu’il y a des de´fauts de
phase a` la transition entre ces zones [voir entre autres la figure 2.8 qui montre les me´andres
observe´s expe´rimentalement pour les surfaces Cu(1 1 17) et Cu(0 2 24)]. Des ıˆlots, qui
peuvent par la suite devenir des monticules, ont d’ailleurs tendance a` se former pre`s de ces
de´fauts [100] tel qu’observe´ expe´rimentalement [51, 60, 100]. Par exemple, les carre´s et cercles
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blancs sur les figures 2.8(A)-2.8(B), respectivement, sont des monticules qui apparaissent
principalement aux endroits ou` les de´fauts de phase sont visibles. Cette situation est aussi
observe´e par simulation KMC (voir la figure 2.35).
Figure 2.35 Simulation KMC de 100 sites × 100 sites montrant l’apparition de monticules
suite a` un de´faut de phase entre les me´andres sur une surface vicinale. Cette figure est issue
de la re´fe´rence [89].
Sur la figure 2.35, la surface vicinale avec me´andres observe´e pour θ = 80 ML pre´sente
des monticules pour θ = 320 ML. Pour que de tels monticules apparaissent, il faut d’abord
que des germes se soient forme´s sur les terrasses. Il faut ensuite qu’a` l’instar de l’instabilite´
3DLBL, des germes de deuxie`me couche soient apparus avant la coalescence de l’ˆılot de
premie`re couche avec la marche voisine. Lorsque les parois de la portion en valle´e des
me´andres se pincent [111, 148] tel qu’observe´ sur les figures 2.16(B)-2.16(C), la formation
de monticules est davantage favorise´e. En effet, si la barrie`re ES est suffisamment grande,
les ıˆlots vacants forme´s ne seront pas remplis rapidement, ce qui, en plus de mener a` des
crate`res de plus en plus profonds [61, 97], laisse plus de temps aux ıˆlots de premie`re couche
des terrasses voisines pour recevoir un germe de deuxie`me couche tel qu’illustre´ sur la figure
2.36.
Finalement, tel que vu sur la figure 2.32, la pre´sence d’impurete´s lors de la croissance
e´pitaxiale peut mener a` l’apparition de monticules. En effet, la figure 2.32(C) est cohe´rente
avec les observations expe´rimentales de la figure 2.32(A). Il convient toutefois de mentionner
que l’organisation spatiale des monticules n’est pas aussi re´gulie`re pour les simulations KMC
qu’expe´rimentalement, ce qui pourrait eˆtre duˆ a` l’interaction e´lastique entre les marches qui
a e´te´ ne´glige´e dans les simulations [98].
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Figure 2.36 Simulation KMC de 200 sites × 200 sites montrant l’apparition de monticules
pre`s des de´fauts de phase entre les me´andres sur une surface vicinale. Les ıˆlots vacants
contribuent a` la formation de monticules en accentuant les valle´es. Cette figure est issue
de la re´fe´rence [97].
2.3 Conclusion
A` la lumie`re des e´le´ments de ce chapitre, il est clair que les nombreuses e´tudes de
l’instabilite´ de me´andres permettent de saisir l’essentiel du phe´nome`ne. Toutefois, il semble
e´vident que les mode`les, meˆme lorsqu’ils sont formule´s pour inclure un maximum d’e´le´ments
de la proble´matique, sont encore trop simplistes pour arriver a` de´crire de fac¸on pre´cise
l’apparition et l’e´volution des me´andres sur une surface vicinale. Cette situation est encore
plus marque´e lorsque l’instabilite´ de me´andres est e´tudie´e dans un re´gime ou` la germination
2D est possible. D’autre part, l’e´tude de ce phe´nome`ne a` l’aide de simulations KMC
est possible, mais peut rapidement devenir tre`s lourde du point de vue des ressources
informatiques pour trois raisons principales. i) Lorsque des conditions pe´riodiques sont
impose´es dans la direction paralle`le aux marches, ceci restreint les longueurs d’onde de
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me´andres possibles : celles-ci doivent eˆtre une fraction entie`re de L [62]. Pour re´duire l’impact
de tels effets de bords, il convient de prendre les marches les plus longues possible [191]. ii)
De meˆme, pour que la germination soit possible et relativement fre´quente sur le terrasses,
il faut que W soit grand. iii) Finalement, lorsque des conditions he´lico¨ıdales sont utilise´es
dans la direction de l’avancement des marches, un grand nombre de marches est requis
pour permettre une phase quelconque entre les me´andres des marches voisines. Ainsi, si
on conside`re que la phase est la meˆme entre toutes les marches voisines, cette phase Φ
doit satisfaire NstepΦ = 2mpi, ou` Nstep est le nombre de marches et m est un entier quelconque.
Bref, pour que les simulations KMC soient le moins affecte´es par les effets de bord, il
faut des surfaces de grandes tailles. Pour que de telles simulations soient accessibles, une
nouvelle variante de la me´thode KMC (nomme´e low adatom update KMC ou LAUKMC) est
pre´sente´e au chapitre 4. Cette me´thode a e´te´ de´veloppe´e suite a` l’e´tude par simulations KMC
de l’impact des sauts a` longue porte´e sur une surface singulie`re (pre´sente´e au chapitre 3) qui
montre que dans certaines conditions de croissance, le nombre d’atomes sur une surface est
tre`s grand, ce qui ralentit d’autant les simulations.
Les simulations LAUKMC permettent e´galement de conside´rer l’impact de la germination
sur l’instabilite´ des me´andres lors de la croissance e´pitaxiale sur les surfaces vicinales. Ces
re´sultats sont pre´sente´s au chapitre 5.
67
CHAPITRE 3
EFFECTS OF LONG JUMPS, REVERSIBLE AGGREGATION,
AND MEYER-NELDEL RULE ON SUBMONOLAYER
EPITAXIAL GROWTH
Les sections 3.1 a` 3.11 de ce chapitre sont une recopie de l’article de la re´fe´rence [A.
Beausoleil, P. Desjardins, and A. Rochefort, Phys. Rev. E 78, 021604 (2008)]. Cet article
e´tudie la diffusion sur une surface nominale alors que moins d’une monocouche a e´te´ de´pose´e.
L’effet des sauts de longue porte´e et du de´tachement des atomes de la bordure des ıˆlots est
conside´re´ par le biais de simulation KMC. Voici une liste des principales conclusions de cet
article.
1) Les sauts de longue porte´e font augmenter le coefficient de diffusion effectif qui suit alors
un comportement supra-Arrhenius.
2) En re´gime d’agre´gation re´versible, le de´tachement des atomes de la bordure des ıˆlots
fait croˆıtre la densite´ d’adatomes 1 sur la surface. Comme la densite´ d’atomes est plus
grande, plusieurs petits ıˆlots me´tastables sont observe´s sur la surface, de sorte que la
distribution de taille des ıˆlots est bimodale.
3) Les points 1) et 2) ont un effet synergique : les atomes qui se de´tachent de la bordure
d’un ıˆlots ont davantage tendance a` s’en e´loigner si les sauts de longue porte´e sont
possibles, ce qui fait augmenter la densite´ d’adatomes et d’ˆılots me´tastables.
4) La re`gle de Meyer-Neldel amplifie les points 1), 2) et 3).
3.1 Abstract
We demonstrate, using kinetic Monte Carlo simulations of submonolayer epitaxial growth,
that long jumps and reversible aggregation have a major impact on the evolution of island
morphologies. Long jumps are responsible for a supra-Arrhenius behavior of the effective
diffusion coefficient as the attachment and detachment kinetics give rise to a bimodal island
size distribution that depends on temperature and long jump extent limits. As the islands
density increases with temperature, the average size of stable islands reaches a maximum
before decreasing. We have also observed that the diffusion coefficient cannot be used alone to
1. Un adatome est un atome adsorbe´ sur la surface. Seuls les atomes n’ayant aucun plus proche voisins
seront nomme´s adatomes dans cette the`se.
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predict the evolution of island sizes and morphologies, the relative rate of each process having a
major importance. Our theoretical developments are of direct relevance for materials systems
such as Au, Pd, Ag, Cu, Ni, H/Si, H/W(110), Co/Ru and Co/Ru(S), that are known for
exhibiting a compensation effect that cannot be contained within experimental uncertainties.
3.2 Introduction
According to the transition state theory (TST), the rate of activation of a diffusion event
follows an Arrhenius behavior in the harmonic approximation [15]. That is, if the activation
energy is ∆E, the rate is
Γ = Γ0e
−∆E/kBT ,
where Γ0 is the attempt frequency or prefactor, T is the temperature, and kB is the
Boltzmann constant.
In 1995, Boisvert et al. [192] have shown with an embedded-atom-method
molecular-dynamics study that the compensation law or the Meyer-Neldel rule (MNR) could
describe self-diffusion rates on Au, Pd, Ag, Cu and Ni. This rule states that the diffusion rate
of an event with an activation energy Ei is given by
Γi = Γi,0 (∆Ei) e
−∆Ei/kBT , (3.1)
with the prefactor Γi,0 depending on the activation energy as
Γi,0(∆Ei) = Γ00e
(∆Ei/kBTiso)
ε
. (3.2)
Γ00 is the constant part of the prefactor, ε is a constant ranging between 1/2 and 1 that
depends on the nature of the fundamental excitations [193, 194], and Tiso is the isokinetic
temperature at which all diffusion events should have an identical rate.
According to the multiple excitation entropy (MEE) model [195], two conditions must be
fulfilled to ensure that the MNR applies. That is, the activation energy must be large with
respect to the (i) thermal and (ii) elementary excitation energies. Since kBTiso is of the order
of the elementary excitation energies [195], we can write both conditions as ∆Ei  kBT
and ∆Ei  kBTiso. The impacts of this law should be more clearly observed in systems at
temperatures near Tiso. Indeed, as the temperature increases, the rate of high activation
energy processes increases much more rapidly than that for low energy processes. At high
temperature near Tiso, the high energy processes, such as the correlated long jumps in
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epitaxial crystal growth, significantly contribute to the total rate of processes. This behavior
might considerably affect the surface topography.
Many approaches are possible for understanding and predicting the long jumps
phenomenon. Jacobsen et al. [196] developed a transition path theory to determine the
path of long jumps between second nearest neighbors. They used molecular dynamics
to determine that the prefactor is a function of the temperature (proportional to
√
T
in one dimensional diffusion). Montalenti and Ferrando [197] linked long jumps to the
potential energy surface and could explain the important differences in the behavior of
long jumps observed between (110) surfaces of Cu, Ag and Au although the activation
energies of single hops do not show a large variation between the three surfaces. Long
jumps can also be linked to surface friction because adatoms exchange energy with the
surface. When the friction per unit mass η is small enough, long jumps are more likely.
Ferrando et al. established what vibrational frequencies and activation energy conditions
are required to allow significant long jumps [198]. Assuming a Brownian motion, Chen and
Ying [199] solved the equation of movement for an atom subject to friction and reacting
to stochastic forces (the Langevin equation) and determined the probability of long jumps
for a given friction coefficient, assuming that kBT is much lower than the potential barrier Ed.
Since long jumps have been shown to have non-negligible probabilities on several surfaces
[3, 8–13], their contribution must be considered. For Ag and Au (100) and (111) surfaces,
Boisvert and Lewis [200] have shown, using molecular-dynamics simulations within an
embedded-atom approach, that correlated long jumps contribute to increase the diffusion
coefficient, which then no longer exhibits an Arrhenius behavior. Within a 1D analysis, they
find that the diffusion coefficient for long jumps of any extent ` for a (100) surface is
D1D`<∞ = D
1D
`=1
(
1 + e−β
1− e−β
)
,
where β = Ed/kBT , with Ed, the diffusion energy barrier. D
1D
`=1 is the 1D diffusion coefficient
on the (100) surface when only random walk, that is, between nearest neighbors (NNs), is
considered. The diffusion coefficient can be found with the Einstein equation
D`=1 = lim
t→∞
〈R`=1(t)2〉
vt
,
where 〈R`=1(t)2〉 is the mean square displacement of an adatom making single hop after a
time t, and v is the maximum number of in-plane NNs [e.g., four for a simple cubic (100)
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surface]. While the 1D analysis gives some insight on the overall trends, a 2D treatment
needs to be considered to completely describe the impact of long jumps on the evolution of
island sizes and morphologies during growth. In addition to a greater contribution of long
jumps to the total process rates near the isokinetic temperature, the detachment of adatoms,
which is less likely to occur at low temperature, can become sufficiently important near Tiso
to cause a reversible aggregation. Rate equations and kinetic Monte Carlo (KMC) models
have been used to study such a regime [201, 202]. Using a KMC model, Ratsch et al. [201]
reproduce experimental results for Au/Ru(0001) and Ni/Ni(100). They observe an increasing
density of islands, which is more precisely related to a larger number of small islands.
For simplicity purposes, the analysis performed to describe the evolution of island sizes
and morphologies from experimental or simulated crystal growth data is frequently based
on the following assumptions : aggregation is irreversible, diffusion coefficient follows an
Arrhenius behavior, the attempt frequency of a diffusion event is constant for every process,
and the rate of long jumps is so low with respect to the single hop rate that they can
be completely neglected. While such assumptions might be relevant for growth at low
temperature, a much different behavior might be observed at high temperatures where the
relative difference between the rates of the various processes decrease. This is even more
important when the MNR is taken into account.
The present paper focusses on the impact of high energy processes — that may be
enhanced by the MNR — on island sizes and morphologies. Our main goal is not to
support a universal application of the MNR, but to concentrate on surfaces which have
shown compensation effects, such as homoepitaxy on Au, Pd, Ag, Cu and Ni surfaces
[192]. Similarly, the growth of Co on Ru(0001) is a system in which the important lateral
interactions between adsorbed atoms [203] can lead to important compensation effects [204].
Another example concerns the growth of Co on a vicinal sulfided Ru surface [205], where the
diffusion preexponential factor along terraces is more than two orders of magnitude higher
than that over the steps while the activation energy of the latter is approximately twice that
of the former. Adsorption of H on Si [206–208] and isotopes of H on W(110) [209–211] also
reveals compensation effects.
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Although it has been shown that other compensation effects can occur with the number
of atoms involved in concerted atomic processes [212, 213], we concentrate our work on single
atomic motions (single atom diffusion) for simplicity.
We show that when the MNR applies, (i) the supra-Arrhenius behavior predicted for the
diffusion coefficient is amplified, and (ii) a bimodal island size distribution is enhanced at high
temperatures because of the reversible aggregation regime.
3.3 Model
To observe the impact of high activation energy processes when the temperature increases,
we allow long jumps events and detachment in addition to free diffusion, edge diffusion,
and diffusion across steps. The relative energy of each process is determined using a simple
bond counting model. This allows one to obtain general equations for long jump probabilities
and the diffusion coefficient. To observe their individual impact, the MNR, long jumps, and
detachment events can be turned off separately.
3.3.1 Long jumps
During the last decade, it has been theoretically [199, 200] and experimentally [214]
shown that long jumps have an activation energy that increases linearly, at least in some
cases, with the length of the jump. Since we consider long jumps as a combination of single
hopping events, the activation energy should increase with the total jump path length. Our
model thus forbids backward hops (as part of long jumps) because they require to define an
additional energy due to their longer path. This phenomenon should therefore be negligible
with respect to straightforward jumps.
We then introduce the notion of extent, which is equivalent to the path length when
backward hops are forbidden. While the length of a jump is the distance between the starting
and arrival points, the extent of the jump is the minimal number of single hops required to
reach the arrival point. On a Cartesian grid within the solid-on-solid (SOS) approximation
where the end point is located at coordinates (∆x,∆y) from the starting point, the extent is
` = |∆x|+ |∆y|.
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While the starting and arrival points are connected by a single path for single hops,
many paths are possible for long jumps. This path multiplicity leads to a different arrival
probability for each accessible site. If we note pi the probability of a jump of extent i following
a single path, the global probability pattern for long jumps with an extent limit `max
2 of four
atomic units is illustrated in Fig. 3.1. For example, in Fig. 3.1, the dotted arrows correspond
to three different paths connecting the same starting and arrival points. Each of these long
jump paths have a probability p3 and the total probability for this long jump is 3p3 (the
single path probability multiplied by the number of different paths). Our model includes
such additional entropic contribution, which is not in contradiction with the MEE model [195].
Owing to their dependence on surface friction, Chen et al. conclude that indirect long
jumps experience more friction and are less likely to occur than direct jumps [215], the former
being retrapped more easily. That is, performing a long jump with |∆x|, |∆y| < ` should be
less favorable than a jump with |∆x| = ` or |∆y| = `. However considering the path followed
by long jumps of Ir or W on W(110), Antczak and Ehrlich observed experimentally that the
rates of direct and indirect jumps were of the same order [12, 13]. Therefore, to keep our
model simple, we define long jumps as a combination of single hops so that p` is the same for
every path of a given jump of extent `.
Figure 3.1 Jump probabilities pattern for a single adatom in the center of the grid. Each
square is an accessible site according to the SOS model. Sites from light gray to black represent
sites accessible by jumps of 1, 2, 3 or 4 extent atomic units, respectively. pi is the probability
of a long jump of extent i for a single path. The arrows show the path multiplicity for two
different sites.
2. The concept of long jump extent limit `max signifies that all jumps with an extent up to `max are
considered.
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3.3.2 Bond counting
To simplify the theoretical treatment of different processes, we use a simple bond counting
model, assuming that energy barriers vary with the number of in-plane NNs before (ni)
and after (nf ) the diffusion event, which is a widely used approach in bond counting
KMC simulations [216, 217]. The difference ni − nf allows one to favor attachment at high
coordination sites (e.g., kinks compared to flat step edges) and to prevent detachment from
those sites. We further assume that the energy barriers can be derived from the following
equation,
∆E = niE0 + (ni − nf )E∆ + `E` + n↑E↑ + n↓EES, (3.3)
where ` is the extent of the jump in atomic units, n↑ is the number of atomic height steps to
climb from the initial to the final state, and n↓ is the number of times a step of any height an
adatom has to descend to get to the final state. E0 and E∆ favor the attachment of adatoms
to the islands, E` is the additional energy needed to increase the extent of the long jump
by one atomic unit, E↑ is the energy needed to climb over a monolayer step, and EES is
the Ehrlich-Schwoebel barrier [54, 55]. A minimal energy of Emin = E` − vE∆ is associated
to every event, where v is the maximum number of NNs in the plane of the atom in the
final state [the same value as the one used in Eq. (3.3)] and the energy of diffusion between
NNs is Ed = E`. This model thus establishes a difference between diffusion on a terrace and
diffusion across steps. The attachment of adatoms to islands is favored with respect to the
detachment, and the probability of single hopping events is much larger than that for long
jumps.
When Eq. (3.3) applies integrally, the reversible aggregation (RA) mode is modeled. We
define some other levels of aggregation reversibility following two conditions with respect to the
bond counting model parameters. The first condition is that if ni > n
0
i , atoms cannot detach
from islands. The second condition is that if ni > n
0
i , attached atoms can only move along
island edges. With those conditions, we associate n0i = 1 with the first level of reversibility
(RA1 mode) and n0i = 2 with the second (RA2 mode). In the third, n
0
i = 3, which is the
case for the reversible aggregation mode (RA mode) on a Cartesian grid using the SOS
approximation. When n0i = 0, the irreversible aggregation (IA) mode is modeled. That is, for
the IA mode, once an atom is attached to an island, it cannot detach from it. For the RA1
(RA2) mode, atoms surrounded by two (three) NNs or more cannot detach from an island. In
the RA mode, atoms must have four NNs to be fixed. The critical island size is not fixed in
our study since we treat every island edge in a microstructural way by counting the in-plane
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NNs. Therefore, whenever the aggregation mode allows it, atoms can detach from islands of
every size.
3.3.3 Long jump probabilities and diffusion coefficient
Our bond counting model allows one to write equations for (i) the relative probability of
performing long jumps with respect to single hopping events and (ii) the diffusion coefficient
of a single adatom on a flat surface.
For an adatom centered on the Cartesian grid shown in Fig. 3.1, the probability P of
presence at (∆x,∆y) after one diffusion event is
P (∆x,∆y) =
(|∆x|+ |∆y|)!
|∆x|!|∆y|! p(|∆x|+|∆y|),
with p` [where ` = (|∆x|+ |∆y|)] being the probability of a jump of extent ` following a
single path as defined earlier.
We can rewrite this equation noting that the right-hand side ratio, which corresponds to
the path multiplicity, is a binomial coefficient,
P (∆x,∆y) =
(|∆x|+ |∆y|
|∆x|
)
p` =
(
`
|∆x|
)
p`.
Therefore, the total probability for a long jump of extent ` to occur is
P` = 4
`−1∑
∆x=0
(
`
|∆x|
)
p` = 4
(
2` − 1) p`, (3.4)
where the fact that
P (∆x,∆y) = P (−∆x,−∆y) = P (∆y,−∆x) = P (−∆y,∆x)
was used to simplify the summation in Eq. (3.4).
The normalization of Eq. (3.4) implies that
`max∑
`=1
P` = 1. (3.5)
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We consider explicitly the MNR as expressed in Eq. (3.2) and assume ε = 1, which
represents elementary excitations originating from electrons and optical phonons [193, 194].
Other values of ε can easily be included in the model. For the bond counting model defined
by Eq. (3.3), the energy barrier for adatom diffusion over an extent ` becomes ∆E` = `E`
and the single path probability is
p` = k`≤`maxΓ` = k`≤`maxΓ00e
−α`,
where α = E`
kB
(
1
T
− 1
Tiso
)
and k`≤`max is a proportionality constant that depends on the jump
extent limit. In this case, Eq. (3.5) allows to define k`≤`max :
k`≤`max =

1
4Γ00 (2`max+1 − `max − 2) if α = 0
2`max
4Γ00 (2`max [`max − 1] + 1) if α = ln(2)
eα (1− e−α) (1− 2e−α)
4Γ00 (1− e−α`max [2`max+1 {1− e−α} − {1− 2e−α}]) elsewhere,
and
k`<∞ =
(1− e−α) (1− 2e−α)
4Γ00e−α
, if α > ln(2).
Since we restrict the simulation domain of α to be coherent with the MEE model, the
condition α > ln(2) will always be fulfilled and we will omit to recall this condition in
the following. We briefly mention that k∞ is discontinuous for α ≤ ln(2) because the total
probability of performing long jumps would increase with the extent of the jump.
We can now write an explicit equation for the total probability of performing a jump of
extent ` as follows :
P` =
(
2` − 1) e−α(`−1) (1− e−α) (1− 2e−α)
1− e−α`max (2`max+1 [1− e−α]− [1− 2e−α]) , (3.6)
P∞` = lim
`max→∞
P` =
(
2` − 1) (1− e−α) (1− 2e−α)
eα(`−1)
. (3.7)
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Eqs. (3.6) and (3.7) consider the MNR and the path multiplicity of long jumps. However,
if such parameters are neglected, the results of Boisvert and Lewis [200], and of Chen and
Ying [199], which give P∞` =
(
eβ − 1) e−`β are reproduced.
When the extent limit `max is finite, the cumulated probability δ`≤`max of neglected jumps
with respect to an infinite extent is an explicit function of `max according to
δ`≤`max = 1−
`max∑
`=1
P∞` =
(
2`max+1 − 1)− (2`max+1 − 2) e−α
eα`max
. (3.8)
The δ`≤`max parameter allows to determine the difference on the total number of jumps
due to the finite extent of jumps. For α > ln(2), δ`≤`max decreases with `max.
We show in Appendix A (section 3.9) that D`≤`max , the diffusion coefficient for a finite
jump extent limit, can be written with respect to D`=1, the diffusion coefficient for single
hopping events (random walk). That is,
D`≤`max = D`=1ν`≤`max , (3.9)
with D`=1 = a
2Γ00e
−α, and ν`≤`max a scaling factor that depends on `max and α [see Eqs.
(3.14) and (3.16)–(3.20) in Appendix 3.9].
Since the diffusion coefficient is one of the dominant factors that determine the topography
of a surface, we evaluate the relative difference between finite and infinite long jump extent
limits
Υ`≤`max =
D`<∞ −D`≤`max
D`<∞
=
ν`<∞ − ν`≤`max
ν`<∞
. (3.10)
We end this section by recalling that our model is two dimensional and considers a
path multiplicity. In the absence of a path multiplicity, the diffusion coefficient increases
less rapidly with increasing temperature. If only one dimensional diffusion is allowed, we
obtain the theoretical results of Boisvert and Lewis [200] with the difference that our model
considers explicitly the MNR 3. We emphasize the fact that the results presented here are
valid even for systems where MNR does not apply, except that the evolution of the diffusion
3. If the path multiplicity is not considered, the diffusion coefficient is
D`<∞ = D`=1 [(1 + e−α) / (1− e−α)]2, which should be compared to the theoretical result of
Boisvert and Lewis [200] in one dimension in which we apply explicitly the MNR, that is
D`<∞ = D`=1 [(1 + e−α) / (1− e−α)].
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coefficient would be closer to the Arrhenius behavior.
This similitude between results considering or not the MNR is due to the fact that there
exist temperature and flux conditions which give the same surface evolution in both cases.
Those conditions are derived in Appendix 3.10. More precisely, all surface evolutions of
simulations that do not consider the MNR are reproduced by simulations that do consider
the MNR, but the reverse is not true.
3.4 Methodology and computational details
The theoretical developments of section 3.3.3 and Appendix 3.9 assume a single adatom
diffusing on a flat surface. To evaluate the validity of those developments when many adatoms
and islands are present on the surface, we use the kinetic Monte Carlo method (KMC) as
formulated by Bortz, Kalos and Lebowitz (BKL) [22]. The KMC code allows to simulate the
evolution of simple cubic (100) surfaces using the SOS approximation.
In KMC, events are considered as Poisson processes. Therefore, the average time between
two successive events is
〈∆t〉 = 1/R(t), (3.11)
where
R(t) =
[
F (t)abLxLy +
∑
i
Γi
]
(3.12)
is the total rate of possible events on the surface at a given time. F (t) is the uniform adatom
flux (in 1/m2s) on the surface, Lx × Ly are the SOS grid dimensions, and a and b are the
surface atomic units for a Cartesian grid. Γi values are the rates of all possible processes
on the surface at a given time. Two uniform random number generators are used in KMC :
one integer [218] to choose the location of a deposition event and one real from a Mersenne
Twister algorithm [219] to choose the event to perform. The former has a δr < 2.3 × 10−10
resolution.
Our simulations were done for a simple cubic (100) surface (b = a) with a global flux of
Fa2 = 0.1 ML/s and periodic boundary conditions. Simulations were stopped at a coverage
of θ = 0.2 ML (total simulation time of ttot = θ/Fab = 2 s). The size of the simulation grid
was Lx × Ly = 250 × 250. We also make use of normalized coordinates in the simulation by
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setting a = 1.
In section 3.3.3, we have derived a set of equations for the diffusion coefficient of a
single adatom on a flat surface. In the KMC simulations, more than one adatom is diffusing
simultaneously and the application of the Einstein equation is not straightforward. In order to
evaluate an effective diffusion coefficient in the presence of many atoms, we perform a linear
regression on adatoms following
D′ =
∑
iR(ti)
2ti
v
∑
i t
2
i
, (3.13)
where ti and R(ti)
2 are respectively, the diffusion time and the square distance of diffusion
before the attachment of adatom i. The prime symbol is used to distinguish the effective
diffusion coefficient from the theoretical one.
The parameters of the preceding equation are collected as follows. When an adatom
is created (by deposition or by detachment from an island), its original position and the
simulation time are recorded. Just before the attachment to an island, the total distance of
diffusion and the corresponding simulation time are recorded. Therefore, only the contribution
of atoms that attach to an island edge or nucleate is compiled to find the effective diffusion
coefficient.
While Eq. (3.13) allows to find a good approximation of the real diffusion coefficient, some
discrepancies appear in many situations. Among others, let us mention that the compactness
and average size of islands, the time the simulation step time takes to stabilize from the
beginning of the simulation, the total number of diffusion events, and the average number
of steps an adatom takes to attach to an island or to nucleate can all affect D′ in such a
way that D′ 6= D. We emphasize on one case relevant to our results. When many islands or
adatoms are present on the surface, adatoms that diffuse many times before attaching to an
island or nucleating are on average nearer to their starting point than adatoms diffusing on
a flat surface since most of those that diffused farther are already part of islands and do not
contribute to the effective diffusion coefficient anymore. This results in an effective diffusion
coefficient lower than the theoretical diffusion coefficient. Conversely, if most of adatoms
that contribute to the effective diffusion coefficient diffuse few before attaching, the effective
diffusion coefficient will come nearer to the theoretical diffusion coefficient.
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In our KMC simulations, desorption, cluster diffusion, and concerted multicatomic events
are not allowed. When an adatom arrives on the surface, it sticks to the arrival point.
An adatom surrounded by four in-plane NNs is considered as immobile, and no overhangs
are allowed. Processes rates are computed according to the bond counting model of Eq.
(3.3) with one of the previously defined aggregation modes, the MNR, when considered, as
described by Eqs. (3.1) and (3.2) with ε = 1, and the long jump model and path multiplicity
as described by Eq. (3.4) and Fig. 3.1. The numerical parameters of the bond counting model
are taken as E0 = 0.2 eV, E` = 0.3 eV, E↑ = EES = 0.2 eV, and E∆ = 0.05 eV, which are
typical experimental activation energies for metals [3, 220–226]. That is, we are modeling
metal homoepitaxy for simplicity reasons, although heteroepitaxy might lead to a lower
surface friction needed for frequent long jumps. For this reason, we show in Appendix 3.10
that the activation energies can be shifted without changing the global trends.
In order to compare simulations that apply the MNR with others that do not, we need
to fix a simulation parameter (other than the flux and the total coverage) that will be the
same in every simulation. Since the most frequent process in our simulations that considered
the MNR is the free diffusion one (ni = nf = n↑ = n↓ = 0 and ` = 1), we gave an equivalent
prefactor to this process in all simulations. That is, for a same simulation temperature, the
rate of the free diffusion process will always be the same whether the MNR applies or not.
When the MNR does not apply, the prefactor in Eq. (3.1) does not depend on the activation
energy and the common prefactor of all processes is therefore Γ0 = Γ00e
−E`/kBTiso .
We set Γ00 = 10
5 s−1 to cover many orders of magnitude in the range of prefactors
when the MNR applies, as can be observed in many systems [195]. Moreover, Tiso is fixed
to 348.13 K. We recall the conditions that warrant that the MNR applies according to the
MEE model : the activation energies are much larger than (i) kBTiso, and (ii) kBT . Moreover,
the MNR often fails above Tiso [195] so that we set T < Tiso. To fulfill those conditions, the
highest simulation temperature is fixed to Tmax = 280 K. This also ensures that the isokinetic
temperature is near the experimental range as frequently observed [195].
We draw the reader’s attention to the fact that the value of Tiso is somewhat arbitrary
since few data are available in the literature. Moreover, our simulations are set for
Ed/kBT ≥ Ed/kBTmax = 12.4, while long jumps and other concerted motions should be
non-negligible for Ed/kBT . 4 [152]. However, as shown in Appendix 3.10, our results can be
transposed to almost any Tiso value without loosing global trends. That is, the temperature
values we used are not absolute and should always be considered relatively to Tiso. For
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instance, Appendix 3.10 shows that multiplying Tiso by 10 results in values of Ed/kBT ranging
from 3.4 to 4.9 that give the same surface morphology as those with Ed/kBT ≥ 12.4.
A complete KMC treatment would require a simulation of jump extents up to infinity.
However, such a treatment is far from being computationally realistic. A cutoff must be made
in the long jump extent limit. To do so, we recall that the highest simulated temperature is
T = 280 K. This allows us to give in Table 3.1 the relative difference between finite and infinite
long jump extent limits on the number of jumps and the diffusion coefficient according to Eqs.
(3.8) and (3.10). We clearly see that considering only single hops can lead to a significant
underestimation of the overall diffusion coefficient, especially at higher temperatures. Table
3.1 also reveals that using a jump extent limit of four atomic units is sufficient to ensure
that the total number of jumps and the overall diffusion coefficient are within 1.5 % of their
saturation values for an infinite extent limit for the temperatures considered in this study.
We therefore limit the jump extent to four atomic units in our simulations.
Tableau 3.1 Difference between finite and infinite long jump extent limits (`max) for the total
number of jumps (δ`≤`max) and the diffusion coefficient (Υ`≤`max). These values are derived from
Eqs. (3.8) and (3.10).
T = 250 K T = 265 K T = 274 K T = 280 K
δ`≤`max Υ`≤`max δ`≤`max Υ`≤`max δ`≤`max Υ`≤`max δ`≤`max Υ`≤`max
`max (%) (%) (%) (%) (%) (%) (%) (%)
1 5.84 9.56 12.65 20.19 19.16 29.84 24.78 37.74
2 0.27 1.13 1.27 4.86 2.95 10.31 4.98 16.12
3 0.01 0.09 0.12 0.83 0.42 2.66 0.93 5.35
4 0.00 0.01 0.01 0.12 0.06 0.58 0.17 1.51
5 0.00 0.00 0.00 0.01 0.01 0.11 0.03 0.39
3.5 Results
Throughout this section, we present island size distributions and average island sizes in
the submonolayer regime to evaluate the impact of the aggregation mode, the long jumps and
the MNR. We do not make use of scaling laws of the form
nad ∼ θ1/(i+2)
(
F
D
)i/(i+2)
eEc(i)/(i+2)kBT ,
where nad is the density of islands, i is the critical size of islands and Ec(i) is the cohesion
energy of islands of size i, because such laws are relevant only if one of the two following
81
conditions are fulfilled. First, the temperature is held constant, so that
nad ∼
(
F
D
)i/(i+2)
,
or second, the cohesive energy Ec(i) is known so that
nad ∼
(
F
D
)i/(i+2)
eEc(i)/(i+2)kBT .
None of those conditions are fulfilled here and i is not fixed in our study, so we rely on the
previously mentioned analysis methods.
3.5.1 Simulations without consideration of the MNR
We begin by comparing two sets of simulations that do not include the MNR. Figures
3.2 and 3.3 show the island size distributions (ns〈s〉2/θ as a function of s/〈s〉, where ns
is the density of islands of size s and 〈s〉 is the average island size) and the evolution of
average island size with temperature in the IA mode with `max = 1 and in the RA mode with
`max = 4. All results of Fig. 3.2 are well described by the theoretical curve (full line) of Amar
and Family [227], developed for the IA mode.
Figure 3.2 Island size distributions for simulations with `max = 1 in the IA mode and `max = 4
in the RA mode. Data associated to temperatures of 250, 265, 274, and 280 K are shown. The
data sets are averages of up to 100 simulations. The theoretical curve of Amar and Family
[227] for the IA mode is shown as a solid line. A broken vertical line indicates the average
value of the distribution (s/〈s〉 = 1). The MNR is not considered.
Since the island size distributions and average island size are all superimposed in Figs.
3.2 and 3.3, no matter the aggregation mode or the extent limit, the detachment and long
jump processes play no significant role on the shapes of the islands. This is due to the
fact that detachment and long jump processes have low rates of less than 0.3 s−1 since
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the prefactor was fixed to a value of Γ0 = 2.203 × 109 s−1 to be coherent with simulations
that consider the MNR (section 3.5.2). Hence, for the temperature range considered,
max (D`≤4/D`=1) = max (ν`max≤4) = 1.00002, where we apply Eqs. (3.9) and (3.14) with
Tiso →∞.
Figure 3.3 Average size of islands for simulations with `max = 1 in the IA mode and `max = 4
in the RA mode. The MNR is not considered.
Therefore, we will apply the MNR for the rest of the document, although it should always
be kept in mind that simple relations involving temperatures and fluxes can be used to obtain
similar results to those presented here even when the MNR does not apply (see Appendix
3.10).
3.5.2 Simulations with consideration of the MNR
Impact of the aggregation mode
We now focus on the impact of aggregation for simulations that consider the MNR
with `max = 1. We obtain the typical surfaces shown in Fig. 3.4, where the black color is
associated to islands with s < 〈s〉 (including adatoms), and the gray color is associated to
other larger islands. For a given mode, we clearly see that the size of gray islands increases
with temperature. While no visual distinction can be seen between the largest black islands
and the smallest gray ones in the IA mode, this distinction becomes clearly apparent for the
other modes from T = 265 K. Indeed, increasing temperature contributes to decreasing the
size of the black islands while the gray islands increase in size. This trend is a clear signature
of a bimodal island distribution which is enhanced when passing from one aggregation mode
to the other (in the following order : IA, RA1, RA2, and RA). In order to quantify this
bimodal behavior, Fig. 3.5 and 3.6 show the associated island size distributions and the
average island size.
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Figure 3.4 Typical surface morphologies for various aggregation modes and `max = 1. All
islands with s < 〈s〉 are colored in black while others are illustrated in gray. Only a portion
of size 75× 75 of the original 250× 250 simulated grid is illustrated. The MNR is considered.
It is important to note that even if the specific representation of the bimodal distribution
of Fig. 3.5 concentrates on the large islands, the distribution is fundamentally centered at
s/〈s〉 = 1 since ∑
s
sns〈s〉2/θ∑
s
ns〈s〉2/θ
= 〈s〉.
The theoretical island size distribution of the IA model of Amar and Family [227] is illustrated
by a solid line in Fig. 3.11 to highlight the impact of the aggregation mode on the island
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size distribution. While this model can describe relatively well the distributions of all modes
at T = 250 K and of the IA mode at any other temperature, it completely fails to describe
the data points for Figs 3.5(b)-3.5(d) in the RA1, RA2 and RA modes. For an increasing
temperature [from (b) to (d)], the size distributions associated with the different aggregation
modes broaden, and become progressively separated from each other. This clearly shows that
for those aggregation regimes, two growth modes are present, one for small islands and a
second one for large islands.
Figure 3.5 Island size distributions for the four different aggregation modes (IA, RA1, RA2,
and RA) for temperatures of (a) 250, (b) 265, (c) 274, and (d) 280 K. The data sets are
averages of up to 2800 simulations. The theoretical curve of Amar and Family [227] for the
IA mode is shown as a solid line. A broken vertical line indicates the average value of the
distribution (s/〈s〉 = 1). The MNR is considered.
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Fig. 3.6 emphasizes the bimodal island distribution. Indeed, while the average size of
islands increases with temperature for the IA mode, it decreases at high temperature for
every other mode. This tendency is enhanced when passing from the RA1 to the RA2 and
then to the RA mode. On the other hand, the most frequent size of large islands 4 (smod)
increases monotonically with temperature for any mode.
Figure 3.6 (a) Average size of islands and (b) most frequent size of large islands for the IA,
RA1, RA2, and RA modes. The MNR is considered.
The number, the size and the shape of islands vary with temperature, in a way that
differs significantly from one aggregation mode to the other. For instance, the island edges in
Fig. 3.4 pass from rough to nearly flat and rough again when going from the IA to the RA1
modes, and then to the RA2 mode.
We computed the effective diffusion coefficient given by Eq. (3.13) and compared it with
the theoretical diffusion coefficient (D`=1 = a
2Γ00e
−α), valid for single adatoms on a flat
surface. We show in Fig. 3.7 results for all the aggregation modes (circle symbols). The
dotted line is the theoretical diffusion coefficient and the full lines are found by fitting A in
the equation lnD′`=1 = ln(Aa
2Γ00) − α with the least mean square method. Only two fitted
lines are visible on Fig. 3.7 since all data points of RA1, RA2, and RA modes are essentially
superimposed. While the Arrhenius behavior of the effective diffusion coefficient in quite clear
when we compare the dotted line with data sets, we note some discrepancies between data
4. The most frequent size of large islands (smod) is found by fitting a second order curve on the mode
of largest islands in the island size distribution. It gives an insight of the value of the mode, but is quite
approximative since some island size distributions are sparse. This does not mean that the large island mode
does not exist. In fact, this mode is large, but still well defined, provided many simulation results are averaged.
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sets and fitted lines. Indeed, for the IA mode, the effective diffusion coefficient tends to lie
lower than the fitted line as the temperature increases, whereas we observe the opposite
behavior for all other modes. For the IA mode, the adatoms that remain near their starting
point of diffusion contribute to lower D′`=1 and this phenomenon gets more important as the
temperature increases. For all other modes, the high number of adatoms newly detached from
an island that can reattach in few steps compensate the effect observed for the IA mode. As
the temperature increases, the number of adatoms increases. This explains why the effective
diffusion coefficient lies higher than the fitted lines for the RA1, RA2, and RA modes.
Figure 3.7 Effective diffusion coefficient for the different aggregation modes when the MNR is
considered. The data associated with RA1, RA2, and RA modes are essentially superimposed.
The dotted line corresponds to the theoretical diffusion coefficient (D`=1 = a
2Γ00e
−α) and the
two other full lines are fits of the equation D′`=1 = Aa
2Γ00e
−α (see text for more details).
Impact of long jumps
Table 3.1 shows that even when long jumps appear negligible with respect to single
hop (δ`≤`max parameter), the impact on the diffusion coefficient can be significant (Υ`≤`max
parameter). Indeed, since a long straightforward jump of extent ` travels a distance that can
only be achieved by the relatively rare case when ` single successive hops all occur in the
forward direction, its contribution on the diffusion coefficient is significant. Therefore, Υ`≤`max
gives a better indication than δ`≤`max on the impact of long jumps on surface morphologies.
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When the MNR applies and long jumps are possible in the IA mode, the island size
distributions are superimposed, and are relatively well described by the theoretical curves
of Amar and Family [227]. The average island size (Fig. 3.8) increases with the temperature
and the long jump extent limit. At T = 250 K, the average island sizes are almost equal
for every long jump extent limit. This is consistent with Table 3.1, where we see that, at
T = 250 K, increasing the long jump extent limit induces only small changes on an already
low Υ`≤`max . At higher temperatures, the variations on Υ`≤`max for various long jump extent
limits are more important. This is responsible for the differences in the average island sizes
at a given temperature on Fig. 3.8. We see that for the highest simulated temperature
(T = 280 K), `max = 4 is largely sufficient to describe the surface topography evolution
since the contribution of long jumps has an asymptotic behavior with the jump extent limit.
This confirms the choice of the cutoff performed in the long jump extent limit in our KMC
simulations.
Figure 3.8 Average size of islands in the IA mode for long jump extent limits from 1 to 4.
The MNR is considered.
While the island size distributions are all superimposed as is the case for simulations that
do not apply the MNR, the average size changes significantly when the long jump extent limit
increases. This is due to the increase in the diffusion coefficient. We computed the effective
diffusion coefficient for various jump extent limits and normalized it by D′`=1 as given in
Fig. 3.7. This normalization allows one to compare directly D′`≤`max/D
′
`=1 with ν`≤`max (full
lines) and clearly identifies supra-Arrhenius behaviors for the effective diffusion coefficients as
predicted by Eqs. (3.9) and (3.14). This result emphasizes the fact that long jumps become
more important with increasing the temperature. This trend is also supported by the values
reported in Table 3.1. The factor responsible for the data points lying lower than ν`≤`max in
Fig. 3.7 is reponsible for the equivalent behavior in Fig. 3.9.
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Figure 3.9 Relative effective diffusion coefficient with respect to the value found when `max =
1 for the IA mode when the MNR is considered. The prime symbol on D′`≤`max is used to
distinguish the effective diffusion coefficient from the theoretical one. The fitted lines show
ν`≤`max . An effective diffusion coefficient with an Arrhenius behavior would have a constant
value of D′`≤`max/D
′
`=1 = 1.
Combined impact of the reversible aggregation mode and long jumps
From now on, only the RA mode will be simulated since we want to study the impact of
aggregation reversibility combined to long jumps. Up to now, results indicate that the global
impact of the aggregation reversibility is to create a bimodal island size distribution that
spreads out as the temperature increases. Moreover, the diffusion coefficient increases with
long jumps and results in a larger average island size. We therefore want to investigate what
happens when aggregation reversibility and long jumps are considered in the same KMC
simulation.
When we study the impact on the effective diffusion coefficient, we obtain essentially
the same results as Fig. 3.9. In fact the agreement of theoretical and simulation curves is
even better when long jumps and aggregation reversibility are combined. This is due to the
increased number of detached adatoms that only need few diffusion steps to reattach. The
contribution of those adatoms counterbalances the adatoms that stay near their starting
point of diffusion and gives an effective diffusion coefficient near the prediction of Eqs.
(3.9) and (3.14). This clearly indicates that for `max > 1, the diffusion coefficient has a
supra-Arrhenius behavior.
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We now concentrate on the temperature range for which the contribution of long jumps
to the diffusion coefficient is the most important. Typical surface morphologies are presented
in Fig. 3.10 where the black color is associated to islands with s < 〈s〉 (including adatoms),
and gray is associated to other larger islands. Starting from T = 250 K and `max = 1, we
clearly see that black islands get smaller while gray islands get larger as the temperature or
the jump extent limit increase. Again, this is characteristic of a bimodal distribution and
the island size distributions of Fig. 3.11 can be used to quantify this behavior. The vertical
broken line in Fig. 3.11 identifies the average point for all distributions (s/〈s〉) and illustrates
how the distributions spread out. We can compare the results obtained in Fig. 3.5 in which
`max = 1 and the aggregation mode was variable with results presented in Fig. 3.11. Indeed,
the broadest distributions in Fig. 3.5 are the narrowest distributions in Fig. 3.11. We draw
the reader’s attention to the fact that the curves associated to `max = 1 in Fig. 3.11 are
identical to the RA curves of Fig. 3.5 although the data are presented on a different scale in
order to focus on the large island mode. We show in Appendix 3.11 that synergistic effects
are observed between the reversible aggregation mode and long jumps.
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Figure 3.10 Typical surface morphologies obtained for several extent limits (`max = 1, 2, 3, 4)
at T = 250, 265, 274, and 280 K. All islands with s < 〈s〉 are black while the others are gray.
For clarity, only a portion (75 × 75) of the original 250 × 250 simulated grid is shown. The
MNR is considered.
Figure 3.12 presents a close up of the island size distribution for `max ≤ 4 in order to
emphasize the growth of small islands (note the relative scale used in Figs. 3.11 and 3.12). As
the temperature increases, the small island density increases (see Fig. 3.12). This results in a
decrease of the average size of stable islands 〈sc〉 (such that s ≥ 2) 5 (see Fig. 3.13). Indeed,
this figure reveals that the average size of stable islands has a nonmonotonically increasing
behavior with increasing temperatures. In Fig. 3.13, 〈sc〉 is used instead of 〈s〉 because the
latter is so much influenced by the adatom density that values are nearly superimposed for all
jump extent limits. We mention briefly that we do not present the smod values because their
precise numerical determination requires one to average a very large number of simulations,
5. 〈sc〉 is used instead of 〈s〉 to illustrate the average size of stable islands. The relationship between the
two parameters is 〈sc〉nisl + nad = 〈s〉 (nad + nisl), with nad and nisl the adatom and stable island densities.
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Figure 3.11 Island size distribution for `max ≤ 4 and temperatures of (a) 250 K, (b) 265 K,
(c) 274 K, and (d) 280 K. These figures were scaled to emphasize the large island mode. The
scaling factor is indicated in parenthesis at the left of each subplot. A broken vertical line
indicates the average value of the distribution (s/〈s〉 = 1). A maximum of 7000 simulations
were performed for each temperature and the figures show the average distribution. The
theoretical curve of Amar and Family [227] for the IA mode is only shown on figure (a)
because it does not apply well to other data sets. The MNR is considered.
and because they reproduce essentially the results of Fig. 3.6(b). That is, the most frequent
size of large islands increases with temperature.
We see in Figs. 3.11 and 3.13 that for simulations that combine long jumps and the RA
mode, the cutoff performed on the jump extent limit (that is, `max ≤ 4) is justified because
of the observed asymptotic behavior.
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Figure 3.12 Close-up on the small island mode (size below 0.25〈s〉) of the island size
distribution for `max ≤ 4. The fitted curves are only guidelines. The MNR is considered.
Figure 3.13 Average stable island size evolution with temperature for `max ≤ 4. Only islands
with s ≥ 2 are considered. The MNR is considered.
Since the jump extent limit can have a major impact on the island size distribution, we
have tried to compensate such an effect by modifying the temperature. Hence, we have fixed
the effective diffusion coefficient to its maximal value when `max = 1, that is D
′ = 8300 a2/s.
To obtain this constant diffusion coefficient, temperatures of 280.0 K, 274.5 K, 273.1 K,
and 272.8 K were used for jump extent limits going from 1 to 4, respectively. The resulting
evolution of the average island size, and adatom and islands densities are presented in Fig.
3.14, and the associated surface morphologies are shown in Fig. 3.15. First, Fig. 3.14 shows
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significant density shifts within the different jump extent limits considered, an asymptotical
convergence being observed for large `max values. We see that the data points for `max = 4
essentially reproduce the results obtained with `max = 3. For a fixed value of the equivalent
diffusion coefficient, the following features are observed as the jump extent limit decreases.
(1) The coalescence is retarded because the attachment and detachment kinetics favors the
formation of new small islands from coalesced islands, and this compensates at least
partially the coalescence [Fig. 3.14(a)].
(2) The adatom density increases more rapidly and stays higher, which indicates the
importance of the attachment and detachment kinetics as the temperature increases
[Fig. 3.14(a)].
(3) The island densities (for s ≥ 2) increase more rapidly and remain higher, which is due
to the important adatom density that can form small islands [Fig. 3.14(a)].
(4) The average size of stable islands, 〈sc〉, is lower because of the higher island density
[Fig. 3.14(b)].
(5) Each branch of the bimodal distribution becomes narrower (Fig. 3.15) ; that is, small
islands become larger and large islands become smaller.
These results are due to the fact that the diffusion coefficient itself is insufficient to explain
the surface morphologies observed. Indeed, the temperature is really important because a
small change of temperature can induce a major change in the relative rate of the different
events, in particular, detachment events here.
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Figure 3.14 Evolution (as a function of t, the simulation time) of adatom density [circles in
figure (a)], island density [triangles in figure (a)], and average size of stable islands with s ≥ 2
[(b)] for a fixed value of the effective diffusion coefficient (D′ = 8300 a2/s, the highest value
obtained when `max = 1). The data points are averaged over 30 simulations for each set. The
MNR is considered.
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Figure 3.15 Typical surface morphologies for a constant effective diffusion coefficient D′ =
8300 a2/s. All islands with s < 〈s〉 are colored in black while others are illustrated in gray.
Only a portion of size 75×75 of the original 250×250 simulated grid is illustrated. The MNR
is considered.
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3.6 Discussion
In this section, we concentrate on three main consequences of considering a contribution
from long jumps or the reversible aggregation mode, whether the MNR applies or not : (i)
a supra-Arrhenius diffusion coefficient, (ii) a bimodal island size distribution, and (iii) the
corresponding island morphologies.
3.6.1 Supra-Arrhenius diffusion coefficient
We observed in Fig. 3.9 that the supra-Arrhenius trend predicted for the diffusion
coefficient of single adatoms diffusing on a flat surface can also describe rather well the
submonolayer growth regime.
To verify this, we used the effective diffusion coefficient as described by Eq. (3.13). While
this parameter depends on many factors such as the compactness and average size of islands,
the time the simulation time step takes to stabilize from the beginning of the simulation,
the total number of diffusion events, and the average number of steps an adatom takes to
attach to an island or to nucleate, it still provides a reliable way to compare the diffusion
coefficient in simulations with similar temperatures and adatom densities. Thus, even though
the effective diffusion coefficient in Fig. 3.7 does not exactly have an Arrhenius behavior, the
value of D′`≤`max/D
′
`=1 is almost identical to the theoretical ν`≤`max values in Fig. 3.9.
According to our model, a supra-Arrhenius diffusion coefficient behavior should be
observed every time long jumps are present, at least in the submonolayer regime. This
effect is even stronger when the MNR is taken into account. As indicated previously, the
Arrhenius form of the rate of activation of the diffusion process is derived from an harmonic
approximation from the TST. Thus other phenomena such as multiatomic concerted motions
or anharmonic effects may also modify the Arrhenius behavior, especially at high temperature
[228]. Thermal expansion [222] and finite-barrier corrections [229] have also been shown
to affect the rate of activation of diffusion events and thus the Arrhenius behavior of
the diffusion coefficient. Finally, memory effects, related either to an insufficient time of
relaxation of the surface during the diffusion of particles or to the influence of other particles
on the surface might also result in deviation from the Arrhenius behavior [152].
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Nevertheless, few experimental evidences clearly show such supra-Arrhenius behavior.
This could simply be related to the fact that experimental uncertainties are large enough for
an Arrhenius relation to correctly describe the data points even though the best fit would
be a supra-Arrhenius behavior. This is supported by the theoretical results of Boisvert and
Lewis [200] that predict a supra-Arrhenius behavior as well. Such a behavior in the evolution
of the diffusion coefficient with temperature leads to a faster increase in the size of large
islands than when an Arrhenius behavior is present. The layer-by-layer transition should
then appear at a lower temperature.
At its peak (T = 280 K), the supra-Arrhenius behavior we predict is 61 % higher
than what a model that forbids long jump would give since D`<∞/D`=1 = ν`<∞ = 1.61.
To achieve a 61 % uncertainty on D`=1, E` or Γ00 should have uncertainties of 19 % or
61 %, respectively. Even though those uncertainties are relatively small compared to some
experimental uncertainties, the theoretical supra-Arrhenius behavior remains. We also believe
that understanding the impact of long jumps on the diffusion coefficient is important enough
to discard multiatomic concerted events, anharmonic effects, thermal expansion, finite-barrier
corrections and memory effects that could affect the Arrhenius behavior.
3.6.2 Bimodal island size distribution
In the IA mode or when detachment events are not frequent (as we saw in Fig. 3.2 with
the conditions we used when the MNR does not apply), the island size distribution is clearly
unimodal as predicted by the theoretical model of Amar and Family [227]. However, as soon
as the detachment events become important, the island size distribution becomes bimodal.
Still, at a temperature of 250 K, the distinction between the size of islands above and below
the average size is difficult at any aggregation mode (as we saw in Fig. 3.4) because one of the
island size distribution mode is almost centered on s = 〈s〉 (see Fig. 3.5). The distribution
spreads out as atoms surrounded by a greater number of NNs are allowed to detach and the
temperature increases. When atoms are allowed to detach, they can leave low coordination
sites to attach to higher ones. This explains why the most frequent size of large islands in
Fig. 3.6(b) increases when going from the IA to the RA2 modes. For the RA mode, we obtain
a smod lower than that for the RA2 mode. However, we do not know if this result is due to the
imprecision in the technique used to find the most frequent size of large islands. The average
island size is a more precise value and has a somewhat different behavior. Indeed, as soon as
atoms can detach from islands, 〈s〉 is no longer monotonically increasing with temperature
as shown in Fig. 3.6(a). Moreover, as atoms can detach from higher coordination sites, the
average island size decreases more rapidly with increasing temperatures.
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To understand the behavior of smod and 〈s〉, we show, in Fig. 3.16(a)–3.16(c), the relative
number of detachment events (Nni→0, where the subscript indicates that events such that
the initial and final number of in-plane NNs are ni and 0 are performed) with respect to the
total number of events throughout a simulation (Ntot). In the RA mode, ni can range from
1 to 3 for detachment events. For the RA1 (RA2) mode, ni can only take the value 1 (can
range from 1 to 2), and for the IA mode, no detachment events are possible. In Fig. 3.16(d),
we show the number of diffusion events of all aggregation modes with respect to the number
of diffusion events of the IA mode.
Figure 3.16 [(a) to (c)] Weight of detachment events (Nni→nf ) with respect to the total
number of events (Ntot) throughout the whole simulation for RA1, RA2, and RA modes. (d)
Ratio between the number of free diffusion events (ni = nf = n↑ = n↓ = 0) of RA1, RA2,
and RA modes, and the IA mode.
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We see that even N1→0/Ntot increases when going from the IA to the RA mode. Indeed,
adatoms surrounded by more than one in-plane NN that detach from an island potentially
leave more atoms surrounded by only one in-plane NN in the island edge, which explains
the increase in N1→0/Ntot. Increasing
∑
ni
Nni→0/Ntot is responsible for an increase of the
adatom density, and therefore the island density. The global impact is to lower the average
island size.
Moreover, as a greater number of atoms detach, the number of diffusion events can
increase significantly. For instance, the number of diffusion events at T = 280 K is more than
30 (12) times more important in the RA and RA2 modes (RA1 mode) than it is in the IA
mode [see Fig. 3.16(d)]. This enhanced number of random walk steps allows adatoms to find
more stable sites and explains the increased value of smod as adatoms can detach from higher
coordination sites.
Similarly, when long jumps are allowed, the diffusion coefficient increases and the size
of large islands is expected to increase. This results in a broader island size distribution
(see Fig. 3.11), where the broadest distribution in each of Figs. 3.5(a)–3.5(d) subfigures is
exactly the same as the narrowest in Figs. 3.11(a)–3.11(d) subfigures. As the temperature
increases, the detachment of adatoms from islands increases and the small island mode
becomes more important (see Fig. 3.12). In this sense, the small island mode emerges from
the large island one. Thus, the island size distributions spread and become strongly bimodal
[see Fig. 3.11(b)–3.11(d) scaled to emphasize the large island mode]. We show in Appendix
3.11 that synergistic effects are found between the RA mode and long jumps. Above 250 K,
the most important mode, illustrated in Fig. 3.12, is centered on small islands even though
small islands form and fragment frequently enough to be considered metastable. Moreover,
while the mode associated with larger islands is the smallest, most of the atoms are in large
islands. Nevertheless, some temperatures should exist at which this small islands mode would
be the less representative of the distribution, and where coarsening would be very important.
We now need to compare our finding of a bimodal island size distribution with the
distributions reported in the literature. Bimodal distributions have already been claimed in
the presence of (i) cluster diffusion [230], (ii) adatom exchange with a surface atom [231],
and (iii) thermodynamic equilibrium in a strained system [232]. The (i) bimodal distribution
obtained by Kuipers and Palmer [230] is due to the increase in the island mobility with respect
to adatom mobility. This higher mobility lowers the number of islands, and small islands
(including adatoms) are less likely to find a larger one to attach to. The bimodal distribution
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(ii) observed by Zangwill and Kaxiras [231] arises from the increase in stable nuclei after an
exchange process between an adatom and a substrate atom. Finally, the distribution (iii) was
obtained by Meixner et al. [232] from a KMC simulation of self-organized growth in strained
systems. In their simulations, the system was allowed to reach a thermodynamic equilibrium
after deposition where kinetic processes are dominating. During initial kinetic steps, the
island size increases with temperature because a high temperature favors the diffusion and
the adatoms reach existing islands much more frequently than they nucleate into new islands.
Then, when the system evolves to reach a thermodynamic equilibrium, entropy favors the
island sizes that decrease with the temperature. An additional study, considering reversible
aggregation [201], resulted in a bimodal distribution. Although the authors did not mention
explicitly a bimodal island size distribution, they admitted that the data associated to small
islands did not collapse on the island size distribution scaling curve. Their distribution is
much narrower than those shown in Fig. 3.11. The set of activation energies and the low
temperature (compared to those activation energies) used in their study is sufficient to
explain this difference. In every way, the bimodal distributions we obtained are much more
pronounced than the distributions described above.
We want to emphasize that while we do not explicitly allow to reach a thermodynamic
equilibrium in our simulations, an analysis of a given process event rate at high
temperature reveals that the probability of performing an event associated to a process with
(ni, nf , `, n↑, n↓) is practically the same as performing one of a process with (nf , ni, `, n↑, n↓)
during the whole simulation. That is, the surface arranges rapidly in such a way that the
number of possible events for a given process multiplied by its rate is approximately equal
to the number events of the reverse process times the rate of this process. Thus, at high
temperature (around 250 K and above) our system reaches a quasiequilibrium state during
growth. However, unlike the results of Meixner et al. [232], our island size distribution spreads
out with increasing temperature. This fundamental difference is due to the causes of the
bimodal island size distribution. Indeed, the KMC results of Meixner et al. are due to a
competition between cohesion and strained energy while our results are due to a competition
between attachment and detachment of adatoms. This quasiequilibrium state leads to a
coarsening process that is almost inexistent. On average, adatoms attach to large islands
at the same rate they detach and the same is true for small islands.
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3.6.3 Island morphology
The attachment and detachment kinetics have a strong impact on the morphologies
of islands in the bimodal distribution. Indeed, the edge roughness varies a lot from one
aggregation mode to the other (see Fig. 3.4). In the RA1 mode, when only atoms surrounded
by one in-plane NN can detach, the island edges are almost flat, even at 280 K. Thus, the
edge diffusion and the detachment of low coordination number atoms both contribute to
decrease the roughness of islands. In the IA mode, as soon as an adatom reaches an island,
it sticks to it and only edge diffusion can contribute to flatten the island edges. In the RA2
mode, the edge diffusion contributes to lower the island edge roughness, but the detachment
of atoms surrounded by two in-plane NNs counterbalance this behavior. The island edge
roughness is even more important in the RA mode since more atoms can detach from islands.
Hence, the RA1 mode leads naturally to the flattest island edges. Conversely, the IA at low
temperature and the RA at high temperature lead to the roughest island edges.
Similarly, the island edge roughness increases with temperature since the rate of
detachment events increases (see Figs. 3.4 and 3.10). This process is, however, stabilized
by the large number of attachment sites and the attachment and detachment equilibrium
that occurs. When the detachment from small islands is important, the attachment cannot
compensate and the islands are generally broken apart to form small metastable islands.
This is a direct consequence of the bond counting model for which the detachment of an
atom becomes more difficult when the number of in-plane NNs is large. The atoms that
are the most likely to detach from islands are those with only one in-plane NN. Indeed, we
observe that when detachment is possible, the islands containing atoms attached by only
one edge are less stable than others. This can be confirmed by oscillations in the island size
distributions of small islands which are not monotonically decreasing.
We showed in Figs. 3.14 and 3.15 that the diffusion coefficient alone is insufficient to predict
the surface and island morphologies. This is due to the fact that the events associated with
each process are performed with a different relative probability at different temperatures,
independently of the diffusion coefficient. Indeed, the diffusion coefficient is a function of
the process rates but not the reverse. As the long jump extent limit increases, the diffusion
coefficient increases but the detachment frequency remains essentially constant. Hence, as
`max increases, islands become larger while maintaining a similar edge roughness. In brief, the
island size depends on temperature and `max, while the island roughness is mostly a function of
the temperature. As revealed in Fig. 3.13 for stable islands, the observed bimodal distribution
is responsible for a nonmonotonic increase of the average island size. This evolution presents a
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maximum near the point where the increasing diffusion coefficient is still able to compensate
for the detachment of adatoms from island edges.
3.7 Summary and concluding remarks
We have considered the impact of long jumps and reversible aggregation on a simple cubic
(100) surface growth when process rates are subject to compensation effects. We compared
our theoretical results for a single adatom diffusing on a flat surface with KMC results for
more complex surfaces involving many adatoms and islands in the submonolayer regime.
We found that there is a good agreement between our theoretical and KMC results for the
supra-Arrhenius behavior of the diffusion coefficient. Our KMC simulations also show a clear
bimodal island size distribution at high temperatures or long jump extent limits. In this
bimodal distribution, the most important mode is the small island’s one, while most of the
atoms are in large islands. This is due to the competition between the increasing diffusion
coefficient that favors large islands and the raising rate of detachment of atoms from islands,
which favors small islands. At the same time, adatom attachment and detachment processes
are responsible, as the temperature increases, for the large island’s edge roughness and the
metastability of small islands.
We have restricted our studies to the effect of long jumps and detachment processes
on island sizes and morphologies evolutions. However, other diffusion events with a high
activation energy could have an important impact on island evolution, especially when the
MNR applies. For instance, cluster and vacancy diffusion should be considered. Indeed,
studying the surface Cu(100) with ab initio static relaxation methods and semiempirical
molecular-dynamics simulations, Boisvert and Lewis have found that some compensation
effects were observed for adatoms, dimers and vacancy self-diffusion, and that the same
MNR parameters (Γ00 and Tiso) could describe the compensation observed for all those
processes [26]. In the same way, compensation effects have been observed in many more cases
of cluster diffusion [6, 7]. Moreover, many surfaces for which Boisvert and Lewis have shown
clear compensation effects [192] also present cluster diffusion barriers of the same order of
magnitude as adatom diffusion energies [5] that could benefit from additional compensation
effects related to the number of atoms involved in the concerted motion [212, 213].
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While our results were obtained for an explicit application of the MNR, we emphasize
the fact that a supra-Arrhenius diffusion coefficient behavior and a bimodal distribution with
the island morphologies presented earlier are to be seen for every surface with significant
long jump rates and attachment and detachment kinetics, whether compensation effects are
observed or not.
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3.9 Appendix A : diffusion coefficient for long jumps
To compute the statistical distance that an adatom can travel with respect to time, we
start by assuming that the time step between each of its diffusion event is constant on a flat
isotropic surface with zero flux. We can thus write the diffusion coefficient with respect to the
number of diffusion events. After N diffusion steps, a single adatom located at the grid point
(i, j) with respect to the starting point of diffusion (0, 0) will statistically be at a squared
distance
d2`≤`max(i, j) = 4a
2
`max∑
`=1
p`
`−1∑
m=0
(
`
m
)(
i2 + j2 +m2 + [`−m]2)
= a2
(
i2 + j2
)
+ ν`≤`max ,
with
ν`≤`max =
a2eα (1− e−α) (1− 2e−α)
2 (1− e−α`max [2`max+1 {1− e−α} − {1− 2e−α}])
×
`max∑
`=1
2` (`2 + `)− 2`2
eα`
. (3.14)
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We note nN = nN(i, j) the probability of an adatom to be located at a grid point (i, j)
after N diffusion events. Naturally, if we sum over all sites,
∑
i,j nN(i, j) = 1. Therefore, the
average squared distance of diffusion after N time steps is
〈R2(N)〉 =
∑
i,j
nNa
2
(
i2 + j2
)
∑
i,j
nN
=
∑
i,j
nNa
2
(
i2 + j2
)
=
∑
i,j
nN−1d2`≤`max(i, j) =
∑
i,j
nN−1
(
a2
[
i2 + j2
]
+ ν`≤`max
)
=
∑
i,j
nN−1a2
(
i2 + j2
)
+ ν`≤`max
=
∑
i,j
nN−2a2
(
i2 + j2
)
+ 2ν`≤`max
=
∑
i,j
n0a
2
(
i2 + j2
)
+Nν`≤`max . (3.15)
The previous sums are made over all i and j grid points of the surface. However, because
many sites are out of range after a finite number of steps, many nN (i, j) are equal to zero.
Since we began this demonstration by assuming that a single adatom was located at the grid
point (0, 0),
∑
i,j n0 (i, j) a
2 (i2 + j2) = 0. Consequently, we find, by recurrence,
〈R2(N)〉 = Nν`≤`max .
Thus, 〈R2(N)〉/N is constant if the temperature and the jump extent limit `max are fixed.
We give below some results for Eq. (3.14).
ν`=1 = a
2, (3.16)
ν`≤2 = a2
(
1 + 8e−α
1 + 3e−α
)
, (3.17)
ν`≤3 = a2
(
1 + 8e−α + 39e−2α
1 + 3e−α + 7e−2α
)
, (3.18)
ν`≤4 = a2
(
1 + 8e−α + 39e−2α + 144e−3α
1 + 3e−α + 7e−2α + 15e−3α
)
, (3.19)
ν`<∞ = a2
(
1− e−α − 6e−3α + 8e−4α
[1− e−α]2 [1− 2e−α]2
)
, valid only if α > ln(2). (3.20)
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We briefly mention that if we take the limit α→ −∞ in the equations above, except Eq.
(3.20) which does not allow this condition, we obtain ν`=`max , that is, when only jumps of
the maximum extent are allowed.
From the Einstein equation, we can find the diffusion coefficient, remembering that the
jump extent is not strictly equivalent to the jump length,
D`≤`max = lim
t→∞
〈R(t)2〉
vt
= lim
N→∞
Nν`≤`max
vNτ
=
ν`≤`max
vτ
, (3.21)
where τ is the uniform time between each diffusion step. In our KMC simulations, diffusion
events are modeled as Poisson processes. Therefore, the diffusion time step is not constant.
Substituting the average time step 〈∆t〉 to τ in Eq. (3.21) we can have an approximation
of the diffusion coefficient for which the precision will increase with the number N of steps
considered.
As established in Eq. (3.11), we can find the diffusion time step, noting that R(t) =
∑
i Γi
since there is no flux. That is, 〈∆t〉 = 1/∑i Γi and
∑
i
Γi = 4
`max∑
`=1
`−1∑
j=0
(
`
j
)
Γ` =
4Γ00e
−α (1− δ`≤`max)
(1− 2e−α) (1− e−α) .
This gives
〈∆t〉 = (1− 2e
−α) (1− e−α)
4Γ00e−α (1− δ`≤`max)
. (3.22)
If we focus on the number of neighbors considered by one diffusion event v, we note that
while only four neighbors are accessible by a single hopping event on a cubic simple (100)
surface, this number increases when long jumps are considered. Indeed, the nearest neighbor
concept must be redefined since more than four sites are accessible. We must then consider all
accessible neighbors, and weight their contribution with respect to the standard four nearest
neighbors. Thus, we can write
v`≤`max = 4
`max∑
`=1
p`
p1
`−1∑
j=0
(
`
j
)
=
1
Γ00e−α〈∆t〉 . (3.23)
Substituting the values of 〈∆t〉 and v`≤`max in Eq. (3.21), the diffusion coefficient becomes
D`≤`max = Γ00e
−αν`≤`max .
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We can write the diffusion coefficient for a jump extent limit with respect to the diffusion
coefficient for single hopping events
D`≤`max = D`=1ν`≤`max ,
where ν`≤`max can be found from Eq. (3.14). When there is no limit to the extent of a jump,
the diffusion coefficient becomes 6
D`<∞ = D`=1
(
1− e−α − 6e−3α + 8e−4α
[1− e−α]2 [1− 2e−α]2
)
.
3.10 Appendix B : equivalence between simulations with different
initial parameters
In order to compare different simulations with the ones we performed and because the
parameters used in Eqs. (3.1) and (3.2) are not well documented, we establish in this section
conditions to obtain equivalent simulations. We begin by writing the rates of processes in two
ways.
Γi = Γ00e
Ei/kBTisoe−Ei/kBT and
Γ′i = Γ
′
00e
E′i/kBT
′
isoe−E
′
i/kBT
′
,
where the prime symbol is used to distinguish the two different simulations and we fixed
ε = ε′ = 1 for two main reasons. (i) The assumption ε = 1 is the most frequent in the
literature, and (ii) equivalence conditions between simulations are by far more restrictive
when ε 6= 1.
We demonstrate below that there exist conditions of temperatures and fluxes such
that the nature and the order of the performed events would be exactly the same in both
simulations if the same set of random numbers were used. If this is the case, the surface
evolves identically in both cases even though the simulation time might be different, and we
classify the simulations as “equivalent”.
6. If the path multiplicity is not considered, the diffusion coefficient is
D`<∞ = D`=1 [(1 + e−α) / (1− e−α)]2, which should be compared to the theoretical result of
Boisvert and Lewis [200] in one dimension in which we apply explicitly the MNR, that is
D`<∞ = D`=1 [(1 + e−α) / (1− e−α)].
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For simulations to be equivalent, the relative rates must be the same in both cases. Thus,
Γi/Γj = Γ
′
i/Γ
′
j for any i and j. This can only be achieved if E
′
i −E ′j = ω (Ei − Ej) and yields
a relation between T and T ′ as follows :
1/T − 1/Tiso = ω (1/T ′ − 1/T ′iso) . (3.24)
We then adjust the simulation time to allow the same number of events during the whole
simulation in both cases. This number of events is the total simulation time divided by the
average time between events. According to Eq. (3.11), we can write
ttot/〈∆t〉 = t′tot/〈∆t′〉
θ
(
FabLxLy +
∑
i
Γi
)
F
=
θ
(
F ′abLxLy +
∑
i
Γ′i
)
F ′
(3.25)
When we use temperatures according to Eq. (3.24), we can derive the relationship between
F and F ′ from Eq. (3.25) as follows :
F/Γ00 = F
′/Γ′00e
ωEi−E′i
kB
(
1
T ′
iso
− 1
T ′
)
, for any i. (3.26)
We then analyze three precise cases : equivalence (i) between simulations with and without
consideration of the MNR, (ii) between simulations with different isokinetic temperatures, and
(iii) between simulations with proportional activation energies. We emphasize the fact that
our definition of equivalence generally does not allow one to directly compare the results which
depend on the time of simulation because this parameter is not the same from one simulation
to the other.
3.10.1 Equivalence between simulations with and without
consideration of the MNR
When the MNR is not considered, the isokinetic temperature is infinitely high, that is,
T ′iso → ∞. If the activation energies are the same for both simulations, we obtain the two
equivalence relations from Eqs. (3.24) and (3.26).
1/T = 1/T ′ + 1/Tiso and (3.27)
F/Γ00 = F
′/Γ′00. (3.28)
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Thus, simulations for which the MNR applies or not, are equivalent when Eqs. (3.27) and
(3.28) are verified. Equation (3.27) indicates that in order to achieve equivalence, T ′ must rise
much more rapidly than T . Therefore, many simulations which are not performed because
the temperature is thought to be near some phase transition could become accessible when
the MNR applies. In the rare case when the MNR is still valid above Tiso, the equivalence
fails because T ′ must be negative.
With simulations that do not consider the MNR and use a prefactor Γ′00 = 2.203× 109 s−1
as in section 3.5.1, we can obtain equivalent surfaces to those shown in section 3.5.2 using
the following parameters : F ′a2 = 2203 ML/s, T ′ = 887, 1110, 1287 and 1431 K (instead of
Fa2 = 0.1 ML/s, T = 250, 265, 274, and 280 K).
3.10.2 Equivalence between simulations with different isokinetic
temperatures
When the MNR applies in both simulations with the same Γ00 value and identical
activation energies, Eqs. (3.24) and (3.26) become
1/T = 1/T ′ + 1/Tiso − 1/T ′iso and (3.29)
F = F ′.
In this particular case, equivalent simulations also share an equivalent simulation time
because Γi = Γ
′
i for any i. Moreover, for expressions of the form e
σ/T such as the ones
found in the diffusion coefficient equation, the global impact of Eq. (3.29) is only a shift by
the constant value eσ(1/Tiso−1/T
′
iso). For instance, if we had used an isokinetic temperature of
T ′iso = 10Tiso (with Tiso = 348.13 K as given in section 3.4), we would have obtained the same
values of α and ν`≤`max for the temperatures listed in Table 3.2.
Tableau 3.2 Equivalent temperatures for simulations with T ′iso = 10Tiso.
T (K) T ′ (K)
250 707
265 841
274 939
280 1014
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3.10.3 Equivalence between simulations with proportional
activation energies
When the MNR applies in both simulations with the same Γ00 value, the same isokinetic
temperature and activation energies that respect a direct proportional relation (E ′i = ωEi for
all i), Eqs. (3.24) and (3.26) become
1/T = ω/T ′ + (1− ω) /Tiso and
F = F ′.
Again, in this case, equivalent simulations also share an equivalent simulation time because
Γi = Γ
′
i for any i. As an example, for activation energies 1.5 times those used in this study
[section 3.4 and Eq. (3.3)], equivalent temperatures that give the same α and ν`≤`max values
are listed in Table 3.3.
Tableau 3.3 Equivalent temperatures for simulations with E ′i = 1.5Ei for any i of the bond
counting model given by Eq. (3.3) and parameters of section 3.4.
T (K) T ′ (K)
250 276
265 288
274 295
280 300
3.11 Appendix C : synergistic effects between reversible
aggregation and long jumps
Let us study a particular case to show that synergistic effects are found between reversible
aggregation and long jumps. At T = 280 K in the RA mode when the MNR applies, we have
shown that we obtain a bimodal island size distribution (see Fig. 3.11). The small island
mode is mainly affected by the RA mode since little variation is found when the jump extent
limit varies. Thus, we can eliminate an important part of the effect of the RA mode by
making a linear regression on the large island mode. We can perform this task by retracting
the small island mode and replacing it by a linear projection of island density towards small
densities as shown in Fig. 3.17.
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Figure 3.17 Corrected island size distributions in the RA mode at T = 280 K when the MNR
applies. The correction was made by replacing the small island density by a linearly projected
density from the left part of the distribution (thick lines in the figure). The theoretical curve
of Amar and Family [227] for the IA mode is shown by a full light line. A broken vertical line
indicates the average value of the distribution (s/〈s〉 = 1).
This procedure, while approximative, can give some insight on the large island size
distribution. In Fig. 3.17, 〈s〉 is the average size of large islands found with the corrected
distribution. Since some atoms were eliminated through this correction, the coverage θ has
been modified accordingly (we note θ∗ this effective coverage). When `max passes from 1 to
4, θ∗ takes the following values (in ML) : 0.187, 0.188, 0.188, and 0.188. We readily see that
most of the adatoms are found in the large island mode since θ = 0.2 ML.
We see, in Fig. 3.17, that the island size distributions for `max ranging from 1 to 4 are
mostly superimposed and are coherent with the model of Amar and Family [227]. If linearly
additive effects between the reversible aggregation and long jumps are to be observed, we
expect the corrected average size of those new distributions (〈s∗〉 = 〈s〉θ/θ∗) to be mainly
affected by the jump extent limit. That is, we expect 〈s∗〉 to evolve as 〈s〉 evolves in the IA
mode (see Fig. 3.8). Figure 3.18 compares those two evolutions (a normalization is made
with respect to the corrected average island size for `max = 1).
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Figure 3.18 Evolution of the average size of large islands normalized with respect to the value
obtained for `max = 1. The circles are associated to the IA mode (in which case 〈s〉 = 〈s∗〉
since there is only one mode in the island size distribution) while the squares are related to
the RA mode results where we corrected the density of small islands to discard an important
effect du mostly to reversible aggregation. The solid lines are guidelines to the eye. The MNR
is considered.
We clearly see that increasing the jump extent limit from 1 to 4 implies an increase of
20 % of the average island size in the IA mode, while this increase is more than 56 % in the
RA mode. Therefore, some synergistic effects happen between the reversible aggregation and
long jumps. We can explain this by the fact that the larger diffusion coefficient due to long
jumps allows detached atoms to reach large islands and increase their size. Because of the
strong RA mode, other adatoms detach frequently enough from island edge to compensate
this attachment. Note that we observe the same trend if we compare the evolution of the large
island modes instead of the large island corrected average sizes.
3.12 Analyse des ressources informatiques
L’obtention des statistiques pre´sente´es dans ce chapitre a requis l’utilisation soutenue
de superordinateurs pendant plusieurs semaines. En effet, au-dela` de 5 × 104 simulations de
surfaces de 6,25 × 104 sites sur lesquelles se trouvaient un maximum de 1,25 × 104 atomes
ont e´te´ faites. Alors que les simulations a` basse tempe´rature impliquaient peu d’e´ve´nements
de diffusion (de l’ordre de 106 par simulation), les simulations a` haute tempe´rature — en
particulier celles pour lesquelles la loi de MN s’appliquait, le re´gime e´tait fortement re´versible
(mode RA) et les sauts de longue porte´e avec `max = 4 e´taient possibles — pre´sentaient un
nombre d’e´ve´nements de diffusion de l’ordre de 4× 107.
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Pour donner un ordre de grandeur du temps de simulation pour la me´thode KMC, il est
possible de faire l’analyse simple suivante. On suppose d’abord que le temps de simulation
n’est affecte´ que par les traitement des e´ve´nements de diffusion, c’est-a`-dire que l’initialisation
et la fin de la simulation prennent un temps ne´gligeable, de meˆme que l’arrive´e de nouveaux
atomes sur la surface. Cette approximation est justifie´e lorsque le nombre d’e´ve´nements est
grand et que D/F est grand (en unite´s normalise´es). Dans un tel cas, le temps de simulation
(tsim) croˆıt avec le nombre d’e´ve´nements (Nevents), le nombre de sites a` mettre a` jour suivant
un e´ve´nement de diffusion (Nupdates), soit
tsim = NeventsNupdatesτCPU
ou` τCPU est le facteur de proportionalite´ qui de´pend du processeur utilise´. Les simulations de
ce chapitre ont e´te´ faites a` l’aide d’un processeur cadence´ a` 2 GHz et donnent une valeur de
τCPU de l’ordre de 10
−5 s.
Ceci permet d’estimer le temps requis pour faire une simulation de taille me´soscopique.
Par exemple, pour arriver a` simuler la croissance de 20 ML sur une surface dont les
dimensions sont de l’ordre de 1× 1 µm2, il faut simuler le de´poˆt et la diffusion d’un total de
2× 108 atomes, ce qui implique environ 1011 e´ve´nements de diffusion lorsque `max = 4, que le
re´gime d’agre´gation est fortement re´versible (RA) et que la loi de Meyer-Neldel s’applique.
Dans un tel cas, Nupdates ∼ 102, ce qui fait que tsim ∼ 3 ans et signifie alors que de telles
simulations sont a` toute fin pratique inaccessibles, du moins pour l’instant.
Le chapitre suivant pre´sente une strate´gie simple permettant d’acce´le´rer conside´rablement
les simulations KMC lorsque le nombre d’atomes loin de la bordure des ıˆlots est grand, tel
qu’observe´ dans les simulations les plus lourdes du chapitre courant alors que pre`s de 80 %
des e´ve´nements de diffusion e´taient des e´ve´nements de diffusion simple.
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CHAPITRE 4
ME´THODE LAUKMC
Tel que vu dans le chapitre pre´ce´dent, les simulations KMC peuvent eˆtre tre`s lourdes, en
particulier lorsque le nombre d’atomes non attache´s a` un ıˆlot est grand et que la diffusion
simple des atomes est l’e´ve´nement ayant le plus grand taux d’activation
Γ = Γ0e
−∆E/kBT .
Les me´thodes MSKMC [44] et FPKMC [45–50] pre´sente´es dans le chapitre 2, de meˆme
que d’autres base´es sur une e´quation continue de la diffusion d’atomes alors que la bordure
des ıˆlots est discre`te [36–39] permettent d’acce´le´rer les simulations KMC lorsque la diffusion
simple a le taux d’activation le plus grand.
Une grande limite des simulations utilisant une densite´ d’atomes est qu’elles n’arrivent
pas a` bien mode´liser la germination [42, 43]. Pour leur part, les simulations MSKMC ne
permettent pas de reproduire les probabilite´s de visite des sites lors d’une diffusion a` longue
porte´e. Seules la me´thode FPKMC permet d’acce´le´rer les simulations KMC sans faire
d’approximation. Cependant, l’implantation de cette dernie`re me´thode demande de modifier
significativement la structure des simulations KMC [47]. Il n’existe donc pas a` ce jour de
me´thode permettant d’acce´le´rer les simulations KMC, qui comporte tre`s peu d’approximation
et ne demandant pas une modification significative de la structure des simulations KMC. Ce
chapitre pre´sente une telle me´thode dans laquelle la seule approximation concerne l’ordre
dans lequel les atomes diffusent et ne reque´rant que des modifications mineures a` la me´thode
KMC standard. La variante de la me´thode KMC re´sultante est nomme´e LAUKMC pour low
adatom update KMC.
Cette variante repose sur le fait que la mise a` jour de la liste d’e´ve´nements possibles sur la
surface peut eˆtre re´duite pour des atomes assez loin d’autres atomes pour que leur interaction
soit ne´gligeable. La partition des atomes simule´s en deux cate´gories et l’e´tablissement de
communication entre ces cate´gories permet alors d’acce´le´rer les simulations.
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4.1 Partition des atomes
Tel que pre´sente´ dans le chapitre 3, le taux total de tous les e´ve´nements possibles a` un
moment donne´ sur la surface s’e´crit
R = Γdep +
∑
i
Γi, (4.1)
ou` la contribution du flux (Γdep = FabLxLy) a e´te´ se´pare´e de la contribution de tous
les e´ve´nements de diffusion (second terme de l’e´quation (4.1)). Cette e´quation est une
variante de l’e´quation (3.12). Comme l’ajout d’un terme de de´sorption se ferait simplement
sans modifier les de´veloppements qui suivent, un tel terme sera ne´glige´ sans perte de ge´ne´ralite´.
Ge´ne´ralement, les simulations KMC conside`rent que l’interaction des atomes a une porte´e
finie de %, c’est-a`-dire que tous les voisins a` une distance de diffusion 1 (D) d’au plus %
doivent eˆtre conside´re´s autant pour le site de de´part que le site d’arrive´e pour de´terminer
le taux d’activation d’un e´ve´nement. 2 Pour simplifier la situation, seuls des sauts de porte´e
` = 1 seront conside´re´s dans ce chapitre, bien que l’incorporation de saut de plus longue
porte´e est relativement simple. La porte´e de l’interaction fait en sorte que suivant un
e´ve´nement de diffusion tel qu’illustre´ sur la figure 4.1, les e´ve´nements de tous les sites a`
l’inte´rieur du pe´rime`tre de´fini par les sites en gris (nomme´ domaine d’interaction) doivent
eˆtre mis a` jour. Il est simple de de´montrer que le nombre de sites a` mettre a` jour est de 2(%+2)2.
Sur la base de la porte´e d’interaction %, il est possible de partitionner les atomes en deux
groupes : i) ceux qui sont a` une distance de diffusion d’au plus %+ 1 (D ≤ %+ 1) d’un autre
atome (groupe d’atomes dits lie´s) et ii) les autres atomes (D > % + 1) qui seront dits libres.
Si la diffusion simple est isotrope, les atomes libres ont des probabilite´s e´gales de diffuser
dans toutes les directions. La gestion des e´ve´nements possibles pour ces atomes en est alors
simplifie´e tel que pre´sente´ plus loin. De surcroˆıt, le crite`re de partition fait en sorte que ces
atomes peuvent faire au moins un e´ve´nement de diffusion simple avant d’entrer en interaction
avec un autre atome. Par conse´quent, a` moins que suivant une diffusion simple un atome
libre ne se retrouve a` l’inte´rieur du domaine d’interaction d’un autre atome (D ≤ %+ 1), cet
1. Tout comme dans le chapitre 3, le mode`le SOS est utilise´ et les atomes font des sauts entre plus proches
voisins. Au lieu de conside´rer la plus petite distance de se´paration entre deux sites, on conside´rera plutoˆt
la distance de diffusion, c’est-a`-dire la longueur du plus petit parcours de diffusion suivant lequel un atome
pourrait passer du site de de´part au site d’arrive´e.
2. Dans le cas ou` seule l’interaction avec les plus proches voisins du site de de´part est conside´re´e et que
le nombre de plus proches voisins du site d’arrive´e est sans importante, les de´veloppements de ce chapitre
s’appliquent avec % = 0.
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atome libre restera libre et aura encore la meˆme probabilite´ de diffuser dans chaque direction
par un e´ve´nement de diffusion simple.
Figure 4.1 Illustration des mises a` jour ne´cessaires suite a` la diffusion d’un atome du site 1
au site 2 lorsque (A) % = 1 et (B) % = 2. La liste des e´ve´nements de tous les sites a` l’inte´rieur
du pe´rime`tre de´fini par les sites gris doit eˆtre mise a` jour.
La section suivante montre comment cette partition permet d’acce´le´rer significativement
les simulations KMC.
4.2 Mise a` jour de la liste d’e´ve´nements pour les atomes libres
La figure 4.1 a e´te´ reprise et modifie´e dans la figure 4.2 ou` l’accent est de´sormais mis sur
les e´ve´nements de diffusion possibles qui doivent eˆtre mis a` jour apre`s la diffusion du site 1
au site 2, chacun de ces e´ve´nements de diffusion e´tant repre´sente´ par une fle`che. Le nombre
Nupdates de ces e´ve´nements qui doivent eˆtre mis a` jour est une fonction de % :
Nupdates = 8%
2 + 24%+ 14.
Il convient de remarquer que Nupdates est un nombre limite. En effet, s’il n’y a pas
d’atomes dans l’un des sites du domaine d’interaction, aucun e´ve´nement ne doit eˆtre mis a`
jour pour ce site. Si aucune partition des atomes n’est applique´e lors de la simulation, il est
toutefois impossible de savoir lesquels des Nupdates ne doivent pas eˆtre faits et il est alors
ne´cessaire de passer a` travers chaque site pour faire les ve´rifications qui s’imposent.
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Figure 4.2 Illustration a` l’aide de fle`ches des e´ve´nements de diffusion qu’il faut mettre a` jour
lorsque % = 1 (A) et % = 2 (B). La diffusion qui engendre ces mises a` jour se fait sur les deux
sites centraux.
Alternativement, si la partition propose´e ci-haut est applique´e, les atomes libres
permettent de simplifier la routine de mise a` jour par une re´duction significative de Nupdates.
En effet, puisque les atomes libres n’ont, par de´finition, aucun atome dans leur domaine
d’interaction avant la diffusion du site 1 au site 2, il suffit de ve´rifier seulement 2% + 3 sites
pour lesquels un nombre de mises a` jours nupdates = 4%+ 3 est ne´cessaire tel qu’illustre´ sur la
figure 4.3. Les simulations KMC pourront eˆtre acce´le´re´es puisque nupdates < Nupdates.
Figure 4.3 Pour un atome libre, seuls les e´ve´nements illustre´s par des fle`ches doivent eˆtre
mis a` jour puisque les sites avec un contour gras sont de´ja` exempts d’atomes.
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4.3 De´tails techniques
Typiquement, les simulations KMC efficaces gardent en me´moire la liste de tous les
e´ve´nements possibles a` un moment donne´ sur la surface pour e´viter de reconstruire cette liste
a` chaque pas de temps. Comme les atomes libres ont une probabilite´ e´gale de diffuser dans
chaque direction, il n’est pas ne´cessaire de conserver ces e´ve´nements dans la liste d’e´ve´nements.
Il est plus pratique d’e´laborer une liste se´pare´e qui donne les coordonne´es de chaque atome
libre sur la surface. Conside´rant cette partition, l’e´quation (4.1) peut s’e´crire
R(t) = Γdep + 4nlibreΓd +
∑
i ∈ Glie´s
Γi,
ou` nlibre est le nombre d’atomes libres, Γd est le taux d’activation de la diffusion simple et
Glie´s est l’ensemble de tous les e´ve´nements possibles pour les atomes lie´s. Suivant l’e´quation
(2.2), la probabilite´ que l’un des atomes libres diffuse est plibre = 4nlibreΓd/R.
Lorsqu’un e´ve´nement de diffusion d’un atome libre est se´lectionne´ (premier nombre
ale´atoire), l’atome qui fera cet e´ve´nement est choisi ale´atoirement a` meˆme la liste des atomes
libres (second nombre ale´atoire). La direction de diffusion est finalement choisie (troisie`me
nombre ale´atoire) et la diffusion est effectue´e.
Suivant cette diffusion, une ve´rification est faite pour les 2%+ 3 sites qui peuvent contenir
un atome. Si tel est le cas, l’atome libre devient un atome lie´ qui est traite´ en utilisant la
me´thode KMC originale. Sinon, l’atome reste libre et demeure alors dans la liste des atomes
libres.
Il est aussi possible qu’un atome lie´ devienne libre apre`s un e´ve´nement de diffusion, auquel
cas il est transfe´re´ dans la liste des atomes libres. Finalement, lorsqu’un atome est de´pose´,
le domaine d’interaction de cet atome est ve´rifie´ pour de´terminer dans quelle partition ce
nouvel atome doit eˆtre classe´.
Cette variante de la me´thode KMC est nomme´e low adatom update KMC ou LAUKMC
car elle re´duit le nombre de mises a` jour requises pour les atomes libres, acce´le´rant par le
fait meˆme les simulations. La me´thode LAUKMC sera d’autant plus rapide que le nombre
d’atomes libres est grand par rapport au nombre d’atomes lie´s. Toutefois, il faut aussi que
le nombre d’atomes libres soit assez faible pour que ceux-ci restent libres le plus lontemps
possible. En effet, la communication entre les partitions (libre et lie´e) ralentit les simulations
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LAUKMC. Un tel ralentissement est donc a` pre´voir lorsque la densite´ d’ˆılots est grande ou
lorsque les ıˆlots n’ont pas une forme compacte, ce qui est ge´ne´ralement le cas lorsque D/F
(en unite´s normalise´es) est petit.
4.4 Rattachement imme´diat
Pour acce´le´rer davantage les simulations LAUKMC, il est possible d’e´tablir une proce´dure
de rattachement de certains atomes imme´diatement apre`s un e´ve´nement de de´tachement de
la bordure d’un ıˆlot. En effet, dans l’optique ou` l’attachement a un grand taux d’activation
par rapport au de´tachement, il y a beaucoup plus de chances que l’atome nouvellement
de´tache´ se rattache ou s’e´loigne davantage de la bordure avant qu’un autre e´ve´nement
de de´tachement se produise a` proximite´. Lorsque le rattachement imme´diat est permis,
ceci permet d’e´viter deux e´ve´nements (de´tachement suivi de rattachement) dont les effets
s’annulent mutuellement et par conse´quent d’e´viter les mises a` jour qui y sont associe´es. Ceci
permet donc d’acce´le´rer davantage les simulations LAUKMC.
Cette proce´dure est applique´e de la fac¸on suivante. De`s qu’un e´ve´nement de de´tachement
se produit, l’atome concerne´ subit imme´diatement un autre e´ve´nement de diffusion
(rattachement ou autre), suivant sa probabilite´ d’activation. Dans le cas ou` l’e´ve´nement
choisi est le rattachement, la mise a` jour de la liste des e´ve´nements n’est pas applique´e,
alors que le temps de simulation est avance´ de deux pas de temps. Dans le cas ou` l’atome
ne se rattache pas, une mise a` jour de tous les e´ve´nements dans le domaine d’interaction de
l’atome est effectue´e.
Puisqu’une corre´lation est force´e entre les e´ve´nements de diffusion chaque fois qu’un
e´ve´nement de de´tachement se produit, les e´ve´nements de de´poˆt sont alors sous-estime´s
et une correction s’impose. Pour ce faire, plutoˆt que de garder les e´ve´nements de de´poˆt
comple`tement stochastiques, ceux-ci deviennent de´terministes : un nouvel atome est de´pose´
sur la surface chaque fois que la partie entie`re de FLxLyt augmente d’une unite´. Cette
approche simple a e´te´ choisie car elle donne des re´sultats tout a` fait similaires a` des approches
stochastiques plus complexes qui ne´cessitent nettement plus de temps pour effectuer les
simulations.
En fait, une correction devrait eˆtre applique´e pour tous les e´ve´nements de diffusion pour
compenser la surestimation des taux d’activation du de´tachement et de l’attachement due a`
la corre´lation force´e. Cette correction devrait eˆtre applique´e chaque fois qu’un e´ve´nement de
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de´tachement se produit. Toutefois, puisque de tels e´ve´nements sont parmi les plus rares sur
la surface, la correction n’est pertinente que pour les e´ve´nements qui ont un taux d’activation
plus faible, comme les e´ve´nements de de´poˆt.
4.5 Re´sultats
Pour analyser l’efficacite´ de la me´thode LAUKMC, la porte´e d’interaction a e´te´ fixe´e a`
% = 1 et le mode`le d’e´nergie d’interaction base´ sur le nombre de liens entre atomes voisins
suivant est applique´ :
∆E = Ediff + niE0 + n∆E∆ + nlEES,
ou` n∆ = ni − nf si ni ≥ nf ; n∆ = 0 autrement. De plus, nl vaut 1 si l’atome monte une
marche atomique ou descend une marche d’une hauteur quelconque ; nl = 0 autrement.
Lorsque la MNR ne s’applique pas et que les parame`tres utilise´s sont les suivants,
Ediff =1,6 eV, E0 =0,3 eV, El =0,4 eV, E∆ =0,05 eV, T = 1500 K, les simulations de la
croissance e´pitaxiale sur quatre terrasses (0 0 1) carre´es de 200×200 en unite´s normalise´es
se´pare´es de marches perpendiculaires a` la direction [1 0 0] (ou [0 1 0]) donnent les re´sultats
pre´sente´s sur la figure 4.4.
Puisque la me´thode LAUKMC ne modifie pas le formalisme de la me´thode KMC,
mais optimise plutoˆt la mise a` jour de la liste des e´ve´nements, il est normal que les
surfaces obtenues pour les deux me´thodes soient tre`s similaires tel qu’observe´ sur les figures
4.4(B)-4.4(C). Ainsi, ces figures montrent toutes les deux une organisation similaire des
terrasses, des saillies et des valle´es en bordure des marches, et quelques ıˆlots.
L’inte´reˆt re´side alors dans la diminution du temps de calcul par un ordinateur. On
introduit alors le parame`tre ϕ = tcalcul/t
∗
calcul, ou` tcalcul (t
∗
calcul) est le temps requis pour
simuler la croissance d’une surface donne´e a` l’aide de la me´thode KMC (LAUKMC). Ainsi,
plus ϕ est grand, plus la me´thode LAUKMC est rapide par rapport a` la me´thode KMC.
Pour les re´sultats de simulations des figures 4.4(B)-4.4(C), on obtient une valeur de ϕ = 4,1
lorsque la proce´dure de rattachement n’est pas applique´e, alors qu’on obtient ϕ = 5,9
lorsqu’elle est applique´e. Ceci indique par conse´quent que la me´thode LAUKMC peut eˆtre
significativement plus rapide que la me´thode KMC et que la proce´dure de rattachement peut
contribuer davantage a` l’acce´le´rer.
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Figure 4.4 (A) Surface initiale (montre´e partiellement) comportant quatre terrasses de
200 sites × 200 sites et surfaces obtenues lorsque θ = 4 ML avec les me´thodes (B) KMC
et (C) LAUKMC avec proce´dure de rattachement. En (D), la me´thode LAUKMC est utilise´e
et θ = 20 ML.
Ceci signifie aussi que dans le temps requis pour obtenir le re´sultat de la figure 4.4(B) a`
l’aide de la me´thode KMC, il est possible d’obtenir le re´sultat de la figure 4.4 D ou` cinq fois
plus d’atomes ont e´te´ de´pose´s sur la surface. En fait, la simulation de la figure 4.4(D) n’a
pris que 83% du temps requis pour obtenir le re´sultat de la figure 4.4(B).
Puisque l’optimisation principale est relie´e aux atomes libres et aux situations ou` les
e´ve´nements de de´tachement sont fre´quents, il serait normal d’obtenir des valeurs de ϕ
beaucoup plus faibles lorsque ces conditions ne s’appliquent pas. Une telle situation est a`
pre´voir si la croissance sur une surface singulie`re est faite avec les meˆmes parame`tres de
simulation que pre´ce´demment outre les modifications suivante : E∆ =0,15 eV et T = 1100 K.
On observe alors une croissance 3DLBL, ce qui fait que des monticules apparaissent sur la
surface et re´duisent d’autant la distance sur laquelle les atomes peuvent diffuser avant de
rencontrer la bordure d’un ıˆlot. Dans un tel cas, les surfaces obtenues par simulations KMC
et LAUKMC sont tre`s similaires. On obtient ϕ = 1,2 que la proce´dure de rattachement soit
applique´e ou non car le taux d’activation des e´ve´nements de de´tachement est tre`s petit par
rapport a` celui de la diffusion simple. Ces re´sultats sont re´sume´s dans le tableau 4.1 dans
121
lequel les deux dernie`res colonnes permettent de distinguer si la proce´dure de rattachment a
e´te´ applique´e ou non dans les simulations LAUKMC.
Tableau 4.1 Valeurs de ϕ obtenues pour quelques simulations LAUKMC
Parame`tres de simulation ϕ
F T Γd Γdet/Γd proc. de rattachement
ML/s K 104 s−1 % NON OUI
re´gime SF
1 1500 419 6,7 4,1 5,9
(fig. 4.4)
re´gimes SF et
1 1450 273 2,7 5,1 5,7
germination 2D
re´gime 3DLBL 1 1100 4,64 0,87 1,2 1,2
Le tableau 4.1 montre aussi une situation de transition entre les re´gimes de croissance
SF et germination 2D. Les meˆmes parame`tres de croissance que pour la fig. 4.4 sont utilise´s,
outre E∆ = 0,15 eV et T = 1450 K. Dans un tel cas, beaucoup d’atomes libres sont observe´s
sur la surface, ce qui explique la valeur de ϕ = 5,1 supe´rieure a` 1 lorsque la proce´dure de
rattachement n’est pas applique´e. Comme Γdet/Γd = 2,7 % et que cette valeur est plus petite
que la valeur de 6,7 % obtenue pour la simulation en re´gime SF, il est normal que la proce´dure
de rattachement ne cause pas une grande augmentation de ϕ (qui passe alors de 5,1 a` 5,7).
4.6 Discussion
Les re´sultats de la section 4.5 montrent que la me´thode LAUKMC ne permet pas la
meˆme acce´le´ration pour tous les parame`tres de simulations. Typiquement, les simulations
KMC sont plus longues lorsque la tempe´rature est plus e´leve´e puisque les taux d’activation
augmentent. Par conse´quent, les simulations a` haute tempe´rature sont ge´ne´ralement les plus
limitantes du point de vue des ressources informatiques. Dans de tels cas, une acce´le´ration
est tre`s souhaitable, et la me´thode LAUKMC est particulie`rement efficace a` fournir cette
acce´le´ration (voir les deux premie`res lignes du tableau 4.1). En effet, dans des conditions de
haute tempe´rature, les atomes libres peuvent subir plusieurs e´ve´nements de diffusion libre
avant de devenir lie´s. De plus, les e´ve´nements de de´tachement sont plus fre´quents. A` l’oppose´,
la me´thode LAUKMC ne permet pas une grande acce´le´ration pour des simulations a` plus
basse tempe´rature (voir la dernie`re ligne du tableau 4.1), alors que de telles simulations sont
de toute fac¸on moins limite´es du point de vue des ressources informatiques.
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Par ailleurs, l’un des avantages majeurs de cette me´thode est de ne faire aucune
approximation sur la germination. En effet, il existe plusieurs approches qui partitionnent
aussi les atomes faisant partie des ıˆlots (lie´s) des autres (libres). Dans certains cas, les atomes
libres sont conside´re´s collectivement et e´voluent suivant une e´quation de diffusion continue
[36–40]. Toutefois, puisque la germination n’est pas simple a` inte´grer dans les mode`les continus
[42, 43], ces mode`les, bien qu’ils permettent une acce´le´ration par rapport aux simulations
KMC, ne sont valides que lorsque la germination est ne´gligeable. Tel que vu dans la section
2.1, les approches qui permettent de ge´rer ade´quatement la germination sont les me´thodes
MSKMC [44] et FPKMC [45, 46], cette dernie`re incluant l’adaptation faite dans la re´fe´rence
[47]. Pour la me´thode MSKMC, l’acce´le´ration maximale observe´e est telle que ϕ ' 10 alors
que pour la me´thode FPKMC applique´e pour des re´actions chimiques simples (cre´ation et
annihilation de re´actifs) dans un milieu tridimensionnel, il semble que des valeurs de ϕ > 100
soient possibles. Dans ce dernier cas, la comparaison de la me´thode FPKMC avec la me´thode
KMC n’est pas faite pour la croissance e´pitaxiale, ce qui ne permet pas de juger de l’efficacite´
de cette me´thode par rapport a` la me´thode LAUKMC. Pour ce qui est de la me´thode MSKMC,
bien qu’elle offre une grande valeur de ϕ, l’approximation de base qui permet d’acce´le´rer la
simulation semble assez importante (voir la figure 2.1) pour engendrer une perte de re´solution
atomique.
4.7 Conclusion
La me´thode LAUKMC permet d’acce´le´rer les simulations KMC, particulie`rement dans les
cas ou` les atomes font un long parcours avant de s’attacher a` un ıˆlot ou avant de former un
germe. Cette me´thode permet de conserver la re´solution atomique des simulations KMC et ne
fait aucune approximation sur la germination. Elle est donc tout de´signe´e pour les simulations
de la croissance e´pitaxiale sur les surfaces vicinales comportant de larges terrasses, situation
e´tudie´e dans le prochain chapitre.
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CHAPITRE 5
IMPACT OF NUCLEATION ON STEP MEANDERING
INSTABILITIES DURING STEP-FLOW GROWTH ON
VICINAL SURFACES
Ce chapitre est une recopie d’un article, soumis en 2012 a` la revue Physical Review B, qui
e´tudie l’impact de la germination sur la croissance d’une surface vicinale. Les auteurs sont A.
Beausoleil, P. Desjardins et A. Rochefort. Voici une liste des principales conclusions de cet
article.
1) Un diagramme de phase sur lequel sont trace´s les longueurs de germination de premie`re
et seconde couche en fonction du coefficient de diffusion permet de pre´dire les conditions
(largeur des terrasses et tempe´rature) qui font passer une surface vicinale d’une mode
de croissance en re´gime d’e´coulement de marches a` un re´gime de croissance d’ˆılots
tridimensionnels couche par couche en passant par un re´gime de croissance d’ˆılots
bidimensionnels.
2) Dans le re´gime de croissance d’ˆılots bidimensionnels, les me´andres de type
Bales-Zangwill ne sont que peu affecte´s si les ıˆlots sont peu nombreux. Lorsque les
ıˆlots sont plus nombreux, la phase des me´andres en est tre`s affecte´e. La coalescence
des ıˆlots entre eux ou avec la terrasse voisine fait apparaˆıtre des ıˆlots vacants qui sont
difficiles a` combler en pre´sence d’une forte barrie`re de Ehrlich-Schwoebel, ce qui favorise
la transition vers un re´gime de croissance d’ˆılots tridimensionnels couche par couche.
3) Lorsque la taille des terrasses est approximativement e´gale a` la longueur de germination
de premie`re couche, qui est elle-meˆme de beaucoup infe´rieure a` la longueur de
germination de seconde couche, une instabilite´ de me´andres due a` la germination et
la coalescence d’ˆılots avec la terrasse en amont apparaˆıt en raison de la corre´lation
spatiale et temporelle des e´ve´nements de germination. Dans un tel cas, les marches sont
perturbe´es par des saillies et des valle´es qui adoptent une pe´riodicite´ dans la direction
paralle`le aux marches. Les saillies pre´sentent un phe´nome`ne de coarsening qui fait que
la longueur d’onde de l’instabilite´ tend vers la distance de se´paration typique entre les
monticules qui croissent sur les surfaces singulie`res.
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5.1 Abstract
Step meandering instabilities can manifest themselves during step-flow growth on vicinal
surfaces [Phys. Rev. B 41, 5500 (1990) ; Phys. Rev. Lett. 82, 3661 (1999)]. A phase diagram
based on the various growth regimes of a vicinal surface allows to study the impact of
nucleation on these meanders and to predict a meandering instability caused by the nucleation
and the coalescence of both islands and steps. Using an accelerated kinetic Monte Carlo
method, we found that the coalescence of islands with steps produces large protrusions and
deep ripples, and that the resulting meandering instability is reinforced by the growth of
the islands at almost the same positions from one monolayer to the other. A coarsening
phenomenon occurs for the instability wavelength until mounds appear, favored by a large
Ehrlich-Schwoebel barrier. Such a meandering instability could be exploited for periodic
self-assembly.
5.2 Introduction
Step-flow instabilities can occur during epitaxial growth on vicinal surfaces as steps
meander perpendicularly to the direction of step progression, while their widths tend to
equalize [54]. From an initially parallel and evenly spaced train of steps, protrusions and
ripples develop with a defined wavelength following a Mullins-Sekerka type instability [56].
This last instability occurs during the solidification of binary liquid phases and results in
dendritic growth. In one manifestation of meandering instabilities — the Bales-Zangwill (BZ)
meandering instability [58] — steps deform because of an asymmetric current of atoms from
each side. While an asymmetric current can have various causes [62, 63, 78, 79, 81, 83, 84],
the most studied one is the Ehrlich-Schwoebel (ES) barrier [54, 55] that hinders atoms
from crossing descending steps. The kink-ES (KES) barrier, the unidimensional analog of
the standard ES barrier, leads to the kink Ehrlich-Schwoebel effect (KESE) meandering
instability [167, 173] as the steps meander due to the preferential diffusion of an atom along
a step towards a neighboring kink site over that of crossing a step corner.
Kallunki et al. [96] have shown through kinetic Monte Carlo (KMC) simulations that
BZ and KESE instabilities can be turned on and off by modifying the height of the KES
barrier. Typically, in BZ meandering, neighboring steps rapidly adopt an in-phase mode : the
protrusions and ripples align in the step growth direction. In contrast, KESE meanders need
a much longer time to be in phase [96]. For long term behavior, meandering instabilities can
lead to the formation of mounds, thus completely transforming the initial surface morphology
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[100, 102, 167, 188]. The same ES barrier that causes the meandering of steps also favors
tridimensional (3D) layer-by-layer growth of islands, and the second layer atoms are trapped
above the first layer islands [163].
Both the step-flow growth instabilities and the three-dimensional (3D) layer-by-layer
growth regime on singular surfaces were well studied, and one can find very good review
articles on these subjects in Refs. [28, 53]. However, much less attention has been drawn
to the transition from step-flow to 3D layer-by-layer growth regimes on vicinal surfaces
[58, 188, 233–237]. Such a transition occurs through the two-dimensional (2D) nucleation
growth regime in which islands nucleate above terraces and grow laterally before coalescing
with the adjacent step. Consequently, the steps progress by both direct attachment of atoms
and coalescence of islands in the 2D nucleation growth regime. Experimental observations
have shown that the presence of 2D islands influence step-flow growth [87, 238–241], and that
the coalescence of such islands with a neighboring step can modify the wavelength of the
meanders [190]. Indeed, once an island has coalesced with a terrace, protrusions and ripples
decorate the step, similarly to the meandering instability. As nucleation tends to occur at
the same positions on the surface from one monolayer to the other [242], we will show that
the effect on the meandering instability can be emphasized.
The present work focuses on the 2D nucleation transition from step-flow to 3D
layer-by-layer growth modes on vicinal surfaces. We have developed an improved KMC
method that considerably reduces the number of events to record without loosing precision.
This approach allowed us to reveal that when few nuclei grow on a vicinal surface, the BZ
meandering instability is weakly affected after coalescence (step-flow growth regime). As
the number of small islands grows, the stochastic nature of nucleation disrupts the phase
between the BZ meanders. Moreover, the coalescence of nearly circular islands leaves vacancy
islands as the atomic layer is incomplete. This situation favors the formation of mounds
(3D layer-by-layer growth regime). The transition from step-flow to 3D layer-by-layer growth
regimes through 2D nucleation can be predicted with a phase diagram in which the two
critical lengths delimitate the growth modes. The first critical length is the width of a terrace
above which a stable island can grow (first layer nucleation length) and the second one is the
diameter of an island above which another stable island can grow (second layer nucleation
length). Such phase diagram also offers the possibility of predicting a meandering instability
that is caused by island nucleation on terraces and by their coalescence with neighboring
steps. The meanders of this instability involve many neighboring steps. The wavelength tends
to saturate at the typical distance between mounds observed on a singular surface. The
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meanders persist through time because nucleation events occur at almost the same positions
from one monolayer to the other [242].
5.3 Computational Methodology
5.3.1 Simulation Method : the LAUKMC Method
In most KMC simulations, the large number of diffusion events that need to be considered
for practical applications becomes rapidly prohibitive in terms of required computational
resources. In order to decrease the computation time, we have modified the KMC method
according to the Bortz-Kalos-Lebowitz model [22], in which no vacancies or overhangs are
allowed. Our low-adatom-update KMC (LAUKMC) method relies on the fact that adatom 1
diffusion constitutes a limiting factor for many cases due to its large rate as compared to
that for other surface processes. Strategies relying on a similar observation have already been
applied, for example in Ref. [38, 44–46, 82, 243], where adatoms are allowed to perform longer,
but less frequent jumps to accelerate KMC simulations. Nevertheless, none of these strategies
can be as straightforwardly implemented into a standard KMC code as our LAUKMC method.
From one time step to the other, efficient KMC codes only partially update the list of
possible events instead of rebuilding it completely [34]. Hence, following an event (either
deposition, diffusion or desorption), the event list associated to the immediate neighborhood
is updated before another event can occur. Our LAUKMC method relies on the fact that
adatoms outside of the interaction range of any other atom do not require as many updates
of the event list after diffusion compared to atoms inside this range. In most simulations,
especially at high temperatures, the most frequent event is adatom diffusion. Therefore,
reducing the number of updates after such events can significantly decrease the simulation
time without reducing precision.
In the LAUKMC method, atoms are partitioned in two groups. Atoms for which any
single diffusion event brings them outside a defined interaction range with other atoms
are tagged in the free adatom group, whereas other atoms are identified as bonded. The
events associated to the latter group are compiled in an event list, as in standard KMC. By
definition, free adatoms always remain unattached after a single diffusion event (referred to
as simple diffusion in the following). Therefore, we only need to keep track of their positions.
When a simple diffusion event is randomly chosen for a free adatom, the direction of diffusion
1. Throughout the text, the term adatom is used to distinguish an atom with no in-line nearest neighbor
from an atom already attached to an island or a terrace.
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is stochastically determined and the adatom is moved accordingly. During the update of the
event list, a search is performed on sites that are in the interaction range of the diffusing
adatom in order to verify if a transfer of atoms between the free adatom and bonded atom
groups is necessary.
Figure 5.1 shows how the use of a free adatom group can lead to a significant decrease
in the number of updates when the interaction range is within the second nearest neighbors
(NNs). In Fig. 5.1(A) an adatom diffusing along the arrow forces the update of events
associated to 18 sites (shown in dark gray). Since we consider the diffusion of a free adatom,
by definition, no update are required for 13 of these 18 sites and only the events associated
to the 5 sites shown in dark gray in Fig. 5.1(B) need to be updated. We have also reduced
the simulation time by applying a reattachment procedure following detachment events, as
described in Appendix 5.7.
Figure 5.1 Illustration of the number of sites that need to be updated after a free adatom
diffusion event with (A) the standard KMC method and (B) the LAUKMC method. In (A),
all 18 dark gray sites must be updated, while in (B), only the 5 dark gray sites require an
update as the light gray sites are already free of atoms.
Our LAUKMC method allowed us to perform simulations about four times faster than
equivalent KMC simulations in a step-flow growth regime, whereas the LAUKMC method
combined to the reattachment procedure was nearly six times faster. Thus, we have been
able to study much larger surfaces (containing up to four times more atoms) than what is
computationally feasible with a standard KMC method. Note that longer range interactions
between atoms (longer than second NN interactions), as considered for example in a KMC
study of long jumps [244], would increase the speed-up of our method compared to the KMC
method by an even larger factor. Indeed, if ι is the interaction range in terms of NNs (ι = 1
for NN interactions, ι = 2 for second NN interactions, etc.) the number of sites to update
following a diffusion event is 2ι+ 1 with the LAUKMC method, and 2(ι+ 1)2 with the KMC
method. Therefore, the number of sites to update increases much less rapidly with increasing
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ι for the LAUKMC than for the KMC method.
5.3.2 Simulation Parameters
In our simulations, the diffusion rates are given by the transition state theory [15] as
Γ = Γ0e
−∆E/kBT ,
where Γ0 is the attempt frequency, ∆E is the activation energy, T is the temperature, and
kB is the Boltzmann constant.
Using semiempirical potentials within the embedded atom method, it has been shown by
Mehl et al. that activation energies for self-diffusion on fcc (001) metal surfaces can be well
approximated by as few as three energetic parameters that are modulated by the number of
NNs and next NNs [245]. Such bond counting models have been shown to be consistent with
experimental studies, even for surfaces other than fcc (001) metals. For example, Clarke and
Vvedensky [246, 247] reproduced the oscillatory behavior observed in reflection high-energy
electron diffraction (RHEED) on vicinal GaAs(001) [248] by simulating growth with a bond
counting model. The main interest for this model remains its simplicity ; it requires a short
list of diffusion processes with a minimal number of parameters.
In our study, we built a simple bond counting model in which we have extended the
interactions up to second NNs. We set
∆E = Ediff + niE0 + n∆E∆ + nlEES, (5.1)
where ni is the number of in-plane NNs before the diffusion event. If we let nf be the number
of in-plane NNs after the diffusion event, we can define n∆ as ni − nf if ni ≥ nf . Otherwise,
n∆ is set to zero. nl is set to unity if the diffusing atom climbs a single atomic height step
or goes down by any number of atomic height steps, otherwise it is set to zero. This nl
parameter is associated to an ES barrier. We consider that atoms are fixed when ni = 4, in
which case no diffusion is allowed. Moreover, desorption is forbidden in our bond counting
model.
The simulation parameters have been set to Ediff = 1.6 eV, E0 = 0.3 eV, EES = 0.4 eV,
and E∆ = 0.15 eV. These parameters are consistent with measured values on GaAs(001)
[217], and with those used in previous simulations of step-flow meandering instabilities
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[37, 100, 151]. We also set Γ0 = 10
12 s−1 and the flux is F = 1 ML/s. Finally, T ranges from
1250 to 1450 K, such that, using normalized units, D/F ranges from 3.5 × 105 to 2.7 × 106,
where D = Γ0e
−Ediff/kBT is the diffusion coefficient. With these parameters, we verified
that the meandering instability observed in our simulations is of the type BZ. Indeed, the
meanders disappear when EES = 0 since there is no asymmetric current of atoms [58].
In this present work, we have performed LAUKMC simulations using the reattachment
procedure on simple cubic (001) vicinal surfaces with initially uniform terrace widths, and
where the boundary conditions are helical in the step-progression direction and periodic
along the steps. For simulations on singular surfaces, only periodic boundary conditions were
applied.
5.4 Results and discussion
In this section, we present the results of our large-scale simulations on the transition
from step-flow to 3D layer-by-layer on vicinal surfaces (section 5.4.1) and we reveal a new
meandering instability, named the nucleation and coalescence meandering instability (section
5.4.2). All lengths are given in atomic units, which is equivalent to setting a ≡ 1.
5.4.1 2D nucleation transition from step-flow to 3D layer-by-layer
growth on vicinal surfaces
Using the LAUKMC method, we have simulated the growth of vicinal surfaces in a
step-flow regime. The wavelength of the BZ meanders is depicted in Fig. 5.2 as a function of
the width.
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Figure 5.2 Evolution of λBZ when nucleation is forbidden at T = 1400 K. White circles
and crosses are simulation results, and gray squares represent averages values. The two upper
panels represent a portion of the simulated surfaces, for W = 30 and W = 70, to show the
meanders. In these captions, the front progresses downwards. Solid lines are least squares fits
to be used as guidelines to the eye.
As predicted by Bales and Zangwill, meandering instabilities occur in a step-flow regime
[58]. When desorption is negligible, the wavelength of the instability λBZ can be written as [93]
λBZ = 2pi
√
W 2
4
+
2Dγ˜ρ0eq
FWkBT
, (5.2)
where W is the terrace width, γ˜ is the step stiffness, and ρ0eq is the equilibrium
2 atom
density besides flat steps. Eq. (5.2) is valid for a one-sided model, that is, when DES = 0 and
Datt →∞, where Datt is the attachment diffusion coefficient.
Following eq. (5.2), λBZ is expected to be large for small values of W since the
√
1/W
term is dominating. Then, it should decrease with increasing W until the point where the
term
√
W 2 dominates, after which λBZ ∼ W . As shown in Fig. 5.2, our step-flow simulations
reproduce qualitatively this behavior. Indeed, the results follow the trends of both
√
1/W
2. When the atom density beside flat steps is ρ0eq, the steps are in equilibrium in a sense that they have a
null advance velocity.
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and
√
W 2 terms of eq. (5.2) illustrated by the dotted and the dashed lines, respectively. The
full solid line corresponds to a linear least squares regression of the equation
λBZ = 2pi
√
AW 2 +
B
W
on the average values of λBZ for a given value of W . The fitted parameters are A = 0.489
and B = 5.83× 103 in normalized units. This regression serves only as a guideline to the eye
in Fig. 5.2.
The simulations in Fig. 5.2 were carried out until in-phase meanders appeared, typically
for a coverage (θ) between 20 and 60 ML. The surfaces contain five terraces of length
4500. The circles and crosses symbols are associated to the distance between two adjacent
ripples in a given simulation. In some cases, we observed phase faults [100, 183] due to a
competition in the settling of the meandering instability in different regions of the surface. In
such cases, the portion of the surface affected by the phase fault was not used to determine λBZ.
Corrections to λBZ associated to edge diffusion [143] imply the addition of a W
−2 term in
the square root of eq. (5.2). This additional term, like the
√
1/W term, is more significant
for small values of W , where eq. (5.2) is not likely to hold anyway as the so-called entropic
repulsion between steps due to the fact that they cannot cross each other would need to be
considered [183].
It is important to note that nucleation was forbidden in the simulations used in Fig.
5.2 by preventing the diffusion of single atoms towards unattached atoms. The motivation
for neglecting nucleation was the general assumption in the literature investing the BZ
instability in a step-flow regime. Without nucleation, all simulated meanders tend to adopt
an in-phase mode.
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Figure 5.3 Evolution of surface morphology, by 0.5 ML increments, with W = 50 (A to F)
and W = 70 (G to L) at T = 1400 K when nucleation is allowed. The growth front progresses
downwards. Only a portion of the simulated surface of length 4500 is shown.
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When nucleation is allowed, islands were observed only for W ≥ 50 at T = 1400 K.
For W = 50, the black contours in Figs. 5.3(A)-5.3(F) show that the meander wavelength
is not affected by nucleation. This can be explained by the combination of two factors. (i)
The maximum diameter of islands on a terrace of width W is dmax . W . (ii) Nucleation
is rarely observed in these growth conditions. For all simulations in Fig. 5.2, the condition
λBZ > W always prevailed. Thus, the coalescence of an island of diameter W can be seen as
a perturbation of the meander. Since these perturbations are rarely observed, the meander
has more time to recover its shape.
For W = 70, many islands grow on terraces as observed in Figs. 5.3(G)-5.3(L). The
numerous perturbations caused by their coalescence can significantly affect the meanders.
Starting from a vicinal surface with constant W , the probability of island nucleation is the
same on all terraces. Therefore, two nucleus can form on different terraces and be positioned
in such a way that the protrusions and ripples cannot adopt an in-phase mode. In such
a situation, the coalescence of 2D islands impairs the appearance of the BZ meandering
instability. Nonetheless, another periodic pattern is seen as islands tend to be correlated in
space and time. Indeed, our results show that they appear almost at the same positions at
intervals of one monolayer [242]. The location of islands in Figs. 5.3(H) and 5.3(J) indicate
that such a correlation is caused by the increased probability of nucleation on the large
protrusions left by the coalescence of previous islands.
In order to determine in which conditions the nucleation-induced effects become significant,
W can be compared to the diffusion length (Ld) which is the typical distance that an atom
travels before it encounters another single atom on a singular surface. When the critical
nucleus size is one and in isotropic diffusion conditions, Ld scales as [53, 172]
Ld ∼
(
D
F
)1/6
. (5.3)
However, for small values of W , that is for W . Ld, the up and down steps affect the adatom
density, and thus the nucleation probability. In such a case, Ld fails to describe the typical
distance an atom travels before it forms an island. Instead, this distance can be determined
by a nucleation length (Ln). When W is small enough (W < Ln), at most one island can grow
between two adjacent steps and [190]
Ln ∼ D
FW 5
. (5.4)
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Note that the crossover from eq. (5.3) to eq. (5.4) should occur for W ∼ Ln.
During the growth of an island on a terrace, a second layer island can also form if the
diameter of the first layer island (d) reaches the second layer nucleation length (Ln2). 3 For
large ES barriers, second layer atoms are trapped and the nucleation probability increases.
When EES →∞, we have [53]
Ln2 ∼
(
DES
F
)1/5
.
Using the bond counting model presented in section 5.3.2, the dependency of Ln2 on DES
can be expressed as a function of D as
DES ∝ D(EES+Ediff)/Ediff ,
with the proportionality factor independent of temperature. This indicates that both Ln
and Ln2 approximately scale with a power of D. The power law observed is more important
than the exponent itself, for which a uniform picture cannot be found in the literature (see
Refs. [53, 188, 249, 250]). Power laws are indeed confirmed by our LAUKMC simulations as
shown in the phase diagram presented in Fig. 5.4, in which the values of Ln and Ln2 allow
to delimit the step-flow (SF), 2D nucleation (2DN) and 3D layer-by-layer (3DLBL) growth
regimes. The transitions occur when W reaches a critical value Wc. The values of Ln were
found as the minimal value of W above which an island of diameter d ∼ W grows during the
deposition of 1 ML [178] on terraces of length L = 1500 W . The values of Ln2 were set as
the diameter of the smallest first layer island above which a second layer island could grow
within the deposition of 1 ML as described in Appendix 5.8.
3. In the formalism of Ref. [172], Ln and Ln2 can be associated to the nucleation lengths above vicinal and
top terraces, the latter being a terrace delimited by two descending steps.
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Figure 5.4 Phase diagram for the growth regimes delimited by the relevant critical sizes
(Wc), Ln (squares and dotted fit curve) and Ln2 (circles and full fit curve). 2Ln (triangles and
dashed fit curve) is also shown. The error bars for Ln2 correspond to the standard deviation
calculated over about 30 simulations.
Figure 5.4 allows to emphasize the difference in the evolution of the surfaces presented
in Fig. 5.3. For those simulations, D = 17.3 × 105 s−1, Ln = 62 and Ln2 = 155. Bearing in
mind that Ln is the smallest terrace width on which an island can grow, the comparison
of W with Ln allows to determine that nucleation should be an isolated and rare event for
W = 50, while being significant for W = 70. Moreover, second layer nucleation is negligible
in both cases because d ≤ W and W < Ln2. This means that in both case, a 2D nucleation
growth regime is observed, consistent with Fig. 5.3.
On a vicinal surface, the application of the Burton-Cabrera-Frank model [41] with our
simulation parameters shows that the adatom density is almost constant from an up-step to
a down-step. Indeed, a quasistatic 1D model considering that the equilibrium atom density
is given by the ratio of the detachment and attachment rates at each step edges [which
gives in both cases exp {− (E0 + E∆) /kBT}] allows to find an atom density that varies little
across the terrace. For example, when for T = 1400 K and W = 70, the steady state atom
density varies from 0.0240 to 0.0246 on the terrace, the maximum value being obtained
at a distance of 44.7 sites from the up-step. In these conditions, nucleation events should
roughly occur in the center of a terrace, on average. Since Ln can also be seen as the typical
136
distance between islands before coalescence, the nucleation of more than one island should
be expected between two adjacent steps only when W ≥ 2Ln2, which explains why Fig. 5.4
shows 2Ln2 in a dashed line. For W = 100 < 2Ln, Figs. 5.5(A)-5.5(F) show that only one
island of maximum diameter dmax ' W grows between two adjacent edges. However, since
W > Ln, the coalescence of two or more islands is expected to occur in the same time scale as
coalescence with a step. Because islands grow with an essentially circular shape in isotropic
conditions, many vacancy islands appear on the surface. This situation is schematically
illustrated for the coalescence of many islands without [Fig. 5.6(A)] and with a step edge
[Fig. 5.6(B)].
These vacancy islands are also visible in Fig. 5.5(B) between the sites at which islands
and step edges come in contact. Note that similar surface morphologies have been observed in
phase field simulations when investigating self-organization of nanostripes on vicinal surfaces
[107]. Until theses vacancy islands are totally filled, the terraces are no longer flat, which
denotes a transition from a 2D nucleation to a 3D layer-by-layer growth regime. Similar
vacancy islands caused by the pinch-off of meanders have been observed in numerical solutions
of phenomenological equations to describe the meanders [148] and in phase field simulations of
growth on vicinal surfaces [111]. This pinch-off can even lead to the appearance of mounds [97].
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Figure 5.5 Evolution of surface morphology, by 0.5 ML increments, with W = 100 (A to F)
and W = 200 (G to L) at T = 1400 K starting from θ = 0.5 ML. The growth front progresses
downwards. Only a portion of the simulated surface of length 4500 is shown.
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Up to now, we have only considered islands of size dmax ' W in our analysis. Evidently,
islands of any size can be found on the surface. However, not all of these islands are stable
upon atom detachment as such a process can be more frequent than attachment. Such a case
is observed in a strong reversible aggregation regime, where the density of adatoms is large
due to the numerous detachment events. Consequently, a bimodal island size distribution
is obtained as the density of adatoms and metastable small islands becomes important
[244]. This situation has been observed in our simulations as the surfaces contain typically
many adatoms, much fewer dimers, and almost no trimers. For the simulation temperatures
considered, islands containing from four to around 100 atoms could barely be found. The
smallest stable islands had a diameter of dmin ' 11 and contained around 100 atoms. In
the following developments, we will only consider islands to be stable if d ≥ dmin. Unstable
islands will not be treated here.
Figure 5.6 Schematic illustration of the formation of vacancy islands after the coalescence
of islands (A) together and (B) with a step. The island and step edges grow from the dotted
to the dashed and then the full lines.
For W = 200 > 2Ln, Figs. 5.5(G)-5.5(L) show that more than one stable island can be
found between two adjacent steps, and that the coalescence of islands leads to numerous
vacancy islands as depicted in Fig. 5.6. As a result, atoms are less mobile throughout the
surface in a sense that they are more confined between vacancy islands. This situation
delays the appearance of stable islands as atoms are less likely to travel far enough to
encounter another atom. Consequently, as fewer stable islands grow on the surface, they each
catch more atoms and therefore grow larger [compare Fig. 5.5(G), 5.5(I) and 5.5(K)]. Since
W > Ln2, second layer nucleation would be expected in Figs. 5.5(G)-5.5(L). However, since
W > 2Ln, such second layer nucleation is unlikely to occur as the first layer island size d
cannot reach Ln2. Indeed, a transition from 2D nucleation to 3D layer-by-layer growth is still
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favored since the size of first layer islands increases due to the presence of vacancy islands.
Second layer islands are visible as dots in Fig. 5.5(K).
A global trend can be deduced for the transition from 2D nucleation to 3D layer-by-layer
growth regimes at sufficiently large W values. When 2Ln < Ln2, 2D nucleation occurs at the
beginning of growth. On the other hand, when 2Ln > Ln2, the first layer islands grow to sizes
sufficient for second layer island nucleation. In order to predict this behavior on a growing
surface, the phase diagram of Fig. 5.4 must be used with care. Indeed, as growth proceeds,
the terrace widths vary locally, for example after the coalescence of an island. Therefore, the
critical width Wc in Fig. 5.4 should be compared with the local width (W˜ ) instead of average
values (W ). Consequently, for a given vicinal surface, the use of the phase diagram is dynamic
since W˜ varies both in time and space.
5.4.2 Nucleation and coalescence meandering instability
As observed in Figs. 5.5(A)-5.5(B), islands growing on a terrace are relatively regularly
spaced so that the meanders caused by the coalescence appears to be periodic. Rusanen et
al. observed this phenomenon for simulations on fcc (001) vicinal surfaces with parameters
consistent with Cu. They explained the periodicity by evoking a coupling between λBZ and
Ln [190]. Before coalescence, the wavelength of the meander is of the order of λBZ. As islands
separated by a distance Ln become incorporated in the advancing step, the wavelength of
the meander becomes Ln. As growth proceeds, the meandering wavelength converges to a
value between λBZ and Ln, indicating that the distance between islands also converges to the
meander wavelength [190] although the associated mechanism is not clear. In their simulations,
Rusanen et al. observed that the coupling between λBZ and Ln could persist for nearly 10 ML.
Inspired by this study, we investigated 2D nucleation on a vicinal surface when second
layer nucleation is negligible. As the coalescence of islands affects W˜ , some protrusions
might grow large enough to allow second layer nucleation. To delay this phenomenon, W
should be much smaller than Ln2. These conditions can be summarized by the inequality
W ' Ln  Ln2, or in a more relaxed form by W ' Ln < Ln2/2. When this inequality
applies, a coupling might be possible between the meandering wavelength instability and
the first layer nucleation length. In order to study such coupling, we have chosen a growth
temperature of 1450 K and a terrace width of W = 100. With these simulation parameters,
Ln = 87 and Ln2/2 = 112 as shown in the phase diagram of Fig. 5.4.
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The LAUKMC simulations results presented in Fig. 5.7 reveal the presence of a
nucleation and coalescence meandering instability. As noted for Fig. 5.3, the stochastic nature
of nucleation is responsible for out-of-phase meanders at 10 ML. However, protrusions with
a local width (W˜ ) larger than the average one (W ) appear due to the coalescence of an
island with a step. Therefore, the nucleation probability is enhanced above this protrusion.
Consequently, the islands are more likely to form at the same lateral positions (as observed
by someone immobile with respect to the surface within the deposition of 1 ML). Such a
correlation between nucleation events has already been observed with a 1D model for the
the layer-by-layer growth regime in which deposition and diffusion were deterministic [242].
Thus, starting from an arbitrary phase, the meanders tend to become in phase as nucleation
becomes almost deterministic for increasing coverages — making the nucleation correlation
the dominant mechanism for the appearance of the nucleation and coalescence meandering
instability. The evolution of the meander’s phase is similar to what was observed for the
KESE meandering instability [96]. Note that as the protrusions grow larger, W˜ can exceed
2Ln so that several islands can form above the same protrusion as observed in Fig. 5.7 at
20 ML.
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Figure 5.7 Intermediate (θ from 10 to 30 ML) and late (θ from 40 to 60 ML) stages of the
nucleation and coalescence instability observed at 1450 K for 7 terraces with an initial width
of W = 100. The growth front progresses downwards. Darker regions are at a lower atomic
height as indicated by the gray scale at the right of the figure. See online additional material
for videos of (i) the initial stage of the instability by 0.2 ML intervals and (ii) the evolution
of the instability by 1 ML intervals.
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The meandering instability reported in Fig. 5.7 exhibits a regular pattern from 20 to
40 ML, with protrusions and islands appearing mostly at the same lateral positions. The
superposition of some of these growth profiles, shown in Fig. 5.8, emphasizes this structural
regularity in the profile evolution.
Figure 5.8 Superposition of the terrace and island positions for 10 different surface coverage
ranging from 23 to 32 ML with 1 ML intervals at T = 1450 K. The thick contours for 27 ML
are shown as a reference. The initial surface had 7 terraces of width W = 100. The growth
front progresses downwards.
Although Fig. 5.8 reveals that the nucleation and coalescence meanders are highly
correlated through time, all steps do not adopt exactly the same configuration, some
exhibiting larger protrusions than others. Indeed, unlike BZ meanders, nucleation and
coalescence meanders involve several neighboring steps. This difference is clearly revealed in
Fig. 5.9, where screenshots at intervals of 0.2 ML are superposed for both the nucleation and
coalescence and the BZ meandering instabilities. The results in Figs. 5.9(A) and 5.9(B) were
both obtained for a growth temperature of 1450 K. The coverages differ only to emphasize
the instability feature. Moreover, nucleation was allowed in Fig. 5.9(A), but not in Fig.
5.9(B) to allow the BZ instability to manifest.
Figure 5.9 shows that the nucleation and coalescence meanders vary a lot within 1 ML,
while being almost identical for 1 ML intervals. This situation is in stark contrast with the
BZ meanders that maintain a characteristic wavelength over time. In the nucleation and
coalescence meandering instability, the shape of a given step edge is significantly modified
during the growth since it is constrained by the presence of protrusions and ripples of lower
atomic layers. In fact, the temporal evolution of a given step, if considered apart from the
whole surface, seems to exhibit spatiotemporal chaos [115] as depicted in Fig. 5.10(A). The
whole surface obviously does not follow such a chaotic behavior when steps are pictured
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collectively, as seen in Fig. 5.10(B).
Figure 5.9 Superposition of the terrace and island positions for 5 different surface coverages
ranging from 29.2 to 30 ML in (A) and 60.0 to 60.8 ML in (B) with 0.2 ML intervals at
T = 1450 K. The thick contours [for 29.2 ML in (A) and 60.0 ML in (B)] are shown as a
reference. The initial surface had 7 terraces of width W = 100. The growth front progresses
downwards. Nucleation was possible in (A) and forbidden in (B).
Thus, the nucleation and coalescence meandering instability is a collective instability
that spans over many adjacent terraces. With the chosen simulation parameters, the thick
contours of Figs. 5.9(A)-(B) indicate that 2D nucleation is responsible for the appearance of
the nucleation and coalescence meanders at the expense of the BZ meanders.
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Figure 5.10 Time evolution of a single step from 26 to 31 ML with 1 ML increments at
T = 1450 K. In (A), the same step is shown as it advances. In (B) consecutive steps are
shown as they pass by a given lateral position in the laboratory referential, which explains
why the height of the terrace increases by one unit for each 1 ML increment. The simulated
coverage is indicated in the middle of the surface and the steps progress downwards. The
spacing between steps has been scaled for more clarity.
As for the cases of BZ and KESE meandering instabilities, the nucleation and coalescence
meandering instability eventually leads to the formation of mounds. Figure 5.7 shows many
vacancy islands at 40 ML which denotes a transition to a 3D layer-by-layer growth regime.
Protrusions are such that W˜ > Ln2, which means that the second layer islands are likely
to grow, as observed for 50 and 60 ML. As predicted by Rost for cases where nucleation is
negligible, the mounds are similar to those observed on a singular surface when the same
growth parameters are used [100]. Such mounds are shown in Fig. 5.11 in which second
nucleation obviously plays a role in the height increase.
We can rely on a correlation function [99] to determine how the wavelength of
the nucleation and coalescence meandering instability evolves with time. Unlike the BZ
meandering instability, for which the phase between meanders facilitates the determination
of the wavelength, the periodicity in the pattern of nucleation and coalescence meandering
instability involves more than one terrace. In order to define the correlation function, let x be
the axis parallel to the average orientation of steps and y, the axis in the front progression
direction. Let also h(x, y, t) be the height of the surface at a given time t and in space.
Finally, h¯(x, y, t) is defined as the height of the surface that one would obtain if all deposited
atoms were attaching to steps in an uniform way which makes meanders forbidden. Then, if
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∆h(x, y, t) = h(x, y, t)− h¯(x, y, t), the correlation function is
C(x, t) = 〈 ∆h(x′, y, t)∆h(x+ x′, y, t) 〉x′y, (5.5)
where 〈...〉x′y denotes an average on x′ and y. With this correlation function, the wavelength
at a given time can be defined as the first maximum of C(x, t) obtained for x > 0. Note that
the correlation is probed only along the x axis, since we are interested by the periodicity
parallel to the step direction.
Figure 5.11 Surface morphology obtained after the deposition of 60 ML at T = 1450 K on
a singular surface. Darker regions are at a lower atomic height as indicated by the gray scale
at the right of the figure.
The evolution of λ with time (coverage) is presented in Fig. 5.12 which also indicates the
typical distance between mounds, Lm = 400, found for the surface morphology depicted in
Fig. 5.11. Since correlation is sought in all directions, a polar correlation function can be used
to determine Lm, that is
C˜(r, t) = 〈 ∆h(r′, φ, t)∆h(r + r′, φ, t) 〉r′φ,
where r and φ are the polar coordinates.
With our simulation parameters, the nucleation and coalescence meandering instability
shows saturated coarsening (see Fig. 5.12), as the wavelength of the instability increases
at low coverages and stabilizes for high coverages. Endless coarsening, meaning that the
wavelength of the instability continually increases in time, has already been predicted for
the BZ meandering instability in the presence of step-step elastic repulsion whether the
step stiffness and the line diffusion is isotropic [122] or not [127]. Similarly, saturated (or
interrupted) coarsening is expected in the presence of anisotropic step stiffness or line
diffusion [128], and also for anisotropic surface diffusion when the fast diffusion direction is
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along the steps [150].
Figure 5.12 Evolution of the periodicity of the surface in the direction parallel to the steps
as a function of the coverage. The dashed line indicates the value of Lm = 400.
Although the asymptotic wavelength observed in Fig. 5.12 is close to λBZ = 500 found
through KMC simulations when nucleation is forbidden, the morphology of the vicinal surface
at high coverages indicates that a better candidate to predict this wavelength is Lm, as the
surface depicted in Fig. 5.7 at θ = 60 ML looks more like that of Fig. 5.11 than the thick
contours of the BZ meanders shown in Fig. 5.8(B). To understand this asymptotic behavior
observed in our simulations, an analysis of the KESE meandering instability is useful since,
like the nucleation and coalescence meandering instability, it is settled by nucleation. Since
the KESE meandering instability is due to asymmetric diffusion along a step edge, it can be
captured by a 1D diffusion model in which the step edge plays the role of the surface. Similarly,
the attachment of an atom to this edge can be considered as nucleation. Let us consider two
extreme regimes for the KESE meandering instability which are due to a (i) large and a (ii)
small KES barrier. A KES barrier will be considered large (small) if `KES  `n (`KES  `n),
where
`KES =
Dedge
DKES
− 1. (5.6)
In eq. (5.6), Dedge (DKES) is the diffusion coefficient for edge diffusion (edge corner crossing).
For large KES barriers, the probability that an atom crosses a KES barrier is very low
and the meander wavelength is approximatively given by the 1D nucleation length `n [90, 96]
which is the equivalent of the 2D nucleation length Ln. For small KES barriers, and when
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detachment of an atom from the step to the terrace is possible, edge atoms are more mobile,
increasing the meandering wavelength which is then approximately given by [96]
λ =
`2n
xs
,
where xs is the characteristic edge diffusion length before detachment. A lower bound for xs
is [96]
xs =
√
Dedge
Ddet
= eE∆/2kBT ,
where Ddet is the detachment diffusion coefficient. Although the KESE meandering instability
strongly depends on nucleation, the meandering wavelength can be much larger than the
nucleation length in a weak KES regime.
An analogy between the KESE meandering instability and the nucleation and coalescence
instability is possible when defining large (small) ES barriers by LES  Ln (LES  Ln), with
[178]
LES = D
DES
− 1. (5.7)
In eq. (5.7), DES is the diffusion coefficient across an ES barrier and LES is the 2D analog
of `KES. For large ES barriers, the meandering wavelength should be approximatively Ln,
while it is larger for small ES barriers, as atoms can travel more easily from one atomic layer
to the other. This globally results in coarsening as mounds with a characteristic periodicity
Lm > Ld grow on the surface [171].
In our simulations, the condition Lm > Ln prevails. For example, Ln = 87 and Lm = 400
at 1450 K as seen in Fig. 5.12. This situation is different from the study of Rusanen et al.
who observed that the wavelength of meanders evolved from λBZ to a value close to Ln [190].
In fact, when we carefully analyze the simulation parameters used in Ref. [96], we realize that
a large ES barrier was applied, 4 and that LES  Ln. In contrast, our simulations consider a
small ES barrier with LES < Ln, confirming the fact that the wavelength should converge to
a value much larger than Ln.
4. In Ref. [96], the authors said they considered an ES barrier in their simulations without quantifying
EES. Since the activation energies were taken from Ref. [251], we assumed that the total activation energy for
crossing an ES barrier is 0.578 eV.
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Repeated simulations at 1450 K and 1400 K have always shown the occurrence of the
nucleation and coalescence instability when W is set close to, but larger than Ln.
The predicted nucleation and coalescence meandering instability opens new avenues for
the self-assembly of nanopatterns with a characteristic wavelength different from those of the
BZ and KESE meandering instabilities. An experimental determination of a phase diagram
similar to that of Fig. 5.4 would allow a simple access to this new meandering wavelength by
choosing growth conditions such that W ' Ln < Ln2/2.
5.5 Conclusion
Using the LAUKMC method, an accelerated version of the KMC method, we have
constructed a phase diagram that describes the transition from step-flow to 3D layer-by-layer
growth on a vicinal surface. This transition occurs through 2D nucleation in which the
coalescence of islands can significantly modify the BZ meandering instability. When
Ln < W < Ln2/2, a new type of meandering instability appears — the nucleation and
coalescence meandering instability — which is governed by the correlation through space and
time of nucleation sites. As the coverage increases, the meanders develop larger protrusions
and ripples, and exhibit coarsening up to a wavelength which is close to the characteristic
distance between mounds observed on singular surfaces. Like the KESE meandering
instability, the meanders are typically initially out of phase and tend to adopt an in-phase
configuration. Unlike the BZ and KESE meandering instabilities which are characterized by
steps which do not deform with time, the nucleation and coalescence meandering instability
steps have a time periodicity such that the spatial pattern is recovered with a 1 ML period.
In further studies, the desorption of adatoms should be considered since it modifies the
effective diffusion length (before desorption) of adatoms [41, 163]. Moreover, step interactions
could be included in our simulations since it has been shown that these modify the stability
of a train of steps during step-flow growth [136]. These considerations would help to complete
the situation depicted in this study.
The predicted nucleation and coalescence meandering instability, as it occurs for vicinal
surfaces with a smaller miscut angle from a high symmetry plane than the BZ and the
KESE meandering instabilities, opens the door to new possibilities for periodic self-assembly.
Moreover, as it naturally leads to the appearance of mounds, it is a straightforward candidate
for the growth of quantum dots.
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5.7 Appendix A : low adatom update kinetic Monte Carlo method
with a reattachment procedure
A special procedure for considering detachment events permits to speed-up our LAUKMC
simulations. This idea, consisting in attempting to compensate detachment by an attachment
event, has already been applied in continuum studies where an island grows locally at a
velocity that is the difference between the attachment and detachment velocities [252].
When a detachment event is chosen, the atom is virtually moved to its new location and all
diffusion rates are calculated. The newly detached atom can either reattach or diffuse once
more. All atoms detaching from an island edge thus always perform two consecutive diffusion
events. If the adatom reattaches, no update is necessary, while if it diffuses away, a complete
update procedure is applied. Since this procedure forces a time correlation between those two
events, great care should be taken before its application. Indeed, it artificially overestimates
the detachment and attachment activation rates. While this increase has little impact for
large rates, a correction is needed for smaller rates and for the deposition flux. We therefore
assure that the right number of atoms were deposited on the surface during the simulations
by increasing the flux when necessary. To do so, we use the fact that the number of deposited
atoms should be, on average, N = FSt, where S is the number of sites in a monolayer and t is
the simulated growth time. A new atom is deposited on the surface every time N reaches an
integer value. For the growth regime investigated here, where detachment events are amongst
the rarest, and where attachment events have the largest possible rates (identical to that of
surface diffusion), the reattachment procedure can be used with confidence. Therefore, few
simulations steps are on average necessary before the newly detached adatom can either
reattach or diffuse in a different direction.
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By combining our LAUKMC method with this reattachment procedure, we were able to
carry out simulations nearly six times faster than with the standard KMC method, with
equivalent results.
5.8 Appendix B : determination of the second layer nucleation
critical size
In order to determine the second layer nucleation critical size (Ln2 in Fig. 5.13), we
begin by placing several circular islands of increasing radius (by increments of one atomic
unit) over a flat surface. No attached atoms from the first layer islands could diffuse
(including no detachment nor edge diffusion), and the deposition was allowed only on one
of these islands. One ML was deposited on the islands using the LAUKMC method. Each
adatom that crossed an edge of an island, thereby leaving the island, was removed from the
surface. This allowed for the determination of the smallest first layer island above which a
second layer island could be found. This procedure was repeated several times (∼30 times) to
obtain representative statistical distributions, and to estimate the error bars shown in Fig. 5.4.
Figure 5.13 Surface structure used to determine the second layer nucleation critical size
(here the growth temperature is 1250 K). Each row (separated by dotted lines) is used to
find the smallest island (in gray) above which a second layer island (in black) can be found.
The numbers above the first row indicate the diameter of the gray islands. Note that the
direction of increasing gray island diameter alternates from one row to the next. Since the
second nucleation length Ln2 is the diameter of the smallest first layer island above which a
second layer island is observed, this figure shows, from first to last row, that Ln2 have values
of 38, 42, 38, and 38 in normalized units.
The fact that the size of the smallest island over which a second layer island grows varies
little from one simulation to the other is coherent with the work of Tersoff, Denier van der
Gon and Tromp who showed that the probability of second layer nucleation varies from a
value close to zero to a value of nearly one in the vicinity of a critical first layer size [250].
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Indeed, when the nucleation probability is proportional to the square of the local atom
density, the probability of second layer nucleation on a first layer island varies from 20% to
80% when the diameter of the island varies from 75% to 110% of Ln2, approximately.
At 1250 K, the bond counting parameters described in section 5.3.2 allow to establish
that the diffusion rate across an ES barrier is 2.5 % of that of a simple diffusion. Nonetheless,
we observed that the size of second layer islands in Fig. 5.13 is much smaller than that of
first layer islands, an indication that many adatoms have crossed the ES barrier. The fact
that adatoms succeed in crossing this barrier before nucleating is, for example, responsible
for the flat top of mounds created during the WC instability [164] and for the transition from
3D growth to layer-by-layer growth of Ag(111) when Sb is used as surfactant [253]. As the
growth temperature increases, it becomes easier for adatoms to across the ES barrier, so that
the coverage of second layer islands is even less than in Fig. 5.13.
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CHAPITRE 6
DISCUSSION GE´NE´RALE
Dans l’introduction du premier volume du ce´le`bre livre The Feynman Lectures on Physics,
Feynman e´nonce ceci a` propos du lien entre les the´oriciens et les expe´rimentateurs [254].
Le principe de la science, la de´finition, presque, est la suivante : Le
test de toute connaissance est l’expe´rience. L’expe´rience est le seul
juge de la “ve´rite´” scientifique. Mais quelle est la source de notre
connaissance ? D’ou` viennent les lois a` tester ? L’expe´rience aide a`
produire ces lois, en ce sens qu’elle nous fournit des indices. Mais
il faut aussi de l’ imagination pour cre´er, a` partir de ces indices les
grandes ge´ne´ralisations — pour deviner les merveilleux, simples, mais
tre`s e´tranges patrons sous-jacents, et ensuite expe´rimenter pour ve´rifier
a` nouveau si les hypothe`ses initiales e´taient bonnes. Ce processus
d’imagination est tellement difficile qu’il y a une division de taˆches en
physique : il y a des physiciens the´oriciens qui imaginent, de´duisent
et devinent les nouvelles lois, mais n’expe´rimentent pas ; et il y a les
physiciens expe´rimentateurs qui expe´rimentent, imaginent, de´duisent
et devinent. 1
Puisque ces lignes ont e´te´ e´crites dans les anne´es 1960, il est normal qu’il ne soit
pas question des physiciens simulateurs. Ceux-ci e´laborent des mode`les the´oriques qu’ils
implantent en langage informatique et font des “expe´riences the´oriques” a` partir de ces
mode`les. La beaute´ de ces pseudo-expe´riences est que les parame`tres peuvent eˆtre modifie´s a`
la guise de l’utilisateur. Ceci est e´quivalent a` dire a` un expe´rimentateur qu’il a le controˆle sur
tous les parame`tres de son expe´rience, des mate´riaux qu’il peut inventer aux tempe´ratures
qu’il peut modifier avec toute la pre´cision souhaite´e. Il peut alors aller dans des re´gions non
encore explore´es de la science. Les physiciens simulateurs sont souvent conside´re´s comme
des the´oriciens par les expe´rimentateurs et comme des expe´rimentateurs par les the´oriciens.
Cette crise d’identite´ peut facilement eˆtre re´solue : les physiciens simulateurs sont a` la fois
the´oriciens et expe´rimentateurs.
Les travaux de cette the`se sont ceux d’un physicien simulateur. Dans le chapitre 3 de
cette the`se, nous avons de´veloppe´ un mode`le permettant d’inclure les sauts a` longue porte´e
dans les simulations KMC. L’exe´cution des simulations a demande´ beaucoup de ressources
informatiques. Nous avons alors eu l’ide´e d’acce´le´rer les simulations KMC en re´duisant les
1. Il s’agit d’une traduction libre de l’anglais.
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mises a` jour des e´ve´nements de diffusion simple. Une telle me´thode de simulation a e´te´
de´veloppe´e dans le chapitre 4 et s’est ave´re´e pre`s de six fois plus rapide que les simulations
KMC pour des conditions de croissance e´quivalentes. La possibilite´ de simuler de plus grandes
surfaces sans augmenter la demande en ressources informatiques a alors permis d’e´tudier
l’apparition de me´andres en bordure des marches d’une surface vicinale et meˆme de pre´dire
une nouvelle forme d’instabilite´ de me´andres due a` la germination et a` la coalescence d’ˆılots
2D. Ceci est le sujet du chapitre 5.
Dans ce chapitre, nous discutons de la pertinence des simulations KMC dans le domaine
de la croissance e´pitaxiale dans la section 6.1. Nous y pre´sentons les avantages ainsi que les
inconve´nients des simulations par rapport aux de´veloppements purement the´oriques. Nous
discutons aussi de l’utilite´ de de´velopper des techniques de simulation efficaces qui conservent
la plus grande re´solution possible. Bien que la discussion concerne d’abord les instabilite´s
de me´andres pour la simple raison qu’il s’agit du phe´nome`ne que nous avons e´tudie´ plus
en de´tail, elle est aussi valide pour la croissance e´pitaxiale en ge´ne´ral. Nous terminons ce
chapitre en pre´sentant les retombe´es scientifiques de nos travaux et les perspectives dans les
sections 6.2 et 6.3, respectivement.
6.1 Importance des simulations KMC sur le domaine de la
croissance e´pitaxiale
Au cours des 22 dernie`res anne´es, beaucoup de de´veloppements the´oriques ont e´te´ faits
pour comprendre comment e´voluent les me´andres de types BZ et KESE. L’issue de ces
de´veloppements est une description assez complexe mathe´matiquement. Ainsi, l’un des
mode`les les plus complets pour de´crire l’instabilite´ de me´andres de type BZ est base´ sur le
formalisme des fonctions de Green [102, 141, 142]. Outre la diffusion et la de´sorption des
atomes, ce mode`le permet de conside´rer les phe´nome`nes stochastiques de la diffusion, du
de´poˆt, de la de´sorption, de l’attachement et du de´tachement des atomes. Malgre´ tout, il ne
conside`re pas la germination, et encore moins les aspects stochastiques de celle-ci, qui sont
particulie`rement complexes a` implanter [42, 43]. De plus, il ne permet pas une phase variable
entre les me´andres. Bref, un tel mode`le serait tout a` fait inefficace pour pre´dire et e´tudier
l’instabilite´ de me´andres de type NC qui est due a` la corre´lation temporelle et spatiale des
e´ve´nements de germination 2D sur une surface vicinale et qui pre´sente des me´andres dont la
phase n’est pas aussi clairement identifiable que pour les me´andres de types BZ et KESE.
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Dans ce contexte, il est particulie`rement inte´ressant d’avoir recours a` des simulations.
Celles-ci permettent d’e´tudier, souvent avec des parame`tres relativement simples, des
conditions difficilement accessibles par des mode`les the´oriques. C’est ainsi qu’il a e´te´ possible,
par simulations KMC, de conside´rer l’e´volution de la phase entre les me´andres de type
KESE qui, a` partir d’une phase variable, e´voluent vers un mode en phase (Φ = 0) [96].
Il a aussi e´te´ possible de pre´dire l’apparition de monticules aux endroits ou` les me´andres
ont des de´fauts de phase [100]. Les simulations ont toutefois les de´fauts de leurs qualite´s.
En effet, chaque simulation ne concerne que des conditions de croissance pre´cises, ce
qui rend difficile la pre´diction de comportements dans les conditions non simule´es. Les
simulations sont donc un moyen d’extraire de l’information partielle sur un phe´nome`ne, et
ce, meˆme lorsqu’un mode`le the´orique n’a pas encore e´te´ de´veloppe´. Il convient toutefois de
pre´ciser que les simulations nume´riques ne doivent pas eˆtre conside´re´es comme infe´rieures
aux de´veloppements the´oriques. Elles sont plutoˆt un comple´ment qui permet de confirmer
la the´orie ou meˆme de pre´dire de nouveaux phe´nome`nes tel qu’observe´ dans les chapitres 3 et 5.
Une autre limite a` l’utilisation des simulations est que les comportements a` grande e´chelle
(temporelle et spatiale) sont difficilement accessibles. Avant de pre´senter la limite spatiale
via (ii) l’e´tude couple´e de la mise en paquet de marches et de l’instabilite´ de me´andres, la
limite temporelle sera conside´re´e a` travers (i) la pre´diction de l’apparition de monticules lors
de la croissance d’une surface vicinale.
(i) Pour e´tudier l’apparition de monticules comme instabilite´ secondaire aux me´andres,
Rost et al. ont simule´, a` l’aide de la me´thode KMC, la croissance de 3000 ML sur une surface
de 300 sites × 300 sites. Ils arrivent a` la conclusion qu’il ne semble pas y avoir apparition
de monticules a` long terme lorsque la barrie`re ES est suffisamment petite [100]. Il n’est
cependant pas possible de confirmer avec certitude que des monticules n’apparaissent pas
apre`s 4000 ML, 10000 ML ou meˆme 3001 ML, par exemple. Bref, l’extraction de la tendance
lorsque θ → ∞ est surtout base´e sur des spe´culations. Les simulations ont donc une limite
temporelle que les de´veloppements the´oriques n’ont pas.
(ii) Pour e´tudier simultane´ment les phe´nome`nes de mise en paquet de marches et de
me´andres sur une surface vicinale, il est ne´cessaire d’utiliser de grandes surfaces. Une image
obtenue par microscope a` force atomique (AFM) montrant ces deux types d’instabilite´s est
pre´sente´e a` la figure 6.1 [101]. On y voit des marches contenant environ 50 plans atomiques
repre´sente´es par des lignes claires. Les me´andres sont perc¸us comme de petites oscillations
dans la direction paralle`le aux marches.
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Figure 6.1 Image AFM obtenue lors de la croissance de Si/Si(0 0 1) a` 400˚ C. Les marches
sont oriente´es perpendiculairement a` la direction [1 1 0] et la fle`che double est paralle`le aux
marches. La surface a des dimensions approximatives de 4,9 µm × 4,3 µm. Les petits carre´s
dans le coin infe´rieur droit servent a` donner la dimension typique des surfaces simule´es par la
me´thode KMC. Cette figure est issue de la re´fe´rence [101].
Pascale a obtenu les re´sultats de la figure 6.1 en effectuant la croissance de 500 nm de Si sur
une surface d’environ 4,9 µm × 4,3 µm de Si(0 0 1) [2×1] avec des marches perpendiculaires
a` la direction [1 1 0] [101]. Pour arriver a` comparer ces re´sultats expe´rimentaux avec les
simulations, les dimensions seront plutoˆt donne´es en distance entre atomes. Ainsi, pour la
surface Si(0 0 1), la distance entre deux range´es conse´cutives d’atomes dans la direction
[1 1 0] est de a˜ = 3,84 A˚, alors que la distance entre deux plans atomiques dans la direction
[0 0 1] est de b˜ = 1,38 A˚. En normalisant les dimensions de la figure 6.1 par ces dimensions, un
de´poˆt de 3,6×103 ML 2 a e´te´ fait sur une surface de 12,8×103 sites × 11,2×103 sites, ce qui
donne un total d’atomes de´pose´s de 5 × 1011, approximativement. Pour arriver a` reproduire
une partie de ces re´sultats expe´rimentaux, Pascale a simule´ la croissance de 800 ML sur des
surfaces de 320 sites× 320 sites et de 640 sites× 640 sites (voir les deux carre´s dans le coin
infe´rieur droit de la figure 6.1 pour une comparaison des dimensions des simulations et de la
2. Dans la litte´rature, il est parfois conside´re´ qu’une ML de Si(0 0 1) [2×1] contient deux plans atomiques
successifs avec des types de reconstruction en alternance. Ici, nous conside´rerons qu’une ML ne contient qu’un
plan atomique.
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surface expe´rimentale), ce qui donne un nombre d’atomes maximal de 3,3 × 108 [101]. Les
expe´riences conside´raient alors au moins 1500 fois plus d’atomes que les simulations. Une
telle diffe´rence est imputable aux ressources informatiques qui sont limite´es. Bien que Pascale
arrive a` reproduire la mise en paquet des marches et les me´andres [101], il est e´vident que des
phe´nome`nes a` longue porte´e pourraient ne pas encore avoir e´te´ e´tudie´s par les simulations
KMC. Les simulations ont donc une limite spatiale que les de´veloppements the´oriques n’ont
pas.
Cette taille limite´e des surfaces simule´es fausse aussi les re´sultats dans certains cas. Deux
de ces cas seront pre´sente´s ici. (i) Il est commun, dans les simulations KMC de conside´rer des
conditions pe´riodiques. Virtuellement, la surface est alors infinie puisqu’un atome qui diffuse
dans une direction donne´e ne rencontre jamais une frontie`re de simulation. Dans de telles
conditions, la corre´lation spatiale est force´e puisque la surface est pe´riodique [62]. Dans le cas
des me´andres qui ont une longueur d’onde caracte´ristique, une surface trop petite peut ne pas
permettre a` cette longueur d’onde de se manifester. La pe´riodicite´ force´e peut aussi favoriser
certaines longueurs d’onde aux de´triments d’autres. C’est ainsi que l’e´tude des conditions de
l’apparition de l’instabilite´ des me´andres a re´ve´le´ des effets de bords importants. En effet,
pour des surfaces trop petites, les simulations ne montrent pas de me´andres dont l’amplitude
tend vers l’infini lorsque le flux de´passe sa valeur critique [62, 191]. (ii) De meˆme, pour
e´tudier la longueur d’onde des me´andres, il est commun de re´duire le nombre de terrasses, ce
qui diminue la possibilite´ de de´fauts de phase [96]. Les me´andres e´voluent alors rapidement
vers le mode en phase. C’est d’ailleurs cette strate´gie que nous avons applique´e dans la
section 5.4 pour de´terminer la longueur d’onde des me´andres de type BZ. Pourtant, il est
ge´ne´ralement observe´ qu’a` longue porte´e, des de´fauts de phase apparaissent [51, 98, 100, 183].
Il est donc e´vident qu’une e´tude plus comple`te contient un grand nombre de terrasses pour
ne pas empeˆcher les de´fauts de phase de se manifester.
Ces cas particuliers de´montrent qu’il est ne´cessaire d’avoir recours a` de grandes surfaces
pour que les re´sultats des simulations soient valides. Le de´veloppement de me´thodes de
simulations acce´le´re´es reveˆt alors toute son importance. Il est donc normal de voir les
me´thodes hybrides et multie´chelles qui permettent de traiter les diffe´rentes portions de la
surface avec des niveaux de pre´cision diffe´rents se multiplier [21, 255]. C’est dans cette
optique que s’inscrit le de´veloppement de notre me´thode LAUKMC qui permet, par rapport
a` la me´thode KMC, de traiter des syste`mes de tailles e´gales plus rapidement ou de simuler
dans des temps e´gaux des syste`mes de tailles plus grandes. Bien que l’application de cette
me´thode ait e´te´ faite pour l’e´tude de l’instabilite´ de me´andres sur une surface vicinale (voir
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chapitre 5), l’acce´le´ration est possible pour toute simulation de croissance e´pitaxiale. Par
exemple, l’e´tude de l’effet de l’interaction e´lastique entre les marches d’une surface vicinale
demande de conside´rer une porte´e d’interaction beaucoup plus grande qu’entre les plus
proches voisins ou second plus proches voisins, ce qui augmente significativement les temps
de simulation. L’e´tude de phe´nome`nes de diffusion concerte´s a le meˆme effet. Notons au
passage que la me´thode LAUKMC permet une diminution des temps de simulation d’autant
plus importante que la porte´e des interactions est grande.
Bien suˆr, il pourrait eˆtre souhaitable d’utiliser un niveau d’approximation plus grossier que
pour les simulations KMC (qui est le meˆme que pour les simulation LAUKMC) pour diminuer
encore plus les temps de simulation. A` ce titre, le formalisme des courbes de niveau (LS) [92],
lorsqu’il est applique´ a` la croissance e´pitaxiale, permet d’acce´der facilement a` des dimensions
de surface 10 µm × 10 µm en utilisant une grille de simulation plus grossie`re [256]. Toutefois,
pour y parvenir, plusieurs approximation sont faites : la diffusion des atomes est conside´re´e
collectivement via une densite´ d’atomes et cette diffusion est de´terministe, la probabilite´
germination est proportionnelle au carre´ de la densite´ locale d’atomes, et les bordures
d’ˆılots e´voluent de fac¸on continue. En raison de ces approximations, les simulations LS ne
parviennent pas a` atteindre une re´solution microscopique et ne donnent qu’une tendance a`
long terme et a` grande e´chelle spatiale de l’e´volution de la surface. Lorsque la description
microscopique n’est pas ne´cessaire, les LS sont particulie`rement approprie´es puisqu’elles sont
plus rapides que les simulations KMC. Toutefois, dans les cas ou` la re´solution microscopique
est ne´cessaire, comme dans le re´gime d’agre´gation limite´e par la diffusion, il est plus pertinent
d’utiliser des simulations KMC. L’un des de´savantages majeurs des simulations LS est que
la description continue de la bordure des ıˆlots (ou des terrasses) fait en sorte qu’il n’est plus
simple de favoriser l’attachement a` un cran par rapport a` l’attachement a` un site comportant
moins de plus proches voisins. Ceci peut eˆtre conside´re´ partiellement via la courbure locale
κ de la bordure, mais ce traitement est d’autant moins pre´cis que la grille nume´rique est large.
Dans les cas ou` une re´solution microscopique est souhaitable, voire ne´cessaire, pourquoi
ne pas avoir recours a` un niveau de pre´cision encore plus pousse´ ? Les simulations KMC
ont de´ja` un niveau d’approximation grossier par rapport aux simulations par MD qui sont
cohe´rentes avec la me´canique quantique. Les simulations par MD ont en effet une re´solution
atomique qui permet de conside´rer le mouvement des atomes entre les sites de la grille
utilise´e dans l’approximation SOS ge´ne´ralement implante´e dans les simulations KMC. Dans
tous les cas, la plus petite re´solution est souhaitable, mais dans la mesure ou` les ressources
informatiques sont limite´es, les simulations KMC constituent un choix judicieux qui offre un
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bon compromis entre la re´solution (qui est microscopique plutoˆt qu’atomique comme dans
les simulations par MD) et la taille des surfaces (qui contiennent plusieurs millions d’atomes
plutoˆt que plusieurs milliards comme dans les simulations LS).
Avec l’augmentation de la rapidite´ de traitement des ordinateurs, les simulations KMC
pourront conside´rer de plus en plus d’atomes. Elles tendront alors vers une taille cohe´rente
avec les expe´riences de croissance, tout en gardant une pre´cision microscopique.
6.2 Retombe´es scientifiques
A` l’image des trois chapitres de re´sultats de cette the`se (chapitres 3 a` 5), les retombe´es
scientifiques de nos travaux peuvent eˆtre divise´es en trois cate´gories. Dans cette section, nous
pre´sentons donc les retombe´es scientifiques de chaque chapitre individuellement.
Suite a` l’e´tude effectue´e dans le chapitre 3, il est clair que la de´termination expe´rimentale
du coefficient de diffusion doit eˆtre faite avec attention. Il ne suffit pas d’e´valuer le
coefficient de diffusion pour diffe´rentes tempe´ratures et de de´terminer l’e´nergie d’activation
a` l’aide d’une courbe the´orique de type Arrhenius de la forme D = D0e
−∆E/kBT . En
effet, le coefficient de diffusion suit une tendance supra-Arrhenius lorsque les sauts de
longue porte´e s’appliquent. Il est donc ne´cessaire, pour extraire l’e´nergie d’activation de
la diffusion simple de comparer les re´sultats expe´rimentaux avec des simulations. Ceci est
particulie`rement important lorsque le nombre de sauts de porte´e ` (N`) est significatif par
rapport au nombre de sauts entre plus proches voisins (N1), tel qu’observe´ expe´rimentalement
pour la diffusion de Pd sur du W(2 1 1) a` 133 K, alors queN2/N1 = 0,20 etN3/N1 = 0,13 [10].
Les sauts a` longue porte´e ne semblent pas eˆtre universels sur toutes les surfaces et sont
difficiles a` observer expe´rimentalement [3]. Il est donc normal qu’il ne soit pas commun
de les inclure dans les simulations KMC. Toutefois, plusieurs autres approximations sont
fre´quentes pour les simulations KMC et les mode`les d’e´quations de taux (rate equations)
dans la litte´rature et il est ne´cessaire de les remettre en question. (i) Par exemple, le re´gime
d’agre´gation irre´versible est souvent impose´ : tous les atomes qui s’attachent a` la bordure
d’un ıˆlot ou d’une terrasse ne peuvent alors pas s’en de´tacher. En plus de violer le crite`re
de balance de´taille´e cohe´rent avec l’e´quilibre thermodynamique [257], cette approximation
n’est valide qu’a` basse tempe´rature, alors que le taux de de´tachement des atomes est faible.
De`s que l’activation de tels e´ve´nements devient importante, la rugosite´ des bordures en est
affecte´e, de meˆme que la densite´ d’atomes et d’ˆılots de petites tailles. (ii) La taille critique
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est aussi souvent fixe´e a` une valeur pre´cise (par exemple dans la re´fe´rence [227]). Cette
taille critique correspond a` la taille des agre´gats d’atomes tout juste avant qu’un ıˆlot soit
stable par rapport a` la fragmentation [258]. Dans les e´quations de taux et les simulations
KMC, il est commun d’utiliser une seule taille critique pour simplifier les calculs. En fait, le
portrait est beaucoup plus complexe. Nous avons en effet observe´ qu’en re´gime d’agre´gation
fortement re´versible, tous les ıˆlots sont instables par rapport a` la fragmentation, c’est-a`-dire
que tous les ıˆlots peuvent perdre des atomes au point de se fragmenter [259]. E´videmment,
les ıˆlots les plus gros, qui ont un plus grand pe´rime`tre, ont une probabilite´ plus grande
de capter des atomes environnants alors que les atomes au centre sont “prote´ge´s”, mais la
transition d’ˆılot stable a` instable n’est pas nette. De plus, la stabilite´ des ıˆlots est fortement
associe´e a` l’organisation de ses atomes et non pas seulement a` sa taille. En effet, les ıˆlots
ayant une plus grande rugosite´ sont moins nombreux que les autres. Ceci est de´tecte´ par une
densite´ surfacique infe´rieure des petits ıˆlots qui ne peuvent adopter une forme compacte (par
exemple les ıˆlots forme´s de trois, cinq ou sept atomes).
Graˆce a` l’e´tude effectue´e dans le chapitre 4, il est possible de faire des simulations plus
rapides que les simulations KMC en raison d’une meilleure gestion de la mise a` jour de la liste
des e´ve´nements. L’approche propose´e permet de re´duire les temps de simulation d’un facteur
quatre en re´gime d’e´coulement de marches, par exemple. Une strate´gie supple´mentaire de
rattachement imme´diat suivant un de´tachement permet de re´duire davantage les temps de
simulations, pour une re´duction totale d’un facteur approximatif de six. Cette acce´le´ration
peut soit eˆtre utilise´e pour obtenir plus rapidement une distribution statistique d’un
comportement observe´ pendant les simulations ou e´largir les surfaces simule´es. Dans le
second cas, il est alors possible d’e´tudier des phe´nome`nes a` longue porte´e. Par exemple,
l’autoassemblage de points quantiques est pressenti comme une approche possible pour
la synthe`se automatise´e de compostantes e´lectroniques [260]. La simulation d’un tel
autoassemblage demande minimalement d’avoir une surface capable de contenir plusieurs
points quantiques qui peuvent facilement eˆtre forme´s de plusieurs millions d’atomes, chacun
[261, 262]. La possiblite´ de simuler des surfaces plus grandes dans des temps e´quivalents
devient alors particulie`rement inte´ressante.
A` partir de l’e´tude effectue´e dans le chapitre 5, nous comprenons mieux les conditions
menant a` la transition d’un re´gime d’e´coulement de marches a` un re´gime de croissance
tridimensionnelle couche par couche. Bien que le diagramme de phase que nous avons obtenu
n’est valide que pour des parame`tres de simulation tre`s spe´cifiques, l’analyse faite a` partir
d’un tel diagramme est valide pour les diagrammes de phases qui pourraient eˆtre obtenus
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expe´rimentalement, par exemple. Il devient alors possible, pour un expe´rimentateur, de
choisir les conditions de croissance menant a` une longueur d’onde de me´andres particulie`re.
Les choix de cette longueur d’onde sont de´sormais au nombre de trois, correspondant aux
trois diffe´rents me´canismes menant a` l’apparition de me´andres en bordure des marches
d’une surface vicinale : me´canisme de Bales-Zangwill (BZ), me´canisme de la barrie`re de
Ehrlich-Schwoebel de cran (KESE) et me´canisme de germination et coalescence d’ˆılots avec
la bordure des marches (NC). Ce choix est inte´ressant dans la mesure ou` les me´andres
peuvent eˆtre utilise´s comme patron pour la croissance de points quantiques, ces dernier ayant
une pre´fe´rence pour certaines facettes [261]. D’ailleurs, dans l’instabilite´ de me´andres de
type NC, les e´ve´nements de germination sont corre´le´s, ce qui permet un autoassemblage des
monticules, qui peuvent alors agir comme pre´curseurs pour des points quantiques.
6.3 Perspectives
Dans cette the`se, la me´thode KMC a e´te´ largement utilise´e. L’un des proble`mes majeurs
de cette me´thode est que l’utilisateur doit pre´ciser au pre´alable tous les e´ve´nements possibles
et e´tablir leurs taux d’activation. Par soucis de simplicite´, nous n’avons permis que des
e´ve´nements base´s sur un mode`le qui compte les liens entre plus proches voisins. Ceci signifie
que nous avons ne´glige´ plusieurs e´ve´nements concerte´s, de meˆme que des voies de diffusion
alternatives. Ainsi, nous conside´rons que le passage de la surface d’une configuration A a` une
configuration B ne peut se faire que d’une seule fac¸on. Pourtant, des me´canismes d’e´change
sont possibles et meˆme fre´quents sur les surfaces [3] et ceux-ci doivent eˆtre conside´re´s
simultane´ment avec les sauts simples. De plus, nous conside´rons que la surface est sans
me´moire en ce sens que les taux d’activation des e´ve´nements de diffusion sont inde´pendants
des e´ve´nements pre´ce´dents. Toutefois, un mode`le plus complet de la the´orie des taux de
re´action conside`re que les e´ve´nements de diffusion ne sont pas sans me´moire [14, 15]. Il n’en
demeure pas moins que les simulations KMC sont utilise´es largement dans la litte´rature car
elles sont semi-re´alistes en ce sens qu’elles permettent, avec un choix judicieux de processus
de diffusion possible, de reproduire plusieurs phe´nome`nes. Meˆme avec un mode`le base´ sur
le nombre de liens entre plus proches voisins tel que celui que nous avons utilise´ dans cette
the`se, il est possible, par exemple, de reproduire les oscillations observe´es par diffraction
d’e´lectrons de haute e´nergie apre`s re´flexion (RHEED) sur des sufaces vicinales de GaAs(0 0 1)
[248] par simulation KMC [246, 247]. Par conse´quent, malgre´ les approximations faites,
nous pouvons saisir une bonne partie de la physique de la croissance, particulie`rement dans
des domaines ou` peu d’e´tudes ont e´te´ faites, comme ceux des sauts a` longue porte´e ou des
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me´andres produits par la coalescence d’ˆılots avec la terrasse d’une surface vicinale.
Dans le chapitre 3, un mode`le a e´te´ de´veloppe´ pour inclure les sauts a` longue porte´e dans
les simulations KMC. Ce mode`le est simpliste en ce sens qu’il conside`re que les retours en
arrie`re ne sont pas possibles. En fait, de tels retours pourraient meˆme eˆtre la norme plutoˆt
que l’exception [3]. Dans la mesure ou` les retours en arrie`re s’appliquent, nous n’avons fait
que surestimer le nombre de sauts en avant, ce qui est e´quivalent a` sous-estimer l’e´nergie
d’activation des sauts a` longue porte´e. En d’autres mots, les tendances pre´dites par nos
simulations sont encore valides, seulement avec des e´nergies d’activation de sauts a` longue
porte´e le´ge`rement plus faibles que celles annonce´es. Il convient entre autres de remarquer que
nos simulations doivent eˆtre conside´re´es comme un travail initial a` poursuivre, dans l’optique
ou` peu de simulations ont e´te´ faites sur le sujet des sauts a` longue porte´e.
Par ailleurs, les re´sultats du chapitre 3 ont tous e´te´ obtenus en appliquant la re`gle
de Meyer-Neldel (MNR), laquelle est tre`s controverse´e dans le milieu scientifique. Nos
simulations ne sont pas un plaidoyer sur l’application ge´ne´ralise´e de la MNR. Elles tentent
plutoˆt d’attirer l’attention sur les impacts qu’auraient cette loi dans les cas ou` elle s’applique.
La porte´e de nos re´sultats ne se limite toutefois pas aux surfaces pour lesquelle la MNR
s’applique. En effet, la section 3.10.1 montre qu’il est possible d’obtenir des surfaces
e´quivalentes aux noˆtres en n’appliquant pas la MNR. Une simple modification du flux et de la
tempe´rature de croissance est ne´cessaire. En fait, tant que la tempe´rature (T ) est infe´rieure
a` la tempe´rature isocine´tique (Tiso) lorsque la MNR s’applique, il est possible d’obtenir des
surfaces e´quivalentes sans appliquer la MNR. En revanche, lorsque la T > Tiso, des surfaces
e´quivalentes ne sont pas possibles si on ne conside`re pas la MNR. Cette dernie`re situation
n’a toutefois pas e´te´ conside´re´e lors de nos simulations.
Dans le chapitre 4, la me´thode LAUKMC a e´te´ de´veloppe´e. Cette me´thode ne comporte
aucune approximation par rapport a` la me´thode KMC, ce qui fait que les limites de la
me´thode KMC de´finies au de´but de cette section sont aussi celles de la me´thode LAUKMC.
Nous avons ainsi de´veloppe´ une me´thode de simulation plus rapide sans affecter le formalisme
de la me´thode KMC elle-meˆme. Puisque la me´thode first passage kinetic Monte Carlo, a`
l’instar de la me´thode LAUKMC, ne fait aucune approximation par rapport a` la me´thode
KMC, il serait inte´ressant, dans des travaux futurs, de comparer la performance de ces
deux me´thodes dans des situations de croissance e´quivalentes. Comme l’acce´le´ration de la
me´thode LAUKMC par rapport aux simulations KMC est d’autant plus grande que la porte´e
d’interaction est importante, nous souhaitons aussi faire une e´tude quantitative de cette
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situation en conside´rant, par exemple, que les interactions en seconds et troisie`mes plus
proches voisins sont possibles.
Lorsque la proce´dure de rattachement imme´diat est applique´e dans la me´thode LAUKMC,
ce rattachement imme´diat des atomes nouvellement de´tache´s de la bordure des ıˆlots (ou
des terrasses) contrevient a` la nature stochastique des simulations KMC en forc¸ant une
corre´lation temporelle entre certains e´ve´nements. Cette corre´lation fait en sorte que les
taux d’activation des e´ve´nements d’attachement (Γatt) et de de´tachement (Γdet) sont
artificiellement supe´rieurs aux valeurs choisies au de´but de la simulation. Pour compenser
partiellement ces taux d’activation gonfle´s, le flux doit eˆtre modifie´ dynamiquement pendant
les simulations, sans quoi le nombre d’atomes de´pose´s aurait e´te´ le´ge`rement fausse´. De la
meˆme manie`re, il faudrait augmenter artificiellement le taux d’activation de tous les autres
e´ve´nements de diffusion. Ceci n’a pas e´te´ fait dans nos simulations car les e´ve´nements de
de´tachement sont parmi les plus rares sur la surface. Pour les e´ve´nements ayant un taux
d’activation (Γ) tre`s supe´rieur a` Γdet, l’augmentation de Γdet est ne´gligeable par rapport a`
Γ. En revanche, pour les e´ve´nements plus rares (comme l’arrive´e de nouveaux atomes sur la
surface), cette augmentation est conside´rable. Qualitativement, nos simulations LAUKMC
ont donne´ des re´sultats comparables a` ceux des simulations KMC, meˆme lorsque la proce´dure
de rattachement faisait diminuer le temps de simulation de 50%. 3 Une e´tude syste´matique de
l’effet de la proce´dure de rattachement est toutefois ne´cessaire pour que son application soit
ge´re´e par le code de simulation lui-meˆme. Nous de´sirons donc, dans nos prochains travaux,
e´tablir des crite`res permettant de de´terminer et possiblement de corriger les effets secondaires
de cette proce´dure sur les taux d’activation.
Dans le chapitre 5, la me´thode LAUKMC de´veloppe´e au chapitre 4 a e´te´ utilise´e pour
e´tudier l’impact de la germination sur la croissance d’une surface vicinale. Un diagramme de
phase a e´te´ produit pour arriver a` pre´dire l’e´volution d’une surface vicinale en fonction de la
largeur (W ) des terrasses. Ce diagramme pre´sente les longueurs de germination de premie`re
(Ln) et seconde (Ln2) couches en fonction du coefficient de diffusion. Les valeurs de Ln et
Ln2 sont assez complexes a` obtenir. Selon Politi et Villain, Ln est donne´e par la largeur
des terrasses pour lesquelles un germe apparaˆıt [178]. Toutefois, cette de´finition soule`ve
plusieurs questions. Quel est le de´lai maximal d’apparition d’un tel germe ? Dans un re´gime
d’agre´gation re´versible, faut-il aussi conside´rer les germes instables ou seulement ceux qui ont
une probabilite´ faible de se fragmenter ? Conside´rant que la probabilite´ de voir une germe
3. En re´gime d’e´coulement de marche, le temps de simulation des simulation LAUKMC par rapport aux
simulations KMC est re´duit d’un facteur approximatif de 4 sans proce´dure de rattachement et d’un facteur
d’environ 6 lorsque cette proce´dure est applique´e.
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apparaˆıtre augmente avec la longueur (dans la direction paralle`le aux marches) des terrasses,
quelle est la longueur (L) des terrasses a` utiliser ? Dans notre e´tude, nous avons conside´re´
que Ln e´tait la largeur d’une terrasse sur laquelle apparaissait un germe stable (de taille
comparable a` W ) pendant le de´poˆt d’une monocouche. Concernant la longueur des terrasses,
nous avons ve´rifie´ que lorsque L  W , Ln varie tre`s peu avec L et avons donc choisi une
valeur universelle de 1500 sites, que nos re´sultats permettaient de juger suffisamment grande.
Pour ce qui est de l’obtention de Ln2, il s’agit de la taille critique des ıˆlots pour
laquelle un germe de deuxie`me couche apparaˆıt. Nous avons donc choisi de simuler le
de´poˆt d’une monocouche sur des ıˆlots ronds inalte´rables afin de de´terminer le diame`tre
minimal de l’ˆılot de premie`re couche sur lequel un ıˆlot de deuxie`me couche stable e´tait observe´.
Il est a` noter qu’il n’existe pas dans la litte´rature une tendance unanime pour les longueurs
de germination [53, 169, 172, 188, 190, 249, 250] et que nos re´sultats ne permettent pas de
se´lectionner une tendance comme plus valide qu’une autre. Dans de prochains travaux, nous
voulons, a` partir d’une e´quation de diffusion continue des atomes, donner une description de
ces longueurs qui soit cohe´rente avec nos re´sultats de simulation.
La difficulte´ d’obtention de Ln et Ln2 fait en sorte que nos re´sultats sont semi-quantitatifs.
Il n’en demeure pas moins qu’il est possible de pre´dire qualitativement l’e´volution des surfaces
vicinales ayant une largeur donne´e. Bien que le diagramme de phase obtenu ne s’applique
que pour nos parame`tres de simulation, les pre´dictions qui en de´coulent sont universelles : il
suffit de tracer le diagramme de phase de la surface a` e´tudier.
La dernie`re partie du chapitre 5 pre´sente un nouveau type d’instabilite´ de me´andres
duˆ a` la germination et a` la coalescence d’ˆılots sur les terrasses. Nous avons ve´rifie´ pour
deux tempe´ratures (1400 et 1450 K) que dans les conditions approprie´es (W ' Ln < Ln2)
l’instabilite´ apparaissait. Bien qu’il soit logique de croire que le portrait est le meˆme pour
d’autres tempe´ratures de croissance, il n’est pas possible, pour l’instant, de confirmer que
cette instabilite´ est observe´e de fac¸on ge´ne´rale. Nous souhaitons donc ve´rifier a` l’aide de
simulations si cette instabilite´ se manifeste pour d’autres surfaces en modifiant les parame`tres
de croissance.
Nous de´sirons aussi e´laborer un mode`le de la germination et de la croissance d’ˆılots
conside´rant que la probabilite´ de germination locale est proportionnelle au carre´ de la densite´
d’atomes pour arriver a` pre´dire le phe´nome`ne de coarsening observe´ pour la longueur d’onde
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des me´andres. Un tel mode`le, bien que simpliste (en ce sens que la germination est beaucoup
plus complexe a` conside´rer) permettra tout de meˆme de comprendre et potentiellement de
reproduire une partie des re´sultats de simulation.
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CHAPITRE 7
CONCLUSION
L’objectif principal de cette the`se e´tait d’e´tudier les phe´nome`nes cine´tiques a` longue
porte´e lors de la croissance e´pitaxiale a` l’aide de la me´thode Monte Carlo cine´tique, cette
me´thode e´tant le fil directeur de notre travail.
Nous avons de´bute´ par e´tudier un cas particulier, soit celui de la croissance e´pitaxiale en
pre´sence de sauts a` longue porte´e dans un re´gime d’agre´gation re´versible. Cette e´tude nous
a permis de constater a` quel point les simulations KMC peuvent demander d’importantes
ressources informatiques, particulie`rement lorsque l’e´ve´nement le plus fre´quent est aussi celui
avec le plus grand taux d’activation. Nous avons alors utilise´ une strate´gie pour re´duire le
temps de calcul des simulations KMC en diminuant le nombre de mises a` jour de la liste
d’e´ve´nements dans la me´thode KMC sans alte´rer la me´thode elle-meˆme. Dans la dernie`re
partie de notre travail, nous avons utilise´ le nouvel algorithme de simulation acce´le´re´ pour
e´tudier un nouveau type d’instabilite´ de me´andres qui apparaˆıt lorsque la germination et la
coalescence des ıˆlots avec les terrasses d’une surface vicinale se produit.
Le chapitre 3 de cette the`se a e´te´ consacre´ a` l’e´tude de l’impact des sauts a` longue
porte´e, du re´gime d’agre´gation re´versible et de la re`gle de Meyer-Neldel (MNR) sur la
croissance e´pitaxiale sur une surface singulie`re lorsque moins d’une monocouche est de´pose´e.
Individuellement, les sauts a` longue porte´e et le re´gime d’agre´gation fortement re´versible
augmentent tous les deux la densite´ d’adatomes. Lorsqu’ils sont combine´s, des effets
synergiques sont observe´s puisqu’un grand nombre d’atomes se de´tachent de la bordure des
ıˆlots et que les sauts a` longue porte´e contribuent a` les e´loigner, retardant leur rattachement.
La densite´ d’adatomes augmente alors loin des ıˆlots et de nombreux germes me´tastables
sont observe´s. D’ailleurs, la densite´ de ces germes est tellement importante qu’elle me`ne a`
l’apparition d’une distribution bimodale de la taille des ıˆlots, les modes e´tant d’autant plus
se´pare´s que le re´gime d’agre´gation est fortement re´versible et que les sauts ont une grande
porte´e maximale. Par ailleurs, les sauts a` longue porte´e font en sorte que le coefficient de
diffusion suit un comportement de type supra-Arrhenius qui est d’autant plus marque´ que la
porte´e maximale des saut est grande. Bien qu’il soit possible de compenser l’augmentation du
coefficient de diffusion due aux sauts a` longue porte´e par une diminution de la tempe´rature
de croissance, la morphologie de la surface obtenue est tre`s diffe´rente de celle observe´e lorsque
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les sauts a` longue porte´e ne s’appliquent pas. Ceci s’explique par la diffe´rence entre les taux
d’activation des autres processus de diffusion. Bien que tous ces re´sultats aient e´te´ obtenus
lorsque la MNR s’appliquait, nous avons montre´ qu’il est possible d’obtenir des morphologies
de surface identiques en modifiant simplement le flux et la tempe´rature de croissance.
Les simulations du chapitre 3 ont demande´ beaucoup de ressources informatiques. En
effet, les simulations KMC sont d’autant plus lourdes que la porte´e des interactions est
grande, ce qui est le cas des sauts a` longue porte´e. Cette situation est due au fait qu’une mise
a` jour de la liste des e´ve´nements possibles est ne´cessaire a` chaque pas de simulation et que la
mise a` jour doit eˆtre faite pour tous les sites inclus a` l’inte´rieur du rayon d’interaction. Cette
constatation a permis d’e´laborer, dans le chapitre 4 la me´thode LAUKMC qui contribue
a` acce´le´rer les simulations KMC. L’ide´e de base est que la mise a` jour de la liste des
e´ve´nements peut eˆtre re´duite pour la diffusion des adatomes qui ne sont pas dans le rayon
d’interaction d’un autre atome. La me´thode LAUKMC s’est ave´re´e plus de quatre fois
plus rapide que les simulations KMC standard dans un re´gime d’e´coulement de marches
(SF). Une seconde strate´gie a alors e´te´ utilise´e pour acce´le´rer davantage les simulations :
le rattachement imme´diat des atomes nouvellement de´tache´s de la bordure d’un ıˆlot ou
d’une terrasse est tente´ pour e´viter de faire des mises a` jour inutiles. En effet, lorsque le
coefficient de diffusion pour l’attachement est comparable ou supe´rieur au coefficient de
diffusion libre, les atomes nouvellement de´tache´s ont une grande probabilite´ de se rattacher
au site qu’ils viennent de quitter. En permettant ce rattachement imme´diat, les mises a` jour
de deux e´ve´nements successifs qui s’annulent sont e´vite´es, ce qui permet une acce´le´ration des
simulations. Cette acce´le´ration est particulie`rement importante dans un re´gime d’agre´gation
fortement re´versible. Ainsi, lorsque la proce´dure de rattachement est applique´e a` la me´thode
LAUKMC, nous avons observe´ que nos simulations de SF e´taient pre`s de six fois plus rapides
que les simulations KMC.
Dans le chapitre 5, la me´thode LAUKMC a e´te´ utilise´e pour e´tudier l’instabilite´ de
me´andres qui se manifeste pendant la croissance e´pitaxiale de surfaces vicinales. Nous
avons tout d’abord observe´ qu’en re´gime SF, la longueur d’onde des me´andres de type
Bales-Zangwill (BZ) semble peu affecte´e par la largeur (W ) des terrasses lorsque celle-ci est
petite. Lorsque W croˆıt, la longueur d’onde des me´andres croˆıt line´airement avec W . Ces
observations doivent toutefois eˆtre re´vise´es quand la germination est permise sur la surface.
En effet pour un W suffisamment grand, des germes apparaissent et viennent perturber les
me´andres. Les comportements peuvent eˆtre pre´dits par l’e´tablissement d’un diagramme de
phase illustrant les longueurs de germination de premie`re (Ln) et de seconde (Ln2) couches.
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Lorsque la probabilite´ de germination est faible (ou de fac¸on e´quivalente lorsque W < Ln),
peu de germes sont observe´s et les rares qui apparaissent ne perturbent pas trop les me´andres
qui ont suffisamment de temps pour se “re´parer” avant la coalescence d’un autre ıˆlot. De`s
que W > Ln, de nombreux germes apparaissent et perturbent la phase entre les me´andres
de type BZ qui ne sont alors plus visibles. A` mesure que W tend vers Ln2, plus de germes
apparaissent sur la surface et leur coalescence laisse des ıˆlots vacants qui sont d’autant plus
difficiles a` combler que la barrie`re ES est grande. Le retard de remplissage de ces ıˆlots vacants
modifie alors la probabilite´ de germination des ıˆlots successifs qui deviennent de plus en plus
gros. Lorsque W > Ln2, la tendance observe´e diffe`re seulement par le fait que des germes de
deuxie`me couche apparaissent au-dessus des ıˆlots de premie`re couche qui atteignent une taille
suffisamment grande. Le re´gime de croissance tridimensionnelle couche par couche (3DLBL)
se manifeste alors.
Par ailleurs, lorsque W ' Ln, il est possible d’observer une nouvelle instabilite´ de
me´andres due a` la germination et a` la coalescence d’ˆılots avec les terrasses. Cette instabilite´
se manifeste parce que les sites de germination sont corre´le´s dans le temps et l’espace. En
effet, la coalescence d’ˆılots avec la terrasse voisine augmente localement la largeur de la
terrasse qui a alors une plus grande probabilite´ de voir croˆıtre un autre germe. Les ıˆlots
laisse´s vacants suite a` la coalescence de meˆme que l’augmentation de la taille des saillies qui
de´passe Ln2 font en sorte que des monticules apparaissent sur la surface vicinale. D’ailleurs, la
longueur d’onde des me´andres de cette instabilite´ tend, a` long terme vers la longueur d’onde
des monticules observe´s lors de la croissance en re´gime 3DLBL sur une surface singulie`re.
Nos travaux ont des implications directes au niveau de la compre´hension de l’impact des
sauts de longue porte´e et du re´gime d’agre´gation re´versible lors de la croissance e´pitaxiale.
Graˆce a` la me´thode LAUKMC que nous avons de´veloppe´e, il est possible de faire des
simulations plus rapidement et de traiter des surfaces plus grandes. Ceci est particulie`rement
inte´ressant pour l’e´tude des phe´nome`nes cine´tiques a` longue porte´e ou a` long terme qui
sont ge´ne´ralement difficiles d’acce`s par les simulations KMC standard en raison des grandes
ressources informatiques demande´es. Finalement, notre e´tude de l’impact de la germination
sur la croissance de surfaces vicinales permet aux expe´rimentateurs de mieux pre´dire les
conditions de croissance a` utiliser pour controˆler la longueur d’onde des me´andres qui
pourraient eˆtre utilise´s pour l’autoassemblage de points quantiques, par exemple.
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Annexe A
COURBURE D’UNE MARCHE
La courbure κ d’une terrace est l’e´quivalent de R−1, ou` R est le rayon, pour un cercle.
Pour une de´formation de bordure de terrace ζ par rapport a` la position moyenne, il est
toujours possible de conside´rer que cette de´formation correspond localement a` un cercle, dont
l’e´quation est
(x− x0)2 + (ζ − ζ0)2 = R2. (A.1)
Un tel cercle est centre´ en x0 et ζ0. Pour plus de de´tails sur les axes utilise´s, voir la figure 2.7.
Pour trouver κ = 1/R, il suffit de remarquer que la premie`re et la seconde de´rive´es par
rapport a` x de l’e´quation (A.1) donnent
2(x− x0) + 2(ζ − ζ0)∂xζ = 0 et 2 + 2 (∂xζ)2 + 2(ζ − ζ0)∂xxζ = 0.
Ces deux e´quations peuvent eˆtre combine´es pour e´liminer (x− x0) et (ζ − ζ0) dans l’e´quation
(A.1), ce qui donne [
1 + (∂xζ)
2]3
(∂xxζ)
2 = R
2.
Par conse´quent,
1
R
=
±∂xxζ[
1 + (∂xζ)
2]3/2 .
Par convention, on prend κ positif (ne´gatif) lorsque ∂xxζ est ne´gatif (positif), soit lorsque
le profil est convexe (concave), ce qui fait que
κ =
−∂xxζ[
1 + (∂xζ)
2]3/2 .
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Annexe B
DESCRIPTIONS DISCRE`TE ET CONTINUE DE LA
CROISSANCE E´PITAXIALE EN ABSENCE DE DE´SORPTION
ET DE GERMINATION
Pour de´crire l’e´volution d’une surface, l’e´quation (1.2) a e´te´ pre´sente´e dans la section 1.
Cette e´quation est
∂tC(~r) =
∑
s
P+s (~r)−
∑
s
P−s (~r).
Elle permet de faire un lien entre une configuration C a` un site ~r donne´ et les probabilite´s
d’entre´e et de sortie d’un atome de ce meˆme site. Au lieu de conside´rer une configuration C
(due a` la pre´sence d’un atome dans un site donne´), on peut re´e´crire cette e´quation en utilisant
les taux de transition des atomes dans le voisinage du site ~r
∂tρ(~r) =
∑
s
Γ+s ρ
+
s −
∑
s
Γ−s ρ
−
s + Fi,j,t. (B.1)
Dans l’e´quation (B.1), P+s (P−s ) a e´te´ remplace´ par Γ+s ρ+s (Γ−s ρ−s ) puisque la probabilite´
qu’un atome entre dans le site (sorte du site) ~r est un produit de la probabilite´ de transition
et de la densite´ d’atomes dans le site concerne´. Lorsque le flux est non nul, il faut aussi
ajouter le dernier terme de l’e´quation (B.1), soit Fi,j,t qui de´signe le nombre d’atomes qui
arrivent sur le site (i, j) par unite´ de temps et de surface.
Pour e´laborer des e´quations continues de la diffusion des atomes, il est commode d’e´crire
des e´quations discre`tes spatialement. A` cette fin, la position ~r sera associe´e au site de
coordonne´es (i, j) — avec i et j entiers — et on utilisera la notation ρi,j,t pour indiquer
la densite´ d’atomes au site (i, j) et au temps t. De meˆme, Γi
′,j′
i,j,t de´notera le taux de transition
du site (i, j) au site (i′, j′) au temps t. Par soucis de simplicite´, il sera aussi conside´re´ que
la diffusion se fait sur une surface cubique simple (001) dont le parame`tre de maille est a et
que seuls les sauts entre plus proches voisins (au nombre de quatre) sont permis. De plus, la
de´sorption est interdite, bien qu’il serait simple d’inclure sa contribution dans les e´quations qui
suivent. En outre, la germination ne sera pas conside´re´e dans cette section. Ainsi, l’e´quation
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(B.1) devient
∂tρi,j,t = Γ
i,j
i−1,j,tρi−1,j,t + Γ
i,j
i+1,j,tρi+1,j,t + Γ
i,j
i,j−1,tρi,j−1,t + Γ
i,j
i,j+1,tρi,j+1,t
− (Γi−1,ji,j,t + Γi+1,ji,j,t + Γi,j−1i,j,t + Γi,j+1i,j,t ) ρi,j,t + Fi,j,t (B.2)
Pour une diffusion isotrope d’un atome loin de la bordure des ıˆlots, tous les taux de
transitions Γi
′,j′
i,j,t sont les meˆmes et valent Γd, soit le taux de transition d’une diffusion simple.
Dans un tel cas et si le flux est uniforme (Fi,j,t = F ), l’e´quation (B.2) s’e´crit
∂tρi,j,t = Γdρi−1,j,t + Γdρi+1,j,t + Γdρi,j−1,t + Γdρi,j+1,t − 4Γdρi,j,t + F. (B.3)
Pour les de´veloppements qui suivent, les diffe´rences finies spatiales (valides lorsque a 
W, L) suivantes seront utilise´es
∂xρi,j,t =
ρi+1,j,t − ρi,j,t
a
ou ∂xρi,j,t =
ρi,j,t − ρi−1,j,t
a
,
∂zρi,j,t =
ρi,j+1,t − ρi,j,t
a
ou ∂zρi,j,t =
ρi,j,t − ρi,j−1,t
a
,
∂xxρi,j,t =
ρi+1,j,t − 2ρi,j,t + ρi−1,j,t
a2
et
∂zzρi,j,t =
ρi,j+1,t − 2ρi,j,t + ρi,j−1,t
a2
.
Ceci permet d’e´crire la version continue de l’e´quation (B.3)
∂tρ = a
2Γd∇2ρ+ F.
Avec la de´finition du coefficient de diffusion D = a2Γd, l’e´quation de diffusion isotrope devient
(voir l’e´quation (2.10))
∂tρ = D∇2ρ+ F. (B.4)
De meˆme, pour une marche ascendante plane de´finie par le plan z = j0 − 1 (telle que la
terrace est de´finie par j ≥ j0 et i quelconque), l’e´quation d’e´volution discre`te de la densite´
des atomes en bordure de la marche est (voir le tableau 1.1 pour la notation utilise´e pour les
taux de transition)
∂tρi,j0,t = −
(
Γd + Γatt + 2Γ(edge,+)
)
ρi,j0,t
+ Γdρi,j0+1,t + Γdρi−1,j0,t + Γdρi+1,j0,t +
Γdet
a2
+ F, (B.5)
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Dans la limite continue, l’e´quation pre´ce´dente s’e´crit
∂tρ(z+) = −D
a2
ρ(z+) +
D
a
∂zρ(z+) +D(edge,+)∂xxρ(z+) +
Ddet
a4
+ F, (B.6)
ou` le terme z+ est utilise´ pour signaler que l’e´quation est applique´e en bordure de la marche
ascendante.
De fac¸on plus ge´ne´rale, si la bordure est paralle`le a` un plan quelconque de´fini par le vecteur
unitaire normal ~n pointant vers la terrace la plus basse, l’e´quation B.6 s’e´crit
∂tρ(~r+) = −Datt
a2
ρ(~r+) +
D
a
~n · ~∇ρ(~r+) +D(edge,+)∂ssρ(~r+) + Ddet
a4
+ F, (B.7)
ou` le terme ~r+ est utilise´ pour signaler que l’e´quation est applique´e en bordure de la marche
ascendante et ∂ss indique une de´rive´e seconde suivant la bordure de la terrace. Comme ∂ss
est invariable lors de la transformation s → −s, il n’est pas ne´cessaire de pre´ciser le sens de
~s, contrairement a` ~n.
Similairement, la version discre`te de la condition frontie`re en bordure d’une marche
descendante plane de´finie par le plan z = j0 + 1 (telle que la terrace est de´finie par j ≤ j0 et
i quelconque) s’e´crit
∂tρi,j0,t = −
(
Γd + ΓES + 2Γ(edge,−)
)
ρi,j0,t
+ Γdρi,j0−1,t + Γdρi−1,j0,t + Γdρi+1,j0,t +
Γclimb
a2
+ F, (B.8)
La version continue est alors
∂tρ(~r−) = −DES
a2
ρ(~r−)− D
a
~n · ~∇ρ(~r−) +D(edge,−)∂ssρ(~r−) + Dclimb
a4
+ F. (B.9)
Lorsqu’une solution nume´rique est souhaite´e, il est possible d’utiliser la diffe´rence finie
temporelle suivante
∂tρi,j,t =
ρi,j,t+∆t − ρi,j,t
∆t
.
Cette approximation est valide lorsque ∆t→ 0. Cette condition peut eˆtre relaxe´e le´ge`rement.
En effet, si on utilise la diffe´rence finie temporelle dans les e´quations discre`tes (B.3), (B.5) et
(B.8), ceci revient a` conside´rer le nombre d’atomes qui entrent et sortent du site (i, j) pendant
un intervalle de temps ∆t. Pour que ces e´quations soient valides, il faut que le nombre maximal
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d’atomes qui sortent d’un site pendant un intervalle de temps soit e´gal au nombre d’atomes
pre´sents au de´but de cet intervalle. Ceci permet d’e´crire les trois conditions suivantes
ρi,j,t ≥ 4∆tΓdρi,j,t,
ρi,j0,t ≥ ∆t
(
Γd + Γatt + 2Γ(edge,+)
)
ρi,j0,t et
ρi,j0,t ≥ ∆t
(
Γd + ΓES + 2Γ(edge,−)
)
ρi,j0,t.
E´crit autrement,
∆t ≤ 1
4Γd
=
a2
4D
,
∆t ≤ 1
Γd + Γatt + 2Γ(edge,+)
=
a2
D +Datt + 2D(edge,+)
et
∆t ≤ 1
Γd + ΓES + 2Γ(edge,−)
=
a2
D +DES + 2D(edge,−)
.
Re`gle ge´ne´rale, le pas de temps maximal peut eˆtre de´fini par
∆tmax =
a2
4Dmax
,
ou` Dmax est le plus grand coefficient de diffusion possible pour la surface conside´re´e. Ce pas
de temps assure que la diffe´rence finie temporelle est valide.
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Annexe C
VITESSE D’AVANCEMENT DES MARCHES
Il est commode de se´parer la vitesse d’avancement d’une marche vn en deux composantes :
la contribution qui est due aux atomes au bas de la marche v+ et celle qui est due aux atomes
en haut de la marche v−. A` partir de l’e´quation discre`te (B.5), il est facile de de´terminer v+
en conside´rant tout ce qui s’attache a` cette marche et tout ce qui s’en de´tache. Ainsi,
v+ = aDattρ(~r+)− Ddet
a
. (C.1)
A` l’e´quilibre, c’est-a`-dire lorsque v+ = 0, la concentration d’atomes au bas de la marche
est la concentration d’e´quilibre ρ0(eq,+). A` partir de l’e´quation (C.1), on trouve
ρ0(eq,+) =
Ddet
a2Datt
et v+ = aDatt
[
ρ(~r+)− ρ0(eq,+)
]
. (C.2)
Il est alors possible de re´e´crire l’e´quation (B.7) :
∂tρ(~r+) = −Datt
a2
[
ρ(~r+)− ρ0(eq,+)
]
+
D
a
~n · ~∇ρ(~r+) +D(edge,+)∂ssρ(~r+) + F, (C.3)
L’utilisation de l’approximation quasistatique (∂tρ = 0) dans l’e´quation (C.3) permet
d’e´crire que
v+ = a
2D~n · ~∇ρ(~r+) + a3D(edge,+)∂ssρ(~r+) + a3F. (C.4)
Si on assume que la contribution du flux est ne´gligeable, c’est-a`-dire que
|a2D~n · ~∇ρ(~r+)|  a3F, (C.5)
l’e´quation (C.4) devient
v+ = a
2D~n · ~∇ρ(~r+) + a3D(edge,+)∂ssρ(~r+). (C.6)
Cette e´quation est celle applique´e pour obtenir le nombre d’onde kcut dans l’e´quation (2.14).
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On peut alors e´crire (en combinant les e´quations (C.2) et (C.6))
Datt
[
ρ(~r+)− ρ0(eq,+)
]
= aD~n · ~∇ρ(~r+) + a2D(edge,+)∂ssρ(~r+).
L’approximation faite en (C.5) est justifiable si la bordure de la marche ascendante
agit comme un fort capteur d’atomes. En effet, la version 1D du mode`le e´nonce´ ci-haut
utilisant l’approximation quasistatique montre que si Datt →∞ alors que DES = Dclimb = 0,
l’approximation (C.5) se re´sume a` W  0.
Un traitement similaire pour la marche descendante montre que
v− = aDESρ(~r+)− Dclimb
a
.
Ainsi,
ρ0(eq,−) =
Dclimb
a2DES
et v− = aDES
[
ρ(~r−)− ρ0(eq,−)
]
,
ce qui permet de trouver, en utilisant l’approximation quasistatique,
v− = −a2D~n · ~∇ρ(~r−) + a3D(edge,−)∂ssρ(~r−) + a3F.
Tout comme pour le calcul de v+, si la marche descendante est un capteur infini d’atomes,
v− = −a2D~n · ~∇ρ(~r−) + a3D(edge,−)∂ssρ(~r−) et
DES
[
ρ(~r−)− ρ0(eq,−)
]
= −aD~n · ~∇ρ(~r−) + a2D(edge,−)∂ssρ(~r−).
Toutefois, en raison de la barrie`re ES, la marche descendante ne peut pas eˆtre conside´re´e
comme un capteur infini. Dans le cas plus pre`s de la re´alite´ ou` la marche ascendante est un
capteur infini et la marche descendante agit comme un re´flecteur d’atomes (Datt → ∞ et
DES = Dclimb = 0), un mode`le 1D montre que
D~n · ~∇ρ(~r−) = aF,
ce qui est logique : la vitesse v− devrait eˆtre nulle lorsque les atomes ne peuvent passer
la barrie`re ES. Ceci signifie que lorsque les marches n’agissent pas comme des capteurs
infinis, il n’est pas possible de ne´gliger la contribution du flux dans l’e´quation de la vitesse
d’avancement des marches.
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Bien que les e´quations pre´ce´dentes ont e´te´ de´veloppe´es pour des marches planes, il
est possible de conside´rer la courbure locale (κ) des marches en utilisant la relation de
Gibbs-Thomson
ρ(eq,±) = ρ0(eq,±)e
µ/kBT ' ρ0(eq,±) (1 + Γκ) .
Pour conside´rer l’effet d’une telle courbure sur la diffusion des atomes, il suffit de remplacer
ρ0(eq,+) et ρ
0
(eq,−) par ρ(eq,+) et ρ(eq,−), respectivement.
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Annexe D
ANISOTROPIE DE DIFFUSION DE SURFACE
Dans cette section, on supposera que le coefficient de diffusion qui s’applique a` un atome
ne de´pend pas de la position de cet atome, c’est-a`-dire que D(x, y) ≡ D. Cette approximation
revient a` dire que les interactions e´lastiques dues a` une contrainte ou a` un de´faut de surface
sont ne´glige´es. Dans un tel cas, la diffusion isotrope en absence de flux peut eˆtre de´crite par
l’e´quation
∂tρ = D∇2ρ.
Lorsque la diffusion est anisotrope, cette e´quation devient plutoˆt
∂tρ = ~∇ ·D~∇ρ,
avec
D =
[
D11 D12
D21 D22
]
. (D.1)
Comme l’anisotropie concerne les coordonne´es spatiales (x et y) et non pas la variable
temporelle t, seul le terme B ≡ ~∇ ·D~∇ρ sera conside´re´ dans les de´veloppements qui suivent.
Sous forme matricielle, on a
B =
[
∂x ∂y
]([ D11 D12
D21 D22
][
∂xρ
∂yρ
])
.
Si on suppose que la diffusion peut eˆtre caracte´rise´e par deux axes principaux X et Y
comme c’est le cas lors de la croissance de Si/Si(0 0 1) [2×1] [263, 264], alors on a
B =
[
∂X ∂Y
]([ DA 0
0 DB
][
∂Xρ
∂Y ρ
])
= DA∂XXρ+DB∂Y Y ρ. (D.2)
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Le but de cette annexe est de montrer que si l’e´quation de diffusion peut s’e´crire sous la
forme pre´sente´e dans l’e´quation (D.2) — c’est-a`-dire si la diffusion peut eˆtre de´crire a` partir
de deux axes principaux X et Y — alors une rotation du syste`me d’axes XY autour de
son origine fait en sorte que le tenseur D de´fini dans l’e´quation (D.1) est toujours tel que
D12 = D21.
Soit le syste`me d’axes X ′Y ′ obtenue par une rotation horaire d’un angle θ du syste`me
d’axes XY . Dans un tel cas,[
X ′
Y ′
]
=
[
cos θ − sin θ
sin θ cos θ
][
X
Y
]
,
ce qui permet de re´e´crire l’e´quation (D.2) par rapport aux axes X ′ et Y ′, soit
B =
[
∂X′ ∂Y ′
](
D′
[
∂X′ρ
∂Y ′ρ
])
. (D.3)
Dans l’e´quation (D.3),
D′ =
[
DA cos
2 θ +DB sin
2 θ (DA −DB) sin θ cos θ
(DA −DB) sin θ cos θ DA sin2 θ +DB cos2 θ
]
.
Ceci revient donc a` dire que pour n’importe quel angle de rotation θ, les termes hors de
la diagonale sont e´gaux, ce qui e´tait pre´cise´ment le point de cette de´monstration.
