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DMITRIY ZHUK⋆
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Russia
In 2007 it was conjectured that the Constraint Satisfaction Prob-
lem (CSP) over a constraint language Γ is tractable if and only
if Γ is preserved by a weak near-unanimity (WNU) operation.
After many efforts and partial results, this conjecture was inde-
pendently proved by Andrei Bulatov and the author in 2017. In
this paper we consider one of two main ingredients of my proof,
that is, strong subalgebras that allow us to reduce domains of the
variables iteratively. To explain how this idea works we show
the algebraic properties of strong subalgebras and provide self-
contained proof of two important facts about the complexity of
the CSP. First, we prove that if a constraint language is not pre-
served by a WNU operation then the corresponding CSP is NP-
hard. Second, we characterize all constraint languages that can
be solved by local consistency checking. Additionally, we char-
acterize all idempotent algebras not having a WNU term of a
concrete arity n, not having a WNU term, having WNU terms
of all arities greater than 2. Most of the results presented in the
paper are not new, but I believe this paper can help to understand
my approach to CSP and the new self-contained proof of known
facts will be also useful.
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1 INTRODUCTION
TheConstraint Satisfaction Problem (CSP) is the problem of decidingwhether
there is an assignment to a set of variables subject to some specified con-
straints. In general, this problem is NP-complete but if we restrict the con-
straint language it can be solved in polynomial time (tractable). Formally, for
a set of relations Γ, called the constraint language, by CSP(Γ) we denote the
following decision problem: given a formula
R1(v1,1, . . . , v1,n1) ∧ · · · ∧Rs(vs,1, . . . , v1,ns),
whereR1, . . . , Rs ∈ Γ, and vi,j ∈ {x1, . . . , xn} for every i, j; decidewhether
this formula is satisfiable. In 1998 it was conjectured by Feder and Vardi that
CSP(Γ) is either tractable, or NP-complete, and this conjecture is known as
the CSP Dichotomy conjecture. For two element domain this conjecture was
proved by Schaefer in 1974 who described all tractable cases [27]. In 2003
Andrei Bulatov classified all tractable cases for the 3-element domain. It has
been known since 1998 that the complexity of CSP(Γ) depends only on the
operations preserving the constraint language Γ, where a k-ary operation f
preserves an m-ary relation R if whenever (a11, . . . , a
m
1 ), . . . , (a
1
k, . . . , a
m
k )
in R, then also (f(a11, . . . , a
1
k), . . . , f(a
m
1 , . . . , a
m
k )) in R. Thus, for two ele-
ment domain CSP(Γ) is tractable if and only if Γ is preserved by a constant
operation, a majority operation, an affine operation, conjunction or disjunc-
tion. For over twenty years of intensive research many results of the form “the
existence of an operation with this property ensures tractability” appeared
[12, 18, 19, 20, 9, 11]. In 2007 it was shown that widely believed criteria
for the CSP to be tractable are equivalent to the existence of a weak near-
unanimity (WNU) operation preserving the constraint language Γ, where an
operation w is called a weak near-unanimity operation if
w(y, x, x, . . . , x) = w(x, y, x, . . . , x) = · · · = w(x, . . . , x, y).
As a result, in 2007 the CSP Dichotomy Conjecture was formulated in the
following nice form.
Conjecture 1. CSP(Γ) is tractable if Γ is preserved by a WNU operation,
CSP(Γ) is NP-complete otherwise.
The hardness part of this conjecture follows from [24] and the only remain-
ing part was to find a polynomial algorithm forCSP(Γ) if Γ is preserved by a
WNU operation. Nevertheless, the conjecture remained open till 2017 when
two independent proofs, by Andrei Bulatov and by the author, appeared.
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The crucial idea of the author’s algorithm came from the Rosenberg’s de-
scription of maximal clones [26], where a clone is a set of operations closed
under composition and containing all projections. In fact, if a WNU opera-
tion w preserves the constraint language Γ, then the domainDx of a variable
x can be viewed as an algebra (Dx;w). Then we may consider the clone
generated from w and all constant operations. Either this clone contains all
operations, or w and all constants belong to some maximal clone from the
Rosenberg’s description. From this we derive that either the algebra (Dx;w)
has a subalgebra with additional properties (we call it a strong subalgebra),
or there exists a congruence modulo which the algebra is affine. It turned out
that if the instance is consistent enough then having a solution is equivalent to
having a solution where x is from the strong subalgebra. Hence, if we forbid
the affine case, we can iteratively reduce the domains of the variables to such
subalgebras until all domains are one-element sets, which gives us a solution.
The paper is written to demonstrate my approach to the CSP. To do this
I provide self-contained proofs of key and well-known facts concerning the
complexity of the CSP. Unlike the original proofs of these facts, I rely only
on basic algebraic knowledge and the Galois connection between clones and
relational clones. Everything else is proved in the paper.
The paper is organized as follows. We start with well-known definitions
from the universal algebra (Section 2). Then, in Section 3 we formulate the
definition and the main properties of strong subalgebras. To demonstrate how
strong subalgebras work in universal algebra in Section 4 we characterize
all idempotent algebras not having a WNU term, all idempotent algebras not
having a WNU term of a concrete arity n ≥ 3, and all idempotent algebras
having a WNU term operation of every arity greater than 2. Note that similar
results were proved in [24], but the original proof relies on tame congruence
theory and requires deep knowledge of universal algebra.
In Section 5 we apply strong subalgebras to describe the complexity of
the CSP. First, we prove the hardness part of the CSP Dichotomy conjecture,
that is, we show that CSP(Γ) is NP-hard whenever Γ is not preserved by a
WNU operation. Recall that this fact follows from [9] and [24]. Second, we
show that CSP(Γ) can be solve by local consistency checking whenever Γ
is preserved by a WNU operation of every arity greater than 2. In this case
affine algebras do not occur, and every domain, viewed as an algebra, has
a strong subalgebra. This allows us to reduce the domains of the variables
iteratively till the moment when all domains are one-element sets, giving us
a solution. For the original proof and more information about local methods
see [21, 3].
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Finally, in Section 6 we prove all the properties of strong subalgebras for-
mulated in Section 3.
2 PRELIMINARIES
2.1 Algebras
A finite algebra is a pairA := (A;F ), whereA is a finite set, called universe,
and F is a family of operations on A, called basic operations of A. We
say that B ⊆ A is a subuniverse if B is closed under all operations of A.
Given a subuniverse B of A we can form the algebraB by restricting all the
operations of A to the set B. We say that B is a subalgebra of A and write
B ≤ A or B ≤ A. A subuniverse/subalgebra is called nontrivial if it is
proper and nonempty.
An equivalence relation σ on the universe of an algebra A is called a
congruence if it is preserved by every operation of the algebra. In this case
we can define a factor algebra A/σ. In a usual way we define a product
of algebras of the same type (same arities of operations). For more details
on factor algebras and product of algebras see [6]. A congruence is called
nontrivial if it is not the equality relation and not A2.
In this paper we usually consider idempotent algebras, that is, algebras
whose basic operations satisfy the condition f(x, x, . . . , x) = x.
An algebra is called essentially unary if each of its operation has at most
one non-dummy variable.
2.2 Isomorphism and HSP
We say that algebras A = (A; f1, . . . , fs) and B = (B; g1, . . . , gs) are of
the same type if the operations fi and gi are of the same arity for every i. A
mapping ϕ : A→ B is a homomorphism if for every i and a1, . . . , ani ∈ A
ϕ(fi(a1, . . . , ani)) = gi(ϕ(a1), . . . , ϕ(ani)).
If additionally ϕ is bijective then it is called isomorphism and we write A ∼=
B. For a class K of algebras of the same type by S(K) we denote the set of
all subalgebras of algebras from K , by P(K) we denote the set of all direct
products of families of algebras ofK . ByH(K)we denote the set of algebras
B such thatB ∼= A/σ for someA ∈ K and a congruence σ onA. For more
details on the operators H , S and P see [6]. In the paper we will use these
notations only to write HS(A) and HSP(A) for an algebra A. For example
HS(A) is the set of all algebras B such that B ∼= S/σ for some S ≤ A and
a congruence σ on S.
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2.3 Clones and relational clones
A set of operations is called a clone if it is closed under composition and
contains all projections. For a set of operations F by Clo(F ) we denote the
clone generated by F . For an algebraA by Clo(A) we denote the clone gen-
erated by all basic operations of A. Operations from Clo(A) are called term
operations because they can be defined by a term over the basic operations of
A.
By RA denote the set of all relations over A, that is, RA = {R ⊆ A
n |
n ∈ N}. Recall that an m-ary operation f preserves a relation R ⊆ An if
for all α1, . . . , αm ∈ R we have f(α1, . . . , αm) ∈ R, where the operation
f is applied to tuples coordinatewise. In this case we also say that f is a
polymorphism of R, and R is an invariant of f . For a set of operations F
by Inv(F ) we denote the set of relations preserved by each operation from
F . Similarly, for an algebra A by Inv(A) we denote the set of relations
preserved by each basic operation of A. For a set of relations Γ ⊆ RA by
Pol(Γ) we denote the set of all operations preserving each relation from Γ.
A formula of the form ∃y1 . . .∃ynΦ, where Φ is a conjunction of rela-
tions from Γ is called a positive primitive formula (pp-formula) over Γ. If
R(x1, . . . , xn) = ∃y1 . . . ∃ynΦ, then we say that R is pp-defined by this
formula, and ∃y1 . . . ∃ynΦ is called its pp-definition. A set of relations Γ
closed under the pp-formulas and containing the equality and empty relations
is called a relational clone.
Note that Pol and Inv are mutually inverse bijective mappings between
clones and relational clones, defining a Galois correspondence between them
[7, 15]. Precisely, for any algebra A we have Clo(A) = Pol(Inv(A)), and
for any Γ ⊆ RA we haveRelClo(Γ) = Inv(Pol(Γ)), whereRelClo(Γ) is the
relational clone generated by Γ.
2.4 Other notations
For an integer k by [k] we denote the set {1, 2, . . . , k}. For a k-ary relation
R and a set of coordinatesB ⊆ [k], define prB(R) to be the |B|-ary relation
obtained from R by projecting onto B, or equivalently, existentially quanti-
fying variables at positions [k] \ B. To simplify we sometimes write pr1(R)
and pr1,2(R) instead of pr{1}(R) and pr{1,2}(R).
A relationR ⊆ A1×· · ·×An is called subdirect if pri(R) = Ai for every
i ∈ [n]. We say that a subalgebraR ofA1 × · · · ×An is subdirect, we write
R ≤sd A1 × · · · ×An, if R is a subdirect relation. Note that R ⊆ A
n is a
subuniverse of An if and only if R ∈ Inv(A). For R ⊆ An by Sg
A
(R) we
denote the minimal subalgebra of An containing R, that is the subalgebra of
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A
n generated from R.
3 STRONG SUBALGEBRAS
In this section we give a definition of strong subalgebras and formulate all the
necessary properties.
3.1 Binary absorbing subuniverse
We say B is an absorbing subuniverse of an algebra A if there exists t ∈
Clo(A) such that t(B,B, . . . , B,A,B, . . . , B) ⊆ B for any position of A.
Also in this case we say that B absorbsA with a term t.
If the operation t can be chosen binary then we say that B is a binary ab-
sorbing subuniverse ofA. To shorten sometimes we will write BA instead of
binary absorbing. If t can be chosen ternary the we call B a ternary absorb-
ing subuniverse. For more information about absorption and its connection
with CSP see [4].
3.2 Central subuniverse
A subuniverse C of A is called central if it is an absorbing subuniverse and
for every a ∈ A\C we have (a, a) /∈ SgA(({a}×C)∪(C×{a})). Note that
this definition is weaker than the original definition of a center from my proof
of CSP Dichotomy conjecture [29, 30]. Nevertheless, it has all the good prop-
erties of a center. Moreover, unlike a center, a central subuniverse of a central
subuniverse is a central subuniverse. We will show (see Corollary 6.11.1) that
every central subuniverse is a ternary absorbing subuniverse.
3.3 Projective subuniverse
A subuniverseB ofA is called a projective subuniverse if every basic opera-
tion f ofA has a coordinate i such that f(A, . . . , A,B︸ ︷︷ ︸
i
, A, . . . , A) ⊆ B.
The following easy characterization of projective subuniverses is proved
in Subsection 6.3. This idea is known from the Post’s description of clones
on a 2-element domain, where A = {0, 1} and B ∈ {{0}, {1}} [25].
Lemma 3.1. SupposeA is a finite idempotent algebra. ThenB is a projective
subuniverse ofA if and only if An \ (A \B)n ∈ Inv(A) for every n ≥ 1.
3.4 PC subuniverse
An algebra (A;FA) is called polynomially complete (PC) if the clone gen-
erated by FA and all constant operations is the clone of all operations on A
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(see [16, 23]). A subuniverse B of A is called a PC subuniverse if it is A, or
empty, or it is a block of a congruenceσ onA such thatA/σ ∼= D1×· · ·×Ds,
where eachDi is a polynomially complete algebra without a nontrivial binary
absorbing subuniverse, or a nontrivial central subuniverse, or a nontrivial pro-
jective subuniverse. To shorten we say thatDi is a PC algebra without BACP.
3.5 p-affine algebras
For a prime number p an idempotent finite algebraA is called p-affine if there
exist operations⊕ and ⊖ on A such that (A;⊕,⊖) ∼= (Zp× · · · ×Zp; +,−),
(x1 ⊕ x2 = x3⊕ x4) ∈ Inv(A), and (x⊖ y⊕ z) ∈ Clo(A). See [14] for the
definition and properties of affine algebras.
3.6 Essential relations
A relation R ⊆ An is called C-essential if R ∩ (Ci−1 × A × Cn−i) 6= ∅
for every i ∈ [n] but ρ ∩ Cn = ∅. A relation R ⊆ A1 × · · · × An is called
(C1, . . . , Cn)-essential ifR∩(C1×· · ·×Ci−1×Ai×Ci+1×· · ·×Cn) 6= ∅
for every i ∈ [n] but R ∩ (C1 × · · · × Cn) = ∅. In Subsection 6.1 we will
prove the following lemma, which was originally proved in [1].
Lemma 3.2. [1] SupposeB is a subuniverse ofA. ThenB absorbsA with an
operation t of arity n if and only if there does not exist a B-essential relation
R ≤ An.
3.7 Strong subalgebras
A subuniverse B of A is called a strong subuniverse if B is a binary absorb-
ing subuniverse, a central subuniverse, or a PC subuniverse. In this case the
algebra B is called a strong subalgebra of A. If we need to specify the type
of a strong subuniverse, we say that B is a (strong) subuniverse of A of type
T , where T = BA(t) if it is a binary absorbing subuniverse with a term
operation t, T = C if it is a central subuniverse, and T = PC if it is a PC
subuniverse. We write B ≤T A orB ≤T A.
3.8 Properties of strong subalgebras
Strong subalgebras have a lot of nice properties, but here we formulate only
the properties that are necessary to prove the main statements. All these prop-
erties are proved in Section 6.
First, we can prove that every idempotent algebra has a strong subuniverse
(cases (1)-(3)), a projective subuniverse, or a p-affine quotient. Unlike similar
claims proved earlier (compare with Theorem 5.1 in [29]), this claim is for-
mulated for all idempotent algebras but not just algebras having a WNU term
operation (Taylor algebras).
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Theorem 3.3. Every finite idempotent algebraA of size at least 2 has
(1) a nontrivial binary absorbing subuniverse, or
(2) a nontrivial central subuniverse, or
(3) a nontrivial PC subuniverse, or
(4) a congruence σ such thatA/σ is p-affine, or
(5) a nontrivial projective subuniverse.
The next claim says that a projective subuniverse implies a binary absorb-
ing subuniverse or an essentially unary algebra.
Lemma 3.4. Suppose B is a nontrivial projective subuniverse of a finite
idempotent algebra A, and B is not a binary absorbing subuniverse. Then
there exists an essentially unary algebraU ∈ HS(A) of size at least 2.
The next theorem collects the main properties of subdirect subalgebras
having a strong subalgebra on every coordinate. Note that similar claims are
known for absorbing subuniverses (see Lemma 11 and Proposition 16 in [1]).
Theorem 3.5. SupposeR ≤sd A1×· · ·×An, n ≥ 2,A1, . . . ,An are finite
idempotent algebras, and Bi ≤T Ai for every i ∈ [n]. Then
(1) (R ∩ (B1 × · · · ×Bn)) ≤T R;
(2) if T 6= PC or A1 has no nontrivial central subuniverses then
pr1(R ∩ (B1 × · · · ×Bn)) ≤T A1;
(3) if R is (B1, . . . , Bn)-essential then T ∈ {C,PC} and n = 2.
The next two statements explain how strong subuniverses of different types
interact with each other.
Lemma 3.6. Suppose A is a finite idempotent algebra, B1 and B2 are sub-
universes of A of types T1 and T2, respectively. Then B1 ∩ B2 is strong
subuniverse ofB2 of type T1.
Theorem 3.7. SupposeA is a finite idempotent algebra,Bi ≤Ti A for every
i ∈ [n], n ≥ 2,
⋂
i∈[n]Bi = ∅, and
⋂
i∈[n]\{j}Bi 6= ∅ for every j ∈ [n].
Then one of the following conditions holds:
(1) n = 2 and T1 = T2 ∈ {C,PC};
(2) T1, . . . , Tn are binary absorbing types.
9
4 EXISTENCE OFWNU
In this section we will demonstrate how strong subalgebras can be used to
prove the crucial property of a WNU term operation concerning the Con-
straint Satisfaction Problem. We characterize
• all idempotent algebras not having a WNU;
• all idempotent algebras not having a WNU of a concrete arity n ≥ 3;
• all idempotent algebras having a WNU of every arity n ≥ 3.
In Subsection 4.1 we prove auxiliary facts about idempotent algebras. In
Subsection 4.2 we prove that every symmetric invariant relation satisfying
some additional properties has a constant tuple. Then we derive the existence
of a WNU from this fact. In Subsection 4.3 we show that the nonexistence
of a WNU is equivalent to the existence of an invariant relation of a special
form, which we call WNU-blockers and p-WNU-blockers. In Subsection 4.4
we formulate and prove the three characterizations we announced earlier.
4.1 Auxiliary statements
The following lemma is taken from [28](see Lemma 6.4).
Lemma 4.1. Suppose (G; +) is a finite abelian group, the relation R ⊆ G4
is defined by R = {(a1, a2, a3, a4) | a1 + a2 = a3 + a4}, R is preserved by
an idempotent WNU w. Then w(x1, . . . , xn) = t · (x1 + · · ·+ xn) for some
t ∈ {1, 2, 3, . . .}.
Proof. Denote h(x) = w(0, 0, . . . , 0, x). Let us prove the equation
w(x1, . . . , xm, 0, . . . , 0) = h(x1) + . . .+ h(xm)
by induction on m. For m = 1 it follows from the definition. We know that
w
(
x1 x2 ... xm xm+1 0 ... 0
0 0 ... 0 0 0 ... 0
x1 x2 ... xm 0 0 ... 0
0 0 ... 0 xm+1 0 ... 0
)
∈ R, which by the inductive assumption gives
w(x1, . . . , xm, xm+1, 0, . . . , 0) =
w(x1, . . . , xm, 0, . . . , 0) + w(0, . . . ,0, xm+1, 0, . . . , 0)− w(0, . . . , 0) =
w(x1, . . . , xm, 0, . . . , 0) + h(xm+1) = h(x1) + . . .+ h(xm) + h(xm+1).
Thus, we know that f(x1, . . . , xn) = h(x1) + . . . + h(xn). Let k be the
maximal order of an element in the group (G; +). Since w is idempotent, for
every a ∈ A we have h(a) + h(a) + . . .+ h(a)︸ ︷︷ ︸
n
= a. Hence k and n are
coprime, and h(x) = t · x for any integer t such that t · n = 1( mod k).
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The remaining statements of this subsection let us go from an algebra from
HSP(A) to an algebra from HS(A) keeping its property.
Lemma 4.2. Suppose A is a finite idempotent algebra, B ∈ HSP(A), and
|B| > 1. Then there exists B′ ≤ B such that |B′| > 1 andB′ ∈ HS(A).
Proof. Assume thatB ∼= S/σ, where S ≤ An. We prove by induction on n.
For n = 1 we putB′ = B.
Assume that for two equivalence classes E1 and E2 of σ the intersection
pr1(E1) ∩ pr1(E2) is not empty. Then choose a ∈ pr1(E1) ∩ pr1(E2) and
put S′ = pr2,...,n(S ∩ ({a} × A
n−1)), σ′ = {(α, β) | (aα, aβ) ∈ σ}. Then
the algebra S′/σ′ has at least 2 elements and is isomorphic to a subalgebra of
S/σ ∼= B. It remains to apply the inductive assumption to S′ ≤ An−1.
Assume that for any two equivalence classes E1 and E2 of σ the intersec-
tion pr1(E1) ∩ pr1(E2) is empty. Then put S
′ = pr1(S),
σ′ = {(pr1(α), pr1(β)) | (α, β) ∈ σ}
and check that S′/σ′ ∼= S/σ ∼= B. HenceB ∈ HS(A).
Corollary 4.2.1. SupposeA is a finite idempotent algebra,B ∈ HSP(A) is
an essentially unary algebra of size at least 2. Then there exists an essentially
unary algebraB′ ∈ HS(A) of size at least 2.
Proof. Any subalgebra of an essentially unary algebra is essentially unary. It
remains to apply Lemma 4.2.
Lemma 4.3. SupposeA is a p-affine algebra,B ≤ A, and |B| > 1. ThenB
is a p-affine algebra.
Proof. Let ϕ be an isomorphism from (A;⊕,⊖) to (Zsp; +,−). Let Z =
ϕ(B) ⊆ Zsp.
Since x⊖y⊕z ∈ Clo(A), x⊖y⊕z preservesB and x−y+z preservesZ .
Consider the algebra Z = (Z;x−y+z). It is not hard to check that any term
operation of Z can be represented as c1x1 + · · · + ctxt, where c1, . . . , ct ∈
{0, 1, . . . , p − 1} and c1 + · · · + ct = 1. Choose a minimal generating set
Z0 = {z1, . . . , zℓ}, that is a set such that SgZ(Z0) = Z . Then any element
of Z can be represented as c1z1 + · · · + cℓzℓ, where c1 + · · · + cℓ = 1.
Since Z0 is a minimal generating set, this representation is unique. Hence
(B;x⊖ y⊕ z) ∼= Z ∼= (Zℓ−1p ;x− y+ z). Choose b ∈ B such that ϕ(b) = zℓ
and define operations⊕′ and⊖′ onB by x⊕′y = x⊖b⊕y, x⊖′y = x⊖y⊕b.
Then (B;⊕′,⊖′) ∼= (Zℓ−1p ; +,−), x⊖ y ⊕ z = x⊖
′ y ⊕′ z, and
(x1 ⊕ x2 = x3 ⊕ x4)⇔ (x1 ⊕
′ x2 = x3 ⊕
′ x4).
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Thus, we just take the operation and the relation witnessing thatA is p-affine,
restrict them to B and obtain an operation and a relation witnessing thatB is
p-affine.
Corollary 4.3.1. SupposeA is a finite idempotent algebra,B ∈ HSP(A) is
a p-affine algebra. Then there exists a p-affine algebraB′ ∈ HS(A).
Proof. By Lemma 4.2 there exists B′ ≤ B such that B′ ∈ HS(A). By
Lemma 4.3, B′ is p-affine.
4.2 Constant tuple
A relation R ⊆ An is called symmetric if for any permutation σ : [n] → [n]
R(x1, . . . , xn) = R(xσ(1), . . . , xσ(n)). In this subsection we prove that every
symmetric relation with additional properties has a constant tuple and derive
the conditions for the existence of a WNU term operation from this. Note that
very similar claims were originally proved in [24] (see Section 4).
Lemma 4.4. Suppose A is a finite idempotent algebra, n ≥ 3 and R ≤ An
is a nonempty symmetric relation. Then
(1) (b, b, . . . , b) ∈ R for some b ∈ A, or
(2) there exists an essentially unary algebraB ∈ HS(A) with |B| > 1, or
(3) there exists a p-affine algebraB ∈ HS(A), where p divides n.
Proof. We prove by induction on the size of A. If |A| = 1, then condition
(1) obviously holds. Assume that we have a subuniverse B of A such that
R∩Bn 6= ∅. In this case we may considerR∩Bn as an invariant relation on
B and apply the inductive assumption. Since a subalgebra of a subalgebra is a
subalgebra, this completes the proof in this case. Thus, below we assume that
R∩Bn = ∅ for any proper subuniverseB ofA. We refer to this property as
to the empty-property.
Since R is symmetric, we have pr1(A) = · · · = prn(A). If pr1(A) 6=
A, then pr1(A) is a proper subuniverse of A, which contradicts the empty-
property.
Thus, we assume that pr1(A) = A. Then we apply Theorem 3.3 and
consider 5 cases of this theorem.
Cases (1)-(3): there exists a strong nontrivial subuniverse B ofA. Let
B ≤T A and C = pr2(R ∩ (B ×A× · · · ×A)). Consider two cases:
Case A. Suppose C 6= A. By Theorem 3.5(2) C ≤T A. Since R is
symmetric,R∩(A×C×· · ·×C) 6= ∅. By the empty-propertyR∩Cn = ∅.
Then R is C-essential, which contradicts Theorem 3.5(3).
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Case B. Suppose C = A. By the empty-property R ∩ Bn = ∅. Choose
the minimal k ∈ [n] such that pr[k](R) ∩ B
k = ∅. Since C = A, we have
pr1,2(R) ∩ B
2 6= ∅ and k > 2. Then pr[k](R) is a B-essential relation of
arity k > 2, which contradicts Theorem 3.5(3).
Case (4): there exists a congruence σ on A such that A/σ is p-affine.
If p divides n then this is the case (3) of the lemma. Suppose p does not divide
n. Consider an operationm ∈ Clo(A) such that (m/σ)(x, y, z) = x⊖y⊕z,
where ⊕ and ⊖ are from the definition of p-affine. Choose k such that p
divides (k · n− 1). Let
t(x1, . . . , xkn) = m(. . . (m(m(m(x1, x1, x2), x1, x3), x1, x4), . . . , xkn).
Then (t/σ)(x1, . . . , xkn) = x1⊕· · ·⊕xkn. Choose a tuple (a1, . . . , an) ∈ R,
for every i by αi we denote the tuple (ai, . . . , an, a1 . . . , ai−1) ∈ R. Let B
be the equivalence class of σ defined by k · (a1/σ ⊕ · · · ⊕ an/σ) and
t(α1, . . . , αn, α1, . . . , αn, . . . , α1, . . . , αn) = β.
By the definition of t we have β ∈ Bn and β ∈ R, henceR∩Bn 6= ∅, which
contradicts the empty-property.
Case (5): there exists a nontrivial CBT subuniverse B. IfB is also a bi-
nary absorbing subuniverse, then it is the case (1) of Theorem 3.3. Otherwise,
by Lemma 3.4 there exists essentially unary algebraB ∈ HS(A).
Lemma 4.5. Suppose A is a finite idempotent algebra, A does not have a
WNU term operation of arity n ≥ 3. Then
(1) there exists an essentially unary algebraB ∈ HS(A) with |B| > 1, or
(2) there exists a p-affine algebraB ∈ HS(A), where p divides n.
Proof. Let D = A|A|
2
. Let M be the matrix with 2 columns whose rows
are all pairs from A × A. Let α and β be the two columns of M . Note
that α, β ∈ D. Let R0 ⊆ D
n consist of all tuples (α, . . . , α, β, α, . . . , α)
having exactly one β. Let R = Sg
D
(R0). By the definition, R is symmetric.
Applying Lemma 4.4 to R andD, we obtain one of the three cases.
Case 1. There exists a constant tuple (γ, . . . , γ) ∈ R, then there exists an
n-ary term operation t such that t(α, . . . , α, β, α, . . . , α) = γ for any position
of β. From the definition of α and β we conclude that t is an n-aryWNU term
operation on A, which contradicts our assumption.
Case 2. There exists a nontrivial essentially unary algebra B ∈ HS(D),
that is B ∈ HSP(A), then by Corollary 4.2.1 we obtain an essentially unary
B
′ ∈ HS(A).
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Case 3. There exists a p-affine algebra B ∈ HS(D), where p divides n.
that is B ∈ HSP(A), then by Corollary 4.3.1 there exists a p-affine algebra
B
′ ∈ HS(A).
As it can be seen from the proof of the previous two lemmas, the main
property we need is the existence of a strong subalgebra. Below we will
prove two very similar lemmas having this property as the assumption.
Lemma 4.6. Suppose A is a finite idempotent algebra, every subalgebra
B ≤ A of size at least 2 has a nontrivial strong subuniverse, n ≥ 3, and
R ≤ An is a nonempty symmetric relation. Then there exists b ∈ A such that
(b, b, . . . , b) ∈ R.
Proof. The proof repeats the proof of Lemma 4.4 but here we have only cases
(1)-(3) because we were promised to have a strong subuniverse.
Lemma 4.7. Suppose A is a finite idempotent algebra, every subalgebra
B ≤ A of size at least 2 has a nontrivial strong subuniverse. Then A has a
WNU term operation of every arity n ≥ 3.
Proof. Here we repeat the proof of Lemma 4.5 but apply Lemma 4.6 instead
of Lemma 4.4 and consider just case 1. The only thing missing is the fact that
every subalgebra ofD = A|A|
2
of size at least 2 has a strong subuniverse.
Suppose S ≤ A|A|
2
. Since |S| > 1, we can choose i such that | pri(S)| >
1. Let C = pri(S). Then C ≤ A and there exists a nontrivial strong subal-
gebra B ≤ C. Put S′ = {α ∈ S | α(i) ∈ B}. By Theorem 3.5(1), S′ is a
strong subuniverse of S, which completes the proof.
4.3 WNU-blockers
A relation R = (B0 ∪ B1)
3 \ (B30 ∪ B
3
1), where B0, B1 ⊆ A, B0 6= ∅,
B1 6= ∅, and B0 ∩ B1 = ∅, is called a WNU-blocker. Such relations are
similar to the Not-all-equal relation on a 2-element set, where B0 means 0
and B1 means 1.
Let us define a p-WNU blocker. Suppose S ⊆ A, s ≥ 1, p is a prime
number, ϕ : S → Zsp is a surjective mapping. Then the relation R defined by
{(a1, a2, a3, a4} | a1, a2, a3, a4 ∈ S, ϕ(a1) + ϕ(a2) = ϕ(a3) + ϕ(a4)}
is called a p-WNU-blocker.
As it follows from the following lemmas a WNU-blocker forbids an alge-
bra to have a WNU term operation, and a p-WNU-blocker forbids an algebra
to have a WNU of arity n where p divides n.
14
Lemma 4.8. A WNU-blocker R is not preserved by any idempotent WNU
operation.
Proof. Assume that an idempotent WNU operation w of arity m preserves a
WNU-blockerR = (B0 ∪B1)
3 \ (B30 ∪B
3
1). Choose b0 ∈ B0 and b1 ∈ B1.
For I ⊆ [m] by αI we denote the tuple from {b0, b1}
m such that its i-th
element is b1 whenever i ∈ I . Choose an inclusion minimal I such that
w(αI) /∈ B0. Since w is idempotent, |I| > 0.
Since w(b1, . . . , b1) = b1, w(b1, b0, . . . , b0) = w(b0, . . . , b0, b1) and w
preserves R, we conclude that w(b1, b0, . . . , b0) ∈ B0. Thus, we proved that
|I| > 1. Choose disjoint nonempty sets I1 and I2 such that I1 ∪ I2 = I . Put
I ′ = [m] \ I . Since w(αI1 ), w(αI2 ) ∈ B0 and w preserves R, we obtain
w(αI′) ∈ B1. Consideringw(αI′ ), w(αI), and w(b1, . . . , b1), we derive that
w(αI) ∈ B0, which contradicts our assumption.
Lemma 4.9. A p-WNU-blocker R is not preserved by any idempotent WNU
operation w of arity n, where p divides n.
Proof. Assume that R is preserved by w, where R is defined by
{(a1, a2, a3, a4} | a1, a2, a3, a4 ∈ S, ϕ(a1) + ϕ(a2) = ϕ(a3) + ϕ(a4)}.
Then w preserves S, which can be pp-defined by R(x, x, x, x). Let σ(x, y)
be the equivalence relation on S defined by ϕ(x) = ϕ(y), which can be
pp-defined by R(x, x, x, y). Then the quotient w/σ preserves the relation
(y1 + y2 = y3 + y4) on S/σ.
By Lemma 4.1, (w/σ)(x1, . . . , xn) = t · (x1 + · · ·+ xn). Since p divides
n, for every a ∈ S the element w(a, a, . . . , a) is from the equivalence class
of σ corresponding to (0, . . . , 0), which contradicts the idempotency.
Lemma 4.10. Suppose A is a finite idempotent algebra, B ∈ HS(A) is an
essentially unary algebra of size at least 2, then there exists a WNU-blocker
R ∈ Inv(A).
Proof. Assume thatB ∼= S/σ andS ≤ A. LetB0 andB1 be two equivalence
classes of σ. Then the relation (B0∪B1)
3\(B30∪B
3
1) is an invariant ofA.
Lemma 4.11. Suppose A is a finite idempotent algebra and B ∈ HS(A) is
a p-affine algebra. Then there exists a p-WNU-blockerR ∈ Inv(A).
Proof. Assume that B ∼= S/σ and S ≤ A. Since B is p-affine, we have
(B;⊕,⊖) ∼= (Zsp; +,−). Let ϕ be a natural mapping from S to Z
s
p Put
R = {(a1, a2, a3, a4} | a1, a2, a3, a4 ∈ S, ϕ(a1)+ϕ(a2) = ϕ(a3)+ϕ(a4)}.
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Note that R is a p-WNU-blocker. Since S is a subuniverse of A, σ is a con-
gruence on S, and R restricted to S is almost the relation from the definition
of a p-affine algebra, we have R ∈ Inv(A).
Lemma 4.12. Suppose R ∈ Inv(A) is a WNU-blocker. Then there exists a
2-WNU-blockerR′ ∈ Inv(A).
Proof. Suppose R = (B0 ∪B1)
3 \ (B30 ∪B
3
1). Put S = B0 ∪B1 and
R′′(x1, x2, x3, x4) = ∃y∃z R(x1, x2, y) ∧R(x3, x3, z) ∧R(x4, y, z).
It follows from the definition that
R′′ = S4 \ ((B0 ×B0 ×B0 ×B1) ∪ (B1 ×B1 ×B1 × B0)).
Then the required 2-WNU-blockerR′ can be defined by
R′(x1, x2, x3, x4) = R
′′(x1, x2, x3, x4) ∧R
′′(x1, x2, x4, x3)∧
R′′(x3, x4, x1, x2) ∧R
′′(x3, x4, x2, x1).
In fact, if ϕ : S → {0, 1} maps elements of B0 and B1 to 0 and 1, respec-
tively, then
R′ = {(a1, a2, a3, a4} | a1, a2, a3, a4 ∈ S, ϕ(a1)+ϕ(a2) = ϕ(a3)+ϕ(a4)}.
4.4 Main theorems
In this subsection we prove three characterizations announced earlier.
Theorem 4.13. Suppose A is a finite idempotent algebra and n ≥ 3. Then
the following conditions are equivalent:
(1) there does not exist a WNU term operation of arity n;
(2) there exists an essentially unary algebraB ∈ HS(A) of size at least 2,
or there exists a p-affine algebraB ∈ HS(A), where p divides n;
(3) there exists R ∈ Inv(A) that is a WNU-blocker or a p-WNU-blocker,
where p divides n.
Proof. By Lemma 4.5, (1) implies (2). By Lemmas 4.10 and 4.11, (2) implies
(3). By Lemmas 4.8 and 4.9, (3) implies (1).
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Note that in the next theorem the equivalence of the conditions (1) and
(3) follows from [24], the equivalence of (1) and (2) is proved in [2] (see
Theorem 4.2).
Theorem 4.14. For every finite idempotent algebra A the following condi-
tions are equivalent:
(1) there exits a WNU term operation;
(2) there exits a WNU term operation of each prime arity p > |A|;
(3) there does not exist an essentially unary algebraB ∈ HS(A) of size at
least 2;
(4) there does not exist a WNU-blocker R ∈ Inv(A).
Proof. (1)⇒ (4) is by Lemma 4.8. (4)⇒ (3) is by Lemma 4.10.
(3)⇒ (2). Assume that (2) does not hold, then there exists a prime num-
ber p > |A| such that A does not have a WNU term operation of arity p. By
Lemma 4.5, there exists a nontrivial essentially unary algebra B ∈ HS(A),
or there exists a p′-affine algebra B ∈ HS(A), where p′ divides p. Since
p′ ≤ |B| ≤ |A| < p and p is prime, the second condition cannot hold. Hence,
there exists an essentially unary algebra B ∈ HS(A) of size at least 2, con-
tradicting (3).
(2)⇒ (1) is obvious.
Theorem 4.15. For every finite idempotent algebra A the following condi-
tions are equivalent:
(1) there exits a WNU term operation of every arity n ≥ 3;
(2) for some k ≥ 3 there exits a WNU term operation of every arity n ≥ k;
(3) there does not exist a p-WNU-blocker R ∈ Inv(A);
(4) there does not exist an essentially unary algebraB ∈ HS(A) of size at
least 2, and there does not exist a p-affine algebraB ∈ HS(A);
(5) every subalgebra B ≤ A of size at least 2 has a nontrivial strong
subuniverse.
Proof. (1)⇒ (2) is trivial. (2)⇒ (3) is by Lemma 4.9.
(3)⇒ (4). We will prove that negation of (4) implies the negation of (3).
Consider two cases. Case 1. Assume that there exists an essentially unary
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algebra B ∈ HS(A). By Lemma 4.10, there exists a WNU-blocker R ∈
Inv(A). By Lemma 4.12 there exists a 2-WNU-blocker R′ ∈ Inv(A). Case
2. Assume that there exists a p-affine algebraB ∈ HS(A). By Lemma 4.11,
there exists a p-WNU-blocker in Inv(A).
(4) ⇒ (5). Consider B ≤ A. Apply Theorem 3.3 to B and consider 5
cases of this theorem. In cases (1)-(3) we just obtain a strong subalgebra. In
case (4) we obtain a p-affine algebraB/σ, which contradicts condition (4). In
case (5) Lemma 3.4 gives us a nontrivial binary absorbing subuniverse, which
is a strong subuniverse, or an essentially unary algebra U ∈ HS(A), which
contradicts condition (4).
(5)⇒ (1) is by Lemma 4.7.
5 CONSTRAINT SATISFACTION PROBLEM
In this section we will demonstrate how strong subalgebras can be used to
study the complexity of the Constraint Satisfaction Problem for different con-
straint languages.
5.1 CSP Dichotomy Conjecture
Suppose we have a finite set of relations Γ ⊆ RA, called a constraint lan-
guage. Recall that the Constraint Satisfaction Problem over the constraint
language Γ, denote by CSP(Γ), is the following decision problem: given a
formula
R1(v1,1, . . . , v1,n1) ∧ · · · ∧Rs(vs,1, . . . , v1,ns),
whereR1, . . . , Rs ∈ Γ, and vi,j ∈ {x1, . . . , xn} for every i, j; decide whether
this formula is satisfiable. We call each Ri(vi,1, . . . , vi,ni) a constraint.
It is well known that many combinatorial problems can be expressed as
CSP(Γ) for some constraint language Γ. Moreover, for some sets Γ the cor-
responding decision problem can be solved in polynomial time (tractable);
while for others it is NP-complete. It was conjectured thatCSP(Γ) is either in
P, or NP-complete [13]. In 2017, two independent proofs of these conjecture
(called the CSP Dichotomy Conjecture) appeared, and the characterization of
the tractable constraint languages turned out to be very simple.
Theorem 5.1. [10, 29, 30] Suppose Γ ⊆ RA is a finite set of relations. Then
CSP(Γ) can be solved in polynomial time if there exists a WNU operation
preserving Γ; CSP(Γ) is NP-complete otherwise.
In this section we demonstrate how strong subalgebras can be used to
prove the hardness part of Theorem 5.1, and to characterize all constraint
languages Γ such that CSP(Γ) can be solved by local consistency checking.
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5.2 Reduction to a core
First, we need to show that it is sufficient to consider only idempotent case,
that is the case when Γ contains all the relations of the form x = a for a ∈ A
(we call them constant relations). Suppose f is a unary polymorphism of
Γ, and f(Γ) is a constraint language with domain f(A) defined by f(Γ) =
{f(R) | R ∈ Γ}. It is easy to see that an instance of CSP(Γ) is equivalent to
the corresponding instance of CSP(f(Γ)) where we replace each relation Ri
by f(Ri). So the following lemma holds.
Lemma 5.2. [17] Suppose f is a unary polymorphism of Γ. Then CSP(Γ) is
polynomially equivalent to CSP(f(Γ)).
Thus, if there exists a unary polymorphism that is not a bijection, this
polymorphism can be used to reduce the domain.
A constraint language is called a core if every unary polymorphism of Γ is
a bijection. It is not hard to show that if f is a unary polymorphism of Γ with
minimal range, then f(Γ) is a core [9]. Another important fact is that we can
add all constant relations to a core constraint language without increasing the
complexity of its CSP. First we will need an auxiliary fact.
Lemma 5.3. SupposeA = {0, 1, . . . , k−1}, Γ ⊆ RA andA = (A; Pol(Γ)).
Then SgAk({(0, 1, . . . , k − 1)}) has a quantifier-free pp-definition over Γ.
Proof. Let us show that Sg
Ak
({(0, 1, . . . , k − 1)}) is defined by
σ(z0, . . . , zk−1) =
∧
R∈Γ,(a1,...,as)∈R
R(za1 , za2 , . . . , zas).
By the definition, (0, 1, . . . , k − 1) ∈ σ. If (b0, b1, . . . , bk−1) ∈ σ, then the
definition of σ just says that the unary function g(x) = bx preserves every
relation R ∈ Γ, and this is exactly what we need.
Theorem 5.4. [9] Let Γ ⊆ RA be a core constraint language, and Γ
′ =
Γ ∪ {x = a | a ∈ A}. Then CSP(Γ′) is polynomially reducible to CSP(Γ).
Proof. Assume that A = {0, 1, . . . , k − 1}. Let A = (A; Pol(Γ)) and
σ = Sg
Ak
({(0, 1, . . . , k − 1)}). By Lemma 5.3 σ has a quantifier-free pp-
definition over Γ. Suppose we have an instance I ′ of CSP(Γ′). Choose k
new variables z0, . . . , zk−1 and replace every constraint x = a by x = za.
Also, add the pp-definition of the constraint σ(z0, . . . , zk−1). The obtained
instance we denote by I. Let us show that I is equivalent to I ′.
I ′ ⇒ I. To get a solution of I it is sufficient to take a solution of I ′ and
put za = a for every a ∈ A.
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I ⇒ I ′. Consider a solution of I. Let (z0, . . . , zk−1) = (b0, . . . , bk−1) in
this solution. Since (b0, . . . , bk−1) ∈ σ and Γ is a core, there exists a unary
bijective polymorphism ϕ such that ϕ(0, 1, . . . , k − 1) = (b0, b1, . . . , bk−1).
Composing ϕ we can define a unary bijective polymorphism ψ such that
ψ(b0, b1, . . . , bk−1) = (0, 1, . . . , k − 1). Applying ψ to the solution of I
we get a solution of I ′.
Combining Lemma 5.2 and Theorem 5.4 we conclude that it is sufficient
to consider only idempotent case to prove the CSP Dichotomy Conjecture.
5.3 Hardness result
Note that the original proof of the following hardness result is a combination
of [9] and [24]. We will derive the hardness result from Theorem 4.14, which
is very similar to the claim proved in [24].
Theorem 5.5. [9, 24] Suppose Γ does not have a WNU polymorphism, then
CSP(Γ) is NP-hard.
Proof. Consider a unary polymorphism f of Γ with a minimal range. Then
f(Γ) is a core constraint language. Put Γ′ = f(Γ)∪{x = a | a ∈ f(A)}. By
Lemma 5.2 and Theorem 5.4, CSP(Γ) is polynomially equivalent CSP(Γ′).
Let B = f(A), and B = (B; Pol(Γ′)). If Γ′ has a WNU polymorphism w′,
then w(x1, . . . , xm) = w
′(f(x1), . . . , f(xm)) is a WNU polymorphism of
Γ. Since Γ does not have a WNU polymorphism, neither do Γ′. By Theo-
rem 4.14, there exists a WNU-blockerR ∈ Inv(B). By the Galois connection
we know that R is pp-definable over Γ′ (we also need the equality and empty
relations but they can always be propagated out from the pp-definition of R).
Let us show that CSP(Γ′) is NP-hard. Let NAE3 be the ternary relation on
{0, 1} containing all tuples except for (0, 0, 0) and (1, 1, 1). Consider an in-
stance I of CSP({NAE3}), which is known to be an NP-hard problem [27].
Replace each NAE3-relation by R, then replace each R by its pp-definition
over Γ′ (all existentially quantified variables are the new variables of the in-
stance). The obtained instance is equivalent to I, which proves that CSP(Γ′)
is NP-hard.
5.4 Cycle-consistency
In this subsection we introduce the notion of cycle-consistency (similar to
singleton-arc-consistency in [21]) , which is a type of local consistency, and
show that if a constraint language has a WNU polymorphism of every arity
n ≥ 3 then every cycle-consistent instance has a solution. In Subsection 5.6
we will argue that whenever the instance can be solved by local methods, it
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can be solved by local consistency checking. For more information about
notions of local consistency see [3, 21].
We will need several definitions. Here we assume that every variable x
has its own domain Dx ⊆ A. We also require each Dx to be pp-definable
over the constraint language Γ to guarantee that every operation from Pol(Γ)
preservesDx. For an instance I by Var(I) we denote the set of all variables
appearing in I.
For an instance I and a set of variables (y1, . . . , yt) by I(y1, . . . , yt) we
denote the set of tuples (b1, . . . , bt) such that I has a solution with y1 =
b1, . . . , yt = bt. Thus, this expression can be viewed as a pp-definition of a
relation of the arity t over Γ.
We say that z1 −C1 − z2 − · · · −Cl−1 − zl is a path in a CSP instance I
if zi, zi+1 are in the scope of the constraint Ci for every i ∈ [l]. We say that a
path z1−C1− z2− · · ·−Cl−1− zl connects b and c if there exists ai ∈ Dzi
for every i ∈ [l] such that a1 = b, al = c, and the projection of Ci onto
zi, zi+1 contains the tuple (ai, ai+1). A CSP instance is called 1-consistent
if the projection of any constraint C onto any of its variable x is equal toDx.
A CSP instance is called cycle-consistent if it is 1-consistent and for every
variable z and a ∈ Dz any path starting and ending with z in I connects a
and a.
An instance is called a tree-instance if there is no a path z1 − C1 − z2 −
· · · − zl−1 − Cl−1 − zl such that l ≥ 3, z1 = zl, and all the constraints
C1, . . . , Cl−1 are different. A instanceJ is called a covering of an instance I
if there exists a mappingψ : Var(J )→ Var(I) such that for every constraint
R(x1, . . . , xn) ofJ the expressionR(ψ(x1), . . . , ψ(xn)) is a constraint of I.
We say that a covering is a tree-covering if it is a tree-instance. An important
property of a tree-coveringΥ of a 1-consistent instance is thatΥ(y) = Dy for
every variable y, that is we can choose any value for the variable y a extend
this value to a solution of Υ.
Let P(A) = {B | B ⊆ A}. A mappingD(⊤) : Var(I) → P(A) is called
a reduction of the instance I if D
(⊤)
x ⊆ Dx andD
(⊤)
x is pp-definable over Γ
for every x ∈ Var(I).
We usually denote reductions by D(1), D(j), D(⊤), D(⊥). We say that
D(⊥) ≤ D(⊤) if D
(⊥)
y ⊆ D
(⊤)
y for every y. We say that a reductionD(⊤) is
empty ifD
(⊤)
y = ∅ for every variable y. For an instance I by I(⊤) we denote
the instance obtained from I by
1. replacing the domain of each variable x byD
(⊤)
x , and
2. replacing every constraint R(x1, . . . , xn) by R
′(x1, . . . , xn), where
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R′ = R ∩ (D
(⊤)
x1 × · · · ×D
(⊤)
xn ).
Note that the constraint relations of I(⊤) are not longer from Γ, but they are
always pp-definable over Γ. A reduction D(⊤) of an instance I is called
1-consistent if the instance I(⊤) is 1-consistent.
Note that any reduction of an instance can be naturally extended to a cover-
ing of the instance, thus we assume that any reduction is automatically defined
on a covering.
The next Lemma has its roots in Theorem 20 from [13], where the authors
proved that bounded width 1 is equivalent to tree duality.
Lemma 5.6. Suppose D(⊤) is a reduction of an instance I and D(⊥) is a
maximal 1-consistent reduction of I(⊤). Then for every variable y of I there
exists a tree-covering Υy of I such that Υ
(⊤)
y (y) definesD
(⊥)
y .
Proof. The proof is based on the constraint propagation procedure. We start
with an empty instanceΥy (empty tree-covering) for every variable y of I, we
iteratively change these tree-coverings to obtain tree-coverings defining the
reduction D(⊥) as required. At the beginning the reduction D(⊥) is defined
byD
(⊥)
y := Υ
(⊤)
y (y) = D
(⊤)
y for every variable y.
If at some step the reductionD(⊥) is 1-consistent, then we are done. Oth-
erwise, consider a constraint R(z1, . . . , zl) of I that breaks 1-consistency of
I(⊥), which means that the restriction of the variables z1, . . . , zl to the sets
D
(⊥)
z1 , . . . , D
(⊥)
z1 implies a stronger restriction of some variable zi. We change
the tree-coveringΥzi by Υzi := R(z1, . . . , zl) ∧ Υz1 ∧ · · · ∧Υzl , where we
rename the variables of Υz1 , . . . ,Υzl so that they did not have common vari-
ables inside the new definition of Υzi , and Υzi stayed a tree-covering. As a
result we reduce the domainD
(⊥)
zi to Υ
(⊤)
zi (zi).
Since our instance is finite and every time we reduce some domain, this
procedure will stop eventually giving us the required reductionD(⊥).
It remains to explain why the reduction D(⊥) is maximal. Consider a 1-
consistent reduction D(1) ≤ D(⊤). Since Υy is a tree-covering, we have
Υ
(1)
y (y) = D
(1)
y . HenceD
(1)
y = Υ
(1)
y (y) ⊆ Υ
(⊤)
y (y) = D
(⊥)
y .
The following theorem was originally proved in [21].
Theorem 5.7. [21] Suppose Γ ⊆ RA is a constraint language containing all
constant relations and having a WNU polymorphism of every arity n ≥ 3,
and I is a cycle-consistent instance of CSP(Γ). Then I has a solution.
Proof. Let A = (A; Pol(Γ)). Since every domain Dx has a pp-definition
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over Γ, it is a subuniverse of the algebraA. Hence, we may consider a subal-
gebraDx ≤ A for every variable x of I.
The idea of the proof is to build a sequence of 1-consistent reductions
D(0) ≥ D(1) ≥ · · · ≥ D(t) of the instance I such that
(1) D
(0)
y = Dy for every y ∈ Var(I);
(2) |D
(t)
y | = 1 for every y ∈ Var(I);
(3) D
(i)
y ≤Ti D
(i−1)
y for every y ∈ Var(I) and i ∈ [t].
Obviously, the 1-consistent reductionD(t) gives us a solution of the instance.
Assume that we already have reductions D(0), D(1), . . . , D(s). Let us
show how to build the next reduction.
By Theorem 4.15 every algebra D
(s)
x of size at least two has a nontrivial
strong subalgebra. If for some variable x the algebra D
(s)
x has a nontrivial
BA or central subuniverse, we choose this variable. Otherwise we choose a
variable x such that D
(s)
x has a nontrivial PC subuniverse. Thus, let B be a
nontrivial strong subuniverse ofD
(s)
x of a type Ts+1.
Most likely, if we just reduceD
(s)
x toB then the obtained instance will not
be 1-consistent. Nevertheless, we can reach 1-consistency.
ByD(⊤) we denote the reduction that coincides withD(s) on all variables
but x and D
(⊤)
x = B. By D(⊥) we denote a maximal 1-consistent reduction
of I(⊤), which theoretically can be empty. By Lemma 5.6 for every variable
y ∈ Var(I) there exists a tree-covering Υy of I such that Υ
(⊤)
y (y) defines
D
(⊥)
y . We consider two cases.
Case 1. The reduction D(⊥) is empty, then the instance Υ
(⊤)
y does not
have a solution. We will show that this case cannot happen. To simplify our
notations we put D(s+1) = D(⊤). Let X be the set of variables from Υy
that are mapped to x in the definition of the coveringΥy. We know that Υ
(s)
y
does not have a solution such that all of these variables are from B. Choose
a minimal set {x1, . . . , xℓ} ⊆ X of variables we need to restrict to B so that
Υ
(s)
y has no solutions. Let Υ
(s)
y (x1, . . . , xℓ) define a relation R. Then R is
a B-essential relation. Since the instance I(s) is 1-consistent and Υy is a
tree-covering of I, the relationR ≤ D
(s)
x ×· · ·×D
(s)
x is subdirect and ℓ ≥ 2.
By Theorem 3.5(3), Ts+1 cannot be an absorbing type and ℓ = 2. Let
Var(Υy) = {x1, x2, y1, . . . , yu} and S be the solution set of Υy, that is a
relation defined by Υy(x1, x2, y1, . . . , yu). Since I
(i) is 1-consistent for any
i ≤ s and Υy is a tree-covering, the relation S
(i) is subdirect.
For 0 ≤ i, j, k ≤ s+1 put Si,j,k = S∩(D
(i)
x1 ×D
(j)
x2 ×D
(k)
y1 ×· · ·×D
(k)
yu ).
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Let us show by induction on i that Si,i,k+1 is a strong subuniverse of Si,i,k
for any 0 ≤ k ≤ i ≤ s. For i = k this follows from Theorem 3.5(1)
and the fact that S(k) is subdirect. Let us prove the induction step assuming
that Si,i,k+1 is a strong subuniverse of Si,i,k. Since S
(i) is subdirect, Theo-
rem 3.5(1) implies that Si+1,i+1,k is a strong subuniverse of Si,i,k. Then by
Lemma 3.6, we obtain that Si+1,i+1,k ∩ Si,i,k+1 = Si+1,i+1,k+1 is a strong
subuniverse of Si+1,i+1,k. Thus, Si,i,k+1 is a strong subuniverse of Si,i,k for
any 0 ≤ k ≤ i ≤ s.
Since R ∩B2 = ∅, we have Ss+1,s+1,s = ∅. Since I is cycle-consistent,
the path from x1 to x2 in Υy connects any a ∈ D
(s+1)
x with a. Therefore.
Ss+1,s+1,0 6= ∅. Choose a minimal k < s such that Ss+1,s+1,k+1 = ∅.
Thus, we have
Ss+1,s+1,k+1 = Ss+1,s,k ∩ Ss,s+1,k ∩ Ss,s,k+1 = ∅ (5.1)
We already proved that Ss,s,k+1 is a strong subuniverse of Ss,s,k. Since S
(s)
is subdirect, Theorem 3.5(1) implies that Ss+1,s,k and Ss,s+1,k are strong
subuniverses of Ss,s,k. Thus, in (5.1) we have an intersection of three strong
subuniverses of Ss,s,k.
Since k was chosen minimal, Ss+1,s+1,k = Ss+1,s,k ∩ Ss,s+1,k. is not
empty. Since S(s) is subdirect, Ss,s+1,s 6= ∅ and Ss+1,s,s 6= ∅. There-
fore Ss,s+1,k+1 = Ss,s+1,k ∩ Ss,s,k+1 6= ∅ and Ss+1,s,k+1 = Ss+1,s,k ∩
Ss,s,k+1 6= ∅. Thus, the intersection of any two strong subuniverses in (5.1)
is not empty. Since Ss+1,s,k is not a binary absorbing subuniverse, we get a
contradiction with Theorem 3.7.
Case 2. The reduction D(⊥) is not empty. Put D(s+1) = D(⊥). Let
Var(Υy) = {y, x1, . . . , xs} and Ry be defined byΥ
(s)
y (y, x1, . . . , xs). Since
I(s) is 1-consistent, the relation Ry is subdirect. We know that D
(s+1)
y =
pr1(Ry ∩ (D
(⊤)
y × D
(⊤)
x1 × · · · × D
(⊤)
xs )). By Theorem 3.5(2), D
(s+1)
y is a
strong subuniverse ofD
(s)
y of type Ts+1. Thus, we proved that the new reduc-
tion D(s+1) satisfies condition (3), and we made our sequence of reductions
longer.
5.5 An algorithm for cycle-consistency checking
The cycle-consistency is a local property and it can be checked in polyno-
mial time. Moreover, we can either find a cycle-consistent reduction of the
instance, or prove that it has no solutions.
We start with the function CHECKCC checking the cycle-consistency of a
CSP instance I (see the pseudocode). First, for every pair of different vari-
ables (u, v)we consider the intersections of projections of all constraints onto
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1: function CHECKCC(I)
2: Input: CSP(Γ) instance I
3: for u, v ∈ Var(I) do ⊲ Calculate binary projectionsRu,v
4: Ru,v := Du ×Dv
5: for C ∈ I do
6: Ru,v := Ru,v ∩ pru,v C
7: repeat ⊲ Propagate constraints to reduce Ru,v
8: Changed := false
9: for u, v, w ∈ Var(I) do
10: R′u,v := Ru,v ∩ (Ru,w ◦Rw,v)
11: if Ru,v 6= R
′
u,v then
12: Ru,v := R
′
u,v
13: Changed := true
14: until ¬Changed ⊲We cannot reduce Ru,v anymore
15: for u ∈ Var(I) do
16: D
(⊥)
u := pr1(Ru,u)
returnD(⊥)
these variables. The corresponding relation we denote by Ru,v. By pru,u(C)
we denote the set of all pairs (a, a) such that a ∈ pru(C). Then Ru,u =
{(a, b) | a = b ∈ Ru}, where Ru is the intersection of the projections of
all constraints on u. Then, for every u, v, w ∈ Var(I) we iteratively replace
Ru,v byR
′
u,v = Ru,v∩(Ru,w ◦Rw,v), whereRu,w ◦Rw,v is the composition
of binary relations, that is (Ru,w◦Rw,v)(x, y) = ∃z Ru,w(x, z)∧Rw,v(z, y).
We repeat this procedure while we can change some Ru,v . In the end we de-
fine and return the reductionD(⊥) satisfying the following lemma.
Lemma 5.8. Suppose the function CHECKCC returns a reduction D(⊥) on
a CSP instance I. If D
(⊥)
u = Du for every u ∈ Var(I) then I is cycle-
consistent. Moreover, any solution of I is also a solution of I(⊥).
Proof. Assume that D
(⊥)
u = Du for every u ∈ Var(I). It follows from the
line 6 of the pseudocode that for any variable u ∈ Var(I) the projection of
any constraint on u equals pr1(Ru,u) = Du. Hence I is 1-consistent. Let us
prove the cycle-consistency. Consider a path u1 − C1 − u2 − · · · − uℓ−1 −
Cℓ−1 − uℓ starting and ending with u1 = uℓ. Since the projection of Cj onto
uj, uj+1 contains Ruj ,uj+1 for every j, it is sufficient to prove that
Ru1,uℓ ⊆ Ru1,u2 ◦Ru2,u3 ◦ · · · ◦Ruℓ−1,uℓ .
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Here we used the fact that the composition of binary relations is associative.
Since the function stopped, Ru,v ⊆ Ru,w ◦ Rw,v for all u, v, w. Thus, in
the right-hand side we first replace Ru1,u2 ◦ Ru2,u3 by Ru1,u3 , then replace
Ru1,u3 ◦ Ru3,u4 by Ru1,u4 , and so on. Finally we will get the required con-
dition.
Let us prove that any solution of I is also a solution of I(⊥). In fact,
since all the constraintsRu,v(u, v)were derived from the original constraints,
they should hold on any solution. Thus, pr1(Ru,u) = D
(⊥)
u means that any
solution of I should have u ∈ D
(⊥)
u , which completes the proof.
1: function SOLVE(I)
2: Input: CSP(Γ) instance I
3: D(⊥) := CHECKCC(I)
4: ifD(⊥) is empty then return “No solution”
5: ifD
(⊥)
y = Dy for every y ∈ Var(I) then return “Ok”
return Solve(I(⊥))
Thus, the function CHECKCC either gives us a reduction of the instance,
or says that the instance is cycle consistent. After we found a reduction, we
can apply it to the instance and check the cycle consistency again. We can do
this till the moment when we get a cycle-consistent reduction of the instance.
See the pseudocode of the function Solve doing this. From Lemma 5.8 we
can easily derive the following lemma.
Lemma 5.9. If the function Solve returns “Ok” then there exists a nonempty
cycle-consistent reduction of the instance; if it returns “No solution” then the
instance has no solutions.
Let us check that the functions CHECKCC and Solve work in polynomial
time. In the function CHECKCC we go through the repeat loop at most
2|A|
2
· |Var(I)|2 times, because every time we change at least one relation
Ru,v, which is binary, and we have |Var(I)|
2 of them. Thus, CHECKCC
works in polynomial time. In the function Solve every time we go deeper
in the recursion, we reduce the domain of at least one variable and we have
polynomially many of them. Thus, the function Solve is also polynomial.
5.6 When cycle-consistency solves CSP
In this section we characterize all constraint languages Γ for which the cycle-
consistency guarantees the existence of a solution and, therefore, the function
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Solve solves CSP(Γ). Note that the characterization of all CSPs that can be
solved by local methods was obtained earlier in [3, 8]. For more information
on this topic see the surveys [5, 11].
We will prove a general result for the nonidempotent case, that is why we
need to repeat the construction we made in Subsection 5.2. Again we as-
sume that A = {0, 1, . . . , k − 1}. Suppose Γ ⊆ RA is a constraint language,
f is a unary polymorphism with the minimal range. Then f(Γ) is the con-
straint language with domain f(A) defined by f(Γ) = {f(R) | R ∈ Γ}. Let
Γ′ = f(Γ) ∪ {x = a | a ∈ f(A)}. As we know from Lemma 5.2 and The-
orem 5.4 the problemsCSP(Γ), CSP(f(Γ)), and CSP(Γ′) are polynomially
equivalent. Recall how we build an instance of CSP(Γ) from an instance
of CSP(Γ′). Suppose we have an instance I ′ of CSP(Γ′). First, to get an
instance If over f(Γ) we add a quantifier-free pp-definition of the relation
σ(z0, . . . , zk−1) over f(Γ) (see the proof of Theorem 5.4 and Lemma 5.3),
and replace every constraint (x = a) by x = za. To get an instance I of
CSP(Γ) we just replace every constraint relation f(R) by R. Thus we have
a mapping, which we denote by Σ, that assigns an instance of CSP(Γ) to an
instance of CSP(Γ′). First, we show that Solve works identically on Σ(I ′)
and I ′
Lemma 5.10. Suppose the function Solve returns “Ok” on I ′, then it returns
“Ok” on Σ(I ′).
Proof. Suppose I = Σ(I ′). Since Solve returns “Ok” on I ′, it finds a
cycle-consistent reduction D(⊥) of I ′. Assume that CHECKCC on (I ′)(⊥)
stopped with Ru,v = Su,v for u, v ∈ Var(I
′). Additionally, we assign
Su = pr1(Su,u), Su,zi = Su × {i} Szi,zj = {i} × {j}. Thus, we de-
fined Su,v for all variables u, v ∈ Var(I). Now, we argue that if we launch
CHECKCC on I(⊤) for any reduction D(⊤) ≥ D(⊥), then Ru,v ⊇ Su,v for
all variables u, v ∈ Var(I). It is obviously true at the beginning.
Since CHECKCC stopped with Su,v , we have Su,v ⊆ Su,w ◦ Sw,v, for all
u, v, w ∈ Var(I ′). If one of the variables is zi then the same condition holds.
Recursively, we can show that the property Ru,v ⊇ Su,v keeps when we
execute CHECKCC on I(⊤). Thus, we always haveRu,v ⊇ Su,v, CHECKCC
cannot return a reduction smaller than D(⊥), and Solve returns “Ok” on I.
Next, we generalize Theorem 5.7 for the nonidempotent case.
Theorem 5.11. [21] Suppose Γ ⊆ RA is a constraint language having a
WNU polymorphism of every arity n ≥ 3 and I is a cycle-consistent instance
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of CSP(Γ). Then I has a solution.
Proof. For every n ≥ 3 the constraint language Γ has a WNU polymor-
phism of arity n. Then f(w(x1, . . . , xn)) is a WNU polymorphism of f(Γ).
To make this polymorphism idempotent consider the function g defined by
g(x) = f(w(x, x, . . . , x)), which is a bijection on f(A) because f has a
minimal range. Composing g we can get h such that h(g(x)) = x on f(A).
Therefore, h(g(w(x1, . . . , xn))) gives us an n-ary idempotent WNU poly-
morphism of f(Γ), which is also a polymorphism of Γ′. Thus, we proved
that Γ′ has an idempotent WNU polymorphism of any arity n ≥ 3.
Consider the instance I0 of CSP(f(Γ)) that is obtained from I by replac-
ing of every constraint relation R by f(R). Note that this is also an instance
of CSP(Γ′). Let us show that I0 is cycle-consistent. Consider a path in I0
u1 − f(C1)− u2 − · · · − uℓ−1 − f(Cℓ−1)− uℓ
starting and ending with u1 = uℓ. Consider an element b ∈ f(A). Let
b = f(c) for some element c ∈ A. Since I is cycle-consistent the same path
in I connects c and c. To connect b and b in I0 we apply f to the assignment
of each variable. Thus, the instance I0 is cycle-consistent. By Theorem 5.7,
it has a solution. Since f(R) ⊆ R for everyR ∈ Γ, it is also a solution of the
original instance I.
The following lemma essentially says that a system of linear equations
cannot be solved by local consistency checking and the function Solve. Sim-
ilar claim was originally proved in [13].
Lemma 5.12. Suppose a p-WNU-blocker R is pp-definable over Γ ⊆ RA
and Γ contains all constant relations. Then there exists an instance I of
CSP(Γ) such that it has no solutions but Solve returns “Ok” on I.
Proof. Consider the following system of linear equations in Zp.

x1 + x2 = x3 + 0
x3 + 0 = x4 + x5
x4 + 0 = x1 + x6
x5 + x6 = x2 + 1
(5.2)
If we calculate the sum of all equations we will get 0 = 1, which means
that the system does not have a solution. We can show that the function
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CHECKCC returns “Ok” on this system and this is almost what we need be-
cause the relationR is very similar to x1+x2 = x3+x4. Choose two elements
c0 and c1 from A such that (c0, c1, c0, c1) ∈ R and (c0, c0, c0, c1) /∈ R. Let
I0 = ((z1 = c0) ∧R(x1, x2, x3, z1)) ∧ ((z2 = c0) ∧R(x3, z2, x4, x5))∧
((z3 = c0) ∧R(x4, z3, x1, x6)) ∧ ((z4 = c1) ∧R(x5, x6, x2,z4)).
This is almost an instance of CSP(Γ) and it has no solutions. Since R is
pp-definable over Γ, we can write an equivalent instance I ofCSP(Γ), that is
I = J1∧J2∧J3∧J4, where each Ji is a pp-definition of the corresponding
R and the constraint zi = c. Thus, each Ji corresponds to the i-th equation
of the system (5.2). We assume that if i 6= j then Ji and Jj have exactly one
common variable and this variable is from the set X = {x1, . . . , x6}.
It remains to show that Solve returns “Ok” on I. Let Vi = Var(Ji) for
every i. We write u ∼ v if u and v are from the same set Vi (∼ is not
transitive). For u ∈ Vi we put Su = Ji(u). Note that if u ∈ Vi ∩ Vj then
Ji(u) = Jj(u). For two variables u, v from the same set Vi put Su,v =
Ji(u, v). Otherwise, if u ∈ Vi and v ∈ Vj , we put Su,v = Su,x ◦ Sx,v,
where {x} = Vi ∩ Vj . Since any two variables of any equation in (5.2) can
be chosen arbitrary to satisfy the equation, we have Sxi,xj = Sxi × Sxj if
xi ∼ xj . By D
(⊥) we denote the reduction of I such that D
(⊥)
u = Su for
every u ∈ Var(I).
We will prove that if we execute CHECKCC on an instance I(⊤) with
D(⊤) ≥ D(⊥), then Ru,v will always contain Su,v. We can check that it is
true when we start. Then, it is sufficient to show that every time we calculate
R′u,v in CHECKCC, it still contains Su,v. This will follow from the fact that
Su,v ⊆ Su,w ◦ Sw,v for any u, v, w ∈ Var(I). Let us prove this considering
3 cases.
Case 1. If u ∼ v and v ∼ w then it follows from the definition.
Case 2. If u ∼ w 6∼ v then
Su,w ◦ Sw,v = Su,w ◦ Sw,xj ◦ Sxj,v ⊇ Su,xj ◦ Sxj ,v = Su,v
Case 3. If u 6∼ w 6∼ v then
Su,w ◦ Sw,v = Su,xi ◦ Sxi,w ◦ Sw,xj ◦ Sxj ,v ⊇
Su,xi ◦ Sxi,xj ◦ Sxj,v = Su,xi ◦ (Sxi×Sxj ) ◦ Sxj,v = Su × Sv.
Thus, we proved that in CHECKCC we always have Ru,v ⊇ Su,v, hence
CHECKCC can never return a reduction smaller than D(⊥) on I(⊤), and
therefore Solve returns “Ok” on I.
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Formally, when we reduce the domain of a variable of an instance, we
may get a relation outside of the constraint language. That is why, even if
we calculated (for example in CHECKCC) that x ∈ B ( Dx, we cannot
just reduce the domain of x. To avoid this trouble, it is natural to assume
that for any relation R ∈ Γ and any set D pp-definable over Γ the relation
R∩ (A× · · · ×A×D×A× · · · ×A) is also from Γ. A constraint language
satisfying this property will be called unary-closed.
The next theorem characterizes constraint languages solvable by local con-
sistency checking and the function Solve. For the original proof of similar
claims see [3, 21].
Theorem 5.13. Suppose Γ ⊆ R is a unary-closed constraint language. Then
the following conditions are equivalent.
(1) Γ has a WNU polymorphism of every arity n ≥ 3;
(2) every cycle-consistent instance of CSP(Γ) has a solution;
(3) the function Solve solves CSP(Γ).
Proof. (1)⇒ (2) is by Theorem 5.11.
(2) ⇒ (3). By Lemma 5.9 if the function Solve returns “No solution”,
then the instance has no solutions, if Solve returns “Ok”, then there exists a
nonempty cycle-consistent reduction of the instance. Since Γ is unary-closed,
the reduction is still an instance of CSP(Γ) and it has a solution by (2). Thus,
Solve solves CSP(Γ).
(3) ⇒ (1). Let us show that ¬(1) ⇒ ¬(3). Here we again use the defini-
tion of the unary polymorphism f , the constraint languageΓ′ and the mapping
Σ (see the beginning of this subsection). If Γ has no a WNU polymorphism
w of some aritym, then Γ′ has no a WNU polymorphismw′ of aritym (oth-
erwise, we would get w(x1, . . . , xm) = w
′(f(x1), . . . , f(xm)). Applying
Theorem 4.15 to the algebra (f(A),Pol(Γ′)) we conclude that there exists a
p-WNU-blocker R pp-definable over Γ′. By Lemma 5.12 there exists an in-
stance I ′ ofCSP(Γ′) such that Solve returns “Ok” on it and it does not have a
solution. Then Σ(I ′) also does not have a solution and by Lemma 5.10 Solve
returns “Ok” on Σ(I ′).
Thus, the cycle-consistency solves the constraint satisfaction problem only
if the constraint language has a WNU polymorphism of every arity n ≥ 3.
Moreover, we can prove that any local method fails if the constraint language
Γ has no WNU polymorphisms of some arity n ≥ 3. In fact, in this case
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by Theorem 4.15 there exists a p-WNU-blocker pp-definable over Γ and a
p-WNU-blocker is like a linear equation x1 + x2 = x3 + x4. Using this
equation and constant relations we can express a system of linear equations
in Zp as an instance of CSP(Γ), and a system of linear equations cannot
be solved locally (see [13, 3] for a formal statement). Hence, we described
all constraint languages that can be solved by local methods. Note that the
cycle-consistency is not the weakest type of local consistency that guarantees
a solution in this case (see [21] for more details).
6 STRONG SUBUNIVERSES
In this section we will prove all the properties of strong subalgebras formu-
lated in Section 3. We assume that all algebras appearing in this section are
finite and idempotent. Below we give necessary definitions.
Suppose R ⊆ A1 × · · · × An. The relation R is called full if R = A1 ×
· · · × An. It is called full-projective if for any I ( [n] the relation prI(R)
is full. We say that the i-th coordinate of R is uniquely-determined if for
all a1, . . . , ai−1, ai+1, . . . , an there exists at most one ai ∈ Ai such that
(a1, . . . , an) ∈ R. The relation R is called uniquely-determined if each of
its coordinates is uniquely-determined.
We represent relations as matrices whose columns are tuples of the rela-
tions. Sometimes we put a subset instead of an element in this matrix meaning
that we can choose any element of this subset. For instance,
(
a C
B c
)
means
the binary relation ({a} ×B) ∪ (C × {c}).
For a binary relation R ⊆ A × B, A′ ⊆ A, and B′ ⊆ B, by A′ + R we
denote pr2(R ∩ (A
′ × B)), by B′ − R we denote pr1(R ∩ (A × B
′)). To
shorten we write a + R instead of {a} + R. For a congruence σ on A and
B ⊆ A byB/σ we denote the set {b/σ | b ∈ B}. Some other definitions will
be given in subsections they are used.
6.1 Absorbing subuniverse
Lemma 6.1. [1] Suppose R is defined by a pp-formula Φ, that is,
R(x1, . . . , xn) = ∃y1 . . . ∃ysR1(v1,1, . . . , v1,n1)∧· · ·∧Rk(vk,1, . . . , vk,nk),
where vi,j ∈ {x1, . . . , xn, y1, . . . , ys}, each Ri ≤ Ai,1 × · · · ×Ai,ni , and
Φ′ is obtained from Φ by replacing of each relation Ri by R
′
i ≤BA(t) Ri.
Then Φ′ defines a relation R′ such that R′ ≤BA(t) R.
31
Proof. Let the term t be of aritym. Without loss of generality we will show
that t(β1, . . . , βm−1, βm) ∈ R
′ whenever β1, . . . , βm−1 ∈ R
′ and βm ∈ R.
For i ∈ [m − 1] let γi be an evaluation of (y1, . . . , ys) in Φ
′ corresponding
to (x1, . . . , xn) = βi. Let γm be the evaluation of (y1, . . . , ys) in Φ corre-
sponding to (x1, . . . , xn) = βm. Since R
′
i ≤BA(t) Ri for every i ∈ [k],
t(γ1, . . . , γm) is a correct evaluation of (y1, . . . , ys) in Φ
′ corresponding to
(x1, . . . , xn) = t(β1, . . . , βm), which confirms that t(β1, . . . , βm) ∈ R
′.
Thus, R′ ≤BA(t) R.
Corollary 6.1.1. Suppose θ is a congruence of A.
1. If B absorbsA, then B/θ absorbsA/θ with the same term.
2. If B absorbsA/θ, then
⋃
E∈B E absorbsA with the same term.
Corollary 6.1.2. SupposeR ≤ A1×· · ·×An, pr1(R) = A1,Bi ≤BA(t) Ai
for every i ∈ [n], and B = pr1(R ∩ (B1 × · · · ×Bn)). Then B ≤BA(t) A1.
Proof. It is not hard to see that the sets B and A1 can be defined by the
following pp-formulas
(x1 ∈ C) =∃x2 . . . ∃xn [(x1 ∈ C1) ∧ · · · ∧ (xn ∈ Cn) ∧R(x1, . . . , xn)] ,
(x1 ∈ A1) =∃x2 . . . ∃xn [(x1 ∈ A1) ∧ · · · ∧ (xn ∈ An) ∧R(x1, . . . , xn)] .
It remains to apply Lemma 6.1.
Corollary 6.1.3. SupposeR ≤ A1 × · · · ×An and Bi ≤BA(t) Ai for every
i ∈ [n]. Then R ∩ (B1 × · · · ×Bn) ≤BA(t) R.
Lemma 6.2. SupposeB ≤ A,R ≤ (Ak)n is an n-aryBk-essential relation.
Then there exists a B-essential relation R′ ≤ An.
Proof. Put Bi = B
i × Ak−i. Consider a tuple (i1, . . . , in) with the minimal
sum i1 + · · · + in such that R ∩ (Bi1 × · · · × Bin) = ∅. Since R is B
k-
essential, ij ≥ 1 for every i. Then an n-ary B-essential relation R
′ can be
defined by (here α(i) is the i-th element of the tuple α)
{(α1(i1), . . . , αn(in)) | ∃(α1, . . . , αn) ∈ R ∩ (Bi1−1 × · · · ×Bin−1)},
which can be viewed as a pp-definition and thereforeR′ ≤ An.
Lemma 3.2. [1] SupposeB is a subuniverse ofA. ThenB absorbsA with an
operation t of arity n if and only if there does not exist a B-essential relation
R ≤ An.
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Proof. ⇒. Assume that such a B-essential relation R exists. Consider n
tuples witnessing that R isB-essential, that is, αi ∈ R∩ (B
i−1×A×Bn−i)
for i ∈ [n]. SinceB absorbsAwith a term t, t(α1, . . . , αn) ∈ R∩B
n, which
contradicts the fact that R is B-essential.
⇐ . LetM be the matrix whose rows are all tuples fromAn having exactly
one element outside ofB. Moreover, we assume that the matrix starts with the
rows whose first element outside of B, then we have the rows whose second
element outside of B, and so on. Finally, there are rows whose last element
outside of B. Let k := (|A|− |B|)|B|n−1, then the matrix has n ·k rows. Let
R = Sg
A
(M).
Assume that R ∩ Bkn 6= ∅, then there exists a term operation such that
t(M) ∈ Bkn. By the definition of the matrix, B absorbs A with a term
operation t, which is what we need.
Assume thatR∩Bkn = ∅. Note thatR can be viewed as an n-ary relation
on the setAk. In the first column of the matrixM only the first k elements are
not from B, in the second column only (k + 1)-th to 2k-th elements are not
from B, and so on. Thus, columns of the matrixM witness that R ≤ (Ak)n
is a Bk-essential relation. Lemma 6.2 implies that there exists a B-essential
relation R′ ≤ An. Contradiction.
6.2 Central subuniverse
Lemma 6.3. SupposeC ≤C A, thenC×B ≤C A×B.
Proof. By Lemma 6.1, C × B is an absorbing subuniverse of A × B. Thus,
it is sufficient to show that for any a ∈ A \ C and b ∈ B we have

a
b
a
b

 /∈ SgA×B


a C
b B
C a
B b

 .
This follows from the fact that
(
a
a
)
/∈ SgA
(
a C
C a
)
.
Lemma 6.4. SupposeC1 ≤C A andC2 ≤C A. Then C1 ∩ C2 ≤C A.
Proof. By Lemma 6.1, C1∩C2 is an absorbing subuniverse ofA. Let us show
the second condition of a central subuniverse. Suppose a ∈ A \ (C1 ∩ C2),
then a /∈ Ci for some i ∈ {1, 2} and(
a
a
)
/∈ SgA
(
a Ci
Ci a
)
⊇ SgA
(
a C1 ∩ C2
C1 ∩C2 a
)
.
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Lemma 6.5. SupposeC ≤C A,B ≤ A. Then C ∩B ≤C B.
Proof. It follows from Lemma 6.1 that C ∩ B is an absorbing subuniverse.
The remaining part follows from the fact that for any a ∈ B \ C we have(
a
a
)
/∈ Sg
A
(
a C
C a
)
⊇ Sg
B
(
a C ∩B
C ∩B a
)
.
Lemma 6.6. SupposeCi ≤C Ai ≤ A for i ∈ [k]. Then (C1 ∩ · · · ∩Ck) ≤C
(A1 ∩ · · · ∩Ak).
Proof. Since (A1 ∩ · · · ∩Ak) ≤ A, by Lemma 6.5, for every i ∈ [k] we have
(A1 ∩ · · · ∩Ai−1 ∩Ci ∩Ai+1 ∩ · · · ∩Ak) ≤C (A1 ∩ · · · ∩Ak).
Considering their intersection and applying Lemma 6.4 we complete the proof.
Lemma 6.7. Suppose C ≤C A, E ≤ A, E ∩ C = ∅, and e ∈ E is chosen
so that SgA(C ∪ {e}) is inclusion minimal. Then SgA
(
e C
C e
)
∩E2 = ∅.
Proof. Assume the converse. Let R = Sg
A
(
e C
C e
)
, (e1, e2) ∈ R ∩ E
2.
LetE1 = E+R, thenC∪{e2} ⊆ E1 and by the minimality of SgA(C∪{e})
we have e ∈ E1, hence (e, e
′) ∈ R for some e′ ∈ E. Let E2 = e + R. We
know that C ∪ {e′} ⊆ E2. Then by the minimality of SgA(C ∪ {e}) we
have e ∈ E2. Thus, (e, e) ∈ R, which contradicts the definition of a central
subuniverse.
Lemma 6.8. Suppose C ≤C A, σ is a congruence on A. Then C/σ ≤C
A/σ.
Proof. By Corollary 6.1.1,C/σ is an absorbing subuniverse ofA/σ. Assume
that C/σ is not a central subuniverse. Then there exists an equivalence class
E of σ such that E ∩ C = ∅ and
(
E
E
)
∈ Sg
A/σ
(
E C/σ
C/σ E
)
. Choose
an element e ∈ E such that SgA({e} ∪ C) is minimal by inclusion. By
the definition of E we have Sg
A
(
e C
C e
)
∩
(
E
E
)
6= ∅, which contradicts
Lemma 6.7.
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Corollary 6.8.1. Suppose C ≤C R ≤ A1 × · · · × Ak, I ⊆ [k]. Then
(prI C) ≤C (prI R).
Proof. It is sufficient to consider a natural congruence σ on A1 × · · · ×Ak
defined by (α, β) ∈ σ ⇔ prI(α) = prI(β) and apply Lemma 6.8
Now we are ready to prove the first main property of a central subuniverse,
that is if we replace every relation in a pp-definition by its central subuniverse
then we define a central subuniverse of the originally defined relation.
Theorem 6.9. SupposeR is defined by a pp-formula Φ, that is,
R(x1, . . . , xn) = ∃y1 . . . ∃ysR1(v1,1, . . . , v1,n1)∧· · · ∧Rk(vt,1, . . . , vk,nk),
where vi,j ∈ {x1, . . . , xn, y1, . . . , ys}, each Ri ≤ Ai,1 × · · · ×Ai,ni , and
Φ′ is obtained from Φ by replacing of each relation Ri by R
′
i ≤C Ri. Then
Φ′ defines a relation R′ such that R′ ≤C R.
Proof. First, we want each relation Ri and R
′
i to depend on all the variables
x1, . . . , xn, y1, . . . , ys. To achieve this using Lemma 6.3 we add dummy vari-
ables to all relations. By Lemma 6.6 R′1 ∩ · · · ∩ R
′
k is a central subuniverse
of R1 ∩ · · · ∩ Rk. Applying existential quantifiers is equivalent to taking a
projection. Thus, the final step follows from Corollary 6.8.1.
Corollary 6.9.1. Suppose B ≤C A/σ. Then
⋃
E∈B E ≤C A.
Corollary 6.9.2. Suppose R ≤ A1 × · · · ×An, pr1(R) = A1, Bi ≤C Ai
for every i ∈ [n], and B = pr1(R ∩ (B1 × · · · ×Bn)). Then B ≤C A1.
Corollary 6.9.3. Suppose R ≤ A1 × · · · × An and Bi ≤C Ai for every
i ∈ [n]. Then R ∩ (B1 × · · · ×Bn) ≤C R.
Lemma 6.10. Supposen ≥ 3,Ci ≤C Ai for i ∈ [n], andR ≤ A1×· · ·×An
is a (C1, . . . , Cn)-essential relation. Then there exists (C1, . . . , Cn−1, C1, . . . ,
Cn−1)-essential relation R
′ ≤ A1 × · · · ×An−1 ×A1 × · · · ×An−1.
Proof. Put E = prn(R ∩ (C1 × · · · × Cn−1 × An)). Choose e ∈ E such
that Sg
A
({e} ∪ Cn) is inclusion minimal among all choices of e. Let σ =
SgA
(
e Cn
Cn e
)
. By Lemma 6.7, σ ∩E2 = ∅. Put
R′(y1, . . . , yn−1, y
′
1, . . . , y
′
n−1) =
∃z∃z′ R(y1, . . . , yn−1, z) ∧R(y
′
1, . . . , y
′
n−1, z
′) ∧ σ(z, z′).
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Let us show that the relation R′ is (C1, . . . , Cn−1, C1, . . . , Cn−1)-essential.
Since σ ∩ E2 = ∅, (C1 × · · · × Cn−1 × C1 × · · · × Cn−1) ∩R
′ = ∅.
Since the relation R is (C1, . . . , Cn)-essential, for any i ∈ [n − 1] there
exists a tuple (a1, . . . , an) ∈ R such that only its i-th element is not from
the corresponding set of (C1, . . . , Cn). Since e ∈ E, there exist c1, . . . , cn−1
such that (c1, . . . , cn−1, e) ∈ R ∩ (C1 × · · · × Cn−1 × An). Then if put
z = an and z
′ = e we derive that (a1, . . . , an−1, c1, . . . , cn−1) ∈ R
′. Thus,
for any i ∈ [n − 1] we build a tuple from R′ such that only its i-th element
is not from the corresponding set of (C1, . . . , Cn−1, C1, . . . , Cn−1). In the
same way we can build such a tuple for each i ∈ {n, n+1, . . . , 2n− 2}.
Lemma 6.11. Suppose n ≥ 3 and Ci ≤C Ai for i ∈ [n]. Then there does
not exist a (C1, . . . , Cn)-essential relation R ≤ A1 × · · · ×An.
Proof. Assume that a (C1, . . . , Cn)-essential relation R ≤ A1 × · · · × An
exists. Note that from any (C1, . . . , Cn)-essential relation S ≤ A1×· · ·×An
we can get (C1, . . . , Cn−1)-essential relation by
S′ = pr[n−1](R ∩ (A1 × · · · ×An−1 × Cn)).
First, we derive a (C1, C2, C3)-essential relation fromR, then by Lemma 6.11
we derive a (C1, C2, C1, C2)-essential relation, then a (C1, C1, C2)-essential
relation and again by Lemma 6.11 a (C1, C1, C1, C1)-essential relation.
Then, using Lemma 6.11 we can obtain aC1-essential relation of any arity,
which, by Lemma 3.2, contradicts the fact that C1 absorbsA1.
Corollary 6.11.1. SupposeC ≤C A. Then C is a ternary absorbing subuni-
verse ofA.
Proof. By Lemma 6.11 there does not exists a C-essential relation R ≤ A3.
Then by Lemma 3.2, C absorbsA with a ternary term operation.
6.3 Projective subuniverses
Lemma 3.1. SupposeA is a finite idempotent algebra. ThenB is a projective
subuniverse ofA if and only if An \ (A \B)n ∈ Inv(A) for every n ≥ 1.
Proof. ⇒. Let us show that everym-ary operation f ofA preserves the rela-
tion Rn = A
n \ (A \B)n. Assume that f returns an element of B whenever
the i-th coordinate is from B. Consider tuples α1, . . . , αm ∈ Rn. Since
the tuple αi should contain an element of B, f(α1, . . . , αm) also contains an
element of B. Hence, f(α1, . . . , αm) ∈ Rn.
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⇐. Assume the converse. Consider an n-ary operation f of the algebraA
contradicting the fact that A is projective. Then for every coordinate i ∈ [n]
there exists a tuple (bi1, . . . , b
i
n) such that b
i
i ∈ B and f(b
i
1, . . . , b
i
n) /∈ B.
Put βj = (b
1
j , . . . , b
n
j ) for every j ∈ [n]. Since each βj contains an element
bjj ∈ B, each βj ∈ Rn. Since f preserves Rn, f(β1, . . . , βn) ∈ R. This
contradicts our assumption that f(bi1, . . . , b
i
n) /∈ B for every i ∈ [n].
Lemma 6.12. Suppose A is a finite idempotent algebra, Sg
A
(An \ (A \
B)n) 6= An for every n, where ∅ 6= B ( A. Then there exists a nontrivial
projective subuniverse C ofA such that B ⊆ C.
Proof. Let C ( A be a maximal set containing B such that SgA(A
n \ (A \
C)n) 6= An for every n. Put σn = SgA(A
n \ (A \ C)n), let us show that
σn = A
n \ (A \ C)n for every n. Assume the opposite. Then there exists
(a1, . . . , an) ∈ σn ∩ (A \ C)
n. Let m ∈ {0, 1, . . . , n − 1} be the maximal
number such that {a1}×· · ·×{am}×A
s 6⊆ σm+s for every s ≥ 0. Then for
some s′ we have {a1} × · · · × {am+1} ×A
s′ ⊆ σm+s′+1. Since the algebra
is idempotent, {a1} × · · · × {am+1} ×A
s ⊆ σm+s+1 for every s ≥ s
′. Put
δs+1(x1, . . . , xs+1) = σm+s+1(a1, . . . , am, x1, . . . , xs+1).
By the definition ofmwe know that δs+1 6= A
s+1. Since σm+s+1 is symmet-
ric, δs+1 contains all tuples with am+1 and all tuples with an element from
C. Put C′ = C ∪ {am+1}. Therefore, SgA(A
n \ (A \C′)n) ⊆ δn 6= A
n for
every n ≥ s′ + 1. Since A is idempotent, Sg
A
(An \ (A \ C′)n) = An for
n < s′+1 would imply that SgA(A
s′+1 \(A\C′)s
′+1) = As
′+1. Therefore,
SgA(A
n \ (A \C′)n) 6= An for every n ≥ 1, which contradicts our assump-
tion about the maximality of C. Hence, An \ (A \ C)n ∈ Inv(A) for every
n ≥ 1 and by Lemma 3.1 C is a nontrivial projective subuniverse containing
B.
Lemma 6.13. Suppose A is a finite idempotent algebra, R is a notrivial
projective subuniverse of An. Then there exists a nontrivial projective sub-
universe ofA.
Proof. We prove by induction on the arity of R. For n = 1 it is trivial.
Assume that pr1(R) 6= A1. We know that every basic operation f ofA
n has
a coordinate that preservesR. Hence, the same coordinate preserves pr1(R),
and pr1(R) is a projective subuniverse of A1.
Otherwise, we choose any element a ∈ A1 such that R does not con-
tain all tuples starting with a. Then we consider R′ = {(a2, . . . , an) |
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(a, a2, . . . , an) ∈ R}. Since every operation preserves a, R
′ is a nontriv-
ial projective subuniverse ofA2×· · ·×An. It remains to apply the inductive
assumption.
Lemma 6.14. SupposeB is a projective subuniverse ofA/σ. Then
⋃
E∈B E
is a projective subuniverse of A.
Proof. Suppose an operation f/σ returns an element of B whenever its i-th
coordinate is from B. By the definition of a quotient, f returns an element of⋃
E∈B E whenever the i-th coordinate of f is from
⋃
E∈B E.
6.4 Central relation
σ ⊆ A2 is called reflexive if (a, a) ∈ σ for every a ∈ A. A subdirect relation
R ⊆ A × B is called central if {a | {a} × B ⊆ R} is nonempty and not
equal to A. This kind of relations came from the Rosenberg Classification of
maximal clones [26]. Such relations gave the name to central subuniverses as
the set {a | {a} × B ⊆ R} can be called a center, and we know from the
following theorem that a center is always a central subuniverse if the algebra
B avoids nontrivial binary absorbing and projective subuniverses.
Theorem 6.15. SupposeR ≤sd A×B,C = {c ∈ A | ∀b ∈ B : (c, b) ∈ R}.
Then one of the following conditions holds:
1. C is a central subuniverse of A;
2. B has a nontrivial binary absorbing subuniverse;
3. B has a nontrivial projective subuniverse.
Proof. Consider a ∈ A \ C. Assume that
(
a
a
)
∈ SgA
(
a C
C a
)
. By a+ we
denote the set {b ∈ B | (a, b) ∈ R}. Then there exists a function f ∈ Clo(A)
of arity n such that
f(a, . . . , a, c1, . . . , cn−s) = f(c
′
1, . . . , c
′
s, a, . . . , a) = a
for some c1, . . . , cn−s, c
′
1, . . . , c
′
s ∈ C. Since f preserves R, we derive for
h(x, y) = f(x, . . . , x︸ ︷︷ ︸
s
, y, . . . , y) that h(a+, A) ⊆ a+ and h(A, a+) ⊆ a+.
Thus, we obtained a nontrivial binary absorbing subuniverse on B, which
corresponds to the second case.
Assume that
(
a
a
)
/∈ SgA
(
a C
C a
)
for every a ∈ A \ C. If C is an
absorbing subuniverse, thenC is a central subuniverse, which is the first case.
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Assume that C is not an absorbing subuniverse. By Lemma 3.2, for every
n ≥ 1 there exists a C-essential subalgebra Rn ≤ A
n, which means that
for any n and any i ∈ {1, 2, . . . , n} there exists ani ∈ A \ C such that Rn ∩
(Ci−1 × {ani } × C
n−i) 6= ∅. Since A is finite, there exists an element a ∈
A \ C which is the most popular element among {an1 , . . . , a
n
n} for infinitely
many n. For each n with a being the most popular we do the following. We
restrict each variable ofRn satisfying a
n
i 6= a toC and consider the projection
of Rn onto the remaining variables. As a result we get a relation R
′
n of arity
kn ≥ n/|A| such that R
′
n ∩ C
kn = ∅ and R′n ∩ (C
i × {a} × Ckn−i) 6= ∅
for every i. Let D = B|B| and ρ ≤ A×D be the binary relation defined by
{(c, (d1, . . . , d|B|)) | ∀i : (c, di) ∈ R}.
For each R′n let the relation Ωn(y1, . . . , ykn) be defined by
∃x1 . . . ∃xkn R
′
n(x1, . . . , xkn) ∧ ρ(x1, y1) ∧ · · · ∧ ρ(xk, ykn).
Since R is subdirect, we can choose a′ such that (a, a′) ∈ R. Let B =
{b1, . . . , b|B|}. Since R
′
n ∩C
kn = ∅, we have
((b1, . . . , b|B|), . . . , (b1, . . . , b|B|)) /∈ Ωn.
Thus Ωn 6= D
kn and Dkn \ (D \ {(a′, . . . , a′)})kn ⊆ Ωn. Since we con-
sider idempotent case and kn can be as large as we need, we obtain that
SgD(D
i \ (D \ {(a′, . . . , a′)})i) 6= Di for every i. By Lemma 6.12 we ob-
tain a nontrivial projective subuniverse of D. Then, by Lemma 6.13, there
exists a nontrivial projective subuniverse on B, which is the third case of our
claim.
Lemma 6.16. Suppose R  A1 × · · · × An is full-projective and the i-th
coordinate of R is not uniquely-determined. Then
1. there exist l ∈ [n] and a central relation ρ ≤ Al ×Ai, or
2. there exists a nontrivial equivalence relation ρ ≤ A2i .
Proof. Without loss of generality we assume that i = 1. Choose an inclusion-
maximal reflexive symmetric relation S  A21 such that its first coordinate is
not uniquely-determined. If such S doesn’t exist then put S = R. Let S be
of aritym. Note that in either case S is full-projective.
For every k ∈ {2, 3, . . . , |A1|} we define σk(x1, . . . , xk) by
∃y2 . . . ∃ym S(x1, y2, . . . , ym) ∧ · · · ∧ S(xk, y2, . . . , ym).
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Consider several cases:
Case 1. σ|A1| is full. This means that there exists (b2, . . . , bm) such that
(a, b2, . . . , bm) ∈ R for all a ∈ A1. Let l ≥ 2 be the minimal number
such that S′(x1, . . . , xl) = S(x1, . . . , xl, bl+1, . . . , bm) is not full. Choose
(a1, . . . , al) /∈ S
′. Since S is full-projective, the required central relation with
a center containing bl can be defined by ρ(x, y) = S
′(y, a2, . . . , al−1, x).
Case 2. σ2 is not full. Since the first coordinate of S is not uniquily deter-
mined, σ2 is not uniquely-determined. Note that σ2 is a reflexive symmetric
relation. Hence, unless S is also binary reflexive symmetric relation, we get a
contradiction with the choice of S. Suppose S is binary reflexive symmetric.
If S is transitive, then S is an equivalence relation, which gives us case 2. If
S is not transitive, then S ( σ2, giving a contradiction with the choice of S.
Case 3. σ2 is full, σ|A1| is not full. Let l be the minimal number such
that σl is not full and (a1, . . . , al) /∈ σl. Note that σl is symmetric and
contains all tuples with repetitive elements. Then the required central rela-
tion with a center containing {a1, . . . , al−2} can be defined by ρ(x, y) =
σl(a1, . . . , al−2, x, y).
6.5 PC subuniverses
We start with a well-known characterization of the relations preserved by all
operations (see Theorem 2.9.3 from [22]).
Lemma 6.17. Suppose R ⊆ An is preserved by every operation on A. Then
R can be represented as a conjunction of binary relations of the form xi = xj .
Proof. We prove by induction on n. For n = 1 it is clear. If R is full then
we are done. Otherwise, consider R as a matrix whose columns are tuples
of the relation. Since Pol(R) contains all operations and there exists α /∈ R,
two rows of the matrix should be equal (otherwise we could find an operation
giving α on the matrix). Thus, for some i, j ∈ [n] the relation pri,j(R) is the
equality relation. Hence, Pol(pr[n]\{i}(R)) = Pol(R) and the claim follows
from the inductive assumption applied to pr[n]\{i}(R).
Lemma 6.18. Suppose A is a PC algebra and R ≤ An contains all the
constant tuples (a, . . . , a). Then R can be represented as a conjunction of
binary relations of the form xi = xj .
Proof. All constant operations preserve R, and together with the constant
operations the algebra A generates all operations on the set A. Hence, R is
preserved by all operations on A, and by Lemma 6.17 it can be represented
as a conjunction of binary relations of the form xi = xj .
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Lemma 6.19. Suppose R ≤sd A1 × · · · ×An, Ai is a PC algebra without
BACP for every i ∈ {2, . . . , n}, A1 has no a nontrivial central subuniverse.
Then R(x1, . . . , xn) = δ1(xi1 , xj1 ) ∧ · · · ∧ δs(xis , xjs), where for every ℓ ∈
[s] the first variable of δℓ is uniquely-determined whenever iℓ 6= 1 and the
second variable of δℓ is uniquely-determined whenever jℓ 6= 1.
This lemma says that the relation R can be represented by constraints
from the first coordinate to an i-th coordinate such that the i-th coordinate
is uniquely-determined by the first (also we can define the corresponding PC
congruence on the first coordinate using this relation) and by bijective binary
constraints between pairs of coordinates other than first. Also, it says that
in a subdirect product of PC algebras without BACP (even A1 is a PC al-
gebra) we can choose some essential coordinates which can have any value,
each other coordinate is uniquely-determined by exactly one of them (in a
bijective way).
Proof. We prove this lemma by induction on the arity of R. Assume that
prI(R) is not full for some I ( [n]. Then, by the inductive assumption,
one of its coordinates is uniquely-determined by another coordinate. Hence
some coordinate i of R is uniquely-determined by some coordinate j. Let
R′ = pr[n]\{i}(R) and σ = pri,j(R). Then
R(x1, . . . , xn) = R
′(x1, . . . , xi−1, xi+1, . . . , xn) ∧ σ(xi, xj).
By the inductive assumption, R′ and σ can be represented as conjunctions of
proper binary relations. Then R has the required representation.
It remains to consider the case when R is full-projective. If some coordi-
nate i ∈ {2, . . . , n} is not uniquely-determined then Lemma 6.16 implies the
existence of a nontrivial congruence onAi, or a central relation ρ ≤ Al×Ai.
The first option contradicts Lemma 6.18, the second option by Theorem 6.15
implies the existence of a nontrivial central subuniverse on Al, or the exis-
tence of a BA/projective subuniverse onAi, which contradicts the statement.
Thus, each coordinate i ∈ {2, . . . , n} of R is uniquely-determined.
If R is binary, then we are done.
Otherwise, consider the relation ζ defined by
ζ(z1, z2, z3, z4) = ∃x1∃x2 . . .∃xn−1∃x
′
1∃x
′
2
R(x1, x2, x3, . . . , xn−1, z1)∧R(x1, x
′
2, x3, . . . , xn−1, z2)∧
R(x′1, x2, x3, . . . , xn−1, z3)∧R(x
′
1, x
′
2, x3, . . . , xn−1, z4).
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Since R is full-projective, any projection of ζ onto 3 variables is a full rela-
tion and ζ contains all constant tuples (put x′1 = x1 and x
′
2 = x2). Then
Lemma 6.18 implies that ζ is a full relation. Choose a 6= b and consider
the evaluations of the variables corresponding to (a, a, a, b) ∈ ζ. Since
z1 = z2 = a and the second variable of R is uniquely-determined, we have
x2 = x
′
2. Since the last variable is uniquely-determined, we get z3 = z4, that
is a = b. Contradiction.
Corollary 6.19.1. Suppose σ1, . . . , σk are all congruences on A such that
Ai := A/σi is a PC algebra without BACP, put σ = σ1 ∩· · ·∩σk and define
ψ : A→ A1 × · · · ×Ak by ψ(a) = (a/σ1, . . . , a/σk). Then
(1) ψ is surjective, henceA/σ ∼= A1 × · · · ×Ak;
(2) the PC subuniverses are the sets of the form ψ−1(S), where S ⊆ A1 ×
· · · × Ak is a relation definable by unary constraints of the form xj =
aj;
Proof. (1). Consider the image ψ(A), which is a subdirect subuniverse of
A1×· · ·×Ak. By Lemma 6.19, this relation can be represented as a conjunc-
tion of binary relations whose one coordinate uniquely determines another (in
a bijective way). This means that congruences σi corresponding to these co-
ordinates should be equal, which contradicts the definition. Then ψ(A) is a
full relation and ψ is surjective.
(2). SupposeB is a PC subuniverse. IfB is empty, then the claim is trivial.
Otherwise, B is a block of a congruence δ such that A/δ ∼= D1 × · · · ×Ds,
where each Di is a PC algebra without BACP. Then for each i ∈ [s] there
exists a congruence δi ⊇ δ such that A/δi ∼= Di and δ1 ∩ · · · ∩ δs = δ.
Then δ1, . . . , δs are among σ1, . . . , σk , and the PC subuniverse B is defined
by fixing elements from the corresponding algebras amongA1, . . . ,Ak.
Corollary 6.19.2. The intersection of two PC subuniverses of A is a PC
subuniverse ofA.
Proof. The statement follows from characterization of all PC subuniverses of
A in Corollary 6.19.1(2).
Corollary 6.19.3. Suppose Bi ≤PC A for i ∈ [n] and B1 ∩ · · · ∩ Bn = ∅.
Then there exist i, j ∈ [n] such that Bi ∩Bj = ∅.
Proof. Using claim (2) of Corollary 6.19.1, we derive that eachBi = ψ
−1(Si),
where Si is definable by unary constraints of the form xj = aj . Since
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B1 ∩ · · · ∩ Bn = ∅, two of these unary constraints contradict each other.
Considering Si and Sj giving these two constraints, we obtain Bi and Bj
such that Bi ∩Bj = ∅.
Lemma 6.20. SupposeR ≤sd A1×· · ·×An,Bi ≤PC Ai for every i ∈ [n].
Then (R ∩ (B1 × · · · ×Bn)) ≤PC R.
Proof. If some Bi is empty, then the claim is trivial. Otherwise, each Bi is a
block of a congruence σi onAi (if Bi = Ai then this congruence is A
2
i ). Let
σ′i be σi naturally extended on R, that is, two tuples from R are equivalent
if their i-th coordinates are equivalent modulo σi. Let Ei be the block of σ
′
i
corresponding to Bi. Since R is subdirect, R/σ
′
i
∼= Ai/σi. Therefore, Ei is
a PC subuniverse ofR. Note that (R ∩ (B1 × · · · ×Bn)) = E1 ∩ · · · ∩ En.
By Corollary 6.19.2, E1 ∩ · · · ∩ En is a PC subuniverse.
Lemma 6.21. Suppose R ≤sd A1 ×A2, A1 has no nontrivial central sub-
universes, B2 is a PC subuniverse of A2, and B1 = pr1(R ∩ (A1 × B2)).
Then B1 is a PC subuniverse ofA1.
Proof. By the definition of a PC subuniverse, B2 is a block of a congruence
σ2 such thatA2/σ2 ∼= D1×· · ·×Dk for PC algebrasD1, . . . ,Dk. Consider
the natural mapping ψ : A2 → D1 × · · · ×Dk and the relation R
′ ≤ A1 ×
D1 × · · · ×Dk defined by R
′ = {(a1, ψ(a2)) | (a1, a2) ∈ R}. Since R
′ is
subdirect, by Lemma 6.19 it can be represented by binary constraints from the
first coordinate to an i-th coordinate such that the i-th coordinate is uniquely-
determined by the first, and by bijective binary constraints between pairs of
coordinates other than first. Note that each constraint from the first coordinate
to an i-th coordinate is as follows. There exists a congruence σ on A1 such
thatA1/σ is a PC algebra isomorphic toDi−1, then the constraint assigns to
all elements of each block of σ the corresponding element ofDi−1.
Suppose ψ(B2) = {(b1, . . . , bk)}. To define B1 we need to fix all the co-
ordinates of R′ other then first to b1, . . . , bk. Then B1 is either empty, or an
intersection of blocks of congruences σ such thatA1/σ is a PC algebra with-
out BACP. Since each such block is a PC subuniverse, by Corollary 6.19.2,
B1 is a PC subuniverse.
Lemma 6.22. SupposeR ≤sd A1 × · · · ×An, A1 has no nontrivial central
subuniverses, Bi is a PC subuniverse of Ai for every i ∈ [n], and B =
pr1(R ∩ (B1 × · · · ×Bn)). Then B is a PC subuniverse ofA1.
Proof. Let pr2,...,n(R) = D and C = D ∩ (B2 × · · · ×Bn). The relation R
can be viewed as a binary subdirect relationR ≤sd A1×D. By Lemma 6.20,
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C ≤PC D. By Lemma 6.21, pr1(R ∩ (A1 ×C)) is a PC subuniverse ofA1.
Then B is the intersection of pr1(R ∩ (A1 × C)) and B1, and also a PC
subuniverse by Corollary 6.19.2.
Lemma 6.23. SupposeBi is a PC subuniverse ofAi for i ∈ [n], n ≥ 3. Then
there does not exist a (B1, . . . , Bn)-essential relationR ≤sd A1×· · ·×An.
Proof. Assume the contrary. By Lemma 6.20, each relationRi := R∩(A1×
· · · × Ai−1 × Bi × Ai+1 × · · · × An) is a PC subuniverse of R. Since R
is (B1, . . . , Bn)-essential, R1 ∩ · · · ∩ Rn = ∅ and Ri ∩ Rj 6= ∅ for all
i, j ∈ [n]. This contradicts Corollary 6.19.3.
6.6 Common properties
In this section we will prove statements formulated in Section 3.
Lemma 6.24. SupposeR is a nontrivial strong subuniverse ofA1×· · ·×An
of type T 6= PC. Then there exists i ∈ [n] such that Ai has a nontrivial
subuniverse of type T .
Proof. We prove by induction on the arity of R. For n = 1 it is trivial. If
pr1(R) 6= A1 then by Lemmas 6.1 and 6.9 this projection is a subuniverse of
A1 of type T .
Otherwise, we choose any element a1 ∈ A1 such that R does not con-
tain all tuples starting with a1. Then we consider R
′ = {(a2, . . . , an) |
(a1, a2, . . . , an) ∈ R}, which, by Lemmas 6.1 and 6.9, is a nontrivial sub-
universe of A2 × · · · × An of type T . It remains to apply the inductive
assumption.
Lemma 3.4. Suppose B is a nontrivial projective subuniverse of a finite
idempotent algebra A, and B is not a binary absorbing subuniverse. Then
there exists an essentially unary algebraU ∈ HS(A) of size at least 2.
Proof. By Lemma 3.1, Rn = A
n \ (A \ B)n is an invariant of A for every
n. Since B is not a binary absorbing subuniverse, by Lemma 3.2 there exists
a binary B-essential relation R ∈ Inv(A). Put R′ = R ∩ R2, D = pr1(R
′),
and S(x, y) = ∃x′∃y′ R′(x, x′) ∧R′(y, y′) ∧R2(x
′, y′)∧R2(x, y). It is not
hard to check that S = ((D ∩B)× (D \B)) ∪ ((D \B)× (D ∩B)).
Then σ(x, y) = ∃z S(x, z) ∧ S(y, z) is the congruence on D having just
two blocks (D ∩B) and (D \B). We claim that the algebraD/σ ∈ HS(A)
is essentially unary.
Since B is a projective subuniverse, every n-ary operation f of A has a
coordinate i ∈ [n] such that f(b1, . . . , bn) ∈ B whenever bi ∈ B. If we
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restrict f to D (denote it by f |D), then f |D(b1, . . . , bn) ∈ D ∩ B whenever
bi ∈ D ∩ B. Since f |D preserves S, we also have f |D(b1, . . . , bn) ∈ D \ B
whenever bi ∈ D\B. Thus, f |D is the i-th projection modulo σ. HenceD/σ
is essentially unary.
Theorem 3.5. SupposeR ≤sd A1×· · ·×An, n ≥ 2,A1, . . . ,An are finite
idempotent algebras, and Bi ≤T Ai for every i ∈ [n]. Then
(1) (R ∩ (B1 × · · · ×Bn)) ≤T R;
(2) if T 6= PC or A1 has no nontrivial central subuniverses then
pr1(R ∩ (B1 × · · · ×Bn)) ≤T A1;
(3) if R is (B1, . . . , Bn)-essential then T ∈ {C,PC} and n = 2.
Proof. (1). It follows fromCorollary 6.1.3, Corollary 6.9.3, and Lemma 6.20.
(2). For T = BA(t) it follows from Corollary 6.1.2, for T = C it follows
from Corollary 6.9.2, for T = PC it follows from Lemma 6.22.
(3). For T = BA(t) we just apply the term operation t to a tuple from
R ∩ (A1 × B2 × · · · × Bn) and a tuple from R ∩ (B1 × · · · × Bn−1 ×An)
to get a tuple from R ∩ (B1 × · · · × Bn), which gives a contradiction. For
T = C it follows from Lemma 6.11, for T = PC it follows from Lemma
6.23.
Types of strong subalgebras are called similar if they are the same or if
they are BA types (with probably different term operations).
Lemma 6.25. Suppose B1 and B2 are nonempty strong subuniverses of a
finite idempotent algebra A and B1 ∩ B2 = ∅. Then B1 and B2 are of
similar types.
Proof. Assume the converse. Consider two cases.
Case 1. B1 is a PC subuniverse,B2 is a BA/central subuniverse. LetB1 be
a block of a congruenceσ such thatA/σ ∼= D1×· · ·×Ds (from the definition
of a PC subuniverse). By Corollary 6.1.1/Lemma 6.8 the set {b/σ | b ∈ B2}
is a BA/central subuniverse ofA/σ. Since B1 ∩B2 6= ∅, this subuniverse is
nontrivial. By Lemma 6.24 there exists i ∈ [s] such that Di has a nontrivial
BA/central subuniverse, which contradicts the properties ofDi.
Case 2. B1 is a binary absorbing subuniverse,B2 is a central subuniverse.
Let e ∈ B1 be chosen so that the set SgA(B2 ∪ {e}) is inclusion minimal.
By Lemma 6.7 we have SgA
(
e B2
B2 e
)
∩ B21 = ∅. Applying the binary
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absorbing term operation to (e, b) and (b, e) for some b ∈ B2, we get a tuple
from Sg
A
(
e B2
B2 e
)
∩B21 . Contradiction.
Lemma 3.6. Suppose A is a finite idempotent algebra, B1 and B2 are sub-
universes of A of types T1 and T2, respectively. Then B1 ∩ B2 is strong
subuniverse ofB2 of type T1.
Proof. If B1 or B2 is empty, then the claim is trivial. If B1 is a BA or central
subuniverse then the claim follows from Lemmas 6.1 and 6.9, respectively.
Assume that B1 is a PC subuniverse of A. If B1 is full, then the claim
is obvious. Otherwise, B1 is a block of a congruence σ on A. Assume that
B2 is not a PC subuniverse. Any block B of σ is a PC subuniverse of A and
by Lemma 6.25 we have B ∩ B2 6= ∅. Let σ
′ = σ ∩ (B2 × B2). Then
A/σ ∼= B2/σ
′ and B1 ∩B2 is a block of a congruence σ
′, which means that
B1 ∩B2 is a PC subuniverse ofB2.
IfB2 is also a PC subuniverse then it follows from Corollary 6.19.1(2) that
B1 ∩B2 is a PC subuniverse ofB2.
Theorem 3.7. SupposeA is a finite idempotent algebra,Bi ≤Ti A for every
i ∈ [n], n ≥ 2,
⋂
i∈[n]Bi = ∅, and
⋂
i∈[n]\{j} Bi 6= ∅ for every j ∈ [n].
Then one of the following conditions holds:
(1) n = 2 and T1 = T2 ∈ {C,PC};
(2) T1, . . . , Tn are binary absorbing types.
Proof. First, we prove by induction on n that the types T1, . . . , Tn are sim-
ilar. For n = 2 it follows from Lemma 6.25. Assume that n ≥ 3. Let
Ci = Bi ∩ Bn for every i ∈ [n − 1]. By Lemma 3.6, Ci ≤Ti Bn, and
C1, . . . , Cn−1 satisfy all the assumptions of this theorem. By the inductive
assumption T1, . . . , Tn−1 are similar types. In the same way we can prove
that T2, . . . , Tn are similar types. Hence, all the types T1, . . . , Tn are similar.
If T1, . . . , Tn are binary absorbing types, then we don’t need anything else.
If T1 = · · · = Tn = PC, then by Corollary 6.19.3 we have n = 2. Assume
that T1 = · · · = Tn = C. Let R be the n-ary relation consisting of all the
constant tuples (a, a, . . . , a). Then R is a (B1, . . . , Bn)-essential relation,
which contradicts Lemma 6.11.
6.7 Linear algebras and Maltsev operation
An algebraA is called linear if there exists an abelian group operation ⊕ on
A such that (x1⊕x2 = x3⊕x4) ∈ Inv(A). If additionally (A;⊕) ∼= (Z
s
p; +)
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then A is called p-linear. If a linear/p-linear algebra A has a term operation
(x⊖ y ⊕ z) thenA is called affine/p-affine.
An operationm is calledMaltsev ifm(x, x, y) = m(y, x, x) = y.
Lemma 6.26. Suppose a linear algebraA has a Maltsev term operationm.
ThenA is affine.
Proof. Applying the term m to the tuples (a1, a2, a1, a2), (a2, a2, a2, a2),
(a3, a2, a2, a3) from the relation x1 ⊕ x2 = x3 ⊕ x4 we obtain the tuple
(m(a1, a2, a3), a2, a1, a3) from the same relation. Hence m(a1, a2, a3) =
a1 ⊖ a2 ⊕ a3 for all a1, a2, a3 ∈ A, which completes the proof.
Lemma 6.27. SupposeR ≤ An, 1 ≤ k < n, and
(a1, . . . , ak, bk+1, . . . , bn) ∈ R,
(b1, . . . , bk, ak+1, . . . , an) ∈ R,
(b1, . . . , bk, bk+1, . . . , bn) ∈ R,
(a1, . . . , ak, ak+1, . . . , an) /∈ R.
Then there exist ρ ≤ A2 and c1, c2, d1, d2 ∈ A such that (c1, c2) /∈ ρ and
(c1, d2), (d1, c2), (d1, d2) ∈ ρ.
Proof. Let R be a relation of the minimal arity satisfying the conditions of
this lemma. If R is of arity 2 then we have the required property. With out
loss of generality, assume that k ≥ 2 (otherwise n− k ≥ 2). Define
R′(x2, . . . , xn) = ∃x1 R(x1, . . . , xn) ∧R(x1, . . . , xk, bk+1, . . . , bn).
The projections of the three tuples from the statement onto the last n − 1
variables are in R′, hence if (a2, . . . , an) /∈ R
′, then we derived a relation
of a smaller arity satisfying the required property, which contradicts our as-
sumption. Assume that (a2, . . . , an) ∈ R
′, then for some c ∈ A we have
(c, a2, . . . , an), (c, a2, . . . , ak, bk+1, . . . , bn) ∈ R. Then for the relation R
′′
defined by
R′′(x1, xk+1, . . . , xn) = R(x1, a2, . . . , ak, xk+1, . . . , xn).
we have (a1, bk+1, . . . , bn), (c, ak+1, . . . , an), (c, bk+1, . . . , bn) ∈ R
′′, and
(a1, ak+1, . . . , an) /∈ R
′′. Again we get a relation of a smaller arity with the
required properties, which contradicts the assumption about the minimality.
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Lemma 6.28. Suppose Clo(A) has no Maltsev term operation. Then there
exist ρ ≤ A2 and a1, a2, b1, b2 ∈ A such that (a1, b2), (b1, a2), (b1, b2) ∈ ρ
and (a1, a2) /∈ ρ.
Proof. Consider a matrix with 2 columns and k = |A|2 rows containing all
pairs (a, b) ∈ A2 as rows. Let α and β be the two columns of this matrix.
Let S = Sg
A
({αβ, ββ, βα}). If αα ∈ S, then there exists a term opera-
tion t such that t(α, β, β) = t(β, β, α) = α, hence t is a Maltsev term opera-
tion on A. Otherwise, we get a relation S ≤ A2k containing αβ, ββ, βα but
not containing αα. It remains to apply Lemma 6.27.
Lemma 6.29. SupposeA has no a Maltsev term. Then
1. A has a proper subuniverses of size at least 2, or
2. there exists a central relation R ≤ A2.
Proof. By Lemma 6.28 there exist ρ ≤ A2 and a1, a2, b1, b2 ∈ A such that
(a1, b2), (b1, a2), (b1, b2) ∈ ρ and (a1, a2) /∈ ρ. If pr1(ρ) 6= A or pr2(ρ) 6=
A, then we are done.
Otherwise, let S = b1 + ρ. If S = A then ρ is a central relation with a
center containing b1. Otherwise, S ⊇ {a2, b2} is a proper subuniverse of A
of size at least 2.
Lemma 6.30. SupposeR ≤ An is a full-projective and uniquely-determined
relation, and n ≥ 3. Then there exists a central relation ρ ≤ A2 or A is a
linear algebra.
Proof. Choose elements b, c ∈ A such that (c, b, . . . , b) ∈ R. Later we denote
c by 0. Define a ternary relation ⊕(x1, x2, x3) by
∃y1∃y2 R(x1, y1, b, . . . , b) ∧R(x2, b, y2, b, . . . , b) ∧R(x3, y1, y2, b, . . . , b).
We want to show that ⊕ represents a binary operation from an abelian group.
Let us prove all the required properties.
⊕ is an operation. Since R is uniquely-determined, for any x1 and x2 we
have unique choices of y1 and y2, and therefore we have a unique choice for
x3. Thus, it is an operation. Later we will use it as an operation and write
x1 ⊕ x2 = x3 instead of ⊕(x1, x2, x3). Note that if x1 = 0 then y1 = b and
therefore x2 = x3, hence 0⊕ a = a for every a ∈ A. Similarly, 0⊕ a = a.
⊕ is commutative. Let σ(x1, x2) = ∃x3 ⊕ (x1, x2, x3) ∧ ⊕(x2, x1, x3).
In other words, σ is the set of all pairs (a1, a2) such that a1 ⊕ a2 = a2 ⊕ a1.
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Since 0⊕ a = a⊕ 0, (0, a), (a, 0) ∈ σ for any a ∈ A. Hence, if σ is not full,
then we derived a central relation. If σ is full then ⊕ is commutative.
⊕ is associative. Let δ be the set of all tuples (a1, a2, a3) such that (a1 ⊕
a2) ⊕ a3 = a1 ⊕ (a2 ⊕ a3) (we could define δ by a pp-formula). Note that
(0, a, b), (a, 0, b) ∈ δ for any a, b ∈ A. Assume that δ is not full, then choose
(a1, a2, a3) ∈ A
3 \ δ and define a central relation by ρ(x, y) = δ(a1, x, y),
where 0 will be in the center.
Thus ⊕ is a commutative associative operation. Define ρ by
ρ(x1, x2, x3, x4) = ∃y ⊕ (x1, x2, y) ∧ ⊕(x3, x4, y).
Then ρ is x1 ⊕ x2 = x3 ⊕ x4, and thereforeA is linear.
Lemma 6.31. Suppose A is a linear algebra. Then there exists a nontrivial
equivalence relation σ ≤ A2 orA is a p-linear algebra for some p.
Proof. Let ρ ≤ A4 be the relation defined by x1 ⊕ x2 = x3 ⊕ x4, where
(A;⊕) is the abelian group from the definition of a linear algebraA.
Assume that two elements of this group have different orders m and n,
where m < n. Let δ be the set of all pairs (a, b) such that a⊕ · · · ⊕ a︸ ︷︷ ︸
m
=
b⊕ · · · ⊕ b︸ ︷︷ ︸
m
. Obviously, δ is pp-definable over ρ and constant relations, and δ
is a nontrivial equivalence relation on A.
If all elements of (A;⊕) have the same order then (A;⊕) ∼= (Zsp; +) for
some prime number p and integer s, andA is p-linear.
6.8 Existence of a strong subalgebra
Lemma 6.32. Suppose C is a clone on a set A andR ∈ Inv(C) is a relation
of the minimal arity such that Pol(R) is not the set of all operations. Then R
is full-projective.
Proof. Let R be of an arity k. Assume that R′ = prI(R) is not full for
some set I ( [k]. Since Pol(R′) should contain all operations, Lemma 6.17
implies that R′ can be represented as a conjunction of the equality relations.
Thus, for some i, j ∈ I the relation pri,j(R) is the equality relation. Hence,
pr[k]\{i}(R) is a relation of a smaller arity such that Pol(pr[k]\{i}(R)) =
Pol(R). Contradiction.
Lemma 6.33. SupposeA is a finite idempotent algebra, then
1. there exists a nontrivial congruence onA, or
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2. there exists a central relation R ≤ A2, or
3. A is polynomially complete, or
4. A is p-affine.
Proof. Consider the clone C generated from the operations ofA and all con-
stant operations. If C is the clone of all operations then A is polynomially
complete (case 3).
Otherwise, choose a relation R ∈ Inv(C) of the minimal arity such that
Pol(R) is not the clone of all operations. By Lemma 6.32,R is full-projective.
Since R is preserved by all constants, it cannot be unary. By Lemma 6.16
Inv(A) contains a nontrivial equivalence relation (case 1) or a central re-
lation (case 2), or the relation R is uniquely-determined, which is the only
remaining case. Since R is preserved by constants, it should contain all con-
stant tuples. If R is binary, then R is the equality relation, which contradicts
the fact that Pol(R) is not the clone of all operations. Thus, R is of arity at
least 3. Then by Lemma 6.30 we either get a central relation (case 2), or A
is a linear algebra. Then, by Lemma 6.31, we either get a nontrivial equiva-
lence congruence (case 1), orA is p-linear. IfA has a Maltsev term, then by
Lemma 6.26,A is p-affine (case 4). Otherwise, by Lemma 6.29 there exists a
central relation R ≤ A2 (case 2), or there exists B ≤ A with 1 < |B| < |A|.
In the later case let R′(x1, . . . , xn−1) = ∃xn R(x1, . . . , xn) ∧B(xn). Since
R is full-projective and uniquely-determined,R′ contains |B| · |A|n−2 tuples.
Therefore, it is not uniquely-determined, but it is still full-projective. Then
by Lemma 6.16 Inv(A) contains a central relation (case 2) or a nontrivial
equivalence relation (case 1).
Theorem 3.3. Every finite idempotent algebraA of size at least 2 has
(1) a nontrivial binary absorbing subuniverse, or
(2) a nontrivial central subuniverse, or
(3) a nontrivial PC subuniverse, or
(4) a congruence σ such thatA/σ is p-affine, or
(5) a nontrivial projective subuniverse.
Proof. We prove by induction on the size ofA.
Assume that there exists a nontrivial congruence onA. Let δ be a maximal
congruence on A. By the inductive assumption A/δ satisfies one of the five
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conditions of the theorem. In cases (1), (2) and (5) we have a nontrivial
BA/central/projective subuniverseB ofA/δ. Then by Corollaries 6.1.1, 6.9.1
and Lemma 6.14,
⋃
E∈B E is a BA/central/projective subuniverse of A. In
case (3), A/δ should be a PC algebra and any block of δ is a nontrivial PC
subuniverse ofA. In case (4) the congruenceσ should be trivial, and therefore
A/δ is a p-affine algebra.
Assume that A has no nontrivial congruences. By Lemma 6.33 one of
the cases 2-4 of this lemma should hold. In case 2, Theorem 6.15 implies
that A has a nontrivial binary absorbing subuniverse, or a nontrivial central
subuniverse, or a nontrivial projective subuniverse, that is, cases (1), (2), or
(5). In cases 3 and 4 we obtain cases (3) and (4) of this theorem.
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