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12 eL1 and ẽL1 for p = 4 and limiting on all the elements. . . . . . . . . . 95
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SUMMARY
This thesis is concerned with the development of numerical techniques to simu-
late compressible multi-phase flows, in particular a high-accuracy numerical approach
with mesh adaptivity.
The Discontinuous Galerkin (DG) method was chosen as the framework for this
work for being characterized for its high-order of accuracy –thus low numerical diffusion–
and being compatible with mesh adaptivity due to its locality. A DG solver named
DiGGIT (Discontinuous Galerkin at the Georgia Institute of Technology) has been
developed and several aspects of the method have been studied. The Local Discon-
tinuous Galerkin (LDG) method –an extension of DG for equations with high-order
derivatives– was extended to solve multiphase flows using Diffused Interface Meth-
ods (DIM). This multi-phase model includes the convection of the volume fraction,
which is treated as a Hamilton-Jacobi equation. This is the first study, to the author’s
knowledge, in which the volume fraction of a DIM is solved using the DG and the LDG
methods. The formulation is independent of the Equation of State (EOS) and it can
differ for each phase. This allows for a more accurate representation of the different
fluids by using cubic EOSs, like the Peng-Robinson and the van der Waals models.
Surface tension is modeled with a new numerical technique appropriate for LDG.
Spurious oscillations due to surface tension are common to all the capturing schemes,
and this new approach presents oscillations comparable in magnitude to the most
common schemes. The moment limiter (ML) was generalized for non-uniform grids
with hanging nodes that result from adaptive mesh refinement (AMR). The effect
of characteristic, primitive, or conservative decomposition in the limiting stage was
studied. The characteristic option cannot be used with the ML in multi-dimensions.
xxii
In general, primitive variable decomposition is a better option than with conservative
variables, particularly for multiphase flows, since the former type of decomposition
reduces the numerical oscillations at material discontinuities. An additional limiting
technique was introduced for DIM to preserve positivity while minimizing the numer-
ical diffusion, which is especially important at the interface. The accuracy-preserving
total variation diminishing (AP-TVD) marker for “troubled-cell” detection, which
uses an averaged-derivative basis, was modified to use the Legendre polynomial basis.
Given that the latest basis is generally used for DG, the new approach avoids trans-
forming to the averaged-derivative basis, what results in a more efficient technique.
Furthermore, a new error estimator was proposed to determine where to refine or
coarsen the grid. This estimator was compared against other estimator used in the
literature and it showed an improved performance. In order to provide equal order of
accuracy in time as in space, the commonly used 3rd-order TVD Runge-Kutta (RK)
scheme in the DG method was replaced in some cases by the Spectral Deferred Cor-
rection (SDC) technique. High orders in time were shown to only be required when
the error in time is significant. For instance, convection-dominated compressible flows
require for stability a time step much smaller than is required for accuracy, so in such
cases 3rd-order TVD RK resulted to be more efficient than SDC with higher orders.
All these new capabilities were included in DiGGIT and have provided a general-
ized approach capable of solving sub- and super-critical flows at sub- and super-sonic
speeds, using a high-order scheme in space and time, and with AMR. Canonical test
cases are presented to verify and validate the formulation in one, two, and three
dimensions. Finally, the solver is applied to practical applications. Shock-bubble in-
teraction is studied and the effect of the different thermodynamic closures is assessed.
Interaction between single-drops and a wall is simulated. Sticking and the onset of
splashing are observed. In addition, the solver is used to simulate turbulent flows,
where the high-order of accuracy clearly shows its benefits. Finally, the methodology
xxiii





Design of state-of-the-art turbine engines requires a good understanding of the mixing
of fuel and air at intricate conditions. These may include the fluids at sub- or super-
critical states, in gas phase or liquid phase, and even transitioning from one state to
the other. In addition, these types of flows include a wide range of scales and complex
geometries.
The same physics and challenges can be found in other multi-phase flow appli-
cations, from rocket engines to painting and from ship design to metallurgy. In
particular, the interaction of a shock or pressure wave with a material discontinuity is
a problem observed in a wide range of circumstances, from shock-wave lithotripsy [27]
to explosives [17].
So far, most of the knowledge obtained is experimental, but this approach tends
to be very complex and is subject to technical limitations when obtaining some mea-
surements. Experimental data tends to include uncertainties that do not allow correct
validation of the theory. As a consequence, numerical simulations are a promising
method for gaining further insight into the physics, especially as computational-power
limitations have decreased. Nonetheless, simulations require accurate validation data
from theoretical approaches or experimentation.
Accurate numerical studies can provide important information, especially at com-
plicated conditions where it can be difficult to extract measurements experimentally.
Obviously, these flows are also challenging for simulations, what makes compressible
multi-phase flows an area of active research. For decades scientists and engineers
1
working in the field of computational fluid dynamics (CFD) have been trying to im-
prove numerical schemes in order to simulate increasingly complex flows with greater
accuracy and efficiency. Simulations of multi-phase flows present an additional com-
plication than one-phase flows, which is the existence of a change in properties among
a length scale several orders of magnitude smaller than the scale of the problem. That
area with a high gradient of properties is the interface between both fluids. Resolving
this gradient turns out to be impractical because of the large range of length-scales
present. One solution has been to treat the interface as an area with a sharp change
of properties or even a complete discontinuity.
Fortunately, the advancement of the computational power has eased some chal-
lenges. However, even with the current computational power, this kind of simulations
cannot be conducted resolving all the scales, namely, from the size of the system to
the size of the droplets in the spray, including the broad range of turbulent scales.
In order to circumvent this limitation, mathematical techniques have been developed
to ease the computational needs. For instance, for highly turbulent flow Large Eddy
Simulations (LES) can be conducted, where the large scales of the turbulence is re-
solved, while the small scales are modeled. At the same time, the droplets in a spray
tend to be smaller than the grid resolution allowed by the computational resources,
thus the sprays are usually modeled assuming that the droplets are point-particles
and a Lagrangian formulation is used for each particle or group of particles. This
formulation requires the interaction of the flow with the droplets to be modeled and
this is where the study of individual droplets and groups of droplets come into the
scene.
Given the increased numerical challenges, the decrease of computational con-
straints, and the limitations of traditional numerical methods, the discontinuous
Galerkin (DG) method has widely grown in popularity. It has shown promise as





The terms “multi-phase” and “multi-fluid” are used almost interchangeably, so their
definitions should be discussed before we continue using them carelessly. The following
definitions are given in [137]:
• Multi-phase: “same fluid, different phases”.
• Multi-fluid: “different fluids”.
A phase is a region of space where the physical properties of a material are essentially
uniform. Thus, a multi-fluid flow is a multi-phase flow. In addition, the following can
be found in [117] in a numerical context:
• “In multiphase flows, a control volume contains a large number or individual
particles (or bubbles, etc.) with many interfaces”.
• “in multifluid flows, nearly all control volumes contain pure phases, except for
the computational cells around the interface.”
In this thesis the term multi-phase is used for the general case of more than one phase
(or fluid) present, while the term multi-fluid is reserved for the specific case of two
different fluids where the interface is being resolved.
Many numerical multi-phase approaches exist in the literature and can be split
into two groups. In the first one the interface is modeled as a discontinuity and is
composed by the following techniques. The more traditional approaches consist of
some form of interface tracking, where a marker at the interface is convected [138, 42].
Even though this method can be accurate, an important disadvantage is that it is
difficult to simulate large deformations, even more when the interface disconnects or
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reconnects. Other techniques capture the interface instead of tracking it. A common
approach of this type is the volume of fluid (VOF) method [47, 38]. Unfortunately,
geometric properties of the interface (e.g., curvature) are difficult to compute with
this method, especially in three dimensions, and are mostly limited to incompressible
flows [142]. The Level-Set (LS) method initially presented by Osher and Sethian [96]
solves these difficulties by using a smoothly varying function to identify each fluid.
This approach is usually complemented by the ghost-fluid method (GFM) to avoid
pressure oscillations at the interface [36]. The LS method has mostly been applied
to incompressible fluids and has the scheme-dependent problem of not conserving
mass [142, 90, 89]. The LS and VOF have been combined, usually called CLSVOF,
to reduce mass loss, however, it is still limited by the complexity of VOF and mostly
to incompressible flows [92, 142].
The second group is usually called Diffused Interface Method (DIM). In this ap-
proach the interface is diffused and an artificial mixture zone is created. One unique
set of governing equations are used in the whole domain. Also, the thermodynamic
closure is valid at each pure fluid and at the interface. These properties make the
DIM easier to implement than the methods mentioned above. In addition, they usu-
ally conserve mass, allow for topological changes, and do not require moving grids.
Nonetheless, the cost to pay is the high resolution needed to keep the effects of the
artificial thickness of the interface small in contrast to the flow features. The DIM is
inspired by the fact that real interfaces have a finite thickness that vary depending
on the thermodynamic properties and are the cause of surface tension effects [54]. In
many applications this thickness is several orders of magnitude smaller than the flow
features. The phase-field theory [60, 61] is a microscopic way to capture surface ten-
sion effects by physically resolving the interface. The Second Gradient Method can be
used in the context of the phase-field theory, especially to simulate flows close to the
critical point. Jamet et al. [63] used the Second Gradient Method with an artificially
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thickened interface to reduce the range of scales. Even though phase change is natu-
rally represented by this approach, so far this method is only useful for fundamental
research of small scale problems.
Most multi-phase implementations are incompressible. This has the advantage of
allowing larger time steps and reducing the computational cost. However, they cannot
include acoustic effects and simulate cases where the density changes significantly
within one fluid. This is particularly important close to the critical point or the
trans-critical region, where small displacements in the state diagram produce large
changes in the material properties and density.
Saurel & Abgrall [117] present a compressible model for two-phase flows by formu-
lating the Navier-Stokes (N-S) equations for each constituent and using an averaging
procedure, as suggested by Baer & Nunziato [6]. Subsequently, viscosity and mass
transfer were included in [118]. The result is a system of 7 equations similar to the N-
S, but with some specific terms that do not allow a conservative formulation. If mass
and/or heat transfer are present, they have to be closed depending on the specific
problem: evaporation, condensation, combustion, etc. The 7-equation model includes
relaxation between the pressure and velocity fields of different phases. If relaxation
characteristic times are relatively much smaller than the characteristic times of the
flow, these non-equilibrium effects can be neglected. As a result of this model, when
only two phases are present, following an asymptotic analysis to find the equilibrium
conditions and assuming some simplifications that are only valid for interface prob-
lems, the system can be reduced. If the velocity non-equilibrium is relaxed, the 6-eq.
model is obtained [116]. If the pressure non-equilibrium is also relaxed, the systems
results in 5 equations [100]. This approach conserves the total energy, the momentum
and the mass of each individual phase.
Further simplifications of the governing equations can be done. For instance,
the reader can find examples of the 4-equation model in [125, 1] and an equivalent
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formulation in [66, 160]. Although the 4-eq. model is easier to implement than the
5-equation model, it has some disadvantages: it only conserves the total mass, instead
of the mass of each phase, and the individual thermodynamic properties cannot be
recovered [1], which are needed for some Equations of State (EOS).
Surface tension is a considerable effect in several problems, including when breakup
or coalescence is involved. Brackbill et al. [18] pioneered the field of incorporating
surface tension in diffused interfaces. They proposed the Continuum Surface Force
(CSF) method for modeling capillarity in the form of a volumetric force, reformulating
a discontinuous interface effect in a continuum framework. In this case the volumetric
force is non-zero in the transition region of finite thickness representing the diffused
interface. The CSF method has been applied to VOF, LS, and DIM [137, 100].
Another method is the Continuous Surface Stress (CSS) method, which allows for
variable surface tension. Every method that captures the surface tension presents
spurious oscillations. In some cases, these instabilities are so large that they can break
a drop apart. The CSF and CSS were shown to present large spurious oscillations
at the interface unless some smoothing is applied. Instead of explicitly smoothing
the interface, the Proper Representation Of Surface Tension (PROST) method can
be used, which uses a least-squared approximation at each point before applying the
CSF [114]. The disadvantage of this approach is the additional computational cost.
Originally, it was shown for VOF, but Marchandise et al. [88] adopted the idea of the
least-squared approximation to smooth out the interface for LS. The CSF is usually
implemented as a source term. However, surface tension effects have been treated in
a conservative fashion in [100, 60]. It would seem that the later option leads to lower
spurious oscillations [100].
As many other multi-fluid models, a fluid marker has to be convected and in the
case of 4- and 5-eq. model it is the volume fraction. Even though this equation is not
in conservative form, the mass, momentum, and total energy equations are. Thus,
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these two models conserves the mass, the momentum, and the total energy. Finally,
DIM is efficient and it is the easiest method to implement [137] since it does not
require special treatment of the interface.
Compressible two-phase models, like the 5-eq. model, usually use the Stiffened
Gas (SG) Equation of State (EOS) to model pure liquids and gases. Its popularity is
due to its simplicity and flexibility to be adjusted to match certain properties. Allaire
et al. [1] implemented the 5-eq. model with each phase modeled by a different EOS.
Even though their approach is robust, it puts constraints on the fluid properties that
make general EOSs difficult to apply, especially for real gases.
Even though DIMs may present the difficulty of allowing the interface to diffuse
too much, especially when high shear is located at the interface, great efforts can be
found in the literature to prevent it [71, 123, 127].
1.2.2 Interface sharpening
Most numerical schemes present some numerical dissipation, partially, to provide sta-
bility or prevent unphysical oscillations. This is the case of shock-capturing schemes.In
the case of shock waves modeled by the Euler equations as discontinuities, the phys-
ical phenomena makes the shock become sharper balancing the numerical diffusion.
However, in contact discontinuities there is no natural behavior that counteracts the
effect of the numerical dissipation of the scheme, justifying the need of a numerical
artifact to control the thickness of the interface.
A lot of effort has been invested trying to overcome this problem. The most
helpful approach is a low-diffusive scheme, although any diffusion will smooth out the
solution for very long simulations. Harten [51] proposed the artificial compression
method, extended by Yang [153]. Later, Harten [53] presented the sub-cell resolution
method. Shu & Osher [122] compared these two methods in the ENO framework.
They observed that although the sub-cell resolution method could not be properly
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generalized to two dimensions, it presented slightly better results in 1-D than the
artificial compression method. At the same time, Yang’s approach counts with a
problem-dependent parameter that needs to be adjusted and the result in 2-D is
not as satisfying as for 1-D. Deprés & Lagoutière [31] presented a new approach
that had the problematic of producing stepping results. This was fixed later by
Bouchut [15] avoiding entropy violations, however it was only shown for a monotone
scalar conservation law in 1-D. Xu & Shu [150] applied the approach in [31] for a fifth-
order WENO scheme. They showed that first-order Euler forward time discretization
is unstable –needing at least a second-order Runge-Kutta time discretization– and
that shapes may get slightly distorted in 2-D. Bokanowski [14] presented a new limiter,
the N-bee, and compared it to the Ultra-bee for the advection and the Hamilton-
Jacobi-Bellman equations, however it also presented some over-compressibility.
A completely different approach was presented by Kokh [70] for the 4-eq. two-
phase model, where a source term compensates the numerical diffusion. This term
has a problem-dependent parameter that needs to be adjusted. A more sophisticated
approach was shown by Shukla et al. [123]. The previously mentioned problem-
dependent parameter is avoided by applying a relaxation scheme at the end of every
time step. In addition, they presented a correction term for the density, which was
ignored in [70]. Even though correcting every equation with source terms bring con-
servation issues, affecting only the volume fraction brings instabilities at the interface.
Nonetheless, the conservation property can be preserved if the correction is applied
as a flux instead of a source term. Recently, So et al. [127] presented an approach for
FV, also using the relaxation idea, but replacing the source term by a viscous term
with negative diffusion coefficient. Although the implementation is more complex,
the conservation property is preserved. A conservative approach was also proposed
by [128] using FD and applied to waves. In order to avoid the ad-hoc complexity
of those techniques or at least to reduce their need, a scheme with low numerical
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dissipation should be used.
1.2.3 Discontinuous Galerkin
The discontinuous Galerkin (DG) method was first derived in 1973 by Reed and
Hill [111] to study neutron transport. It was not used for fluid mechanics until after
Cockburn et al. generalized the method for hyperbolic equations in conservative form
with first order derivatives [23, 22, 21, 25].
The DG method belongs to the finite element (FE) family and uses a piece-wise
discontinuous space for the test function and the numerical solution [26]. The use of
the same function space for the test function and solution defines all Galerkin meth-
ods. Usually, the basis to form the space is composed of Legendre [26] or Lagrange [41]
polynomials, although other options have been studied in the literature [158]. The
discontinuity is localized at the boundary of each element and the coupling between
elements is done by computing fluxes as in finite volume (FV) schemes, e.g., us-
ing an approximate Riemann solver. This kind of coupling allows DG to formulate
each element locally, making the implementation highly parallelizable, h-p adaptivity
friendly, compatible with complex geometries, and is capable of achieving high-orders
of accuracy even with unstructured grids and hanging nodes (e.g., see [112]). Given
that DG is a result of FE and FV, the terms element and cell are generally used
indistinctly in this context.
DG can only solve governing equations with first-order derivatives in space. Sev-
eral modifications have been suggested for high-order spatial derivatives, including el-
liptic and parabolic partial differential equations, since is needed for several common
applications like with the Navier-Stokes equations due to the viscous terms. Most op-
tions for elliptic equations were discussed in a unified way in [2], including the interior
penalty (IP) method and the BR2 method [9]. The most popular technique has been
the Local Discontinuous Galerkin (LDG) method [24] for its stability and simplicity.
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In this approach, the governing equation is rewritten as a system of equations with
only first-order derivatives. This way, it can handle higher-order derivatives [152].
The Compact Discontinuous Galerkin (CDG) method [99] provides a smaller stencil
that LDG, only beneficial for schemes that require assembling a global matrix. The
recovery DG method was suggested in [139], which consist in using a least-square
approximation of the solution at the face to avoid the discontinuity. Unfortunately,
this approach is more computationally expensive than the previous options.
The time integration scheme most widely used has been the ubiquitous 3rd-
order TVD Runge-Kutta (RK) method, leading to what is known as the RKDG
method [23, 22, 21, 25]. Given that DG has the ability to easily achieve high-order
spatial accuracy, some effort to maintain comparable time accuracy has been reported
[148]. Under some conditions, especially with higher order derivatives, the time step
required for stability of the RKDG method can be very limiting. Recently, Xu &
Shu [148] suggested that the Spectral Deferred Correction (SDC) method, derived
by Dutt et al. [35], may be an alternative time stepping scheme. It has been shown
that SDC can be used in an explicit, semi-implicit, or fully implicit form, and it is
easy to extend to high-order accuracy in time [93]. Xia et al. [145] studied a semi-
implicit SDC method, in addition to other alternative techniques, to use with the Lo-
cal Discontinuous Galerkin (LDG) method. SDC combined with DG (SDC-DG) has
not yet been used extensively for practical applications. Grooss and Hesthaven [46]
used a semi-implicit SDC to solve the incompressible Navier-Stokes with free-surface
flows. Even though Gottlieb et al. [45] presented RK methods of order higher than
3, these schemes are very difficult to derive, while the extension of SDC to any order
is straightforward. In addition, TVD-RK methods of 4th-order or greater require the
governing equation to be invariant to time reversal [44, 45]. The Euler equations are
invariant to this transformation, but the Navier-Stokes (NS) equations are not. The
possibility of an SDC method with the strong stability preserving (SSP) property
10
was studied by Gottlieb et al. [43] and more extensively by Liu et al. [84]. Note that
TVD schemes are SSP schemes that were originally derived using the total variation
norm [45], instead of a generic norm. Therefore, in practice the TVD and the SSP
properties are equivalent, but TVD could be considered a particular case of SSP. Liu
et al. [84] showed that SSP-SDC algorithms can be obtained, but the derivation gets
very complicated as the order increases and the CFL coefficient is smaller than for
the SSP-RK.
The current method also combines the SDC-DG approach with adaptive mesh
refinement (AMR) to dynamically and locally refine or coarsen the grid based on an
estimation of the numerical error. Issues with the implementation such as hanging
nodes, particularly in quadrilateral or hexahedral grids are addressed. The DG for-
mulation works well with AMR because of its local nature [112] and its performance
is demonstrated in this paper.
As with other numerical approaches, it is well known that DG methods may
cause non-physical oscillations close to discontinuities due to the Gibbs phenomenon,
especially when higher order schemes are used because of lower numerical dissipation.
Therefore, some approach to “limit” this effect is needed. One common technique
consists of applying limiters inherited from FV techniques, several of which have been
developed in the last two decades. Cockburn & Shu [23] demonstrated a modified
minmod limiter for the DG method, but it has the disadvantages of dropping the
order of accuracy when it is activated and relies on a user-defined parameter to make
it total variation bounded (TVB) instead of total variation diminishing (TVD). Qiu
& Shu [108] showed that the weighted essentially non-oscillatory (WENO) approach,
borrowed from FV, can smoothen the non-desired oscillations but increases the size
of the stencil and loses the sub-cell information that DG provides. In a later study,
Qiu & Shu [107] used a modified WENO scheme based on Hermite polynomials to
reduce the stencil.
11
Other limiters, such as the moment limiter (ML), originally proposed by Biswas
et al. [11] for uniform grids and further improved, e.g., by Krivodonova [72], has
also been proposed for DG applications. The ML is generally applied to a Legendre
polynomial basis limiting the conservative or the characteristic variables. Yang &
Wang [154] modified the ML for unstructured grids for a spectral difference (SD)
method, applying it to a polynomial basis based on the averaged derivatives along
the cell, instead of estimating the derivatives at the cell center as in [72]. The hierar-
chical reconstruction (HR) method, introduced by Liu et al. [86], was applied to DG
with a WENO-type reconstruction at each hierarchical level [149]. In this approach
characteristic decomposition is not used, but rather small overshoots/undershoots
appear especially as the order of accuracy is increased [85]. For DG schemes with
very high order elements, artificial dissipation to smooth out discontinuities has also
been proposed [62, 101, 8]. In this paper the ML as presented in [72] is modified for
non-uniform grids with hanging nodes. The ML is usually applied to characteristic
variables, which is only consistent in a one-dimensional sense. Therefore, the conse-
quences of limiting the conservative, primitive, or characteristic variables are studied
to later apply it to multi-dimensional cases.
Even though good limiters tend to keep the original order of accuracy in smooth
regions, they may increase the error slightly [106, 72]. Hence, the application of
such limiters within the domain needs to be minimized. This task is carried out by
what is usually called a “troubled-cell” detector, which identifies the cells that may be
becoming oscillatory or unstable, and thus require a limiter. Moreover, if the detector
is computationally faster than the limiter, the speed of the solver can be increased by
reducing the number of cells where the limiter is applied. In the past, several limiters
were adapted as detectors [106], and the ones with best success are the minmod-based
TVB limiter [23], the shock-detector by Krivodonova et al. [74] (KXRCF), and the
indicator based on Harten’s sub-cell resolution [52]. In [154], the accuracy-preserving
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TVD (AP-TVD) detector is suggested in an SD frame and compared against the
other detectors just mentioned above and was shown to produce better agreement.
Therefore, the AP-TVD detector is adapted to the DG method with some additional
modifications, as reported below.
In order to achieve the best balance between accuracy and efficiency, computa-
tional effort should be focused on regions of the domain where “interesting” flow
phenomena occur, e.g., at the complex structure of the interface between two phases.
This is made possible with adaptive mesh refinement (AMR), also known as h adap-
tivity, where the grid is dynamically and locally refined or coarsened based on some
criteria. Because of its local nature, DG works well with this technique since most of
the information needed from a neighboring cell is located on the face, thus refinement
or coarsening of neighboring cells does not alter the formulation. AMR requires an
indicator to determine where to refine or coarsen the grid based on an estimated nu-
merical error. The numerical error well depends on the scheme, thus accurate error
estimators used in Finite Volumes (FV) or Finite Differences (FD) are not valid here.
Considerable research has been invested in estimating the numerical error for the DG
method for conservative hyperbolic equations (e.g., see [37]), but usually these ap-
proaches are computationally expensive and therefore inefficient. Faster –but perhaps
less accurate– methods have also been derived for DG. Remacle et al. [112] used a
simple error estimator based on the jump between elements, which is the same princi-
ple as used in the shock-detector KXRCF. Trouble-cell detectors have also been used
as error estimators [113, 162]. Zhu et al. [162] compared a few of them and found
that KXRCF provided very good results for typical one-dimensional shock problems.
In addition, Leicht and Hartmann [78] used the jump between elements to determine
the direction for anisotropic refinement. A similar approach to AMR is the multi-
resolution technique, which is more complex but it has a more thorough mathematical
proof. Refer to [121] for the application of multi-resolution to DG.
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After time integration (sub-steps included) cells may have non-physical values
at some of the quadrature or nodal points. In the case of the Euler equation (and
Navier-Stokes equation) this usually means negative density, pressure, or temperature.
In the case of some DIM this also includes a volume fraction lower than zero or
greater than one. Zhang and Shu [159] presented a limiting technique to help preserve
the positivity of density and pressure, while minimizing the numerical diffusion, for
the Euler equations with the ideal gas assumption. This equation of state makes
the relationship between energy, density, and pressure simple, thus, the positivity of
pressure is relatively easy to control. However, this is not the case for the two-phase
models with generic EOSs (e.g., the Peng-Robinson EOS). Wang et al. [141] suggested
a modification to increase the efficiency valid when the pressure is a concave function
of the conservative state vector. Unfortunately, this is also not valid for generic EOSs.
In [149] a brute-force iterative procedure is applied to enforce pressure positivity. The
inconvenient of this strategy is that after every iteration the pressure has to be checked
at every quadrature point, what has some computational cost.
The non-linear convection equation for the volume fraction can be expressed as a
particular case of the Hamilton-Jacobi equation. Its discretization is not trivial and
requires a special approach. In particular for DG, Shu and others showed an approach
to solve the Hamilton-Jacobi equation using the RKDG in a series of papers [55, 79, 82,
20]. A caveat of this technique is that under certain circumstances it may violate the
entropy criteria, in which case an ad hoc approach has to be done locally. Wang and
Shu [140] applied the RKDG to a compressible multi-fluid model using the GFM. Yan
and Osher [151] solved the Hamilton-Jacobi equation using the Local Discontinuous
Galerkin (LDG) method. The advantage of this approach is that it does not violate
the entropy criteria. Having to use LDG instead of DG is not an inconvenient, since
LDG is already required to include viscous terms. Dirichlet conditions are usually
strongly imposed in FD and FV schemes. However, the natural way to apply Dirichlet
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conditions in DG is weakly. In the context of CFD, this is mostly relevant for wall
conditions. Nordstrom et al. [95] studied the convergence to a steady-state solution of
the Navier-Stokes equations for weak and strong wall conditions using a FV scheme.
For the cases analyzed, the weak approach converged faster and both techniques
converged at the same rate when reducing the grid size. Collis [29] compared the
weak and strong techniques for DG and concluded that the first one produced more
stable results, especially at low resolutions. This is particularly interesting in the
context of wall models for LES, where, in general, it is difficult to properly resolve
the flow close to the wall.
Given the nature of the DG formulation there are two similar approaches to weakly
impose the boundary condition. The boundary condition is specified through the
numerical flux at the element face. Thus, one option is to replace the numerical flux
used in the interior of the domain by a specific flux based on the properties of the
boundary [3]. The other option is to use the same flux as in the interior, but replace
the outer state needed in the numerical flux by the state vector at the boundary [9].
The limited domain of analysis leads to the requirement of artificial inflow and
outflow boundaries conditions (BC). At the same time, unsteady simulations require
minimum numerical dissipation schemes, to avoid non-physical waves originated by
the initial value, artificial boundaries and other inaccuracies. Therefore, it is necessary
to have a way to get rid of them and one way is with non-reflective boundaries, where
ideally any wave goes through them without returning.
The development of non-reflective boundary conditions (BCs) has been a field of
active research for years and a common exploited method to formulate them is mak-
ing use of the characteristics of the flow. In 1990, Thomson [134] presented a classical
paper on the treatment of time-dependent BCs for hyperbolic equations where char-
acteristic analysis was used in the frame of finite differences. Subsequently, in 1992
Poinsot and Lele [103] extended this formulation to the Navier-Stokes equations for
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calorically-perfect gases, where a local one-dimensional inviscid (LODI) problem was
assumed. In 1994, Baum et al. [10] extended the formulation to multicomponent re-
active flows for thermally perfect gases. In 2003, Sutherland et al. [129] made evident
the need for including the effect of the source terms, previously neglected. In 2005,
Yoo et al. [157] presented a treatment that solved some of the problems resulting from
the assumptions of one-dimensionality and non-viscosity. In 2007, Yoo and Im [156]
improved this formulation even further. Later, Lodato [87] applied it to three dimen-
sional flows with a special edge/corner treatment. Most of the literature express the
governing equations in terms of x, y and z coordinates and it is generally assumed
that the inflow and outflow boundaries are perpendicular to the x direction. All this
can be generalized writing the equations in local orthonormal coordinates, where one
direction is normal to the boundary and the other two are tangent to it, as followed
by Moureau [94].
Different approaches had been sought to improve the absorption of the bound-
aries, what resulted in the family known as Absorbing Layers, originally introduced
by Israeli & Orszag [59]. In recent years, they have been used to complement the
characteristic boundary conditions. The Absorbing Layers have one small disadvan-
tage, which is that an additional computational layer is needed next to the artificial
boundary. Absorbing Layers can be reflective themselves, so it has been shown that
this effect can be reduced if their strength increases from null inside the domain to a
maximum at the domain boundary [30].
Two popular techniques exist in this family. The simplest one is the Absorbing
Sponge Layer (ASL), where linear friction is added as source term. This technique
is very simple to implement, but its performance is limited. The other technique is
the Perfectly Matched Layer (PML), which adds complex terms to the eigenvalues
to make the governing equation dissipative. Although its implementation is more
difficult, its performance is greater. A broad review on artificial boundary conditions
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with non-reflective properties are presented by Colonius [30].
Due to the late evolution of the DG scheme and its weak formulation, the char-
acteristic boundary condition was not applied until 2011 by Toulopoulos & Ekateri-
naris [136]. The Absorbing Layers have been analyzed in the context of DG mostly
with the linearized Euler equation [3, 56]. The development of non-reflective bound-
ary conditions are particularly of interest when turbulence is involved, because it can
generate significant fluctuations near the boundaries.
1.2.4 Large-eddy Simulations
Several applied flows are in a turbulent regime. Turbulence is characterized by a large
range of scales, what requires a very large grid to be able to include the extremes,
what renders the simulation impractical for some applications. Cases where all the
scales are captured are called Direct Numerical Simulation (DNS). When the Reynolds
number that characterizes the specific problem is large enough, the range of scales
is wide and three ranges can be identified: the large scales, the inertial range, and
the small scales [133]. The small scales tend to be isotropic and universal, meaning
that their behavior can be predicted for any problem of this kind. This concept gave
birth to what is known as Large Eddy Simulations (LES), where the large scales are
resolved, while the behavior of the small universal scales are modeled [104].
In order to apply the idea described for LES, the governing equations are filtered
with a low-pass spatial filter. This filter creates unknown terms corresponding to the
unresolved scales and need to be modeled. Sometimes the unresolved scales are called
sub-grid scales (sgs), referring to the fact that the unresolved scales are usually smaller
than the scales the grid is capable of resolving. This idea is linked to the discretization
and the specific methodology. Therefore, the term unresolved is preferred over the
sgs concept, as mentioned in [104].
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The small scales are responsible of removing energy from larger scales, correspond-
ing to the energy cascade theory. However, not always is the energy transfered to
smaller scales, but in some instants the energy is transfered in the opposite direction,
what is called backscattering. The most popular model to close the unresolved scales
is the Smagorinsky model. Although it is attractive for its simplicities, it count with
several inaccuracies, including the lack of backscattering. More sophisticated models
like the Dynamic Smagorinsky may produce backscattering when the viscosity term
becomes negative, but their behavior is not based on physical models.
An inconvenient that is found in the discretization of the filtered governing equa-
tion is the commutativity required between the filter and the derivatives in space and
time. This problem arises in several applications with complex wall-bounded geome-
tries, especially if high-order schemes are used. Given the severity of this issue, it is
an area of active research. Note that highly accurate simulations require of highly
accurate models and they must be applied together with highly accurate schemes.
Otherwise, if the scheme is not accurate enough, the numerical error may be larger
than the effect of the model.
Several approaches based on multi-scale methods have been under development
in order to overcome the difficulties mentioned. Some examples are the Variational
Multi-Scale (VMS) method by Hughes [57, 58], the Dynamic Multi-Level (DML)
method by Dubois et al. [33], the rapid distortion theory (RDT) by Laval et al. [75, 76],
and the Two Level Simulation (TLS) method by Kemenov and Menon [68].
VMS makes use of local spectral decomposition to split the large and small scales.
This decomposition makes this method an ideal approach to be implemented with
DG. DG/VMS counts with the following advantages over traditional LES methods as
mentioned by Collis [28]: a priori scale separation avoids filtering problems like com-
mutation errors; the method converges to DNS as the small scales become resolved;
the method is high-order accurate; the method is independent of the grid quality; the
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simulation can go from a U-RANS regime to a DNS condition passing through LES
in between; the framework eases the requirements over the small-scale model, making
the solution less sensitive to it; the method has a solid mathematical formulation;
and the technique is highly local, like the DG method.
By making use of the spectral decomposition in VMS, the modeling of the small
scales only affects the resolved small scales. For the modeling any traditional approach
can be used. Even the Smagorinsky model with constant coefficient has shown very
good results [13]. Nonetheless, in order to avoid setting a parameter that somewhat
depends on the problem, a dynamic model, like the Dynamic Smagorinsky model
could be used. In summary, the VMS framework still needs of the traditional models,
but VMS improves the performance of the model in many ways.
The Dynamic Smagorinsky model with the traditional LES approach has been
applied to DG solvers in [120]. By slightly rewriting the model equations carefully,
the formulation becomes independent of the filter size. This is specially interesting for
DG, since it avoids defining the size of the filter. The test filter needed is copied from
applications of the Spectral Element Method (SEM) [81, 12, 119], since DG and SEM
belong to the same FE family. The filter is applied directly to the coefficients that
multiply the (hierarchical) basis. A comparison between different bases was done in
[12], but no significant differences were observed, except for the fact that the Legendre
basis maintains the conservation property of the scheme. Different types of filters have
been used: sharp cut-off[120, 119], exponential[120], and Boyd-Vandeven[81, 12]. The
sharp cut-off and exponential were compared in [120], and the former showed better
results for a channel flow respect to its DNS solution. In addition, the sharp cut-off
is computationally cheaper to implement.
Another dynamic model is the Localized Dynamic k-equation Model (LDKM).
The main distinction between Dynamic Smagorinsky and LDKM is that the later does
not neglect the unresolved kinetic energy. For this purpose, it includes an additional
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equation to track the amount of kinetic energy that is not being resolved. Up to the
author’s knowledge, LDKM has never been used for DG.
1.3 Motivation
The subjects covered in the literature review are summarized and put in context
to show what is motivating the current research. All the ideas described below are
pictured in Fig. 1.
Figure 1: Diagram of the physics and numerical aspects involved in the simulation
of fuel injection for gas turbines.
Modern fundamental and applied research in fields related to fluid mechanics re-
quire advanced numerical techniques that maximize the efficiency, i.e. that provide a
smart balance between maximizing the accuracy and minimizing the computational
time required. Fuel injection into combustors of gas turbines is an example of one
of such fields. Experimental studies provide limited information and numerical tech-
niques could complement them. However, these methods need to be improved to
achieve the level of modern challenges.
At the physics level, simulation of fuel injection into combustors includes different
20
thermodynamic states –sub-, super-critical, a mixture of them, and even transitions–,
chemistry, and turbulence. Fluctuating thermodynamic states and chemistry demand
a compressible framework, since the assumption of constant density would not work
in this conditions. Furthermore, acoustics are key elements in combustors and if
one is interested in studying their effect, compressibility must be considered. For
sub-critical simulations a compressible model is needed and, based on the literature
review, a compressible DIM like the 5-eq. model is a promising option. At the
same time, the framework has to be compatible with real gases (i.e. work with
advanced EOSs) to be able to include the super-critical range, particularly close to
the critical point. The turbulence in common combustors cover a wide range of scales
impossible to resolve with the computational power available, so LES is a required
approach. Limited domains, compressibility, and sophisticated governing equations
tend to raise the expectations of the boundary conditions. Multi-phase simulation,
particularly DIM, commonly present other 4 numerical requirements: formulation of
surface tension, control of the thickness of the interface, provide an efficient way of
capturing the wide range of scales in addition to LES, e.g., using AMR, and present
low numerical diffusion. The last two aspects make DG a valuable framework for these
types of flows. As mentioned in the literature review, DG also provides promising
qualities regarding LES and, in some extent, the BCs.
DG is a new technique with very promising characteristics. However, given its
short age, its growth has been mostly in theoretical contexts, while the range of
applications and the experience so far is limited. Hence, it requires all the physics
and numerical techniques to be studied or at least verified. For instance, limiting
techniques and refinement approaches need to be computationally efficient; DG for
multi-phase flows have limited literature, particularly DIM and surface tension which
do not have any coverage up to the author’s knowledge.
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1.4 Thesis outline
This thesis is organized as follows. Chapter 2 establishes the research objectives. The
physical models are covered in Chapter 3. This is followed by the description of the
numerical methods used and developed in Chapter 4. A new technique to control the
interface thickness is verified in Chapter 5. This is followed by the verification and
validation of the Discontinuous Galerkin solver with improved techniques for AMR
and limiting with emphasis on flows with discontinuities in Chapter 6. The innova-
tive application of a Discontinuous Galerkin method to Diffused Interface Methods is
shown in Chapter 7. This is followed by a new approach using the Local Discontinu-
ous Galerkin method for sub- and super-critical flows in Chapter 8 with applications
to underwater bubble collapse. This approach is extended to two-phase viscous flows
with surface tension in Chapter 9 with applications to drop-wall interaction. In addi-
tion, Chapter 10 introduces the developed solver to applied aspects, like turbulence,
LES, and boundary conditions, and applies the solver to more complex flows. Fi-
nally, Chapter 11 concludes the current study and it is followed by recommendations




The final goal is to develop the numerical capability required to provide insight into
the nature of multiphase flows in reacting environments at different thermodynamic
conditions with complex geometries. In particular, the following steps are specific
objectives for the current study toward the main goal:
1. Develop a technique to control the thickness of the interface for a compressible
DIM.
2. Develop an efficient DG scheme for flows dominated by discontinuities and with
a large range of scales that can run on hundreds or thousands of CPUs. This
includes AMR capabilities, a framework parallelized for a distributed memory
computer, and limiters. The limiter is compatible with AMR. An efficient re-
finement criteria is determined. The efficiency of the solver tends to increase
with the order of accuracy, but it is assessed if that is the case when disconti-
nuities dominate. All the algorithms are as compact as DG in order to exploit
its simple parallelization characteristics.
3. Develop a DG scheme for multi-phase flows that:
• is compatible with complex EOSs; and
• can model surface tension effects.
Thus, the following new approaches are derived and implemented:
• a technique to work with multiple EOSs simultaneously compatible with
complex EOSs;
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• an approach to solve a DIM with DG; and
• a method with a compact stencil to compute surface tension effects with
DG.
4. Demonstrate the application of DG to turbulent flows with DNS and LES.
Decaying isotropic turbulence is used for this purpose because it is a well known
fundamental problem.
5. Solve a liquid jet in cross flow. One of the cases studied in the Combustion Lab
for GE is used as reference.





Below a series of related governing equations are presented. The first one is the
most generic and includes the capability of resolving multiple phases with multiple
components. As certain effects are neglected the equations get simplified almost like
in a hierarchical way. Figure 2 shows a diagram representing the relation between
them and how the simplifications evolve.
3.1.1 The multi-component multi-phase model
The model presented here resembles the Navier-Stokes equation with multi-species in
the sense that there is conservation of mass of each species, momentum, and energy.
However, in addition the current approach tracks each phase by convecting the volume
fraction of the different phases. This is a new formulation that results from combining
the the Navier-Stokes equation with multi-species and the 5-eq. model shown below.
Nonetheless, the surface tension is neglected to reduce the complexity.
Let αξ represent the volume fraction of each phase ξ, Np the number of phases,
and Nsξ the number of species in phase ξ. In the notation adopted in this section,
ξ refers to the phase and η to species, unless explicitly stated otherwise. Also, when
a variable has two indexes, the first one indicates the phase and the second one the
species. The volume fraction follows this constraint:
Np∑
ξ=1
αξ = 1 (1)
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Figure 2: Diagram of the governing equations included in this study.




where Yξ,η is the mass fraction of species η taking into account only the species in






































The term “mixture” is added to clarify that it refers to the result of all the phases
present in a given unit volume.



































for i, j = 1, 2, 3, ξ = 1, ..., Np, and η = 1, ..., Nsξ
where vj is the velocity component in the xj direction, P is the pressure, δij is the
Kronecker delta tensor, ṁ is a reaction rate, λ is the thermal conductivity, T is the
temperature, ET is the total energy defined as ET = 1/2 vjvj + e, where e is the





Also, gj is the gravity component in the j
th direction, Vj,η is a diffusion speed (defined















where the viscosity of the mixture is computed as µ =
∑Np
ξ=0 αξµξ. Likewise, the
thermal conductivity is computed as λ =
∑Np
ξ=0 αξλξ (see [91] for the derivation).




where Xη is the molar fraction of species η within phase ξ, Vi,η is the diffusion velocity




where Scη is the Schmidt number of species η. In order to make sure that there
is conservation of mass a correction velocity V Cξ needs to be added (see [94] for an
explanation). Then, the diffusion flux is defined as:































Molecular diffusion due to temperature gradients and heat flux due to mass fraction
gradients, known as Soret and Dufour effects, respectively, are neglected here.












where γξ is the specific heat ratio of phase ξ.
Given that each phase is assumed a homogeneous mixture, the properties in each
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Note that because of the constraint expressed in Eq.1, the first row of Eq.2 only
needs to be solved for Np− 1 phases. For example, the volume fraction αNp can be
computed as αNp = 1−
∑Np−1
ξ=1 αξ.
In order to render the governing equations solvable, proper boundary and initial
conditions need to be defined.
The governing equation presented above applies to non-miscible phases, meaning
that species diffuse within the same phase, but not into a different phase. For example,
a system with water and air could be modeled as a liquid phase with H2O, and a
gas phase with N2 and O2, where N2 and O2 can diffuse into each other, but they
do not diffuse into H2O. In real systems, there could be a small concentration of
N2 or O2 in gas phase inside the liquid phase of H2O, but this effect is neglected
in the current approach. For solubility of one phase into another in the context of
absorption/desorption of a surfactant refer to [132].
A system composed of H2O(gas) and H2O(liquid) has two phases and one species.
However, the H2O in gas phase and the one in liquid phase are treated as two different
components and do not diffuse into each other. Nonetheless, H2O(gas) could become
H2O(liquid), and vice versa, if modeled with the reaction terms.
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3.1.2 The 5-equation model
The multi-component multi-phase formulation can be reduced to the 5-eq. model [100]
when only two phases are present with one component per phase. In addition, for
this case it is easier to take the surface tension into account, which is a non-negligible
effect in problems where breakup or coalescence is involved.
The resulted governing system converges to the formulation in [100] extended by

























(ρE + P ) vj − viτij − λ ∂T∂xj
]
= −σκvj ∂α1∂xj + ρvigi
(4)
where σ is the constant surface tension coefficient, which is determined by the two
phases in contact, and κ is the curvature defined as:
κ = −∇ · n (5)
where n is the normal to the interface: n = ∇α1|∇α1| .
3.1.3 The 4-equation model
In the 5-eq. model the first two equations are the conservation of mass for each
phase, and the addition of them leads to the total conservation of mass as in the
conventional Navier-Stokes equation. In order to reduce the computational cost,
these two equations can be combined under certain approximations. This combination
leads to the 4-equation model [1] containing three equations for the conservation of
mass, momentum, and energy, and are equivalent to the Navier-Stokes equations; the
fourth equation is for the convection of the properties of the fluids. Given that the
temperature cannot be recovered properly, the viscous stress and the heat diffusion
are neglected.
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[(ρET + P ) vj ] = −σκvj ∂α1∂xj + ρvigi
(6)
Even though this model is easier to implement and computationally faster than
the 5-eq. model, its limitations render it only usable for simple inviscid problems.
3.1.4 Navier-Stokes
3.1.4.1 Compressible Navier-Stokes with species

























The source term ṁη represent the chemical reaction, which is defined by a reaction
mechanism specific to the conditions being solved.
3.1.4.2 Compressible Navier-Stokes equations
Equation 7 can further be simplified to the traditional compressible Navier-Stokes

























Equation 8 can further be simplified to the Euler equation when the viscous terms





















The LES approach resolves the large-scales of the flow and models the small, unre-
solved, scales, such that an exact field f can be expressed as f = f̄ + f ′′, where f̄ is
resolved and f ′′ is the unresolved part. For this purpose, a spatial low-pass (in the
frequency domain) filter is applied to the governing equation, Eq. 8. This filter is





f(x′, t)G(x− x′)dx′ (10)
where Ω is the entire spatial domain and x′ is a dummy variable. The filter kernel
satisfies the normalization condition:
∫
Ω
G(x)dx′ = 1 (11)
For compressible flows it is convenient to filter conservative fields and divide them






Assuming that spatial and temporal differentiation commute with the filtering,
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where µ̃ and λ̃ are estimated based on the resolved temperature T̃ . The term
(τ̃ij − τ ij) originates due to the filtering of the (non-linear) viscous term τij , and




. The filtered total energy can be for-
mulated as:






The filtered pressure is computed from the filtered equation of state:
P̄ = Rρ̄T̃ (17)





+ ρ̄∆h0f − P̄ (18)
The sgs terms are sub-grid scale terms that require closure:
τ sgsij = ρ̄ (ṽivj − ṽiṽj) (19)
σsgsj = ṽiτ̃ij − viτij (20)




(ṽivi − ṽiṽi) (22)
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Equation 23 has the unknown terms τ sgsij and H
sgs
j , which need to be modeled to
close the governing equations. The Smagorinsky model provides one of the simplest
closures. Using an eddy viscosity concept [104], τ sgsij is modeled as:
τ sgsij = −2ρ̄νtS̃ij (24)










, and the sub-grid eddy viscosity
is modeled as νt = l
2
s S̄, where ls is the Smagorinsky lengthscale and is traditionally
defined as ls = Cs△̄, S̄ =
√
2S̃ijS̃ij is the characteristic filtered rate of strain, Cs is a
constant and △̄ is the filter size.
Assuming that the filter size is in the inertial range, the value of Cs depends on
the type of filter. For instance, for a sharp spectral filter Cs = 0.17 [104].
Assuming that Cs is constant is very constraining for many practical cases. For
example, when the model is applied in a region where the flow is laminar, the constant
should be zero [104]. This kind of problem usually makes the Smagorinsky model
highly diffusive. Thus, more sophisticated dynamic models were created.
3.2.3 LDKM
In the LDKM model, using an eddy viscosity concept, τ sgsij is modeled as:





















, and the sub-grid eddy viscosity
νt is modeled as νt = (Cν△̄)
√
ksgs, where △̄ is the filter size.
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where the right hand side terms represent the production, dissipation, and diffusion
of sub-grid kinetic energy, respectively. The first two are defined as:




Dsgs = (Cǫ/△̄)ρ̄ (ksgs)3/2 (28)
σk is usually considered equal to 1. Like in other dynamic models, Cν and Cǫ are
computed locally and dynamically. One significant advantage of LDKM respect to the
previous model, is that the coefficients are dynamic, allowing for better accuracy and
including effects like backscattering. Another advantage is that it LDKM does not
neglect the unresolved kinetic energy, which can be significant in some applications.
Dynamic models require a second filter of size △̂ called the test filter, which is
usually defined has △̂ = 2△̄ and this value is adopted for the following derivations.
Resolved variables do not need to be explicitly filtered, however, the test filter does
need the be applied. Variables at this level are indicated as û.


































































, and ̂̃Tij is the same tensor but applied
at the test filter level. It is important to note that the filter sizes, △̄ and △̂, are not
required to be specified individually, only their ratio.







where H̃T = ẼT + P̄ /ρ̄+ ṽiṽi/2 + k














For single phase models, any of the Equations of State (EOS) shown below can be
used. When more than one species is present in one phase mixture parameters have
to be computed. This step depends on the EOS.
For diffused interface methods, the interface is diffused into a finite thickness
zone, where both phases coexist, known as the artificial mixture zone. Therefore, the
construction of an EOS is needed, so that it can be applied in both the pure fluid and
in the mixture zone. For applications involving liquid and gas, the Stiffened gas EOS
(SG EOS) [49] is generally employed to describe the thermodynamics of those pure
substances. Note that the Ideal Gas EOS (IG EOS) is a special case of the SG EOS.
In cases where the accuracy of the SG EOS to compute thermodynamic properties is
not enough, more sophisticated formulations can be used, such as the van der Waals
EOS (VDW EOS) [143] or the Peng-Robinson EOS (PR EOS) [98].
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In the numerically diffused interface it can be assumed that both phases are at the
same pressure (isobaric closure) or same temperature (isothermal closure), leading to
two different formulations at the interface. The isobaric closure is more commonly
used and consistent with the derivation of the 5-eq model [100].
The mixture variables are computed from each phase properties independently of










where T is the mixture temperature, Tk is the temperature of phase k and cV k is the
specific heat at constant volume of phase k.
When different EOSs are used for each phase an iterative solver is needed to find
the pressure resulting from the artificial mixture zone. Allaire et al. [1] presented
an efficient method that relies on the following three assumptions for each phase k:
Pk > 0, Pk = 0 if ρkek = 0, and
∂ρkek
∂Pk
|ρk > 0. Under certain circumstances these
requirements may present some limitations. For instance, water violates the third
rule between 0 and 4oC, and the second rule may not always be satisfied by real
gases or for common enthalpies of formation. Therefore, given the isobaric closure
(P1 = P2), we suggest to solve Eq. 37 where the pressure P is the variable we need
to solve for. For this purpose we use a Newton-Raphson method. The numerical
function to solve and its derivative are:










Given that ∂g(P )
∂P
> 0, g(P ) = 0 has one and only one solution.
37
3.3.1 Ideal gas
The ideal gas assumption leads to the widely used equation P/ρk = RkTk, where
Rk = Ru/Wk is the gas constant for phase k, Ru is the universal gas constant per








where c0p,k is the specific heat at constant pressure and ∆h
0
f is the enthalpy of forma-
tion at standard conditions (P0 = 101325 Pa and T0 = 298.15 K). The super index 0
refers to a low pressure limit (where pressure effects are negligible). The energy can
be computed from the enthalpy: ek = hk−P/ρk. The specific heat could be assumed
constant, but a better approximation, especially for a wide range of temperatures, is
to extract it from some common database based on curve-fitted data. For variable c0P
we use the JANAF tables [19].
3.3.2 Stiffened gas
Massoni et al. [91] presented a thorough derivation of the required closures making
use of the Stiffened Gas (SG) and the Mie-Gruneisen formulation. The SG EOS
can be adjusted to specific conditions, so its accuracy is reduced to a narrow range.
Nonetheless, it is widely used to model compressible liquids due to its simplicity and
robustness.
The energy of phase k can be computed as:
ek =
P + γkP∞k
ρk (γk − 1)
+ c0k (39)





ρ0k (γk − 1)
(40)
where ρ0k is the density of phase k at standard conditions. Note that if P∞k is equal
to zero, Eq. 39 reduces to the ideal gas EOS.
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The temperature of each phase is given by:
Tk =
P + P∞k
cvkρk (γk − 1)
(41)
where cvk is the specific heat at constant volume for phase k and is assumed to be
constant.
3.3.3 Van der Waals






(vm,k − bk) = RuTk (42)








Tc,k and Pc,k are the critical temperature and pressure of phase k.







where c0p is the specific heat at constant pressure for a low pressure limit, and ∆h is
the departure function that takes into account high-density effects:
∆hk = (P vm,k − Ru T − a/vm,k) /Wk (44)
Finally, the internal energy is ek = hk − P/ρk.
3.3.4 Peng-Robinson
The traditional Peng-Robinson EOS (PR EOS) has been shown to be a good repre-
sentations of fluid behavior at large values of the “reduced” conditions (subscript r)
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f(ωk) = 0.379642 + 1.48503ωk − 0.164423ωk + 0.016666ωk
where ωk is the acentric factor and depends on the species in phase k (we assume one















4.1.1 The source terms
The sharpening method treated here is applied through source terms in every equa-
tion. These terms should not be considered part of the governing equations because
the sharpening technique is a numerical artifact to compensate the numerical diffu-
sion of the scheme. The same way as limiters in TVD schemes affect the solution and
are numerical artifacts not taking part in the governing equations.
Nonetheless, the source terms do not affect the analytical ideal solution where
contact discontinuities are present. In this case the volume fraction would be zero or
one and the added source term is always zero under either condition.
The core of the sharpening terms is a function f(α), defined below, which is applied
























[ρuiuj + Pδij − τij ] = −σκ
∂α1
∂xi














+ ρuigi + f(α1) (ρ1E1 − ρ2E2)
These additional terms were derived neglecting the change of ρ1 and ρ2 at the inter-
face. Note that making use of this sharpening approach the conservation property is
lost.
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4.1.2 The sharpening function
Similarly to what Kokh[70] suggested for the 4-equation model[1], the core of the
sharpening terms is defined as:
f(α1) = ηα1(1− α1)(α1 − 0.5) (48)
In Kokh’s paper[70] constant values of η are used among the domain, but it varies for
different problems and schemes. Below a defined function for η is suggested to avoid
problem-dependent calibrations.
The effect of f(α) can easily be seen in the convection of the volume fraction
equation and Fig.3. Assuming that η is positive, the source term is greater than zero
where the volume fraction is between 0.5 and 1, making the volume fraction tend to
1. The opposite effect happens where α1 is between 0 and 0.5. Given this it can be























Figure 3: f(α)/η vs. α.
4.1.3 One-dimensional analysis
As it was said above, the purpose of the sharpening method is to compensate the
diffusivity of the numerical scheme. Hence, the behavior of the scheme has to be
understood to properly adjust the strength of the sharpening source terms.
The diffusivity of a scheme can be analyzed deriving the Modified Difference Equa-
tion (MDE). The convection of the volume fraction is governed by the linear wave
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equation with variable coefficients. A possible scheme to solve it is the First-Order







= βα1,xx + . . . (49)
where β = u∆x
2
(1− ν) and ν = u∆t
∆x
. The numerical diffusivity is governed by the
term with the lowest even order derivative on the right hand side of the MDE, it is
scheme-dependent and unfortunately it can not easily be derived for every scheme.
To simplify the analysis, let’s assume that the scheme used follows Eq. 49. If the






= f(α1) + βα1,xx + . . . (50)
In order to cancel or control the diffusivity the source terms should balance the
second term on the right hand side, what means that, ignoring higher order terms,
f(α1) + β α1,xx should be as close as possible to zero. An analytical approach could
require finding the value of η that minimizes the L2 norm of f(α1) + β α1,xx. Let’s




[1 + tanh (K(x− x0))] (51)
Its first derivative respect to x is:
α1,x = 2Kα1 (1− α1) (52)
and its maximum is equal to:
α1,x MAX = K/2 (53)
The second derivative respect to x is:
α1,xx = 4K
2α1 (1− α1) (1− 2α1) (54)







The minimum of L2 is where ∂L
2
∂η
= 0 and ∂
2L2
∂η2
> 0. Given that the integration





































The second derivative is ∂
2L2
∂η2
= 1/ (120K), which is always greater than zero, showing
that the solution corresponds to a minimum and not a maximum.
The value of K, as shown in Eq. 51, specifies the thickness of the interface. The
volume fraction tends asymptotically to 0 and 1, so some criteria has to be specified
in order to define the interface thickness. One option is to set two limits: αa = φ
and αb = 1−φ, where φ is a positive number close to zero. Let’s define the thickness






The thickness should be specified by a number of cells n. If it is assumed that the
grid is uniform, the following possible definition can be used:
d = n ·∆x (61)





Given that the thickness is something that one wants to specify in advance, n and φ are
constant parameters. For example, n could be in the order of 8 and φ approximately





where ϕ could be a constant of approximately 0.6. Using Eq. 53 we find that ϕ
∆x
=










4.1.4 Extension to two dimensions
For a proper formulation of a multidimensional scheme, the MDE has to be formulated
accordingly. A new factor present here and not in the one dimensional case is the
curvature. The derivation is not included for the sake of brevity. In two dimensions,
Eq. 59 is replaced by:
ηopt = 8β1K








v ∆y −∆t v2
)









v ∆y −∆t v2
)
t2y − 2 ∆t u v tx ty
]
(68)
ni is the component of the normal vector to the interface on the i
th axis and the
same applies to the tangent vector components tx and ty. They can be computed as:
tx = (1− n2x)1/2, if tx is zero then ty = ±1, otherwise, ty = tx nx/ny.
Moreover, ∆x in Eq. 61 can be replaced by (nx ∆x
2 + ny ∆y
2)
1/2




nx ∆x2 + ny ∆y2
− 5β2κ2 (69)
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4.2 The Local Discontinuous Galerkin
4.2.1 Discretization
The Local Discontinuous Galerkin (LDG) method is used to solve the conservation law
governing equations with viscous and source terms. For this purpose the governing
equation can only contain first order derivatives. Therefore, the governing equation





+∇ · [F(u)− FV(u,q)] = S, for t > 0
q = ∇f(u), for t ≥ 0
u = u0, for t = 0
(70)
where u is the state vector, F is the inviscid flux, FV is the viscous flux, S is the
source term, q is the auxiliary vector, f(u) is some function of the state vector (e.g.
temperature, velocity, etc.), and u0 is the initial value. The addition of q to the
governing equation is to reduce the order of the derivatives in the equations to be
discretized, as required by DG methods.






An inner product is done between the governing equation and a test function w. The





where p indicates the order of the approximation (not the order of accuracy). Like-





The same basis φ is used for the test function w, what leads to a Galerkin method.
Therefore, after applying the Divergence Theorem, the approach consists of finding
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φS(Uj) dV, for t > 0
∫
Ωj
φ qj dV +
∫
Ωj
∇φ · f(Uj)dV −
∫
∂Ωj
φ Û(U−,U+)dS = 0, for t ≥ 0
∫
Ωj
φ Uj dV =
∫
Ωj
φ u0 dV, for t = 0
(74)
F̂ is a numerical flux normal to the boundary of the element that needs to be properly
defined given that is computed at the face of the elements, which may be discontin-
uous. U− is the value of Uj according to the current element j at the face and U
+
is the value of Uk at the face based on the neighboring element k. The same ap-
plies to q− and q+. Û and F̂V are numerical fluxes defined according to the LDG
method [24]. In this study the spatial integration is done with a quadrature rule
using Lobatto points. Figure 4 depicts a 2-D, p = 4 element. For more details refer
to [23, 22, 21, 25].
Figure 4: Diagram of a 2-D, p = 4 element showing its nodes.
The numerical fluxes used in this report for the conservation of mass, momentum,
and energy are the Local Lax-Friedrich flux and the HLLC approximate Riemann
solver [135].
4.2.2 The Discontinuous Galerkin method for multi-fluid models
Diffuse interface methods, similar to many other multi-phase techniques, requires to
solve the convection of the volume fraction, which mathematical representation is a
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particular case of the Hamilton-Jacobi equation. Two successful approaches can be
found in the literature and are described below.
4.2.2.1 A Roe-type flux for the volume fraction equation











The right hand side is a source term and the second term on the left hand side is the
inviscid term. This last term requires a numerical flux as explained above and [20]
suggested using:
F̂α(U







n )− |min(v−n , v+n )|
]
(α+ − α−) (76)
where vn is the normal velocity, vn = v ·n. This Roe-type flux is appropriate as long
as there is no entropy violation. In case there was one, a special treatment would be
needed. In the cases treated in this report, no entropy violation was observed, so no
additional procedure was applied.
For more detail on how to apply this method to the generic Hamilton-Jacobi
equation see [20].
4.2.2.2 The Local Discontinuous Galerkin method for the volume fraction equa-
tion
Another method to solve the Hamilton-Jacobi equation was presented by [151]. Even
though this method requires an auxiliary variable, it has the advantage that it cannot
violate any entropy constrain. In this case, the gradient of α has two numerical
definitions: qαm = ∇α and qαp = ∇α. For qαm the element on the left hand side of
the face is used when computing f̂ , whereas for qαp the element on the right hand side
is used. Then Sα is approximated by Ŝα and it is computed based on a combination














































Figure 5: Example of 1-D bases.
where vM is the maximum absolute velocity (in each direction) within the element.
4.2.3 DG bases
Several options can be used to form the finite element space. Figure 5 show examples
of hierarchical bases in 1D up to order 3. The most common hierarchical basis consists
of Legendre polynomials. The basis that better represents the solution tends to be
more accurate, as shown in [158], where exponential terms were added. Monomials
have also been used given that they are very easy to construct [149]. However, they
are not orthogonal. All these bases are usually referred to as modal bases.
Lagrange polynomials have also been widely used, which constitute a non-hierarchical
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basis. When these polynomials are used, the scheme is usually referred to as nodal-
DG, since the nodal values are equal to the coefficients that form the solution. The
main advantage of Lagrange polynomials is obtained when computing the state vector
at a face, because the result is independent of the nodal values not on that face. Thus,
the computation can be faster. Nonetheless, most limiters and filters are done based
on hierarchical bases, especially with Legendre polynomials, so the transformation
between nodal and modal spaces is required, what has some computational cost.
4.2.3.1 Legendre polynomials
Legendre polynomials Pi are a common choice because it is a polynomial (instead of
other computationally more expensive functions like trigonometric or exponentials),
orthogonal and hierarchical. This leads to several numerical advantages, like a lower
condition number of the Vandermond matrix. For instance, if the Jacobian is constant
inside the element the mass matrix is diagonal. In addition, if the basis is correctly
normalized and the Jacobian is constant, the mass matrix is equal to the identity
matrix. Finally, when the computational speed is important, one should keep in
mind that polynomial expressions are faster to compute than other kind of functions
like trigonometric or exponentials.





for i = 0, ..., p (78)
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(231ξ6 − 315ξ4 + 105ξ2 − 5)
16
4.2.3.2 Averaged-derivatives
A different polynomial basis can be derived such that the coefficients become the
element-averaged value, the element-averaged first derivative, the element-averaged
second derivative, and so on. Having these values explicitly can be convenient, how-
ever the resulting mass matrix is not diagonal given that the basis is not orthogonal.










(15ξ4 − 30ξ2 + 7)
360
ψ5(ξ) =
(3ξ4 − 10ξ2 + 7)ξ
360
ψ6(ξ) =
(21ξ6 − 105ξ4 + 147ξ2 − 31)
15120
It is important to remark that the element-averaged derivatives are respect to ξ,
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the element-internal coordinate, where ξ ∈ [−1, 1]. Thus, to estimate the ith derivative
respect to the physical coordinate x, the coefficient has to be multiplied by (2/hj)
i,














4.2.3.3 2 and 3 dimensions
For quadrilateral and hexahedral elements the basis is generated from the 1-D basis
applying a tensor product. In 2-D:
φij(ξ, η) = φi(ξ) φj(η)
ψij(ξ, η) = ψi(ξ) ψj(η)
and in 3-D:
φijk(ξ, η, ζ) = φi(ξ) φj(η) φk(ζ)
ψijk(ξ, η, ζ) = ψi(ξ) ψj(η) ψk(ζ)
4.2.4 Time integration
The time integration is conducted explicitly using the Runge-Kutta (RK) method or
the Spectral Deferred Correction (SDC) method. Both approaches treat the governing




where G(t,u) includes all the terms in the governing equations except for the time
derivative. In this study, unless specified otherwise, for elements of polynomial order
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p a time integration of order p + 1 is used. Unless specified otherwise, the time-step
size △t is computed at every time step as:
△t = C (1/△tc + 1/△tv)−1 (82)
where C is a constant to be on the safe size of the stability criteria (here, C = 1.0 is















where △xj is the length of the element in the j direction and υ = max(µ, λ/cp)/ρ.
Even though, Eq. 83 is required for stability, for positivity-preserving conditions, a







where w1 is the weight corresponding to the first Lobatto point in the quadrature rule
on [−1, 1]. △tc1 is used by default. Based on experience, △tc2 is only required for
multi-phase flows with surface tension. The ratio △tc1/△tc2 depends on the number
of quadrature points used, which determine w1. If The number of quadrature points
is 2(p+ 1), then △tc1/△tc2 = 2(p+ 1).
The stability criteria for the convective time step for RKDG has been widely
studied in the literature [26]. However, neither the stability criteria for the viscous
time step, nor how to combine the viscous and convective limits have been thoroughly
researched. The cause for this is that the conditions change from one numerical
scheme to the other and the limits found are usually an upper limit, so in practice
there is always some uncertainty. We analyze this stability criteria for a convection-
diffusion problem in Section 10.4.1. The same stability limits as for RKDG are used
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for SDC-DG and resulted to provide a stable condition for the tests presented in this
study.
4.2.4.1 The Runge-Kutta method
The Runge-Kutta method is a well known family of schemes. In the current study the
Total Variation Diminishing RK (TVD-RK) of second and third order are used [122],
and can be summarized in the following three steps:
Step 1:











ul, t+∆t · dl
)




where the super-indexes of u determine a intermediate steps between un and un+1.
The parameters are given in Table 1. A good property for these 2nd- and 3rd-order
TVD schemes is that if for some semi-norm | · |, we have that |wil| ≤ |ul|, then
|un+1| ≤ |un|.
Table 1: Parameters for TVD-RK of order 2 and 3
Order αil βil dl
2
1 1 0
1/2 1/2 0 1/2 1
3
1 1 0
3/4 1/4 0 1/4 1
1/3 0 2/3 0 0 2/3 1/2
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4.2.4.2 The spectral deferred correction method
Although details of this method are given elsewhere [35, 93, 84, 148], the main al-
gorithm is included for completeness. The scheme is based on first-order explicit
integration of sub-steps and iterative correction [35]. For stiff problems, the scheme
can be varied with a more implicit character, but only the explicit method is ad-
dressed here. Each time step [tn, tn+1] is divided into J sub-steps: tn = tn,0 < tn,1 <
. . . < tn,m < tn,m+1 < . . . < tn,J = tn+1. These points are chosen as quadrature points
(Lobatto points in the current study). This approach makes the scheme more stable
because it avoids a uniform distribution and leads to the spectral characteristic of
the scheme [35]. This property is important to stabilize higher orders. Initially, the
governing equations are integrated with a first-order explicit integration from tn to









for m = 0, ..., J − 1 (89)
where u1n,0 = un and ∆tn,m = tn,m+1 − tn,m.


















+Im+1m (G (tn,m, un,m)) (90)
where 0 ≤ θ ≤ 1 and Im+1m (G (tn,m, un,m)) is the integral of the interpolating polyno-
mial along the quadrature points:
Im+1m (G (tn,m, un,m)) =
∫ tn,m+1
tn,m
G(τ, u(τ)) dτ (91)
Finally, un+1 = u
K+1
n,J . Here, θ = 1 is used as in the original study [35] and K = J−1.
For the cases studied in this report, I observed that neglecting the second term on the
right hand side, i.e. using θ = 0, provides similar results but with greater numerical
error.
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4.2.5 Adaptive mesh refinement
The solver relies on a tree to handle the hierarchical structure of the grid adaptations.
The initial grid is composed by root cells, corresponding to the lowest level. Each cell
can have children. A cell that does not have children is called a leaf cell. If a root
cell does not have children it is also tagged as a leaf cell. The root cells correspond
to level = 1 and the maximum level is given by lmax, which may depend on the
problem. Each face of every cell has to be connected to a neighbor or to a boundary
element. A cell can connect to a neighbor at the same level or at a lower level, but
never at a higher level. In addition, there is a ghost tree to handle the ghost cells for
inter-processor communications. Details about the tree structures are given elsewhere
[69, 64].
When a cell is marked for refinement it is split in two, four, or eight for 1, 2,
or 3 dimensions, respectively. The variables from the parent are projected onto the
children with an identity projection. On the other hand, when all the children of a
cell are marked for coarsening, the variables from the children are projected onto the
parent cell with a least square projection. It is important to note that if the order p
is kept constant, no data is lost when refinement is done, however data is lost when
coarsening is done.
Cells are marked for adaptation based on an error estimator. The error ǫl of cell
l is then normalized by the maximum error ǫmax found in the whole domain. Then,
a logarithmic scale is applied as in [37]. The current hierarchical level in the tree for
cell l is levell. A target level lt is estimated as:
lt = min (lmax,max (1, lmax − INT (log (ǫmax/ǫj) /log(d)))) (92)
where d is a parameter that determines the sensibility of the refinement, the larger
its value, the more refinement will be done. Even though the accuracy is expected to
increase as d is raised, the computational cost will be higher too. The default value
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adopted here is d = 10 as in [37], which is a good balance between computational
cost and accuracy. If lt is greater than levell then cell l is marked for refinement. If
lt is lower than levell then cell l is merged for coarsening.
In order to reduce oscillations in the adaptation, ǫmax is filtered in time:
ǫ[n+1]max = ̟ ǫmax + (1−̟) ǫ[n]max
where the super-index indicates the value used at the corresponding time step, and
̟ is a parameter. ̟ = 0.63212 is used here, which produces a first-order filter with
a characteristic time of ∆t.
Note that for coarsening to actually be feasible, all the children have to be marked
for coarsening. The level difference between neighboring cells is not allowed to be
larger than 1. For example, if cells 1 and 2 are neighbors, and level1 = 3 and
level2 = 4; let’s say that cell 2 is marked for refinement, then cell 1 will be marked
for refinement also.
For the sake of simplicity and computational speed, a simple error estimator is
used here. More accurate approaches are slower and may increase the overhead,
making the adaptivity too costly.
Zhu et al. [162] compared a few different shock-detectors as estimators for re-
finement, and concluded that the most efficient based on their 1-D discontinuous















where U is some relevant variable, δΩ−l is the element-boundary where the velocity
is going into the element, hl is the radius of the circumscribed circle in the element l,
and the norm is based on an element average. In [112] the following error estimator




|U− − U+|dS (94)
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In the current implementation the error is already normalized by the maximum error
in the domain (Eq. 92) and so the additional normalization needed in Eq. 93 is not
required. For the Euler equation two error estimators based on the density and the
total energy are used. The estimators in Eqs. 93–95 are referred as KXRCF, JUMP1,
and JUMP2, respectively. The difference between JUMP1 and JUMP2 can only be
observed in 2 and 3 dimensions, so for the 1-D cases JUMP1 is not used. Unless
specified otherwise, the estimator used below in the test cases is JUMP2.
4.2.6 Moment-Limiter for non-uniform grids
The limiting strategy of the ML is shown below first for 1-D. However, for complete-
ness, the 2-D and 3-D extensions are summarized below. In section 4.2.6.2, I extend
the original ML to non-uniform grids for 1-D, but its extension to higher dimensions
is trivial, except for when a neighbor is split due to refinement, in which case the
average of the two is used, and when the neighbor is coarser, in which case a virtual
refinement of the neighbor is done. This last step has no analytical complexity, but
its implementation may not be trivial. Figure 6 shows the stencil used for limiting
purposes when coarser, finer, or equal level neighbors are present.
4.2.6.1 The Moment-Limiter concept














where the minmod function is given by:








Figure 6: Example of a 2-D stencil used for limiting when coarser, finer, or equal-level
neighbors are present.
and Ũl is the solution, Ul, after the limiter is applied. D
+/−
i is an estimation of the

















where x̄l is the location of the centroid of element l, and βi is a parameter to control
the sensibility of the limiter. If there is a boundary condition against one of the faces
of the element, then that side is neglected in Eq. 96.
In the literature, e.g. see [72], it is recommended to limit in characteristic variables


























where L is a matrix composed by the left eigenvectors of the Jacobian, ∂F/∂u, and
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the subindex k refers the the kth characteristic variable. Each characteristic vari-
able is limited individually and this means that if a variable in a given element is
not limited the others can still be limited. If limiting is applied in an element the
resulted characteristic variables have to be converted back to the conservative vari-
ables, multiplying the characteristic variables by the inverse of L, which is composed
by the right eigenvectors of ∂F/∂u. In the other hand, if one wants to use primitive
variables for this stage, L should be replaced by the Jacobian, ∂up/∂u, where up is
the state vector in primitive variables. For instance, for the 5-eq. model de primitive
variables are (α1, ρ1, ρ2, vi, P )
T , while for single-phase models (e.g. Navier-Stokes)
they are (ρ, vi, P )
T . In the latest case, the temperature could have been used instead
of the density. However, for multi-phase models the density is a better choice than
the temperature. Thus, for consistency, density is used in both cases.
The algorithm to apply the limiter is the following:






, then mark the element
as if it does not need limiting anymore.
2. Apply Eq. 96 for i = p− 1 to every element that still needs to be limited.
3. Continue for i = p− 2, ..., 1 or until no element requires limiting.
Note that only the derivatives are modified, not the mean value, thus the limiter does
not violate the conservation property.
4.2.6.2 The ML using a Legendre basis





































where ∆xl is the length of element l.





















































cl,i−1 − ϑi−1− cl−1,i−1
)
(106)
where ϑ− = ∆xl/∆xl−1 and ϑ+ = ∆xl/∆xl+1. Note that if the grid is uniform
ϑ− = 1, ϑ+ = 1, and the derived equations converge to the solution in [72]. Thus, the
difference between the current derivation and the one in [72] starts in Eq. 103 and
104, where constant ∆x is not assumed.










where ∆+ and ∆− are the right hand sides of Eq. 105 and Eq. 106. However, to
make the limiter less numerically diffusive, [72] uses an expression equivalent to:
c̃l,i = minmod
[
cl,i, 2 (2i− 1)∆+i , 2 (2i− 1)∆−i
]
(108)
This equation should be the actual implementation of what Eq. 96 represents. The
same procedure is easily extended to 2-D and 3-D.
4.2.6.3 Limiting with an averaged-derivatives basis
With this basis the derivatives D
+/−
i in Eqs. 98 and 99 can easily be estimated in an









































dj,i−1 − ϑi−1− dj−1,i−1
)]
(111)
where Eqs. 109 and 110 are used to replace D+ and D−, respectively. [154] rec-
ommend using βi = 2. The same authors do not mention the need of characteristic
variables.
4.2.6.4 Two dimensional Moment Limiter






















where the frame (X1, X2) is a rotation of (x1, x2) aligned to the computational coor-
dinates (ξ, η) of the current element.
The limiting starts from orders (p, p), and continuous with the pair (p, p− 1) and
(p− 1, p), then with the pair (p, p− 2) and (p− 2, p), and so on until (p, 0) and (0, p).
Then the loop starts again from (p− 1, p− 1), and continuous with (p− 1, p− 2) and
(p− 2, p− 1), and so on. Whenever a pair is not changed, the limiting procedure is
stopped.
If a neighboring cell is split because of refinement, the average between the two
neighboring children is used. If a neighboring cell is coarser because the current cell
is more refined, the modes of the neighbor have to be computed as it were refined
too. Note that the characteristic decomposition is only consistent in a 1-D sense.
Given that the ML can be multi-dimensional, the characteristic decomposition would
have to be done in an arbitrary direction. Therefore, for multi-dimensional cases a
primitive-variable decomposition may be more appropriate.
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4.2.6.5 Three dimensional Moment Limiter































where the frame (X1, X2, X3) is a rotation of (x1, x2, x3) aligned to the computational
coordinates (ξ, η, ζ) of the current element.
In this case, the limiting starts from orders (p, p, p), and continuous for the triad
(p, p, p−1), (p, p−1, p) and (p−1, p, p), then for the triad (p, p, p−2), (p, p−2, p) and
(p− 2, p, p), and so on until (p, p, 0), (p, 0, p) and (0, p, p). Then the loop starts again
from (p− 1, p− 1, p− 1), and continuous for (p− 1, p− 1, p− 2), (p− 1, p− 2, p− 1)
and (p − 2, p − 1, p − 1), and so on. Whenever a triad is not changed, the limiting
procedure is stopped.
If a neighboring cell is split because of refinement, the average between the four
neighboring children is used. Like in the 2-D case, a primitive-variable decomposition
may be the optimal approach.
4.2.7 Positivity check
After limiting, a cell may still have a non-valid state, especially close to an interface
due to the sharp change of α. In order to solve this problem, Krivodonova [72]
recommends cropping the order down to p = 1, and if it is still not valid, then
cropping it again and leave the cell-average value (p = 0). I refer to this technique
as LIM1. Even though this approach works, it can be very diffusive, in particular for
the 5-eq. model at the interface.
Therefore, instead of the approach in [72], I apply a similar method to [159], which





+ f l (114)
63
If f is defined for [0, 1] then:
θ = min
(
f l − ǫ
f l − fmin
,
f l − 1 + ǫ
f l − fmax
, 1
)
If f is defined for [0,∞) then:
θ = min
(
f l − ǫ
f l − fmin
, 1
)
where fmin = minβ fl(xl,β), fmax = maxβ fl(xl,β), and xl,β are the quadrature points
of element l. The behavior is exemplified in Fig. 7, where the solution is expected to
be greater than zero, and given that the original solution crosses is below the valid
limit, it is limited. Note that the average of the original and corrected solutions is















Figure 7: Diagram of the positivity correction algorithm.
Given that α1, α1ρ1, and α2ρ2 need to be checked, θ is computed for each one of
them. For clarity, the subindex for the phase is ignored here, so α refers to α1. The


















We compute a common coefficient: θ = min (θα, θα1ρ1 , θα2ρ2). Now, θ is applied to all
the conservative variables based on Eq. 114.
When only one phase is present, this limiter is directly applied to the density ρ,
which should be greater than ǫ, so ρl(x) is replaced by ρ̂l(x):










Finally, the pressure is checked at every quadrature point. If it is lower than the
threshold value, the modes are cropped in the element only leaving its average. Using
the ideal-gas EOS, the authors in [159] suggested a more sophisticated check for the
pressure. However, for generic equations of state the relationship between pressure
and the conservative variables is more complicated, so a precise limiter would be
prohibitively expensive. In [141] a faster option was proposed, but only valid if p is a
concave function of u and this is not the case for generic EOSs, so it is not used here.
LIM2 is used by default in all the test cases unless specified otherwise. This approach
was shown to preserve the order of accuracy in [159] under a given CFL restriction.
4.2.8 Troubled-cell detector
The detector presented in this study is a modification of the AP-TVD detector pre-
sented in [154] for a Spectral Difference (SD) scheme. The adapted technique consists
of the following two steps:












Where the Ūl indicated the average of U in cell l. If for any node i in element
l Ui,l > 1.001 Ūmax,l or Ui,l < 0.999 Ūmin,l, then proceed to step 2, else the
element is not marked.

























The derivatives are estimated from the Legendre polynomials as in Section











where ̺ = 2
√
3/5. If c̃2,l 6= c2,l then the cell is marked for limiting. According to
[154], β is a parameter between 1 and 2, the higher its value the less dissipative
the scheme will be. β = 2 is used to make it consistent with the ML used here.
There are two main differences in the current limiter with respect to the AP-TVD
developed earlier [154]. The first one is in step 1 where every node in the element is
tested, while in [154] only the nodes at element boundaries are checked. The second
difference is in the way the derivatives are estimated in step 2, averaged-derivatives
were used in [154], while here I suggest using estimations of the derivatives, as done in
the ML based on Legendre polynomials to avoid computing the averaged-derivatives.
Thus, I call the current detector the moment-based AP-TVD or MB-AP-TVD.
Usually, the detection is done based on the conservative variables, instead of trans-
forming to characteristic or primitive variables, in order to keep this stage as compu-
tationally cheap as possible.
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4.2.9 Surface tension
The force due to the surface tension is modeled as a volumetric force as shown in
Eq. 4: −σκ∂α1
∂xi
, where σ is a parameter based on the two phases present, and ∂α1
∂xi
is computed as ∂α1
∂x
= (qαm + qαp) /2, see Section 4.2.1. Note that although flux
terms usually require one sided numerical fluxes, the source term can use a central
formulation.
The rapid change in α at the interface produces oscillations, especially in high-
order derivatives. This is relevant when calculating κ. If κ is computed using high
order derivatives of the solution within the element, as is natural in DG, the result is
extremely noisy. This was shown by [88], where they tried to solve:
∫
Ωj
φ κ dV −
∫
Ωj
∇φ · n(qj)dV +
∫
∂Ωj
φ n̂(q−,q+)dS = 0
Note that in [88] the level-set function was used, which is smooth at the interface. In
our current formulation α is not so smooth, so the fluctuations should be even larger
here.
In order to reduce the oscillations, we first apply a spectral filter to the derivative
(qαm + qαp) /2, where only the first mode (the average) is kept and the rest of the
modes are ignored. This produces a constant value of the gradient within each element
and the result is used to compute the normal n. This procedure limits the order of
accuracy, but prevents oscillations. The least-squared approximation by [88] prevents
oscillations also with the cost of limiting the order of accuracy, but with a more
demanding procedure.
Finally, the divergence is computed based on a Finite Difference formulation using
the cell-centered value of the current element and its immediate neighbors. The
result is assumed constant within the element. The cost of the simplicity and stencil-
compactness of the method is the maximum expected order accuracy of 1.
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AMR may produce non-matching faces. When a neighbor is split due to refine-
ment, the average of the two children is used. When the neighbor is coarser, a virtual
refinement of the neighbor is done. Figure 6 shows an example of the stencil when
coarser, finer, and equal-level neighbors are present.
The line where two fluids and a wall come into contact is called contact line. The
angle formed by the interface between the fluids at the contact line is called contact
angle, ϑ. When the flow is steady, the contact angle is equal to the equilibrium contact
angle, ϑeq, see Fig. 8. A simple model to represent the behavior of the contact angle,
Figure 8: Diagram of the contact angle.
used by [100] and reproduced here for completeness, consists of manipulating the
direction of the normal at the contact line, such that the angle between the new
normal and the wall is 90o − ϑeq. This way, the interface will move trying to adjust
itself such that the contact angle tends to ϑeq. The modified normal ñeq is given as
ñeq = b1ñ + b2ñw, where ñ is the normal to the interface (ñ = −∇α1/|∇α1|), ñw is
the normal into the wall, and
b1 =
sin(ϑeq)√
1− (ñ · ñw)
b2 = −b1(ñ · ñw)− cos(ϑeq)
4.2.10 Boundary conditions
Looking at Eq. 74 one can see that the boundary conditions may affect the element-
boundary integral (∂Ω). There are two common approaches to enforce boundary
conditions. One is changing the numerical fluxes F̃ , F̃V , and Ũ , based on the type of
condition [3]. The other option is to modify the state vector on the outside based on
the type of condition [9]. Unless mentioned otherwise, the second method is used in
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this study. This second method may cause loss of conserved properties particularly
at curved walls with low resolution, but this is an issue that requires further research.
4.2.10.1 Walls
As Krivodonova and Berger [73] point out, difficulties can arise when the numerical
boundary does not coincide with the physical boundary. For instance, if the faces of
an element on a wall boundary are kept straight, artificial entropy is generated at the
kinks formed at the joint of two elements. This error does not decrease fast enough
when reducing the grid size. Thus, it is very important for high-order elements to
copy the the shape of the boundary accurately. Figure 9 shows both cases: elements
straight and curved edges. The later one is the right approach for a curved wall. Note
that the shape of the face corresponds to a polynomial of order p.
(a) Straight edges (wrong). (b) Curved edges (right).
Figure 9: Grid in between two coaxial cylinders.
For inviscid walls, the momentum of at the outside is equal to the inside but
mirrored respect to the wall, while the rest of the variables are copied. For viscous
walls two options are available: adiabatic or isothermal. In both cases the velocity
is fixed at the boundary (usually zero). In the adiabatic case, the gradient of the
temperature is equal to zero, while the energy and density are copied from the inside.
For the isothermal case, the derivatives in the outside are copied from the inside, the
temperature is fixed and pressure is copied from the inside.
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4.2.10.2 Inflow
The velocity, temperature, and volume fraction are fixed, while the pressure is copied
from the inside. The q+ is copied from the inside (q−). Note that this is a reflective
configuration.
4.2.10.3 Outflow
The pressure is fixed, while the velocity, volume fraction, and temperature are copied
from the inside. Note that this is a reflective configuration.
4.2.10.4 Farfield
The whole state vector in the farfieldUBC needs to be known The state vector outside,
U+, is computed based on a characteristic decomposition as follows. The fluctuations
in characteristic variables is computed multiplying the left eigenvector matrix by
U− − UBC . The sign of eigenvalues determine the direction of the characteristic
waves. The fluctuations corresponding to incoming waves are made equal to zero.
The resulted vector is multiplied on the left by the right eigenvector matrix. The
product is equal to U+−UBC . Finally, the gradients are made equal to zero (q+ = 0).
This approach is non-reflective for small fluctuations.
4.2.11 Absorbing Sponge Zone
The Absorbing Sponge Zone is a type of absorbing boundary condition that intends
to reduce fluctuations respect to a reference state vector. This is accomplished by
adding a source term to the governing equations. This source term should be applied
on a layer inside the domain of a predetermined thickness and touching the artificial
boundary. Two of the advantages of this approach are that it is independent of the
numerical scheme used and that it is simple to implement. The source term added is
defined as:
S = β(x) [u(x, t)− ũ(x)]
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where β(x) is the absorbing coefficient, u(x, t) is the local state vector, and ũ(x) is
a reference state vector. β goes from 0 inside the domain to β0 at the boundary, i.e.
at the beginning of the layer and at the end of the layer, respectively. The layer is
more easily defined for a Cartesian zone, and in this study we restrict ourselves to
this case. For 3-D, there are 6 possible faces where layers can be defined and each one
is numbered as in Table 2. Each Cartesian zone i is defined in [xi,start, xi,end], where
xi,start < xi,end, for i = 1 . . . 6. β0 is defined by:
β(x) = β0 {1 + cos [πA(x)]}
where A(x) ∈ [0, 1] and its computation is shown in pseudo-code in Algorithm 1.
Algorithm 1 Calculate A for the absorbing coefficient.
1: A← 1
2: for i = 1 . . . 3 do
3: B ← 1
4: if layer 2i− 1 enabled then
5: B ← B −max [1− (xi − x2i−1,start)/(x2i−1,end − x2i−1,start), 0]
6: end if
7: if layer 2i enabled then
8: B ← B −max [1− (x2i,start − xi)/(x2i,end − x2i,start), 0]
9: end if





The spectrum of some variables can reveal very useful information of a flow like
its turbulence characteristics. The spectrum of some variable is obtained applying a
Fourier Transform to it, thus, the data is converted from a spatial space into a spectral
space. This space can be in terms of the frequency (ω) or the wavelength (κ). We’ll
focus on the latest one, but the analysis applies to either one. This approach can be
used for any number of dimensions, here it is only used in one dimension, but it can
be trivially extended.
The Fourier transform Fκ of a periodic variable u with period L is:





u(x)e−i κn xdx (119)
where κn = κ0 n for n = −∞, . . . ,∞, and κ0 = 2π/L. This periodic variable u can






where the coefficients of the series were obtained in Eq. 119. Note that the coefficients
are complex. In the case of a real function û(−κ) = û(κ)∗, where ∗ is the conjugate.






More specifically, the interest is in the spectrum in terms of |κ|. Given that u(x) is
real, E(κ) is symmetric respect to κ = 0, thus
E(|κ|) = û(κ)û(κ)∗ (122)
4.2.12.2 Discrete Fourier Transform
When dealing with numerical methods, discrete functions are usually used. If one
is interested in the Fourier transform of a discrete function, the analysis above has
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to be adapted. For discrete function f(x) → f(xj) defined over N points such that







Although this discrete operation can be convenient, it is not as accurate as operating
with the original Fourier transform.
Evaluating the exponential function is a relatively expensive computation. A
Fourier transform of a function defined over N points has a complexity O(N2). Fast
Fourier Transforms (FFT) are algorithms that reduce this complexity to O(Nlog2N).
4.2.12.3 Fourier transform of DG solutions - DG-FT
In the case of the DGmethod, the solution is represented by some piecewise-continuous
basis. If one needs the spectrum of the solution, one could interpolate the solution
onto a uniform grid and apply an FFT, or one could apply the original Fourier trans-
form since the variable is piecewise-continuous. In a DG space u(x) is approximated





where φ(ξ) is the basis and cj,l are the coefficients. Then, the Fourier transform in
Eq. 119 could be approximated as














−i κn xdx (126)
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where x1l and x2l are the beginning and end of element l. Assuming a uniform grid


































































−i κn ∆x ξ/2dξ (131)
where j = 0, . . . , p. These expressions are shown up to 9th order in Table 3 for κn 6= 0.
If κn = 0, then K0 =
√
2, and Kj = 0 for j > 0.
4.2.13 Spectral filter for LES
An explicit filter is required for dynamic models in LES. The filtering approach used
here is based on the techniques presented for the Spectral Element Method (SEM) in
[81, 12, 119] and DG in [120].
The filter is explained for the 1-D case, but its extension to multi-dimensions
is straightforward given that the multi-dimensional filter is a result of the tensor-
product of the 1-D filter. The coefficients of the filter are ℓi for i = 0, . . . , p, and they
are applied to the coefficients of the solution as: c′i,l = ℓici,l. This is equivalent to
multiplying the solution vector by a diagonal matrix which has the ℓi coefficients on
its diagonal.
Given that the exact characteristic length △̄ of the filter does not have to be
specified (see Section 3.2.3), we can simply say that it is proportional to the size of
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Table 3: Kernel to compute the Fourier transform of a DG solution for κn 6= 0.
Notation: K = κn∆x/2.














































the element, which has p+1 degrees of freedom in each direction. The test filter level
△̂ was defined to be 2△̄. Therefore, its solution can be represented with the first





1 if i < (p+ 1)/2
0 otherwise
(132)





1 if i < p/2







In spite of the several advantages of DIM respect to other multi-fluid models, it
present one main caveat, which is the thickening of the interface as the simulation
progresses. The governing equations do not present a natural way to control the
thickness, so an artificial algorithm has to be used. Some methods developed for
this purpose have been presented in the literature, most of them without adequate
success. In this chapter, the method presented in Section 4.1 is evaluated in one and
two dimensions.
The test cases included in this chapter were simulated with a Finite Volume solver
with MUSCL and a predictor-corrector for time integration. The sharpening method
is independent of the scheme except for the strength, which is a scalar that can be
calibrated for each solver.
5.2 Verifications
The details of the test cases and their rationals to verify the sharpening scheme are
summarized in Table 4.
5.2.1 Interface convected in 1-D
A domain of 2 mm-long with 100 cells is initialized with water in the left 0.5 mm and
air in the rest. The velocity is 10 m/s. The boundary conditions are inflow on the
left and non-reflective outflow on the right. The value of ηopt used is the one derived
for the Upwind scheme. The properties of each material is specified in table 5.
Every simulation presented here is initialized with a sharp interface and smoothed
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Table 4: Summary of cases to verify and validate the sharpening scheme.
Test case Purpose Section
1-D convection Show the capability to control the gradient. 5.2.1
Planar interface in 2-D Verify the convection of an interface not aligned
with the grid.
5.2.2
Cylinder in 2-D Verify the scheme for case with curvature not
equal to zero.
5.2.3
Table 5: Material properties
Substance P∞ [Pa] γ µ [Pa s] λ [W/(m K)]
Air 0.0 1.4 19.3 · 10−6 0.0
Water 4.4 · 108 4.1 1.14 · 108 0.0
out by applying twice a filter among the domain. This filter is computed at each
point as the average between its previous value and the average of the 27 cells in the
neighborhood.
Figure 10 shows the density and ∂α1
∂x
computed with a second-order central differ-
ence scheme at different time-steps with ϕ2 equal to 0, 0.3 and 1. As expected, accord-
ing to the derivation presented above, the interface keeps its gradient for ϕ2 ∼= 0.3.
Figure 11 shows the volume fraction gradient at different time steps for u =
1.0 m/s and u = 100.0 m/s.
Figure 12 shows the density and volume fraction gradient for a grid with 1000
cells and same physical length. Having increased the number of cells 10 times respect
to the previous cases raised the gradient 10 times (see Figs. 10(d) and 12(b)). This
means that the number of cells used to represent the interface did not change, what




























































































































with ϕ2 = 1.0, interface speed=
9.66 m/s.
Figure 10: Density and volume fraction gradient for different time-steps with u =













































(b) u = 100.0 m/s, interface speed= 99.7 m/s.
Figure 11: Volume fraction gradient for different time-steps with different velocities,














































with ϕ2 = 0.3 and 1000 cells.
Figure 12: Volume fraction gradient for different time-steps with different velocities,
ϕ2 = 0.3 and 1000 cells.
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5.2.2 Convection of a planar interface in 2-D
In comparison to 1-D cases, in two dimensions the orientation of the interface respect
to the grid and the flow is not trivial. Therefore, now the scheme is tested in a
2 mm× 1 mm domain, with 100× 50 cells. The boundary conditions are outflow on
the right, inflow on the left and slip-walls on top and bottom. The domain is initialized
as shown in Fig. 13(a) with a velocity of 100 m/s to the right. Figure 13(b) shows the
magnitude of volume fraction gradient at the centerline. This magnitude is constant
and measured to be convected at 100.1 m/s, showing proper behavior of the scheme



















































(b) Volume fraction gradient.
Figure 13: Planar interface being convected in a 2-D domain.
5.2.3 Convection of a liquid cylinder in 2-D
In order to test the scheme in two dimensions when curvature is present the convection
of a liquid cylinder is analyzed. The domain is a rectangle of 2 mm × 1 mm with
100×50 cells. The left boundary is an inflow with fixed velocity and temperature, the
right limit is a subsonic outflow and the other two borders are symmetric boundaries.
The cylinder has a radius R0 = 0.1 mm, its center is initially located at x = 0.5 mm
and is filled with water, while the surrounding is air.
Three cases are conducted with and without sharpening. Figure 14(a) shows the
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volume fraction contours at three different time steps without sharpening, presenting
how the interface becomes more diffused in areas where the velocity is normal to
the interface. Figure 14(b) shows the volume fraction contours at three different
time steps with sharpening. With sharpening the size of the drop is constant but its
interface gets diffused mostly where the normal to the interface is aligned with the
velocity. Whereas, with sharpening, the thickness is kept constant, but the size of
the drop reduces, representing loss of mass.
X [m]
































Figure 14: Volume fraction contours of a cylinder being convected in a Cartesian
grid at t = 0 s, t = 10−5 s and t = 2 · 10−5 s.
5.3 Discussion
The mathematical model does not provide a natural way to control the thickness of
the interface. Thus, the numerical diffusion spreads out the interface significantly. A
sharpening technique was suggested as an artifact to control thickness. The method
only relies on a constant that is scheme dependent, while the rest of the technique is
independent of the scheme. Even though it presents excellent properties in 1-D, in
2-D conservation properties are significantly violated. The methods suggested in the
literature up to the time of the current research are not better than the method pro-
posed here. Hence, sharpening techniques is a subject of current research. Probably,
the best way to handle this issue so far is using a numerical scheme with minimal
numerical diffusion and with localized adaptive mesh refinement, since the interface
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thickness is proportional to the cell size.
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CHAPTER VI
HIGH-ORDER DG IN SPACE AND TIME WITH AMR
6.1 Introduction
In this chapter the benefit of using high-order in space and time is evaluated. Knowing
that the purpose of this new solver is mostly for applications with material interfaces,
the cases in this chapter are focused on problems with discontinuities. Given that
this type of problems are first-order accurate in spite of the order of the scheme, it is
verified if the efficiency of the solver can be improved using AMR.
Three different rules to control the adaptivity were formulated above (see Sec-
tion 4.2.5). Two are found in the literature and one is new. A series of test cases are
used to compare them and determine which one is the most efficient, at least for the
cases chosen.
In addition, discontinuous problems require limiters to prevent oscillations. Hence,
the modified moment limiter with the MB-AP-TVD detector presented above are
evaluated and compared with other methods to verify their improved efficiency. The
variables used for the limiting stage affect the accuracy and computational speed,
thus, they are included in the comparison.
6.2 Verification and validation
Various test cases used in past studies are used to establish the capability of this new
numerical algorithm. In addition, some 2D and 3D cases are used to demonstrate the
potential of the method for more complex problems. The details of the test cases and
the rationals for them are summarized in Table 6.
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Table 6: Summary of inviscid single phase cases for verification.
Test case Purpose Section
Order of convergence
(linear)





Order of accuracy in space with a smooth non-
linear problem.
6.2.2
Accuracy in time Order of accuracy in time with a smooth solution




Order of accuracy with a non-smooth solution with
and without detector.
6.2.4
Order for a smooth
and non-smooth solu-
tion
Order of accuracy with a localized discontinuity. 6.2.5
Sod’s problem Limiting variables, with and without detector, and
with and without AMR.
6.2.6
Lax’s problem Limiting variables, with and without detector, and
with and without AMR.
6.2.7
Blast waves Limiting variables, with and without detector, and




Limiting variables, with and without detector, and
with and without AMR.
6.2.9
2D convection Detector and AMR in 2D. 6.2.10
Double-Mach reflec-
tion
Example in 2D. 6.2.11
Vortex convection Smooth example in 2D. 6.2.12
Shock-vortex interac-
tion
Example in 2D. 6.2.13
Spherical shock test Multi-dimensional symmetry (3D). 6.2.14
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6.2.1 Order of convergence - linear
The order of convergence is studied with the one-dimensional convection equation







u(x, t = 0) = sin(x)
where u is a passive scalar and c is the constant convection velocity equal to 1. The
exact solution is u(x, t) = sin(x− ct). The domain has a size of 2π long and periodic
boundary conditions. The number of cells N and the polynomial order p are varied
in this study.
This case is run without detector to show the effect of the limiters on smooth
solutions. Moreover, given that the governing equation is not a system of equations,
no characteristic decomposition is needed.
The time integration schemes used here are the SDC and the TVD-RK of 3rd order
with a time step of 10−5. This gives an error in time of the order of 10−15, which is
negligible respect to the spatial error and of the order of the round-off error. The L∞
error, eL∞ , at t = 2 is computed at the centroid of the element and with respect to
the exact solution, i.e.:
eL∞ = max
l=1,...,N
|Ul(x̄l, t)− u(x̄l, t)| (135)
where x̄l is the centroid of element l. The L∞ error in the plots is normalized by the
case with the largest error. As shown in Fig. 15, elements of order p lead to an order
of accuracy of p + 1, as the literature predicts [26]. Even though the solutions with
limiter have the same order of accuracy, they have a greater error. Therefore, the
limiter should not be used if it is not really needed. The curves in Fig. 15 get flattened













































Figure 15: Grid convergence for different orders when a smooth solution is convected.
6.2.2 Order of convergence – non-linear
Now the order of convergence in space is studied with the one-dimensional burger







u(x, t = 0) = 1/4 + 1/2 sin(π(2x− 1))
where u is the velocity. The domain has a unit length and periodic boundary condi-
tions. The number of cells N and the polynomial order p are varied in this study. The
exact solution is estimated with N = 2048, p = 2, 3rd-order TVD-RK, and without
limiter. The problem is solved until t = 0.05, when the solution is still smooth.
This case is run without detector to show the effect of the limiters on smooth
solutions.
The time integration schemes used here are the SDC and the TVD-RK of 3rd
order with a time step of 10−5. This gives an error in time of the order of 10−15,
which is negligible respect to the spatial error and of the order of the round-off error.
The L∞ error, eL∞ , at t = 0.05 is computed at the centroid of the element and with
respect to the estimated exact solution as in the previous case.As shown in Fig. 16,
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the order of accuracy in space matches closely with what the theory predicted even












































Figure 16: Grid convergence for different orders with a smooth non-linear problem.
of accuracy, they have a greater error. Therefore, the limiter should not be used if it
is not really needed. The curves in Fig. 16 get flattened out for very low errors due to
accumulated round-off error. In conclusion, the observations for the non-linear case
are very similar to the linear case above.
6.2.3 Accuracy in time







u(x, 0) = 1 (137)
which has the exact solution u(x, t) = et. The convection velocity is 0 so that the
truncation error in space is zero and the truncation error in time can be studied by
itself. A 1-D domain of unit length, periodic boundaries and 100 elements is used.
The time integration is performed with the TVD-RK and SDC methods for different
order. The L∞ error is computed at t = 6.28 for different number of time steps and
shown in Tables 7 – 9 along with the order of accuracy. The results are also shown in
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Fig. 17 for a more clear appreciation. The order of accuracy for Ni elements (knowing




Table 7: eL∞ for TVD-RK.
Number of 2nd order 3nd order
time-steps eL∞ Order eL∞ Order
8 1.6537 · 102 - 3.5302 · 101 -
16 6.0804 · 101 1.4435 6.1493 · 100 2.5213
32 1.8276 · 101 1.7342 9.0205 · 10−1 2.7691
64 4.9757 · 100 1.8770 1.2200 · 10−1 2.8863
128 1.2948 · 100 1.9422 1.5861 · 10−2 2.9434
256 3.2999 · 10−1 1.9722 2.0219 · 10−3 2.9717
Table 8: eL∞ for 2
nd and 3rd order SDC.
Number of 2nd order 3nd order
time-steps eL∞ Order eL∞ Order
8 1.6537 · 102 - 1.9510 · 101 -
16 6.0804 · 101 1.4435 2.8648 · 100 2.7677
32 1.8276 · 101 1.7342 3.7984 · 10−1 2.9150
64 4.9757 · 100 1.8770 4.8588 · 10−2 2.9667
128 1.2948 · 100 1.9422 6.1332 · 10−3 2.9859
256 3.2999 · 10−1 1.9722 7.7005 · 10−4 2.9936
The fact that the computed order approaches the order of the scheme verifies
the proper implementation of the temporal integration. Also, note that at equal
theoretical order, SDC results to be more accurate while they have very similar order
of accuracy.
Figure 18 shows the CPU time against the eL∞ obtained for different orders and
schemes. The CPU time is normalized by the fastest case. The curves closer to the
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Table 9: eL∞ error for 4
th and 5th order SDC.
Number of 4nd order 5nd order
time-steps eL∞ Order eL∞ Order
8 1.2840 · 100 - 7.2084 · 10−2 -
16 9.2132 · 10−2 3.8007 2.4229 · 10−3 4.8949
32 6.0812 · 10−3 3.9213 7.7303 · 10−5 4.9700
64 3.8890 · 10−4 3.9669 2.4288 · 10−6 4.9922
128 2.4556 · 10−5 3.9852 7.5987 · 10−8 4.9984


































Figure 17: Normalized error for TVD-RK and SDC.
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Figure 18: CPU time for different time integration schemes and orders.
bottom left corner represent a more efficient scheme. For the same order, TVD-RK is
more efficient than SDC. At the same time, the efficiency is increased with the order.
For instance for this case 5th order SDC is more efficient than 3rd order TVD-RK.
In conclusion, the advantage of SDC respect to RK is that the extension to higher
orders is trivial. One could argue that SDC does not have the TVD property of TVD-
RK of 2nd and 3rd order, however, RK schemes of 4th order or greater are not TVD
either. For certain problems where the error in time is important higher orders may
be more suitable. Thus, explicit SDC seems to be a possible approach for high-order
time integration of DG schemes.
The test cases below tend to have a dominant spatial error, thus very high orders
in time are not required.
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6.2.4 Advection of mixed pulses
The convection equation (Eq. 134) is used with the initial value given by:






(G(x, β, z − δ) +G(x, β, z + δ) + 4G(x, β, z)) −0.8 ≤ x ≤ −0.6
1 −0.4 ≤ x ≤ −0.2
1− |10(x− 0.1)| 0 ≤ x ≤ 0.2
1
6
(F (x, α, a− δ) + F (x, α, a+ δ) + 4F (x, α, z)) 0.4 ≤ x ≤ 0.6
0 otherwise
G(x, β, z) = e−β(x−z)
2
F (x, α, a) =
√
max(1− α2(x− a)2, 0)
where a = 0.5, z = −0.7, δ = 0.005, α = 10, and β = log 2/ (36δ2). The domain is a
uniform grid from x = −1 to x = 1 with periodic boundary conditions.
The SDC method of 3rd order is used. The ML is applied on every element or on
the ones flagged by the MB-AP-TVD detector. The result at t = 8.0 is shown in Fig.
19 for p = 2, 4 and for 200 cells.
Figure 20 shows the L1 error computed at the center of the elements for different






|Ul(x, t)− u(x, t)|dx (139)
where U is the numerical result and u is the exact solution (or its estimation).In
the previous test case L∞ was used, which is an adequate parameter to analyze
smooth solution, however, for discontinuous solutions L1 is more appropriate. A few
observations can be made from this figure. The error is reduced as the number of
elements n or the polynomial order p increases. Also, using the detector improves
the accuracy. Note that the order of accuracy is approximately 1 because of the
presence of discontinuities in the solution. Therefore, increasing the order p when
discontinuities are present reduces the error, but not the order of accuracy.
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(a) ML applied to all cells

















(b) ML applied only to “troubled” cells flagged by the detector





















Figure 20: L1 error for different orders and number of elements for the convection
of mixed pulses.
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The same case is run using the original AP-TVD detector, and the efficiency of
the AP-TVD and MB-AP-TVD detectors are compared in Figure 21. Curves closer
to the bottom left corner represent more accurate schemes. Note that for the same
100 101


















Figure 21: CPU time vs. L1 error for different orders for the convection of mixed
pulses.
number of elements AP-TVD tends to be slower, while the error is similar. Thus, MB-
AP-TVD ends up being a better choice than AP-TVD when the default basis of the
element is formed by Legendre polynomials. Given this, we only use the MB-AP-TVD
for the cases below. In addition, figure 21 shows that for this case, which contains
discontinuities, increasing the order of the scheme does not improve its efficiency.
6.2.5 High order for a smooth and non-smooth solution
The same case as in Section 6.2.2 is observed here for a longer period of time. At
t = 0.4 a discontinuity is found at approximately x = 0.1, while the rest of the
solution is smooth. The error is usually computed taking into account the whole
domain. However, in order to analyze only the region with a smooth solution, it can
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|Ul(x, t)− u(x, t)|dx (140)
This similar to Eq. 139, but the integration is done away from the discontinuity,
i.e. for 0.3 ≤ x ≤ 0.9. We estimate the exact solution with 512 elements with
p = 6, and using the SDC of 7th order. The problem is studied using p = 2, 4, 6,
N = 10, 20, 30, 40, 80, 160, SDC of order p+ 1, and limiting on all the elements or as
flagged by the MB-AP-TVD detector. The errors eL1 and ẽL1 are shown in Tables 10-
15. Note that the the order of accuracy based on ẽL1 is close to p + 1, while for eL1
it is close 1. At very low errors the order drops due to accumulated round-off error.
For p = 4 and p = 6 using 20 elements the order is much greater then p+1 since the
error for N = 10 is relatively large. This is due to the propagation to smooth regions
of instabilities generated at the discontinuity. For large-enough number of elements,
N ≥ 20, the instabilities do not affect the smooth area being considered in Eq. 140
for ẽL1 .
Table 10: eL1 and ẽL1 for p = 2 and limiting on all the elements.
Number of Whole domain Smooth region
elements eL1 Order ẽL1 Order
10 3.0333 · 10−2 - 4.4679 · 10−4 -
20 1.2243 · 10−2 1.3089 2.8444 · 10−5 3.9734
30 7.6765 · 10−3 1.1513 6.2605 · 10−6 3.7332
40 5.6299 · 10−3 1.0778 2.2165 · 10−6 3.6093
80 2.7534 · 10−3 1.0319 1.9190 · 10−7 3.5298
160 1.3740 · 10−3 1.0029 1.7365 · 10−8 3.4661
Figure 22 shows the efficiency of the scheme for different orders, with and without
the MB-AP-TVD detector. The error and CPU time are normalized based on the
case with the largest error. As observed for previous cases, the troubled-cell detector
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Table 11: eL1 and ẽL1 for p = 2 and limiting based on the MB-AP-TVD detector.
Number of Whole domain Smooth region
elements eL1 Order ẽL1 Order
10 2.7784 · 10−2 - 1.5107 · 10−4 -
20 9.7931 · 10−3 1.5044 9.2714 · 10−6 4.0263
30 4.4951 · 10−3 1.9205 2.2911 · 10−6 3.4477
40 4.5546 · 10−3 −4.5661 · 10−2 8.4867 · 10−7 3.4521
80 1.5292 · 10−3 1.5745 8.4769 · 10−8 3.3236
160 6.5156 · 10−4 1.2308 9.0416 · 10−9 3.2289
Table 12: eL1 and ẽL1 for p = 4 and limiting on all the elements.
Number of Whole domain Smooth region
elements eL1 Order ẽL1 Order
10 2.6758 · 10−2 - 5.0581 · 10−5 -
20 1.1347 · 10−2 1.2376 1.3111 · 10−8 11.914
30 7.2367 · 10−3 1.1093 1.2282 · 10−9 5.8399
40 5.3411 · 10−3 1.0558 2.3009 · 10−10 5.8220
80 2.6630 · 10−3 1.0041 5.1326 · 10−12 5.4864
160 9.1757 · 10−4 1.5372 1.7473 · 10−13 4.8765
Table 13: eL1 and ẽL1 for p = 4 and limiting based on the MB-AP-TVD detector.
Number of Whole domain Smooth region
elements eL1 Order ẽL1 Order
10 2.4803 · 10−2 - 4.2981 · 10−5 -
20 7.6011 · 10−3 1.7063 6.3106 · 10−9 12.7336
30 4.7370 · 10−3 1.1663 6.1355 · 10−10 5.7483
40 3.2698 · 10−3 1.2885 1.2682 · 10−10 5.4799
80 1.6939 · 10−3 0.9489 3.3972 · 10−12 5.2223
160 9.6828 · 10−4 0.8068 1.4398 · 10−13 4.5604
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Table 14: eL1 and ẽL1 for p = 6 and limiting on all the elements.
Number of Whole domain Smooth region
elements eL1 Order ẽL1 Order
10 2.5755 · 10−2 - 3.8820 · 10−5 -
20 1.1102 · 10−2 1.2140 2.1739 · 10−9 14.1242
30 7.1097 · 10−3 1.0991 2.3454 · 10−12 16.8493
40 5.2764 · 10−3 1.0366 1.8132 · 10−13 8.8985
80 2.0933 · 10−3 1.3338 9.6648 · 10−14 0.9077
160 1.1018 · 10−3 0.9260 1.0902 · 10−13 −0.1738
Table 15: eL1 and ẽL1 for p = 6 and limiting based on the MB-AP-TVD detector.
Number of Whole domain Smooth region
elements eL1 Order ẽL1 Order
10 2.3243 · 10−2 - 1.5876 · 10−5 -
20 8.0117 · 10−3 1.5366 9.5822 · 10−12 20.6600
30 4.6348 · 10−3 1.3498 4.4873 · 10−13 7.5500
40 3.3924 · 10−3 1.0848 1.2121 · 10−13 4.5497
80 1.7780 · 10−3 0.9321 9.6667 · 10−14 0.3265
160 9.5344 · 10−4 0.8990 1.0951 · 10−13 −0.1799
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(a) For the whole domain, eL1 .
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(b) For the smooth region, ẽL1 .
Figure 22: Efficiency of the scheme for different orders for a solution with one dis-
continuity. The limiter is applied to all the element or based on the MB-AP-TVD
detector.
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helps improve the accuracy and efficiency of the solver. For lower L1 error high-
order schemes become more efficient. The limiter reduces numerical oscillations at
discontinuities, but with a minimal numerical diffusion, so small instabilities still
exist. As the number of elements is increased the numerical error originated at the
discontinuity is localized in a smaller region. Thus, probably, p-adaptivity could
improve the efficiency by dropping the order at the discontinuity and keeping high
order in the smooth region.
6.2.6 Sod’s problem
The initial conditions are:




(1.0, 0.0, 1.0) , x ≤ 0.5
(0.125, 0.0, 0.1) , x > 0.5
(141)
A 1-D domain is used and it extends from x = 0 to x = 1. The case is run with
different number of elements and the limiting is based on conservative, primitive, or
characteristic variables. In addition, two options are tested, one applies the ML with
the MB-AP-TVD detector, and the second option applies the ML to all cells. The grid
is uniform with p = 2, and the time integration is performed using the 3rd-order SDC.
The simulation is run until t = 0.2. The normalized CPU time vs. the L1 error of
the final density is shown for the three cases in Fig. 23(a). Limiting with primitive or
characteristic variables requires computing the respective Jacobians for each element,
so it is computationally slightly more expensive than using conservative variables, but
the error is lower. For primitive and characteristic variables, using the MB-AP-TVD
detector to apply the ML to only “troubled” cells increases the efficiency and lowers
the error since the solution is smooth in a large portion of the domain.
The same case is run enabling the adaptive mesh refinement for lmax = 1, 2, 3.
The CPU time vs. the L1 error of the density is shown in Fig. 23(b) for limiting with
primitive variables. Note that both variables are normalized by the fastest simulation.
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(a) Comparison for different limiting variables with and without detector.
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(b) AMR comparison, limiting using primitive variables.
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(c) Estimator comparison, limiting using primitive variables, the MB-AP-TVD detector
and lmax = 3.
Figure 23: Sod’s problem for different solver options. The curves closer to the bottom
left corner represent a more efficient set of options.
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As lmax is increased the curves get slightly closer to the origin. This means that for
this test case enabling the adaptivity produces some increase in the efficiency of the
solver. Here, the MB-AP-TVD also shows to improve the efficiency.
The estimators are compared using lmax = 3, the MB-AP-TVD detector, and
limiting with primitive variables. The efficiency is represented in Fig. 23(c). Clearly,
JUMP2 is more efficient than KXRCF for this case. Figure 24 shows the density and
number of levels for 16 elements. The main issue with KXRCF is that it does not
































Figure 24: Sod’s problem for different solver options. Contrast between the error
estimators.
6.2.7 Lax’s problem
The initial solution is:




(0.445, 0.698, 3.528) , x ≤ 0
(0.5, 0, 0.571) , x > 0
(142)
The problem is solved in the 1-D domain [−0.5, 0.5] until t = 0.13.
Initially, the effect of the variables used for limiting is studied. A uniform grid is
used with N = 64, 128, 256, 512 and p = 2 with the limiter applied to either all cells
or those flagged by the MB-AP-TVD detector. The integration in time is done with
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the 3rd-order SDC method. The CPU time vs. the L1 error of the density is shown in
Fig. 25(a). These results show that for this particular test problem the MB-AP-TVD
detector increases the efficiency for conservative and characteristic variables, while
for primitive variables it did not affect significantly. The CPU time is very similar
independent of the set of variables used. Even though conservative variables do not
require to compute the Jacobian to transform between the variables, they may require
more steps of the limiter.
Now the effect of the adaptation is studied, limiting with primitive variables. The
same grid is used, but the adaptation is enable with lmax = 1, 2, 3. The result is
shown in Fig. 25(b). When lmax is raised, the efficiency of the solver increases and it
improves more using the MB-AP-TVD detector. The estimators are compared using
lmax = 3, the MB-AP-TVD detector, and limiting with primitive variables. The
efficiency is represented in Fig. 25(c). Clearly, JUMP2 is more efficient than KXRCF
for this case.
6.2.8 Blast waves





1000, 0 ≤ x < 0.1,
0.01, 0.1 ≤ x < 0.9,
100, 0.9 ≤ x ≤ 1.0,
(143)
This problem is a common test case first presented in [144]. Walls are located at
x = 0 and x = 1.
The problem is run until t = 0.038 s for p = 2, lmax = 1, 2, 3, different number of
root cells and the 3rd-order SDC. This test case does not have an exact solution, so
it is approximated using a uniform mesh with N = 4096, p = 2, lmax = 1, the ML
without detector and with characteristic decomposition, similar to [74].
Figure 26 shows the CPU time vs. the L1 error in density, both variables are
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(b) AMR comparison, limiting using primitive variables.
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(c) Estimator comparison, limiting using primitive variables, the MB-AP-TVD detector
and lmax = 3.
Figure 25: Lax problem for different solver options.
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normalized by the fastest run. Figure 26(a) shows the effect of the detector and the
limiting variables. Figure 26(b) represents the efficiency of the AMR approach using
primitive variables. The efficiency of the solver clearly improves increasing lmax. In
this case the MB-AP-TVD detector does not produce any significant difference when
studying the refinement aspects. The estimators are compared using lmax = 3, the
MB-AP-TVD detector, and limiting with primitive variables and the results are in
Fig. 26(c). JUMP2 tends to be more efficient than KXRCF for this case.
6.2.9 Shock-entropy wave interaction
Consider the Euler equation with the following initial values:




(3.857143, 2.629369, 10.333333), x < −4
(1.0 + 0.2 sin(5x), 0.0, 1.0), x ≥ −4
(144)
The problem is solved in the 1-D domain [−5, 5] until t = 1.8.
As before, the effect of the variables used for limiting are studied on a uniform grid
with N = 64, 128, 256, 512 and p = 2. The integration in time is done with the 3rd-
order SDC method. The CPU time vs. the L1 error of the density is shown in Fig. 27.
For this problem limiting using primitive variable is advantageous compared with
conservative variables. Figure 28 shows the solution at t = 1.8 and it clearly presents
that limiting using primitive variables captures the smooth oscillations much more
accurately than with conservative variables. Characteristic limiting provides a even
more efficient solution than with primitive variables. Also, the MB-AP-TVD detector
clearly improves the efficiency. Using AMR for this test case gives no efficiency gains
in the low element count (larger normalized error) regime, but AMR is more justified
at lower errors where the number of elements increases.
The estimators are compared in Fig. 27(c) using lmax = 3, the MB-AP-TVD
detector, and limiting with primitive variables. JUMP2 tends to be more efficient
than KXRCF for this case.
103
10-1 100















































(b) AMR comparison, limiting using primitive variables.
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(c) Estimator comparison, limiting using primitive variables, the MB-AP-TVD detector
and lmax = 3.
Figure 26: Interacting blast waves for different solver options.
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(b) AMR comparison, limiting using the primitive variables.
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(c) Estimator comparison, limiting using primitive variables, the MB-AP-TVD detector
and lmax = 3.
Figure 27: Shock-entropy wave interaction problem for different solver options.
105



































Figure 28: Shock-entropy wave interaction at t = 1.8 for N = 256, p = 2.
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6.2.10 Convection in 2-D















1 for (x1 − 0.5)2 + (x2 − 0.5)2 ≤ 0.252
0 otherwise
where u is a passive scalar, and c1 and c2 are the constant convection velocities equal
to 1. The domain is the unit square [0, 1]× [0, 1] with periodic boundary conditions.
The time integration used is the 3rd-order SDC. Figure 29 shows the CPU time vs.
the L1 error at t = 1 for different solver options varying the number of element. In
Fig. 29(a) lmax is varied together with the detector. Increasing the lmax improves the
efficiency, and using the MB-AP-TVD helps too. In Fig. 29(b) the error estimator
for AMR is varied. For this 2-D case JUMP1 and JUMP2 produce slightly different
results, and JUMP2 is the most efficient of the three estimators. The mesh with the
solution for KXRCF and and JUMP2 are shown in Fig. 30. KXRCF was originally
designed for shocks, so it perform poorly here.
6.2.11 Double Mach reflection
This is a very common test case for the Euler equation first used by Woodward and
Colella [144]. It was also solved by Krivodonova [72] using the ML with a uniform
grid and without trouble-cell detector. This case consists of a strong shock impacting
a wedge with a semi-angle of 30o, thus it is usually simulated by a rectangular domain
with a frame rotated 30o over the original horizontal axis.
The rectangular domain has a size of [0, 4]× [0, 1]. A right-moving Mach 10 shock
is initially located forming an angle of 60o with the x-axis passing by the coordinate
x = 1/6, y = 0. The undisturbed air on the right of the shock has a density of 1.4 and
a pressure of 1. The specific heat ratio is γ = 1.4. A slip-wall boundary is located
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(a) AMR comparison, with and without detector.
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(b) Estimator comparison, using the MB-AP-TVD detector and lmax = 3.
Figure 29: Two-dimensional convection for different solver options.
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(a) KXRCF. (b) JUMP2.
Figure 30: Mesh and isocontour for u = 0.5 for a 2-D convection problem.
at the lower boundary from x = 1/6 to x = 4. The right boundary is a supersonic
outflow. The left boundary and bottom boundary for x < 1/6 are supersonic inflow.
The reason for applying supersonic inflow at the bottom boundary is to mimic the
effect of the wedge. The top boundary mimics the exact motion of the moving shock.
The grid has 48× 12 cells with lmax = 5. The ML is used with the MB-AP-TVD
detector. Second order polynomial elements are used with the 3rd-order SDC method.
The results are shown for t = 0.2. Figure 31 shows 60 equally-spaced density
contours. Figure 32(a) shows in black the cells flagged by the MB-AP-TVD detector
as troubled cells. Note that the ML is not applied here where the flow is uniform,
as intended. Figure 32(b) shows the level of refinement l. It can be noted that the
level is increased where the features of the flow are smaller, as can be expected from
Fig. 31.
6.2.12 Vortex convection
As we have seen with previous tests, the global efficiency does not improve signif-
icantly for problems dominated by discontinuities when the order is increased. We
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Figure 31: Density at t = 0.2 for the double Mach reflection.
(a) Troubled-cell.
(b) Refinement level.
Figure 32: Double Mach reflection.
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studied simple smooth cases in 1D, but here we extend the study to a slightly more
applicable case in 2D. An isentropic vortex is centered at the center of the domain
(xc, yc) = (0.5, 0.5). The flow is described by:
v1 =M
√
γ + ǫ τ eα(1−τ
2) sin(θ)










whereM = 0.3, τ = r/rc, r =
√
(x− xc)2 + (y − yc)2 and θ = arctan ((y − yc)/(x− xc)).
Three parameters describe the vortex: the strength of the vortex ǫ, the decay rate
of the vortex α, and the critical radius rc. For this test the following values are
used: ǫ = 0.3, α = 0.204, and rc = 0.05. The domain is a unit square with periodic
boundaries in every direction. Different number of elements and spatial orders, p, are
used. Even though this is a smooth problem, the ML limiter with the MB-AP-TVD
detector are used. The range of length scales is very narrow, so AMR is not needed.
Figure 33(a) presents the CPU time vs. the L1 error after one period using the
SDC of order p + 1. The same pattern as for previous 1D cases is observed here.
The efficiency increases with the order at in the high accuracy range since at equal
CPU time the numerical error is smaller. However, in the low accuracy range low
order schemes perform more efficiently. Even though this problem is dominated by
convection, the time-step size is limited by the acoustic time, so one could assume
that we are over-resolving in time. Thus, we rerun the same cases with the 3rd-order
SDC for every p. Note that in this case the CFL has to be adjusted for p > 2. We use
C = 0.5, C = 0.45, and C = 0.4 for p = 2, p = 4, and p = 6, respectively. Now higher
orders in space have a greater advantage. In cases where the error in time is more
significant, increasing the order of the scheme in time would make improvements. In
this case, however, higher orders in time only add more computational cost.
111
10-5 10-4 10-3 10-2 10-1 100


















(a) SDC of order p+ 1.
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(b) SDC of order 3.
Figure 33: Efficiency for the convection of an isentropic vortex.
It can be concluded that the limiting procedure can be freely applied in the whole
domain even where smooth features are present. This aspect is important for large-
scale applied problems where several types of features can be present at the same
time, so a generic and robust scheme is wanted. The shock-vortex interaction case
shown below elaborates more on this.
6.2.13 Shock-vortex interaction
This problem consists of a vortex going through a shock and helps to test how the
solver behaves when smooth features interact with discontinuities. For more infor-
mation on this kind of problems see [110]. The initial conditions are the same as in
[154, 65]. The size of the domain is [0, 2]× [0, 1]. Reflective boundary conditions are
used on top and bottom. The left boundary is a supersonic inflow, while the right
boundary is an outflow. A stationary shock is located at x = 0.5, its pre-shock Mach
number isMs = 1.1, and the left side state is defined by ρ = 1, u =Ms
√
γ, v = 0 and
p = 1. The right state can be determined from the left state by using the stationary
shock relations. An isentropic vortex is centered at (xc, yc) = (0.25, 0.5). Therefore,
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on the left hand side of the shock the flow is described by:
v1 =Ms
√
γ + ǫ τ eα(1−τ
2) sin(θ)










where τ = r/rc, r =
√
(x− xc)2 + (y − yc)2 and θ = arctan ((y − yc)/(x− xc)). For
this test the following values are used: ǫ = 0.3, α = 0.204, and rc = 0.05.
A uniform grid with 32 × 16 cells and lmax = 4 is used with p = 2. The time
integration is done with the 3rd-order SDC method. The ML is used with the MB-AP-
TVD detector. The pressure at t = 0.8 are shown in Fig. 34 with 60 equally-spaced
contours. Figures 35(a) and 35(b) indicate how the solver adapt to the solution to
avoid instabilities and waste computational resources. The vortex successfully goes
through the shock and features with different length scales are properly be resolved.
Similar result were observed in [154, 65] using other numerical schemes.
Figure 34: Pressure iso-contours for a shock-vortex interaction.
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(a) Troubled-cell. (b) Refinement level.
Figure 35: Shock-vortex interaction.
6.2.14 Spherical shock test
The final test is a spherical shock case in a cube defined in [0, 1]× [0, 1]× [0, 1]. The
initial conditions are similar to the typical Sod’s problem, but in this case a spherical
symmetry is used:




(1.0, 0.0, 0.0, 0.0, 1.0) , r ≤ 0.5
(0.125, 0.0, 0.0, 0.0, 0.1) , r > 0.5
(146)
where r is the distance from (0, 0, 0). The initial grid has 323 p = 2 elements, each
allowed to refine to a level lmax = 3. The integration in time is done with the 3
rd-order
SDC method.
An “exact” solution is estimated solving the Euler equation in spherical coordi-








where S = −2/x (ρv1, ρv21 , (ρET + p)v1)
T
. This 1D problem is solved on a grid with
1024 cells with p = 2 and integrated in time with the 3rd-order SDC method.
A very similar test case to this one was studied in 2D in [146, 135].
The density and pressure at t = 0.2 over four different vectors are shown in Fig. 36.
Each of these four vectors are: (1, 0, 0), (0, 1, 0), (0, 0, 1), and (1, 1, 1). Given that
the density on the different trajectories match, the scheme successfully respects the
spherical symmetry of the problem. Note that the results shown do not match exactly
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the classical one-dimensional Sod shock-tube problem due to 3D effects. Figure 37
demonstrates the ability of AMR to track the shock and rarefaction waves as required.
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Figure 36: Spherical shock test at t = 0.15 over four different vectors.
6.3 Discussion
The Euler equations are solved using the discontinuous Galerkin method with adap-
tive mesh refinement and high-order of accuracy in space and time.
It was shown using high-order schemes that problems with discontinuities can
present high order of convergence in the smooth regions, while the global order of
accuracy is close to 1 in the L1 and L∞ norm. Most of the cases studied include
discontinuities. Therefore, in such cases the order in space and time of the scheme
used is 3, since, as it was shown, increasing the order of the solver does not improve
its efficiency significantly when discontinuities dominate. Given that the time-step
is limited by the acoustic time, convection dominated problems end up being over-
resolved in time, so in such cases increasing the order in time produces an unnecessary
computational cost.
A simple and effective error estimator for adaptivity based on the inter-element
jump is suggested and it was shown to be more efficient than other estimator found
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Figure 37: Spherical shock test. Density contours and grid refinement.
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in the literature. From a computational-resources point of view, the most efficient
combination of maximum levels of refinement and initial number of cells is problem-
dependent. In a few of the tested problems the overhead caused by the adaptation
made it unnecessary. However, in no case with a wide range of scales AMR caused a
significant loss of efficiency.
The AP-TVD detector in [154] was modified replacing the averaged-derivative
basis that it originally required by the Legendre polynomial basis, which is commonly
used in DG. Therefore, the current approach avoids the transformation and a better
efficiency of the scheme is observed. We named it the moment-based AP-TVD (MB-
AP-TVD) since it uses the default moments of the solution – like the moment limiter
(ML) does. Yang and Wang [154] showed that the AP-TVD detector gives better
results than the more common detectors used in [106], so the MB-AP-TVD should
be even more efficient than those.
The troubled cells were treated with a ML modified for non-uniform meshes with
hanging nodes. The limiting stage is done using primitive, characteristic, and con-
servative variables and then appropriately evaluated. The optimal choice of limiting
variables and where to apply the limiter is case-specific, but based on the results of
the one-dimensional tests limiting using primitive variables and the MB-AP-TVD de-
tector is the recommended starting point, especially for multi-dimensional problems
since the ML is inherently multi-dimensional and the characteristic decomposition,
slightly better than primitive variables in 1D, cannot be applied in 2 or 3 dimensions.
The computational cost due to the conversion from conservative to the other vari-
ables seems to be negligible. This Jacobian (and its inverse) is computed each time
an element is being limited, but the CPU advantage of conservative variables seems
to be lost since worse limiting requires more correction steps of the limiter.
In addition, most test cases were studied with SDC method, what shows that it is
an adequate time-integration scheme that could be considered as an alternative to the
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Runge-Kutta methods for certain applications, especially as the order increases since
it is easier to derive and implement. More research is still necessary to determine
the numerical properties of SDC-DG, such as its maximum CFL number and its
numerical dissipation at different frequencies.
For Cartesian, low-order cases DG may perform similarly to FD or FV [161].
However, it is important to note that when the conditions are more sophisticated
(e.g. unstructured, non-Cartesian, high order), where other schemes cannot even be
applied, DG still performs well.
The scheme, including our new developments, are relatively simple to implement,
robust, with great numerical properties. Thus, it presents a technique that should
be exploited for more generic applications. p-adaptivity could be useful especially for
problems with discontinuities, which are better treated with low-order schemes.
For steady-state problems the proposed approach may not be highly efficient.
Common modifications to improve the convergence to a steady state include some
type of filter in time for the limiter and other discrete operations, since they create
oscillations that do not let the residual decrease enough. However, the goal of this
study is to investigate methods needed for time dependent problems.
Given the results observed in this chapter, for the rest of this thesis the follow-
ing numerical techniques are used unless specified otherwise: the MB-AP-TVD for
troubled-cell detector with the Moment Limit using primitive variables; 3rd-order
TVD-RK for time integration; p = 2 to balance efficiency in problems with smooth
and discontinuous regions; and JUMP2 as error estimator.
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CHAPTER VII
SHOCK-BUBBLE INTERACTION WITH THE 4-EQ.
MODEL USING DG
7.1 Introduction
Two multi-fluid methods were described in detail in Chapter 3: the 4-eq. and the
5-eq. models. The former is simpler, thus, it is treated in this chapter to build
experience, while the later is studied in the following chapters.
Also, two DG methods were described in Section 4.2.2: one based on the RKDG
and the other as an extension to LDG. The former is used here also to build experience
since it is slightly simpler, but it could result to be unstable unless an ad-hoc correction
is used.
Inviscid shock-tube problems are used to verify the formulation and the increased
efficiency when using AMR. In addition, the solver is applied to shock-bubble interac-
tions and compared with the literature. These cases put the compressibility together
with the material discontinuities to the test, two main aspects of the formulation
developed.
7.2 Verification of the 4-eq. model with DG
Various test cases used in past studies are used to establish the capability of this
new numerical algorithm. The details of the test cases and the rationals for them are
summarized in Table 16.
7.2.1 Interface convection
The occurrence of pressure oscillations at interfaces is a common problem in nu-
merical multiphase schemes that arise even in simple problems. We study here the
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Table 16: Summary of two-phase inviscid cases for verification and validation.
Test case Purpose Section
1-D convection Show the efficiency and noise of the scheme. 7.2.1
Two-phase Sod’s
problem
Verification for a material and pressure jump. 7.2.2
Two-phase Lax’s
problem






Mixture of sharp and smooth variations. 7.2.4
Shock-tube Test for larger material differences. 7.2.5
pressure oscillations that originate when a material interface is convected. The initial
conditions are:





(1.0, 1.0, 1.0, 0.9999)T
(10.0, 1.0, 1.0, 0.0001)T
for x < 0.0
for x ≥ 0.0
The 1-D domain is [−1, 1], has 25 elements, lmax = 3 and periodic boundaries. The
material properties are γ1 = 1.4, P∞,1 = 0.0, γ2 = 1.2, and P∞,2 = 0.0. The result
after one period, t = 2.0, is shown in figure 38. It can be seen that both pressure and
velocity have negligible error. Note in figure 38(e) how refinement is applied only at
the interface, while the grid is coarse where the solution is smooth. The same case
run for different number of levels can give an estimation of the effectiveness of the
AMR algorithm. Fig. 39 compares the L1 error vs. the CPU time and was obtained
using lmax = 1, 2, 3 and 16, 32, and 64 2
nd−order elements. The L1 error is computed





where α̂1 is the exact solution. The CPU time does not take I/O into account.








































































































Figure 38: Convection of an interface at t = 2.0. Exact solution in dotted line,
computed solution in solid line.
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This represents that increasing the number of levels is more efficient than increasing
the total number of elements. Cases with larger areas with smooth solution should













Figure 39: L1 error in α1 vs. CPU time for the convection of an interface at t = 2.0.
Now the same case is studied with more challenging materials: γ1 = 1.4, P∞,1 =
0.0, γ2 = 4.0, and P∞,2 = 1.0. The results are in figure 40. Even with greater material
differences, the numerical error is close to machine precision.
7.2.2 2-phase Sod problem
This test is usually applied in a single-fluid context and it is known has the Sod
problem [22]. The initial states and material properties are [140]:





(1, 0, 1, 0.9999)T
(0.125, 0, 0.1, 0.0001)T
for x < 0.0
for x ≥ 0.0
The material properties are γ1 = 1.4, P∞,1 = 0, γ2 = 1.6 and P∞,2 = 0. The 1-D
domain is [−5, 5], has 25 elements and lmax = 3. An “exact” solution is estimated
with 1000 elements and no adaptivity. The solution at t = 2.0 and the level of each







































































































Figure 40: Convection of an interface at t = 2.0 with large material differences.

























































































Figure 41: 2-phase Sod problem at t = 2.0. Adaptive solution in solid line and
“exact” solution in dotted line.
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7.2.3 2-phase Lax problem
This case is also a common test in a single-fluid context known has Lax problem [22].
The initial conditions are [140]:





(0.445, 0.699, 3.527, 0.9999)T
(0.5, 0, 0.8565, 0.0001)T
for x < 0.0
for x ≥ 0.0
The material properties are γ1 = 1.4, P∞,1 = 0, γ2 = 1.6 and P∞,2 = 0. The 1-D
domain is [−5, 5], has 25 elements and lmax = 3. An “exact” solution is estimated
with 1000 elements and no adaptivity. The solution at t = 1.3 and the level of each































































Figure 42: 2-phase Lax problem at t = 1.3. Adaptive solution in solid line and
“exact” solution in dotted line.
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7.2.4 Shock-entropy interaction
This test is common in a single-fluid context where a shock interacts with smoothly
varying features [22] and here it is shown with an added material discontinuity. The
initial states and material properties are [140]:





(3.857143, 2.629369, 10.333333, 0.9999)T
(1 + sin(5.0x), 0.0, 1.0, 0.0001)T
for x < −4.0
for x ≥ −4.0
The material properties are γ1 = 1.4, P∞,1 = 0.0, γ2 = 1.666666 and P∞,2 = 0.0.
The 1-D domain is [−5, 5], has 100 elements and lmax = 3. An “exact” solution is
estimated with 2000 elements and no adaptivity. The density at t = 1.8 and the
level of each element are shown in figure 43. It is clear that when starting with 100
elements, lmax = 2 does not provide enough resolution to capture some fluctuations.
Figure 43(b) shows that the adaptivity algorithm with lmax = 3 refines appropriately















































(b) lmax = 3.
Figure 43: Density profile at t = 1.8 for the shock-entropy interaction case. Adaptive
solution in solid line and “exact” solution in dotted line.
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7.2.5 A two-phase shock-tube problem
Now the scheme is tested under higher pressure ratios with different material prop-
erties as in [66]. The initial conditions are:





(1.241, 0, 2.753, 0.9999)T
(0.991, 0, 3.059× 10−4, 0.0001)T
for x < 0.0
for x ≥ 0.0
with γ1 = 1.4, P∞,1 = 0, γ2 = 5.5 and P∞,2 = 1.505. The 1-D domain is [−5, 5],
has 25 elements and lmax = 3. An “exact” solution is estimated with 1000 elements
and no adaptivity. The result at t = 0.6 is shown in Fig.44. Even though the two
materials differ even in the value of P∞, the oscillations at the discontinuities are
minimum and are reduced as the resolution increases.
7.3 Shock-bubble interaction
7.3.1 Gas-gas, Bubble-shock interaction in 2-D
A Helium cylinder in air is impacted by a shock with a Mach number of Ma =
1.22, as studied experimentally and numerically in the literature[48, 109]. Given
that a cylinder was used for the experiments, the resulted flow was mostly two-
dimensional and symmetric respect to the horizontal line crossing the center of the
bubble. Therefore, for this validation we use a 2-D domain as in figure 45. Fully
reflective boundaries were used at the top and bottom, and non-reflective boundaries
based on Riemann invariants were used at the left and right boundaries. A grid with
160× 20 elements and one with 320× 40 elements were used, both having lmax = 4.
Initially, for the bubble:
(ρ, v1, v2, P, γ, P∞, α1)
T =
(
0.16347 kg/m3, 0.0 m/s, 0.0 m/s, 101325 Pa, 1.67, 0.0 Pa, 0.00001
)T
and for the air surrounding the bubble:
(ρ, v1, v2, P, γ, P∞, α1)
T =
(













































































Figure 44: Shock-tube problem at time t = 0.6 s. Adaptive solution in solid line and
“exact” solution in dotted line.
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Figure 45: Geometry used for the 2-D interaction of a shock and a helium bubble in
air.
The post-shock values are obtained by using the Rankine-Hugoniot condition.
The instability induced by the shock at the interface makes the problem ill-posed
and grid-dependent for the Euler equations (more details below). Nonetheless, the
inviscid phenomena are still useful to validate the scheme. A sequence is presented in
figure 46. As studied by Haas and Sturtevant[48], depending on the speed of sound
in the bubble the acoustic waves converge or diverge. For a Helium bubble, a lighter
gas than air, the speed of sound is higher than in its surroundings and the waves
diverge because the transmitted wave inside the bubble travels faster than around
it. Figure 47 is the result at t = 32 µs zoomed in and presents the different waves
created. When the incident shock hits the material discontinuity, a refracted shock is
created inside the bubble and an expansion wave is created upstream. The refracted
shock moves faster than the incident shock because the speed of sound in helium is
faster than in air. Also, given that the refracted shock is ahead of the incident shock
a side shock is created to compensate for this misalignment. The shock moving at
different speeds inside and outside the bubble generates high vorticity concentrated
at the interface, see figure 48. This shear layer evolves in time and generates the
growing vortexes shown in figure 46, resembling a typical mixing layer problem. This
growth is affected by viscous effect. Given that we ignored viscosity in the governing
equation, the numerical diffusion is controlling these vortexes, thus this clarifies why
the governing equation is ill-posed to study the interface behavior.
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(a) t = 52 µs, 160× 20 elements. (b) t = 52 µs, 320× 40 elements.
(c) t = 102 µs, 160× 20 elements. (d) t = 102 µs, 320× 40 elements.
(e) t = 245 µs, 160× 20 elements. (f) t = 245 µs, 320× 40 elements.
(g) t = 427 µs, 160× 20 elements. (h) t = 427 µs, 320× 40 elements.
(i) t = 674 µs, 160× 20 elements. (j) t = 674 µs, 320× 40 elements.

































Figure 47: Result at t = 32 µs showing the different waves for a cylindrical Helium
bubble. The lines are pressure and density iso-contours.
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Figure 48: Vorticity magnitude at t = 102 µs with 320×40 elements for a cylindrical
Helium bubble.
7.3.2 Gas-gas, Bubble-shock interaction in 3D
A similar test as before is conducted in 3D and based on experiments with a spherical
Helium or Krypton bubble as presented by Layes and Le Métayer[77]. Two shock
strengths are used, Ma = 1.2 and Ma = 1.7, which makes a combination of 4
different case. Due to the symmetry of the problem, one fourth of the geometry is
actually simulated. A diagram of the whole geometry is shown in figure 49. The left
and right boundaries are non-reflective as above, whereas the other 4 boundaries are
fully reflective. The number of elements is 68× 8× 8 with lmax = 3. Initially, for the
bubble:
(ρ, v1, v2, P, γ, P∞, α1)
T =
(
0.167 kg/m3, 0.0 m/s, 0.0 m/s, 0.0 m/s, 101325 Pa, 1.67, 0.0 Pa, 0.00001
and for the air surrounding the bubble:
(ρ, v1, v2, P, γ, P∞, α1)
T =
(
1.29 kg/m3, 0.0 m/s, 0.0 m/s, 0.0 m/s, 101325 Pa, 1.4, 0.0 Pa, 0.99999
)T
The post-shock values are obtained by using the Rankine-Hugoniot condition.
Figures 50 and 51 show the X location of the down- and up-stream limits of the
bubble respect to X0, which is the initial up-stream limit. The same figure also shows
the results published by Layes and Le Métayer[77], where they used slightly different
points (named points 1 and 4) and one of them does not match the down-stream limit
at the beginning of the simulation. Therefore, these plots show the good accuracy of




























































(b) Ma = 1.7.
Figure 50: Trajectory of the Helium spherical bubble compared to Layes and
Le Métayer[77]. Points 1 and 4 are from Layes and Le Métayer[77], whereas the
down- and up-stream are from the current computations. Point 4 does not match the



















































(b) Ma = 1.7.
Figure 51: Trajectory of the Krypton spherical bubble compared to Layes and
Le Métayer[77]. Points 1 and 4 are from Layes and Le Métayer[77], whereas the
down- and up-stream are from the current computations.
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7.3.3 Gas-liquid, Bubble-shock interaction in 2-D
Here a more challenging case is presented with greater material differences and very
large pressure jumps. An air cylinder in water is impacted by a shock as studied ex-
perimentally and numerically by Bourne and Field[16] and Ball et al.[7], respectively.
Given that a cylinder was tested, a 2D geometry should capture the main features
properly. The geometry is described in figure 52. It was argued by Ball et al.[7]
that the inviscid assumption for this simulation is appropriate since the Reynolds
number is very large. Furthermore, surface tension can be neglected given that the
dynamic effects are greater, i.e. the Weber number (We) is much greater than 1
(We = ρu2D/σ, where ρ is the density of the environment, u is the characteristic
velocity, D is the diameter of the bubble, and σ is the surface tension coefficient).
The initial resolution is 50× 20 and lmax = 4. Initially, for the air bubble:
(ρ, v1, v2, P, γ, P∞, α1)
T =
(
1.18 kg/m3, 0.0 m/s, 0.0 m/s, 101325 Pa, 1.4, 0.0 Pa, 0.99999
)T
For the liquid surrounding the bubble:
(ρ, v1, v2, P, γ, P∞, α1)
T =
(
1000 kg/m3, 0.0 m/s, 0.0 m/s, 101325 Pa, 4.4, 6× 108 Pa, 0.00001
)T
and for the post-shock:
(ρ, v1, v2, P, γ, P∞, α1)
T =
(
1323.65 kg/m3,−681.577 m/s, 0.0 m/s, 1.9× 109 Pa, 4.4, 6× 108 Pa, 0.
The interface and pressure are shown in figure 53 for a shock wave with 1.9×109 Pa.
These results are very close to Ball et al.[7], where similar conditions were used.
At large post- over pre-shock pressure ratios (Pr > 5000) a jet is formed and an
asymmetric collapse occurs [32], like in the current case. The speed of the jet is
greater than the post-shock particle velocity, and the difference increases with Pr [16].
Note that after the jet impacts the distal side, the pressure increases due to a “water-










Figure 52: Geometry used for the 2-D interaction of a shock and an air bubble in
water.
(a) t = 1.2 µs. (b) t = 2.5 µs.
(c) t = 2.9 µs. (d) t = 3.2 µs.
Figure 53: Pressure and interface for a gas bubble collapsing in liquid for a shock
with 1.9× 109 Pa.
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Table 17: Post-shock conditions and collapse time for a cylindrical air bubble in
water.
ρ [kg/m3] v1 [m/s] P [Pa] τ [s] τ [s] (Exp.[16]) τ [s] (Num.[126])
1323.65 −681.577 1.9× 109 2.8 × 10−6 (1.8± 0.2) × 10−6 –
1407.43 −1006.56 3.5× 109 2.0 × 10−6 (1.0± 0.5) × 10−6 2.072 × 10−6
1437.3 −1170.08 4.5× 109 1.7 × 10−6 – –
1458.7 −1315.1 5.5× 109 1.6 × 10−6 – –
very close to the results by Ball et al.[7]. It seems that some air is caught in between
the two interface even after the collision. A similar phenomenon was observed by Ball
et al.[7], but they could not confirm if that was a numerical issue or actually physical.
According to Qian and Law[105], when two liquid interfaces collide under a certain
regime, small gas bubbles should be retained in the liquid, however, it is very difficult
to show experimentally.
The collapse time τ , defined as the time required for the jet to hit the distal
side, was calculated for different post-shock pressures. Table 17 shows the results
together with the corresponding post-shock density, velocity and pressure based on
the Rankine-Hugoniot relations for each case. The results match the simulations by
Shyue[126] and are in the same order as the experiments by Bourne and Field[16].
Figure 54 shows the collapse time versus the initial shock pressure ratio. Swantek
and Austin[130] compared more numerical and experimental tests, and found that
the simulations tend to have a collapse time twice as big as the experimental cases.
7.3.4 Gas-liquid, Bubble-shock interaction in 3D
The same case as above for a post-shock pressure of 1.9 × 109 Pa is now conducted
in a 3-D domain with a spherical bubble. The grid has a size of 50×20×20 elements
and lmax = 3. Due to the symmetry of the problem, only one fourth of the geometry
























Figure 54: Collapse time for a cylindrical air bubble in water.
time steps, where t = 0.0 s is when the shock first hits the bubble. The result is
reflected in the Y and Z plane for visual clarity. At t = 1.2 µs the up-stream side is
approximately flat. At t = 2.0 µs the jet is starting to form. At t = 2.5 µs the jet
impacts the down-stream face and produces a water-hammer effect with a pressure
peak exceeding 5.6 × 109 Pa. After the impact a gaseous film is formed. This film
may break up and form small bubbles. In order to capture the film accurately, a
much greater resolution would be needed together with viscous and surface tensions
effects. Given that viscosity and surface tension were neglected, the thickness of the
film is grid dependent. Therefore, we see at t = 2.8 µs that the interface looks broken
up and the bubble adopts the shape of a ring. This means that the film got diffused
and cannot be captured anymore.
Looking at these results and the 2D case above, we note that the pressure increase
is greater and the deformation is faster for the sphere than for the cylinder due to a
greater convergent effect.
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(a) t = 0.0 µs. (b) t = 1.2 µs. (c) t = 2.0 µs.
(d) t = 2.5 µs. (e) t = 2.8 µs. (f) t = 2.9 µs.
(g) t = 3.0 µs. (h) t = 3.1 µs.




We presented a successful discontinuous Galerkin method for multifluid inviscid flows.
The conservation of mass, momentum, and total energy was treated as in the Euler
equation and the numerical flux used was the HLLC. Therefore, conservation of the
three variables was obtained. The convection of the volume fraction was modeled
as a Hamilton-Jacobi equation. Therefore, a truly unified formulation that does
not require special treatment of the interface was obtained, which is not found with
other common methods (e.g., ghost-fluid method and volume of fluid). At the same
time, the potential excessive numerical diffusion that DIM may have did not present a
serious problem. The moment limiter applied on primitive variables showed very small
numerical oscillations close to the computational precision. Adaptive mesh refinement
proved to be effective for the problems treated, since more resolution was provided
around the interface while a coarse grid was kept in areas with less interest. Even
though the viscous effects were neglected in the analysis of shock-bubble interactions,
the comparison with experiments validated the inviscid aspects of the current solver
in two and three dimensions. Therefore, we were able to gain some insight into the
dynamics of the deformation of a bubble after it is impacted by a shock. The collapse




SUB- AND SUPER-CRITICAL FLOWS USING LDG
8.1 Introduction
The 5-eq. model is slightly more complex than the 4-eq. model, but permits to recover
the individual thermodynamic properties of each fluid. These properties are required
to use sophisticated equations of state, which are commonly needed to simulate fluids
close to their critical point. Thus, in this chapter the 5-eq. model is used and the
cases are extended to sub- and super-critical conditions. Note that in the later case,
the 5-eq. model converges to the Navier-Stokes equations.
Even though the multi-fluid formulation based on the RKDG method was proven
to be accurate in the previous chapter, it can also be unstable if no ad-hoc approach
is used, which could be avoided in order to keep the formulation as unified as possi-
ble. Hence, in this chapter the multi-fluid formulation based on the LDG method is
evaluated.
All the cases used above to test the limiter with one fluid are now used to challenge
the limiter with a two-fluid formulation. Also, the efficiency and accuracy of the
scheme with AMR and different orders are evaluated. The 5-eq. model together with
the new method to work with multiple EOSs simultaneously is verified in 1D.
Some shock-bubble interaction cases studied above are used again to validate the
new formulation with LDG and the 5-eq. model. The numerical results in the lit-
erature do not fully agree quantitatively with the experiments. Given that current
methodology is compatible with more accurate EOSs, it is assessed if the thermody-
namic closure can correct the discrepancy.
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8.2 Verification and Validation of LDG
Various test cases used in past studies are used to establish the capability of this
new numerical algorithm. The details of the test cases and the rationals for them are
summarized in Table 18.
Table 18: Summary of two-phase inviscid cases for verification and validation.
Test case Purpose Section
Order of convergence
for multi-phase flow
















Test the limiter and AMR for inviscid two-phase
flow.
8.2.4





Test the mixed-EOS formulation. 8.2.6
Underwater explosion. Verify the symmetry of the scheme in 2D and 3D. 8.2.7
8.2.1 Spatial accuracy
In order to assess the accuracy of this new approach, the order of convergence in
space is studied using a one-dimensional convection of change in volume fraction.
The domain is Ω = [0, 1] m with periodic boundaries. The material properties are
equal for both phases (γ = 1.4, P∞ = 0.0). Three cases are studied all with the initial
conditions of P = 101325 Pa, ρ1 = 1 kg/m
3, ρ2 = 1 kg/m
3 and:
• Case A:






0.9999, 0.25 m ≤ x1 < 0.75 m
0.0001, otherwise
• Case B:
v1 = 100 m/s, α1 = 0.5 + 0.499 sin(2πx1)
• Case C:
v1 = −100 m/s, α1 = 0.5 + 0.499 sin(2πx1)
Note that the only difference between cases B and C is the direction of the flow. The
exact solution for these flows is known and therefore provides a clear approach to
evaluate the accuracy. The number of cells N and the polynomial order p are varied
in this study. We use p > 1 because p = 1 might be too diffusive for most applications,
particularly when smooth and sharp discontinuities coexist. We only show results of
even number of p, although other cases were run and showed consistent results as
well. The MB-AP-TVD detector is used with the ML using primitive variables. The
L1-norm of the error, eL1 , after one period (t = 0.01 s) is computed with respect to






|αl − α|dx (149)
where αl is the numerical solution and α is the exact solution. The same error is
computed for cases B and C for the derivative ( ∂α
∂x1
) based on the auxiliary functions
qαm and qαp. Figure 56(a) shows the error vs. the number of elements. The slopes
indicate the order of convergence. Note that when a discontinuity is present, the
actual order of accuracy cannot be greater than 1. The CPU time vs. the error is
plot in Fig. 56(b). Curves closer to the bottom left corner represent more efficient
schemes. This means that increasing the order of the scheme for a problem where
discontinuities dominate is not beneficial.
Similar results are shown in Fig. 57 for case B, which has a smooth solution. Note




































Figure 56: Accuracy study for different orders with a discontinuous solution (case
A).










































Figure 57: Accuracy study for different orders with a smooth solution (case B).
According to the LDG method, the auxiliary variable should also have an order
of accuracy of p + 1 for elements of order p [26]. The current scheme to solve the
convection of the volume fraction makes use of two auxiliary variables, one doing up-
winding and the other one doing down-winding. In case B, the flow is moving to the
right so qαm is up-winding while qαp is down-winding. In case C, the opposite is true.
The grid convergence for these auxiliary variables are presented in Fig. 58. Note that
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the auxiliary variables that do up-winding achieve an optimal order of approximately
p+1, while the other auxiliary variables only achieve an approximate order of p. It is
important to remark that in spite of this drop in accuracy in some of the underlying
auxiliary variables, the volume fraction has an optimal order of p+1 (see Fig. 57(a)).

































































































(d) Case C, qαp.
Figure 58: Accuracy study for the auxiliary variable for different orders (cases B and
C).
Finally, LIM1 and LIM2 are compared for case A and the efficiencies are shown
in Fig 59. LIM2 reduces the error for a negligible change in CPU time, so it is more
efficient than LIM1 and, thus, it is used for all the other test cases by default. Given






















Figure 59: Comparison between LIM1 and LIM2 for case A.
used is p = 2. As remarked above for Fig. 56(b), it is more efficient to increase the
number of elements than their order p when discontinuities dominate.
8.2.2 2-phase Sod problem
This test evaluates the behavior of the method for Riemann problem with a material
discontinuity. The initial states and material properties are [140]:





(1, 0, 1, 0.9999)T
(0.125, 0, 0.1, 0.0001)T
for x < 0.0
for x ≥ 0.0
The SG EOS is used with this material properties: γ1 = 1.4, P∞,1 = 0, γ2 = 1.6
and P∞,2 = 0. The 1-D domain is [−0.5, 0.5], has 16 elements and lmax = 3. An
“exact” solution is estimated with 1024 elements with no adaptivity. The solution at
t = 0.2 and the level of each cell are shown in Fig. 60 for primitive and conservative
limiting. The grid is adapted at discontinuities and at sharp changes. Limiting with
conservative variables presents large oscillations at the material discontinuity.
8.2.3 2-phase Lax problem
The initial conditions are [140]:





(0.445, 0.699, 3.527, 0.9999)T
(0.5, 0, 0.8565, 0.0001)T
for x < 0.0























































































Figure 60: 2-phase Sod problem at t = 0.2.
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The SG EOS is used with this material properties: γ1 = 1.4, P∞,1 = 0, γ2 = 1.6 and
P∞,2 = 0. The 1-D domain is [−0.5, 0.5], has 32 elements and lmax = 3. An “exact”
solution is estimated with 1024 elements and no adaptivity. The solution at t = 0.13
and the level of each cell are shown in Fig. 61 for primitive and conservative limiting.
The grid adapted at discontinuities and sharp changes. Limiting with conservative
variables presents oscillations at the material discontinuity.
8.2.4 2-phase shock-entropy interaction
This test evaluates the scheme for interactions of smooth and sharp variations with
a material discontinuity. The initial states and material properties are [140]:





(3.857143, 2.629369, 10.333333, 0.9999)T
(1 + sin(5.0x), 0.0, 1.0, 0.0001)T
for x < −4.0
for x ≥ −4.0
The material properties are γ1 = 1.4, P∞,1 = 0.0, γ2 = 1.666666 and P∞,2 = 0.0.
The 1-D domain is [−5, 5] and lmax = 3. An “exact” solution is estimated using
2000 elements with no adaptivity and primitive limiting. The density at t = 1.8
and the level of each element are shown in Fig. 62. It is clear that when starting
with 100 elements and lmax = 3, it does not have enough resolution to capture some
fluctuations. However, all the features can be captured with 200 elements and lmax =
3. Another strategy to provide better resolution could have been to increase lmax.
Note that the adaptivity algorithm refines appropriately where the solution presents
sharp changes and allows for an efficient capturing of all the features. The limiting
with conservative variables present an unacceptable spike on the left hand side of
the material discontinuity for 100 elements. Given that, in general, limiting with
primitive variables has performed better, limiting with conservative variables will not



































































































































Figure 62: Density profile at t = 1.8 for the shock-entropy interaction case.
8.2.5 Shock tube close to the critical point
Here we study a shock tube problem at different conditions close to the critical point,
compare possible thermodynamic approaches, and evaluate the implementation of the
thermodynamic closures. The shock tube has a length of 1 m and the discontinuity
is located in the middle. The domain has 128 elements and lmax = 3. The substance
used is carbon dioxide, for which MW = 0.04401 kg/mol, Pc = 7.382 MPa, and
Tc = 304.19 K. For constant specific heat c
0
P we use c
0
P = 873 J/(kg K). The
temperature is the same on both sides, T = Tc. Two conditions are tested:
1. Pleft = Pc/2, Pright = Pc/4 (sub-critical pressures)
2. Pleft = 4Pc, Pright = 2Pc (super-critical pressures)
In order to study real-gas effects we simulate cases with the IG EOS, the VDW EOS,
and the PR EOS. The results at t = 0.5 ms are shown in Figs. 63 and 64. The
“-C” and “-V” cases refer to constant and variable c0P , respectively. Given that the
temperature range is small, constant or variable c0P provide similar solutions for all
the EOSs. The differences between the different EOSs at high pressures show that low
density assumption of the IG EOS is not acceptable. Even within the case with sub-

































































































































































Figure 64: Shock tube 2, at super-critical pressures.
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These results highlight the need of the appropriate EOS based on the conditions
studied.
8.2.6 Multiple EOS
A shock-tube problem with a contact discontinuity is simulated with mixed EOSs and
compared to the literature. The 1-D domain [0, 1] m has 100 elements and lmax = 3.
The initial value is:




(50 kg/m3, 0 m/s, 109 Pa) x < 0.4 m
(500 kg/m3, 0 m/s, 105 Pa) x ≥ 0.4 m
The material at x < 0.4 m is modeled with the VDW EOS or the PR EOS, and
has Tc = 4.99 K, Pc = 185.2 kPa, w = 0.04, MW = 0.028 kg/mol, and c
0
P =
1039.4 J/(kg K). The substance at x ≥ 0.4 m uses the SG EOS with γ = 4.4,
P∞ = 6.0× 108 Pa, and cV = 1000 J/(kg K). The results at t = 0.19 ms are shown
in Fig. 65 and compared to earlier results [1], where the VDW EOS was used. Note
that the only non-negligible difference between the VDW and the PR EOS is the
temperature. This is expected since at equal density and pressure, the temperature
may differ for different EOSs, particularly at high pressure. If the conditions for
x < 0.4 m had been closer to the critical point, the results would have differed even
more. Our technique for multiple EOSs is validated since it shows the same results
as the original scheme in [1].
8.2.7 Underwater explosion
An air bubble exploding underwater in 2D is conducted for conditions used ear-
lier [124, 160] to study the isotropy of the scheme. The domain is the unit square
[0, 1]m × [0, 1]m with periodic boundaries, 20 × 20 root cells, and lmax = 4. The
material properties are γ1 = 1.4, P∞,1 = 0.0 Pa, γ2 = 5.5, and P∞,2 = 1.505 Pa. The
center of the bubble is at the center of the domain and its radius is 0.2. Initially, the




































































Figure 65: Shock-tube problem at t = 0.19 ms with different EOS, SG EOS for
x ≥ 0.4 m, and VDW EOS or PR EOS for x < 0.4 m.
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outside the bubble ρ = 0.991 kg/m3 and P = 3.059× 10−4 Pa. Figure 66 shows 30
density and pressure contours at t = 0.058 s together with the adapted grid. The
density and pressure along a horizontal centerline are presented in Fig. 67. The cur-
rent results (solid line) are compared with those presented in [124] (dashed line) using
a front-tracking algorithm, 500 mesh points, and a one-dimensional grid with radial
symmetry. The rounded corners of the current results could be sharpened increasing
(a) Density. (b) Pressure.
Figure 66: Contour plots for the cylindrical explosion at t = 0.058 s with the adapted
grid.
the resolution.
Now, the same case is conducted in 3D, but in the unit cube [0, 1]m × [0, 1]m ×
[0, 1]m with 20 × 20 × 20 root cells and lmax = 4. The final number of leaf-cells
is 237, 957, what represents 6, 424, 839 nodes. An equivalent uniform grid would
have had 4, 096, 000 cells and 110, 592, 000 nodes. The density and pressure over
four lines that go through the center are shown in Fig. 68 at t = 0.058 s. The










































Figure 67: Profile along a horizontal centerline for the cylindrical explosion at t =
0.058 s. Current results are solid lines, and reference [124] are dashed lines.
goes through the origin. Note that the four directions show the same results, what
verifies the isotropy of the scheme in 3D. There are some small oscillations close to
the material jump in the density and at the shock in the pressure in the (diagonal
direction only). We observed that these instabilities can be reduced by applying a
more aggresive detector and/or limiter, however, that usually carries the cost of more
numerical diffusion in other areas. Nonetheless, these fluctuations are relatively small
and do not reach unphysical values.
8.3 Bubble collapse
A more challenging case is presented with greater material differences, very large
pressure jumps. This case is of practical interest for many applications.
Bourne and Field [16] studied experimentally the interaction between an air cylin-
der in a substance similar to water at atmospheric pressure for shock pressures from
0.3 GPa to 3.5 GPa. Ball et al. [7] focused on a numerical test of an air bubble with
a diameter of 6 mm submerged in water at atmospheric pressure and impacted by a
shock of 1.9 GPa. They showed that viscous effects could be neglected. They also




































Location respect to the center [m]
(b) Pressure.
Figure 68: Profile over four lines that cross the center for the spherical explosion at
t = 0.058 s. The lines go through the points (0, 0.5, 0.5) (solid red line), (0.5, 0, 0.5)
(dashed green line), (0.5, 0.5, 0) (dot-dashed cyan line), and (0, 0, 0) (dotted black
line).
impact is around 2.6% and around 13.0% at later stages respect to the van der Waals
equation of state. According to their analysis [7], the vibrational relaxation time is
in the order of magnitude of the collapse time, leading to specific heats in between
the equilibrium and the frozen conditions. Furthermore, a non-dimensional analysis
using the Weber number (We) suggests for this case that surface tension effects are
negligible since We≫ 1 (We = ρu2D/σ, where ρ is the density of the environment,
u is the characteristic velocity, D is the diameter of the bubble, and σ is the surface
tension coefficient). Similar conditions as in [7] were also studied numerically [126, 32]
assuming constant specific heat and ideal gas for the air in the bubble.
Given that a cylinder was tested in [16], a 2-D geometry should be sufficient to
capture the main features properly. The geometry is described in Fig. 69 and the
initial resolution is 50×20. Two maximum levels are used to verify grid dependency:
lmax = 4 and lmax = 5. Initially, for the air bubble (γ1 = 1.4, P∞,1 = 0.0 Pa):
(ρ, v1, v2, P, α1)
T =
(




for the liquid surrounding the bubble (γ2 = 4.4, P∞,2 = 6.0× 108 Pa):
(ρ, v1, v2, P, α1)
T =
(
1000 kg/m3, 0.0 m/s, 0.0 m/s, 101325 Pa, 0.00001
)T
,
and for the post-shock:
(ρ, v1, v2, P, α1)
T =
(
1323.65 kg/m3,−681.577 m/s, 0.0 m/s, 1.9× 109 Pa, 0.00001
)T
.
The temporal evolution of the interface and pressure are shown in Fig. 70 for a shock
Air bubble
Shock






Figure 69: Geometry used for the 2-D interaction of a shock and an air bubble in
water.
wave with a post-shock pressure of 1.9× 109 Pa. These results are very close to Ball
et al.[7].
Ding and Gracewski [32] defined three regimes. At small post- over pre-shock
pressure ratios (Pr < 300) the shock is relatively weak and the bubble collapses
symmetrically. In the second regime, mixed effects are observed. In the third regime,
defined by large post- over pre-shock pressure ratios (Pr > 5000), a jet is formed and
an asymmetric collapse occurs, as in the current case. The speed of the jet is greater
than the post-shock particle velocity, and the difference increases with Pr [16]. Note
that after the jet impacts the distal side, the pressure increases due to a “water-
hammer” effect. In the current simulations we found a peak pressure of 4.6×109 Pa,
very close to the results by Ball et al. [7]. It seems that some air is caught in between
the interface after the collision. A similar phenomenon was observed by Ball et
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(a) t = 1.2 µs. (b) t = 2.5 µs.
(c) t = 2.9 µs. (d) t = 3.2 µs.
Figure 70: Pressure and interface for a gas bubble collapsing in liquid for a shock
with 1.9× 109 Pa.
Table 19: Post-shock conditions for a cylindrical air bubble in water.
Case ρ [kg/m3] v1 [m/s] P [GPa]
1 1095.2 −161.456 0.3
2 1143.23 −250.257 0.5
3 1323.65 −681.577 1.9
4 1407.43 −1006.56 3.5
5 1437.3 −1170.08 4.5
6 1458.7 −1315.1 5.5
al. [7], but they could not confirm if that was a numerical issue or actually physical.
According to Qian and Law [105], when two liquid interfaces collide under a certain
regime, small gas bubbles should be retained in the liquid, however, it is very difficult
to show experimentally and numerically.
The collapse time tc, defined as the time required for the jet to hit the distal
side, was calculated for different post-shock pressures. Table 19 shows for each case
analyzed the corresponding post-shock density, velocity, and pressure based on the
Rankine-Hugoniot relations. The collapse time tc obtained are shown and compared
with the simulations by Shyue [126] and experiments by Bourne and Field [16] in
Table 20. No significant differences between lmax = 4 and lmax = 5 are observed,
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Table 20: Collapse time for a cylindrical air bubble in water.
Case tc [µs] tc [µs] (Exp.[16]) tc [µs] (Num.[126]) tc [µs] (Num.[7])
1 7.95 40± 1 – –
2 5.95 5± 1 – –
3 2.85 1.8± 0.2 – 3.1
4 2.05 1± 0.5 2.072 –
5 1.79 – – –


























Figure 71: Normalized collapse time, tccL/R0, for a cylindrical air bubble in water.
The curve-fit is based on the current study and it is defined as: 344.2P−0.5488r .
what suggests that the grid has converged for the current studies. Figure 71 shows
the normalized collapse time versus the initial shock pressure ratio in a logarithmic
plot together with past results ([16, 7, 126, 32]).The time is normalized as tccL/R0,
where cL is the speed of sound of the liquid initially surrounding the bubble, and R0
is the initial radius. A curve-fit of the current data is included and it corresponds to
344.2P−0.5488r . Ding and Gracewski [32] showed that the collapse time is proportional
to the radius of the bubble. Thus, studies with different radius should collapse when
the time is being normalized by R0.
The area of the bubble decreases due to the impact of the shock until it reaches
a minimum (Amin) after the jet impacts the downstream side. The time to reach the
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Table 21: Time taken to reach the minimum area for a cylindrical air bubble in
water.







minimum area, tAmin, is shown in Table 21. Again, similar results were obtained with
lmax = 4 and lmax = 5. For P = 1.9 GPa Ball et al. [7] reported tAmin = 3.7× 10−6 s.
The time (normalized by tAmin) vs. the area of the bubble (normalized by Amin)
are shown in Figure 72. The predicted shape agrees well with earlier numerical
and experimental results in [7] (at P = 1.9 GPa) and [130] (at a pressure ratio of
Pr = 421), respectively. Both references and current studies agree in a linear scale, for
which we find a slope of approximately −3/4. Note that even though the experimental
case is below the asymmetric collapse regime, it shows the same behavior. Bourne and
Field [16] found for P = 0.3 GPa that the area reduction is linear in time. Their plot
shows only until the jet impacts, so they miss the deceleration zone approaching the
minimum volume. They do not observe the acceleration area right after the impact
as well, but that could be due to accuracy limitation of the instrument. The data
in Table 21 is shown in Fig. 73. A curve-fit to the current data is included, and it
can be expressed as 242.6P−0.4881r .
Shyue [126] and Bourne and Field [16] compared the shock velocity to the jet ve-
locity. Even though their results differ quantitatively, they are qualitatively similar.
Their plots explain that below a certain pressure ratio the shock travels faster than
the jet. Even at pressure ratios slightly below that point the jet impacts the distal




























Figure 72: Time since impact (normalized by the time of minimum area) as a function
of the area of the cylindrical bubble (normalized by the initial area). Compared with
the numerical study by Ball et al. [7] and the experimental study with one bubble by

























Figure 73: Normalized minimum-area time, tAmincL/R0, for a cylindrical air bubble
in water. The curve-fit is based on the current study and it is defined as: 242.6P−0.4881r .
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(a) t = 7.0 µs. (b) t = 7.5 µs.
(c) t = 7.7 µs. (d) t = 7.9 µs.
Figure 74: Detailed evolution of Case 1 near the jet impact. Contour colored based
on the X-velocity. Original shape of the bubble in yellow. Instantaneous bubble
interface in black.
the bubble. At low-enough pressure ratios the shock embeds into the bubble before
the impact of the jet. Case 1, with P = 0.3 GPa and Pr = 2961, is one of these
cases. When the shock passes the whole bubble, the downstream side of the interface
is subjected to a large pressure ratio, which then generates an internal shock that
propagates upstream that later impact the coming jet. At the same time, the down-
stream side starts moving upstream. This is observed in weak regimes (Pr < 300)
where symmetric collapse occurs. Figure 74 shows the evolution of case 1 in detail,
which presents the contour plot of the velocity in the X direction, the original location
of the bubble in yellow, the velocity vectors in white, and the material interface in
black.
Ball et al. [7] mentioned that the equation of state might produce some appreciable















































Figure 75: Comparison between different thermodynamic closure.
at very high pressures, we replace for the air inside the bubble the IG EOS with
constant c0P (IG-C) for the IG EOS with variable c
0
P (IG-V) and the VDW EOS with
constant c0P (VDW-C). The coefficients for VDW are based on a mix in volume of
79% Nitrogen (Pc = 3.3978MPa, Tc = 126.19 K) and 21% Oxygen (Pc = 5.05MPa,




j XiXj(ai + aj)/2 and b =
∑
iXibi, where
X is the molar fraction. The results are shown in Fig. 75. The differences between
the models are negligible, suggesting that the equation of state used may not be the
cause of mismatch between experiments and simulations.
8.4 Discussion
The Local Discontinuous Galerkin (LDG) method [24] together with special treatment
for the Hamilton-Jacobi equation in [151] was shown to successfully solve inviscid
multi-phase flows. In addition, the current thermodynamic closure perfectly handled
two phases with different EOSs for constant and varying specific heats, including real
gas models.
Troubled-cells treated with a moment limiter (ML) [72] modified for non-uniform
meshes with hanging nodes. The limiting stage is done using primitive and conserva-
tive variables. For flows with more than one phase the first set of variables resulted to
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be significantly more effective than the second one. However, when only one phase is
present the benefit is reduced. An additional limiter to avoid non-physical values of
two-phase models was adapted from [159] where it was used for the Euler equations.
In the current study, we extended the approach to the 5-eq. model. This approach
results in smaller errors than cropping the high-order modes.
The solver was used to study the interaction of an air cylindrical bubble in water
with a shock for high pressures and different thermodynamic closures. The collapse
time, mean jet speed, and volume evolution were measured. The results matched
very well with numerical results in the literature, and agreed well with published ex-
perimental studies. We also extended the regime usually studied in the literature and
the same trend was observed. Given the capabilities of the solver, high detail of the
dynamics of these complex flows was captured. A significant quantitative difference is
observed between numerical and experimental studies in the literature. Ball et al. [7]
suggested that a non-negligible error could be caused by the thermodynamic closure
of the gas phase. In order to address this issue, we used 3 different thermodynamic
closures for the bubble: ideal gas equation of state (IG EOS) with constant specific
heat, IG EOS with variable specific heat, and van der Waals (VDW) EOS with con-
stant specific heat. However, all three options produces almost identical collapse time
and time to minimum area. The fact that constant specific heat and variable spe-
cific heat for the same EOS produced almost identical times suggests that vibrational
relaxation should not affect appreciably the results.
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CHAPTER IX
DROP-WALL INTERACTION USING LDG
9.1 Introduction
Surface tension is a phenomena that controls several multi-phase problems. Even
though its effects can easily be modeled and formulated, their implementation is
more difficult. Numerical schemes usually present some degree of difficulty capturing
discontinuities. Given that surface tension is manifested in this region, it is expected
to observe additional challenges. Thus, in this chapter the time-step size required to
preserve positivity ∆tc2 is used instead of ∆tc1, which is less restrictive and is needed
only to provide stability.
The technique derived in this study for the LDG method is evaluated under steady
and unsteady conditions. Most numerical method present spurious oscillations at the
interface. The oscillations observed here are compared with the literature. Finally,
the solver is applied to drop-wall collisions.
9.2 Verification and Validation of surface tension
The details of the test cases and the rationals for them are summarized in Table 22.
Table 22: Summary of cases to verify and validate the formulation and implementa-
tion of surface tension.
Test case Purpose Section
Capillary effects Measure the spurious oscillations and the error for
a stationary case.
9.2.2
Oscillating drop Measure the error for an unsteady problem. 9.2.3
Falling drop Validation of the contact line. 9.2.4
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9.2.1 Accuracy
The computation of the curvature has to be evaluated. For this purpose, we use a
static field with a volume fraction that varies as α1 =
√
(x1 + 1)2 + (x2 + 1)2. The
exact solution for the curvature is κ = −1/α1. The L1-norm error is measured in the
domain [0, 1]2 with p = 2 and p = 4 elements. The result is shown in Fig. 76. The
 0.01
 0.1



















Figure 76: Order of accuracy of the computation of the curvature.
order of accuracy observed is approximately 1 in spite of the order of the elements.
This is expected because the solution of the curvature in the current formulation is
constant inside each element.
9.2.2 Capillary effects
In equilibrium the pressure jump at an interface is given by ∆P = σ(κ1 + κ2), where
κ1 and κ2 are the main local interface curvatures. Under no external body force
and stagnant conditions a non-spherical (or non cylindrical in 2D) shape evolves into
a sphere (or cylinder in 2D). Once equilibrium is obtained the pressure difference
between inside and outside the drop is ∆P = 2σ/r for a sphere (3D) and ∆P = σ/r
for a cylinder (2D). We test the solver with similar initial conditions as in [88]. Both
fluids have the same properties: γi = 1.4, P∞,i = 0.0 Pa, cvi = 720.0 J/(kg K),
µi = 1.0 Pa s, κi = 0.1 W/(m K), and σ = 100.0 N/m. Initially, ρ1 = 1.0 kg/m
3,
ρ2 = 1.0 kg/m
3, and P = 101325.0 Pa. The initial shape is a square of length
√
π/4 m located at the center of a unit square. All the boundaries are at farfield.
165
After long enough time the square evolves into a circle and the velocities should
decay and converge to zero. However, almost every method reported in the literature
presents some spurious oscillations at the interface. These seem to depend on the
method and on the interaction between surface tension and viscosity. The Laplace
number (La = ρcircleDσ/µ
2
circle, where D is the diameter of the circle) relates these
two effects. For this problem La = 67.6, and the viscosity and density ratios are equal
to 1. The fluctuations are measured in a non-dimensional way through the Capillary
number Ca = µcircleV/σ, where V is the maximum velocity in the whole domain
after a long time. Table 23 shows Ca for different grids. The values observed in the
Table 23: Spurious oscillations for different grids.
Number of elements p Ca
16× 16 2 2.1× 10−3
32× 32 2 2.2× 10−3
16× 16 4 3.0× 10−3
32× 32 4 5.0× 10−3
current study are comparable to the CSS and CSF methods reported in [137], where
they used a finite difference scheme with 32 grid points per diameter. For La = 0.357,
their capillary numbers were 3× 10−3 and 1.2× 10−2 for CSS and CSF, respectively.
For La = 26, their capillary number were 3 × 10−4 and 5.0 × 10−4 for CSS and CSF
respectively. A larger domain was used to assess if the boundary conditions were
affecting the solution but the same values were observed.
Marchandise et al. [88] observed a first order convergence for Ca with respect
to h, where h is the element size. In their case the level set function was used
and its solution was independent on the grid size. However, in our case it seems that
increasing the resolution does not help decrease the oscillations. This can be explained
by the fact that the gradient of the volume fraction at the interface is proportional to
h−1. Thus, increasing the resolution makes the source term larger and the problem
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numerically more difficult. An alternative could be to treat the surface tension in a
fully conservative way as in [100], and this will be conducted in the near future.
Given that the current formulation is compressible and conservative, the volume
of the drop changes, but the mass does not. Due to surface tension effects the drop
is compressed. If we neglect the change in density, the pressure jump would be
400.0 Pa. However, if we assume that the initial and final temperature are the same,
the pressure jump would be 400.79 Pa. We use the later assumption as a reference
value to compute the error. Nonetheless, this error estimating of the exact solution
is smaller than the other errors (see below).
A grid of 16×16 with p = 2 elements is used with lmax = 1, 2, 3, 4, 5. Figure 77(a)
shows the pressure at the center of the domain in time. As the resolution increases
the pressure converges to the expected value. Figure 77(b) presents the initial and
the final (t = 0.05 s) location of the interface, defined as the contour line where the





















(a) Pressure evolution at the center of the domain. (b) Initial and final shapes.
Figure 77: Square evolving into a cylinder due to surface tension effects.
As the grid is refined, due to the presence of spurious oscillations it is not possible
to make the error converge to very low values. The convergence is analyzed for
different spatial orders: p = 2 and p = 4. The error is quantified based on the
pressure at the center of the domain averaged in time. The result for an average
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from t = 0.045 s until t = 0.05 s is shown in Fig. 78(a), while for an average from






























(b) Average from t = 0.0475 to t = 0.05.
Figure 78: Order of accuracy for a square evolving into a cylinder due to surface
tension effects.
spurious oscillations is twofold: it makes the error vary in time and prevents the error
from decreasing to machine precision. Nonetheless, given that the order is cropped
when computing the curvature, the observation in Fig. 78 are consistent in the sense
that the order is somewhat independent of the order of the element. Note that as
seen in Table 23, the error for p = 4 does not decrease as expected. This could be
due to deficiencies in the limiter under very challenging conditions.
9.2.3 Oscillating drop
Now the dynamic behavior of the surface tension is studied. As mentioned above,
drops tend to a spherical or cylindrical shape due to surface tension effects. If these
effects are greater than the dissipation effects, the drop oscillates as it converges to
equilibrium. With a linearized inviscid analysis the natural modes can be derived
[39]:
ω2n = (n




Table 24: Period for an oscillating drop using different grids. Theoretical value
τ = 0.3628 s
Number of elements τ [s] Error [s]
162 0.3925 0.0298
322 0.4120 0.0412
where n is the mode of interest, r is the unperturbed radius and the period is τ =
2π/ωn. r is computed as the radius of the equivalent shape in equilibrium which has









The fluid properties are: P∞,1 = 0, γ1 = 1.4, µ1 = 0, λ1 = 0, P∞,2 = 0, γ2 = 1.4,
µ2 = 0, λ2 = 0, and σ = 342.0. Initially, P = 101325.0, ρ1 = 1.0, and ρ2 = 1.0. The
mode of interest is n = 2. Thus, r = 0.15492.
The axes in the Cartesian directions are measured during the simulations, assum-
ing that the interface is where the volume fraction is 0.5. Then, the time between
two instants when both axes are equal is half period. The results in Table 24 were
computed for different grids all with lmax = 3. In the study of the spurious oscillations
we observed that they increased slightly when the grid was refined. Probably, this
same spurious oscillations are the cause of a larger error when the grid is refined.
9.2.4 Falling drop
A case commonly found in the literature to study the effect of wall effect and break
up consist of a drop initially in contact with the roof and that start falling due to the
effect of gravity.
For numerical purposes, non-physical values are used here. However, the non-
dimensional parameters that governed this problem have physical meaning, and these
are the density ratio ρl/ρg and the Bond number, Bo = ρlgD
2/σ. The domain has
a width of 1.0 and a hight of 1.5. Initially, the center of the drop is at [0.5; 1.6] and
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it has a radius of 0.25. The gravity is −25.0, the surface tension is 175, and the
equilibrium contact angle is ϑeq = 25
o. This same case was shown in the literature in
several cases (e.g., [100]).
The grid has 48 × 72 elements with 3 levels. The results are shown in Fig. 79.
Rapidly, the surface of the drop adapts due to the contact angle. Given the effect
of the gravity the drop starts falling. Once the ligament is long and thin enough, it
break up. Drops with lower Bond number, tend to remain hanging from the ceiling.
This is the case of the small drop in Fig. 79(g), where the effect of surface tension is
greater than the weight.
(a) t = 0 s. (b) t = 0.075 s. (c) t = 0.15 s. (d) t = 0.225 s.
(e) t = 0.3 s. (f) t = 0.375 s. (g) t = 0.45 s.
Figure 79: Drop falling from the ceiling due to gravity.
9.3 Drop-wall collision
Xu et al. [147] found that splashing produced after a drop impacts a dry wall can
be avoided by decreasing the pressure of the surround gas. That means that the
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properties of the surrounding gas play a critical roll in the behavior of the drop. Also,
the same authors concluded based on their observations that the compressibility of
the gas is a key element needed to quantify the destabilization of the advancing front
and produce the splashing. The experiment used in [147] is reproduced numerically to
study this phenomenon. A drop of alcohol with an initial diameter of D0 = 3.4 mm
moves perpendicularly towards a wall at a speed of V0 = 3.74 m/s. Initially, we
locate the center of the drop at a distance of 1.5 radii. For the surrounding gas we
use γ = 1.4, P∞ = 0 Pa, cv = 720.0 J/(kg K), and µ = 1.8 × 10−5 Pa s. For the
liquid we use γ = 4.1, P∞ = 5×107 Pa, cv = 69 J/(kg K), and µ = 1.96 ×10−3 Pa s.
The corresponding threshold pressure is 38.4 kPa. First, the test is conducted in 2D
with a domain of 0.0136 m × 0.00595 m, 32 × 14 elements with p = 2, and 3 AMR
levels. Grid dependency is not reached in this problem, but the largest resolution that
can be run in a convenient amount of time is used. Two different initial pressures are
used: 17.2 kPa and 100 kPa. The first one is below the threshold pressure and the
drop should stick to the wall, while the second one is above the the threshold pressure
and the drop should produce splashing. Even in 2D, it can be observed that the drop
is not capable of fully displacing the gas at high pressure, see Fig. 80. Note that
the threshold pressure should not necessarily be the same as in 3D, since, according
to [147], the threshold pressure depends on the velocity of propagation of the front,
which depends on the geometry of the drop.
The case at P = 17.2 kPa is repeated in 3D. Figure 81 shows the result together
the images from reference [147]. The current numerical results qualitatively resemble
the pictures in reference [147].
The radius (R) and velocity (dR/dt) of the front of the lamella are measured
from the 3-D simulation, see Fig. 82. During the initial stage, theoretical estimations
predict that the velocity evolves proportional to t−1/2 [131, ]. The curve fit of the
current data is 0.66674(t V0/D0)
−0.46277.
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(a) t = 0.276 ms, P = 100 kPa. (b) t = 0.552 ms, P = 100 kPa.
(c) t = 0.276 ms, P = 17.2 kPa. (d) t = 0.552 ms, P = 17.2 kPa.
Figure 80: Collision of a drop against a wall in 2D.
(a) Current simulation at t = 0.276 ms. (b) Experimental picture in [147] at t =
0.276 ms.
(c) Current simulation at t = 0.552 ms. (d) Experimental picture in [147] at t =
0.552 ms.
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Figure 82: Radius and velocity of the front of the lamella for P = 17.2 kPa.
9.4 Discussion
Using the Local Discontinuous Galerkin (LDG) method, we presented a multi-fluid
solver that is capable of resolving surface tension effects, including the contact angle
formed between the interface and a wall.
The multi-fluid model used is the 5-eq. model, which conserves mass, momentum,
and total energy, and assumes compressible fluids. Even though this final aspect
together with explicit time integration makes the time-step size very small, it al-
lows for regimes where compressibility is important, like in some drop-wall collision
cases [80, 34]. The time step is constrained further by the need to preserve posi-
tivity. Nonetheless, it allows for usage of schemes with minimal numerical diffusion.
Future work could involve an algorithm to control the time-step size between the
requirements for stability and positivity.
Modeling surface tension effects has numerical difficulties for most schemes, and
it usually generates spurious oscillations which may even be destructive. The fluctu-
ations found in our new approach have comparable magnitudes to other techniques
commonly used. The technique suggested here to compute the curvature is simple, ef-
fective and stable, but it has an order of accuracy of 1. It was observed that elements
of 4th-order may present larger errors than elements of 2nd-order. The cause of this
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could be the effects at the interface that challenge the numerical scheme. The surface
tension effect was applied as a source term, as it is commonly executed in most cases,
but it could be implemented in a conservative way as in [100], which could potentially
reduce spurious fluctuations.
The solver was applied to the interaction between a drop and a wall. The ex-
perimental observations by [147] showed that the ambient pressure can affect the
capability of the drop to displace the air after impact. A similar effect was observed
in 2-D simulations. The 3-D simulation of a case in [147] suggests an evolution of
the velocity of the front of the lamella proportional to t−0.46277, close to the theoreti-
cal estimation of t−1/2. As mentioned by [147], compressibility of the fluids is a main
element to study this problem effectively and our framework provided this capability.
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CHAPTER X
TOWARD APPLIED FLOWS WITH THE LDG METHOD
10.1 Introduction
Several aspects relevant to applied flows and not evaluated so far are tested and
discussed in this chapter.
10.2 Code performance
10.2.1 Scaling
Weak (constant load) scalability was measured on five clusters: 2 Linux+Intel, 1
Cray XT4, 1 Cray XT5, and 1 Cray XE6. Each core has 1024 elements with p = 2.
The geometry is Cartesian, has 3 dimensions, and wall boundaries on all 6 faces. No
refinement is used and the simulation is run for 100 time-steps. The speed-up and










All platforms showed very good scaling except for one of the Linux+Intel clusters
above 512 cores. The most modern computer tested (Cray XE6) showed the best
performance. The maximum number of cores used was 4096 and their efficiency was
approximately 86%.
10.2.2 Convection of a vortex at very low Mach number in 2-D
The appropriate way to compare the efficiency of two schemes is using a solution for
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Figure 83: Scaling at constant load (1024 elements per processor) for a cube. The
straight solid line shows the ideal speed-up.
accuracy with CPU time, and avoids using the number of nodes in the comparison
since it is not a direct measure of the efficiency.






















where V0 = 35 m/s, Γ = 3.59157 · 10−2, Rc = 0.01556 m, ρ0 = 1.17170407 kg/m3 and
p0 = 101325 Pa. The domain is a 2-D square with a length of 0.3112 m and periodic
boundaries.
The L1-norm error for the X-momentum after 5 periods is compared for different
orders and number of cells using Leslie (FV code) and DiGGIT (DG code). The initial
value is used as the reference solution after 5 periods. In addition, the DG code was
run with and without the Cartesian assumption. See Fig. 84. All the combinations
were run using 4 cores on an Linux - Intel Xeon cluster (Garuda). The O(2) and O(4)
curves correspond to Leslie with the 2nd and 4nd order of accuracy respectively. The





















Figure 84: Efficiency for the convection of a vortex at low Mach number in 2-D.
left corner indicate a more efficient scheme. The efficiency increases for higher orders
for both codes, except in the high-error region. Nonetheless, the error is very large
in this area and the solution is useless, so this high-error region can be ignored. The
difference between with and without the Cartesian assumption for DiGGIT produces
a change in the speed with a ratio of 1.5 for p = 2, and increases with the order up
to 2.1 for p = 6.
10.2.3 Convection of a vortex at very low Mach number in 3-D
The same test case as in previous section is studied here but in 3-D. The domain is
now a cube and the solution is uniform and periodic in the new dimension. Leslie
is run with the O(2) scheme and a grid of 803 cells, while for DiGGIT the order
and the number of cells are varied. The non-Cartesian cases are omitted here for
the sake of brevity. The results at t = τ are shown in Fig. 85. Even though only
one point is shown for Leslie, it is enough to give us an idea of the situation. The
efficiency increases slightly with the order. At equal error, Leslie was 7.5 times faster.















Figure 85: Efficiency for the convection of a vortex at low Mach number in 3-D.
time progresses the error for Leslie increases faster than for DiGGIT.
Besides the mismatch between the 2-D and the 3-D cases, the difference in perfor-
mance between 2-D and 3-D for DG should be larger than for FV. Assuming a cube,
FV scales with nndx where nd is the number of dimensions, while DG (assuming 2p+2
quadrature points in each direction) scales with [(2p+2)nx]
nd . A detailed comparison
of the codes would imply to run several different cases, which is not the purpose of
this thesis so it is omitted.
10.2.4 Timing
The computational time spent in each procedure depends on the problem being sim-
ulated. In order to get an estimate of computational load of each section of the code,
the profiling is done in serial for the case studied in Section 10.4 with LDKM. The
result is shown in Table 25 for the main procedures assuming constant Jacobians (i.e.
Cartesian grid) with hexahedral elements. The inter-element communication has a
significant load because the procedure does not make any assumption about how the
elements are being coupled. Some assumptions that could be done to reduce this cost
drastically are: element faces always matching spatially and constant order.
All the terms (inviscid, viscous, and source) are integrated with the same number
of quadrature points. Viscous terms usually require half as much in each direction
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Table 25: Timing of the main procedures.
Procedure Computational load [%]
Inter-element communication 20.01
Source term (due to LDKM) 15.62
Derivatives 11.60
Explicit filtering and model parameters for LDKM 7.69
Time integration 5.75
Inviscid flux 4.75
Inviscid numerical flux 4.75
Viscous flux 4.09
Viscous numerical flux 4.72
Spatial integration 2.56
Positivity check 1.64
than the inviscid terms. Therefore, using different rules for viscous term would reduce
the their computational cost approximately by 8 times.
10.3 Verification of the boundary conditions
The details of the test cases and rationals for them are summarized in Table 26.
Table 26: Summary of cases to verify the boundary conditions.
Test case Purpose Section
Flow past a cylinder Verification for high-order curved wall. 10.3.1
Two-phase farfield Verify fluctuation generated when the interface
crosses the outflow.
10.3.2
Two-phase in 2-D Same as previous case but with a curved interface. 10.3.3
1-D acoustic waves Verify the reflectivity of artificial BCs. 10.3.4
2-D acoustic wave Same as previous case but in multi-dimensions. 10.3.5




10.3.1 Subsonic inviscid flow past a cylinder
Elements that are on a curved boundary must accurately represent the shape of the
boundary. Krivodonova and Berger [73] showed that the nodes on a face of a high-
order element do not represent the curved boundary the solution has large errors in
spite of the number of elements. We conduct the same inviscid flow past a cylinder
case as in [73] to show that curved boundaries are correctly represented. In addition,
the flux based and the state based formulations are used to show that both produce
almost identical results, at least for this problem.
The grid consists of a disc with an inner radius of 0.5 and an outer radius of 10.
8 elements are located in the radial direction, and 16 in the circumferential direction.
The grid stretches out as the radius increases as in [73]. The order of the elements is
p = 4. The boundary conditions are inviscid wall and farfield for the inner and outer
boundaries, respectively. The flow has a Mach number of 0.38. The time integration
is done with 3rd-order TVD-RK. Given that the flow is smooth, no limiter is used.
The numerical flux used is the HLLC.
Figure 86(a) presents the residual for both boundary formulations. Note that the
difference between the two is barely noticeable. The residual is computed as the sum
of difference in di,j (for every variable and every mode) at time-step n and n+1. Fig-
ure 86(b) shows the Mach lines once the solution converges. The lines are symmetric
what according to [73] means a correct representation of the boundary. Otherwise,
it would not be symmetric, viscous instabilities would be observed downstream, and
the residual would not decay.
10.3.2 Two-phase farfield
The implementation of the boundary conditions for the two phase model is first
tested for a one dimensional problem. The domain used is 2 mm long, has farfield























(a) Residual. (b) Mach lines.
Figure 86: Subsonic inviscid flow past a cylinder.
10 m/s and pressure of 101325 Pa were initially imposed. The initial volume fraction
is defined as α1(x, t = 0) = 0.5 + 0.4999 tanh [(x− 0.0015)/40000]. This smooth
initialization prevents numerical waves as a result of the initial value, isolating one
possible cause of instabilities. The initial pressure in 101325 Pa and the temperature
is 298 K. The material properties are: cv,1 = 720.0 J/(kg K), γ1 = 1.4, P∞,1 = 0 Pa,
cv,1 = 474.81 J/(kg K), γ1 = 4.1, and P∞,1 = 4.4 · 108 Pa. The transport properties








































(b) Pressure at x = 0.002 m.
Figure 87: Liquid-gas interface propagating in a one dimensional domain and exiting
the domain.
exits the domain without causing any type of appreciable oscillation.
181
10.3.3 Two-phase convection in 2-D
A circle is convected in a 2-D squared domain with a length of 1.0 m. The circle has a
radius of 0.25 m and it is initially located at the center of the geometry. The velocity
is uniform in the x1 direction and the magnitude is 100 m/s. The material properties
are the same as in Section 10.3.2. The interface is shown at different time step in
Fig. 88(a). The contour lines are for α = 0.25, 0.5, 0.75. The pressure at (1, 0.5) m
is shown in Fig. 88(b). The circle leave the domain without generating any pressure














(b) Pressure at (1, 0.5) m.
Figure 88: Liquid-gas interface propagating in a 2-D domain and exiting the domain.
instability and keeping the circular shape.
10.3.4 1-D acoustic wave
A one-dimensional acoustic wave propagating toward the left is used to test the
reflectivity of the inflow and farfield boundaries. The domain is 2 mm long and has
64 elements with p = 2. The initial value can be expressed as:








P = P0 − ρ0 · c0 (v − v0)
ρ = ρ0 −




Where the subindex 0 refers to the uniform value, v0 = 1 m/s, P0 = 101325 Pa, and
A and B are constants that specify the amplitude and width of the wave. For the
following cases A = 7.5 and B = 12.0.
The right hand side boundary is farfield, while the left hand side boundary is
tested with inflow and farfield. Figure 89 shows the pressure (P ) and velocity (v) at
different time steps for inflow BC, whereas Fig. 90 shows the same but using farfield




















































































Figure 90: Reflectivity test of boundary conditions in 1D with farfield on both ends.
Meanwhile, in every case, the farfield boundaries offer very good absorption of the
wave.
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10.3.5 2-D acoustic wave
The non-reflection of the boundaries is tested with a two-dimensional acoustic wave
initially positioned inside the domain. The domain size is 2 × 1 mm with 32 × 16
elements. All the boundaries are farfield. The initial velocity is 140 m/s to the right.
The initial pressure distribution is computed as:
P = Pref + (PMAX − Pref) exp
(
−122 (x− x0)






where x0 and y0 specify the location of the maximum pressure (PMAX), x0 = 0.5 mm,
y0 = 0.5 mm, and lx and ly are the size of the domain. The density is computed based
on the isentropic condition: ρ = ρref(P/Pref)
1/γ , where γ = 1.4. For the presented
test Pref = 101325 Pa, PMAX−Pref = 10132.5 Pa and ρref = 1.1768K. The resulted
pressure contours are shown in Fig. 91 for different time steps. The iso-contours keep
the circular shape relatively well, although not perfectly.
(a) t = 0 µs (b) t = 1 µs
(c) t = 2 µs (d) t = 3 µs
Figure 91: Pressure contours for an acoustic wave going through farfield BCs in 2D.
Sponge layers are added on 4 boundaries, each with a thickness of 0.2 mm. Two
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values for the strength β0 are used, 10
6 and 107. The density at (1, 0.5) mm is shown
in Fig. 92. The initial range of time is not shown in order to focus on the small

























Figure 92: Density at (1, 0.5) mm for an acoustic wave going through farfield BCs
in 2D.
the presence of the sponge layers helps reduce the reflections only partially. Also,
note that a higher strength seems to make the waves partially reflect on the sponge
layer itself since the waves seem to arrive faster. Actually, the time difference is
approximately twice the speed of sound divided by the thickness of the sponge layer.
10.3.6 Vortex convection with absorbing sponge layer
The same case as in Section 6.2.12 is simulated here but with farfield BCs on 4
boundaries instead of periodic conditions. Also, an absorbing sponge layer of 0.2 m-
wide is used on all boundaries. This case is run for different sponge strengths (β0)
and the error at given times-steps is computed respect to a reference solution. This
reference is obtained without the sponge layer and with a domain twice as long. The
results are shown in Fig. 93. In Fig. 93(a) the error is computed over the whole
domain (including the sponge layers), whereas in Fig. 93(b) the error is computed
without taking into account the thickness of the sponge layers. Even though it is

















































(b) L2-norm error for the domain not including
the sponge layers.
Figure 93: L2-norm error for a vortex going through the boundary for different
absorbing sponge layer strength.
governing equation inside them is modified, the trend in both cases is the same.
Higher values of β0 start affecting the solution earlier, but achieve a lower error at
the end, what means better boundary absorption. If the layer were thinner, the
solution would not be affected during the earlier stages, however, the strength value
would need to be higher, and may cause some reflectivity from the layer itself, as
observed in Section 10.3.5. In conclusion, β0 has to be adjusted empirically based on
the specific case under consideration.
10.4 Turbulent flows
10.4.1 Stability limit for a convection-diffusion equation
The size of the time step in an explicit time stepping is known to be limited by stability
criteria that is scheme dependent. The convective term imposes a well known stability
limit. The viscous term also imposes a limit that is usually less known. Here we try











where u is a scalar, c is the convection velocity, and a is the viscosity coefficient. A
1D domain with a length of 2π with periodic boundaries is used. The initial solution
is u = sin(x). The values of c and a, and the order p are varied while the time step
and the grid size are kept constant. This provides a stability map with stable and
unstable results. Figure 10.4.1 shows this map, where ∆tc and ∆tv are:
∆tc =
∆x






The stability limit in figure 10.4.1 was obtained heuristically, and leads to the follow-
ing stability limit:
1/∆t = 1/∆tc + 4/∆tv (158)





The stability was studied for a 1-D linear equation. In the general case, a system
of multi-dimensional, non-linear equations may have a limit even lower, thus a safety
margin should be adopted for all the other cases.
10.4.2 Isotropic decaying turbulence
10.4.2.1 Decaying isotropic turbulence
A set of finite difference schemes were compared under decaying isotropic turbulence
in [67]. In order to compare against their results the same procedure and values
are used to generate the initial condition. Note that the authors in [67] used shock-
capturing schemes for this case since it may form weak shock waves (eddy shocklets)
due to the high turbulent Mach number. Nonetheless, our scheme stayed stable














Figure 94: Stability map
to preserve positivity was used. In fact, shock-capturing schemes tend to be over
dissipative to simulate isotropic turbulence [40, 67], so it is better to avoid the limiter.





















Initially, the pressure and density are constant while the velocity fluctuates following
the rule






This spectrum leads to λ0 = 2/k0. As in [67]: k0 = 4, Mt = 0.6, Reλ = 100.
The domain is a periodic cube with size (2π)3. Four grids are tested. These have
223, 443, and 883 elements with p = 2, and the fourth grid has 223 elements with
p = 4. The normalized kinetic energy, enstrophy (ωiωi), and energy spectrum are
compared against [67] in Fig. 95. The time is normalized by the eddy turn-over
time, τ = λ0/urms,0. The spectrum is computed at t = 4τ . The results are very




































































































with n = 3 and n = 4, respectively. The plots include
estimations of the expected values based on the Reλ as measured in [5]. Both variables
show a behavior that is grid dependent for t < 2τ . This should be caused by the
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initial value that is non-physical. Note that after a certain period the problems in the












































Figure 96: Velocity-derivative skewness and kurtosis for decaying isotropic turbu-
lence.
kinetic energy is shown in Fig. 97(a) with logarithmic axes. Note that the slope of
the decay is close to −1.3 as expected [104]. Finally, the Reλ is shown in Fig. 97(b).
Based on these plots, the grid with 223 elements and p = 2 is not converged. It is
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Figure 97: Kinetic energy and Reλ for decaying isotropic turbulence.
interesting to note that the grid with 223 elements and p = 4, and the grid with 883
elements and p = 2 provide almost the same results. However, the main difference is
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that with 64 processors, the grid with p = 4 was 13 times faster.
10.4.3 Effects of the initialization
The flow in the last section was initialized with constant pressure in order to match
reference [67]. However, the technique in [115] allows the flow to develop more natu-
rally. Let’s refer to the former and later initialization as I1 and I2, respectively. The
simulation is conducted again with 883 elements with p = 2. The comparison between


























































































Figure 98: Results for decaying isotropic turbulence with initializations I1 and I2.
energy, the peaks in the skewness and kurtosis, and a small bump in the Reynolds
number. However, the flow does not present a physical behavior for I2 until t = 2τ ,
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Figure 99: Kinetic energy and Reλ for decaying isotropic turbulence with initializa-
tions I1 and I2.
just like I1. In sumarry, during the initial transient I1 behaves less physically, but
both reach physical coherence at the same time.
10.4.4 Large-eddy Simulation
Given that the solver can successfully capture isotropic turbulence with DNS, we
now evaluate LES with LDKM at increased Reynolds number to increase the inertial
range. The field is initialized with the “I2” method, which was shown to be more
natural. The same parameters are used except for Reλ = 200. The grid has 11
3
elements with p = 4. The kinetic energy, enstrophy, and energy spectrum are shown
in Fig. 100. In this case, the energy spectrum is calculated at t = 2τ (not at t = 4τ
as in the previous section). It would seem that there is an inertial where the slope
is close to −5/3. The skewness and kurtosis of the velocity derivatives are shown in
Fig, 101. Here also the skewness reaches a steady value approximately at t = 2τ .
The kurtosis does not present a large peak as in the previous section, but that was
grid dependent during the non-physical initial transient and at least for t > 2τ the
approximate value is 4. The skewness and kurtosis are more noisy than in the DNS
















































































Figure 100: Results for decaying isotropic turbulence with LES-LDKM.
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Figure 101: Velocity-derivative skewness and kurtosis for decaying isotropic turbu-
lence with LES-LDKM.
at the expected rate of −1.3. Figure 102(b) shows that at t = 2τ Reλ ∼= 88, which is
the time when the spectrum was calculated, and such value of Reλ verifies that some
inertial range should exist.
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Figure 102: Kinetic energy and Reλ for decaying isotropic turbulence with LES-
LDKM.
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10.5 Liquid jet in cross flow
The Combustion Lab at Georgia Tech, under the supervision of Ben Zinn, conducted
a set of experimental tests of jets in cross flow (JICF) at sub- and super-critical
conditions. Their case MCF01 is considered, which makes use of the Spraywell injector
for numerical study. The parameters that characterize this case are: J = 4.86,
We = 2267, Weaero = 157, P = 1.93 MPa, Tfuel = 298.0 K, and Tair = 588.6 K. The
diameter of the injector and cavity are D = 0.671 mm and 2.3622 mm, respectively,
while their lengths are 1.9558 mm and 3.2512 mm, respectively. See [163] for more
details.
Initially, a small cylindrical geometry was used with a diameter in the cross-
flow region of 11D, see Fig. 103. The black line is the mean trajectory measured
experimentally and the green line is the corresponding regression suggested in [163].
The simulated jet matches the experiments in the initial stages, however, the reduced
size of the geometry affects the evolution of the trajectory.
A larger grid was simulated with a size from the center of the injector to the down-
stream end of 15D. The downstream boundary has a sponge layer of 1D. Figure 104
shows the interface based on a volume fraction of gas of 0.9 with velocity streamlines
in the boundary layer of the cross flow. Figure 105 shows the measured trajectory in
black and the regression in red together with a volumetric representation of the fuel.
As the liquid leaves the injector and is exposed to the cross flow, the high shear makes
the interface of the jet diffuse. Figure 106 shows the interface (αgas = 0.9) together
with the volumetric plot. The mean trajectory of the fuel seems to be matched very
well with the larger geometry. The RMS value of the trajectory from the simulation
and the experiment are shown in Fig. 107. The first point should be ignored, since
the measuring error there is large. The shape of the curves are similar, but there is a
significant offset between them. One cause of the mismatch could the diffusion of the
interface. The unphysical dispersion of the interface produces an apparent greater
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(a) Side view. (b) Front view.
(c) Velocity vectors colored by the volume fraction
(red for air and blue for fuel).
Figure 103: Case MCF01 with a reduced geometry. The interface is based on a
volume fraction of gas of 0.9.
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Figure 104: Case MCF01. The interface based on a volume fraction of gas of 0.9.
Figure 105: Case MCF01. Volumetric plot of the fuel.
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Figure 107: Case MCF01. RMS value of the trajectory.
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distribution of the jet.
The boiling temperature of Jet-A at P = 1.93 MPa is approximately 583.2 K.
Which is slightly below the temperature of the cross-flow. The temperature on the
vertical center-plane is shown in Fig. 108 together with the interface (αgas = 0.9)
in black. By the time the fuel reaches the boiling temperature, it is already widely
Figure 108: Case MCF01. Temperature on the center-plane. The interface based on
a volume fraction of gas of 0.9 is in black.
diffused. However, before the boiling condition is reached, evaporation should be
occurring, but its physics are not being modeled in this simulation. It would seem that
in order to improve the simulation of this case interface sharpening and evaporation
are needed.
10.6 Multi-component multi-phase model
The first model presented in Chapter 3 for multiple phases with multiple components
is demonstrated here. A 1-D domain of 0.01 m long with periodic boundaries is used.
Initially, the components are distributed as: water for x < 0.005 m, nitrogen (N2)
for 0.005 m < x < 0.0075 m, and oxygen (O2) 0.0075 m < x (see Fig. 109(a)).
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Water is part of one phase, while nitrogen and oxygen belong to a different phase.
It is assumed that the two phases do not mix with each other. Initially, there is a
uniform velocity of 100 m/s. The viscous coefficients were increased several orders
of magnitude respect to their real values in order to accelerate the process for this
demonstration. The result after one period (t = 0.1 ms) is shown in Fig. 109(b).
The two gases diffuse into each other, while water, which is forms another immiscible
(a) Initial condition. (b) After one cycle.
Figure 109: Convection of a multi-component multi-phase flow.
phase, does not diffuse as expected.
This simple test is the first step toward evaporation, which, for example, could be
captured the following way. Phase 1 is composed by liquid fuel. Phase 2 is composed
by oxygen, nitrogen, and fuel vapor. The components of phase 2 are all gases than
can diffuse into each other. The initial concentration of liquid fuel in phase 1 is
100%, while the concentration of fuel vapor in phase 2 is 0%. Given an appropriate
formulation for the mass transfer from phase 1 to phase 2, fuel will start to evaporate.
The mass of phase 1 will decrease, while the mass of phase 2 and the concentration of
fuel vapor in it will increase. This effect could be validated with the classical Steffan





Diffused Interface Methods (DIM) were solved with a Discontinuous Galerkin (DG)
method. DIM cannot naturally control the thickness of the interface and requires an
artificial numerical technique for this purpose. The interface sharpening approaches
found in the literature until the date when the current study was conducted, pre-
sented several drawbacks. Hence, a new sharpening method was developed, which
respect to [70] generalized the strength parameter to make it problem independent.
It presented great properties in 1D, but for 2D some problems where noted, like vi-
olation of conservation properties. The other techniques in the literature were not
appropriate for our compressible DIM and applications, or were not better than our
sharpening scheme. So & Adams [127] recently published a method that solves all
these issues. In principle, this method could be applied to our new approach and
discuss it further in the Future Work (Chapter 12).
DIM presents a large range of scales since the interface has to be captured and
kept much smaller than all the other features of the flow. Given this issue and the
numerical diffusion, a scheme with Adaptive Mesh Refinement (AMR) and minimal
numerical diffusion was needed. The Discontinuous Galerkin (DG) method is well
known for being friendly with AMR and for presenting very low numerical diffusion,
especially due to its flexibility to increase the order of accuracy easily.
I extended the popular Moment Limiter (ML) found in the literature to hexahedral
meshes with AMR. Also, I adapted the “troubled-cell” detector known as AP-TVD
to our DG solver. The AP-TVD detector was developed in the literature for Spectral
Differences (SD) with averaged-derivative basis, and I adapted it for DG with a
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Legendre basis. Our approach resulted to be more efficient for the cases studied. A
new error estimator was presented to control the refinement/coarsening criteria for
AMR. This error estimator is more efficient for the cases studied than other common
techniques in the literature. In addition, the solver was tested for high orders in space
and time. When discontinuities dominate, high order of accuracy in space may not
improve the efficiency of the solver. Probably, the combination of h and p adaptivity
would improve the efficiency by reducing h in discontinuous zones and increasing p
in smooth zones. Time integration was done explicitly with the TVD Runge-Kutta
scheme and with the Spectral Deferred Correction (SDC) method. The second one has
the advantage of being easy to extend to any order of accuracy. It was observed that
when the time-step size required for stability is close to the requirement for accuracy
a higher order in time is more efficient. Thus, in fluid mechanics simulations at
relatively low Mach number, high order in time is not needed. For a larger discussion
on this see Section 6.3. The scalability of all these features was evaluated on several
platforms with the weak-scaling technique. The efficiency observed at 4096 cores was
approximately 86%.
I presented the first application in the literature of DG to DIM (see Chapter 7.
In this case, I used the inviscid 4-eq. model, which is a simple DIM. The numerical
flux used was a Roe-type flux, which can violate the entropy rule. This scheme was
applied to shock-bubble interaction problems and the numerical flux did not present
any problem in the cases studied.
In Chapter 8 I showed a new scheme that avoids Roe-type numerical flux and is
based on the Local Discontinuous Galerkin (LDG) method. This study is the first one
in the literature to use LDG for for a multi-phase model. In this case, I used the 5-eq.
model, which is a very common DIM. I tested the limiter with conservative variables
and primitive variables. The second option is more accurate than the first one, at
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least for the test cases studied. Characteristic variables cannot be used in multi-
dimensions when using ML. In addition, a new technique to treat different Equations
of State (EOS) was shown. Four EOSs were tested: Ideal Gas, Stiffened Gas, van der
Waals, and Peng-Robinson. This allowed for simulations of sub- and super-critical
flows. Also, an additional limiter to preserve positivity while minimizing numerical
diffusion was derived. This limiter is an extension of the approach in [159] to multi-
phase models. DIM is a first-order approach because the interface has a thickness
proportional to the size of the elements. Thus, high-order elements resulted to be
less efficient than low-order elements. Finally, the solver was applied to the study of
bubble collapse under water at very high pressures. The current approach matched
very well other numerical studies, which are close to experiments but the extremes
of the regime tested could be improved. The van der Waals EOS was used as an
attempt to improve the accuracy of the mathematical model, but no difference was
observed. Thus, the partial mismatch between numerical and experimental studies
has not been explained yet.
In Chapter 9 I presented the 5-eq. model with surface tension using the LDG
method. This study is the first one in the literature to use LDG for surface ten-
sion. Surface tension presents numerical issues with most common schemes, mostly
due to the need to compute high-order derivatives at the interface. Marchandise et
al. [88] used DG to convect the level-set equation, and to reduce numerical oscilla-
tions smoothed out the interface using a least-squared approximation. Our method is
more compact and it avoids the computational cost of that approach. Most capturing
methods present spurious oscillations, the ones I observed with the current technique
are of comparable magnitude as other common capturing schemes (e.g., CSS and
CSF). The solver was applied to the interaction of single-drops with a wall.
Decaying isotropic turbulence was studied with DNS and LES. The former was
done with p = 2 and p = 4. The higher order resulted to be significantly more
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efficient. Thus, p = 4 was used for the LES analysis. Higher Reynolds number was
used for LES and the results matched the theoretical expectations. This is the first
study of DG with LDKM in the literature up to the author’s knowledge.
Most of the techniques discussed in this thesis were applied together in a liquid
jet in cross flow (see Section 10.5). The trajectory was adequately captured. The
dispersion of the jet was over estimated, probably, due to the unphysical diffusion
of the interface. Another relevant effect that was not included in the simulation
is evaporation. Section 10.6 demonstrated some of the capabilities of the multi-
component multi-phase model. This model could form the foundation for evaporation
in future research. This is an area of active research and it is suggested in the following
chapter as future work.
DG was proven to be a modern versatile scheme with a great potential. The only
main disadvantage of DG I observed is its computational cost (CPU and memory).
However, it should be a competitive approach when complex geometries are present
since a very high order can still be used, while FV and FD cannot handle complex




In this concluding section, I discuss possible extensions to the research presented in
this work.
Phase change. Evaporation is a phenomenon present in combustors and it is a key
element of the combustion process. The modeling of the process in complex systems is
in its very initial stages in the numerical field. The formulation of the model and the
scheme for complex systems is not simple and deserves special attention. The elements
that must be present for evaporation to occur are multiple phases and multiple species.
Hence, the multi-component multi-phase model introduced in this thesis can be the
foundation for future developments of phase transition (see Section 10.6).
Couple two-phase model with Lagrangian drops. Several multiphase appli-
cations involve a large range of scales. For example, liquid fuel injection requires to
simulate from the combustor down the small drops formed in the spray. The individ-
ual drops can be modeled as Lagrangian points relatively well. However, the accuracy
of the models to represent the formation of the spray is limited. Thus, coupling the
(Eulerian) multi-fluid approach with an Eulerian-Lagrangian formulation can ease
the computational need and make such applications feasible. A few researchers have
already shown some techniques (e.g., see [83]). Fundamental research can be done
regarding the closure used to transition from Eulerian to Lagrangian representation.
After that, a wide range of applied research can be done, for example, for liquid jets
in cross flow. DiGGIT already interacts with a Lagrangian module demonstrated in
Appendix A.
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Implement an interface sharpening algorithm. The interface can be widely
diffused in regions of large shear even with low-diffusion schemes when using DIM.
Interface sharpening algorithms try to revert the undesired effect of the numerical
scheme and the drawback of the mathematical model. A sharpening schemes was
presented in this thesis and a few other approaches can be found in the literature [71,
123]. However, all of these techniques lack of conservation properties. The most
advance approach I have seen was published recently in [127] and it conserves mass,
momentum, and total energy. Based on the literature available until this thesis was
written, I recommend to implement the method in [127] and probably use some ideas
from [128]. The approaches in [127] and [128] are based on FV and FD formulation,
respectively, but they could be adapted for DG.
Research into Variational Multi-Scale methods. One of the most proper ways
to conduct LES with AMR and DG is using Variational Multi-Scale (VMS) methods.
Not only does it provide a mathematically correct framework for LES, but it also
improves the accuracy of simple models [28, 13]. The models proven in this thesis
could be used in a VMS framework. Given that it is a relatively new technique
useful for engineering applications, it opens opportunities for fundamental and applied
research.
Conservative surface tension. Almost every scheme to model surface tension
presents spurious oscillations. The most common approach is the CSF applied as
source terms. However, it seems to be [60, 100] that if it is applied in a conservative
way, modifying the fluxes and the state vector, these fluctuations decrease. This topic
opens opportunities for fundamental research since the claim has not been thoroughly
studied for models like the 5-eq. model. Also, this improvement should increase the
accuracy of applied simulations.
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Addition of tetrahedral elements. As shown in this thesis, non-Cartesian grids
with hexahedral elements have variable Jacobian. When the Jacobian varies the
quadrature-free approach cannot be used and the computational cost is higher [4].
Tetrahedral elements with flat faces can be used for complex geometries while having
constant Jacobian, so the quadrature-free technique can be used. This is usually
relaxed at curved boundaries where the elements must be curved and, thus, they
have a variable Jacobian. Even though hexahedral elements may be more efficient
than tetrahedral elements with Cartesian grids, generic cases would run faster with
tetrahedral elements and their grids would be much easier to generate. The limiter
and detector presented in this thesis cannot be used for tetrahedral or triangular





When lots of drops of particles are present and their sizes are too small to resolve
for practical computations, the entities are usually modeled as point particles making




ẋ = v for t > 0
x = x0 for t = 0
(165)
where v is the velocity of the Eulerian field at location x, and x0 is the initial position.




ẍ = F/m for t > 0
x = x0 for t = 0
v = v0 for t = 0
(166)
where v0 is the initial velocity, F is a modeled force due to the interaction with the
surrounding fluid, and m is its mass. Several techniques with different degrees of
accuracy and complexity exist to model the force F. Not only does the fluid affect
these modeled bodies through F, but also the fluid can be affected by them, what is
usually called “two-way coupling”. Other effects could also be considered, like energy
and mass transfer. These factors have already been studied elsewhere [97]. Thus, the
heat and mass transfer are neglected in the current study.
A.2 Method
The governing equations for the Lagrangian formulation are easily integrated in time
with the same scheme as used for the Eulerian fluid.
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In order to extract properties of the fluid surrounding a Lagrangian body its
location within an element is needed. Known the physical location x and the ele-
ment where its located, the computational coordinate ξ is computed with an iterative





where χj is the modal coordinates of element j. If the iterative solver leaves the
range −1 < ξ < 1 it means that the body might be in a neighboring element. Thus,
the iteration restarts at the center of the neighbor (ξ = 0). Figure 110 depicts this
algorithm, where the dotted arrows represent the path of the search algorithm, filled
circles show the locations at sub-steps n and n+ 1, and the unfilled circles represent
the element-centers to which the search jumps to each time a boundary is crossed.
The latest computational location (element plus computational coordinate ξ) is stored
Figure 110: Lagrangian-body search algorithm.
for each Lagrangian body at each sub-step in time to make the location search faster.
This approach lets the body move more than one element in one iteration without
affecting the stability of the scheme.
If the iterative solver tries to leave an element and there is no neighbor, a global
element-by-element search is done among all the elements in the current processor.
Nonetheless, this situation is not common.
If the body enters a ghost element, the body gets transfered to the processor where
this ghost element is hosted. In the case of parallel simulations it is easier to track
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Lagrangian bodies that do not cross more than one element boundary per iteration.
A.3 Verification and demonstration
A.3.1 Verification
Here we track individual point particles based on the velocity of the flow such that the
velocity of a particle is V(t) = v(x, t). A helical trajectory is considered as in [155] to




















1− 3 (r/π)2 + 3 (r/π)4 − (r/π)6 for r ≤ π
0 otherwise
(169)
A particle is initially located at (−2, 0, 2) and evolves until t = 10 with a fixed
time-step of ∆t = 0.05. The trajectory is plot in Fig. 111. The final location can
Figure 111: Helical trajectory for a Lagrangian particle shown at every ∆t = 0.2.
be calculated analytically, so the final error can be quantified. For a grid with 83
elements, the error decreases as the order p increases, see Table 27.
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Table 27: Error of a Lagrangian point for varying p.
p 1 3 5
Error 1.752 · 10−2 5.3910 · 10−5 1.2651 · 10−5
A.3.2 Fluid particles past a cylinder
A subsonic viscous flow is simulated past a cylinder. Fluid particles are injected
upstream the cylinder. Figure 112 shows the flow colored by the momentum in X
and the fluid particles are colored by their age. The particles follow the flow and
Figure 112: Fluid particles past a cylinder.
successfully stay inside the domain.
A.3.3 Jet in cross flow with particles
A gas jet is injected at 102.94 m/s together with particles into a cross flow with
67.72 m/s. The simulation is conducted in 2D. The particles have a mass of 5.2 ×
10−9 kg and a diameter of 5 mm. Figure 113 shows the results at 1.1 ms. The drops
are colored based on their age. Note that there is only one-way coupling, i.e. the flow
is not affected by the particles.
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Figure 113: Demonstration of a jet in cross flow with particles.
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