if n is odd. In this paper, we present a simple construction for maximal rate non-square CODs obtained from square CODs which resembles the construction of rate-1 non-square RODs from square RODs. These designs are shown to be amenable for construction of a class of generalized CODs (called Coordinate-Interleaved Scaled CODs) with low peak-to-average power ratio (PAPR) having the same parameters as the maximal rate codes. Simulation results indicate that these codes perform better than the existing maximal rate codes under peak power constraint while performing the same under average power constraint.
a p × n matrix G in k complex variables x 0 , x 1 , · · · , x k−1 such that each non-zero entry of the matrix is a complex linear combinations of the complex variables x 0 , x 1 , · · · , x k−1 and their conjugates x * 0 , x * 1 , · · · , x * k−1 satisfying G H G = (|x 0 | 2 + |x 1 | 2 + · · · + |x k−1 | 2 )I n , where G H is the complex conjugate transpose of G and I n is the n × n identity matrix. An LCOD G is called complex orthogonal design (COD) if the non-zero entries of G are the complex variables ±x 0 , ±x 1 , · · · , ±x k−1 or its complex conjugates.
To construct non-square CODs with low PAPR, we identify a subclass of LCODs which includes CODs as a special case. This is done using the notion of coordinate interleaved complex variables [4] which has been extensively used to construct single-symbol Space-time block codes (STBCs) from complex orthogonal designs (CODs) have been extensively studied for square designs, since they correspond to minimum decoding delay codes. The rate of the square CODs falls exponentially with increase in the number of transmit antennas.
Specifically,
Theorem 1 ( [2], [5]):
The maximal rate of a square complex orthogonal design is given by a+1 n where a is the exponent of 2 in the prime factorization of n . Several authors have constructed square CODs achieving maximal rate [2] , [5] . In [2] , the following induction method is used to construct square CODs for 2 a antennas, a = 2, 3, · · · , starting from
where G a is a 2 a × 2 a complex matrix. Note that G a is a square COD in (a + 1) complex variables x 0 , x 1 , x 2 , · · · , x a .
It is clear from the above theorem that the square OD, real/complex are not bandwidth efficient and naturally one is led to study non-square orthogonal designs in order to obtain codes with high rate. It is known that [1] there always exists a rate-1 real orthogonal design (ROD) for any number of transmit antennas and these codes are constructed from square CODs [1] . On the other hand, it is not known, in general, the maximal rate of complex orthogonal design which admits as entries the arbitrary linear combination of complex variables. However, it is shown by Liang [3] that the maximal rate of a COD, when the non-zero entries of the designs are only the variables or their conjugates with or without negative sign, is equal to a+1 2a
when number of transmit antennas is 2a − 1 or 2a. He has also given an explicit construction of CODs achieving this rate for any number of antennas. There is also another construction of these codes given by
Lu et al [6] .
Contributions of this paper:
The contributions of this paper may be summarized as follows:
• We present a simple construction for maximal rate non-square CODs for any large number of antennas having the same delay as that of [3] for the number of antennas not multiples of 4 and of the same delay as that of [6] for number of antennas multiple of 4. The construction of these CODs starts from square CODs and is very similar to the construction of rate-1 non-square RODs from square RODs of [1] . The constructed codes are amenable for modification to codes with low PAPR.
• Starting from the maximal rate codes mentioned above, we have also constructed a class of maximal rate CIS-CODs which have the same delay as that of the codes given by Liang [3] and Lu et al [6] , but having smaller number of zero entries, leading to codes having low peak-to-average power ratio (PAPR). These codes perform better than the known codes under peak power constraint while perform same under average power constraint. Simulation results are presented which justify this claim.
The remaining part of the paper is organized as follows: In Section II, we give construction of maximal rate achieving CODs from square CODs. In Section III, we give code construction CIS-CODs which has low PAPR. In Section IV, we provide some simulation results. Section V concludes the paper.
II. A SIMPLE CONSTRUCTION OF MAXIMAL RATE CODS FROM SQUARE CODS
It is known that the maximal rate of a real orthogonal design is one for any number of transmit antennas and these codes can be constructed from square RODs. This method does not apply to the construction of maximal rate achieving non-square CODs as some of the variables in the matrix are complex conjugated. In this section, it is shown that one can still construct maximal Let F 2 be the finite field with two elements denoted by 0 and 1 with addition denoted by
respectively the logical operations of conjunction (AND), disjunction (OR) and complement or negation. All other Boolean operations are obtained from these basic operations. For example,
Let B be a finite subset of the set of natural numbers with b being its largest element and a ∈ N be such that 2 a > b. We can always identify each element of B with an element of F
The following lemma gives a characterization of CODs in term of proper 2 × 2 matrices whose proof is straight forward from the properties of CODs [3] .
each non-zero entry of the matrix is ±x i or ±x * i for some i ∈ Z k . Then following two statements are equivalent:
A. A simple construction of maximal-rate CODs
In this subsection, we construct maximal-rate CODs for t transmit antennas from a square COD G t−1 which is given in (1), which are amenable for extension (in the following section) to low PAPR CODs without the rate and the delays getting changed. The following two lemmas Lemma 3 and Lemma 4 will be useful in constructing the desired CODs. In the proof of Lemma 3, we make use of the following two facts: (i) Let N (a) i be the set of row indices of the non-zero entries of the i-th column of G a . It is known [10] that
(ii) For t number of transmit antennas, let k t and p t be the number of complex variables and the decoding delay of the maximal-rate non-square CODs constructed by [3] . Then, for the later use, we have
Lemma 3: For an integer a, let p a+1 , k a+1 be as defined in (4) . Then, a COD of size
Proof: We give an explicit construction of a COD of size [p a+1 , k a+1 , a + 1] for all a.
This matrix is constructed from G a by removing some of its columns. Recall that the rows and columns of G a are indexed by the elements of the set Z 2 a . Let M be a matrix formed by the columns of G a which are in C a i.e., M contains the i-th column of G a if i ∈ C a . The number of rows in the matrix M is 2 a . Now we determine those rows of M which contain at least one non-zero entry. These rows are those rows of G a whose indices lie in the set ∪ i∈Ca N i (a) where
Removing those rows of M which contain only zeros, we get a matrix which has |C a | = k a+1 columns and |R a | = p a+1 rows.
Let the elements of C a be c i , i = 0 to k a+1 − 1 such that c 0 < c 1 < · · · < c k a+1 −1 and that of R a be r i , i = 0 to p a+1 − 1 satisfying r 0 < r 1 < · · · < r p a+1 −1 . Define f : Z p a+1 → R a and g : Z k a+1 → C a as follows:
Note that both f and g are bijective maps. Also, we use the following notation:
(The situation where x < −1 does not arise.)
For any matrix of size n 1 ×n 2 , the rows and columns of the matrix are indexed by the elements
Sometimes, for notational simplicity, we write λ, τ and µ for λ Q , τ Q and µ Q respectively when the underlying Q is clear from the context. Let P a = {0, 1, 2
We denote the COD of size [p a+1 , k a+1 , a + 1] constructed in the proof of Lemma 3 above 
The matrix H a has a very nice property, namely all the complex variables that lie in the same row are either complex-conjugated or none of them is complex-conjugated. We call a COD with this property a conjugation-separated COD. As an example, observe that the COD H 4 given on the left side of (17) is conjugation-separated.
Lemma 4: H a is conjugation-separated.
Proof:
We consider two cases namely
In both the cases,
It is enough to show that
Now, we obtain the maximum rate achieving COD of size [p a+1 , a + 1, k a+1 ], denoted by H a as follows. Let the complex variables in the matrix H a be y 0 ,
is absent in the i-th row of H a , otherwise
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are non-zero and
It remains to prove that any proper 2 × 2 sub-matrix M H of H a is a COD. Let r, s, t and u be binary variables which take value either 0 or 1 and y be a complex variable. Let y Note that the construction of the maximum rate COD H a of size [p a+1 , a + 1, k a+1 ] involves two steps:
In the following subsection, we present another construction for the same CODs H a .
B. A direct construction of H a
We now give a direct construction of maximum rate CODs for any number of transmit antennas. We define a p a+1 × (a + 1) matrix H ′ a in k a+1 complex variables y 0 , y 1 , · · · , y k a+1 −1 as follows:
for 0 ≤ i ≤ p a+1 − 1 and 0 ≤ j ≤ a.
where
Proof: The proof is given in Appendix A.
C. Construction of maximal rate codes with reduced delay for number of transmit antennas a multiple of 4
In the previous two subsections, we have only concentrated on the construction of maximal rate achieving codes which need not be delay optimal. It has been shown by Lu et al [6] that whenever number of transmit antennas is a multiple of 4, one can reduce the delay of the maximal rate achieving codes given in Liang et al [3] by 50%. We now provide a simple construction of the codes for multiple of four antennas with the decoding delay as above. Let this non-square COD for 4m transmit antennas be denoted byĤ 4m . The design H ′ 4m−2 constitutes all the columns of H 4m except the last column. Note that the number of rows and complex variables in bothĤ 4m and H ′ 4m−2 are same whereas the number of columns inĤ 4m is one more than that of
We now define λĤ 4m , µĤ 4m and τĤ 4m forĤ 4m as follows:
We construct the last column ofĤ 4m as follows. LetĤ 4m (i, 4m , 4m,
].
Proof: The proof is given in Appendix B.
Thus, the decoding delay and the rate of the non-square CODs for (4m − 1) and 4m transmit antennas given by H ′ 4m−2 andĤ 4m respectively, are identical. As an example, the rate-5/8 nonsquare CODĤ 8 of size [56, 8, 35 ] is given in Fig. 4 .
III. A CLASS OF CIS-CODS WITH LOW PAPR
Besides the rate, diversity and decodability of space-time codes, low PAPR of a code is an important parameter. It is desirable to construct code with low PAPR for ease of practical implementation of these codes in wireless communication system. One possible way to construct a code with low PAPR is to reduce the number of zeros in an existing code without increasing the signaling complexity [11] significantly. This has been discussed elaborately for square CODs in [11] . In this section, we obtain a class of maximal-rate non-square CIS-CODs with low PAPR, the techniques used for which are completely different from those employed for square CODs and non-trivial.
As the maximal rate of a COD for 2t − 1 or 2t transmit antennas is t+1 2t
, the fraction of zeros in the codeword matrix is given by 1 − t+1 2t
. For example, consider the two codes (i) and (ii) given by (11) for three transmit antennas
where x iI , x iQ are the in-phase and the quadrature component of x i , i = 0, 1 respectively. The code (i) contains three zeros which amounts to one-forth of the total number of entries of the matrix while none of the entries in the code (ii) is zero. Moreover, the code (i) is a COD while the code (ii) is a CIS-COD which is not a COD.
Let H ′ n be the matrix defined in (9) for n + 1 number of antennas. The rows and columns of H ′ n are indexed be the elements of Z p n+1 = {0, 1, · · · , (p n+1
where the map f is given by (5) . We say that the ith row and the j-th row of H ′ n form a l−pair if f (i) ⊕ f (j) = l. If we apply the above operations on the code (i) of (11), with l = 1, we get the code (iii) of (11) . This matrix is a LCOD which is not a COD. However, any non-zero entry of the matrix is a linear combination of at most two variable. Note that the variable y 2 appears twice in all the columns of the code (iii) and it eliminates the zeros from the code (i).
The code (ii) of (11) is obtained from the code (iii) by substituting y 0 with
, y 1 with
and y 2 with x 2 . Observe that any non-zero entry of the code (iii) consists of a single variable or two distinct variables. In the first case, we say the variable is isolated while in the latter, we say corresponding two variables form a l−pair. One striking property of the above matrix is the following: if a variable, say x 2 , appears alone in any column of the matrix, it remains so in the remaining columns of the matrix too. Similarly, if two variables, say x 0 and x 1 , form a pair in a column of the matrix, then they always appear together in all the columns of the matrix. In other words, it never happens that two variables x 0 and x 1 form a pair in one column while x 0 and x 2 also form a pair in another column of the matrix. It is this property of the code (iii) that enables us to construct the code (ii). Any entry of the latter matrix consists of a single variable or a co-ordinate interleaved variable. The reason why we prefer the latter matrix over the preceding matrix is that the latter has lesser signaling complexity than that of the former. We will see that this property holds for the maximal rate codes given in this paper.
Let l ∈ Z 2 n and M n (l) be the matrix obtained after performing the row operations defined by (12) on H ′ n . Any non-zero entry of the matrix M n (l) is of the form ±y i , ±y * i , ±y i ± y j , ±y i ± y * j , ±y * i ± y * j , i, j ∈ Z k n+1 , i = j scaled by 1 or Proof: Suppose y i and y j form a pair in m-th column of M n (l). Without loss of generality,
Now assume that g(i) ⊕ g(j) = l. We show that y i and y j form a pair in all the columns of Note that the number of zeros in the design matrix M n (l) is less than that of H ′ n and depends on l. Let F n+1 (l) be the ratio of number of zeros to the total number of entries in M n (l). The following theorem gives a closed-form expression for F n+1 (l) for an arbitrary value of l.
Theorem 5:
Let n be a positive integer and l ∈ Z 2 n , l = 0. Then there exists an LCOD for n + 1 transmit antennas where the rate R n+1 and the fraction of zeros F n+1 (l) are given by if n is even
and w l is the Hamming weight of l.
Proof:
The proof is given in Appendix C.
The matrix M n (l) is an LCOD where any non-zero entry contains at most two complex variables.
Here any non-zero entry of M n (l) contains a variable, say
or two variables y i , y j , i, j ∈ Z k n+1 , i = j, if g(i), g(j) ∈ C n ∩ l ⊕ C n and g(i) ⊕ g(j) = l. In the first case, y i is isolated and in the second case, y i forms a l−pair with y j . Now we construct a CIS-COD from M n (l) as follows: If y i is isolated in the matrix M n (l), we replace it by x i and if y i and y j form a l−pair, then we substitute y i with
and y j with
. We denote the CIS-COD for n transmit antennas constructed as above with l = 1 by L n .
For 3 transmit antennas, we have already constructed a CIS-COD from LCOD as given by code (ii) of (11) . Note that this code has no zero entry as expected. The fraction of zeros in L 4
and L 5 are 0 and is minimum remains an unsolved problem. In Table I , the variation of fraction of zeros with the Hamming weight of l is illustrated for n = 4, 5, 6, 7. Observe that for n = 6 the fraction of zeros when l = 2 is lower than when l = 1.
IV. SIMULATION RESULTS
The symbol error performance of the maximal rate CODs L 4 and L 5 for 3 and 5 transmit antennas with fewer number of zeros constructed in this paper (denoted as CIS-COD in Fig. 1 and in Fig. 2 ) are compared with the existing maximal rate codes (denoted as COD) for same number of antennas in Fig. 1 Along the way, we have also devised a method of construction of maximal rate achievable CODs as given in [3] , [6] from square CODs which can be viewed as the generalization of the method of construction of rate-1 RODs from square RODs for complex orthogonal designs. For the number of antennas n our class of new codes has n − 1 CIS-CODs indexed by l = 1, 2, · · · , n − 1, with the PAPR depending on l . An important direction for further research is to identify l for which the PAPR is minimum.
APPENDIX A PROOF OF THEOREM 3
We use Lemma 2 to prove this theorem. As the map g : 
It is clear that i = j and k = l. We always assume l to be non-zero.
We show that M 2 is of the form
In other words, we have to prove that
we write µ and τ in stead of µ H ′ a and τ H ′ a respectively. As all the entries of M 2 are non-zero, we have
As M 2 is a proper sub-matrix of H ′ a , it contains only two distinct variables which implies that λ(i, k) = λ(j, l) and λ(i, l) = λ(j, k). i.e., g −1 (f (i)⊕2
As g is bijective, we have
(A) We first show that µ(i, k)µ(i, l)µ(j, k)µ(j, l) = −1.
is an odd number as 2 l−1 · 2 l−1 is an odd number.
is an odd number.
(B) We now prove that τ (i, k)τ (j, k) = −1.
(C) Finally, we show that τ (i, k)τ (i, l) = 1.
is an even number. This concludes the proof.
APPENDIX B PROOF OF THEOREM 4
It is enough to show that the (4m − 1)-th column ofĤ 4m is orthogonal to all other columns of the matrix. We use Lemma 2 to prove this statement. All the complex variables appear exactly once in the (4m − 1)-th column ofĤ 4m which follows from (10). Secondly, assuming that
Let M 2 be a proper 2 × 2 sub-matrix ofĤ 4m formed by two distinct rows namely i and j and two distinct columns, say, k and l where l is equal to 4m − 1. Then the entries of M 2 are given byĤ
We show that M 2 is of the form   ay α by * β
it is enough to prove that
In order to have all the entries of M 2 non-zero, one must have
As M 2 is a proper sub-matrix ofĤ 4m , it contains only two distinct variables which implies that
we have
To prove (A), we have following two cases.
Case (i) k = 0 : It is enough to prove that µ(i, l)µ(j, l) = −1 i.e., (−1)
is an odd number. As both 2 k−1 · 2 k−1 and 1 ·1 are odd numbers,
must be an odd number. This is indeed true as 2 k−1 .1 is 1 or 0 respectively if (k − 1) is even or odd and 2 k−1 .1 = 4l + 2 − (k − 1).
We now prove the statement (B) i.e., τ (i, k)τ (j, k) = 1.
If k < 4m − 1, we have
(C) Finally, we show that τ (i, k)τ (i, l) = −1 with l = 4m − 1.
As τ (i, l) = −1, one has to prove that τ (i, k) = 1 whenever f (i) ∈ (2 k−1
⌉ is an even number.
As
As k = 0, we have 2 k−1 = 1. Thus f (i) ⊕ 2 k−1 and f (i) differ by an odd number.
This concludes the proof.
APPENDIX C PROOF OF THEOREM 5
We give an explicit construction of the code for any number of transmit antennas with the specified rate and fraction of zeros. This matrix is obtained from H ′ n after performing row operations defined in (12). This code is denoted by M n (l). The rate of this code matches with that of H ′ n . We now show that the fraction of zeros in M n (l) is as given in the statement of the theorem. Let P p n be the set of complex variables which form a pair with another variable.
Similarly, Up n , P r n and Ur n respectively denote the set of complex variables which don't form a pair, the set of rows which form a pair with another row and the set of rows which don't form a pair. It is assumed that the elements of the sets are not the rows or the variables themselves denoted by R i , i = 0, 1, · · · and y i , i = 0, 1, · · · respectively, but the indices of the rows or the variables i.e., the numbers 1, 2, 3, · · · . By definition, we have
We first compute the number of variables that appear twice in a column of the matrix M n . It need not be true that this value is same for all columns of M n (l). We fix a column of the matrix
be the set of variables that appear twice in m-th column of the matrix M n and e (l,m)
The number of non-zero entries in m-th column is k n+1 + e (l,m) n+1 where k n+1 is the number of complex variables in the COD H ′ n . We have
. Assigning
, we get
In the following, we calculate e 
