We study the approximation of conformal mappings with the polynomials defined by Keldysh and Lavrentiev from an extremal problem considered by Julia. These polynomials converge uniformly on the closure of any Smirnov domain to the conformal mapping of this domain onto a disk. We prove estimates for the rate of such convergence on domains with piecewise analytic boundaries, expressed through the smallest exterior angles at the boundary.
Extremal problems in Smirnov spaces and the associated polynomials
Let G be a Jordan domain in the complex plane, bounded by a rectifiable curve L of length l. We consider the Smirnov spaces E p (G), 0 < p < ∞, of analytic functions in G, whose boundary values satisfy (see Duren [8] , Smirnov and Lebedev [23] ). Julia [12] studied the extremal problem inf{ f p : f ∈ E p (G), f (ζ) = 1)}, (1.1) where ζ ∈ G is a fixed point. He showed that the above infimum is attained by the function (φ ′ ) 1/p , where φ is the conformal mapping of G onto a disk D R := {w : |w| < R}, normalized by the conditions φ(ζ) = 0, φ ′ (ζ) = 1. It is known that one can define sequences of polynomials associated with many extremal problems. Thus Keldysh and Lavrentiev (cf. [14] , [13] and [15] ) considered the polynomials Q n,p (z) that minimize (1.1) among all polynomials P n (z) of degree n, such that P (ζ) = 1. These extremal polynomials were attributed to Julia by Keldysh and Lavrentiev in [14] . Perhaps, it is more appropriate to call them Julia-Keldysh-Lavrentiev polynomials. The goal of such construction is that, provided polynomials are dense in E p (G), it would furnish the approximation to (φ ′ ) 1/p by Q n,p as n → ∞. Keldysh and Lavrentiev [15] 
Polynomials are dense in norm in E p (G)
The domains with property 4 were later named after Smirnov. Although there is no complete geometric description of such domains, many standard classes of domains possess the Smirnov polynomial density property. The widest currently known class is probably that of Ahlfors-regular domains (cf. Pommerenke [18, Chap. 7] ). They are defined by the condition that there exists a constant C > 0 such that
for any disk D r of radius r, where | · | denotes the arclength measure on L = ∂G.
Since Q n,p converge locally uniformly to (φ ′ ) 1/p in Smirnov domains, they have no zeros in any fixed compact subset of G for large n, by Hurwitz's theorem. Hence the following functions 2) are well defined for p ∈ (0, ∞), when n is large. Of course, they are well defined polynomials for any n ∈ N, if p ∈ N. Let · ∞ denote the uniform (sup) norm on G.
For p = 1, the uniform convergence of J n,1 on G was already observed by Keldysh and Lavrentiev in [15] , but without any estimate. The case p = 2 is of special interest because of its close connections with the Szegő kernel and orthogonal polynomials. Ahlfors [1] considered these polynomials for the numerical approximation of conformal mappings, and developed interesting representations for Q n,2 via iterated integrals of Vandermonde determinants. For p = 2, a similar result to Theorem 1.1 was proved by Warschawski [26] . Gaier [9, pp. 130-131] gave the estimates of the uniform convergence rates for some smooth domains, based on the results of Rosenbloom and Warschawski [22] . The explicit rates of convergence for domains with corners are stated in the following section. Note that the case p = 2 was already considered in [20] , but with a somewhat different normalization for the polynomials. A natural analogue of the polynomials Q n,p is given by the best approximating polynomialsQ n,p to (
where the inf is taken over the polynomials P n of degree n. Following the same convention as for (1.2), we define the functions
It can be readily seen thatQ n,2 ≡ Q n,2 andJ n,2 ≡ J n,2 (for p = 2), because
for any polynomial P n of degree at most n, P n (ζ) = 1, see [9, p. 128] and [1] . The explicit representation of Q n,2 via the contour orthonormal polynomials 
Thus these polynomials coincide (up to a constant factor) with the partial sums of the Szegő kernel [24] ). They can be used for the constructive approximation of the conformal mapping φ, see [9] , [23] and [20] for the details.
Our interest inQ n,p andJ n,p is explained by the fact that one can produce estimates of the convergence rates for these polynomials. We first state the analogue of Theorem 1.1 in this case.
The rates of convergence quantifying this result are studied in the next section.
We conclude this section by showing that the zeros of the polynomials Q n,p are typically dense in L. This indicates that the definitionJ n,p in (1.4) cannot be extended to G for p ∈ N, as every zero generates a branch point. Let ν n,p andν n,p be the normalized counting measures for the zeros of Q n,p andQ n,p respectively. They are obtained by placing the point mass 1/n at each zero of Q n,p andQ n,p , according to multiplicities. Denote the equilibrium measure of G (in the sense of logarithmic potential theory) by µ [21] . The following Jentzsch-Szegő type theorem on the asymptotic zero distribution is stated in terms of the weak* convergence for measures. 
We conjecture that this theorem also holds for the zeros of Q n,p , i.e.,
where N ⊂ N is an infinite subsequence. Such asymptotic behavior is generic for zeros of many extremal polynomials, see [3] . It is possible to prove a converse of Theorem 1.3, i.e., if there is a subsequence ofν n,p weakly convergent to µ, then φ is not analytic on G (cf. [7] ).
Convergence in domains with piecewise analytic boundaries
We consider domains with piecewise analytic boundaries in this section, which are important in applications. An analytic arc is defined as the image of a segment under a mapping that is conformal in an open neighborhood of the segment. Thus a domain has piecewise analytic boundary if it is bounded by a Jordan curve consisting of a finite number of analytic arcs. Let L be piecewise analytic, with the smallest exterior angle λπ, 0 < λ ≤ 2, at the junction points of the analytic arcs. The following results contain estimates for the rates of convergence ofQ n,p in terms of geometric properties of domains.
Note that p ≥ 1/2 works for all λ ∈ (0, 2). For p ∈ N, we also have
The constants C 1 > 0 and C 2 > 0 are independent of n ≥ 2.
The rates of convergence were previously known only in the case of p = 2 for some smooth domains, see [9, p. 131 ]. This theorem is new for any p ∈ (0, ∞). It is worth noting that the exponent λ/(2 − λ) for p = 1 in (2.1) and (2.2) is best possible. Indeed, it is known that this exponent cannot be improved, in general, for approximation of φ in the uniform norm by any sequence of polynomials (cf. [10] and [11] ). We believe that the exponents of n are also sharp in (2.1) and (2.2) for any p ∈ (1, ∞).
When all angles at the boundary are the outward pointing cusps, we can make an even stronger conclusion.
Here, C 3 > 0 and C 4 > 0 are independent of n.
It should be mentioned that r cannot be equal to 1 in the above theorem, because the geometric rate of convergence implies that φ is analytic on G [25] . However, this is clearly not possible when G has an outward pointing cusp, see [5] . A convergence result of similar form was proved in [5] for Bieberbach polynomials in the Bergman kernel method.
Proofs

Proofs of the results from Section 1
Proof of Theorem 1.1. Using the mapping ψ := φ −1 , we obtain for any z ∈ G that
where the integration is carried over the segment connecting 0 and φ(z) in D R . Since L is rectifiable, the function under the latter integral belongs to the Hardy class H 1 (D R ). Hence we obtain by the Fejér-Riesz inequality (cf. [8, Theorem 3.13] ) that
If p = 1 then we are done. Applying Hölder's inequality for p ≥ 2, we have
where
Recall that Q n,p p ≤ 1 p = l 1/p , by the definition of Q n,p , so that the inequality is proved. The second statement now follows from Part 2 of Theorem KL.
Proof of Theorem 1.2. Repeating all steps of the proof of Theorem 1.1 up to (3.2), but withJ n,p andQ n,p instead of J n,p and Q n,p , we obtain the inequality
The proof of the desired inequality is finished by estimating
We also have from the definition ofQ n,p in (1.3) that
which tends to 0 as n → ∞ in Smirnov domains, by Part 2 of Theorem KL.
We connect the analyticity of φ on G and the asymptotics for the leading coefficients ofQ n,p in the following lemma. 3) where cap(G) is the logarithmic capacity of G.
Proof. The idea of this proof is suggested by Blatt and Saff [6] . We first note that, for any polynomial P n (z) = a n z n + . . . , the following holds true
see Lemma 4.1 in [6] . Indeed, if Φ is the conformal mapping of Ω := C\G onto the exterior of the unit disk, normalized by Φ(∞) = ∞ and lim z→∞ Φ(z)/z = 1/cap(G), then
by the maximum modulus principle for P n (z)/Φ n (z) in Ω. Now let z → ∞ to obtain (3.4). It follows from Theorem 1.1 of [19] that
where c 1 > 0 is independent of n. Therefore,
, because of (3.4), (3.5) and lim n→∞ Q n,p p = (φ ′ )
, and show this leads to a contradiction. Consider a sequence of Fekete polynomials F n , n ∈ N, for G, so that
We define a new sequence q n (z) :=ã n,p (z − ζ)F n−1 (z) = a n,p z n + . . . , n ∈ N. It follows from the extremal property (1.3) that
Thus we obtain from the above that lim sup
Consequently, 
by (3.5). It is clear from (3.6) that there exist c 2 , ε > 0 such that d + ε < 1 and
Hence for p ∈ [1, ∞)
and for p ∈ (0, 1)
It now follows that
The latter estimate is well known to imply that (φ ′ ) 1/p is analytic on G, see [25] . Contradiction.
Proof of Theorem 1.3. Consider the monic polynomialsQ n,p (z)/ã n,p , n ∈ N. LetÑ be a subsequence such that (3.3) holds alongÑ as a regular limit. Then we obtain with the help of (3.5) that lim sup 
Proofs of the results from Section 2
Proof of Theorem 2.1. We extend the ideas of [20] for p = 2 to the general case. Let us continue the mapping φ conformally beyond the boundary L, by using reflections across the analytic arcs 
we extend φ intoG as follows:
where i = 1, . . . , m. The boundary ∂G consists of m analytic arcs Γ i that share endpoints with the arcs L i of ∂G:
, which are clearly the corner points of ∂G. Since each τ i , i = 1, . . . , m, is conformal and has bounded derivative (together with its inverse) on S i , we obtain the inequalities dist(z, ∂G) ≥ c 1 min
where dist(z, ∂G) is the distance from z to ∂G, and
where |γ| is the length of the shorter arc γ ⊂ ∂G, connecting z and t. We denote various positive constants by c 1 , c 2 , etc. Let Γ j be an arc of ∂G with the endpoints z j and z j+1 , and let ζ j ∈ Γ j be a fixed point, j = 1, . . . , m. Note that ζ j divides Γ j into Γ
We obtain from Cauchy's integral formula for the continuation of (φ
Hence we need to approximate the functions of the form 
Denote by γ 2 the part of γ from its endpoint ζ j ∈ Γ j to the first point ξ of intersection with L n , so that γ 2 ⊂ {z : |Φ(z)| > 1 + 1/n}. Then γ 1 := γ \ γ 2 connects ξ with the corner point z j of L. Write
We show that g 1 p → 0 sufficiently fast as n → ∞, while g 2 is well approximated by polynomials of degree n. To estimate the norm of g 1 , we need to know the behavior of (φ ′ ) 1/p near the corner point z j ∈ L. This is found from the asymptotic expansion of Lehman [16] . Assume that z j = 0 and that λ j π, 0 < λ j < 2, is the exterior angle formed by L at this point. Then we have in a neighborhood of z j = 0 that
where b = 0, and
Hence there exists a constant c 3 > 0 such that
where we set
For the endpoints ξ ∈ L n and 0 of γ 1 , we let
It follows from (3.8) that
We now estimate that
by (3.11) and (3.12). Note that if z ∈ L satisfies |z| ≥ d n , then |t − z| ∼ |z| by (3.7). Consequently,
because α + 1 > 0 (which defines the latter range for p). On the other hand, if z ∈ L satisfies |z| ≤ d n , then |t − z| ∼ |t| + |z| by (3.7), and we obtain by using (3.8) that 
as above. Combining (3.13)-(3.15), we have that
where λ = min 1≤j≤m λ j .
The next step is the construction of approximating polynomials P n for g 2 . This is accomplished by using Dzjadyk's kernels (see, e.g., [2] ) of the form
which approximate the Cauchy kernel. It was proved in Lemma 5 of [4] that a sequence of such kernels can be selected, so that for any fixed k ∈ N, and for all t ∈ γ with |Φ(t)| ≥ 1 + 1/n, we have 17) for all sufficiently large n ∈ N. In particular, (3.17) holds for t ∈ γ 2 . Define the polynomials
and estimate
by (3.17) and (3.12) . Observe that |t − z| ∼ |t| + |z| for t ∈ γ 2 . Therefore, we have for k > α + 1/p that 
It follows that
Combining (3.16) and (3.18), we obtain
Recall that d n = |ξ|, where ξ ∈ L n ∩ γ 1 . Applying the results of [16] to the conformal mapping Ψ := Φ −1 , we obtain
where λ j π is the exterior angle at z j = 0, and a = 0. Thus
where n ≥ 2, by (3.19)- (3.20) . Hence there exists a sequence of polynomials Q n such that
Thus (2.1) follows from (3.22) and the extremal property (1.3) ofQ n,p , as
The second part of the theorem, stated in (2.2), is a direct consequence of (2.1) and Theorem 1.2.
by a result of Loewner (see [2, p. 61 
We conclude that max
and, using (3.24), we obtain that g 2 − p n ∞ ≤ c 6 n 1+4s (1 + n −s ) −n ≤ c 7 n 1+4s e −n 1−s , n ∈ N. For the companion function g 1 of (3.11), we estimate 26) since |γ 1 | → 0 when n → ∞. We now show that g 1 ∞ is sufficiently small. where b < 0. Applying these estimates in (3.26), we obtain that g 1 ∞ ≤ c 15 max
Since the function x −1−1/p exp(−cx b ), where c > 0 and b < 0, is strictly increasing on an interval (0, x 0 ), we deduce from the previous inequality that by (3.9) . That concludes the proof of (2.3), since by the extremal property (1.3)
Equation (2.4) follows from Theorem 1.2 and (2.3).
