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Abstract Modeling flow discontinuities, due to a numerical approach, often pose severe challenges. In
this way, a number of techniques like artificial viscosity (particularly for finite difference methods), shock
fitting and etc. have been proposed. These techniques usually require ad-hoc terms which need to be
adjusted through calibration. In this study, an efficient numericalmodel based on a shallowwater equation
is developed. The model uses a first-order centered (FORCE) scheme, in combination with the Surface
Gradient Method, (SGM) for spatial discretization, and the third order Runge–Kutta algorithm for time
integration. At first, it is demonstrated that the model is well-balanced, then, through several classical
examples, such as a 1D dam-break on both dry and wet beds, transcritical flow over a bump, with and
without shock, sub-critical flow over a bump, circular dam-break, small perturbation propagation, dam-
break on a dry bed channel with varying widths and right-angled channel junctions, it is shown that
the model is capable of capturing flow discontinuities. Furthermore, the model can simulate dry bed
conditions, and also presents smooth symmetric results.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The system of Non-Linear ShallowWater (NLSW) equations
has obtainedwidespread acceptance for modeling a wide range
of free surface flows, such as open channel flows, dam-break
induced waves and long wave propagation, among others. The
existing analytical solutions are often established on the basis of
simple geometries andmostly suffer fromsimplified underlying
assumptions. This highlights the role of numerical modeling for
practical applications and real life flow simulations.
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doi:10.1016/j.scient.2012.12.001Given the importance of these studies, several techniques
have been developed in recent decades, using a variety of
numerical methods. Finite volume methods with a shock-
capturing ability, based on the Riemann problem solution,
appear to be robust tools for modeling a variety of free surface
flows [1]. Thesemethods enable simulation of the flow ofmixed
sub- and super-critical types without resorting to ad-hoc terms
like artificial viscosity to stabilize themodel [2]. Moreover, they
can be efficiently applied to slowly varying flows, as well as
rapidly varying flows involving shocks or discontinuities such
as bores and hydraulic jumps [3].
This study applies the finite volume method to numeri-
cally solve NLSW equations. The Monotonic Upstream Scheme
of Conservation Law (MUSCL) was exploited for spatial dis-
cretization of the governing equations. Utilizing the First Or-
der Centered Scheme (FORCE), proper variables to compute
the interface fluxes are created [2]. Afterward, the third or-
der Runge–Kutta algorithm was used for time integrations [4].
Thoroughmathematical proof is given to show that the scheme
satisfies C-property. Several classical examples, including a 1-D
dam-break onwet beds, a 1-D dam-break on dry beds, transcrit-
ical flow over a bump without a shock, transcritical flow over a
evier B.V. Open access under CC BY-NC-ND license.
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bumpwith a shock, sub-critical flow over a bump, circular dam-
break, flow perturbation, and dam-break on a dry bed chan-
nel with varyingwidth and right-angled channel junction, were
modeled, and the results were compared with exact solutions.
2. Governing equations
The system of 2-D shallow water equations can be written
in the following conservative form:
∂U
∂t
+ ∂F(U)
∂x
+ ∂G(U)
∂x
= S(U), (1)
where the vector of conserved flow variables, U, the flux
vectors, F(U) and G(U), and the source term vector, S(U), are
defined, respectively, as:
U =
 h
hu
hv

, F(U) =

hu
hu2 + 1
2
gh2
huv
 ,
G(U) =
 hvhuv
hv2 + 1
2
gh2
 , S(U) =
 0gh(S0x − Sfx)
gh(S0y − Sfy)
 .
(2)
In the above expressions, t denotes time, x is the longitudinal
distance, y is the spanwise distance, h(x, y, t) is thewater depth,
u(x, y, t) is the depth-averaged velocity along the x-direction,
v(x, y, t) is the depth-averaged velocity along y-direction and
g is the gravitational acceleration. The bottom slope in x and y
directions, S0x and S0y, is given by:
S0x = −∂zb
∂x
, S0y = −∂zb
∂y
, (3)
where zb(x, y) is the bottom elevation. The friction slopes,
Sfx and Sfy are included using the Manning resistance law:
Sfx =
n2Manningu
√
u2 + v2
h4/3
, Sfy =
n2Manningv
√
u2 + v2
h4/3
, (4)
in which nManning denotes the Manning friction coefficient.
It is also appropriate to define the free surface elevation as
η(x, y, t) = h(x, y, t) + zb(x, y). These parameters in the x
direction are shown in Figure 1.
3. Model implementation
The nonlinearity and hyperbolic character of the NLSW
equations often gives rise to discontinuous solutions, such as
bores and hydraulic jumps. Under such circumstances, theFigure 2: Definition sketch for 2-D finite volume discretization.
integral representation of governing PDEs is preferred, because
the smoothness of the solution is not a necessary requirement
by this formulation. Integrating the governing equations over a
suitable control volume on the x− y− t domain yields:
Un+1(i,j) − Un(i,j)
1t
= −F(i+(1/2),j) − F(i−(1/2),j)
1x
− G(i,j+(1/2)) − G(i,j−(1/2))
1y
+ S(i,j), (5)
where1t is the time step,1x is the cell size in the x direction,
1y is the cell size in the y direction, subscripts i, j refer to the
i, jth cell center (Figure 2) and superscript n and n + 1 refer to
current (known) and next (unknown) time levels, respectively.
Thementioned control volume occupies a volume of1x×1y×
1t on the x− y− t space. Also, F(i+(1/2),j), F(i−(1/2),j),G(i,j+(1/2))
and G(i,j−(1/2)) are numerical fluxes at cell interfaces (i +
1/2, j), (i − 1/2, j), (i, j + 1/2) and (i, j − 1/2), respectively.
The determination of numerical flux is a subject of various
numerical attempts, each of which is constructed on different
underlying assumptions.
3.1. MUSCL scheme for NLSW
Conventional numerical methods usually experience dif-
ficulties in solving discontinuous flows, and high frequency
oscillations can appear in the numerical solution. Under such
conditions, a usual remission is the use of an artificial viscos-
ity term to suppress steep gradients. Unfortunately, this term
is case-dependent and should be adjusted by a trial and error
procedure. As a more robust way, a shock-capturing numeri-
cal method could be applied to a problem with discontinuities
within the computational domain. The Monotonic Upstream
Scheme of Conservation Law (MUSCL) is awell-knownmethod-
ology for spatial discretization of NLSW equations. Based on the
MUSCL method, a non-linear limiter is employed to produce
a piecewise linear reconstruction within each computational
cell. The data reconstruction technique provides the conserva-
tive variables at cell interfaces as a linear extrapolation from the
stored cell center data, which are known either by the solution
of previous time steps or by the initial condition. Using a usual
piecewise linear reconstruction for the second component of
the vector of conservative variables, i.e., unit width discharge
hu, yields:
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1
2
(1x)δi,j(hu),
(hu)+i+(1/2),j = (hu)i+1,j −
1
2
(1x)δi+1,j(hu).
(6)
Hereafter, superscripts ‘‘−’’ and ‘‘+’’ indicate evaluation
on, respectively, the left and right hand sides of the interface
indicated by the associated subscript. The limited slopes in
Eq. (6) can be written as:
δ(i,j)(hu) = Ψ(i,j). (7)
In this equation Ψi,j is slope limiter. Toro [2] listed different
slope limiters that can be used to provide a suitable choice of
gradient in each computational cell, thus, giving an oscillation-
free solution in the vicinity of shocks [2]. TheMinmod limiter is
an example:
Ψ (a, b) = max(0,min(a, b)), (8)
where:
a = (hu)i+1,j − (hu)i,j
1x
, b = (hu)i,j − (hu)i−1,j
1x
. (9)
The above procedure can be used for other components of
the vector of conservative variables.
3.2. Evaluation of numerical flux
The extrapolation explained in the preceding section
prepared proper variables to compute the interface fluxes. To
this end, the First Order Centered Scheme (FORCE) can be used.
This scheme was first introduced by Toro [2] and found to be
robust in applications and simple to implement [2]. The FORCE
flux can be viewed as a simplemean value of the Lax–Friedrichs
(LF) and two-step Lax–Wendroff (LW) fluxes. As shown by
Toro [5], the FORCE scheme is an optimal scheme through
the family of three-point schemes that can be written as the
convex average of the LF and LW fluxes [5]. In conjunction with
the MUSCL scheme, the FORCE scheme achieves second order
accuracy in both space and time and may be written as [5]:
FFORCE(i+(1/2),j) =
1
2
(FLF(i+(1/2),j) + FLW(i+(1/2),j)),
GFORCE(i,j+(1/2)) =
1
2
(GLF(i,j+(1/2)) + GLW(i,j+(1/2))),
(10)
where FLF(i+(1/2),j) and G
LF
(i,j+(1/2)) are the Lax–Friedrichs fluxes:
FLF(i+(1/2),j) =
1
2

F(U−(i+1/2,j))+ F(U+(i+1/2,j))

− 1
2
1x
1t

U+(i+1/2,j) − U−(i+1/2,j)

,
GLF(i,j+(1/2)) =
1
2

G(U−(i,j+1/2))+ G(U+(i,j+1/2))

− 1
2
1y
1t

U+(i,j+1/2) − U−(i,j+1/2)

,
(11)
and FLW(i+(1/2),j) and G
LW
(i,j+(1/2)) are the Richtmyer, or two-step
Lax–Wendroff fluxes:
FLW(i+(1/2),j) = F(ULW(i+(1/2),j)),
GLW(i,j+(1/2)) = G(ULW(i,j+(1/2))),
(12)in which, the intermediate state of conserved variables,
ULW(i+(1/2),j) and U
LW
(i,j+(1/2)), are given by:
ULW(i+(1/2),j) =
1
2

U−(i+(1/2),j) + U+(i+(1/2),j)

− 1
2
1t
1x

F(U+(i+(1/2),j))− F(U−(i+(1/2),j))

,
ULW(i,j+(1/2)) =
1
2

U−(i,j+(1/2)) + U+(i,j+(1/2))

− 1
2
1t
1y

G(U+(i,j+(1/2)))− G(U−(i,j+(1/2)))

.
(13)
3.3. Treatment of source term
A large number of methods originated in computational
fluid dynamics can be adapted to solve NLSW equations on
horizontal, frictionless bottoms. In this way, robust solvers
and accurate solutions are achievable. On the other hand, the
bed topography source term plays an important role where
the spatial variability of the bed is concerned. Inappropriate
treatment of the bed topography source term may lead to
inaccuracies in the numerical solution [6]. The friction source
term becomes important, particularly when a thin layer of
water is to be modeled [7].
There are several different methods for incorporating the
source term into finite volume schemes. One of the well-
knownmethods, known as the surface gradientmethod, admits
preservation of steady state flow in the presence of uneven bed
topographies through satisfying the so-called C-property, but
it is only applicable in MUSCL based schemes. The following
section illustrates this methodology.
3.4. Surface gradient method
The Surface Gradient Method (SGM) appears to be a
simple technique for the treatment of source terms in NLSW
equations. This approach was developed by Zhou et al. [3] and
found to be no more complicated than traditional methods
for the homogeneous terms [3]. The free surface elevation,
η, is chosen as the basis of data reconstruction and the
source term is discretized with a centered scheme. First, the
reconstructed values of free surface elevation are obtained by
the same method used for unit width discharge, and then the
corresponding values of water depth are calculated as:
h−(i+(1/2),j) = η−(i+(1/2),j) − zb(i+(1/2),j),
h+(i+(1/2),j) = η+(i+(1/2),j) − zb(i+(1/2),j),
h−(i,j+(1/2)) = η−(i,j+(1/2)) − zb(i,j+(1/2)),
h+(i,j+(1/2)) = η+(i,j+(1/2)) − zb(i,j+(1/2)),
(14)
where zb(i+(1/2),j) and zb(i,j+(1/2)) are the bed elevations at the
cell interfaces (i + 1/2, j) and (i, j + 1/2), respectively. This
reconstruction scheme fully retains the conservative property
of the governing equations and reduces interpolation errors
considerably.
In the next section, it will be proved that the FORCE scheme
fully satisfies the C-property when combined with SGM. This
property allows simulation of steady flows over irregular beds
and becomes important when modeling small deviations from
the steady state condition.
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Eq. (5) can be integrated along the time axis with a predic-
tor–corrector like algorithm [2]. On the other hand, it can be
integrated with the optimal third-order total variation dimin-
ishing Runge–Kutta method, which is a popular time-stepping
scheme for hyperbolic conservation laws. Furthermore, it will
be demonstrated in the next section that it satisfies the
C-property.
Eq. (5) shows a dynamic system which can be simulated by
the following ordinary differential equation:
dU
dt
= P(U). (15)
The third order Runge–Kutta algorithm (RK-3) integrates
Eq. (15) as follows:
Pn = P(Un) U(1) = Un +1t Pn ,
P1 = P(U(1)) U(2) = 3
4
Un + 1
4
U(1) + 1
4
1t

P1

,
P2 = P(U(2)) Un+1 = 1
3
Un + 2
3
U(2) + 2
3
1t

P2

,
(16)
where n represents the integration steps. Comparing Eq. (16)
with Eq. (5), it can be deduced that:
Pn(i,j) = −
F(i+(1/2),j) − F(i−(1/2),j)
1x
− G(i,j+(1/2)) − G(i,j−(1/2))
1y
+ S(i,j). (17)
3.6. ‘‘C-property’’ proposition
Starting from the stationary state condition at an arbitrary
time level denoted by n, it will be proved that Un+1 =
Un, where U = [h hu hv]T is the vector of flow variables.
Following [3], a frictionless bed (i.e., Sf = 0) is assumed for the
channel. The stationary flow condition at time level n can be
expressed by:
ηn(i,j) = hn(i,j) + zb(i,j) = 0
un(i,j) = 0
vn(i,j) = 0
for 1 ≤ i ≤ N, 1 ≤ j ≤ M (18)
whereN andM are the total number of cells used for discretiza-
tion of the computational domain in x and y directions, respec-
tively. In the presence of a steady state condition, it can be
shown that the surface gradient method provides zero gradi-
ents for the free surface elevation throughout the domain, i.e.,
δ(i,j)(η) = 0. Also, we have:
ηn(i,j) = 0. (19)
An immediate result is:
η− = η+ = 0. (20)
Since at each cell interface z−b = z+b (assuming no abrupt
change in bed profile at cell interfaces), then it follows that:
h− = h+. (21)
Keeping in mind that un(i,j) = 0 and vn(i,j) = 0 at each cell
center andusing Eq. (6), it is simple to verify that (hu)− = (hu)+and (hv)− = (hv)+ at each cell interface. Then, LF fluxes,
ULW(i+(1/2),j)U
LW
(i,j+(1/2)) (Eqs. (11)–(13)), can be rewritten as:
ULW(i+(1/2),j) =
h(i+(1/2),j)
0
0

, ULW(i,j+(1/2)) =
h(i,j+(1/2))
0
0

,
FLF(i+1/2,j) =
 01
2
g(h(i+(1/2),j))2
0
 ,
GLF(i,j+1/2) =
 001
2
g(h(i,j+(1/2)))2
 ,
(22)
where h(i+(1/2),j) and h(i,j+(1/2)) are the water depth at cell
interfaces, (i + (1/2), j) and (i, j + (1/2)), respectively. It also
should be noted that (h(i+(1/2),j) = h−(i+(1/2),j) = h+(i+(1/2),j) and
h(i,j+(1/2)) = h−(i,j+(1/2)) = h+(i,j+(1/2))). Thus, the FORCE flux can
be expressed as:
FFORCE(i+(1/2),j) =
1
2

FLFi+(1/2) + F(ULWi+(1/2))

=
 01
2
g(h(i+(1/2),j))2
0
 , (23)
GFORCE(i,j+(1/2)) =
1
2

GLF(i,j+(1/2)) + G(ULW(i,j+(1/2)))

=
 001
2
g(h(i,j+(1/2)))2
 ,
and similarly:
FFORCE(i−(1/2),j) =
 01
2
g(h(i−(1/2),j))2
0
 ,
GFORCE(i,j−(1/2)) =
 001
2
g(h(i,j−(1/2)))2
 .
(24)
Thus:
FFORCE(i+(1/2),j) − FFORCE(i−(1/2),j)
1x
=
 01
2
g
(h(i+(1/2),j))2 − (h(i−(1/2),j))2
1x
0

=
 01
2
g
(h(i+(1/2),j) + h(i−(1/2),j))(h(i+(1/2),j) − h(i−(1/2),j))
1x
0
 ,
GFORCE(i,j+(1/2)) − GFORCE(i,j−(1/2))
1y
=
 001
2
g
(h(i,j+(1/2)))2 − (h(i,j−(1/2)))2
1y

=
 001
2
g
(h(i,j+(1/2)) + h(i,j−(1/2)))(h(i,j+(1/2)) − h(i,j−(1/2)))
1y
 .
(25)
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FFORCE(i+(1/2),j) − FFORCE(i−(1/2),j)
1x
+ G
FORCE
(i,j+(1/2)) − GFORCE(i,j−(1/2))
1y
=

0
1
2
g
(h(i+(1/2),j) + h(i−(1/2),j))(h(i+(1/2),j) − h(i−(1/2),j))
1x
1
2
g
(h(i,j+(1/2)) + h(i,j−(1/2)))(h(i,j+(1/2)) − h(i,j−(1/2)))
1y
 . (26)
Upon the use of the central finite difference, the bed
topography source term can be approximated as:
S(i,j) =

0
−g

h(i+1/2,j) + h(i−1/2,j)
2

zb (i+(1/2),j) − zb (i−(1/2),j)
1x

−g

h(i,j+1/2) + h(i,j−1/2)
2

zb (i,j+(1/2)) − zb (i,j−(1/2))
1y

 . (27)
Since the free surface is horizontal throughout the domain
(i.e., ηn = hn + zb = 0), the above expression becomes:
S(i,j) =

0
g

h(i+1/2,j) + h(i−1/2,j)
2

h (i+(1/2),j) − h (i−(1/2),j)
1x

g

h(i,j+1/2) + h(i,j−1/2)
2

h (i,j+(1/2)) − h (i,j−(1/2))
1y

 , (28)which has the same form as Eq. (26), thus:
F(i+(1/2),j) − F(i−(1/2),j)
1x
+ G(i,j+(1/2)) − G(i,j−(1/2))
1y
= S(i,j). (29)
Now, referring to Eq. (17), it is clear that Pni = 0 for any n.
Substituting the result in Eq. (16), it is easy to verify thatUn+1 =
Un. Therefore, the stationary state is exactly preserved between
two successive time steps. Similarly, one can show that Uk+1(i,j) =
Uk(i,j) for 0 ≤ k ≤ L − 1, where 0 and L denote, respectively,
the initial condition (η0(i,j) = 0, u0(i,j) = 0 and v0(i,j) = 0) and the
total number of time levels. Consequently:
U0(i,j) = U1(i,j) = U2(i,j) = · · · = UL(i,j)
for 1 ≤ i ≤ N, 1 ≤ j ≤ M. (30)
This proves that the numerical scheme satisfies the C-
property during all the time levels involved in the simulation.
4. Verification of the scheme
The essential goal of this part is to verify the capability of the
scheme inmodeling flowswith shock. This verification involves
102 S.M. Amiri et al. / Scientia Iranica, Transactions A: Civil Engineering 20 (2013) 97–107Figure 5: (a) Transcritical regime without a shock; (b) Mesh study of the model.Figure 6: (a) Transcritical regime with a shock; (b) Mesh study of the model.Figure 7: (a) Subcritical regime; (b) Mesh study of the model.a frictionless 1D dam-break on wet and dry beds, transcritical
flow over a bump with and without a shock, sub-critical
flow over a bump, circular dam-break, small perturbation
propagation, dam-break on a dry bed channel with varying
width and a right-angled channel junction.4.1. One-dimensional dam-break
The dam-break test is generally used to illustrate the
shock-capturing capabilities of numerical schemes [2,3,8]. The
problem is set up as follows:
S.M. Amiri et al. / Scientia Iranica, Transactions A: Civil Engineering 20 (2013) 97–107 103Figure 8: Circular dam-break wave propagation after 1 s ((a), (b), (c) and (d)) and 2.5 s ((e), (f), (g) and (h)).The upstream reservoir with depth of h0 is separated from
downstream, with depth of 0.000001h0 for dry conditions and
0.1h0 for wet ones, by a vertical dam located at x = 0. At
t = 0, the dam is broken suddenly. The computed results
for dry and wet conditions at domain −20h0 ≤ x ≤ +20h0
are shown in Figs. 3(a) and 4(a). The results of the numericalmodel show acceptable agreement with exact solutions [2,9].
Particularly, for wet conditions, the discontinuity of the wave
front is modeled completely, which shows the power of the
scheme in capturing shocks. Figs. 3(b) and 4(b) depict a mesh
study of the problems. In these figures, the ‘‘Error’’ is defined as
follows [1,10]:
104 S.M. Amiri et al. / Scientia Iranica, Transactions A: Civil Engineering 20 (2013) 97–107Figure 9: Small Perturbation wave propagation after t = 0.3 ((a) and (b)) and t = 1.2 ((c) and (d)).Error =
 Ni=1(hcalculatedi − hexacti )2
N
, (31)
where hcalculatedi and h
exact
i are the computed and exact values of
a variable in the ith cell respectively, and N is the number of
cells.
4.2. Steady flow over a bump
A 1D steady flow in a 25 m-long channel with a bump is
defined by:
zb(x) =

0.2− 0.05(x− 10)2 if 8 < x < 12
0 otherwise. (32)
This classical test problem has been used as a benchmark
test case for numerical methods in the workshop on dam-break
wave simulations [3]. This problem may be solved under three
conditions:
In the first case, a unit width discharge of q = 1.53 m2/s is
imposed upstream and awater depth of h = 0.66m is specified
as the downstream initial condition. These circumstances
establish a ‘‘transcritical regime without a shock’’ in flow.
Imposing q = 0.18 m2/s upstream and h = 0.33 m down-
stream, the other version of this verifying example is set up. The
flow regime in this case is ‘‘transcritical with a shock’’.
The third description is made using q = 4.42 m2/s as the
unit width discharge upstream and h = 2 m as the down-
stream depth. This case is characterized by the ‘‘sub-critical
flow’’ regime.
As shown in Figs. 5(a), 6(a) and 7(a), the computed depth
profiles are in very good agreement with the analytical
solutions. It is remarkable that the shock in the second case is
captured appropriately.4.3. Circular dam-break
The problem investigates the power of a numerical scheme
in capturing shock in two-dimensional domains. In this
problem, a 20m diameter cylindrical tank, 2 m in height, which
is full ofwater, breaks suddenly. The tank is located at the center
of a 50 (m) ∗ 50 (m) square poll which contains a 0.5 m height
of still water. Figure 8(a), (b) and (e), (f) illustrates the results of
wave propagation on a computational mesh of 10000 elements
after 1 and 2.5 s, respectively. Figure 8(c) and (g) depict a
comparison between the exact solution and themodel results. It
should be noted that the exact solution comes from solving the
one-dimensional radial equation [1] and it may be the source of
dissimilarity between exact and computed solutions. Themodel
presents smooth symmetric results and induces its power in
capturing shocks.
4.4. Small perturbation
This test was first proposed by LeVeque [11]. It can be
utilized for numerically evaluation of existing ‘‘C-property’’ in
the scheme. Furthermore, it can assess if the results of themodel
are smooth and symmetric in order to approximate the small
perturbation propagation.
4.4.1. Numerical demonstration of ‘‘C-property’’
In the first test, the computational domain is [0, 1] × [0, 1]
with a two-dimensional hump in the middle [12]:
zb(x, y) = 0.8 exp(−50((x− 0.5)2 + (y− 0.5)2)). (33)
It is known that if a scheme satisfies well-balanced condi-
tions, then the initial stationary conditions remain unchanged
for any arbitrary time level. Thus, in this test, if η is selected as
1 for the whole domain, then it should stay unchanged. Hence,
in this test, all parameters are dimensionless.
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Table 1: A comparison between maximum deviation of η from its initial
value (η = 1) at t = 0.1 for current model (BGK) [12] scheme and LeVeque
scheme [11].
Number ofmeshes Currentmodel (BGK) scheme LeVeque scheme
250 3.36e−16 4.41e−16 1.0e−3
10000 6.61e−16 6.66e−16 2.5e−4
40000 1.11e−15 1.33e−15 6.3e−5
Themaximum deviation of η from its initial value (η = 1) at
t = 0.1, for the current model, the Well-Balanced Gas-Kinetic
(BGK) [12] scheme and LeVeque results [11] are gathered in
Table 1. The table shows that the current model can preserve
‘‘C-property’’ up to machine limits.
4.4.2. Small perturbation propagation
The computational domain in this test is [0, 2] × [0, 1]. The
bed profile goes after the bottom equation:
zb(x, y) = 0.8 exp(−50((x− 0.9)2 + (y− 0.5)2)). (34)Furthermore, there is a small perturbation in the water
surface which is given by:
η(x, y) =

1.01 if 0.05 < x < 0.15
0 otherwise. (35)
The initial unit discharges in x and y directions in this test are
equal to zero. The upper and lower boundaries are reflective,
while the left and right ones are transmissive. The results of the
model at t = 0.3 and t = 1.2 are presented in Figure 9. The
model can capture the propagation of the small perturbation
wave. The figures depict smooth and symmetric results.
4.5. Dam-break on a dry bed channel with varying width
In this example, dam-break flow onto a locally non-
prismatic converging-diverging channel with initially dry bed
conditions is modeled. This example has been already used
by several investigators to verify their scheme capabilities in
modeling real fluid flows, since it includes some difficulties
in simulation, such as having relatively sharp contraction-
expansion and an initially dry bed [13–16]. Figure 10 shows
the channel configuration in which there is a gate 6.1 m
from upstream of the channel and is 0.5 m wide. The channel
constriction begins 7.9 m downstream of the gate and then the
channel width reduces to 0.1m by transitionwalls, whichmake
a 45° angle with themain channel walls. The constriction is 1m
long and 0.1 mwide. After the constriction, the channel returns
to its original width with diverging transition walls. The initial
channel depth before the gate is 0.3 m and a constant Manning
coefficient equal to 0.01 is used for all parts of the channel.
A reflective boundary condition is set for upstream, and a
transmissive boundary condition is used for downstream. The
depth history for 10 s after the dam-break has been measured
using four gages in the laboratory [15]. The gages are installed
at the channel centerline (Figure 10) [15].Figure 11: Numerical results and experimental measurements for dam-break on a dry bed channel with varying width.
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channel bed, a few considerations should be taken into account.
Following Mahdavi and Talebbeydokhti [7], a local minimum
water depth, hmin, is defined in the scheme. To have awell posed
problem, this threshold depth should be initially assigned to all
physically dry cells, i.e. the cells located above the undisturbed
water surface. During the computation, if water depth h in a
computational cell is below threshold depth, then it will be set
to hmin, the momentum (hu and hv) will be set to zero, and
the cell is considered ‘‘dry’’, otherwise the cell is considered
‘‘wet’’. Moreover, the above procedure should be implemented
in the reconstruction process. In this problem, hmin = 0.003
was adopted.
Figure 11 shows simulation results and the corresponding
laboratorymeasurements. Less than1 s after thedam-break, the
water wave reaches the gage 1 (Figure 11(a)). The rarefaction
wave propagates downstream of the gate and the water depth
drops rapidly for about 4 s. After that, the water depth
drops at a relatively slow rate. The shock front of the wave
arrives at gage 2 after about 3 s and links to a relatively low
positive slope line, which shows a slow increase in water depth
(Figure 11(b)). After reaching the reflected shock waves from
the constriction to gage 2, at t = 8 s, the other wave front
appears (Figure 11(b)). The model results for gage 3 show only
one shock front (Figure 11(c)) because the constriction reflected
waves propagate upstream-wise. Figure 11(d) shows the water
depth history for gage 4 which is located after the constriction.
As can be seen in Figure 11(a)–(d), the model can track
the trend of laboratory results very well. There are only few
inconsistencies between the model results and measured data
in gages 1 and 3, which also exist in some other reported
finite volume models [13,14,16]. These disagreements are
attributable to different causes such as hydrostatic pressure
assumption in shallow water equations, which is insufficient
for this problem with highly 3D features [14], or inaccurate
imposition of the laboratory boundary conditions in the
numerical model.
4.6. Right-angled channel junction
Having a main channel and some tributaries is a usual
configuration in a natural channel. The hydrodynamics of
the intersection of the main channel and tributaries, called a
junction, is very complicated. A scheme capability in modeling
bi-directional flows can be verified by simulating the flow at the
channel junction. Weber et al. [17] set up several experiments
on 90° open channel junctions. The junction experimental
layout is shown in Figure 12. Themain and the tributary flumesFigure 13: The model results (a) and the laboratory measurements (b) for u∗
in the color-map form for right-angled open channel junction test.
have the samewidth ofw = 0.914m. The flow hydrodynamics
were observed by Weber et al. [17] for different flow rates
in the main and the tributary channels. Among these tests, a
case, in which flow rates were 0.1275 m3/s and 0.0425 m3/s
in the main and tributary channels, respectively, was selected
for verifying the numerical model. The downstream velocity
and depth in this example are ud = 0.628 m/s and hd =
0.296 m, respectively. In all test cases, x and y axes and flow
depth (h) were non-dimensionalized by dividing them to the
flumewidth (w). Furthermore, non-dimensionalized velocity in
the x-direction (u∗) was introduced by dividing u to ud.
The model results and the laboratory measurements for
u∗ in the color-map form are presented in Figure 13(a), and
(b). There is a good agreement between the measured and
calculated results. The separation zone and the zone of high-
velocities have been well simulated by the numerical model,
in accordance with the experiments. However, there is a
discrepancy in determining the length of the separation zone
immediately after the junction. Figure 14(a) and (b) depict the
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results of the model and the laboratory measurements for non-
dimensionalized flow depth, (h∗). The results show that the
scheme is applicable for modeling bi-directional flows as well.
5. Conclusions
In this study, a robust finite volume method with a shock-
capturing ability was applied to solve NLSW equations. The
proposed scheme enables simulation of a variety of free
surface flows of mixed sub- and super-critical type. This goal
was achieved without resorting to ad-hoc terms like artificial
viscosity to stabilize the model.
The present model exploits MUSCL for spatial discretization
of NLSW. Proper variables to compute the FORCE fluxes were
created by virtue of SGM. Afterwards, an optimal third-order
total variation diminishing Runge–Kutta algorithm integrates
the flow equations along the time axis. It was demonstrated
that the proposed scheme is well-balanced and satisfies the C-
property. 1D dam-break on both dry and wet beds, transcritical
flowover a bumpwith andwithout shock, sub-critical flowover
a bump, circular dam-break, small perturbation propagation,
dam-break on a dry bed channel with varying width and
right-angled channel junction, were nine illustrative examples
employed for verification of the scheme. Overall, the results
showed good agreement with exact solutions, which implies
the capability of the scheme in capturing the shocks as well
as in preserving the smooth symmetric regions of the flow
domain. Furthermore, the model shows acceptable results in
modeling non-prismatic channels, as well as bi-directional flow
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