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Résumé
Dans cet article nous allons étudier des questions concernant les solutions de l’équation de Yamabe
sur une couronne de Rn en se donnant différentes données au bord. Le problème important :
« qu’advient-il de la solution radiale u satisfaisant u(η) = 0 (η > 0) et u′(η) = α > 0 » est résolu.
 2005 Elsevier SAS. Tous droits réservés.
Abstract
In this paper we will study some questions concerning solutions of Yamabe’s equation on an
annulus of Rn with different data on the boundary. The important problem: “what about the radial
solution u satisfying u(η) = 0 (η > 0) and u′(η) = α > 0” is solved.
 2005 Elsevier SAS. Tous droits réservés.
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1. Introduction
L’existence (et l’unicité) de solutions de l’équation de Yamabe sur une variété
riemannienne (V ,g) de dimension n  3 est un problème crucial en géométrie. En effet,
une réponse positive implique l’existence (et l’unicité) d’une métrique à courbure scalaire
* Auteur correspondant.
Adresses e-mail : aubin@math.jussieu.fr (T. Aubin), benabdes@math.jussieu.fr (A.B. Abdesselem).0021-7824/$ – see front matter  2005 Elsevier SAS. Tous droits réservés.
doi:10.1016/j.matpur.2005.10.014
1650 T. Aubin, A.B. Abdesselem / J. Math. Pures Appl. 84 (2005) 1649–1658constante dans la classe conforme de g sur de telles variétés. On rappelle que l’équation de
Yamabe s’écrit (voir [1]) :
ϕ + Rϕ = kϕ|ϕ|4/(n−2),
où k est une constante et où R = 4(n−1)
n−2 R est la courbure scalaire de (V ,g). Nous traiterons
ce problème que sur une couronne de Rn :
Ω = {x ∈Rn, 0 < a  |x| b}
munit de la métrique euclidienne. On s’interessera alors aux solutions non négatives de
l’équation de Yamabe qui s’écrit dans ce cas :
ϕ = n(n − 2)ϕ(n+2)/(n−2), ϕ|∂Ω = 0. (1)
En prolongeant ces solutions par zéro hors de Ω , elles vérifient :∫
Rn
ϕ2n/(n−2) dV  k > 0,
pour une constante k qui ne dépend que de n, résultat obtenu en considérant la norme de
l’inclusion de Sobolev sur Rn : H 21 ⊂ L2n/(n−2).
Intéressons nous aux solutions radiales de cette équation. En posant u(r) = ϕ(x), avec
r = ‖x‖, l’Éq. (1) devient :
u′′(r) + (n − 1)
r
u′(r) = −n(n − 2)u(n+2)/(n−2)(r),
u(a) = u(b) = 0, u(r) 0. (2)
On sait que cette équation admet une solution. Il est aisé de montrer le :
Théorème 1. L’équation
u′′(r) + (n − 1)
r
u′(r) = −up(r),
u(a) = u(b) = 0, (3)
admet une solution non négative pour tout p  1.
Pour celà on peut considérer le problème variationnel suivant :
inf
{ϕ∈ ˚H 1(Ω),ϕ0}
∫
Ω
|∇ϕ|2 dv,
sous la contrainte
∫
ϕp+1 dv = 1.
Ω
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∫
Ω
ϕp+1 dv, on diminue la norme L2 du gradient. On
peut donc supposer que ϕ est radiale : ϕ(x) = v(r). Nous avons pour r < ρ :
∣∣v(r) − v(ρ)∣∣
ρ∫
r
∣∣v′(t)∣∣dt  √ρ − r
a(n−1)/2
( ρ∫
r
∣∣v′(t)∣∣2tn−1 dt
)1/2
.
Si on considère une suite minimisante (ui)i∈I , elle appartient à un borné de C1/2. En
conséquence, une sous suite converge uniformément, l’inf est atteint par une fonction w
dont un multiple u satisfait l’Éq. (3). Concernant l’unicité de la solution, elle est donnée
par le :
Théorème 2 (Ni [3]). Pour p  (n + 2)/(n − 2) la solution de (3) est unique.
2. Premiers résultats pour l’équation de Yamabe
Il est bien connu que sur Rn, les solutions de l’équation,
ϕ = n(n − 2)ϕ(n+2)/(n−2),
avec un maximum au centre r = 0, sont :
f (r, λ) = λ
n−2
(1 + λ4r2)(n−2)/2 .
Ce sont les seules d’après Cafarelli et Spruck [2] ;
f ′ = −(n − 2) λ
n+2r
(1 + λ4r2)n/2 , f
′′ = [(n − 1)λ4r2 − 1] (n − 2)λn+2
(1 + λ4r2)n/2+1 .
On vérifie aisément que f ′′ + (n−1)
r
f ′ = −n(n− 1)f (n+2)/(n−2). Remarquons que la déri-
vée f ′ est toujours négative pour r > 0.
Etudions les solutions de (2) sur [0,∞[ ou sur ]0,∞[. Lorsque u(0) = α > 0, les
solutions sont celles mentionnées plus haut. Lorsque u(0) = 0 (cas a = 0), un dévelop-
pement au voisinage de zéro montre que u ≡ 0 est la seule solution. On trouve aussi que
((n − 2)/4n)(n−2)/4r1−n/2 est la seule solution positive de l’Éq. (2) sur ]0, α[ solution tend
vers l’infini en zéro. Sur [a, b] avec a > 0, on a vu qu’il existe une solution et une seule.
On sait que l’équation de Yamabe est invariante par transformation conforme. Vérifions le
sur les solutions de (2).
Lemme 1. Les solutions de (2), ainsi que celles trouvées sur [0,∞[ et sur ]0,∞[, sont
invariantes par homothétie et par inversion.
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v(y) = k1−n/2u
(
y
k
)
.
Nous trouvons v′ = k−n/2u′, v′′ = k−n/2−1u′′, d’où v satisfait l’Éq. (2) sur [ka, kb] :
kn/2+1
(
v′′ + (n − 1)v
′
y
)
= −n(n − 2)k(n+2)/(n−2)(n−2)/2v(n+2)/(n−2).
Si nous faisons une inversion w(y) = u( 1
y
), nous trouvons w′ = − 1
y2
u′( 1
y
) et
w′′ = 1
y4
u′′( 1
y
) + 2
y3
u′( 1
y
), d’où v = y2−nw satisfait (2) sur [ 1
b
, 1
a
]. En effet :
v′′ + (n − 1)v
′
y
= y−2−n(u′′ + 2yu′) + 2(n − 2)y−1−nu′ + (n − 2)(n − 1)y−nu
− (n − 1)[(n − 2)y−nu + y−nu′]
= y−(2+n)(u′′ + (n − 1)yu′)
= −n(n − 2)y−(2+n)u(n+2)/(n−2) = −n(n − 2)v(n+2)/(n−2).
Pour les autres solutions, par inversion, on trouve f (λ, r) = 1
rn−2 f (
1
λ
, 1
r
). Quant à
g(r) = r1−n/2, elle est invariante, 1
rn−2 g(
1
r
) = r1−n/2, résultat évident puisque g(r) est
la seule solution définie sur ]0,∞[. Il n’existe pas de solution positive sur [a,+∞[, avec
a > 0 et u(a) = 0, puisqu’il n’existe pas de solution positive sur ]0, b].
Remarque. Ces solutions peuvent être obtenues par minimisation de la fonctionnelle de
Yamabe. Il s’en suit que plus le domaine est grand, plus leurs normes dans L2n/(n−2) sont
petites. Ainsi ‖uε‖2n/(n−2) est une fonction croissante de ε (uε dénote la solution de (2)
sur [ε,1/ε]).
3. Etude de la solution de (2) avec données initiales
Pour ε > 0 petit (ε → 0), étudions la solution de (2) vérifiant les conditions initiales
u(ε) = 0 et u′(ε) = ν/ε avec ν = O(1) positif.
Lemme 2. u′ s’annule une fois. u′(r0) = 0 avec r0 = ( n−2ν )4/(n(n−2))ε(n−2)/n +
O(ε3(n−2)/n) et u(r0) = νn−2 + O(ε2−4/n)
L’Éq. (2) peut s’écrire aussi :
(
rn−1u′
)′ = −n(n − 2)rn−1u(n+2)/(n−2).
T. Aubin, A.B. Abdesselem / J. Math. Pures Appl. 84 (2005) 1649–1658 1653(rn−1u′)′ < 0 entraine rn−1u′ < νεn−2, d’où
u < ν
εn−2
n − 2
(
1
εn−2
− 1
rn−2
)
<
ν
n − 2 .
−u > −ν/(n − 2) entraine (rn−1u′)′ > −n(n − 2)−4/(n−2)ν(n+2)/(n−2)rn−1. Ainsi on a :
rn−1u′ > εn−2ν − n(n − 2)−4/(n−2)ν(n+2)/(n−2)(r − ε)rn−1.
D’où u′ > εn−2ν
rn−1 − n(n − 2)−4/(n−2)ν(n+2)/(n−2)(r − ε) et
u >
εn−2ν
n − 2
(
1
εn−2
− 1
rn−2
)
− n(n − 2)−4/(n−2)ν(n+2)/(n−2) (r − ε)
2
2
.
Par induction, on a
(
rn−1u′
)′
< −n(n − 2)rn−1
(
ν
n − 2
)(n+2)/(n−2)
×
[
1 −
(
ε
r
)n−2
− n(n − 2)
(
ν
n − 2
)4/(n−2)
(r − ε)2
2
](n+2)/(n−2)
.
On obtient ainsi :
rn−1u′ < εn−2ν − n(n − 2)
(
ν
n − 2
)(n+2)/(n−2)
×
r∫
ε
tn−1
(
1 −
(
ε
t
)n−2
− (n − 2)
(
ν
n − 2
)4/(n−2)
n
(t − ε)2
2
)(n+2)/(n−2)
dt.
On s’aperçoit que pour r0, de l’ordre de ε1−2/n (r0 = kε1−2/n), u′ s’annule, ce sera la seule
fois. On s’intéresse à l’intégrale lorsque r est de l’ordre de r0. Comme n > 2, le terme
prépondérant dans l’intégrale est :
∫ r
ε
tn−1 dt = rn−εn
n
qui est de l’ordre de εn−2. Dans un
développement en ε, le terme suivant est en εn−4/n. En effet, εn−2
∫ r
ε
t dt = εn−2 r2−ε22 est
de l’ordre de ε(n−2)(1+2/n) et
∫ r
0 t
n+1 dt = rn+2
n+2 est de l’ordre de ε
(n+2)(n−2)/n également.
En utilisant le fait que
kn(n − 2)
(
ν
n − 2
)(n+2)/(n−2)
= ν + O(ε2−4/n),
on obtient la valeur
k =
(
n − 2)4/n(n−2) + O(ε2−4/n).
ν
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ν
n − 2
(
1 −
(
ε
r0
)n−2)
− (n − 2)−4/(n−2)nν(n+2)/(n−2) r
2
0
2
< u(r0) <
ν
n − 2 ,
nous obtenons u(r0) = νn−2 + O(ε2−4/n).
4. Etude de la solution de (2) sur [ε,1/ε]
u(ε) = u(1/ε) = 0. Posons u′(ε) = ν/ε. Nous savons (Lemme 1) que v(r) = r2−nu(1/r)
est solution de (2) sur [ε,1/ε]. Comme la solution est unique (Théorème 2), u vérifie
u(1/r) = rn−2u(r). En dérivant on trouve :
− 1
r2
u′
(
1
r
)
= rn−2u′(r) + (n − 2)rn−3u(r),
ce qui donne les résultats :
u′
(
1
ε
)
= −νεn−1, u′
(
1
r0
)
= −νrn−10 + O
(
ε(n−1)(n−2)+2−4/n
)
,
alors que
u
(
1
r0
)
= ν
n − 2 r
n−2
0 + O
(
εn−2
)
.
Enfin
2u′(1) = −(n − 2)u(1).
Posons w(x) = u(1/x), w′(x) = − 1
x2
u′(1/x). D’après le Lemme 2, w est maximum en
x0 = 1/r0 et w(x0) = νn−2 + O(ε2−4/n). De plus
w′(x) = (n − 2)xn−3u(x) + xn−2u′(x) = (n − 2)xn−3w(1/x) − xn−4w′(1/x).
Nous obtenons :
w′(ε) = 1
ε2
νεn−1 = νεn−3 et w′(1/ε) = −ε2u′(ε) = −εν.
Posons µ = u(1) = w(1).
Lemme 3. µ(ε) est uniformément borné pour 0 < ε < ε0 < 1.
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w′(1) = (n − 2)µ − w′(1) d’où w′(1) = n − 2
2
µ avec µ <
ν
n − 2 ;
w′′(x) = (n − 2)(n − 3)xn−4u(x) + 2(n − 2)xn−3u′(x) + xn−2u′′(x),
or u′′(x) + n−1
x
u′(x) = −n(n − 2)u(n+2)/(n−2), d’où
w′′(x) = (n − 2)(n − 3)xn−4u(x) − n(n − 2)u(n+2)/(n−2)xn−2 + (n − 3)u′(x)xn−3.
De plus
xn−2u(x) = w(x) et w′(x) = (n − 2)xn−3u(x) + xn−2u′(x),
d’où
w′′(x) = (n − 2)(n − 3)w(x)
x2
+ (n − 3)
x
(
w′(x) − (n − 2)w(x)
x
)
− n(n − 2)w(x)
(
w(x)
xn−2
)4/(n−2)
= (n − 3)
x
w′(x) − n(n − 2)w(x)
(
w(x)
xn−2
)4/(n−2)
.
Ecrivons :
−n − 2
2
µ =
x0∫
1
w′′(x)dx
 (n − 3)
x0∫
1
w′(x)dx
x
− n(n − 2)µ(n+2)/(n−2)
x0∫
1
dx
x4
 (n − 3)
{[
w(x)
x
]x0
1
+
x0∫
1
w(x)dx
x2
}
+ n(n − 2)
3
µ(n+2)/(n−2)
(
1
x30
− 1
)
 (n − 3)
(
ν
n − 2 − µ
)
− n(n − 2)
3
µ(n+2)/(n−2).
Nous trouvons :
n(n − 2)
3
µ(n+2)/(n−2)  (n − 3)
(
ν
n − 2 − µ
)
+ n − 2
2
µ.
Dans le cas particulier n = 3, il vient de suite µ (1/2)1/4.
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(n−12n )
(n−2)/4
, de plus nous obtenons ν < n(n−2)2 µ.
En effet, puisque
u′′(1) = (n − 1)(n − 2)
2
µ
[
1 − 2n
n − 1µ
4/(n−2)
]
,
– si u′′(1) > 0, c’est que µ < (n−12n )
(n−2)/4 ;
– si u′′(1) < 0 (le cas µ > (n−12n )(n−2)/4) alors u′(t) > u′(1) pour t ∈ [r0,1] et
ν
n − 2 − µ =
r0∫
1
u′(t)dt <
∣∣u′(1)∣∣= n − 2
2
µ.
Ceci entraine ν < n(n−2)2 µ, et d’après ce qui précède,
n(n − 2)
3
µ(n+2)/(n−2)  (n − 3)(n − 2)
2
µ + n − 2
2
µ = (n − 2)
2
2
µ,
ce qui complète le résultat précédent car n − 1 < 3(n − 2).
5. Etude de la famille des solutions uε , ε → 0
Nous venons de voir que pour 0 < ε < ε0,
µε = uε(1)
[
3(n − 2)
2n
](n−2)/4
.
Ces fonctions sont donc uniformément bornées sur [1, b] quel que soit b > 1, ainsi que
leurs dérivées puisqu’elles satisfont l’Éq. (2).
(rn−1u′ε)′ = −n(n − 2)u(n+2)/(n−2)rn−1 entraine lorsque r  1,
rn−1u′ε(r) > −
n − 2
2
µε − (n − 2)µ(n+2)/(n−2)ε rn.
L’utilisation du théorème d’Ascoli et d’une sous-suite diagonale nous assure l’existence
d’une suite εi → 0 telle que uεi → f partout et uniformément sur tout compact de [1,∞[ ;
uεi (1) = µi → f (1). D’après le théorème de Lebesgue, la fonction f vérifie l’Éq. (2) sur
[1,∞[, c’est donc une des fonctions considérées au début du paragraphe 2. Comme on doit
avoir f ′(1) = −n−22 f (1), λ = 1. En effet,
−(n − 2) λ
n+2
4 n/2 = −
n − 2 λn−2
4 (n−2)/2(1 + λ ) 2 (1 + λ )
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De plus, le cas λ = 0 est exclu car la convergence faible avec les normes bornées dans
Lp (p > 1) entraine la convergence forte, une norme Lp de f est non nulle, f ≡ 0.
Ainsi nous obtenons que la suite des maxima des fonctions uεi tend vers f (0,1) = 1 :
νi = εiu′εi (εi) → n − 2. Comme la limite f est unique, alors uε → f dans Crloc(]0,∞[)
lorsque ε → 0.
6. Le problème
Il concerne la solution positive radiale de (2) hors de B0(ε) (ε > 0) vérifiant les condi-
tions u(ε) = 0, u′(ε) = α > 0. Nous avons déjà vu que cette solution ne va pas à l’infini.
Les questions qu’on se pose sont les suivantes : Pour quel réel X > ε u s’annule ? On
sait déjà que u n’a qu’un seul maximum M . Quelle est sa valeur et en quel point Y est-il
atteint ?
Théorème 3. u(X) = 0 pour X = [n−2+o(1)
α
]4/(n−2)ε−(n+2)/(n−2) et le maximum M de
u est atteint en Y = [n−2+o(1)
α
]4/(n(n−2))ε(n−4)/(n−2) avec M = [ α
n−2+o(1) ]ε ; o(1) → 0
lorsque αεn/2 → 0.
Faisons une homothétie v(y) = k1−n/2u(y
k
) de sorte que kε = ε˜, alors v(ε˜) = 0. Et pour
avoir
v′(ε˜) = k−n/2u′(ε) = k−n/2α = ν(ε˜)
ε˜
= (n − 2) + o(1)
ε˜
,
on prend
ε˜1−n/2 =
(
(n − 2) + o(1)
α
)
ε−n/2, ε˜ =
(
α
(n − 2) + o(1)
)2/(n−2)
εn/(n−2).
Nous sommes alors ramenés au cas précédent ; v( 1
ε˜
) = 0 entraine :
X = 1
ε˜k
= ε
ε˜2
=
[
(n − 2) + o(1)
α
]4/(n−2)
ε−(n+2)/(n−2),
M =
(
ε˜
ε
)n/2−1(
1 + o(1))= [ α
(n − 2) + o(1)
]
ε,
et
Y = r0
k
= [1 + o(1)] ε˜(n−2)/n
k
= (1 + o(1))εε˜−2/n
=
[
(n − 2) + o(1)
α
]4/(n(n−2))
ε(n−4)/(n−2).
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