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We investigate the interaction of the gravitational eld
with a quantum particle. We prove two results. First, we
give the proof of the equality of the inertial and the gravita-
tional mass for the nonrelativistic quantum particle, indepen-
dently of the equivalence principle. Second, we show that the
macroscopic body cannot be described by the many-particle
Quantum Mechanics. As an important tool we generalize the
Bargmann’s theory of ray representations and explain the con-
nection with the state vector reduction problem. The Pen-
rose’s hypothesis is discussed, i.e. the hypothesis that the
gravitational eld may influence the state vector reduction.
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I. INTRODUCTION
In this paper we investigate the interaction of the grav-
itational eld with a quantum particle. In comparison
with the electromagnetic interactions, we have little to
say about the question. Because all attempts to quantize
the relativistic gravitational interactions have encoun-
tered insurmountable diculties, we consider here the
nonrelativistic gravitational interactions.
In the paper [1] we have considered the question if
the Einstein equivalence principle makes any sense in the
(nonrelativistic) Quantum Mechanics. We have argued
there, that in some sense the Einstein equivalence prin-
ciple is meaningful and can be at least operationally ap-
plied to the local wave equation. Compare also similar
arguments in [2]. As was shown in [1], this principle de-
termines the wave equation uniquely, which provides in
that sense the full analogue of the Einstein equivalence
principle in classical physics { where the principle deter-
mines the motion of test particles uniquely. In particular,
this principle applied to the wave equation implies the
equality of the inertial mi and gravitational mass mg of
the nonrelativistic quantum particle: mi = mg. In this
paper we derive the equality mi = mg for a spinless non-
relativistic quantum particle, but our assumptions are
weakened in comparison to [1]. Our assumptions are as
follows (X denotes all spacetime coordinates, we use the
nonrotating Cartesian coordinates)
(A) The quantum particle, when its kinetic energy is
small in comparison to its rest energy mc2, does
not exert any influence on the spacetime structure.
(B) The Born interpretation for the wave function  
is valid, and the transition probabilities in the






over a three dimensional simultaneity hyperplane
and are preserved under the coordinate transfor-
mations.
(C) The wave equation is linear, of second order at
most, generally covariant, and can be built in a
local way with the help of the geometrical objects
describing the spacetime structure (other quanti-
ties must not be used to build it).
(D) The transition probabilities { as dened in (B) {
vary continously under the continuous variation of
the coordinate transformation.
The assumption (D) will be described in detail in the
Appendix A.
The covariance condition in Quantum Mechanics is so
strong that it determines (together with assumptions (A)
 (D)) almost uniquely the wave equation. Moreover, the
equality mi = mg has to hold as a consequence of the co-
variance condition. This is in a complete contradistinc-
tion to the equations of motion of the classical particle.
There are many possibilities for the generally covariant
classical theory of classical particle in the gravitational
eld with mi 6= mg. The Theorem that mi = mg for
nonrelativistic quantum particle results from (A)  (D)
seems to be strange. We analyse some consequences of
this Theorem in this paper. The rst consequence is that
we are able to prove the equality mi = mg for nonrela-
tivistic quantum system { consisting of arbitrary many
particles, when a very broad assumptions are fullled by
the potential which describes the mutual interactions of
the constituent particles. This is almost unacceptable,
however, because it means that we are able to prove the
equality mi = mg for macroscopic systems if only we as-
sume that the macroscopic body can be desribed by the
many-particle Quantum Mechanics, and that the classi-
cal body does not influence the spacetime. There are
two main solutions. 1) If we assume that the equality
mi = mg for macroscopic body cannot be derived from
many-particle Quantum Mechanics, we have to conclude
that the macroscopic body cannot be described by the
many-particle Quantum Mechanics. 2) The macroscopic
body, which we describe as a many-particle quantum sys-
tem, does influence the spacetime geometry and the influ-
ence is not negligible. But, the many-particle system in-
teracting with the gravitational eld cannot be described
1
by any quantum system of innitely many degrees of free-
dom. That is, the commonly applied second quantization
of the gravity eld fails also in the nonrelativistic theory.
As we will see, the analysis of the possibility 2) can be
carried out in both the nonrelativistic and the relativistic
theories. In this sense the present paper can be treated as
an introduction to the investigation of the quantum rela-
tivistic gravitational interactions. However, the equality
mi = mg cannot be analysed in the relativistic theory,
because of the mass renormalization process.
As we have seen, we use the notion of covariance of the
wave equation. It should be stressed here, that we dis-
tinguish between the covariance condition and the invari-
ance (symmetry) condition in accordance with [3]. There
are no substantial diculties with the notion of covari-
ance as considered for the wave equation. On the other
hand not all principles of Quantum Mechanics are con-
tained in the Schro¨dinger equation. The Hilbert space
and transition probabilities are of fundamental impor-
tance. Therefore we are forced to make a deeper analysis
of the covariance condition in Quantum Mechanics. Es-
pecially we investigate the representation Tr of a covari-
ance group G from a very general point of view. Because
the group G is not any symmetry group but only a co-
variance group it does not act in the ordinary Hilbert
space. As we will see, if the wave equation possesses in
addition a (say) time dependent gauge freedom, then the
exponent (r; s; t) in the formula
TrTs = eiξ(r,s,t)Trs;
depends on the time t. On the other hand we will show
that the transformation Tr for the spinless particle has
the general form
Tr (X) =  0(X) = e−iθ(r,X) (r−1X);
and that the classication of all (r;X) in this for-
mula is equivalent to the classication of all possible
(r; s; t). So, we are forced to generalize the Bargmann’s
[4] classication theory of exponents  to the case, when
(r; s) = (r; s; t) depends on the time t. That is, we get
in this way all possible Tr for spinless nonrelativistic par-
ticles. Next, we insert this Tr to the covariance condition
of the wave equation, and determine the wave equation
almost uniquely with mi = mg.
It is a peculiar property of the gravitational eld, that
the symmetry group G of the system particles + eld
with the back reaction to the eld allowed for, that G is
greater then the maximal symmetry group of the space-
time. For such a group G when G is a covariance group
the exponent (r; s; t) depends on the time t (in the non-
relativistic theory, in the relativistic one the spacetime
dependence is possible) in general. This by no means
can be reconciled with the fact that the exponent (r; s)
of the group G when G is a symmetry group must not
depend on the time t. This is the origin of all diculties
of the possibility marked above as the possibility 2).
The Newtonian gravity is described in the geometrical
fashion compatibly with the equivalence principle, given
rst by Cartan [5].
In section II we give the strict denitions of covariance
and invariance for classical equations, which are valid for
the Schro¨dinger equation. In section III we describe in
short the Newton-Cartan spacetime. In section IV the
covariance condition for the wave equation is given in
the explicit form. In section V the representation Tr of
a covariance group is investigated in detail. Subsection
V.A contains the general analysis of the representation
Tr of a covariance group as compared to a symmetry
group. The subsection V.B contains the classication of
the representations Tr (of the form given above for the
spinless particle) of the Galilean group as a covariance
group. In the subsection V.C the classication of Tr (for
the spinless particle) of the Milne group { the covariance
group relevant for us { is given. Section VI contains the
analysis of some consequences of the equality mi = mg
(for the nonrelativistic quantum particle) proved inde-
pendently of the equivalence principle. This paper con-
tains the Summary. In Appendix A the generalization
of the Bargmann’s theory is presented. In Appendix B
a general comments concernig the representation Tr of a
covariance group of a theory with spacetime dependent
gauge freedom is presented.
II. COVARIANCE AND INVARIANCE
In general the notions of covariance and invariance are
very important and decisive if one looks for a possible dy-
namical equation describing a physical system. Because
we make use of them, the general and strict denitions of
those notions should be given. We provide such a deni-
tions according to [3], the only dierence in comparison
to [3] is the use of the geometric object notion. The moti-
vation for the use of the notion is that in our case (and in
general case) the quantities we are dealing with do not in
general form any representation of the covariance group
(as in Anderson’s denition) but they are always geomet-
rical objects. For example, the wave function  does not
form any representation but only a ray representation.
Let us consider a spacetime M and the group G (or pseu-
dogroup) of transformations of M .
DEFINITION 1. There is given a geometrical object y in
M with m components if for each point x there exists a
neighbourhood such that to each point of the neighbour-
hood correspond uniquely m numbers y. The correspon-
dence is such that the components y0 at each point x in
a new coordinate system u0 depend only on the compo-
nents y in the old system u and the transformation T of
G, T : u! u0, i.e. y0 = F (y; T ).(Compare e.g [6]).
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Let us consider a physical system, which by assumption
is completely described by a geometrical object y (in the
case of the Maxwell theory y is the spacetime metric and
the antisymmetric tensor eld { possibly the solution of
the Maxwell equations). The set of all possible values of
y { not necessarily realizable physically by the system {
will be called to be the set of kinematically possible tra-
jectories (kpt) (in the case of the Maxwell theory the set
of kpt consists of all antisymmetric tensor elds, how-
ever, not necessarily solutions of the Maxwell equations).
If the y can be physically realized, then it will be called
dynamically possible trajectory (dpt) (in the case of the
Maxwell theory the set of dpt consists of all solutions to
the Maxwell equations).
DEFINITION 2. A group G will be called covariance
group of a theory if
1) The set of all kpt constitutes a geometric object
under the action of G.
2) The action in 1) is such that it associates dpt with
dpt.
That is, if a real state is seen by an observer as y in the
reference frame u, (so, it is a solution to the dynamical
equations of the theory in question), then the same phys-
ical state described by y0 by an another observer in the
reference frame u0 should be a real state of course (and
should full the equations of motion of the theory) Note,
however, that the equations of motion have dierent form
in dierent reference frames u and u0 in general.
If a theory possesses a covariance group G, then one
can divide the set of dpt into equivalence classes of a
given dpt. Two dpt are dened to be the members of the
same class if they are associated by an element of G. The
equivalence class represents the same physical state of a
system but in various reference frames. Mathematicans
call the equivalence classes transitive bres.
DEFINITION 3. In general it is possible to divide y-s in
two parts, dynamical yD and absolute yA in such a way
that:
1) The part yD is that which distinguishes between
various equivalence classes.
2) yD constitute a geometrical object under the action
of G.
3) yA constitute a geometrical object under the action
of G.
4) Any yA that satises the equations of motion of
the theory appears, together with all its transforms
under G, in every equivalence class of dpt.
Exceptionally, when there exists only one equivalence
class, then y is wholly absolute.
DEFINITION 4. The subgroup of the covariance group
G, which is the invariance (symmetry) group of all abso-
lute objects yA is said to be the invariance (symmetry)
group of a theory.
It has to be clear what the invariance of absolute object
means.
Let us illustrate those rather abstract denitions by
an instructive example. In the example kpt is described
by a scalar eld  in the Minkowski spacetime. Let the
dynamical law in an inertial frame has the form of the
heat equation:
~r2− @t = 0: (1)
If we do not introduce any other objects (beside the
scalar eld ) the covariance group Gc of this theory
consists of the inhomogeneous rotations and time trans-
lations group and is identical to the invariance group Gi
in this case. But one can use (in addition to the scalar
eld) explicitely the Minkowskian metric gµν and covari-
antly constant timelike unit vector eld nν . With the
help of these two additional objects one can write the
above dynamical law (1) in the following form
hνµ erν erµ− nν@ν = 0; (2)
where hνµ  gνµ − nνnµ is the metric on the spacelike
hyperplane with the normal vector nν induced by space-
time metric, erν is the covariant derivative due to this
induced metric on the hyperplane. The equation (2) is
generally covariant, i.e. its covariance group Gc consists
of "all" spacetime mappings, this time however Gi 6= Gc.
Moreover, it is always possibe to make a theory generally
covariant if one introduces the suitable objects to the the-
ory. It is a known result obtained by Kretschmann [7].
Generally covariant description of a theory reveals the
additional i.e. nondynamical structures, which the the-
ory really uses. In practice yA is a part of y which can be
consistently (independently of reference frame) dened
as that part of y, which does not enter into the equa-
tions of motion for the remaining part yD of y. So, yA
can be eliminated from the theory in question without
altering the structure of its equivalence classes. After
such elimination y is equal to its dynamical part yD { yA
does not enter into the theory explicitly. The elimina-
tion makes the covariance group smaller then the initial
one (before the elimination), but the group is only appar-
ently smaller. In the above example the rst formulation
is given after such eliminaton and in this formulation the
covariance group is the same as the invariance (symme-
try) group (but only apparently). Note also that after
such elimination Gi = Gc and moreover  and 0 { the
transformed  by an element of Gi = Gc { both are so-
lutions to (1) which is now identical for all admissible
reference frames. Note for the later use, that this is al-
ways the case if one eliminates the absolute elements yA
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as above, i.e. the invariance group Gi acts in the space of
solutions to the dynamical equations. Generally covariant
formulation makes clear what are the absolute elements
and what is the symmetry group. In the above example
given by Eqs (1), (2) the spacetime metric gµν and the
vector eld nµ form the absolute object yA.
So, even if one can always make a theory covariant, the
covariance condition is not empty, because the price for
such covariant formulation is in general high: one has to
introduce ad hoc new objects.
III. NEWTON-CARTAN SPACETIME
Contrary to the spacetime of General Relativity, the
Newton-Cartan spacetime is described by three indepen-
dent objects. The rst is the absolute time t or equiv-
alently the gradient of absolute time tµ  @µt, dening
the Euclidean simultaneity hyperlanes t = constant. The
second is the contravariant symmetric tensor eld gµν ,
which is degenerate: gµνtν = 0 and its rank is three.
The third is the connection Γµνρ, such that rµgνρ = 0
and rµtν = 0. The last two conditions do not determine
the connection because gµν is degenerate. Compare e.g.
[8,9].
It is extremely inconvenient to rewrite the Schro¨dinger
equation in a generally covariant form in terms of the
connection Γµνρ (and the remaining two objects tµ and
gµν), compare e.g. [10,11]. To do this, it is convenient
to describe the Newton-Cartan spacetime in a "metric-
like way", as was shown in [11]. Namely, with the help
of the connection Γµνρ a covariant tensor gµν and con-
travariant vector uµ can be dened. gµν and uµ replace
completely the connection. Γµνρ is determined by motions
of the freely falling particles, i.e. geodesics. Geodesic
is a solution of the Lagrange-Euler equations for a free
particle Lagrange function L. Rewriting L in a generally







where aµν is some covariant eld and the particle’s tra-
jectory is xµ = xµ(), dot denotes derivative with respect
to the parameter  . We dene gµν as equal to aµν in the







uµ is dened in the following way
gµνg
νσ = σµ − uσtµ; uµtµ = 1:
Because L is determined up to a full parameter deriva-
tive L ! L + m dfdτ , gµν is determined up to the gauge
transformation gµν ! gµν + tµ@νf + tν@µf , and in con-
sequence uµ also is determined up to the gauge transfor-
mation uµ ! uµ − gµν@νf .
The Lagrange-Euler equations for L give the geodetic





gµσf@νgρσ + @ρgνσ − @σgνρg: (3)
The connection given by the formula (3) is gauge inde-
pendent, as immediately follows from the fact that the
solution of the Lagrange-Euler equations does not change
after adding a full dierential term to the Lagrange func-
tion L. But, of course, one can check it directly. The
quantities gµν ; uν as well as the Eq. (3) were introduced
rst by Dautcourt [9] but in a dierent way. He con-
sidered in [9] the Newtonian limit of General Relativity.
Now an important moment comes. Namely, what is the
role of the gauge transformations introduced here? The
full transformation group of gµν and uµ consists of coor-
dinate transformations, but not only. Beside the coordi-











(uµ − gµν@νf): (5)
One should not think of coordinate and gauge transfor-
mations as of separate transformations, for they mix with
each other.
Consider rst the Galilean spacetime, i.e. the Riemann
curvature of Γµνρ is zero. Now we ask the question: can we
nd an appropriate connection between f and coordinate
transformation such that gµν and uµ become invariant
for the Galilean group of transformations? The answer
is { and should be { positive. Moreover, such f connected
with coordinate transformation is unique and non-trivial,
that is, f cannot be identically equal to zero. This question
is equivalent to the following problem: what is the invari-
ant form of the Lagrange function L of a freely falling
particle? The problem is not well dened even in the
Landau and Lifshitz [12] very good course of theoretical
physics. It can be shown, that accordingly to their def-
inition of invariance, there are innitely many invariant
Lagrange functions in Galilean spacetime, see Ref. [11].
Consider now the Newton-Cartan spacetime. This
spacetime as a whole does not possess any symmetry in
general and one could suppose the gauge and the co-
ordinate transformations to be completely independent
in this case. But the Newton-Cartan spacetime pos-
sesses the absolute elements in addition to the dynam-
ical ones (contrary to the General Relativity), namely
tµ; g
µν ; uµ and egµν  gµν − gσρuσuρtµtν are absolute
ones in the general sense given above. The Newtonian
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potential  = − 12gµνuµuν is dynamical one. The abso-
lute elements have the symmetry group of transforma-
tions { the so called Milne group, which in the Cartesian
non-rotating coordinates have the following form
t0 = t+ b; ~x0 = R~x+ ~A(t); (6)
where R is an orthogonal martix and ~A(t) is "any" func-
tion of time and b is any constant. Then we see that (6)
connect the Cartesian nonrotating frame with the Carte-
sian nonrotating frame in which tµ; gµν ; uµ and egµν have
particulary simple form. The gauge function f in Eqs
(4), (5) is uniquely determined by the invariance condi-
tion of tµ; gµν ; uµ and egµν with respect to the group (6).
Namely, we ask the question: can we nd such a connec-
tion of f with coordinate transformation which brings
tµ; g
µν ; uµ and egµν into a form invariant with respect to
the group (6)? Again the answer is positive, i.e. f is
determined by this condition up to an arbitrary function
of time, see [11] for the proof.
Now, one can write the Schro¨dinger equation in the
Galilean spacetime in a generally covariant form and
then obtain the Schro¨dinger equation in Newton-Cartan
spacetime
i~uµ@µ = − ~
2
2m





with the following transformation law for  




using the minimal coupling procedure, where f in (8) is
exactly the same as in (4) and (5), see [11]. However, we
are interested (in this paper) in the most general form of
the wave equation, which is covariant and built up with
the use of the spacetime objects and is in agreement with
the principles of quantum mechanics, linear, local and of
second order at most. It can a priori be dierent from
(7). Moreover, the gravitational mass can be dierent
from the inertial one, contrary to (7). (Eq. (7) is equiva-
lent to the generally covariant wave equation which was
found in [13] and [10], see [11] for the proof.)
IV. COVARIANCE CONDITION
In this Chapter we derive the general form of the wave
equation in the Newton-Cartan spacetime assuming (A)
 (D). It is a crucial point for us that there exist absolute
elements in this spacetime. There exist the privileged,
i.e. nonrotating Cartesian coordinates (which we call
after Kuchar [13] the galilean coordinates), in which the
absolute elements take on a canonical particulary simple
form:


























It largely simplies the investigation of such a problem
as general covariance. The simplifacation comes, because
the absolute elements are invariant under the transforma-
tion group (6) and have the same canonical form in all
galilean coordinate frames. So, the potential , is the
only object, which describes the geometry and does not
trivialy simplify to a constant equal to 0 or 1, in those
coordinates. From the fact that the wave equation is
generally covariant follows, of course, that { written in
galilean coordinates { is covariant under the Milne group
(6). The group (6) is suciently rich to determine the
wave equation as the covariant equation under the group
(6) fullling the assumtion (C) (and making use of the
classication of -s in the formula (9), which itself uses
(A)  (D)). We conne ourselves then, to the galilean
coordinates.
First, we will show that Tr , for the transformation r
of the Milne group (6) has the form
 0(X) = Tr (X) = e−iθ(r,X) (r−1X): (9)
Everything, which we need now to know about the quan-
tum interpretation of  , is thatZ
R3
 (~x; t)f(~x; t) (~x; t) d3x
is the average f of the f(X) in the state described by
the wave function  (X). The second fact which we need
is that the spacetime natural measure  depends on the








det[gµν + (1− gαβuαuβ)tµtν ] 
 pdet[egµν + tµtν ];
see [11] for the proof. This means that  is invariant
under the group (6): (D) = (rD) orZ
D





Recall that (X)  1 in galilean coordinates. Consider
two galilean coordinate systems (X) and (X 0) = (rX)
connected by a transformation r of the form (6). Then
make the experiment in which the average of a quantity
f(X) in the two reference frames is measured. Let f
0
and f be the result of the experiment in reference frames
(X 0) and (X) respectively, or in states  0 = Tr and  .
Then we have: f(r−1X)
0
= f(X), i.e. the average of the
quantity in the moved frame has to be the same as that of
the correspondingly moved quantity in the initial frame.
Consider f(X) with compact support. So we have [14]Z
R3
 




 (~x; t)f(~x; t) (~x; t) d3x:
Now we integrate both sides of this equation over t:R t2
t1
dt : : : with t1 and t2 chosen in such a way that the
four dimensional domain of the resulting integration con-
tains supports of f(X) and f(r−1X). We obtain in this
way the equalityZ
R4




for "all"  and f(X). By invariance property of those
integrals we easily obtainZ
R4
[j 0(rX)j2 − j (X)j2]f(X) d4X = 0 (10)
for "all"  and f(x) with compact support. Because
 fulls the dierential wave equation it has to be con-
tinuous. Then, g(X)  j 0(rX)j2 − j (X)j2 = 0 and
 0  Tr is of the form (9), or equivalently the probabil-
ity density  is a scalar eld. Indeed, suppose that there
is a point Xo in which g(Xo) 6= 0. Because of the con-
tinuity of g(X) there exists a neighborhood of Xo with
a compact closure C on which g(X) > 0. Then, because
there exists a dierentiable function f(X) > 0 with the
support C, the integral in (10) is greater then 0, contrary
to (10).
Recall, that the existence of the invariant measure is
important in the proof. This is a peculiar property of
the Newton-Cartan spacetime (we have in mind the in-
variance as dened at the begining of this chapter, not
the ’invariance’ frequently used in dierential geometry
where it means that the scalar density  of the measure is
covariantly constant). In the Einsteinian spacetime the
measure has no invariance group when the spacetime has
no symmetry. Recall also that  is dierentiable up to
second order being a solution of second order wave equa-
tion, by this (r;X) also is dierentiable up to second
order.
In accodance to the assumption (C) the wave equation
has the form
[a@2t + b
i@i@t + cij@i@j + d@t + f i@i + g] (X) = 0;
(11)
where a(X); bi(X); : : : g(X) are elds which can be built
up in a local way with the help of the geometrical ob-
jects describing the spacetime structure. (Note that
a(X); : : : ; g(X) as functions of spacetime coordinates X
are not the same in each galilean system.) But in accor-
dance with our assumption they are functions of space-
time geometric objects the same in all systems, built in
a local way from those objects. However, the only non-
trivial object, which describes the geometry, and does
not trivially simplify to a constant equal to 0 or 1 in the
galilean coordinates, is the Newtonian potential . Then,
a = a(X); : : : ; g(X) are algebraic functions of  and its
derivatives identical in all galilean systems, i.e.
a = a(; @i; @i@j; @t; @2t ; : : : ; @
n
t );
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
g = g(; @i; @i@j; @t; @2t ; : : : ; @
n
t ):
In the mathematical terminology this means that
a; : : : ; g are dierential comitants of the potential, see
[6]. We assume in addition that n = 2. We do not lose
any generality by this assumption, beside this the whole
reasoning could be applied for any n. But the case with
n > 2 would not be physically interesting. Namely, it is
a priori possible that the derivatives of second order are
discontinuous, such that the derivatives of order n > 2
do not exist, at least the classical geometry does allow
such a situation. On the other hand there does not exist
any physical obstruction for a discontinuity of the wave
equation coecients, take for example the wave equa-
tion with the "step-like" potential. Then the assumtions
about the existence of higher oder derivatives { not nec-
essary for the spacetime geometry { connes our resoning
rather then generalizes it.
Because a; : : : ; g do not depend explicitly on the space-
time coordinates X , then our reasoning is apparently not
general, but only apparently. Indeed, suppose they do
depend explicitly on X , so they are built with the help
of an additional function of X . Then, according to our
assumtion (C) this function would have to be build of the
potential and its derivatives, and a; : : : ; g would be alge-
braic functions of the potential and its derivatives. The
situation with  is however dierent. Namely,  does not
itself contribute to the transformed equation (because
the wave equation is linear the exponent  of (9) cancells
in the transformed equation), but its rst and second
derivatives with respect to X do. So,  can explicitly
depend on X .
By a(X); ::: we always mean a((X); ::: @2t (X)); :::
and for simplicity we do not introduce dierent notation
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for the two dierent sets of functions, but no confusion
should arise from it.
The covariance condition for (11) under the group (6)
in the galilean systems gives the following transformation
laws of a; bi; cij
b0i(X 0) = Rijb
j(X) + 2a(X) _Ai; (12)
a0(X 0) = a(X); (13)
c0ij(X 0) = RisR
j
kc
sk(X) + a(X) _Ai _Aj + bkRik _A
j : (14)
From (13) it follows that a is a scalar comitant of the
potential, or equivalently
a(0(X 0); @0i
0(X 0); : : : ; @02t
0(X 0)) =
= a((X); @i(X); @i@j(X); @t(X); @i@t(X); @2t (X))
and a is constant along each transitive bre of the object
Ω = (; @i; @i@j; @t; @i@t; @2t );
as a function of . It can be shown that this determi-
nates a as a function of the Kronecker’s invariants of the
matrix (@i@j), using the well known Theorems of the
Theory of Geomtric Objects, compare e.g. [15]. However,
we will proceed in a dierent way begining with the comi-
tant bi which transforms as in (12). If one started the
whole anlysis with a and (13) then one would have to
analyse (12) repeating many steps. On the other hand
already from (12) it will follow that a = 0 and indepen-
dent analysis of (13) will not be necessary. Because the
analysis is rather long, we break it in the steps in which
a; : : : ; g are computed respectively.
A. bi, a
The situation with bi is more complicated because it is
not a scalar comitant, but has a more complicated trans-
formation law. But we gradually simplify the situation.
That means, we nd subgroups of (6) which dene such
transitive bers of Ω on which bi(Ω) has to be constant.
We will show it step by step.
To simplify the reading we write the explicit form of
the transformation laws for  and its derivatives.
0(X 0) = (X)− A¨ixi;
@0j



































−....A ixi −R−1ika¨k@k(X) +R−1ikA¨kA¨i + 2R−1ik _Ak
...
Ai:
At the beginning we will show, that the comitant ~b does
not depend on the time derivatives and the space-time
derivatives of the potential. To do this we use the trans-
formations (6) with R = 1 and b = 0. The formula (12)
is valid in each galilean system and for any potential, and
implicitly at any spacetime point. Let us take then, such
a system and let Xo be any (but xed) spacetime point.
At last, we dene ~A(t) in (6) as follows: ~A(t) = A(t)~n,
where A(t) = (t − to)4 and ~n is a constant (in space
and time) spacelike unit vector,  is any constant. Then,
all derivatives of ~A are zero in to except the fourth order
derivative. The formula (12) with this transformation
gives
bk(; @i; @i@j; @t; @j@t; @2t − 4!nsxso) =
= bk(; @i; @i@j; @t; @j@t; @2t );
at the point Xo. Now one can infer that bk does not de-
pend on @2t  at the point Xo, because this formula is ful-
lled for all -s. Of course with the exception of ~xo = 0.
But one can choose the point Xo in an arbitrary way and
bk does not depend on @2t (~x; t) with the exception of the
point (0; t), i.e. bk can a priori depend on @t(0; t). This
dependence, however, is irrelevant, because the potential
is determined up to any additive function of time F (t),
i.e. the potential  is determined up to the gauge free-
dom. We choose F (t)  −(0; t) + t+  and eliminate
this irrelevant dependence (in each galilean system the
gauge is chosen separately, of course). The two constants
 and  in F (t) is the only potential gauge freedom which
remains at our disposal now.
We apply now a similar transformation, but this time
A(t) = (t − to)3 and only the third order derivative of
~A at to is not equal to zero. The formula (12) for such a
transformation reads
bk(; @i; @i@j; @t− 3!nsxso; @i@t− 3!ni) =
= bk(; @i; @i@j; @t; @i@t); (15)
for all . It means that bk is constant along those two
directions of ~@@t(Xo) which are perpendicular to ~xo.
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Because the point Xo and the galilean frame was arbi-
trary, it is true for any galilean system and at any space-
time point. Because bk in the chosen frame is identical
function (for each k) of ~@ as in the translated reference
frame, bk is constant along any direction of ~@@t, so, bk
does not depend on ~@@t. (For, one may reach any direc-
tion of ~x0o by the appropriate translation X ! X 0, and
by this one may aquire any direction of constancy of bk
in the space of variables ~@0(X 0o).)
Applying the same transformation as in the last step
to the formula (12) one gets
bk(; @i; @i@j; @t− 3!nsxso) =
= bk(; @i; @i@j; @t) (16)
at Xo. So, in a similar way as before one can see that
bk does not depend on @t(X) except that it can depend
on @t(~x = 0; t). But again this dependence is irrelevant
and can be eliminated by an appropriate gauge. Namely,
choosing  = 0 in F (t) we eliminate this dependence, so
that bk = bk(; @i; @i@j).
At last, we make use of the transformation of the same
type as before with A(t) = (t− to)2, (12) for this trans-
formation gives at Xo
bk(− 2!nsxso; @i − 2!ni; @i@j) = bk(; @i; @i@j);
and the situation with the variables  and @i is exactly
the same as was with @t and @i@t. Then, in the anal-
ogous way one gets
bk(~x; t) = bk(@i@j(~x; t)); ~x 6= 0;
bk(0; t) = bk(@i@j(0; t)); ~x = 0;
so, we have
bk(X) = bk(@i@j(X)):
It means, that bk is a vector comitant (at least under
rotations, spatial inversion and spatial reflections) of a
tensor @i@j of valence 2. As is well known from the
theory of geometric objects, see e.g. [16], such a vector
comitant has to be zero. The argumentation is as follows.
Take any galilean system and any point Xo. Apply now
the space inversion with the origin in Xo, i.e. R = −1
and ~A = 2~xo; b = 0. Then, (12) at Xo with this inversion
gives the equation: ~b(Xo) = −~b(Xo) because the valence
of @i@j is even and @i@j does not change the sign under
the inversion. Because the point Xo and the galilean
reference frame can be chosen in an arbitrary way the
comitant ~b = 0.
From (12) immediately follows, that also a = 0.
REMARK. If we were not specify the gauge function
F (t) (to be equal −(0; t) + ), then bk(X) would be
equal to zero with the possible exception of bk(0; t), which
could be dierent from zero. For the later use, however,
we will not specify F (t), and we will analyse the quanti-
ties a(X); bk(X); :::; g(X) at those points X whose space
coordinates are not equal to zero. We will not indicate it
explicitly. Then, in particular
bk(xi; t) = 0; a(xi; t) = 0; if xi 6= 0:
B. ~f, cij
We have reduced our equation (11) to the following
form
[cij@i@j + d@t + f i@i + g] = 0:
Covariance condition of the equation under the Milne
group of coordinate transformations (6) gives the follow-
ing transformation law for f j
f 0j(X 0) = Rji f
i(X)− d _Aj − 2icij@i; (17)
where  is the exponent in the transformation law of  
given by the formula (9). Now, we make use of the clas-
sication of -s presented in the next section and in the
Appendix A. According to this classication (see in par-
ticular the subsection V.C)
 = −γ1 d
dt
Ajx




j + e(Ak; t); (18)
for any polynomial Milne transformation Aj(t), where n
is  then the maximal degree of the polynomials Aj(t) in
the Milne transformation, γj are constants. This is the
very important point. The whole meaning of the analysis
of the section V and the Appendix A for the derivation
of the equality mi = mg lies in the above formula (18)
for . Note, that  is determined up to any function of
time and the function e is not determined by the classi-
cation (according to the fact that the wave function is
determined up to a time dependent phase factor, see the
next chapter).
First of all let us take notice of the fact that γk = 0 for
k > 4. Indeed, let Xo = ( ~xo; to) be any point. We ap-
ply now a transformation (6) for which all derivatives of
~A(t) disappear at to with the exception of the k-th order
derivative (for example we can choose such a transforma-
tion as in the preceding subsection with A(t) = (t−to)k).
Then, we insert the transformation to the law (17). Be-
cause the derivatives of the order higher then the 4-th do
not appear in the transformation laws for ; @i; : : : ; @2t ,
then (17) at Xo implies that γk = 0. Note, that f j is lo-
cal, i.e. it can be built from the potential in a local way,
that is, in an algebraic way from the potential and its -
nite order derivatives with the order 6 then say m. This
is essential for the nitnees of n which is 6 m+ 2.
Note, that the covariance condition under the polyno-
mial accelerations ~A(t) is sucient for us.
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LetXo be any spacetime point. We dene the following
object
ef j  f j + 2iγ2cij@i+ 2iγ3cij@t@i:
It has the transformation law
ef 0i(X 0) = Ris efs(X)− (d− 2iγ1csjRis−
−2iγ3R−1isR−1qpcsk@q@kpj) _Aj − 2iγ4csjRis
....
A j : (19)
The inhomogeneous part of the law for the transforma-
tion (6) with R = 1 takes on the following form
dik _Ak − 2iγ4cjk
....
A k;
where dik is dened as follows
dij  dij − 2iγ1cij − 2iγ3cik@k@ppj :
Now, we make use of the transformations such as before
with A(t) = (t − to)3. Inserting the transformation to
(19) we get at Xo the equation (15) but with efk instead of
bk. In the same way, then, as for bk we infer that efk does
not depend on @t@j. Applying the same transformation
to (19) we get (16) for efk (instead of bk). Concluding:efk = efk(; @i; @i@j; @2t ).
Denote the values of dij(X) and cij(X) at Xo by dijo
and cijo . Note, that if c
ij
o = 0, the analysis for f
k reduces
to the case such as with bk and fk = 0. So, we assume
that cijo 6= 0. Suppose that dijo is degenerate and possesses
a zero direction mk 6= 0: dijo mi = 0. There exist a vector
vk for which
  mimj@i@j(Xo) + 2mivi
has non zero value, which can be negative or positive.
Denote the value of
−2mi@i@t(Xo)
by !. Consider the transformation (6) with R = 1





~A (to) = 0, and apply it to (19) obtaing at Xo
efk(; @i; @i@j; @2t + !+ 2) =
efk(; @i; @i@j; @2t );
for all . So, in the case when det (dijo ) = 0 efk does not
depend on @2t .
Suppose now that det (dijo ) 6= 0. The same analysis,
but with mi such that dijo mi is perpendicular to the (for
example) rst axis of the coordinate system shows thatef1 does not depend on @2t . On the same footing, this is
also true for the remaining coordinates of efk.
In the further analysis identical as for bk we show thatefk = 0, or equivalently
fk = −2iγ2cij@j− 2iγ3cij@j@t:
But this is possible only if γ2 = γ3 = 0 or equivalently,
only if fk = 0. Indeed, applying the transformation laws
for @i and @i@t to the above formula one gets the trans-
formation law for fk





Comparing it with (17) at Xo for the transformation (6)
with R 6= 1 and Ai(t) = (t−to)2ni such that vj  cijo ni 6=




i = γ2vj ;
for all orthogonal R and ~v 6= 0, which means that γ2 = 0.
In the similar way, but with Ai = (t− to)3ni, one shows
that γ3 = 0. Summing up fk = 0. Now, looking back to
the transformation law (17) we realize that
2icij@j = −d _Ai
for all polynomial ~A(t). Comparing the above formula
with (18) one can see that
@j = −γ1 _Aj ; (20)




is a scalar eld: c0(X 0) = c(X) (which follows from the
fact that cij is a tensor eld, compare (14) and recall that
bk = 0 as well as a = 0, or immediatelly from the fact
that d is a scalar, which is a consequence of the covariance
of the wave equation). Note that γ1 is the inertial mass
of the particle in question and by this γ1 6= 0, see the
next section.
C. g, d
We have simplied our equation (11) to the following
form h k
2γ1
ij@i@j + ik@t + g
i
 = 0;
where we introduce ik  d. The covariance condition of
the equation gives the following transformation law of g
g0(X 0) = g(X)− kγ1
2
_Ai _Ai + kγ1 _Ai _Ai−
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−k@te(Ak; t)− kγ1A¨ixi:
Let us dene a new object
(X) = g(X) + γ1k(X)(X):
It is clear that the transformation law of  is as follows
0(X 0) = (X) +
kγ1
2
_Ai _Ai − k@te(Ak; t):
Both e and  taken separately are not uniquely dened.
This is because the potential  is determined up to a
time dependent additive term (the gauge freedom). So,
one can assume any form for e by an appropriate (gauge)
redenition of  (changing the rst one by G(t) and the
second one by (1=γ1) _G(t)). This is the place at which we
need the gauge freedom F (t) = (1=γ1) _G, see the Remark
at the end of the subsection IV.A. Assume then, that e
is chosen in such a way that
@te = γ12 _Ai _Ai:
After this the above transformation law for  takes on
the following form
0(X 0) = (X)
and  is a scalar eld. In the identical way as for bk we
show that
 = (@i@j):
Now, we come back to the equation and easily show
that it can be covariant if and only if k is a constant. We
get, then, the wave equation
h k
2γ1
ij@i@j + ik@t − kγ1+ 
i
 ; (21)
valid for each galilean system at each point X whose
space coordinates are not equal to zero. But we may
uniquely extend the equation and it has the form (21)
for all spacetime points. If the gravitational eld goes to
zero, then the equation takes on the standard form (or
has to be equivalent to the standard equation). But this
is possible if and only if there exist a non zero number
such that if one multiplies the equation (21) by this num-
ber one gets: k = } and k=2γ1 = }2=2m, where m is the
inertial mass. So, we get
m  kγ1 = mg;
where mg is the gravitational mass. We have just in-
terpreted the parameter at the gravitational potential as
the gravitational mass mg.
Concluding, the inertial and gravitational masses are




ij@i@j + i}@t −m+ (@a@b)
i
 = 0; (22)
with the transformation law of  given by the represen-












Note that we have used the classication theory of -s,
presented in the next section and in the Appendix, to
derive the formulas (22) and (23). The assumption (C)
is too weak to get the Eqs (22) and (23). The covari-
ance condition in the Quantum Mechanics is so strong
because it imposes the conditions on the representation
Tr independently of the covariance condition of the wave
equation. In the next section we will nd the covariance
conditions for Tr.
As we have shown in [1] the Eqs (22) and (23) with
the scalar term  = 0 result uniquely from the Einstein
equivalence principle applied to the local wave equation.
Of course, beside the state vector evolution law given by
the wave equation, there are other independent struc-
tures of the theory. The Hilbert space and the transition
probabilities are not contained in the Schro¨dinger equa-
tion. Moreover, the state vector reduction process during
the measurement is a nonlocal process [17]. So, the sta-
tus of such a local principle as the Einstein equivalence
principle is not clear in the Quantum Mechanics. By the
notion of the Einstein equivalence principle in the Quan-
tum Mechanics we always mean implicitly the application
of this principle to the local wave equation.
There were done the experiments checking the equality
mi = mg for quantum objects. The earliest one is the so
called COW experiment [18] for the neutron. The most
precise experiment was done by M. Kasevich and S. Chu
[19], for the sodium atom in which the Eo¨tvo¨s parameter
was estimated to be  10−6. The recent experiment [20]
in which the bound states are formed by the gravitational
potential is a qualitative one.
V. GENERALIZATION OF BARGMANN’S
THEORY. CLASSIFICATION OF θ-S
A. Preliminary Remarks
In this subsection we carry out the general analysis of
the representation Tr of a covariance group and compare
it with the representation of a symmetry group. We de-
scribe also the correspondence between the space of wave
functions  (~x; t) and the Hilbert space. Before we give
the general description, it will be instructive to ivesti-
gate the problem for the free particle in the flat Galilean
spacetime.
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The set of solutions  of the Schro¨dinger equation
which are admissible in Quantum Mechanics is precisely
given by






where p = }k is the linear momentum and ’(~k) is any
square integrable function. The functions ’ (wave func-
tions in the "Heisenberg picture") form a Hilbert space





The correspondence between  and ’ is one-to-one. The
above construction fails in the curved Newton-Cartan
spacetime, because in this spacetime we do not have
plane wave, see [11]. So, there does not exist any nat-
ural counterpart of the Fourier transform. However, we
need not to use the Fourier transform. What is the role




 (~x; 0) (~x; 0) d3x = (’;’) =
=
Z
 (~x; t) (~x; t) d3x:
This is in accordance with the Born interpretation of  .
Namely, if   (~x; t) is the probability density, thenZ
  d3x
has to be preserved in time. In the above construction
the Hilbert spaceH is isomorc to the space of square in-
tegrable functions ’(~x)   (~x; 0) { the set of square inte-
grable space of initial data for the Schro¨dinger equation,
see e.g. [21]. The connection between  and ’ is given by
the time evolution U(0; t) operator (by the Schro¨dinger
equation):
U(0; t)’ =  :
The correspondence between ’ and  has all formal
properties such as in the above Fourier construction.
Of course, the initial data for the Schro¨dinger equation
do not cover the whole Hilbert space H of square in-
tegrable functions, but the time evolution given by the
Schro¨dinger equation can be uniquely extended on the
whole Hilbert space H by the unitary evolution operator
U .
The construction can be applied to the particle in the
Newton-Cartan spacetime. As we implicitly assumed in
(B) and (C), the wave equation is such that the set of
its admissible initial data is dense in the space of square
integrable functions (we need it for the uniquenees of
the extension). Because of the Born interpretation the
integral Z
  d3x
has to be preserved in time. Denote the space of the
initial square integrable data ’ on the hyperplane t(X) =
t by Ht. The evolution is, then, an isometry between
H0 and Ht. But such an isometry has to be a unitary
operator, and the construction is well dened, i.e. the
inner product of two states corresponding to the wave
functions  1 and  2 does not depend on the choice of
Ht. Let us mention, that the assumptions (B) and (C)
are not independent, that is, the wave equation has to
be linear in accordance with the Born interpretation of
 (any unitary operator is linear, so, the time evolution
operator is linear). The space of wave functions  (~x; t) =
U(0; t)’(~x) isomorphic to the Hilbert space H0 of ’ is
called in the common "jargon" the "Schro¨dinger picture".
However, the connection between ’(~x) and  (~x; t) is
not unique in general, if the wave equation possesses a
gauge freedom. Namely, consider the two states ’1 and
’2 and ask the question: when the two states are equiv-
alent and by this indistinguishable? The answer is as
follows: they are equivalent if
j(’1; ’)j 
 Z  1(~x; t) (~x; t) d3x = j(’2; ’)j 

 Z  2(~x; t) (~x; t) d3x; (24)
for any state ’ from H, or for all  = U’ ( i are dened
to be = U(0; t)’i). Substituting ’1 and then ’2 for ’ and
making use of the Schwarz’s inequality one gets: ’2 =
eiα’1, where  is any constant [22]. The situation for
 1 and  2 is however dierent. In general the condition
(24) is fullled if
 2 = eiξ(t) 1
and the phase factor can depend on time. Of course
it has to be consistent with the wave equation, that
is, together with a solution  to the wave equation the
wave function eiξ(t) also is a solution to the appropri-
ately gauged wave equation. A priori one can not ex-
clude the existence of such a consistent time evolution.
This is not a new observation, it was noticed by John
von Neumann [23], but it seems that it has never been
deeply investigated (probably because the ordinary non-
relativistic Schro¨dinger equation has a gauge symmetry
with constant ). Note, that eiξ(t) has to be a solution
to the gauged wave equation. The equation has to be
gauged together with  . Indeed, suppose that both  1
and  2 = eiξ(t) 1 are the solutions of the identical wave
equation and by this both  1 and  2 belong to the same
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"copy" of the "Schro¨dinger picture". Then, the time evo-
lution induced by the wave equation would not be any
unitary operator between H0 and Ht becauseZ
 1 2 d
3x = eiξ(t)k 1k2 = eiξ(t)const:
would be time dependent. This is the main dierence
in comparison to the space of ’. The two states  1
and  2 belong then to two (equivalent) "gauge copies"
of the "Schro¨dinger picture", the "gauge copies" having
no elements in common beside the trivial one:  = 0.
Note, that such a "Schro¨dinger picture" corresponds to
a xed observer (reference frame) and in general the two
"pictures" corresponding to two dierent observers are
dierent in general. It will be useful, however, to con-
sider an enlarged linear space S consisting of all the
above "Schro¨dinger pictures" corresponding to all (in our
case galilean) observers and all "gauge copies" of them.
That is, S is the smallest linear space which together
with any element  of any "Schro¨dinger picture" contains
eiξ(t) 0 for any dierentiable (t) and any transformation
 0 = Tr of  to any (galilean) reference frame, r being
any element of the group G in question (the Milne group
in our case). In other words, if we x a "Schro¨dinger pic-
ture" and denote it by H0, then S is the smallest linear
space which contains the set of elements eiξ(t)Tr , where
r is any element of the group G, (t) is any real dieren-
tiable function, and  2 H0. So, S is the smallest linear
space containing a "Schro¨dinger picture" on the whole,
in which the representation Tr acts.
But in the space S the integral
( 1;  2)t 
Z
 1 2 d
3x
is time dependent, which will be indicated by the sub-
script t. Even the modulus j( 1;  2)tj of this expression is
time dependent in general. The expression j( ; )tj does
not depend on the time t if  belongs to a "copy" of the
"Schro¨dinger picture" which corresponds to an observer
and  belonging to a (possibily dierent) "gauge copy"
but corresponding exactly to the same observer. Indeed,
we have  = eiτ(t) 1 for some function (t) and  1 be-
longing to the same "copy" of the "Schro¨dinger picture"
as the wave function  (the "copies" both are connected
with a xed observer). So, we have
( ; )t  eiτ
Z
  1 d3x = eiτ(t)j(’;’1)j (25)
for U(0; t)’ =  and U(0; t)’1 =  1. The modu-
lus j( ; )tj = j(’1; ’2)j of the expression is constant
then. In the remaining situations, however, even the
modulus does depend on the time t. Namely, con-
sider three waves  ;  1 and  2 belonging to the same
"copy" of the "Schro¨dinger picture" and the wave func-
tion  =  1 + eiσ(t) 2. Then,  cannot belong to any
"Schro¨dinger picture" (see the above remarks) and more-
over j( ; )tj = j(’;’1) + eiσ(t)(’;’2)j has to be time
dependent in general where ’;’i are dened as above.
The same is true in general for  (X) and (X) =  0(X)
equal to a transform of  to a dierent frame.
Note also, that only the wave functions  = eiξ(t) 1
with  1 belonging to a "Schro¨dinger picture" correspond
to the physical states (dynamically possible trajectories
dpt, compare section II), the remaining being unphysi-
cal. Such sets ψ = f(t) 1; jj = 1g  S of wave func-
tions will be called sets of rays, more precisely, we conne
ourselves to the unit rays, i.e with k k = 1 (this is mean-
ingful denition because this time the norm is constant),
and dierentiable (t), which is natural according to the
fact that  fulls a dierential equation { the wave equa-
tion. Any  2 ψ will be called a representative of ψ.
More precisely, we assume (t) to be dierentiable up
to any order, see the further discussion for the justica-
tion (we will always use the word ’direntiable’ in this
sense in this paper, unless the order of dierentiability is
specied).
Let G be a group consistent with the simultaneity
structure of the Galilean (or the Newton-Cartan space-
time), i.e. any transformation r of the group acts on the
time coordinate t 7! rt in such a way that rt is again a
function of the time t only. Consider the two cases: G
is an invariance (symmetry) group and the second one
when G is a covariance group.
First, let G be an invariance group. As we know (see
section II, the comment to the Denitions 1  4) one
can always eliminate the absolute elements yA. As is
well known { in the Quantum Mechanical description {
the group G (or its ray representation Ur) acts in the
Hilbert space H. Then, UrUs’ has to be equivalent to
Urs’ and we have
UrUs’ = eiα(r,s)Urs’
with  depending on r and s only. Consider the action of
G in the space S of wave functions  . The representation
Ur induces a representation Tr acting in the space S of
wave functions  . But this time Tr acts in the space of
solutions to the wave equation and Tr and  belongs
to the same "copy" of the Schro¨dinger picture". This
is because we have eliminated the absolute elements yA,
so that the symmetry group G becomes identical to the
covariance group and the group G acts in the space of
solutions to the dynamical equations (see the section II,
the comment to the Denitions 1  4). So, TrTs and
Trs belong to the same "Schro¨dinger picture" and can
dier by a constant phase factor  at most:
TrTs = eiα(r,s)Trs ;
which should be the same as in the Hilbert space H of
states ’. So, we have a
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THEOREM 1. If G is a symmetry group, then the
phase factor  should be time independent (or equivalent
to a time independent one).
Second, let G be a covariance group. This time G
does not act in the Hilbert space of the system in ques-
tion. Namely,  l and its transform T (l; l0) l =  l0 un-
der r 2 G; r : l 7! l0 = rl, belong to the two dierent
"Schro¨dinger pictures" corresponding to the two dier-
ent observers in the two reference frames l and l0 = rl.
So, Tr = T (l; l0) = T (l; lrl) does not act in a xed
"Schro¨dinger picture" but in a space of  l for all galilean
observers l [45]. However, because in general the gauge
freedom cannot a priori be excluded the representation
Tr of G acts in the space S. But after this, the equiva-
lence of TrTs and Trs means that (we omit the sub-
script l at  l)
TrTs = eiξ(r,s,t)Trs (26)
and  depends on r, s and in addition on the time t. It
has to be consistent with the wave equation. Namely,
consider a transformation g = rs between the two ref-
erence frames l and l0, rs : l 7! l0, and its action on
the wave equation (and on the wave function). It can
be realized in a dierent way, that is, in the two steps
r : l 7! l" and s : l" 7! l0. Then, the result should dif-
fer by an appropriate gauge transformation in such a way
that if  1 is a solution to the rst equation then the wave
function e−iξ(r,s,t) 1 is a solution to the gauged equation
obtained as the second result, by transforming the equa-
tion in the two steps. Again, one can not a priori exclude
the existence of such a consistent wave equation. Note
that because the wave equation is a dierential equation
(in our case possibly of second order in accordance with
the assumption (C)) then, the exponent (r; s; t) in (26)
has to be a dierentiable function of t (in our case up
to the second order). But we assume in the sequel, that
(r; s; t) in (26) is dierentiable in t up to any order. This
assumption is of a technical character only. The second
order continuous dierentiability of  with respect to the
time t is sucient for us. We use this assumption for the
sake of simplicity.
Note that Tr being a representation of a covariance
group transforms rays into rays (or dpt -s into dpt -s in
accordance with our general denition, see section II).
In other words a physical ("real") state observed by an
observer cannot be seen as an unphysical ("unreal") one
by any other observer, it would be a nonsense to allow
such a situation.
A natural question arises then: why the phase factor
eiξ in (26) is time independent for the Galilean group
even when the Galilean group is considered as a covari-
ance group? This is the case for the Schro¨dinger equa-
tion with a potential which does not possess the Galilean
group as a symmetry group { as in the hydrogen atom,
for example. The explanation of the paradox is as fol-
lows. The Galilean covariance group G induces the rep-
resentation Tr in the space S of wave functions fullling
(26). But, as we will show later on, the structure of G is
such that there always exists a function (r; t) continu-
ous in r and dierentiable in t with the help of which one







with a time independent . The representations Tr and
T 0r are equivalent because T 0r and Tr are equivalent for
all r and  .
Of course, the exponent  has to be constant if the
group G in question is a symmetry group as follows from
the above argumentation. In the case of the Galilean
group one can show it in a completely dierent way. In-
deed, the Schro¨dinger equation possesses a gauge freedom
 7! eif(X) even in the flat Galilean spacetime, com-
pare [10], [11] or section III, and together with  the
appropriately gauged wave equation possesses the solu-
tion eif(X) . In particular, if it has a solution  , then
eif(t) is a solution to the appropriately gauged equa-
tion. However, if one imposes the Galilean invariance on
the wave equation (in addition to the covariance condi-
tion) then the gauge freedom is eliminated and the gauge
function f has to be reduced to a constant, see [11].
Consider now two galilean coordinate systems l and
l0 = rl in the Newton-Cartan spacetime, r being the
Milne transformation (6). Let  l and  l0 = T (l; l0) l be
the wave functions describing the same physical state in
the two systems respectively. The covariance Milne group
(6) induces a representation T (l; l0) = T (r)  Tr which
acts in the space S of wave functions  . In general it ful-
lls the condition (26). As we will see there does not exist
in this case any equivalent representation T 0r for which 
is time independent. As is well known there exists an ele-
gant theory which classies all -s in (26), providing that
 does not depend on the time t, given by Bargmann [4].
Then, a natural problem arises to generalise the theory
to the case with time dependent , which we do in the
Appendix A. As we will see the correspondence between
equivalence classes of -s in (26) and -s in (9) is biunique
and by this we are able to classify all -s. In other words
one can reproduce the most general transformation law of
the wave function under the Milne transformations given
by Eq. (6). Having given  one also has the commutation
rules for the representation Tr. The Bargmann’s theory
(as well as its generalisation) is based on the fact that
the exponents  in ray representation are determined by
the group associative law. Namely, consider the transfor-
mation between the two reference frames l and l0: l! l0,
and its action on the wave function. It can be realized in
a dierent way, i.e. in the three steps: l 7! l00 7! l000 7! l0.
The three-step transformation can be realized in the fol-
lowing two ways. First one applies l 7! l00 7! l000 and then
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l000 7! l0, or rst l 7! l00 is applied and then l00 7! l000 7! l0.
The result should be identical. But not all exponents are
compatible in this sense, and by this the above require-
ment is very strong. Two problems will arise here. The
rst is connected with the time dependence of the phase
factor and the second follows from the fact that the Milne
group (6) is not any classical Lie group (Bargmann’s the-
ory largely concerns classical Lie groups). But we need
not the whole Milne group in our analysis. It is su-
cient for us to consider a nite dimensional Lie subgroup
of the Milne group { the polynomial Milne transforma-
tions group with the appropriate polynomial degree, com-
pare subsection IV. However, we construct the most gen-
eral transformation (9) for the Milne group, to make the
analysis more complete. Namely, we built a sequence of
Lie groups G(1)  G(2)  : : :  G(m)  : : : which is
dense in the group G of Milne transformations (the for-
mer G(m− 1) being a subgroup of the later one G(m)).
Then we extend  from G(m) on the whole group G, see
subsection V.C.
Before we proceed further on we make a general com-
ment concerning the relation (26). There is a physical
motivation to investigate representations Tr fullling (26)
with  depending on all spacetime coordinates X :
TrTs = eiξ(r,s,X)Trs: (27)
Namely, in the Quanum Field Theory the spacetime co-
ordinates X play the role of parameters such as the time
plays in the nonrelativistic theory (recall that, for exam-
ple, the wave functions Ψ of the Fock space of the quan-
tum electromagnetic eld are functions of the Fourier
components of the eld, the spacetime coordinates play-
ing the role of parameters like the time t in the non-
relativistic Quantum Mechanics). However, we are not
interested here in it, and will present such an application
elsewhere. There is another less interesting motivation
for (27), in the nonrelativistic context presented here.
Suppose the assumption (B) is weakened, in such a way
that the transition probabilities are given by integrals
over the hyperplanes h(X) = constant from a family
covering the whole spacetime
j( 1;  2)j2 =
 Z
H(X)=h
 1 2(h; y
k)h(yk)d3y
2;
where h(yk) is the density of the measure induced on
the hyperplane H(X) = h by the spacetime mesure 
(note that we can show that Tr has the form (9) in the
same way as at the begining of II). According to the
new denition of transition probability the conception
of equivalence is changed: two waves being equivalent if
they dier by a phase factor constant along the hyper-
planes H(X) = const:, i.e.
TrTs = eiξ(r,s,H(X))Trs:
But it can be shown that any representation Tr of the
group of transformations (6) fullling (27) is equivalent
to a representation T 0r for which  = (t), and the above
weakened assumption simplies to the assumption (B).
In most proofs there is no essential dierence between
the time dependent  in (26) and the spacetime depen-
dent  in (27). However, we are most interested here in
(26) and conne ourselves to this case, but we mark the
place at which important dierence arises between the
two cases.
B. Galilean group as a covariance group
As was mentioned in the subsection V.A the wave
equation possessses the gauge freedom  ! eif(X) even
in the flat Galilean spacetime. So, in the situation when
the Galilean group G is only a covariance group and can-
not be considered as a symmetry group (as for the elec-
tron wave function in the hydrogen atom) one should a
priori investigate such representations G which full the
Eq. (26), with  depending on the time. The following
paradox, then, arises. Why the transformation law Tr
under the Galilean group has time-independent  in (26)
independently of the fact if it is a covariance group or
a symmetry group? We will solve the paradox in this
subsection. Namely, we will show that any representa-
tion of the Galilean group fullling (26) is equivalent to
a representation fullling (26) with time-independent .
This is a rather peculiar property of the Galilean group
not valid in general. For example, this is not true for the
group of transformations (6), and this fact will be used
in section VI.
According to V.A and the Appendix A we shall de-
termine all equivalence classes of innitesimal exponents
 of the Lie algebra G of G to classify all  of G. The
commutation relations for the Galilean group are as fol-
lows
[aij ; akl] = jkail − ikajl + ilajk − jlaik; (28)
[aij ; bk] = jkbi − ikbj; [bi; bj] = 0; (29)
[aij.dk ] = jkdi − ikdj ; [di; dj ] = 0; [bi; dj ] = 0; (30)
[aij ;  ] = 0; [bk;  ] = 0; [dk;  ] = bk; (31)
where bi; di and  stand for the generators of space trans-
lations, the proper Galilean transformations and time
translation respectively and aij = −aji are rotation gen-
erators. Note, that the Jacobi identity (81) is identical
to the Jacobi identity in the ordinary Bargmann’s The-
ory of time-independent exponents (see [4], Eqs (4.24)
and (4.24a)). So, using (28) { (30) we can proceed ex-
actly after Bargmann (see [4], pages 39,40) and show that
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any innitesimal exponent dened on the subgroup gen-
erated by bi; di; aij is equivalent to an exponent equal to
zero with the possible exception of (bi; dk; t) = γik,
where γ = γ(t). So, the only components of  dened
on the whole algebra G which can a priori be not equal
to zero are: (bi; dk; t) = γik; (aij ; ; t); (bi; ; t) and
(dk; ; t). We compute rst the function γ(t). Substi-
tuting a = ; a0 = bi; a00 = dk to (80) we get dγ=dt = 0,
so that γ is a constant, we denote the constant value of γ
bym. Inserting a = ; a0 = asi ; a
00 = asj to (80) and sum-
ming up with respect to s we get (aij ; ; t) = 0. In the
same way, but with the substitution a = ; a0 = asi ; a
00 =
bs, one shows that (bi; ; t) = 0. At last the substitu-
tion a = ; a0 = asi ; a
00 = ds to (80) and summation with
respect to s gives (di; ; t) = 0. We have proved in this
way that any time depending  on G is equivalent to
a time-independent one. In other words, we get a one-
parameter family of possible , with the parameter equal
to the inertial mass m of the system in question. Any
innitesimal time-dependent exponent of the Galilean
group is equivalent to the above time-independent ex-
ponent  with some value of the parameter m; and any
two innitesimal exponents with dierent values of m are
inequivalent. As was argued in Appendix A (Theorems
3  5) the classication of  gives the full classication
of . Moreover, the classication of  is equivalent to the
classication of possible -s in (9), see Appendix A. On
the other hand, the exponent (r; s; t) of (9) can be eas-
ily computed to be equal (rs;X)−(r;X)−(s; r−1X),
and the innitesimal exponent belonging to  dened as
(r;X) = −m~v~x+m2 ~v2t, covers the whole one-parameter
family of the classication (its innitesimal exponent is
equal to that innitesimal exponent , which has been
found above). So, the standard (r;X) = −m~v~x+m2 ~v2t,
covers the full classication of possible -s in (9) for the
Galilean group. Inserting the standard form for  we
see that  does not depend on X but only on r and s.
By this, any time-depending  on G is equivalent to a
time-independent one.
This result can be obtained in the other way. Namely,
using now the Eq. (84) we get the commutation relations
for the ray representation Tr of the Galilean group
[Aij ; Akl] = jkAil − ikAjl − jlAik;
[Aij ; Bk] = jkBi − ikBj ; [Bi; Bj ] = 0;
[Aij ; Dk] = jkDi − ikDj;
[Di; Dj ] = 0; [Bi; Dj ] = mij ;
[Aij ; T ] = 0; [Bk; T ] = 0; [Dk; T ] = Bk;
where the generators Aij ; : : : which correspond to
the generators aij ; : : : of the one-parameter subgroups
r() = exp(aij); : : : are dened in the following way
[48]
Aij (X) = lim
σ!0
(Tr(σ) − 1) (X)

:
Aij is well dened for any dierentiable  (X). So, we
get the standard commutation relations such as in the
case when the Galilean group is a symmetry group. The
above standard commutation relations for the transfor-
mation Tr of the form (9) gives a dierential equations
for . It it easy to show, that they can be solved
uniquely (up to an irrelevant function f(t) of time and
the group parameters) and the solution has the standard
form (r;X) = −m~v  ~x+ f(t).
Note, that to any  (or ) there exists a coresponding
 (and by the result of Appendix A such a  is unique up
to a trivial equivalence relation). As we will see this is
not the case for the Milne group, where such  do exist
which cannot be realized by any .
C. Milne group as a covariance group
In this subsection we apply the theory of Appendix
A to the Milne group of transformations (6). We pro-
ceed like with the Galilean group in the preceding sub-
section V.B. The Milne group G does not form any Lie
group, which complicates the situation. We will go on
according to the following plan. First, 1) we dene the
topology in the Milne group. Second, 2) we dene the
sequence G(1)  : : :  G(m)  : : : of subgroups of the
Milne group G dense in G. 3) Then we compute the
innitesimal exponents and exponents for each G(m),
m = 1; 2; : : : , and by this the  in (9) for G(m). 4)
As we have proved in Appendix A the (strong) continu-
ity of the exponent and (r;X) in the group variables
r 2 G follows as a consequence of the Theorem 2. By
this, (r;X) dened for r 2 G(m);m = 1; 2; : : : can be
uniquely extended on the whole group G. As we will see,
this can be done eectively thanks to the assumption that
the wave equation is local (assumption (C)), that is, the
coecients a; bk; : : : in the wave equation (11) are built
in a local way from the gravitational potential.
Before we go further on we make an important remark.
The Milne group G is an innite dimensional group and
there are innitely many ways in which a topology can be
introduced in G. On the other hand the physical contents
of the assumption (D) depends eectively on the topology
in G. By this the assumption (D) is in some sense empty.
True, but it is important to stress here, that the whole
analysis of this paper rests on the Lie subgroup G(m)
(see the further text for the denition of G(m)) for a
suciently large m, and not on the whole G. Indeed, the
covariance condition with respect to G(m) instead of G is
sucient for us, see IV where the 4-th degree polynomial
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transformations are sucient. Similarly, it is sucient to
consider G(m) in the considerations of the section VI. By
this, there are no ambiguities in the assumption (D). The
topology in G is not important from the physical point of
view, and the extension of the formula (9) from G(m) to
the whole group is of secondary importance. However, we
construct such an extension to make our considerations
more complete, living the opinion about the "naturality"
of this extension to the reader.
1) Up to now the Milne group has not been strictly
dened. The extent of arbitrariness of the function ~A(t)
in (6) has been left open up to now. The topology de-
pends on the degree of this arbitrariness. It is natural
to assume the function ~A(t) in (6) to be dierentiable
up to any order. Consider the subgroups G1 and G2
of the Milne group which consist of the transformations:
(~x; t) ! (~x + ~A(t); t) and (~x; t) ! (R~x; t + b) respec-
tively, where R is an orthogonal matrix, and b is con-
stant. Then the Milne group G is equal to the semidirect
product G1 G2, where G1 is the normal factor of G. It is
sucient to introduce a topology in G1 and then dene
the topology in G as the semi-cartesian product topology,
where it is clear what is the topology in the Lie group
G2. We introduce a linear topology in the linear group
G1 which makes it a Frechet space, in which the time
derivation operator ddt : ~A ! d
~A
dt becomes a continuous
operator. Let KN ; N = 1; 2; : : : be such a sequence of
compact sets of R, that




Then we dene a separable family of seminorms
pN ( ~A) = max
 ~A(n)(t); t 2 KN ; n  N};
where ~A(n) denotes the n-th order time derivative of ~A.
Those seminorms dene on G1 a localy convex metrizable
topology. For example, the metric
d( ~A1; ~A2) = max
N2N
2−NpN ( ~A2 − ~A1)
1 + pN ( ~A2 − ~A1)
denes the topology.
2) It is convenient to rewrite the Milne transformations
(6) in the following form
~x0 = R~x+A(t)~v; t0 = t+ b;
where ~v is a constant vector, which does not depend on
the time t. We dene the subgroup G(m) of G as the
group of the following transformations
~x0 = R~x+ ~v(0) + t~v(1) +
t2
2!




0 = t+ b;
where R = (Rba); v
k
(n) are the group parameters { in par-
ticular the groupG(m) has the dimension equal to 3m+7.
3) Now we investigate the group G(m), that is, we
classify their innitesimal exponents. The commutation
relations of G(m) are as follows
[aij ; akl] = jkail − ikajl + ilajk − ilaik; (32)
[aij ; d
(n)
k ] = jkd
(n)
i − ikd(n)j ; [d(n)i ; d(k)j ] = 0; (33)
[aij ;  ] = 0; [d
(0)
i ;  ] = 0; [d
(n)
i ;  ] = d
(n−1)
i ; (34)
where d(n)i is the generator of the transformation r(v
i
(n)):




which will be called the n-acceleration, especially 0-
acceleration is the ordinary space translation. All the
relations (32) and (33) are identical with (28)  (30)
with the n-acceleration instead of the Galilean transfor-
mation. So, the same argumentation as that used for
the Galilean group gives: (aij ; akl) = 0, (aij ; d
(n)
k ) =
0, and (d(n)i ; d
(n)
j ) = 0. Substituting a
h
i ; ahi;  for
a; a0; a00 into the Eq. (80), making use of the com-
mutation relations and summing up with respect to h


















for a; a0; a00 into the Eq. (80), making use of commuta-
tion relations, and summing up with respect to h, we




i ;  for
a; a0; a00 in (80), and proceed recurrently with respect
to n, we obtain in this way (d(0)i ; d
(n)
k ) = P
(0,n)(t)ik,
where P (0,n)(t) is a polynomial of degree n−1 { the time
derivation of P (0,n)(t) has to be equal to P (0,n−1)(t),
and P (0,0)(t) = 0. Substituting d(n)k ; d
(l)
i ;  to (80) we
get in the same way (d(l)k ; d
(n)




(l,n) = P (l−1,n) + P (l,n−1). This allows us to de-
termine all P (l,n) by the recurrent integration process.
Note that P (0,0) = 0, and P (l,n) = −P (n,l), so we
can compute all P (1,n) having given the P (0,n). In-
deed, we have P (1,0) = −P (0,1); P (1,1) = 0; dP (1,2)=dt =
P (0,2) + P (1,1); dP (1,3)=dt = P (0,3) + P (1,2); : : : and after
m− 1 integrations we compute all P (1,n). Each elemen-
tary integration introduces a new independent param-
eter (the arbitrary additive integration constant). Ex-
actly in the same way we can compute all P (2,n) having
given all P (1,n) after the m − 2 elementary integration
processes. In general the P (l−1,n) allows us to compute
all P (l,n) after the m − l integrations. So, P (l,n)(t) are
l+n−1-degree polynomial functions of t, and all are de-
termined by m(m+ 1)=2 integration constants. Because
d[](d(n)i ; d
(l)
k ) = 0, the exponents  dened by dierent
polynomials P (l,n) are inequivalent. By this the space of
inequivalent classess of  is m(m+ 1)=2-dimensional.
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However, not all  can be realized by the transfor-
mation Tr of the form (9). All the above integra-
tion constants have to be equal to zero with the ex-
ception of those in P (0,n)(t). By this, all exponents
of G(m), which can be realized by the transformations
Tr of the form (9) are determined by the polynomial
P (0,m), that is, by m constants. We show it rst for
the group G(2) , because the case is the simplest one
and it suces to explain the principle of all computa-
tions for all G(m). From the above analysis we have
P (0,1) = γ1; P (0,2) = γ1t+γ2; P (1,2) = 12γ1t
2+γ2t+γ(1,2),
where γi; γ(1,2) are the integration constants. We will
show that γ(1,2) = 0. A simple computation gives the fol-
lowing formula (r; s) = (rs;X) − (r;X)− (s; r−1X)
for the exponent of the representation Tr of the form
(9). Inserting this  to the Eq. (76) and performing a















for the innitesimal exponent  of the representation Tr
given by (9), where the derivation with respect to vq(p)















= P (k,n)ij : (35)
Because of the linearity of the problem, we can consider
the three cases 1o. γ(2) = γ(1,2) = 0, 2o. γ1 = γ(1,2) = 0






where e(t) is an arbitrary function of time and the group





with arbitrary function e(t) of time. Consider at last the
case 3o. From (35) we have (corresponding to (k; n) =























= γ(1,2)ij : (38)









= γ(1,2)ij : (39)
But (d(0)i ; d
(0)
j ) = 0 = @
2=@xj@vi(0) − @2=@xi@vj(0), so,



















 ~x+ e(t) (40)
fulls all Eqs. (35) with k; n  2 and its local exponents
cover the full classication of ’s for G(2) which can be
realized by Tr of the form (9), that is, all ’s with γ(1,2) =
0. Then, according to Appendix A, the formula (40)
gives the most general  in (9) for r 2 G(2). This is
because the classication of ’s covers the classication
of all possible ’s.
It can be immediately seen that any integration con-
stant γ(l,q) of the polynomial P (l,q)(t) has to be equal
to zero if l; q 6= 0, provided the exponent  belongs
to the representation Tr of the form (9). The argu-
ment is essentially the same as that for γ(1,2). It is
sucient to consider (35) for the four cases: (k; n) =
(l − 1; q − 1); (l − 1; q); (l; q) and (l; q − 1) respectively.
Becuse of the linearity of the considered problem, it is suf-
cient to consider the situation with the integration con-
stants in P (k,n) equal to zero with the possible exception
of the integration constant γ(l,q). We get in this way the
equations (35) corresponding to (l−1; q−1); (l−1; q); (l; q)
and (l; q−1) with the right hand sides equal to zero with
the exception of the right hand side of the equations cor-
responding to (k; n) = (l; q), which is equal to γ(l,q)ij .
From the equations (35) corresponding to (k; n) = (l; q)











From this and the equations (35) corresponding to











From this and the equations (35) corresponding to













which gives the result that γ(l,q) = 0.











for r 2 G(m), where γi are the integration con-





(m−2)! + : : :+γm, and
e(t) is any function of the time t
and eventually of the group parameters . A rather simple
computation shows that this  fulls all (35) for k; n  m
and that it covers all possible  which can be realized by
(9). That is, the innitesimal exponents corresponding to
the  given by (41) give all possible  with all integration
constants γ(k,n) = 0, for k; n 6= 0. So, according to Ap-
pendix A the most general (r;X) dened for r 2 G(m)
is given by (41).
At this place we make use of the assumption (C), or
more precisely the assumption that the wave equation is
local. Recall that we assumed the coecients a; bi; : : : ; g
in the wave equation (11) to be local functions of the
gravitational potential . That is, they are an algebraic
functions of the potential and its derivatives up to the
nite order { in our case up to the second order. Recall
also, that we have proved from this assumption (begining
of the Appendix A) that the (r;X) can be a function
of the 4-th order derivative of ~A(t) at most, the higher
derivatives cannot enter into . By this, the most general








4) Now, we extend the formula (42) on the whole Milne
group G. It is a known fact that the time derivative
operator d=dt : ~A ! d ~A=dt is a continuous operator
on G in the topology introduced in 1), see e.g. [24]. It
remains to show that the sequence G(m);m 2 N is dense
in G. The proof of this presents no diculties [25]. By
this the function (r;X) can be uniquely extended on the








It should be stressed here that not only the topology inG
is needed to derive the formula, but also the locality as-
sumption is very important. If the coecients a; bi; : : : ; g
in the wave equation were admitted to be nonlocal, then
an innite number of other solutions for  in G would
exist.
VI. CONNECTION WITH THE REDUCTION
PROBLEM
It is rather surprising that we are able to prove the
equality of inertial and gravitational mass for one quan-
tum particle considered as a test body. We consider here
physical consequences of this theorem. As we have seen,
the equivalence principle does not follow from this equa-
lity at the quantum level. Quantum Mechanical (QM)
laws are non-local in general and the meaning of the
equivalence principle in QM is not clear of course. The
QM laws are twofold in some sense: 1) those concerning
the unitary evolution for the state vector and 2) those
concerning the Reduction Process. The equivalence prin-
ciple can be applied to the wave equation which deter-
mines the evolution of the wave function and is local as
a dierential equation. The meaning of equivalence prin-
ciple is unclear when it is applied to the nonlocal laws
2). So, even if the equivalence principle was true for
1) it would be still an open question if it is true for QM.
We have shown that the gravitational and inertial masses
are equal for a system consisting of one quantum particle.
But the equivalence principle for the wave equation is not
fullled in general because of the additional scalar term
(@a@b) depending on the second order space deriva-
tives of the potential. Consider now the classical equa-
tion of motion for the test body. If we assume in addition





where we left open the question of the eventual equa-
lity mi = mg, then we can eliminate the scalar term
(@a@b) from the wave equation applying the Ehrenfest
equations (applying the short-wave limit { the counter-
part of the geometrical optics limit). This means that the
Schro¨dinger equation for one particle fulls the equiva-
lence principle if the above assumption (43) for the clas-
sical equations of motion are fullled. The assumption
(43) is sucient to derive the equivalence principle for the
wave equation. This is not so very surprising because the
equivalence principle is meaningless for the nonlocal laws
2) and the status of the equivalence principle (EP) in QM
remains still open, so that EP in QM does not follow from
(43). But now the very strange fact comes in. One can
think along the following track. Because interactions do
not change the mass in the nonrelativistic limit, one can
expect that from the equality of inertial and gravitational
masses for one quantum particle it follows the equality
for many particle system. It is really the case if one as-
sumes the standard many-particle QM laws and that the
many particle de Broglie wave of the system in question
is testing. That is, if the system does not influence the
spacetime (the potential in our case). It can be shown,
if one uses the standard many-particle quantum formal-
ism and the result obtained for the system consisting of
one quantum particle. The only additional assumption is
that the non-gravitational interactions between the par-
ticles are described by a potential which transforms as a
scalar and depends on the distance of the interacting par-
ticles. After this, one can show, that there exists a degree
of freedom belonging to the center of mass position. The
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wave equation can be separated into the center of mass
position and the internal degrees of freedom. The wave
equation for the center of mass position is identical with
that of one particle Schro¨dinger equation with the iner-
tial mass equal to the gravitational mass and equal to the
sum of all masses of constituent particles [26]. But this is
imposible, because we cannot deduce the equality of iner-
tial and gravitational masses for many particle quantum
system consisting of arbitrary many particles. This is
because we believe that such a system of (appropriately)
many particles should be treated as a classical body, so
that we were able to prove from our assumptions (A) 
(D) and (43) and many particle quantum formalism, that
the inertial and gravitational masses for classical particle
are equal { which is the weak equivalence principle. Such
a principle characterises the gravity eld and cannot be
contained in our assumptions. Something is wrong, be-
cause there should be a place for two independent mass
parameters { inertial and gravitational. The equality of
the two independent parameters should be a consequence
of an independent extra assumption about the gravita-
tional eld. Where the gravity law comes from in the
Quantum Mechanics? We assume that this gravity law
cannot be contained in the quantum mechanical princi-
ples and conclude from it
THEOREM 7. (i) at least some of the orinary QM
laws (partially assumed in (A)  (D)) of many parti-
cle system in the gravitational eld are not valid when
the system contains appropriately many particles or (ii)
the system can influence the spacetime geometry when it
contains appropriately many particles.
The system of many particles (in the Theorem 7) which
come into play is still too small to influence signicantly
the gravitational eld. By this the possibility (ii) of The-
orem 7 seems to be irrational. But it is qualitatively im-
portant if one takes into account the back reaction to
the eld or not { which is a peculiar property of the
gravitational eld. We explain it now, and show that
also the possibility (ii) leads to some diculties. Con-
sider rst a quantum system of particles which does not
influence the gravitational eld (which will be assumed
classical). Then the Milne group (6) is the covariance
group of the whole system: particles + eld. But it is
not a symmetry group. The eld breaks any symmetry
{ it does not possess any symmetry in general. So, the
representation Tr transforming the particle wave function
has time-dependent phase factor eiξ, see V.A, Appendix
A and V.C. The factor of Tr can be time-independent
if and only if the mass mi = mg of the system is zero.
We assume the mass to be 6= 0. By this, the factor of
the representation Tr of the Milne group has to be time-
dependent. Consider now a system, but this time it can
influence the gravitational eld. The Milne group is now
a symmetry group of the whole system: particles + eld.
If one assumes that the whole system can be described in
terms of quantum mechanics of innitely many degrees
of freedom (Quantum Field Theory), then some funda-
mental diculties arise. Those diculties are due to the
fact that now a unitary projective representation Ur of
the symmetry Milne group acts in the Hilbert space. By
this the factor of the representation Ur has to be time-
independent, see V.A. This by no means can be recon-
ciled with the fact that if only one particle is present in
the eld, then its wave function transforms according to
the representation Tr with time-dependent factor, see the
more detailed discussion below (Theorems 8 and 9).
The situation is completely dierent for the non-
gravitational elds { there are no diculties in this case.
After the back reaction to the (non-gravitational) eld is
allowed for, the spacetime symmetry becomes the sym-
metry of the whole system. So, the symmetry group is
a subgroup of the Galilean group at most (we consider
here the nonrelativistic case), and its projective unitary
representation Ur has time-independent factor, of course.
If the back reaction to the eld is negligible, then the
Galilean group becomes a covariance group and not any
symmetry group { the eld does not possess any sym-
metry in general. By this, the representation Tr of the
Galilean group as a covariance group has a time depen-
dent factor in general. But this time a representation
T 0r of the Galilean group (as a covariance group) exists
which is equivalent to Tr and the factor of T 0r is time-
independent, see V.B. So, there is no diculty with non-
gravitational eld.
It is probable that the two possibilities (i) and (ii) of
Theorem 7 are deeply connected. Namely, note that (i)
as well as (ii) is connected with the system subjected to
the influence of the gravitational eld, where in the case
(ii) the back reaction to the eld is taken into consid-
eration. By this one could suppose that this diculty
has its origin in the gravitational eld. We have to be
careful, however, because it is a priori possible that the
QM laws for the system consisting of too many particles
are not valid in general, and the above diculty is not
connected with the gravitational eld itself. Nonetheless,
we will show in this section, that any quantum theoret-
ical description of ineracting quantum system with the
gravitational eld has some fundamental diculties even
in this nonrelativistic limit { the troubles connected with
(ii) of Theorem 7.
We shall consider the freely falling Schro¨dinger parti-
cle in the Newton-Cartan spacetime. Then, we should
describe the system in the canonical form and quan-
tize it to obtain the nonrelativistic limit of the quan-
tum gravitational interactions between quantum parti-
cles. We ignore now the insurmountable diculties of re-
casting such a system into the canonical form [27]. Any
attempt to quantize the gravitational interactions with
the Schro¨diger particles rely on some fundamental pos-
tulates of the quantum eld theory. Namely, if such a
theory possesses a symmetry group G, then there exist
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a unitary projective (up to constant factor, of course)
representation Ug of the group G in the Hilbert space
H of the system (see the discussion in V. A, Theorem
1). The quantum elds b(X) are operator valued dis-
tributions, the transformation laws of which cannot be
uniquely deduced in general and have to be postulated.
However, there are always physical limitations for those
transformation rules, for example when we know what is
the action of the group in question on the mean values
of those operators. Now we will analyse what are the
postulates in our case. In contradiction to the General
Relativity, the Newton-Cartan theory possesses the abso-
lute elements and the symmetry group { the Milne group
(6) { which is the symmetry group for those absolute el-
ements [28]. It is therefore natural to assume that the
absolute elements remain to be absolute when the eld is
allowed to interact with quantum particles. That is, we
rely on the customary assumption of the quantum eld
theory, that only dynamical objects can be subjected to
the "second quantization". After this we have
Postulate 1. The Milne group is the symmetry group
of the Newton-Cartan-Schro¨dinger quantum eld theory.
Such a postulate was assumed for example in [29]. Be-
cause of Postulate 1 it will be useful to conne ourselves
to the galilean coordinate systems. The dynamical ob-
ject consists now of the wave function  and the poten-
tial . But they are promoted to the status of operator-
valued distributions b (X); b(X) at the "second quaniza-
tion" level. From the very general laws of the quantum
eld theory it follows
Postulate 2. There exist a unitary projective (up to
a constant factor) representation Ug of the Milne group
G in the Hilbert space H of the system.
Postulate 3. There exist the vacuum state j0i 2 H
invariant under the Milne group G: Ugj0i = j0i for g 2
G.
The meaning of the Postulate 3 is clear. Namely, it is
well known that the canonical quantization of a system
with nite degrees of freedom is unique up to the uni-
tary equivalence, which is the consequence of the von
Neumann-Stone uniqueness theorem. This is not the
case if the system has innite number of degrees of free-
dom. We require the representation to contain the vac-
uum state dened as in Postulate 3, and make the choice
between inequivalent representations, see [29] where this
argument was used. After this the Hilbert space H is
the ordinary Fock space and the numbers of particles are
well dened. The transformation law for the elds b (X)
and b(X) cannot be uniquely determined, but there is a
natural condition which such a law should full:
Postulate 4. In the limit where Newton-Cartan grav-
ity assumes classical spacetime, and the quantum system
is a single particle, the Eqs. (9), (22) and (23) should
naturally emerge.
Let np denote the total number of particles and let ng
denote the quantum numbers characterizing the gravi-
tational eld [30]. The states Ψnpng 2 H with a xed
number of particles np have well determined transforma-
tion law obtained by the restriction of Ug, in accordance
with Postulate 2, which is always a unitary projective
representation of G independently of the number of par-
ticles np . Because the vacuum state is invariant the one-
particle state Ψ1png transforms under an element g 2 G
into a one particle state Ψ01pn0g , and in general the state
Ψnpng transforms into a state Ψ0npn0g with the same num-
ber of particles np. So, the states Ψnpng compose a uni-
tary projective representation of G. Similarily the states
Ψ1p0 = b yj0i as well as Ψ0png compose a unitary projec-
tive representation of G. That means that the unitary
character of the transformation law is achieved indepen-
dently of the value of the quantum numbers ng charac-
terizing the gravitational eld as well as independently
of the total number of particles np. Suppose ng to be so
large, that the gravitational eld is classical and one par-
ticle in the eld, i.e. np = 1. According to the Postulate
4, the eld evolves independently of the particle degrees
of freedom (the eld evolves as if the particle were ab-
sent) and can be separated into the particle and eld
evolution. Then, the state Ψ1png =  (X)Ψ0png is the
product of the particle state and the eld state. In accor-
dance to our discussion Ψ0png as well as Ψ1png composes
a unitary projective representation of the Milne group
G with constant factor. By this  (X) also composes a
unitary projective representation of G with constant fac-
tor. Because the transformation law for the one-particle
state  (X), when the eld is classical and the numbers
ng are appropriately large, is given by (9) and (23), then
we have obtained a contradiction. Recall, that the trans-
formation law Tg as given by Eqs. (9) and (23) does not
compose any projective representation of the Milne group
G { the factor of Tg is time-dependent (see subsections
V.A and V.C). So, we have
THEOREM 8. The Postulates 2, 3 and 4 are self-
contradictory.
This is not so very surprising, because there are se-
rious physical obstacles to the Postulate 3, even in the
nonrelativistic case discussed here. Before we proceed
further on, let us turn our attention for the moment to
the analog of the Postulate 3 for a nongravitational quan-
tum eld in the Minkowski spacetime (with the Poincare
group instead of the Milne group). It is meaningful to
say that the eld is zero, independently of the inertial
observer. In the Newton-Cartan theory the situation is
substantially dierent. In accordance to the equivalence
principle the inertial forces are gravitational in origin. By
this, it is meaningless to say that the potential of the eld
is zero independently of the galilean observer [31]. This
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is because two galilean frames may be connected by an
acceleration (element of the Milne group). Such an accel-
eration creates the inertial eld { which is gravitational
in origin.
Nonetheless, even if we assume a much more weakened
Postulate 3’ instead of the Postulate 3, the diculty still
remains. Namely, we assume
Postulate 3’. The number np of particles is still well
dened, or the states j0pi 2 H with no particles in the
gravitational eld are well dened, and the space of such
states is invariant under the action Ug of the Milne group.
This time the vacuum state j0i is not well dened,
and the Hilbert space H is not the ordinary Fock space.
The Postulate 3’ seems to be physically justied. Of
course, we do not propose the Postulate 3’ as a postulate
which can replace the Postulate 3 in the sense that we
are able to omit non-uniqueness property of the second
quantization. We propose only to assume that Postulate
3’ is true. Using the Postulate 3’ and the reasoning such
as in the proof of the Theorem 8, we can show
THEOREM 9. The Postulates 2, 3’ and 4 are self
contradictory.
The origin of all those diculties is as follows. 1)
The Milne group as a covariance group has the time-
dependent factor non-equivalent to any constant factor
if the mass of the particle is not equal to zero, see V.A,
Appendix A and V.C. 2) The Milne group becomes a
symmetry group, when the back-reaction of the parti-
cles to the gravitational eld is considered. But, as we
know, if G is a symmetry group in quantum mechanics
or quantum eld theory, then the unitary projective rep-
resentation of G acts in the Hilbert space and by this
the factor of such a representation has to be constant
(time-independent in our case), see V.A. In particular
the one-particle states should compose irreducible uni-
tary projective representations of the symmetry group,
with constant factor. This cannot be reconciled with 1),
or strictly speaking with the transformation law (9) and
(23), with time-dependent factor. Note, that the gauge
freedom is essential for this diculty { the possibility of
the existence of the time-dependent factor is due to time-
dependent gauge freedom, see V.A. Note also, that this
diculty is deeply connected with the gravitational eld,
at least in this nonrelativistic case. Indeed, the factors
for the Galilean group treated as a symmetry group are
the same as in the case when it is a covariance group, and
only the interactions with the gravitational eld can "en-
large" the symmetry group to be a greater group then the
Galilean group (the maximal symmetry of the spacetime
in the nonrelativistic case). In the nonrelativistic theory,
the symmetry group is "enlarged" to be the Milne group.
It should be mentioned at this place that the troubles
in quantum eld theory generated by the gauge freedom
are of general character, and are well known. But { one
could argue { we have learned what should be done to
make the theory at least practically useful. For exam-
ple, there do not exist vector particles with helicity =
1, which is a consequence of the theory of unitary repre-
sentations of the Poincare group, as was shown by Jan
 Lopuszanski [32]. This is apparently in contradiction
with the existence of vector particles with helicity = 1
in nature { the photon, which is connected with the elec-
treomagnetic fourvector potential. The connection of the
problem with the gauge freedom is well known [32]. We
omit however the diculty if we allow the inner prod-
uct in the Hilbert space to be not positively dened {
the inner product can be zero or even negative for well
dened states of the Hilbert space, see the formalism of
Gupta and Bleuler [33], or the so called BRST formalism
[34]. Then, we dene the subset of the Hilbert space (the
Lorentz set in the Gupta-Bleuler formalism, or the kernel
of the BRST symmetry generator in the BRST formal-
ism) on which the inner product is positively dened and
can be normally interpreted, which makes the theory at
least practically useful. One could argue that the situa-
tion with the gravitational eld could be the same { i.e.
that there exists an analogous procedure, which makes
the theory at least practically useful. Such a procedure,
however, should be very radical and by this we think
that the problem is fundamental rather. We explain it.
The presented diculty has a deep connection with the
gauge freedom diculties indicated by J.  Lopuszanski.
Indeed, due to [32], the vector potential (promoted to
be an operator valued distribution in QED) cannot be a
vector eld, if one wants to have the inner product posi-
tively dened { together with the coordinate transforma-
tion the gauge transformation has to be applied, which
breaks the vector character of the potential. Practically
it means that any gauge condition which brings the the-
ory into the canonical form such that the quanization
procedure can be consequently applied (with the posi-
tively dened inner product in the Hilbert space) breaks
the fourvector character of the electromagnetic potential,
the Coulomb gauge condition is an example. To achieve
the Poincare symmetry of Maxwell equations with such
a gauge condition (the Coulomb gauge condition for ex-
ample), it is impossible to preserve the vector character
of the potential { together with the coordinate transfor-
mation a well dened (by the coordinate transformation)
gauge transformtion f has to be applied:




This means that the electromagnetic potential has to
form a ray representation (in the sense of V.A and Ap-
pendix A) Tr of the Poincare group, with the spacetime-
dependent factor eiξ. Because it is imposible to form a
projecive unitary representation (of the Poincare group
in this case) with the spacetime-dependent factor we get
a diculty. There are, however, other realizations of
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the Poincare group with the factor = 1 (f = 0), that
is, with the potential which transforms as a vector, and
such that the Maxwell equations have a canonical form
and are invariant with respect to the Poincare group (at
the classical level) { for example, the Maxwell equations
with the Lorentz gauge condition. Thanks to that, the
Gupta-Bleuler formalism can be built up. The situation
with the gravitational eld is dierent. There do not ex-
ist any trivial realizations (with the factor = 1) of the
Milne group formed by the geometrical structure of the
spacetime (which is the analogue of the electromagnetic
potential), such that the Newton-Cartan theory is in-
variant with respect to the Milne group, see [11]. By this
there does not exist any construction analogous to that
of Gupta and Bleuler.
One could argue that the troubles indicated in Theo-
rems 7 { 8 are characteristic for the nonrelativistic case
only, and they probably disappear in the relativistic the-
ory. Such a reasoning cannot be true. Indeed, any rel-
ativistic theory possesses a well dened nonrelativistic
limit, with the symmetries characteristic for the nonrel-
ativistic theories investigated here. We believe that such
a limit should not lead to any selfcontradictory conclu-
sions.
Summing up the results, the many-particle quantum
mechanics laws for the system in the gravitational eld
are not self-consistent independently of the fact if the
back reaction to the eld is allowed for or not, at last
in this nonrelativistic theory. There are two main possi-
bilities, 1) the gravitational eld is responsible for those
diculties of many-particle quantum mechanics, or 2)
the many-particle quantum mechanics itself is not valid
for systems consisting of appropriately many particles,
independently of the gravitational eld. One could as-
sume that the equivalence principle can be derived from
QM laws, and by this the Theorem 7 would not be true {
there were no diculties. But such an assumption would
be strange and instead of the Theorem 7 a new problem
would arise: where the gravity law comes from in the QM
laws?
Some authors [35], [36], [37], [38], [39], [40], [41], [42]
suppose the gravity eld to be responsible for the state
vector reduction process. Those authors seem to agree
with the possibility 1). Others [43] treat the Quantum
Mechanics as a selfconsistent theory and the state vector
reduction as an apparent process which is an artefact of
the interactions with environment. We do not agree with
[43] in this respect, the present paper can be treated as
an argument in the discussion.
There are experiments testing the quantum laws for
"big" systems which are built of many quantum parti-
cles. See for example the beautiful experiment with the
superposition states of the fulleren molecule C60 [44]. We
expect that the Quantum Mechanical predictions fail in
such experiments for the appropriately big molecule.
It seems necessary to make a comment on the work
by J. Christian [29]. This is an interesting paper in
which a recasting of the Newton-Cartan-Schro¨dinger sys-
tem into a canonical form is reached. However, a bit
deeper analysis is needeed to derive some further con-
sequences. Namely, 1) the investigations of the symme-
try group of the Newton-Cartan theory is needed and
the role of the gauge freedom, 2) the investigation of the
quanization procedure of that canonical system is needed.
We have attacked the problem 1) in [11]. The canonical
formulation given in [29] cannot be reconciled with the
invariance property of the Newton-Cartan theory under
the Milne group. The present paper shows, that even if
it was possible to recast the Newton-Cartan theory into
a canonical form, then the problems indicated by Theo-
rems 8 and 9 would arise.
VII. SUMMARY
The covariance condition in quantum mechanics is
much stronger then the covariance condition at the clas-
sical level. There are many possibilities for the gener-
ally covariant classical theory of classical particles in the
gravitational eld with the inertial mass mi not equal to
the gravitational mass mg. This is imposible in quan-
tum theory { the covariance condition is so strong, that
it almost uniquely determines the wave equation, and
moreover, the equality mi = mg has to hold in the quan-
tum theory. This is acceptable from the physical point of
view, if the system of quantum particles is "small" { the
equivalence principle in QM cannot be derived from the
equality mi = mg. That is, the equivalence principle still
remains an open question, and the equivalence principle
cannot be derived, so that the equality mi = mg is not
so strange. But the equality mi = mg can be derived for
arbitrary "big" quantum system, provided the back reac-
tion of the system to the gravitational eld is negligible.
We could derive, then, that mi = mg for macroscopic sys-
tems, provided that the macroscopic system can be de-
scribed by the many-particle Quantum Mechanics. But
we have assumed that this is impossible. We conclude
from this that 1) the macroscopic systems cannot be de-
scribed by many-particle Quantum Mechanics, or 2) the
back reaction to the gravitational eld is not negligible.
Next, we have shown, that also the possibility 2) leads to
some diculties. So, in any case the QM laws of a many-
particle system in the gravitational eld are inconsistent.
We have left open the question if the gravitational eld is
responsible for this inconsitency allowing the possibility
that the many-particle QM laws are not valid for "big"
systems. We expect that some quantum mechanical pre-
dictions fail for the superposition states of a suitably big
molecule. According to the beautiful experiment [44] the
molecule has to be bigger than the fulleren molecule C60.
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IX. APPENDIX
A. Generalization of Bargmann’s theory
We investigate here the exponents  of a ray represen-
tations Tr in the space S of waves functions  fullling
(26). In the sequel any  is considered as an element of
S and not as any element of the Hilbert space of wave
functions in the "Schro¨dinger picture".
It becomes clear in the further analysis that the group
G in question has to full the cosistency condition that
for any r 2 G rt is a function of time only. Beside this we
conne ourselves to the classical Lie groups. We follow
Bargmann’s [4] line of reasoning if only it is possible.
Consider two representatives  i; i = 1; 2, of the unit
rays ψi. That is, k ik2t  ( i;  i)t = k ik2 = 1, it is
possible because  i are elements of rays and  i can be
"normed" in such away. Note rst, that
( 1 −  2;  1 −  2)t  k 1 −  2k2t
does depend on the time in general. Indeed, we have (for
unit  i)
2(1− j( 1;  2)tj)  k 1 −  2k2t = 2(1− Re( 1;  2)t) 
 2j1− ( 1;  2)tj; (44)
where Re stands for the real part.
Second, note that Schwarz’-like inequality is fullled
at each time t
j( 1;  2)tj 
p
( 1;  1)t( 2;  2)t
and both sides are equal if and only if  1 = (t) 2, in
our case j(t)j = 1 because  1 and  2 are unit.
We dene the inner product { a well dened time in-
dependent number
ψ1  ψ2 = sup
t2R
j( 1;  2)tj
where  1 and  2 are any elements of ψ1 and ψ1 respec-
tively. From the Schwarz’-like inequality ψ1  ψ2  1
and ψ1  ψ2 = 1 if and only if ψ1 = ψ2. The distance






k 1 −  2kt:
To show that d is really a metric in the space of unit rays,
we need a Lemma (we need this Lemma later on also).
LEMMA 1. The inequality
2(1− j( 1;  2)tj)  d(ψ1;ψ2)2
is valid for any t 2 R and any  i 2 ψi.
PROOF. Let  i be any two representatives of ψi re-
spectively. If  0i 2 ψi, then  0i = eiσi(t) i. After this one
has ( 01;  
0
2)t = e
iσ(t)( 1;  2)t with the relative phase
 = 2−1. Denote the set of all diereniable real func-
tions by D. We have
Re( 01;  
0
2)t = Re[e
iσ(t)( 1;  2)t]  jeiσ(t)( 1;  2)tj
= j( 1;  2)tj:
By this one has
inf
t2R
Re[eiσ(t)( 1;  2)t]  inf
t2R
j( 1;  2)tj:





Re[eiσ(t)( 1;  2)t]  inf
t2R
jf(t)j;









j( 1;  2)tj: (45)
On the other hand one gets (for unit rays ψi), using (44)






















Re( 01;  
0
2)t):
From (45) we get









j( 1;  2)tj > 2(1− j( 1;  2)tj;
for any t 2 R.
Note that the above proof is not valid for sets Si =
f(t) i; j j = 1g  S which are not equal to any rays.
This is because the expression j( 1;  2)tj is time depen-
dent in general if  i 2 Si, and in general the elements
 i 2 Si cannot be normed, see the preceding subsection.
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From the Lemma 1 and the Schwarz’-like inequality
follows that d(ψ1;ψ2) = 0 if and only if ψ1 = ψ2.
Making use of the triangle inequality
k 1 −  3kt  k 1 −  2kt + k 2 −  3kt
one can show the triangle inequality for d. Indeed, tak-
ing the supremum of both sides of the above triangle
inequality with respect to t 2 R and then the inmum
with respect to  1 2 ψ1 and  3 2 ψ3 we get (recall that










k 2 −  3kt:
Now, taking the inmum of the rst term on the right
hand side with respect to  2 2 ψ2 and then the same
inmum of the second term in the inequality (and mak-
ing use of the inequality) we get the triangle inequality:
d(ψ2;ψ3)  d(ψ1;ψ2) + d(ψ2;ψ3). We have proved in
this way that the rays ψ with d(ψ1;ψ2) form a metric
space.
LEMMA 2. The scalar product ψ1  ψ2 is continuous
wih respect to the metric d(ψ1;ψ2).
PROOF. Consider three unit rays ψ;ψ1;ψ2. Let  
and  1;  2 be any representatives of the rays. Then, one
has
jψ  ψ1 −ψ  ψ2j =
 sup
t2R
j( ;  1)tj − sup
t2R




fj( ;  1)tj − j( ;  2)tjg
 = sup
t2R
j j( ;  1)tj − j( ;  2)tj j
 sup
t2R
j( ;  1)t − ( ;  2)tj = sup
t2R
j( ;  1 −  2)tj:
But from Schwarz’-like inequality one has
sup
t2R
j( ;  1 −  2)tj  sup
t2R
k 1 −  2kt
for any representatives  i 2 ψi, (note that ( ;  )t =
k kt is a well dened number constant in time and equal
to 1, because  is a representative of a ray). Because the
inequality is valid for all representatives  i, so taking the
inmum of the right hand side with respect to  i 2 ψi
we nally get
jψ  ψ2 −ψ  ψ2j  d(ψ1;ψ2):
Repeating the same arguments one shows
jψ1  ψ2 −ψ3  ψ4j  d(ψ1;ψ3) + d(ψ2;ψ4):
Now we dene the operator ray
T = fT;  = (t) and j j = 1g
which corresponds to the operator T . Any T 2 T will be
called a representative of the ray T .
In the sequel only such operators T (acting in the space
S of waves  ) will be considered for which
(T 1; T 2)t = ( 1;  2)t if ( 1;  2)t = const = ( 1;  2);
for  i 2 S, and such that T transforms rays into rays
(note that our transformations Tr in (9) fulls the as-
sumptions). Of course any operator Tr of a representa-
tion of a covariance group has to transform rays into rays
and "Schro¨dinger pictures" into "Schro¨dinger pictures".
A comment is necessary on the assumption. It could
seem that the more simple assumption can be applied,
namely that (T 1; T 2)t = ( 1;  2)t for all  i 2 S. But
this is not the case. Such an assumption is too strong.
Consider for example the transformations (9), and the
wave function  and its transform  0 such that ( ;  0)t
depends on t. Then apply the time translation T (ac-
cording to (9)), after this (T ; T 0)t 6= ( ;  0)t in gen-
eral. This, however, poses no diculty because this time
 and  0 do not belong to the same "Schro¨dinger pic-
ture" and j( ;  0)tj cannot be interpreted as a transition
probability. On the other hand if the two waves  1 and
 2 both are members of the same "Schro¨dinger picture"
then j( 1;  2)tj = j(’1; ’2)j has the interpretation of the
transition probability and is constant, but according to
our assumption the transition probability is the same as
in the transformed frame: (T 1; T 2)t = ( 1;  2)t. This
is natural (and necessary from a quite general point of
view) that the transition probability between two physi-
cal states mesured by any observer should be the same.
Note, that in particular (T ; T )t = ( ;  )t = 1 for any
element  of any ray.
The product TV is dened as the set of all products
TV such that T 2 T and V 2 V .
After this the condition (26) can be written in the fol-
lowing equivalent form
T rT s = T rs:
Any representation T r (i.e. a mapping r 7! T r of G into
the operator rays) fullling the condition will be called a
ray representation. Because Tr transforms rays into rays,
we have Tr(eiξ(t) ) = eiξr(t)Tr . In the sequel we assume
that the the operators Tr are such that r(t) = (r−1t).
Note again, that our operators Tr in (9) full it.
Now we make the last assumption, namely the assump-
tion that all transition probabilities vary continuously
with the continuous variation of the coordinate transfor-
mation s 2 G:
(D) For any element r in G, any ray ψ and any positive
 there exists a neighborhood N of r on G such that
d(T sψ;T rψ) <  if s 2 N.
We consider a Lie group G in this subsection and the
meaning of the word ’neighborhood’ is clear. In the case
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of the group of transformations (6) the meaning has to
be dened, but we will do it later on, see subsection V.E.
Note that the assumption (D) is, in some sense, "nat-
ural" if the group G is a symmetry group. In such a case
Tr together with  belongs to the same "Schro¨dinger
picture" and the transition from the state  to the state
Tr is possible such that the words ’transition probabil-
ity betwen Tr and Ts ’ are meaningful. If the group G
is a covariance group, then the above two wave fuctions
do not belong to the same "Schro¨dinger picture" and in
general the meaning of the above transition probability is
not well dened in this case. But, (D) is still a "natural"
assumption. This is because the operators T of the repre-
sentation cannot depend on the dynamical objects of the
spacetime geometry (in our case they cannot depend on
the gravitational potential ). Indeed, T = T (; r) de-
pending on  would depend on the coordinate frame in
addition to the transformation r contrary to the fact that
T (l; rl) = Tr, see [45], because the potential has dierent
numerical forms in dierent frames. So, the representa-
tion T of G is universal in the sense that it has a common
form for all spacetimes (all gravitational potentials in our
case). So, one cannot exclude that for any xed r and s
there exists a potential such that the two Tr and Ts 
do belong to the same "Schro¨dinger picture" (of course
it can happen that it is not the case for any s0 6= s and
r0 6= r). This justies a "naturality" of (D).
Basing on the assumption (D) one can prove the fol-
lowing
THEOREM 2. Let T r be a continuous ray representa-
tion of a group G. For all r in a suitably chosen neigh-
borhood N0 of the unit element e of G one may select a
strongly continuous set of representatives Tr 2 T r. That
is, for any compact set C  R, any wave function  2 S,
any r 2 N0 and any positive  there exists a neighborhood
N of r such that kTs − Tr kt <  if s 2 N and t 2 C.
PROOF. (We follow closely Bargmann’s-Wigner’s ex-
position [4], the very small modication is due to the time
dependence of the phase factor). For each ray ψ we se-
lect one and only one representative  . Let ψo be a xed
ray and  o its representative chosen in accordance with
our selection. Set r = ψo  Trψo. By (D) and Lemma
2 r is a continuous function of r; note also that e = 1.
Then one can choose for a xed positive ; 0 <  < 1,
a neighborhood N0 of e such that  < r  1 for every
r 2 N0. Therefore we may select a uniquely determined
representative Tr 2 Tr for r 2 N0 which fulls the equa-
tion
( o; Tr o)t = r = ψo  T rψo; (46)
at each time t because r is a number 6= 0 for r 2 N0.
From the Schwarz’-like inequality one has Te o =  o and
because T e = 1, Te = 1. Note, that (46) is meaningful,
because Tr transforms rays into rays and ψo  T rψo is a
well dened number. This is the denition of Tr. Now
we will show its strong continuity.
We need some auxiliary relations. Let  2 ψ, and set
dr,s( )  d(T rψ;T sψ); r,s( )  (Tr ; Ts )t; (47)
zr,s( )  Ts − r,s( )Tr : (48)
Clearly zr,s( ) is orthogonal to Tr in the sense that
(zr,s( ); Tr )t = 0 for any t, so, we have, using Lemma
1
(zr,s( ); zr,s( ))t = kzr,s( )k2t = (Ts ; Ts )t−
−(Ts ; Tr )tr,s( ) = ( ;  )t − r,s( )r,s( ) =
= 1− jr,s( )j2  dr,s( )2: (49)
First, we show the continuity of Tr o. By (48) and
(46) ( o; zr,s( o)t = ( o; Ts o)t − r,s( o)( o; Tr o)t =
s − r,s( o)r, so that 1− r,s( o) = (1=r)fr − s +
( o; zr,s( o))tg. From Lemma 2 jr − sj  dr,s( o).
Thus we have by (44), (46) and (49), using the Schwarz’-
like inequality
kTs o − Tr okt  2j1− r,s( o)j  (4=)dr,s( o);
for all t, so for any t 2 C (with any compact C  R). But
from (D) for every positive  there exists a neighborhood
N of r such that (4=)dr,s( o) < 2 if s 2 N.
Second, consider a unit wave function  (from the se-
lected set) orthogonal to  o (i.e. ( ;  o)t = 0 for each
time t). Set  1 = (1=
p
2)( o +  ), so that k 1k2t =
constant = 1. By (48) (Tr o; zr,s( 1))t = (Tr o −
Ts o; Ts 1)t + (Ts o; Ts 1)t − r,s( 1)(Tr o; Tr 1)t.
Since ( o;  1)t = 1=
p
2 = const we have (Tr o; Tr 1)t =
( o;  1)t = 1=
p
2, according to our assumption about Tr.
So, we obtain
1− r,s( 1) =
p
2f(Tr o; zr,s( 1))t+
+(Ts o − Tr o; Ts 1)tg
and thus, by (49),
kTs 1 − Tr 1kt  2j1− r,s( 1)j 
 23/2fdr,s( 1) + kTs o − Tr oktg;
for any time t, so for any t 2 C. The continuity of Tr o,
proved above, implies the continuity of Tr 1 and by this
that of Tr =
p
2Tr 1 − Tr o.
Third, let  2 be arbitrary wave function from the se-
lected set of representatives. Set  2 = 1 o+2 1 where
 1 is a unit wave vector (from the selected set) orthogonal
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to  o. Then Tr 2 = 1Tr o+2Tr 1 and the continuity
of Tr 2 for any element  2 of the selected set follows.
Fourth, let e be any element of any ray ψ  S. So,
we have e = eiξ(t) for some element  of the selected
set. We have
kTs e − Tr e kt  jeifξs(t)−ξr(t)g − 1j+ kTs − Tr kt:
So, according to our assumption about Tr
kTs e − Tr e kt  jei(ξ(s−1t)−ξ(r−1t)gj+ kTs − Tr kt:
(50)
Because (t) is a dierentiable function (and by this con-
tinuous) and the group G is a Lie group (and by this a
continuous group, and rt is a continuous function of r and
t) then, for any compact C and any 0 there exists a neigh-
borhood N0 of r such that jeifξ(s−1t)−ξ(r−1t)g − 1j < 0 if
s 2 N0 and t 2 C. Indeed. The function F = F (s; t) 
jeifξ(s−1t)−ξ(r−1t)g − 1j > 0 is a continuous function of
(s; t), such that F (r; t) = 0. Let 0 be any positive num-
ber and C any compact subset of R. For any t 2 C there
exist a neighborhood Nt of r and a neighborhood Ct of t,







C  Ct1 [ : : : [ Ctn
for a nite sequence t1; :::; tn. Now we dene
N0 = Nt1 \ : : : \Ntn :
After this 0  F (s; t) < 0 for any (s; t) 2 N0  C. Note
that the compactness of C is essential. From this and
from the continuity of Tr and the inequality (50) the
continuity of Tr e for any element e of any ray follows.
Fifth, because any  2 S is a linear combination of
elements of rays and the sum of continuous functions is
a continuous function, then the continuity of Tr for any
 2 S follows.
REMARK. Note that the Theorem 2 is true for any
continuous group G, provided (D) is assumed for G
(the proof remains unchanged). Also in the case when
 = (X) the proof remains unchanged, of course the
conception of the ray has to be consistent with (27) and
with the time evolution of  (or Ψ in the Quantum Elec-
trodynamics) i.e. with the gauge freedom of the time
evolution.
The representatives Tr 2 T r selected as in the The-
orem 2 will be called admissible and the representation
Tr obtained in this way the admissible representation.
There are innitely many possibilities of such a selection
of admissible representation Tr (or innitely many -s
in (26)), and this is our aim now to classify them. We
conne ourselves to the local admissible representations
dened on a xed neighborhood No of e 2 G, as in the
Theorem 2.
Let Tr be an admissible representation. With the help
of the phase eiζ(r,t) with a real function (r; t) dieren-
tiable in t and continous in r we can dene
T 0r = e
iζ(r,t)Tr; (51)
which is a new admissible representation. This is trivial,
if one denes in the appropriate way the continuity of
(r; t) in r. Namely, from the Theorem 2 it follows that
the continuity has to be dened in the folowing way. The
function (r; t) will be called strongly continuous in r at
r0 if and only if for any compact set C and any positive
 there exist a neighborhood N0 of r0 such that
j(r0; t)− (r; t)j < ;
for all r 2 N0 and for all t 2 C. But the converse is
also true. Indeed, if T 0r also is an admissible represen-
tation, then (51) has to be fullled for a real function
(r; t) dierentiable in t because T 0r and Tr belong to the
same ray, and moreover, because both T 0r and Tr are
strongly continuous (in r for any  ) then (r; t) has to
be strongly continuous (in r).
Let Tr be an admissible representation, and by this
continuous in the sense indicated in the Theorem 1. One
can always choose the above  in such a way that Te = 1
as will be assumed it in the sequel.
Because TrTs and Trs belong to the same ray one has
TrTs = eiξ(r,s,t)Trs (52)
with a real function (r; s; t) dierentiable in t (the moti-
vation for the dierentiability assumption has been given
above). From the fact that Te = 1 we have
(e; e; t) = 0: (53)
From the associative law (TrTs)Tg = Tr(TsTg) one gets
(r; s; t) + (rs; g; t) = (s; g; r−1t) + (r; sg; t): (54)
The formula (54) is very important and our analysis
largely rests on this relation. From the fact that the
representation Tr is admissible follows that the exponent
(r; s; t) is continuous in r and s. Indeed, take a  be-
longing to a unit ray ψ, then making use of (52) we get
eiξ(r,s,t)(Trs − Tr0s0) + (Tr0(Ts0 − Ts) + (Tr0 − Tr)Ts =
= (eiξ(r
0,s0,t) − eiξ(r,s,t))Tr0s0 :
Taking norms k  kt of both sides, we get
jeiξ(r0,s0,t) − eiξ(r,s,t)j  k(Tr0s0 − Trs) kt+
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+kTr0(Ts0 − Ts) kt + k(Tr0 − Tr)Ts kt:
From this inequality and the continuity of Tr , the con-
tinuity of (r; s; t) in r and s follows. Moreover, from the
Theorem 2 and the above inequality the strong continuity
of (t; s; t) in r and s follows.
The formula (51) suggests the following denition.
Two admissible representations Tr and T 0r are called
equivalent if and only if T 0r = eiζ(r,t)Tr for some real func-
tion (r; t) dierentiable in t and strongly continuous in





0(r; s; t) = (r; s; t) + (r; t) + (s; r−1t)− (rs; t):
(55)
Then the two exponents  and 0 are equivalent if and
only if (55) is fullled with (r; t) strongly continuous in
r and dierentiable in t.
From (53) and (54) immediatelly follows that
(r; e; t) = 0 and (e; g; t) = 0; (56)
(r; r−1; t) = (r−1; r; r−1t): (57)
The relation (55) between  and 0 will be written in
short by
0 =  + []: (58)
The relation (55) between exponents  and 0 is reflexive,
symmetric and transitive. Indeed, we have:  = + []
with  = 0. Moreover, if 0 = +[] then  = 0+[−].
At last if 0 = +[] and 00 = 0+[0], then 00 = +
[ + 0]. So the relation is an equivalence relation, and
will be sometimes denoted by 0  . The equivalence
relation preserves the linear structure, that is if i  0i
(with the appropriate i-s) then 11+22  101+202
(with  = 11 + 22).
As was mentioned, our main task of this section is
the classication of (t;X) in the transformation law Tr
given by (9) for the Milne transformations r of the form
(6). Before we proceed further on, we show that the cor-
respondence  !  between  and  dened globally on
the group of transformations (6) is one-to-one, if only the
corresponding  does exist (the correspondence is up to
an irrelevant equivalence transformation of ). That is,
not for all  there exists the transformation Tr of the form
(9) with the exponent equal to , but if such a transfor-
mation does exist, then it is unique (up to an irrelevant
equivalence transformation). By this, the classication of
-s gives the full classication of all possible -s. Strictly
speaking this is true for the Milne group (6) with dier-
entiable ~A(t) (up to any order). But it is sucient for
us, that it is true for any Lie subgroup G of (6), which
contains the subgroup of space translations (see IV and
V. C). Let G be such a Lie subgroup of (6). Note, that
instead of the wave functions  (~x; t) one can investigate
the appropriately dened functions f(g; t), where g 2 G.
We make the denition below. Let us introduce the group
coordinates onG, in general the whole atlas of coordinate
maps has to be used, of course. But taking into account
the structure of the group (6), G is a semidirect product
GST  G1 of the space translation group GST and a Lie
group G1. So, there exists an atlas of coordinates (u; ya)
with the global coordinates u 2 R3 for GST , and ya the
coordinates of a map (a) belonging to an atlas of G1. As-
sume the coordinates on G to be dened by such an atlas,
xed once for all. Consider a galilean reference frame in
which the spacetime coordinates are (~x; t). There is a bi-
unique correspondence between ~x and the set S~x of such
elements g 2 G, that the space translation coordinates
u of g are equal to ~x. We dene the function f(g; t) to
correspond uniquely to  if and only if f(S~x; t) =  (~x; t),
that is, for any g 2 S~x f(g; t) =  (~x; t). After this the
transformation Tr takes on the following form
Trf(u; t) = e−iϑ(r,u,t)f(r−1u; r−1t); (59)
where #(r; S~x; t) = (t; ~x; t). Similarily,
( 1;  2)t =
Z
GST
f1 (g; t)f2(g; t) d
0g  (f1; f2)t;
where GST stands for the space translation subgroup of
G and d0g is the left invariant measure on GST induced
by the left invariant measure dg on G. So we have con-
structed another realization of S, which will be denoted
by the same symbol S. We will show that there is a
biunique correspondence between equivalence classes of
# (or ) and equivalence classes of exponents  for the
group G. It is trivial, of course, that for any transfor-
mation Tr dened by # there exist uniquely determined
exponent , which can be easily computed to be equal
(r; s; t) = #(rs; g; t) − #(s; r−1g; r−1t)− #(r; g; t);
(60)
and the dependence on g cancels on the right hand side.
But also conversely, if # denes a strongly continuous
representation Tr with the exponent , then # is deter-
mined up to an equivalence transformation. Indeed, be-
cause Tr corresponding to # is a ray representation with
the exponent equal to , then # has to full Eq. (60).
Substituting s = r−1g to the equation (60) we get
#(r; g; t) = −(r; r−1g; t) + #(g; g; t)− #(r−1g; r−1g; r−1t)
 −(r; r−1g; t) + #(r; g; t): (61)
Because  is an exponent it fulls (54) and it can be
shown that the function e#(r; g; t) = −(r; r−1g; t) fulls
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the equation (60), so the function #(r; g; t) = #(g; g; t)−
#(r−1g; r−1g; r−1t) has to full the equation
#(rs; g; t)−#(s; r−1g; r−1t)−#(r; g; t) = 0;
which is indeed, identically fullled. We show that
the two functions #(r; g; t) and #0(r; g; t) = #(r; g; t) +
#(g; g; t) − #(r−1g; r−1g; r−1t) = #(r; g; t) + #(r; g; t)
dene two equivalent representations Tr and T 0r, given
by (59). That is, from (61) it follows that #(r; g; t) =
−(r; r−1g; t) up to an irrelevat equivalence transforma-
tion.
One can simply "reparametrize" the space S, and this
"reparametrization" will induce a trivial "reparemetriza-
tion" of the form of Tr: Tr ! T 0r. Namely, consider a
linear isomorphism L of the space S: L : S ! S, such
that
(i) (Lf1; Lf2)t = (f1; f2)t, if (f1; f2)t does not depend
on the time t,
(ii) L(eζ(t)f) = eiζ(t)Lf ,
where we consider the action of L in the space S of f(g; t)
constructed above. Then the isomorphism induces a new
form T 0r = LTrL−1 of the ray representation Tr with





The two representations Tr and T 0r = LTrL−1 are equiv-
alent, or loosely speaking they are "unitarily" equiva-
lent. Compare to the notion of equivalence of two uni-
tary representations [46]. Take for example L : f(g; t) !
e−iϑ(g,g,t)f(g; t) = f 0(g; t), then T 0r = LTrL
−1 has the
form (59) with
#0(r; g; t) = #(r; g; t) + #(g; g; t)− #(r−1g; r−1g; r−1t)
= #(r; g; t) + #(r; g; t):
The space L(S) is another realization of S obtained by
a trivial "rephasing" of its elements by a phase com-
mon for all elements. Similarily, the representation T 0r
is only a "reparametrized" form of the representation Tr
and should not be treated as a new representation essen-
tially dierent from Tr. Note, that in this new realisation
L(S) of S the condition f 0(S~x; t) =  (~x; t) is no longer
true in general. Summing up, the correspondence be-
tween equivalence classes of #-s and -s is one-to-one,
that is, there always exists the transformation Tr of the
form (59) with the a priori given exponent , dened by
#(r; g; t) = −(r; r−1g; t). However, such a Tr acts in the
space S of functions f(g; t) which depends on all group
coordinates of g and the identication  (~x; t) = f(S~x; t)
is impossible in general. But it will be sometimes possi-
ble to connect with this representation (of the form (59))
the representation of the form (9). It is readily seen from
our discussion, that this is the case if there exists such
a function (g; t) that e−iφ(g,t)f(g; t) = f 0(g; t) as well
as #(t; g; t) + (r; g; t) are constant along g 2 S~x. In-
deed, we can construct a representation T 0r equivalent to
the initial one obtained by the rephasing f ! e−iφf of
the space S. The new representation T 0r fulls the con-
dition: f 0(g1; t) = f 0(g2; t) for all gi 2 S~x, and by this
the counterpart representation Tr of the form (9) can be
built up, or equivalently the (r;X) can be built up. The
construction of the "-type" representation is unique up
to the equivalence relation. Indeed, the phase function
(g; t) described above is not unique. One can always
add an additive term 0(g; t) to (g; t), but then, the
additive term 0(g; t) has to be constant along g 2 S~x.
This means that (r;X) in (9) is determined up to an
additive term ’ = ’(X)− ’(r−1X). But 0 =  + ’
denes the representation T 0r (of the form (9)) equiva-
lent to the representation Tr (of the type (9)) dened
by . The representation dened by 0 is obtained from
the representation dened by  by the trivial rephasing
 (X) ! e−iϕ(X) (X) of the space S of wave functions
 (X). That is, if there corresponds a  to a given , then
the correspondence is unique up to a trivial equivalence
relation { the rephasing of S. So, we have explained the
motivation: to classify all ’s and by this to get the full
classication of ’s in (9). The classication is full in the
sense that no  can be omitted in it, but of course, there
is the problem that no  can exists for a given . We solve
the problem for the Galilean group and the Milne group,
see V.B and V.C. There is of course another problem,
if a given local  can be extended on the whole group,
we will investigate this problem later on (see Theorems
4 and 5).
Having given the motivation, let us pass to the classi-
cation problem of all local . We introduce now the group
H , the very important notion for the further investiga-
tions. It is evident that all operators Tr contained in all
rays T r form a group under multiplication. Indeed, con-
sider an admissible representation Tr with a well dened
(r; s; t) in the formula (52). Because any Tr 2 T r has
the form eiθ(t)Tr (with a real and dierentiable , which




This important relation suggest the following denition
of the group H connected with the admissible representa-
tion or with the exponent (r; s; t). Namely, H consists
of the pairs f(t); rg where (t) is a dierentiable real
function and r 2 G. The multiplication rule, suggested
by the above relation, is dened as follows
f(t); rg  f0(t); r0g = f(t) + 0(r−1t) + (r; r0; t); rr0g:
(62)
The associative law for this multiplication rule is equiv-
alent to (54) (in a complete analogy with the classi-
cal Bargmann’s theory). The pair e = f0; eg plays
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the role of the unit element in H . For any element
f(t); rg 2 H there exists the inverse f(t); rg−1 =
f−(rt) − (r; r−1; rt); r−1g. Indeed, from (57) it fol-
lows that f; rg−1  f; rg = f; rg  f; rg−1 = e. The
elements f(t); eg form an abelian subgroup T of H .
Any f; rg 2 H can be uniquely written as f(t); rg =
f(t); eg  f0; eg. Also the same element can be uniquely
expressed in the form f(t); rg = f0; rg  f(rt); eg. So,
we have H = T  G = G  T . The abelian subgroup T
is a normal factor subgroup of H . But this time G does
not form any normal factor subgroup of H (contrary to
the classical case investigated by Bargmann, when the
exponents are time independent). So, this time H is not
direct product of T and G, but it is a semidirect product
of T and G, see e.g. [47] where the semidirect product of
two continuous groups is investigated in detail. In this
case however the theorem that G is locally isomorphic
to the factor group H=T is still valid, see [47]. Then
the group H composes a semicentral extension of G and
not a central extension of G as in the Bargmann’s the-
ory. We introduce the explicit denition of a topology
in which the multiplication rule (62) is continuous. The
topology is not arbitrary, and it has to be such a topol-
ogy which assures the strong continuity of (r; s; t) in r
and s. But on the other hand the topology cannot be
more restrictive, because some exponents would be omit-
ted. Such a topology is uniquely determined. As we have
seen H is a semidirect product T G of the abelian group
T and G. So, it is sucient to introduce a topology in T
and in G separately and dene the topology of H as the
semi-cartesian product of T and G, see [47]. It is su-
cient to introduce such a topology in T that the following
three operations are continuous: (1) addition of elements
of T , (2) number multiplication: (; (t)) ! (t), (3)
the translation: (r; (t)) ! (r−1t) (as we will see the
continuity of (; (t)) ! (t − ) is sucient). In addi-
tion, from the continuity of (62) the strong continuity of
(r; s; t) should follow (recall, that strong continuity of 
is a consequence of Theorem 2). But on the other hand
the topology cannot be more restrictive { no  fullling
the conditions of Theorem 2 can be ommited if one wants
to get the full classication of ’s. That is T should be a
topological linear space of dierentiable functions (t) in
which the translation is continuous and the convergence
n !  is equivalent to the strong convergence: for any
compact set C and any positive  there exist a number n0
such that jn(t) − (t)j <  for all n > n0 and for all
t 2 C . Such a topology is given by the metric
d(1; 2) = max
n2N
2−npn(2 − 1)





where Cn are compact sets such that C1  C2  : : :
and
S
n2N Cn = R (compare any handbook of Functional
Analysis).
The rest of this subsection is based on the follow-
ing reasoning (the author was largely inspired by the
Bargmann’s work [4]). If the two exponents  and 0
are equivalent, that is 0 = + [], then the semicentral
extensions H and H 0 connected with  and 0 are iso-
morphic. The isomorphism h : f; rg 7! f0; r0g is given
by
0(t) = (t) − (r; t); r0 = r: (64)
Indeed, h is a homomorphism, because
h(f1; r1gf2; r2g) = h(f1; r1g)h(f2; r2g);
and h is continuous with respect to the topology dened
as above, because (r; t) is strongly continuous in r. Us-
ing an Iwasawa-type construction we show that any ex-
ponent (r; s; t) is equivalent to a dierentiable one (in r
and s). Next, we show that if G is a Lie group then one
can consider a nite-dimensional space T of dierentiable
functions (t) such that the elements f; rg ( 2 T ) form
a group HH with the multiplication law given by (62),
such that HH is a Lie group itself. After this the above
homomorsm h given by (64) denes a local isomorphism
between Lie groups HH and H 0H. But from the classical
theory of Lie groups follows that any local Lie group de-
nes in a unique way a Lie algebra and vice versa. So, in
our case to any local exponent  corresponds an equiv-
alent dierentiable exponent 0 which denes (by (62))
a local Lie group HH, and by this a Lie algebra H of
HH, and vice versa. As we will see the algebra denes
a time dependent antilinear form  on the Lie algebra
G of G, the so called innitesimal exponent . So, bas-
ing on the classical theory of Lie groups we can see that
the correspondence between local exponents  and in-
nitesimal exponents  is one-to-one. That is, we can
translate the equivalence of local exponents  into the
local isomorphism of Lie groups HH and by this, on the
isomorphism of algebras H, i.e. into the equivalence of
innitesimal exponents  (into a kind of a linear relation
between innitesimal exponents ). So, we will simplify
the problem of the classication to a largely linear prob-
lem.
IWASAWA CONSTRUCTION. Denote by dr and dr
the left and right invariant Haar measure on G. Let (r)
and (r) be two innitely dierentiable functions on G
with compact supports contained in the xed neighbor-
hood N0 of e. Multiplying them by the appropriate con-
stants we can always reach:
R




1. Let (r; s; t) be any admissible local exponent dened
on N0. We will construct a dierentiable (in r and s)
exponent 00(r; s; t) which is equivalent to (r; s; t) and is
dened on N0, in the following two steps:
0 =  + []; with (r; t) = −
Z
G
(r; l; t)(l) dl;
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00 = 0 + [0]; with 0(r; t) = −
Z
G
0(u; r; ut)(u) du:
Using rst (55) and (54) and then the left invariance
property of the integral, we get:
0(r; s; t) =
Z
G
f(r; s; t)− (r; l; t)− (s; l; r−1t)+








(r; sl; t)(l) dl −
Z
G




(r; l; t)(s−1l) dl −
Z
G




(r; l; t)f(s−1)− (l)g dl:
So, we get
0(r; s; ur−1t) =
Z
G
(u; l; ur−1t)f(s−1l)(l)g dl: (65)
In a similar way one gets
00(r; s; t) =
Z
G
f0(r; s; t)− 0(u; r; ut)− 0(u; s; ur−1t)+








0(ur; s; ut)(u) du−
Z
G












0(u; s; ur−1t)f(ur−1)− (u)g du:
Inserting (65) to the formula we nally get
00(r; s; t) =
Z Z
G
(u; l; ur−1t)f(s−1l)− (l)g
f(ur−1)− (u)g dl du:
Because  and  are dierentiable (up to any order) and
(r; s; t) is a dierentiable function of t (up to any order,
see V.A) then 00(r; s; t) is a dierentiable (up to any
order) exponent in all variables (r; s; t).
LEMMA 3. If two dierentiable exponents  and 0
are equivalent, that is, if 0 =  + [], then (r; t) is
dierentiable in r.
PROOF. Clearly, the function (r; s; t) = 0(r; s; t) −
(r; s; t) is dierentiable. Similarly the function (r; t) =R
G (r; u; t)(u) du, where  is dened as in the Iwasawa
construction, is a dierentiable function. But the dier-








f(u; r−1t)(u)− (u; t)(r−1u)g du
and clearly it is a dierentiable function. By this  =
 − 0 also is a dierentiable function (recall that (r; t)
is dierentiable function of t, see V.A).
LEMMA 4. Every (local) exponent of one-parameter
group is equivalent to zero.
PROOF. We can map such a group r = r()   on
the real line ( 2 R) in such a way that r()r( 0) =
r( +  0). Set




From (53), (56) and (54) one gets
(0; 0; t) = 0; (; 0; t) = 0; (66)
(;  0; t) + ( +  0; t) = ( 0;  00; r(−)t)+
+(;  0 +  00; t): (67)
Now we derive the expression with respect to  00 at  00 =
0. This yields (with the above denition of #)
#( +  0; 0; t) = #( 0; 0; r(−)t) + #(;  0; t): (68)




#(; 0; t) d =
Z 1
0
#(; 0; t) d:
We have then




#(; 0; t) d −
Z τ
0









#(; 0; t) d −
Z τ 0
0




f#( + ; 0; t)− #(; 0; r(−)t)g d:










d = (;  0; t)
and  is equivalent to 0.
Let us recall that the continuous curve r() in a Lie
group G is a one-parameter subgroup if and only if
r(1)r(2) = r(1+2) i.e. r() = (r0)τ , for some element
r0 2 G, note that the real power rτ is well dened on a Lie
group (at least on some neighborhood of e). The coordi-
nates k in G are canonical if and only if any curve of the
form r() = k (where the coordinates k are xed) is
a one-parameter subgroup (the curve r() = k will be
denoted in short by a, with the coordinates of a equal to
k. The "vector" a is called by physicists the generator of
the one-parameter subgroup a. Denote the coordinates
of r, s and rs by k, k and fk = fk(i; j), assume
the coordinates of e to be 0. Then in any dierentiable
coordinates (not necessarily canonical)
fk(i; e) = fk(i; 0; : : : ; 0) = k;
fk(0; : : : ; 0; j) = k;




ijl + "k; (69)
where "k are of the fourth order of magnitude in the co-




ijl are some constants.




if the group coordinates are canonical. Note that it is
true in any "new" coordinates 0k dened as functions




Such new coordinates will be called admissible. Note
that the alternative denition of admissible coordinates
is possible: in those coordinates any curve r() = a is a
one-parameter subgroup up to the second order in  .
A local exponent  of a Lie group G is called canonical
if (r; s; t) is dierentiable in all variables and (r; s; t) =
0 if r and s are elements of the same one-parameter sub-
group.
LEMMA 5. Every local exponent  of a Lie group is
equivalent to a canonical local exponent.
PROOF. Set j and i for the canonical coordinates











k#k(r; 0; t) d:
Consider a one-parameter subgroup r() generated by a,
i.e r() = a. Because  is a local exponent fullling
(53), (54) and (56) then 0(;  0; t)  (a;  0a; t) fulls
(66) and (67). Repeating now the same steps as in the
proof of Lemma 4 one can show that
(a;  0a; t) + [(a; t)] = 0:
LEMMA 6. Let  and 0 be two dierentiable and
equivalent local exponents of a Lie group G, and assume
 to be canonical. Then 0 is canonical if and only if
0 = +[], where (r; t) is a linear form in the canon-




i.e. (a; (a)t) is constant as a function of  .







such that a is the generator of the regular representation
of r() = a and af(X) = 0 means that f(X) is constant
along the integral curves X() = (a)X0. After this from
the condition of Lemma 6 follows that
a(a; t) = 0:
The notation seems to be innatural in the presented con-
text when the exponent  depends on the time t only.
But it is very useful in general when  depends on all
spacetime coordinates X (recall that our proofs are valid
also in this general case and we mark explicitly the im-
portant dierence between the time and the spacetime
dependent ).
PROOF of Lemma 6. 1o. Necessity of the condi-
tion. Because the exponents are equivalent we have
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0(r; s; t) = (r; s; t) + []. Because both  and 0 are
dierentiable then (r; t) also is a dierentiable function,
which follows from Lemma 3. Suppose that r = a
and s =  0a. Because of both  and 0 are canoni-
cal we have (a;  0a; t) = 0(a;  0a; t) = 0, such that
[](a;  0a; t) = 0, i.e.
(( +  0)a; t) = (a; t) + ( 0a; (−a)t):










 is dierentiable (up to any order) and we can use the




















where 0 and 00 stand for the rst and the second deriva-
tive of (xa; t) with respect to x, and 0   τ
n
 1. Recall
that in the Taylor formula f(x + h) = f(x) + f 0(x)h +
1=2f 00(x + hh)h2 the h 2 [0; 1] depends on h, which
is marked by the subscript h: h. Inserting  = n = 1
to the formula and multiplying it by =n (provided the
coordinates a of an element r0 2 G are chosen in such
a way that r0 lies in the neighborhood N0 on which the






f0(0; t) + 1
2
00(1a; t)g:





















































Denote the supremum and the inmum of the function
00(xa; (−ya)t) in the square (0  x  ; 0  y  ) by



















































Taking into account that the functions 0 and 00 are inde-
pendent the general solution  fullling [](a;  0a) = 0




&(a; (−a)t) d; (71)
where & = &(r; t) is any dierentiable function. Dieren-
tiate now the expression (71) with respect to  at  = 0.








where ak stands for the coordinates of a. So, the func-
tion &(a; t) is linear with respect to a. Denote the time
coordinate t of the spacetime point X by t(X). Suppose
in addition that the spacetime coordinates X are chosen
in such a way that the integral curves X(x) = (xa)X0
are coordinate lines, which is possible for appropriately
small  . There are of course three remaining families of
coordinate lines beside X(x), which can be chosen in ar-
bitrary way, the parameters of which will be denoted by
yi. After this, Eq. (71) reads
(a; t(x; yi)) =
Z τ
0
&(a; t(x− ; yi)) d:
Inserting  = 1 to this formula one gets
(a; t(x; yi)) =
Z 1
0
&(a; t(x− ; yk)) d:
So, because &(a; t) is linear with respect to a the function
(a; t) is also linear in a. From the linearity of (a; t) and
from (71) we have











&(a; t(z; yi)) dz;
for any  (of course with appropriately small j j, in our
case j j  1) and for any (appropriately small) x. But
this is possible for the function &(a; t(x; yk)) continu-
ous in x (in our case dierentiable in x) if and only if
&(a; t(x; yk)) does not depend on x. This means that
(a; t(x; yk)) does not depend on x and the condition of
Lemma 6 is proved.
2o. Suciency of the condition. If (r; t) = (r; t) fulls
the condition of Lemma 6, then 0 =  + [] is dier-
entiable and because (a; (a)−1t) does not depend on 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(and by this (a; (a)−1t) = (a; t)) and  is linear in
the rst argument, we have
[](a;  0a) = (a; t) + ( 0a; (a)−1t)−
−(( +  0)a; t) = (a; t) +  0(a; t)−
−( +  0)(a; t) = 0: (73)
At last because  is canonical (a;  0a; t) = 0, then, from
(73) 0(a;  0a; t) = 0 and 0 is canonical.
REMARK. Up to now there is no dierence between
the time-dependent exponent  and spacetime-dependent
exponent. All proofs are constructed in such a way that
it is sucient to replace the time t by X . But now we
proceed to construct a nite dimensional Lie subgroup
of the semicentral extension H of G. In general, such a
construction is impossible for X-dependent . Because
the classication of X-dependent -s also has interesting
physical applications we sketch briefly the machinery of
the classication of (r; s;X) in the separate Appendix
B. In the rest of this subsection we conne ourselves to
the time-dependent .
LIE SUBGROUP HH OF H . The topology of H was
dened in the comment to the formula (62). In this topol-
ogy the multiplication operation as dened by Eq. (62)
is a continuous operation. From Lemma 5 it follows that
you can conne yourself to the canonical exponents .
Let us assume the coordinates on G to be canonical (in
these coordinates the multiplication function fk fulls
(69)). We will investigate rst the one-parameter curves







where the limes is in the sense of the topology of H .
Inserting the multiplication rule (62) and the expansion
(69) of the multiplication function fk in G to this deni-
tion we get after simple computations
[a;b] = fa − b+ (a; b; t); [a; b]g; (75)
(a; b; t) = lim
τ!0
−2f((a)(b); (a)−1(b)−1; t)+
+(a; b; t) + ((a)−1; (b)−1; (b)−1(a)−1t)g; (76)
where a = f(t); ag, b = f(t); bg, and [a; b] is the Lie
bracket in the Lie algebra G of the Lie group G. Recall
that a(t) was dened in the comment to the Lemma
6. The limit in (76), induced by the topology of H , is
dened by the metric (63). That is, this is the almost
uniform convergence limit. Note that because  is dier-
entiable and canonical the expression (75) is well dened.
Indeed, because  is dierentiable we can expand it up to
the (say) fourth order in the canonical coordinates on G
around the point 0 (i.e. around e 2 G), and taking into
account (53) and (56) we get (around 0)
(i; j ; t) = aijij + bijlijl + dijlijl + "; (77)
where aij ; bijl, dijl and " are some dierentiable functions
of the time t, and " is of the fourth order of magnitude in
(i; j) that is, " is of a higher order than the second in
i and i separately. Because  is canonical aij = −aji.
Inserting it to (76) one can easily see that (76) is well
dened and because aij is antisymmetric the expression
[a;b] also is antisymmetric. Inserting the expansion (77)
to the formula (76) one can easily see that (a; b; t) is an
antilinear form in a and b.
From the associative law in H one gets
((a)(b))(c) = (a)((b)(c)):
We divide now the above expression by 3 and then pass










Again both limits exist, which can be shown in the anal-
ysis similar to that used for the existence investigation
of [a;b]. Inserting the explicit values of those limits one
obtains
([a; a0]; a00; t) + ([a0; a00]; a; t) + ([a00; a]; a0; t) =
= a(a0; a00; t) + a′(a00; a; t) + a′′(a; a0; t); (78)
which can be shown to be equivalent to the Jacobi iden-
tity
[[a; a0]; a00] + [[a0; a00]; a] + [[a00; a]; a0] = 0: (79)
So, we have constructed in this way a Lie algebra with
[a;b] (dened for all a = f(t); ag with dierentiable (t)
and a belonging to the Lie algebra G of G) using the
formula (75). We will show that in our case this alge-
bra always possesses a nite dimensional Lie subalgebra
H which contains all elements a = f0; ag with a 2 G
(which is not the case, in general, for the spacetime-
depending ). In our case, however, according to our
assumption about G (compare for example any nite di-
mensional subgroup of (6)) any r 2 G transforms simul-
taneity hyperplanes into simultaneity hyperplanes. So,
there are two possibilities for any r 2 G. First, when
r does not change the time: t(rX) = t(X) and the sec-
ond in which the time is changed, but in such a way
that t(rX) − t(X) = f(t). We assume in addition that
the base generators ak 2 G can be chosen in such away
that only one acts on the time as the translation and the
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remaining ones do not act on the time. After this the
Jacobi identity (78) reads
([a; a0]; a00) + ([a0; a00]; a) + ([a00; a]; a0) = @t(a0; a00);
(80)
if one and only one among a; a0; a00 is the time translation
generator, namely a, and
([a; a0]; a00) + ([a0; a00]; a) + ([a00; a]; a0) = 0; (81)
in all remaining cases. So, the elements aijk =
fij(t); akg where ij(t) = (ai; aj; t) compose the base
of a nite dimensional algebra H with the Lie bracket
dened by (75). Indeed, any akij(t) is equal to 0 or
@tij(t), but, as we have seen above, it follows from the
Jacobi identity that @tij is a linear combination of ij .
We will show
LEMMA 7. The Lie group HH generated by the Lie
algebra H is really a subgroup of the semicentral extension
H, and HH is a semicentral extension of G.
It means that HH contains all elements f0; rg, r 2 G








We dene the correspondence r() = a = f(t); ag !
raˇ() between a and raˇ() in the following way






We have to show that 1o. the above correspondence is
one-to-one (at least for appropriately small ), and 2o.
that the one-parameter subgroups also generate H.






is one-to-one for f(t); ag 2 H when  is appropriately
small. Indeed, it is trivial when a does not act on the
time t. Suppose then, that a does act on t and { ac-











(t− ) d = 0
for all t and dierentiable (t) if and only if (t) is a
periodic function with the period T  j j the integer-
multiple of which is equal to  . But H { being a nite-
dimensional vector space { cannot contain f(t); ag with
 having arbitrary small period T (if H does not contain
any f; ag with a periodic , then the correspondence
(82) is one-to-one). So, there exists the inmum T0 > 0
of all periods T of periodic -s such that f; ag 2 H.
Then, the correspondence as dened by (82) is one-to-one
if 0 < j j < T0. From this immediately follows that the
correspondence a$ raˇ() is one-to-one if 0 < j j < T0.
2o. As is well known from the classical theory of Lie
groups the elements of the Lie algebra are dened by the
one-parameter subgroups raˇ() in this way (the limits are












Note, that the raising to a real power (raˇ)λ is well
dened if only a 2 H. It is almost trivial if a
does not act on the time, so, let us assume a to be
the time translation: t ! t +  . But two elements
r1 = f1(t); ag and r2 = f2(t); ag full the condi-
tion r1r1 = r2r2 = fi(t) + i(t − ); 2ag if and only
if the function (t) = 2(t) − 1(t) fulls the condition
(t) = −(t − ) (note that we conne ourselves to the
canonical exponent: (a;  0a; t) = 0). From this fol-
lows that (t) = (t − 2) and (t) is a periodic func-
tion with the period T = 2 . Choosing an appropriately
small neigbourhood N0 of e 2 H we can see that (raˇ) 12
is well (uniquely) dened if raˇ 2 N0. It is sucient to
choose the neigbourhood N0 in such a way that it does
not contain any time translations t ! t +  ( = 2)
with T0  jj. But applying recurrently our reasoning
one can see that for any raˇ 2 N0 there exists the rational




2k , for any natural k. Because,
for any elements r1; r2 2 N0, there exist their inverse
and their product r1r2 we can see that for any raˇ 2 N0
there exists uniquely dened rational power (raˇ)λ, where
 = p1=2k1 + : : : + pm=2km for any integers pi; kj and
any natural m. But such a set of rational -s is dense
in R (compare to the binary system), and by continuity
in H the rational power is well dened for any  with
appropriately small jj.
It is easy to see that in our case the above limit given
by Eq. (83) is unique, which is the consequence of the
biuniquenees of (82) and is really equal to a.













The vector addition ab in the Lie algebra is dened by











which in our case is equal to the ordinary addition ab =
f; ag  f; bg = f+ ; a+ bg. Finally, the Lie bracket
34
in the standard theory is dened by the one-parameter

















which, after the computations similar to those used to
derive the Eq. (75), can be seen to be equal
[a;b] = fa − b+ (a; b); [a; b]g:
That is, we get a formula identical to (75) obtained for
the curves a and b. This means that the local Lie
group HH generated by the Lie algebra H is a subgroup
of H , that is the multiplication law in HH is given by
(62). Geometrically, it means that the curves a and
raˇ() dene exactly the same element a 2 H, or so to
speak, the curves both have exactly the same tangent
vector a at e.
From the classical theory of Lie groups it follows that
the correspondence H$ HH is biunique, (at least for the
local Lie group HH). By this we have a
COROLLARY. The correspondence  !  between the
local  and the innitesimal exponent  is one-to-one.
Note that the words ’local  = (r; s; t)’ mean that
(r; s; t) is dened for r and s belonging to a xed neigh-
bourhood N0  G of e 2 G, but in our case it is dened
globally as a function of the time variable t 2 R.
Suppose the dimension of G to be n. Let ak with
k  n be the base in the Lie algebra G of G. Let
us introduce the base aj in H in the following way:
an+1 = f1(t); 0g; : : : ; an+p = fp(t); 0g and a1 =
f0; a1g; : : : ; an = f0; ang. After this we have
[ai; aj ] = ckijak + (ai; aj); (84)
for i; j  n. It means that, in general, the commuta-
tion relations of a ray representation of G are not equal
to the commutation relations [Ai; Aj ] = ckijAk of G, but
they are equal to [Ai; Aj ] = ckijAk + (ai; aj ; t)  1. The




(Tτai − 1) 

:
Now, we pass to describe the relation between the in-
nitesimal exponents  and local exponents . Let us
compute rst the innitesimal exponents  and 0 given
by (76) which correspond to the two equivalent canon-
ical local exponents  and 0 =  + []. Inserting
0 =  + [] to the formula (76) one gets
0(a; b; t) = (a; b; t) + a(b; t)− b(a; t)− ([a; b]; t):
(85)
Recall, that according to the Lemma 5, we can con-
ne ourselves to the canonical exponents. According to
Lemma 6  = (a; (b)t) is a constant function of  if
a = b, and (a; t) is linear with respect to a (we use the
canonical coordinates on G). By this 0(a; b; t) is anti-
symmetric in a and b and fulls (78) if only (a; b; t) is
antisymmetric in a and b and fulls (78). This suggests
the denition: two innitesimal exponents  and 0 will
be called equivalent if and only if the relation (85) holds.
For short we write the relation (85) as follows:
0 =  + d[]:
LEMMA 8. Two canonical local exponents  and 0 are
equivalent if and only if the corresponding innitesimal
exponents  and 0 are equivalent.
PROOF. (1) Assume  and 0 to be equivalent. Then,
by the denition of equivalence of innitesimal exponents
0 =  + d[]. (2) Assume  and 0 to be equivalent:
0 =  + d[] for some linear form (a; t) such that
(a; (a)t) does not depend on  . Then  + [] ! 0,
and by the uniqueness of the correspondence  ! ,
0 =  + [], i.e.  and 0 are equivalent.
At last from lemma 5 every local exponent is equivalent
to a canonical one and by the Corollary to every  corre-
sponds uniquely a local exponent, so we can summarise
our results in the
THEOREM 3. (1) On a Lie group G, every local
exponent (r; s; t) is equivalent to a canonical local ex-
ponent 0(r; s; t) which, on some canonical neighbour-
hood N0, is analytic in canonical coordinates of r and
s and in t and vanishes if r and s belong to the same
one-parameter subgroup. Two canonical local exponents
; 0 are equivalent if and only if 0 =  + [] on
some canonical neighbourhood, where (r; t) is a lin-
ear form in the canonical coordinates of r such that
(r; st) does not depend on s if s belongs to the same
one-parameter subgroup as r. (2) To every canonical
local exponent of G corresponds uniquely an innitesi-
mal exponent (a; b; t) on the Lie algebra G of G, i.e.
a bilinear antisymmetric form which satises the iden-
tity ([a; a0]; a00; t) + ([a0; a00]; a; t) + (a00; a]; a0; t) =
a(a0; a00; t) + a′(a00; a; t) + a′′(a; a0; t). The corre-
spondence is linear. (3) Two canonical local exponents
; 0 are equivalent if and only if the corresponding ;0
are equivalent, i.e. 0(a; b; t) = (a; b; t) + a(b; t) −
b(a; t)−([a; b]; t) where (a; t) is a linear form in a on
G such that d(a; (b)t)=d = 0 if a = b. (4) There ex-
ist a one-to-one correspondence between the equivalence
classes of local exponents  (global in t) of G and the
equivalence classes of innitesimal exponents  of G.
Theorem 3 provides the full classication of exponents
(r; s; t) local in r and s, dened for all t. But we will
show that if G is connected and simply connected then
we have the following theorems. (1) If an extension 0
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of a given local (in r and s) exponent  does exist, then
it is uniquely determined (up to the equivalence trans-
formation (55)) (Theorem 4). (2) There exists such an
extension 0 (Theorem 5).
THEOREM 4. Let  and 0 be two equivalent local ex-
ponents of a connected and simply connected group G,
so that 0 =  + [] on some neighbourhood, and as-
sume the exponents 1 and 01 of G to be extensions of
 and 0 respectively. Then, for all r; s 2 G 01(r; s; t) =
1(r; s; t) + [1] where 1(r; t) is strongly continuous in
r and dierentiable in t, and 1(r; t) = (r; t), for all t
and for all r belonging to some neighbourhood of e 2 G.
PROOF. The two exponents 1 and 01 being strongly
continuous (by assumption) dene two semicentral ex-
tensions H1 = T1 G and H 01 = T 01 G, which are continu-
ous groups, with the topology dened in the comment to
the formula (62). Note, that the linear groups T1; T 01 are
connected and simply connected. Because H1 and H 01
both are semi-cartesian products of two connected and
simply connected groups they are both connected and
simply connected. Eq. (64) denes a local isomorphism
mapping h : r ! r0 = h(r) of H1 into H 01
h(r) = h(; r) = f(t)− (r; t); rg
on the appropriately small neighbourhood of e in G,
on which 1 =  and 01 = 
0. Because H1 and H 01
are connected and simply connected the isomorphism h
given by (64) can be uniquely extended to an isomor-
phism h1(r) = h(; r) = r0 of the entire groups H1
and H 01 such that h1(r) = h(r) on some neighbourhood
of H1, see [49], Theorem 80. The isomorphism h1 de-
nes an isomorphism of the two abelian subgroups T1
and h1(T1). By (64) h1(; e) = f; eg locally in H1,
that is for  lying approprately close to 0 (in the metric
sense dened previously). Both T1 and h1(T1) are con-
nected, and T1 is in addition simply connected, so apply-
ing once again the Theorem 80 of [49], one can see that
h1(; e) = f; eg for all . Set h1(0; r) = f−1(t); g(r)g.
Note, that because f1 is an isomorphism it is continu-
ous in the topology of H1 and H 01. By this 1(r; t) is
strongly continuous in r and g(r) is a continuous func-
tion of r. The equation f; rg = f; egf0; rg implies
that h1((t); r) = f(t)− 1(r; t); g(r)g. Computing now
h1(0; r)h1(0; s) we nd that g(rs) = g(r)g(s). So, g(r) is
an authomorphism of a connected and simply connected
G, for which g(r) = r locally, then applying once more
the Theorem 80 of [49] one shows that g(r) = r for all r.
Thus
h1(r) = h1((t); r) = f(t)− 1(r; t); rg;
for all r 2 H1. Finally, h1(0; r)h1(0; s) =
h1(1(r; s; t); rs). Hence
f01(r; s; t)− 1(r; t)− 1(s; r−1t); rsg =
f1(r; s; t)− 1(rs; t); rsg;
for all r; s; t. That is, 01(r; s; t) = 1(r; s; t) + [1] for
all r; s; t and by (64) 1(r; t) = (r; t) on some neighbour-
hood of e on G.
THEOREM 5. Let G be connected and simply con-
nected Lie group. Then to every exponent (r; s; t) of G
dened locally in (r; s) there exists an exponent 0 of G
dened on the whole group G which is an extension of .
If  is dierentiable, 0 may be chosen dierentiable.
Because the proof of Theorem 5 is identical as that of
the Theorem 5.1 in [4], we do not present it explicitly
[50].
We have obtained the full classication of  dened on
the whole group G for Lie groups G which are connected
and simply connected. But for any Lie group G there
exists the universal covering groupG which is connected
and simply connected. So, for G the correspondence
 !  is one-to-one, that is, to every  there exists the
unique  and vice versa, to every  corresponds uniquely
 dened on the whole group G and the correspondence
preserves the equivalence relation. Because G and G
are locally isomorphic the innitesimal exponents ’s are
exactly the same for G and for G. Because to every 
there does exist exactly one  on G, so, if there exists
the corresponding  on the whole G to a given , then
such a  is unique. We have obtained in this way the full
classication of  dened on a whole Lie group G for any
Lie group G, in the sense that no  can be omitted in
the classication. The set of equivalence classes of  is
considerably smaller than the set of equivalence classes
of , it may happen that to some local  there does not
exist any global extension.
Take, for example, a Lie subgroup G of (6) and its
ray representation Tr given by (9). We have classied
in this way all exponents in (52) for this Tr and r 2
G. By this, as was previously shown, we obtained the
full classication of possible (r;X) in (9). In general
such a  may exists that there does not exist any (r;X)
corresponding to this  if the group G is not connected
and simply connected. But this not important for us,
the important fact is that no (r;X) can be omitted in
this classication. We will use this fact in the subsections
V.B and V.C.
B. A general remark concernig the gauge freedom in
the Quantum Theory
Consider a quantum system with a covariance group
G. Let in addition the time evolution law for the wave
function possesses a gauge freedom: if  is a solution to
the time evolution law, then eiζ(t) is a solution to the
appropriately gauged time evolution law. The covariance
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means that the representation Tr of G is such that if  is
a solution to the evolution law then Tr is a solution to
the transformed evolution law. Of course Tr acts in the
space S constructed as in the subsection V.A and fulls
(52) with some phase factor !(r; s; t) = eiξ(r,s,t). In gen-
eral it is not obvious if there exists a time evolution com-
patible with arbitrary chosen factor !. We can, however,
consider the problem in a "kinematical" way and con-
sider abstract representations not necessarily connected
with a time evolution law. In such an abstract situa-
tion, however, one can not construct the space S which
implicitly uses the notion of time evolution (see subsec-
tion V.A). But we can consider a space eS in which Tr
acts. Namely, we can always construct a space eS with a
time dependent form ( ;  0)t which becomes the Hilbert
scalar product if only a compatible time evolution exists
and  ;  0 both are members of the same "Schro¨dinger
picture". That is, the representation fulls the condi-
tion: (Tr ; Tr 0)t = ( ;  0)t if ( ;  0)t = const and
Tr(eiζ(t) ) = eiζ(r
−1t)Tr . Such a representation will
be called kinematical. We have the following
THEOREM 6. For every factor !(r; s; t) of a locally
compact and transitive group G there exist a continu-
ous kinematical ray representation of G compatible with
!(r; s; t).
The notion ’transitive’ means that G acts transitively
on the time coordinate, that is, there exists a xed to
such that for any t 2 R there exists r 2 G fullling the
equality t = rto.
PROOF. Because G acts transitively on t we can con-
sider the factor ! as a function of the three group vari-
ables (r; s; u): ! = !(r; s; uto) instead of ! = !(r; s; t).
Since G is locally compact there exists a Haar left in-
variant measure du. We dene the linear space eS as the
space of functions f(u; t) (where u 2 G and t stands for
the time t) for which (f; f)t =
R
G f
f du is nite for each
t. Next, we dene (f; g)t =
R
G
f(u; t)g(u; t) du and
g(u; t) = Trf(u; t) = !(r; r−1u; uto)f(r−1u; r−1t): (86)
(1) Clearly (Trf; Trg)t = (f; g)t if only (f; g)t =
const. (2) From !(e; u; t) = 1 (compare (56)) it
follows that Te = 1. (3) We show that the kine-
matical representation fulls (52) with eiξ = !.
Set g = Tsf and h = Trg = TrTsf . From
(86) we get h(r(su); t) = !(r; su; rsuto)g(su; r−1t) =
!(r; su; rsuto)!(s; u; suto)f(u; (rs)−1t). From (54) we
get h(rsu) = !(r; s; rsuto)!(rs; u; rsuto)f(u; (rs)−1t),
such that h(rsu; t) = !(r; s; rsuto)Trsf(rsu; t), or equiv-
alently h(u; t) = !(r; s; uto)Trsf(u; t), which means that
TrTs = !(r; s; uto)Trs. (4) Because the regular repre-
sentation f(u; t) 7! f(r−1u; r−1t) is continuous then our
representation also is continuous, because of the strong
continuity of !.
One can consider, however, an abstract situation, in
which a quantum system is investigated, such that its
conguration space is not the simultaneity hyperplane
of the spacetime. As for example in the above Proof
where the group G plays the role of the conguration
space. Another example is the conguration space for the
wave function of photon. After this, basing on the same
footing as in the subsection V.A, it is natural to consider
the spacetime-dependent gauge freedom. Note that the
case with the spacetime-dependent gauge freedom  7!
eiζ(X) can be treated in the same way, the proof of
the following Theorem 6’ is exactly the same, if only an
invariant measure and topology can be introduced to the
covariance group G. The replacements are trivial. For
example the condition Tr(eiζ(t) ) = eiζ(r
−1t)Tr should
be replaced by Tr(eiζ(X) ) = eiζ(r
−1X)Tr , and the Eqs
(53)(55) are replaced by
(e; e;X) = 0;
(r; s;X) + (rs; g;X) + (s; g; r−1X) + (r; sg;X);
(r; e;X) = 0 and (e; g;X) = 0;
(r; r−1; X) = (r−1; r; r−1X);
0(r; s;X) = (r; s;X) + (r;X) + (s; r−1X)− (rs;X):
The more subtle situation appears, if one tries to classify
the exponents (r; s;X) in the analogous way as the time-
dependent exponents (r; s; t), even if one considers the
Lie group G as a covariance group. We briefly sketch the
machinery of this classication.
CLASSIFICATION OF (r; s;X)-S. The multiplica-
tion rule in H is given by (62), but this time with t
replaced by X . Of course, by the analogue of the The-
orem 2 (r; s;X) is strongly continuous in r and s (note,
that the compact set C  R should be replaced by the
compact set of the spacetime points). The metric which
denes the topology in H is given by (63) with the com-
pact sets Cn of R in pn replaced by a compact sets of
the spacetime. Note that all Lemmas 16 of the preced-
ing subsection are valid in this case also. However the
construction of the nite dimensional algebra H falls in
this case, and we lost the Corollary that the connection
 $  is biunique (at least the author is not able to prove
the uniqueness in this case). More precisely, the biunique
correspondence between  and local (r; s;X), where by
local  we mean (r; s;X) dened for r and s belonging to
a xed neighbourhood N0 of e in G and dened globally
with respect to the spacetime variables X . But we can
still construct the Lie algebra H1 with the help of the
analogue of (74), (75) and (76). Unfortunatelly this alge-
bra H1 is innite-dimensional. To a given local exponent
 there always corresponds uniquely the innitesimal ex-
ponent  given by the analogue of (76) (in this analogue
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t is replaced by X). In this spacetime-dependent case,
however, we are not able to prove that also conversely:
to a given  there always exists uniquely corresponding
local (r; s;X), i.e  local in r; s and dened globally in
X . But we are able to prove that if there exist the corre-
sponding  to an a priori given , then such  is uniquely
determined. We will not present the complete proof, but
only explain the main reason for the dierence as com-
pared to the time-dependent . The reason lies in the
fact that the topology of the one variable t as compared
with the spacetime topology of the variables X is much
simpler (real line, or the circle). One can hope, that the
correspondence  !  becomes one-to-one for (r; s;X)
which is local in all three variables (r; s;X). But the
author has encountered a diculty with the analysis of
(r; s;X), dened locally in all three variables (r; s;X),
such that even in this case the uniquenees of  !  is an
open question. Beside this, we are not able to prove the
existence of an extension (r; s;X) dened globally in X
of a given (r; s;X) dened locally in all three variables
(possibly the problem possesses the armative solution,
but the author is not able to prove it). By this we do not
conne ourselves to the classication of (r; s;X) local in
all variables (r; s;X). Instead, we investigate (r; s;X)
which is local in r; s and dened globally in X , because
we are able to prove the existence of the unique global
extension (r; s;X) dened globally for all three variables
(r; s;X) of a given local (r; s;X) dened globally in X .
The unique global extension exist, if the group G is con-
nected and simply connected.
Our analysis rests on the beautiful theory of innite di-
mensional Lie groups due to Garrett Birkho [51]. The
algebra H1 does not determine the group H even locally,
and by this we are not able to prove the existence of a
local  (global in X) corresponding to a given , but if
such a group H does exist it is uniquely determined, and
by this  is uniquely determined. To explain it we reca-
pitulate the classical theory of Lie groups. The recasting
of the theory of Lie groups into the topologico-algebraic
form depends on recognizing other operations that the
two: (1) group multiplication and (2) passage to the in-
verse. the rst such operation is (3) raising to a scalar
power. It is well known that, within restricted neighbour-
hoods of the identity e of any Lie group G, the equation
rn = s has one and only one solution r for a xed s and
non-zero integer n. Hence rm = s
m
n is also uniquely de-
termined. By rational approximation and passage to the
limit, one sees that the operation of raising a given ele-
ment s to a given scalar power sλ is an operation uniquely
determined by the algebra and the topology of G. Using
this fact it is easy to state the denition





The existence of a b { for suciently small a and b { is
also well-known. The sum ab simply corresponds to the
vector sum of a and b under canonical coordinates, i.e it
denes the vector sum in the Lie algebra. Furthermore,
if one denes





then all usual rules for vector calculus hold, and together
with the binary operation [; ] one constructs in this way
the Lie algebra. But as is well known, the converse is also
true: one can construct (at least locally) the Lie group
G from the algebra, if one associates the one-parameter
subgroup aλ with the element a of the algebra. As was
shown by G. Birkho there is no problem if the algebra
is nite or innite-dimensional, however it is important
if there exists a restricted neighbourhood on which the
operation of raising to a scalar power is well dened, he
calls such groups { the analytical groups.
Now, let us pass to our case. Unfortunatelly, the rais-
ing a given element to real power is not well dened in H .
Indeed, compare the two elemets r1 = f(x); rg and r2 =
f(x) + sin(pixσ ); rg, where r is a translation: x! x+ .
For the two elements one has r1r1 = r2r2 = s and the
square root s
1
2 of the element s is not well dened (recall
that we use the canonical exponent: (r; r;X) = 0). It
can be shown that the problem is essential, that is, in
general with any "natural" topology in H the raising to
a scalar power sλ is not uniquely dened for s lying ar-
bitrarily close to the unit element e 2 H . We will omit,
however, this problem in the way explained below. An
additional condition is needed to pick up a unique solu-
tion r to the equation rn = s, where s lies appropriately
close to the unit element e 2 H . Such an (additional)
condition really exists, and moreover, it is well dened on
a set S  H of elements s and S is dense in H . By this







with the help of raising a given element a to a scalar
power aτ , if only a 2 S. The correspondence aτ $ raˇ()
is biunique for a 2 N0 \ S with a suitable chosen neigh-
bourhood N0 of e. There is a problem, of course, if there
exists a compatible continuous (local) group H contain-
ing the whole family of one-parameter curves raˇ() = aτ ,
a 2 N0 \ S { the one-parameter subgroups. But be-
cause the family is dense in H it is obvious that if such
a group H does exist it is uniquely determined. The H
constructed in this way does not depend on the choice of
the actually assumed condition by which one can pick up
a unique solution r to the equation rn = s. It is because
we require the set S to be dense in the local group H . On
the other hand the local group H with the multiplication
law
f1(X); r1gf2(X); r2g =
= f1(X) + 2(r−11 X) + (r1; r2; X); r1r2g
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(compare (62)) uniquely determines the local . So, one
can see that if there exists a compatible  to an a priori
given  (determined by the algebra H1) then such a  is
uniquely determined.
Let us briefly sketch how to construct the additional
condition under which the uniqueness of the raising to
a real scalar power (ra)λ is achieved on a set dense in
a neighbourhood N0 of e 2 H . Consider two elements
(compare the proof of Lemma 7) r1 = f1(X); ag and
f2(X); ag fullling the condition
r21 = r1r1 = r2r2 = r
2
2 =
= fi(X) + i((a)−1X); 2ag = s; (87)
where we have used the fact that  can be assumed to
be canonical : (a;  0a;X) = 0. Let us use the coor-
dinate system in which the curves X(x) = (xa)X0 are
coordinate lines together with three remaining families




2 = fi(x; yk) + i(x− ; yk); 2ag = s:
It is fullled if and only if
(x; yk) = −(x− ; yk); (88)
i = 1; 2, where  = 2 − 1. Applying once again the
formula (88) we see that (x; yk) = (x − 2; yk) is a
periodic function of x with the period T = 2 . Because
(x; yk) is continuous in x it follows from (88) that there
exists a point x1, such that −T=2 = −  x1   = T=2
and (x1; yk) = 0. From the Weierstrass’ Theorem it
follows the existence of a point x2 (−T=2  x2  T=2)
such that j(x2; yk)j = supx2[−T/2,T/2] j(x; yk)j. At last
from the mean-value Theorem it follows that there exist
a point x3 (−T=2  x3  T=2) fullling the condition
(x2; yk)− (x1; yk)
















recurrently the above reasoning to d=dx;d2=dx2; : : : ,
and so on (d(x)=dx again fulls (88) and is a periodic











Note that the supremas can be taken over any x 2 [−b; b]
with any b  T=2, or even over the whole real line R.







goes to innity if n ! +1 for any xed yk. Now, let
us go back to the two solutions r1 = f1; ag and r2 =
f2; ag of the equation r2 = s (compare (87)). Suppose






; n 2 N ;






; n 2 N ;
with 2 = 1 +  will be unbounded. This suggest the fol-
lowing denition. Suppose that the one-parameter sub-
groups aτ  a of the local Lie group G are well dened
for any  , 0  j j  . We dene then the set S of






; n 2 N ;
is bounded for any xed X and any xed a 2 G; in this
formula b stands for min(; 1=2). After this, we dene the
unique solution r to the equation r2 = s, with s 2 S, as
that r which also belongs to the set S. It is really unique
solution, if s 2 N0\S = T N0\S, such that N0  G is
appropriately small neighbourhood of e which does not
contain any a with 2j j  1 (T is the abelian group
of elements f; eg). Applying the reasoning recurrently
one can see that the equation (r)2
n
= s has a unique
solution r 2 S if s 2 N0 \ S. Repeating the arguments
presented in the proof of Lemma 7, we show that the
raising to any (appropriately small) real power is well
dened for elements s belonging to the above mentioned
neighbourhood. It remains to show that S is dense in
the topology of H , because there is no essential diculty
with this point we leave the discussion of it.
Because we are not able to prove the existence of a
local  (global in X) corresponding to a given  we are
not able to prove the complete analogue of the Theorem
3. Instead of Lemma 8, however, the following assertion
is true: If for a given innitesimal  and 0 there exist
corresponding local canonical  and 0 (global in X), then
(a)  and 0 are unique and (b) the exponents  and 0
are equivalent if and only if the innitesimal exponents
 and 0 are equivalent. So, we have a slightly weaker
Theorem which diers from the Theorem 3 in the point
(4) only (the additional replacement is trivial, namely,
one should replace t by X). This allows us to classify all
exponents (r; s;X) local in r and s and global in X , in
the sense that no such an exponent  is omitted in the
classication, The set of innitesimal exponents  is too
rich this time, but to every local  corresponds a unique
 and if a local  corresponds to a given  then such a  is
unique and the correspondence preserves the equivalence
relation.
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Note that the analog of the Theorem 4 is true in this
case when  depends on X , and the proof of it is exactly
the same, with the trivial replacement of t by X . The
more subtle situation appears in the proof of the analog of
the Theorem 5. But, note that indepedently of the fact
if the analog of the Theorem 5 is true or not, we have
obtained in this way the full classication of (r; s;X) in
the sense that no (r; s;X) is omitted in this case also.
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