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Abstract Anthropomorphic projection can bring fa-
miliarity, confidence and simplicity to our interactions
with unknown agents showing a human-like resemb-
lance or behaviour. This study examined whether this
projection is generalised beyond the individual agent to
encompass others of similar type, even if they might be
lacking the requisite human-like features. In an experi-
ment participants had to accept or reject recommenda-
tions from two robots that had more or less human-
like forms and behaviours. It was found that parti-
cipants were more likely to trust the judgements of a
less-human like robot if they had previously interacted
with an anthropomorphic variant. Importantly, this ef-
fect was found to be symmetric, with trust in anthropo-
morphic robots reduced if participants had previously
interacted with a less human-like variant. These results
showed that we generalise our initial attributions across
agent categories, a finding with potential application in
helping trust and acceptance of complex technological
agents.
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1 Introduction
The tendency to anthropomorphise is fundamental to
our psychology, a cross-cultural phenomenon with a
history established in pre-historic art [17] and coined
in ancient Greek philosophy (Xenophanes, as cited by
Lescer [44]). It has been proposed [23] that a process of
induction lies at the core of this highly prevalent phe-
nomenon, one in which we use highly accessible know-
ledge on the self or human society as a base upon which
we can explain or predict the unknown. Ascribing hu-
man intentions to unintentional agents, described as
the intentional stance by Dennett [19], eases our un-
certainty on how we can reason about or describe these
agents. This stance would also make it easier to form so-
cial connections with non-human agents, extending our
fundamental desire for social relationships [9] outside
of humankind. Thus, anthropomorphism would appear
to offer us a simpler, more familiar world that is richer
in social interaction, giving us greater confidence in our
interactions with it.
Historically, research in this area has been domin-
ated by studies on the accuracy and functionality of
our anthropomorphic beliefs [15, 33], as well as their
potential benefits [38,52,62]. Another major area of re-
search has been the examination of the factors that in-
fluence the extent to which people anthropomorphise
non-human agents. Guthrie [31] noted the attribution
of intentions and human-like mental states to literary
characters were related to their morphological similar-
ity to ourselves. This influence of morphology seems
relatively straightforward; objects featuring human fea-
tures [6, 14] or shape [3] are seen as more human-like
than those that do not. Shape in particular, is used
as one of the earliest cues to object animacy [30] in
infancy. Additional features such imitation, communic-
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ation, or indicators of intentionality, can also influence
the extent to which we anthropomorphise an agent [18].
However, similarity to human motion is probably the
next most important cue after that of morphology [48].
Movement can give the impression of life [64], and even
simple geometric figures can be anthropomorphised as
long as the temporal relationship of their movements
conforms to our own [34]. Previously mindless agents
whose movements are slowed down or speeded up [49]
to approximate human motion can gain mental states,
while biologically meaningful motion can also lend in-
tention to non-human agents [22].
Nevertheless, providing an anthropomorphic form
to a robot might not be sufficient to facilitate people’s
interaction with it. Anthropomorphism in fact is not
only limited to the appearance of a robot, and the ro-
bot social interaction with humans is also considered
an important factor [37]. Investigations on non-verbal
communication [12] for example, have focused mainly
on gestures and gaze, reporting that robots capable of
gaze shifting during social interactions are perceived as
more enjoyable [1], and robots performing joint atten-
tion are rated as more competent [36].
The social consequences of anthropomorphic im-
pressions have been widely studied in marketing by
designing human-like features into a product or lin-
guistic inference. For example, studies have similarly
found that as a robot appears more human-like, people
are more likely to appreciate them and work with them
[28], follow their instructions, [40] and even empathise
with them [56]. Moreover,it has been found that cars are
evaluated more highly if they have human facial similar-
ities [2], and people gambled more when slot machines
were described in anthropomorphic terms [41,57].
These studies provide valuable insight into the range
of factors may lead us to anthropomorphise a particular
nonhuman agent. In this study we wanted to examine
the specificity of anthropomorphic assignment. If we
apply anthropomorphic status to a particular agent, do
we also extend this human-like status to other exem-
plars of the same category of agent? Moreover, if there
are variations in the distribution of anthropomorphic
features across the category of agent, might this effect
also lead us to extend human-like status to variants that
may lack those features? As an example, the moon has
visual features that approximate a human face which
might lead us to anthropomorphise this particular as-
tronomical body. Given that the moon is likely to be
the first body of this type we would encounter, we may
also generalise the anthropomorphic trait across hereto
unseen astronomical bodies? If so, would this initial en-
counter increase the probability that we would also as-
sign human-like status to encounters with other exem-
plars of astronomical body even if, like Mars, they are
lacking the requisite anthropomorphic features? Con-
versely, if the first astronomic body we were to view was
Mars, would we then be less likely to anthropomorphise
the moon, as we had already categorised astronomical
bodies as being non-humanlike?
These potential effects would appear to be related
to the concept of stereotype activation. Stereotypes al-
low to categorise and simplify the environment [45] and
consequently, to associate traits and behaviours to in-
dividuals belonging to a social category [11]. Stereotype
activation is a useful scaffold when the amount of in-
formation is not adequate to form an impression [67].
In this case, people drawn from their prior knowledge
of a category to make decisions and generalise and ex-
tend that stereotype to similar exemplars. This stereo-
typical generalisation, like the tendency to anthropo-
morphise non-human agents, derives from the innate
need of filling the gap between the lack of informations
about the agent and the need to portray it and socially
define it.
If anthropomorphic status is extended across mem-
bers of an agent category then these studies suggest
that the status assigned to the first exemplar of the
category should increase the probability that the same
status is assigned to subsequently encountered exem-
plars. Therefore, if the first exemplar of a new type
of agent is assigned human-like status then this should
transfer anthropomorphism in a future exemplar of sim-
ilar type, and vice versa. In this study we tested this
hypothesis by measuring the behavioural effects of an-
thropomorphism during interactions with an agent fol-
lowing the interaction with a less, or more, anthro-
pomorphic initial exemplar. Non-human agents in our
study were instantiated by two types of robot, each
conforming to the same broad category of agent, but
with exemplars provoking different degrees of anthro-
pomorphism based upon their form and behaviour.
It could be considered that a human-like robot is
the epitome of anthropomorphism, an explicitly con-
structed instantiation of anthropomorphic form, beha-
viour and function designed to enhance our interaction
with and understanding of a highly obtuse technolo-
gical agent. Studies have shown that robots can be
highly effective in solicitors of anthropomorphic pro-
jection (for a review see [70]). This leads us to pro-
ject our own social schemas onto them [26], especially
when they have human faces or bodies [21], or are en-
gaged in social roles [24]. Thus, if a robot has human-
like features it is perceived as anthropomorphic, and
is expected to behave appropriately [58] and follow our
social norms [61]. This social connection with anthropo-
morphic robots means that they are perceived as being
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more intelligent [8, 42], trustworthy [32, 66] and like-
able [52], as well as attracting more visual attention [4]
and empathy [56] than their less human-like variants.
We even assign personality traits to the robot based
upon idiosyncratic features of their height [65], gender
features [53], face [68] or voice [51].
In a first attempt to study stereotype generalisa-
tion in HRI [69], we investigated whether prior exper-
ience with a human-like robot would lead people to
increase the credibility of statements made by a less-
anthropomorphic robot. Specifically, participants nego-
tiated decisions on objects prices with either a more
(iCub) or less- anthropomorphic robot (Scitos G5).
While half of the participants only interacted with Sci-
tos G5, the remaining half interacted with Scitos G5
only after having first interacted iCub. Results showed
that credibility of the Scitos G5 was higher after parti-
cipants were previously exposed to the iCub.
In this study we contrasted interactions with the
NAO robot, a humanoid robot widely used in social
robotics [43], with a Baxter robot, an industrial devel-
opment robot [25]. Participants socially engaged with
these two robots using a price judgement task developed
by Rau, Li and Li [54]. In this task participants were
asked to make a monetary valuation on a common
household object. This would be followed by a differ-
ent valuation provided by the robot, after which the
participants would be asked if they wanted to change
their own valuation to agree with that of the robot. The
primary measure of the robot perceived credibility was
provided by frequency of the participant’s willingness
to change their valuation to match that of the robot.
Based upon previous studies [21,32,66,69] we would ex-
pect that the anthropomorphic form of the NAO robot
would lend it greater social credibility than the Baxter.
In addition to the manipulation of the physical form of
the robots we also examined how the behaviour of the
robots, specifically the use of social gaze, would affect
their credibility. In human psychology gaze and joint
attention provide cues to social trust [10, 46], effects
that have also been established in Human-Robot Inter-
actions (HRI) [27,50,60].
Reiterating our original aims, we wished to examine
if attributions of anthropomorphism are specific to an
encountered non-human agent, or whether they were
also generalised across other members of that agent
type. To test our hypothesis we looked for evidence
of the generalisation of anthropomorphic traits affect-
ing the credibility of more and less human-like robots.
While half of our participants played the price judge-
ment game with the NAO robot first and the Baxter
robot second, this order was reversed for the remaining
participants. According to our hypothesis, the credib-
Figure 1 NAO robot (foreground) and Baxter robot (back-
ground)
ility of the Baxter robot should be higher when it is
presented second, after participants have played with
the NAO robot, than when it is presented first. Con-
versely, the credibility of the NAO robot should be
lower when it is presented second, following interac-
tions with the Baxter, than when it is presented first.
Similar comparisons were also made for the gaze beha-
viour of the robots, comparing the use of a more anthro-
pomorphic joint attention in the game to a condition
where they simply stared fixedly ahead, expecting an
increase of credibility in the first condition.
2 Method
During a price judgement task participants were asked
to select from one of two valuations placed on common
objects presented by a robotic compatriot. After a se-
lection was made, the robot would voice its agreement
or disagreement with the selected price and, if the robot
did not agree with it, give them the chance to change
their decision so that it would conform to its own. The
willingness of participants to change their judgement
was taken as a measure of the robot credibility. We
used this task to examine how the form and behaviour
of the robot would affect their perceived credibility,
and whether their initial experiences with a particu-
lar robot would affect their future interactions with a
different type of robot. Each participant made a sep-
arate series of price judgement interactions with two
different types of robot, the human-like NAO and non-
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anthropomorphic Baxter robot. These robots could also
be programmed to behave with either a social gaze or
nonsocial gaze during their interactions. In the social
gaze condition the robot was looking at the participants
while making their selection, as well as when they had
the chance to change decision. In the nonsocial gaze
condition instead, the robot was always looking at the
object on the table.
2.1 Participants
Thirty participants (5 males, 25 females) between 18
and 30 years (mean age = 23.20 years, SD = 2.10 years)
participated at the study. The sample size was based on
Rau et al. [54] from which the task has been selected.
Moreover, the sample size has been selected after the
previous experimental results [69]. Participants were
naïve as to the purpose of the investigation, with no
previous experience with robot and gave informed writ-
ten consent to participate in the study.
2.2 Apparatus
The NAO (Figure 1) is a small (57cm in height) hu-
manoid robot widely used to study robot-human rela-
tions and is specifically designed to be both express-
ive and approachable, especially for autistic children
where, for example, it has been shown to stimulate so-
cial skills [59]. Conversely, Baxter (Figure 1), although
having two arms and a simple animated face, is an in-
dustrial robot designed for the study of Human-Robot
Collaboration (HRC) in tasks such as assembling and
handling operations, as well as acting as a companion
during the monitoring of worker safety.
The objects for the price judgment game were
chosen after a screening test. We asked 20 participants
to judge the price of 80 commonly-used objects, with 44
of these selected as stimuli for the experiment. Half of
these stimulus (22 objects) were selected on the basis
that participants would be uncertain how much they
would cost, as demonstrated by relatively high variance
between the price judgements (SD = 4.61). The remain-
ing half of the stimulus (22 objects) had low price judge-
ment variance (SD = 0.69), meaning that the prices
of these objects should be well known to participants.
Stimuli from these two categories were equally split for
application with either the Baxter or NAO robots so
that for both robots participants were facing 22 ob-
jects, 11 low-price and 11 high-price variance. In order
to exclude any differences in terms of price variance
within the two robots, we performed statistical com-
parisons of the price variance for the objects used with
Figure 2 Experimental Setting.
the two robots, for both low and high variance condi-
tion. T-tests showed no significant differences for high
(t(20) = 0.599, p = .555) or low (t(20) = 0.359, p = .722)
price variance objects. All of the participants interac-
ted with both Baxter and NAO robots, with the order
of presentation counterbalanced between participants.
Moreover four questionnaires were used as second-
ary measures to the main experiment task. Three short
scales measured Likeability, Trust and Credibility. The
Likeability Questionnaire was based on Reysen [55]; the
Trust scale was an adaptation of the Receptivity/Trust
subscale of the Relational Communication Question-
naire and of the selection of Trust items in the IPIP In-
ternational Personality Item Pool [29]. The Credibility
scale was based on McCroskey and Young Source Cred-
ibility Scale [47]. In addition, we also used a question-
naire by Bartneck, Kulic, Croft and Zoghbi [8] typic-
ally used to measure a range of HRI factors (Anthropo-
morphism, Animacy, Likeability, Perceived Intelligence
and Perceived Safety).
2.2.1 Procedure
Participants were seated at the same height as the ro-
bot, facing each other over a common table (Figure 2).
In the preparatory phase of the experiment a series of
objects were placed on the table between the robot and
the participant by the experimenter. For each object
the participants were asked to provide a description
and two potential prices to the robot, which would then
respond with a preference for one of the prices. After
this preference was made the participants were asked
to provide final feedback on whether they thought the
price selected by the robot was correct. In these phase
the description, prices, and correct price for the objects
were provided to the participants on a written sheet.
This part of the experiment was designed to provide a
familiarisation with the main task, where the robot and
human roles were reversed.
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In the main task an experimenter would place the
stimulus object on the common table, and the robot
would provide a brief verbal description of it, followed
by two prices. Participants then had to make a choice
between the two prices offered by the robot, after which
the robot would give a positive or negative feedback on
their selection. For the positive feedback the robot used
to say ”I agree with you”, while nodding its head. For
the negative one, the robot used to say ”I do not agree”,
while shaking its head. If the robot had given negative
feedback the participants were asked if they wanted to
change their mind to agree with the choice of the robot,
saying ”Do you want to change your choice?”. During
this part of the experiment the robot could perform
two different gaze behaviours (social and nonsocial). In
the social gaze behaviour the robot looked first at the
object on the table and, before starting describing the
object, moved its gaze to the participants, while waiting
for the participants to take a decision. In the nonsocial
gaze behaviour the robot gaze was fixed at the stimulus
for the whole time.
All participants were presented to the same pre-
defined script of robot responses to the objects, which
made no account of their own choice in the game. Par-
ticipants completed 22 trials per robot and they were
asked to complete the battery of questionnaires after
the interaction with each robot.
The experiment was counterbalanced in a 2 (gaze
behaviour: social or nonsocial) within subject design
and a 2 (order: first or second) by 2 (robot: NAO or
Baxter) betweesubject design.
3 Results
3.1 Price Judgement Game results
Social interactions with the robots were quantified
through analysis of trials in which the robots disagreed
with the price choice of the participants. A ”change-
rate” was calculated as the proportion of these trials
where the participants changed their original price se-
lection to agree with the robot, compared to those in
which they stuck with their original decision.
A forward stepwise linear mixed-effects model was
fitted to the data, with change-rate as dependent vari-
able, robot (NAO and Baxter), order (first or second
robot presented) and gaze behaviour (social and non-
social) as independent variables, and with participants
as a random factor. Bonferroni’s corrections were ap-
plied, when required. The overall effect size of the model
was r2 = 0.56. The model showed no significant main
effects (ps > .05), but there was a significant interac-
tion between robot and order (X2(3) = 10.93, p = .012).
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Figure 3 Two-way interaction between order and robot
Post hoc comparisons (Figure 3), revealed a higher
change-rate for Baxter when participants interacted
with it after the NAO robot, than when they interacted
with it first (p = .010). Conversely for the NAO robot,
change-rates were lower when participants interacted
with it after the Baxter robot (p = .047). A comparison
between robots in their first presentation also revealed
that the NAO had a higher change-rate than Baxter
(p = .003). A significant interaction between robot and
gaze behaviour (X2(2) = 14.77, p< .001) revealed a higher
change-rate for the NAO robot when showing social
gaze (p = .036). For Baxter robot, gaze behaviour had
no effect on change-rate (p > .05). The three-way in-
teraction between robot, order and gaze was also found
to be significant (X2(2) = 11.83, p = .003). Post hoc com-
parisons (Figure 5) showed a significant effect of gaze
only when the NAO was the first robot encountered by
the participants (p= .001). In this particular case social
gaze increased the change-rate of participants. None of
the other pairwise post hoc comparisons were signific-
ant (ps > .05).
3.2 Questionnaires Results
For the questionnaires, forward stepwise linear mixed-
effects models were fitted to the data, with each scale
as dependent measure, robot (NAO and Baxter) and
order (first or second robot presented) as independ-
ent variables, and with participants as a random factor
(Table 1). Bonferroni’s corrections were applied, when
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Figure 4 Three-way interaction between order, robot and gaze
Table 1 Questionnaires analysis results.
Order Robot Order by Robot
Likeability n.s. X2(1) = 25.24, p < .001 X
2
(2) = 12.15, p = .002
Trust n.s. X2(1) = 14.18, p < .001 n.s.
Credibility n.s. n.s. n.s.
Godspeed Questionnaires
Anthropomorphism n.s. X2(1) = 25.22, p < .001 X
2
(2) = 6.52, p = .038
Animacy n.s. X2(1) = 28.86, p < .001 X
2
(2) = 7.76, p = .021
Likeability n.s. X2(1) = 29.65, p < .001 X
2
(2) = 7.19, p = .027
Intelligence n.s. n.s. n.s.
Safety n.s. X2(1) = 5.55, p = .018 n.s.
required. The type of robot had an effect for all the
scales, with the exception for Credibility and Intelli-
gence. Participants were overall preferring the NAO to
the Baxter robot. Order had no effect on participants
judgment. The two-way interaction between order and
robot was significant for Likeability, Anthropomorph-
ism and Animacy scales. Post hoc comparisons revealed
that when presented after the more anthropomorphic
NAO robot, Baxter had significantly higher ratings
than when it was presented first (Figure 5) for all the
four scales (ps < .050). For the NAO robot there were
no significant effects of order for any of the four ques-
tionnaire scales (ps > .050).
4 Discussion
In this study we sought to understand one of the fun-
damental psychological properties of anthropomorphic
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Figure 5 Two-way interaction between order and robot for
Likeability, Anthropomorphism and Animacy scales.
projection, its specificity. When we anthropomorphise a
non-human agent, we asked whether the assignment of
that trait was strictly limited to that particular agent,
or could also be generalised across other exemplars of
the same type. Importantly, if there were variations in
the distribution of the anthropomorphic features across
a particular type of agent, would this category effect
lead to us anthropomorphise exemplars that are miss-
ing the requisite features? We contended that the prior
activation of a stereotype affects overt behaviour in a
later encounter. To test this hypothesis we examined
whether prior experience with a humanoid NAO robot
would increase the credibility and anthropomorphism
of a subsequently encountered Baxter robot, an indus-
trial robot lacking many of the anthropomorphic fea-
tures of the NAO. Importantly, if this was an effect of
stereotype generalisation then we should also see the
reverse effect if our first encounter was with Baxter ro-
bot. This initial encounter should de-anthropomorphise
a subsequent encounter with the NAO robot.
We found that human-like form of the NAO ro-
bot anthropomorphised the Baxter robot, leading par-
ticipants to associate a range of human-like traits and
linked behaviours to it. Data from out questionnaires
showed that participants rated the NAO robot as being
more anthropomorphic than the Baxter robot, also rat-
ing it as being significantly more likeable, trusted, safe,
and with greater animacy. However, we did not find
any significant main effect between these robots in our
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primary measure, that of change-rate. This was the pro-
portion of trials where participants changed their valu-
ation of common objects to conform to the judgement
of the robot, an implicit measure of the credibility of
the robot. This provided an indirect measure of the de-
gree of anthropomorphism associated with the robot, as
it has been well established that human-like robots are
perceived as more credible than less human-like vari-
ants [21,32,66]. Instead, we found the cross-over inter-
action required by our hypothesis. That is, the Baxter
robot was perceived as being significantly more credible
when participants interacted with it after the NAO ro-
bot. Conversely, the NAO robot was perceived as be-
ing more credible when participants interacted with it
first, rather than after the Baxter. The questionnaire
data also showed that experience with the NAO had a
humanising effect on the Baxter, leading participants
to rate the stereotypically-anthropomorphised Baxter
higher for anthropomorphism, likeability, and animacy.
However, questionnaire data for the NAO robot was not
significantly affected by prior experience with Baxter.
This disparity between an implicit measure of credibil-
ity seen in the change-rate of the NAO and the explicit
post hoc rating provided by participants in the ques-
tionnaire is not unusual [35]. However, it does highlight
the importance of implicit measures in the field of HRI
where questionnaires, which may not always be sensit-
ive to conceptual correspondence, are often the primary
or sole source of behavioural data.
In addition to the study of anthropomorphic cues
inherent to the form of the robots, we also examined
the effect of human-like behaviour on the credibility
of the robots. Both NAO and Baxter robots could en-
gage in social or nonsocial gaze behaviour during the
valuation task: moving their heads to engage in joint
attention when discussing the valued object, or simply
staring fixedly ahead. As this behaviour is orthogonal
to the form of the robot we could also investigate inter-
actions between anthropomorphic cues related to form
and behaviour. Results showed that the effect of so-
cial gaze on credibility was limited to the NAO robot,
and only when it had not been preceded by the Baxter.
This interaction is in line with previous findings demon-
strating that social gaze was human-like only prerog-
ative [69] and did not provide an effective anthropo-
morphic cue; otherwise it should have had effect sim-
ilar to that of form. Rather, that social gaze was only
effective if participants had assigned human-like status
to a robot. This is consistent with the activation of
behavioural representations [20] or cognitive structures
relating to interpersonal interactions [5] characteristic
of the human-like trait. Other studies have shown that
behaviour and interaction can be a more important cue
to human-like status than form [37, 39]. However, this
result might be consistent with Guthrie’s [31] psycho-
logical explanation of anthropomorphic projection. In
contrast to the induction based explanation provided
by Epley [23], Guthrie contends that anthropomorph-
ism is not the result of our desire for simplified repres-
entation. Rather, it is the result of our seeking to pro-
ject the most complex possible organisation onto any
stimulus. As living intentional beings offer the greatest
complexity, we seek to ascribe these properties onto any
unknown agent as long as its features do not directly
exclude them. If intentional social interactions, such as
joint attention, were at a higher level of complexity than
anthropomorphic form, any agent that violated the re-
quirements of form would also exclude this higher level
of attribution.
To conclude, we have shown that our anthropo-
morphic attribution to an agent, either as human or
non-human, can affect subsequent encounters with sim-
ilar agents. This stereotype activation means that our
initial attributions tend to be generalised to other vari-
ants of similar type, even if they possess features that
may be incongruent with that initial attribution. This
extension of our understanding of the psychology of an-
thropomorphism has a growing application in the field
in which we tested it, that of HRI. While robots are
increasingly used in manufacturing industry, and have
wide portrayal in the media [7], our own personal inter-
actions with robots are extremely limited. This means
that, for most of us, our first interaction with robots lies
in the future, as does our potential anthropomorphism
of these complex machines. Both the benefits and prob-
lems of anthropomorphism are particularly acute in ro-
bots, where familiarity [16] and believability [63] are
keys to our acceptance of robots. Acceptance is a par-
ticular problem in health and adult social care, where
robotic assistance has great potential in the care of the
elderly [13]. Unfortunately, in this application, as in
many others, the physical or technological constraints
dictated by the required functions of a robot are often
not compatible with a humanoid form. However, this
study shows that if experience of more practical robots
could be preceded with more anthropomorphic robots,
then we would be more accepting of their appearance
and behaviour.
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