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第1章序論 
近年、インターネットを改良するのではなくゼロから作り直す次世代インターネットに
関する研究が行われてきている。この背景にはインターネットの利用形態の変化が影響し
ている。現在のインターネット技術は 1970 年代もしくは 1980 年代に確立したものである
が、当時は通信形態としては特定の二者間を接続する host-to-host が想定されていた。一方
で現代では情報爆発の影響でインターネットは主に情報（コンテンツ）の取得に用いられる。
コンテンツを取得する際に、ユーザはコンテンツが欲しいのであり特定の相手と接続した
いわけではない。しかし、現状のネットワークアーキテクチャではコンテンツ位置を特定し
なければユーザはコンテンツを取得することができない。そこで情報取得に対応したアー
キテクチャとして情報指向ネットワーク（ICN：Information Centric Networking）が提唱
された。 
ICNが既存 IPネットワークと大きく異る点としてコンテンツの名前によるルーチングと
ネットワーク内キャッシングが挙げられる。ICN では場所に依存したアドレスではなく、
コンテンツにユニークな名前が割り当てられる。ユーザは名前でコンテンツを要求し、ルー
タはその名前を用いてフォワーディング及びルーチングを行う。また、ルータはコンテンツ
のキャッシュを行っており、要求されたコンテンツがキャッシュされている場合は、ルータ
はその要求を受け取った時点でコンテンツをユーザに返送する。 
ICN の研究プロジェクトはこれまでにいくつか存在する[1]-[5]。それらは大きく分散型ア
ーキテクチャと集中型アーキテクチャに分類される。分散型アーキテクチャの代表例とし
て米国の ICN プロジェクトである NDN(Named Data Networking)[3]が挙げられる。NDN
は Interest Packet 及び Data Packet の２種類のパケットを用いてコンテンツ配送を実現し
ている。まず、ユーザは要求するコンテンツ名を Interest Packet に乗せてネットワークに
送信する。ルータは Interest Packet に記載されているコンテンツ名を参照し、そのコンテ
ンツの提供者（以下、Publisher と言う）までのルーチングを行う。Interest Packet が
Publisher に到達したら Publisher は該当コンテンツをData Packet の形式でユーザに送信
する。Data Packet は Interest Packet の経路を逆に辿ってユーザに届くが、その際、経路
上のルータはその Data Packet をキャッシュする。この状態で他ユーザが同じコンテンツ
の Interest packet を送信すると、もし目的コンテンツがルータにキャッシュされていた場
合は、そのルータからユーザに返信される。集中型アーキテクチャとしては、欧州のプロジ
ェクトである PURSUIT[4]が挙げられる。PURSIT ではランデブーシステムと呼ばれる名前
管理機構がネットワーク全体のコンテンツ名とその所在場所を管理しており、ユーザから
コンテンツ要求を受け取るとそのコンテンツの登録の有無を調べ、一致する登録があれば
そのコンテンツのソース（またはそれをキャッシュしているルータ）にユーザへの配信経路
を伝えることによりコンテンツを配信する。本研究では ICN 研究事例の多い NDN を研究
対象とする。 
NDN の研究は盛んに行われているが、NDN の性能に関する研究の多くはキャッシング
に関するものである。実際、網内キャッシングを行う NDNではキャッシングポリシーが性
能に大きく影響する。文献[6]は実測データに基づいた人気度でコンテンツ要求を発生させ
るシミュレーションにより NDN のパフォーマンスとその限界を論じている。同論文では、
キャッシュはネットワーク的にユーザに近いエッジルータに集中し、ネットワーク全体で
コンテンツキャッシングを行うメリットは少ないと結論付けているが、コンテンツ源が一
つしかない網モデルでの評価になっている。文献[7]は、経路上のキャッシュが同一コンテ
ンツで専有されてしまってキャッシュヒット率が減少する現象に対応するために、１ルー
タ内にキャッシュするコンテンツの多様性を増加させることで性能を向上させるキャッシ
ング手法の提案している。文献[8]はリンク輻輳に対応したキャッシング方式を提案してい
るが、コンテンツの要求確率やネットワーク全体の輻輳状態を各ルータが保持しなければ
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ならず現実的ではない。文献[9]は隣接リンクの輻輳状態やコンテンツ応答実績に基づいた
interest packet のフォワ―ディング方式を提案している。文献[10]はルータのキャッシュ
容量など、NDNを実導入する上での要求性能や制約条件を論じている。 
本論文では NDN 性能解析と ICN における輻輳制御方式の提案及び評価を行う。これま
での研究事例では NDN が既存 IP 網と比較してどの程度性能改善できるか、また、過負荷
時にどのような挙動をするのかについては検証されていない。そこで本研究の NDN性能解
析では NDN が既存 IP 網と比較してどれだけ効率的なコンテンツ配送を実現できるのか、
過負荷時における NDN の振舞いや性能低下メカニズムはどのようなものかについて調査
する。次に解明した性能低下メカニズムを基にネットワーク状態に対応したキャッシング
方式とフォワーディング方式の改良案を提案しシミュレーションで評価する。 
以降、本論文は以下のように構成される。第２章では NDNの動作概要について説明する。
第３章では本研究で開発したシミュレータの説明と NDN のパフォーマンスに関連する各
種パラメータについて解説する。第４章では NDN性能解析実験の結果及び考察を行う。第
５章では第４章で行った実験に基づいた新たな制御方式の提案を行ない、第６章でその評
価を行う。最後に結論を第７章で述べる。 
第2章NDN (Named Data Networking) 
 
本節で研究対象である NDNについて概要を説明する。 
 
2.1.!NDN (Named Data Networking)の構成要素 
NDN はコンテンツを要求する User、コンテンツを保持しユーザからの要求に対してコ
ンテンツを返す Publisher、そしてそれらを仲介する NDN router の３つのエンティティで
構成されている。またパケット種別として User がコンテンツ要求をする際に発生する
Interest Packet と Interest Packet に対応するコンテンツを含む Data Packet の２種が存
在する。次項からはそれぞれの Packet と NDN におけるコンテツ名、NDNルータの構成、
コンテンツ配送手順及び NDNの耐障害動作について説明する。 
 
2.1.1.!Interest Packetと Data Packet 
 Interest Packet と Data Packet のモデルを図 1 に示す。Interest Packet にはユニーク
なコンテンツ名(Content Name)、制御情報(Selector)、ユーザによって生成される乱数
(Nonce)が格納されている。Data Packet にはユニークなデータ名(Content Name)、デジタ
ル署名(Signature)、署名関連情報(Signed Info)、コンテンツ(Data)が含まれている。 
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2.1.2.!コンテンツ名(Content Name) 
 においてコンテンツ名は階層構造を持っており、コンテンツはネットワーク上で唯
一の名前を付与される。例えば筑波大学図書館情報メディア研究科川原崎研究室のある
ファイル Aの名前は / edu / tsukuba / slis / mkawa / pdf / A.pdf となる。ここ
で ”/” は名前コンポーネントの区切り文字である。またコンテンツ名にはセグメント番号
等を付与でき、例えばファイル Aの２つ目のデータのコンテンツ名は/ edu / tsukuba / 
slis / mkawa / pdf /A.pdf / 2 となる。

2.1.3.!NDN Router 
本項では NDN ネットワークにおいてコンテンツキャッシング及びルーチングという重
要な役割を持つNDN Router について述べる。NDN Router は Content Store(CS)、Pending 
Interest Table(PIT)、Forwarding Information Base(FIB)の３つから構成される。それぞれ
について説明する。表１に CS、PIT、FIB の例を示す。 
 
①Content Store (CS) 
NDNではルータがコンテンツをキャッシュしている状態で該当コンテンツが要求された
場合、キャッシングコンテンツを返すことで効率的なコンテンツ配送を行っている。CS に
は NDN router がキャッシュしたコンテンツ情報が格納されている。 
 
②Pending Interest Table (PIT) 
PIT には現在コンテンツ要求中でデータが返ってきていない Interest Packet の情報が格
納されている。PIT にコンテンツ名が合致した Interest Packet が記録されている場合は、
その Interest Packet を上流に流さないことによって無駄なコンテンツ配送を防いでいる。 
PIT には、コンテンツ名、interest を受信したインタフェース名、interest 識別子(nonce)
が記録される。 
 
③Forwarding Information Base (FIB) 
既存 IP 網における FIB には IP アドレスと送信するインターフェイスが格納されてお
り、NDNの FIB にはコンテンツ名 prefix とインターフェイスのランキングが格納されて
いる。インターフェイスランキングは後述する Publisher のコンテンツアドバタイズの時
に記録される。NDNでは FIB エントリを用いて Interest Packet の送信先を決定する。あ
る Interest Packet が FIB に合致した場合、このインターフェイスランキングのトップの
インターフェイスに Interest Packet が送られる。
  
図 1, Interest Packet と Data Packet モデル[1] 
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したがって、NDNにおけるルーチングアルゴリズムは FIB のランキングアルゴリズムに
相当する。 
2.2.!NDN
	 
 NDN におけるコンテンツ配送の段階はコンテンツアドバタイズ、コンテンツ要求とコン
テンツ探索、コンテンツ配送に別れる。 
①コンテンツアドバタイズ 
コンテンツを公開したい Publisher はネットワーク対して自身が持っているコンテンツ
名またはコンテンツ名 Prefix を広告する。広告は flooding 形式で行われ、全ルータに行き
渡る。広告を受けた NDN router は自身の FIB に受信インターフェイスとコンテンツ名を
記録する。 
 
②コンテンツ要求とコンテンツ探索 
何らかの方法でコンテンツ名を得た User はそのコンテンツ名を Interest Packet に格納
し NDN router に送信する。Interest Packet を受け取った NDN router の処理手順を図 2
に示す。 
Interest Packet を受け取った NDNルータはまず CS を確認する。CS を確認しもし該当
データが有る場合はそのデータを Data Packet に格納し Interest Packet を受信したインタ
ーフェイスに送信する。無い場合は PIT の確認に移る。PIT を確認し、もし該当コンテンツ
名が有った場合は他ユーザが既に同データを要求中のため Interest Packet を受信したイン
ターフェイスを記録して終了する。もし PIT に該当コンテンツ名がない場合は FIB の確認
に移る。もし FIB に該当データ名が有る場合は FIB に記載されている対応するインターフ
ェイスに Interest Packet を送信して終了。もし FIB に該当コンテンツ名がなければ該当
Interest Packet を破棄して終了する。 
最終的に Interest Packet が Publisher に辿り着いた場合、Publisher は該当コンテンツ
を含む Data Packet を Interest Packet が来たインターフェイスに送信する。 
 表 1 あるノードの CS、PIT、FIB 
 
 
  
5 
 
 
③コンテンツ配送 
 Data Packet を受け取った NDN router の処理手順を図 3 に示す。NDN Router はまず
PIT を確認する。PIT を確認し、該当コンテンツ名がなければ Data Packet を破棄する。
PIT に該当コンテンツがあれば CS の確認に移る。次に CS を確認し該当データがキャッシ
ングされていなければキャッシング処理を行う。キャッシング処理手順を以下に示す。 
(ア)! コンテンツをキャッシュするかを決定。デフォルトでは NDN Router に入ってき
たコンテンツはすべてキャッシングされる(LCE=Leave Copy Everywhere) 
(イ)! キャッシュリプレイスメントポリシー(デフォルトでは Least Recently Used)に
基づきデータを廃棄する 
(ウ)! CS にデータを格納する 
 
キャッシング処理後、PIT に記載されている該当インターフェイスすべてに Data Packet を
送信する。この処理を Data Packet が User に届くまで繰り返し、Data Packet が User に
届いたらコンテンツ配送が完了する。 
 
2.3.!NDN
 
  ネットワーク上では様々な障害によってユーザのコンテンツ要求が満たされないことが
発生する。例として輻輳によるパケットドロップ、リンク障害などが挙げられる。このよう
な障害によってユーザの要求が満たされなかった場合、NDNにおける耐障害機能としては
ユーザのタイムアウトからの再要求によってのみ行われる[9]。障害発生時の NDN の動作
  
 
図 2 NDN Router での処理手順(Interest Packet) 
 
 
  
図 3 NDN Router での処理手順(Data Packet) 
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手順を以下に示す。 
 
①! ユーザが Interest Packet をネットワークに送信 
②! 何らかの障害によってユーザのコンテンツ要求が満たされなかった 
③! ユーザ側でタイムアウト発生 
④! 再度同内容の Interest Packet をネットワークに送信 
⑤! 3、4 をコンテンツが取得できるまで繰り返す 
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第3章実験環境 
 
本章では NDN ネットワーク性能解析と後述する輻輳制御手法の評価実験のために開発
した NDNシミュレータと NDNの性能に影響するパラメータについて説明する。 
 
3.1.!NDNシミュレータ 
既存の NDN ネットワークシミュレータとしては ndnsim[11]がある。しかし ndnsim で
は第２章で説明したキャッシングに関する制御がデフォルトの方式でしか実験を行えない
など、デフォルトシナリオ以外での実験自由度が低いという欠点があった。したがって本研
究では新たな NDNシミュレータを開発し実験に用いた。 
 
3.2.!シミュレーションパラメータ 
本項では NDN の性能に大きく影響するパラメータとそれぞれのパラメータのデフォル
ト値について説明する。NDN のパフォーマンスに関するパラメータを表 2 に示す。NDN
のパラメータは大きく３つに分類される。 
１つ目のパラメータ種はコンテンツパラメータである。コンテンツパラメータとしては
コンテンツ数、コンテンツサイズ、コンテンツ人気度パラメータがある。これらのデフォル
ト値は文献[6]を参考にした。ここでコンテンツ人気度パラメータ(α)について説明する。文
献[12,13]からユーザのコンテンツ要求は zipf 分布に従うことが報告されている。Zipf 分布
では i 番目に人気コンテンツ要求確率は 1/!"に比例する。このαによってコンテンツ要求
の集中度が変化する。本研究で文献[6]からα=0.9 をデフォルト値とした。 
２つ目のパラメータ種はネットワークパラメータである。ネットワークトポロジ、ユーザ
の数と位置、Publisher の数と位置が挙げられる。ネットワークトポロジとして本研究では
世界中の基幹ネットワークグラフを提供しているWebサイト The Internet Topology Zoo 
[14]を用いた。ネットワークトポロジ Geant 2012 を採用した。トポロジを図 4 に示す。
ノード数は 40、平均次数は 3.05 である。Geant 2012 のノードをルータとして、User は
それぞれのルータ下に 50 台ずつ配置した。したがってネットワーク全体の User 数は 2000
である。Publisher はネットワーク全体に５台存在するするものとした。また、Publisher 位
置はシミュレーションごとにランダムとした。 
３つ目のパラメータ種はキャッシングパラメータである。キャッシングパラメータには
キャッシュポリシーとキャッシュリプレイスメントポリシーが存在する。キャッシュポリ
シーとはコンテンツがルータに到着した際にそのコンテンツをキャッシュするかどうか決
定するポリシーである。デフォルトポリシーは LCE(Leave Copy Everywhere)で、すべて
のコンテンツがキャッシュ対象になる。キャッシュリプレイスメントポリシーとは、ルータ
のキャッシュが一杯になった際にどのコンテンツを破棄するか選択するポリシーである。
デフォルトポリシーは LRU(Least Recently Used)で、最もアクセスされていない期間が長
いコンテンツが削除される。 
以降の実験では特に断らない場合、各種パラメータはこれらデフォルト値を用いるもの
とする。 
 
 
  
8 
 
 
 
表 2 NDN Router での処理手順(Data Packet) 
パラメータ種 パラメータ デフォルト値 
コンテンツパラメータ 
コンテンツ数 1000 
コンテンツ人気度パラメータ 0.9 
コンテンツサイズ 2MB 
ネットワークパラメータ 
ネットワークトポロジ Geant 2012 
User 数 2000 
User 位置 ルータごとに 50 
Publisher 数 5 
Publisher 位置 ランダム 
キャッシングパラメータ キャッシュポリシー LCE キャッシュリプレイスメントポリシー LRU 
   
図 4 ネットワークトポロジ(Geant 2012) 
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第4章NDN性能解析実験 
本章では IP と比較した NDNの各種性能解析実験と NDNの過負荷実験を行う。 
 
4.1.!IP と NDNの比較実験 
本実験の目的は NDN の既存 IP 網と比較したコンテンツ配送の効率性を調査することであ
る。NDNは既存 IP 網と以下の２点で効率的なコンテンツ配送を実現している。 
①! Interest Packet の統合によるマルチキャスト配送 
②! ルータによるコンテンツキャッシング 
今回の実験ではこれら２つの機能を無効にしたシナリオを IP シナリオとして扱い実験を
行う。 
 
4.1.1.!実験結果  
 図 5 に両実験におけるユーザごとの最大コンテンツ取得遅延の平均を示す。図 5 から
NDN は既存 IP 網と比較して約 55%改善できていた。これからこの性能改善要因の解析を
行う。 
 図 6 に平均 Hop 数を示す。図 6 から NDN では既存 IP 網と比較してコンテンツ取得の
ための Hop 数が小さくなっている。 
 。図 7 にネットワーク上での輻輳リンク(緑)と Publisher の位置(青)、図 8 に既存 IP 網
における Hop 数分布を示す。図 8 から既存 IP 網においては Hop 数 4 で多くのコンテンツ
がヒットしており、一方で図 8から NDNネットワークにおいては Hop 数 1 で多くのコン
テンツがヒットしている。 
 次に各リンク使用率をみていく。IP 条件において輻輳したリンク(使用率が 1に達したリ
ンク)は 33->34 リンク、34->0 リンク、36->2 リンクであった各条件でのリンク使用率の推
移特性を図 9及び図 10に示す。図 9からNDN条件では各輻輳リンクの使用率がほぼ0.8
以下で抑えられていることがわかる。 
最後にIP条件及びNDN条件の最人気コンテンツの取得Hop数を図 11と図 12に示す。
図 11 から IP 条件では Hop 数 2~4 が時間を問わずに発生していることがわかる。対して
図 12からNDN条件においては多くの要求がHop数 1で処理されておりその他のHop数
はあまり発生していない。 
 
  
図 5 最大コンテンツ取得遅延平均 図 6 平均 Hop 数(IP/NDN) 
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図 7 ネットワークトポロジ(Geant 2012) 
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図 8 Hop 数分布(IP NDN) 
 
  
図 9 リンク使用率(IP) 
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図 10 リンク使用率(NDN) 
 
  
 
図 11 最人気コンテンツ取得 Hop 数(IP) 
 
  
 
図 12 最人気コンテンツ取得 Hop 数(NDN) 
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4.1.2.!NDN効率性の考察  
図５から NDN は既存 IP 網と比較して効率的なコンテンツ配送を実現していることがわ
かる。その要因を検証していく。まず図 6 と図 8 から NDN環境ではコンテンツ取得に要
する Hop 数が非常に小さくて済むことが読み取れる。特に図 8 から NDN では約 35%の
要求が 1 Hop で満たされ、コンテンツキャッシングがうまく機能していることがわかる。
図 12 からもコンテンツキャッシングによる Hop 数削減への貢献が読み取れる。次にリン
ク使用率であるが、図 9 と図 10 から同じコンテンツ要求条件であっても 4.1.1 節で述べ
た２つの機能によって NDNは輻輳を軽減できていることがわかる。 
 
4.2.!NDN過負荷実験 
 NDN では各ルータが CS にコンテンツをキャッシュし、要求が CS にヒットすることで
IP と比較して効率的なコンテンツ配送を実現している。しかし、文献[10]によると、実際に
各ルータが保持できる CS サイズはネットワーク全体のコンテンツ量と比較して非常に小
さいことが報告されている。したがってルータのキャッシュ容量に対して非常に多くのコ
ンテンツ要求が発生することが予測される。本実験ではユーザ数を 1200、1600、2000 と
変化させていき、NDNにおいて過負荷要求が発生した場合の振る舞い及び性能低下メカニ
ズムの解明を行う。 
 
4.2.1.!実験結果 
ユーザごとの最大遅延平均を図 13 に示す。図 13 からユーザの増加とともにユーザのコ
ンテンツ取得時間が伸びていることがわかる。これからこのコンテンツ取得時間が伸びる
原因を調査していく。 
次にユーザ数ごとの再送率を図 14 に、Hop 数分布を図 15 に、キャッシュヒット率を
図 16 に示す。これら３つの指標においてユーザ数による顕著な変化は見られなかった。 
次に輻輳リンクについて調査する。ユーザ数=2000 時での輻輳リンクは 34->0 リンク、
35->2 リンク、36->2 リンク、2->4 リンクであった。ユーザ数ごとの輻輳リンク使用率を図 
18(ユーザ数=1200)、図 19(ユーザ数=1600)、図 20(ユーザ数=2000)に示す。ユーザ数が
増加するにつれて各リンク使用率も大きくなっている。またユーザ数=2000 の時、2->4 リ
ンクはシミュレーション時間中ほとんどの間使用率は１に達していた。 
最後にユーザ数が 1600 と 2000 の場合に輻輳リンクに接続しているルータ(Node 0,2,4)
において輻輳を発生させる Interest Packet のヒット率を計測した。結果を図 21 に示す。
図 21 からユーザ数の増加に伴いヒット率が減少していることがわかる。 
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図 13  最大コンテンツ取得遅延平均 図 14  再送率 
 
  
図 15  Hop 数分布 図 16  平均 Hop 数 
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図 17  キャッシュヒット率 
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図 18  リンク使用率(1200 User) 
   
 
図 19  リンク使用率(1600 User) 
   
 
図 20  リンク使用率(2000 User) 
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4.2.2.!性能低下メカニズム考察 
上記の実験から NDN 環境において過負荷要求が発生した場合にどのように処理性能が
低下していくのか考察する。まずユーザ数の増加等による過負荷要求が発生する。過負荷要
求が発生すると、要求量がネットワーク内の一部ルータに集中する。要求が集中したルータ
では頻繁にキャッシュの中身が入れ替わるため輻輳を発生しうる要求のキャッシュヒット
率が低下する。図 21 から確かにユーザ数の増加に伴ってヒット率が低下していることが
わかる。キャッシュヒット率の低下によって過剰量の Interest Packet が上流に流れリンク
輻輳が発生する。これは図 18、図 19、図 20 から読み取れる。次にこのリンク輻輳によ
って Data Packet がドロップする。そうするとユーザ側でタイムアウトが発生し再度
Interest Packet をネットワークに放出する。2.1.4 節で説明したようにパケットがドロッ
プした場合、ユーザ側でタイムアウトが発生し、タイムアウトと再リクエストをデータ取得
まで繰り返す。これによってユーザの取得遅延が伸びてしまい、NDNの性能が低下してし
まうと考えられる。 
 
 
  
  
 
図 21  ルータ 0/2/4 におけるキャッシュヒット率 
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第5章提案手法 
本章では前章で明らかにした性能低下メカニズムに基づき NDN における輻輳制御手法
を提案する。 
 
5.1.!NDNにおける性能低下要因 
4.2.3 節で明らかにした性能低下メカニズムは以下のとおりである。 
 
①! 過剰量のコンテンツ要求が発生 
②! ネットワークフローの偏りが発生 
③! 要求が集中しているノードにおいてキャッシュヒット率が低下 
④! 輻輳リンクにて Data Packet がドロップ 
⑤! データが来ないためユーザ側でタイムアウト 
⑥! ユーザが再要求 
⑦! ⑤と⑥をデータ取得まで繰り返す 
 
輻輳リンクへの Interest Packet を減らす方法は２つ考えられる。１つ目はキャッシュア
ルゴリズムの改良である。輻輳リンクの手前ノードにおいてキャッシュヒット率が改善さ
れれば輻輳リンクへの要求量を減らすことができる。２つ目は Interest Packet のフォワー
ディングアルゴリズムの改良である。リンク使用率に対応して Interest Packet のフォワー
ディングを行うことで Data Packet が輻輳リンクを通ることを防ぐことができる。次節か
らこれら２つの提案手法について述べる。 
 
5.2.!提案手法１：キャッシングアルゴリズム 
 本節ではキャッシュアルゴリズム提案手法について述べる。キャッシングアルゴリズム
には来たデータをキャッシングするか決定する Cache Decision Policy とキャッシュが一
杯のときに破棄するデータを決定する Cache Replacement Policy がある。提案手法では
量アルゴリズムを輻輳に対応させるように改良する。改良 Cache Decision Policy を以下
に示す。 
 
1.! R は定期的に接続リンク使用率を計測し、あるリンクの使用率が閾値(0.7)を超えた場
合に制御スイッチ SW(R)を ON にする 
2.! SW(R)が ON の場合、ルータ R はリンク使用率が閾値以下のリンクからのデータをキ
ャッシュしない 
 
改良 Cache Replacement Policy も以下に示す。 
1.! R は定期的に接続リンク使用率を計測 
2.! キャッシュ領域をデータの古い順に探索 
3.! 該当データの出処ノードから自分へのリンク使用率を確認し閾値以下であれば破棄デ
ータに決定。閾値以上であれば２に戻る 
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5.3.!提案手法２：フォワーディング 
本節ではフォワーディングアルゴリズム提案手法について述べる。提案手法では輻輳リ
ンクのリンク使用率を下げるために各ルータがリンク輻輳を検知した場合に迂回経路探索
を行う。 
まず提案手法を実行する際の事前準備について説明する。Publisher のコンテンツアドバ
タイズパケットにホップ数の付加情報をつけることによって各ルータは自分から
publisher までのホップ数、隣接ノードから Publisher までのホップ数を FIB に記録する。
またキャッシュアルゴリズムの時と同様に各ルータは接続リンクの使用率を定期的に計測
する。 
提案手法アルゴリズムの擬似コードを図 22 に示す。ここで Interest Packet を受信した
ノードを R、ノード Aから Bへ向かうリンクを LINK(A,B)、ルータ Cから目的地 Dへ全次
ノード集合を LIST(C,D)、リンク Lのリンク使用率を USAGE(L)、ノード Eからノード Fへ
の最短ホップ数を HOP(E,F)、実際に転送するノードを NEXT、制御フラグを FLAG とす
る。この制御フラグは Interest Packet が Publisher へ到達することを保証するために用い
る。本方式ではホップ数ではなくリンク使用率を用いてフォワード先を決定しているため、
条件によっては Interest Packet が Publisher から遠ざかり続ける可能性がある。これを防
ぐために、Interest Packet が Publisher から遠ざかるようにフォワードされた際に FLAG
を立て、FLAG が立っていた場合は Hop 数が増える迂回経路を選択できないように制限し
た。 
Interest Packet を受信したルータは、 
Step 1) USAGE(LINK(FIB インターフェイスランキング１位のノード, R))を計測し、閾値
以下であれば該当リンクは輻輳していないとみなしそのノードに転送する。そうでなけれ
ば迂回経路探索を行う。 
これから迂回経路探索アルゴリズムについて説明する。 
Step 2) まずルータはすべての次ノード候補 LIST(R,P)から自分へのリンクが輻輳していな
い候補ノード、かつ、FLAG が立っている場合はホップ数がより小さい候補ノードを選択す
る。 
Step 3) 次に送信ノードを決定する。候補ノード個数が 0の場合はデフォルトアルゴリズム
と同じ FIB ランキング１位のノードに Interest Packet をフォワードする。候補ノード個数
が１つの場合はそのノードにフォワードする。候補ノードが２つ以上残った場合、それぞれ
の候補ノードから自分へリンク使用率を比較し最も使用率の低いノードを選択する。 
Step 4) 最後に FLAG 処理を行う。フォワードするノードから Publisher へのホップ数が自
分から Publisher へのホップ数よりも大きい又は同じであった場合 FLAG を ONにする。 
 
 
  
 
  
19 
 
 
 
 
  
#デフォルト経路で輻輳リンクを通らないかの確認(STEP 1) 
IF(USAGE( LINK(FIB インターフェイスランキング１位のノード,R) ) < 閾値) THEN 
 NEXT = FIB インターフェイスランキング１位のノード 
 RETURN 
END IF 
 
#迂回経路探索 
#送信可能ノードを選別(STEP 2) 
FOR C in LIST(R,P) 
 IF USAGE(LINK(C,R) ) < 閾値 THEN 
  LIST(R,P)から C を削除  
 ELSE IF FLAG==0N AND HOP(C,P) < HOP(R,P) THEN 
  LIST(R,P)から C を削除 
 END IF 
END FOR 
 
#送信可能ノードの決定(STEP 3) 
IF LIST(R,P)の要素数 == 0 THEN 
 NEXT = FIB インターフェイスランキング１位のノード  
ELSE IF LIST(R,P)の要素数 == １ THEN 
 NEXT = LIST(R,P)に残ったノード 
ELSE IF LIST(R,P)の要素数 >= 2 THEN 
 NEXT = USAGE( LINK(残留ノード,R) )が最小となるノード 
END  
 
#FLAG 処理(STEP 4) 
IF HOP(NEXT,R) >= HOP(R,P) THEN 
 FLAG = ON 
END IF 
図 22  フォワーディングアルゴリズムの擬似コード 
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第6章提案手法評価実験 
 
6.1.!評価実験(キャッシングアルゴリズム) 
今回の評価実験では Publisher 位置を変化させて 4 回の実験を行った。輻輳リンク判定閾
値として 0.8 を用いた。またキャッシュアルゴリズム以外のパラメータは表 2 のデフォル
ト値を用いた。 
 
6.1.1.!実験結果 
表 3 に条件ごとの最大コンテンツ取得遅延平均を示す。表 3 から各実験で制御効果が現
れていることがわかる。以降は提案方式の効果メカニズムを明らかにするために試行４の
計測データを用いる。まず制御無しでのネットワーク各リンク使用率を計測した。すると輻
輳リンクは 35->2 リンク、36->2 リンク、2->4 リンクであった。図 23 にネットワーク上
での輻輳リンクを示す。制御無し条件と制御有り条件時のこれら輻輳リンク使用率を図 24、
図 25 に示す。図 24、図 25 から 36->2 リンク、35->2 においては使用率が１になり続け
る減少を緩和できていることがわかる。一方で 2->4 リンクでは制御有り条件であっても使
用率が１に達してしまった。次にルータごとの輻輳リンクへのキャッシュヒット率を計測
した。結果を図 26 に示す。ルータ４においてはキャッシュヒット率を大きく改善できてい
ることがわかる。一方でルータ 2ではキャッシュヒット率はあまり改善されなかった。 
 
 
  
表 3 条件ごとの最大コンテンツ取得遅延平均 
 試行１ 試行２ 試行３ 試行 4 
制御無し(sec) 3.163 2.250 2.065 2.257 
制御有り(sec) 2.904 1.837 1.708 1.789 
削減率(%) -8.179 -18.38 -17.25 -20.74 
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図 23  評価実験(キャッシング)における無制御時の輻輳リンク 
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図 24  制御無での輻輳リンクの使用率 
 
  
 
図 25  制御有での輻輳リンクの使用率 
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6.1.2.!考察 
実験結果から提案方式では輻輳リンクに接続しているノードのキャッシュポリシーをリン
ク輻輳に対応させて調節することで性能向上できることがわかった。一方で図 24、図 25
から 2->4 リンクのリンク輻輳を解消することはできなかった。図 26 からキャッシュヒッ
ト率は制御有であっても 20%以下であった。また図 26 からルータ 2 におけるキャッシュ
ヒット率は改善が見られなかった。これはルータ 2 は 35->2 リンクと 36->2 リンクの２つ
の輻輳リンクに隣接していたため効果が薄れてしまったためだと考えられる。つまり提案
方式では１つの輻輳リンクに接続しているルータでは制御効果が得られた。 
 
6.2.!評価実験(フォワーディングアルゴリズム) 
フォワーディング評価実験でも前節と同様に Publisher の位置を変化させて４回の実験
を行った。輻輳リンク判定閾値として 0.7 を用いた。また、フォワーディングアルゴリズム
以外のパラメータは表 2のデフォルト値を用いた。 
 
6.2.1.!実験結果 
実験結果を表 4 に示す。表 4 からフォワードアルゴリズムの改良によって平均 24.3%改
善できていた。以降は試行４のシミュレーション結果を用いた。制御無し条件での輻輳リン
クは 35->2 リンク、36->2 リンク、2->4 リンク、4->29 リンクであった。これら輻輳リンク
の位置を図 27 に示す。制御無し条件、制御有り条件での各輻輳リンク使用率を図 28、図 
29 に示す。図 28 から制御無し条件では 36->2 リンク、2->4 リンクにおいては常にリンク
使用率１であった。対して図 29 を見てみると制御によって 36->2 リンク及び 2->4 リンク
のリンク使用率が１を維持することを防げていることが読み取れる。 
  
 
図 26  ルータ 2/4 における輻輳リンクへのキャッシュヒット率 
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表 4 試行ごとの最大コンテンツ取得遅延平均 
 試行１ 試行２ 試行 3 試行 4 
制御無し(sec) 2.178 2.082 3.223 1.989 
制御有り(sec) 1.600 1.603 2.672 1.389 
削減率(%) -26.53 -23.01 -17.08 -30.16 
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図 27  評価実験(フォワーディング)における無制御時の輻輳リンク 
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6.2.2.!考察 
実験からフォワーディング制御によって輻輳リンクのリンク使用率を改善し性能を向上
できることがわかった。また図 29 からすべての輻輳リンクにおいてフォワーディング制
御では制御効果が見られた。ここでキャッシュアルゴリズム制御とフォワードアルゴリズ
ム制御を比較してみるとフォワーディング制御の方が制御効果が高かった。キャッシュ制
御ではキャッシュヒット率の向上によって間接的に輻輳リンクへの Interest Packet 数減少
を目指しているのに対し、フォワーディング制御では直接輻輳リンクへの Interest Packet
数減少に寄与しているためだと考えられる。 
  
 
図 28  制御無での輻輳リンクの使用率 
 
  
 
図 29  制御無での輻輳リンクの使用率 
 
 
  
27 
 
第7章結論 
本研究ではNDNの詳細な性能解析実験とリソース制限から発生するNDNの過負荷特性
及びそれの解決手法提案を行った。 
NDN 性能解析実験では、IP と比較して NDNがどのように効率的にコンテンツ配信を実
現しているか実験を行った。実験から NDNにおいてはキャッシングによってほとんどの要
求はルータのキャッシュで満たされリンク輻輳を未然に防いでいることがわかった。 
NDN 過負荷実験では過負荷要求が発生した際の NDN の振る舞い及び性能低下メカニズ
ムの解明を行った。NDNが過負荷要求条件下で性能が低下するメカニズムとしては、(i)過
負荷要求によって負荷が集中するルータでのキャッシュヒット率が低下、(ii)多くの Interest 
Packet が上流に流れることによるネットワーク輻輳発生、(iii)ユーザのタイムアウトによる
コンテンツ再要求の増加、(iv)コンテンツ取得遅延の増加というものだった。 
実験結果を受けキャッシングアルゴリズムの改良とフォワーディングアルゴリズムの改
良で性能改善を試みた。キャッシングアルゴリズムの改良ではネットワークフローに対応
したキャッシングを行うことによって過負荷ルータでのキャッシュヒット率を上昇させる
ことによる性能改善を期待した。評価実験から１つの輻輳リンクと接続している過負荷ル
ータではキャッシュヒット率を向上させ、平均で 16.1%性能改善することができた。しか
し、２つの輻輳リンクと接続している過負荷ルータのキャッシュヒット率、輻輳リンクの輻
輳改善にまでは至らなかった。フォワードアルゴリズムの改良ではルータが Interest 
Packet をフォワードする際に輻輳リンクを通過するような要求であれば他ルートを探索し
フォワードを行うアルゴリズムを提案した。評価実験から提案手法では輻輳リンクにおい
てリンク使用率が１に張り付く現象を緩和し、デフォルト NDN と比較して平均 24.3%性
能改善することができた。 
結論として、キャッシングアルゴリズムとフォワーディングアルゴリズムの両領域にお
いてネットワークフローに対応した制御を行うことによって NDN の性能を向上できるこ
とを示した。一方で本研究ではデフォルトシナリオでの評価実験であった。今後は他のシミ
ュレーションシナリオでの実験、両方式を同時に行うシナリオについて評価実験していく
必要がある。 
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