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Abstract
The magnetic remanence stored within meteorites represents a window into the struc-
tural, dynamic and thermochemical conditions that prevailed within small planetary
bodies (<1000 km radius) during the early solar system. Paleomagnetic measurements
indicate that many meteorites recorded a vestige of ancient planetary magnetic fields,
indicating that numerous small bodies contained, at one time, molten metallic cores that
convected to generate dynamo activity. However, the temporal evolution of these fields
has remained elusive, thus the thermochemical conditions that governed this activity are
uncertain. Also, the nm- and µm-scale magnetic and structural properties of the reman-
ence carriers are largely unstudied, thus their capabilities as paleomagnetic recorders are
unknown.
In this thesis, I apply state-of-the-art magnetic transmission electron microscopy
techniques (electron holography), image simulations and atomic-scale Monte Carlo sim-
ulations to investigate the fundamental properties of the ‘cloudy zone’ (CZ), a nm-scale
intergrowth unique to meteoritic metal. The CZ is found to capture an extremely stable
chemical transformation remanent magnetisation, which, due to its formation history,
corresponds to the temporal evolution of the field experienced by this intergrowth.
To further investigate this remanence, I apply cutting-edge synchrotron X-ray mag-
netic microscopy techniques (X-ray photoemission electron microscopy, XPEEM) and
image simulations to the CZ in the Tazewell IIICD iron meteorite. The observed mag-
netisation reveals that the domain pattern of the older CZ is a direct reflection of the
planetary field; this is not the case for the younger CZ, where the domain pattern is
adversely influenced by the underlying nanostructure. These properties were exploited
to infer time-resolved records of planetary magnetic activity from XPEEM images of
the Imilac and Esquel pallasite meteorites, and Bishop Canyon and Steinbach IVA iron
meteorites. The field inferred from the pallasites was unidirectional, with an intens-
ity that decayed in a step-wise fashion over millions of years from ~100 µT to 0 µT.
Through planetary cooling and dynamo models, this behaviour is interpreted as due
to compositional convection resulting from bottom-up inner core solidification on the
pallasite parent body. The decay events are interpreted as a dipolar-multipolar field
transition, and the shut down of dynamo activity associated with the completion of
core solidification. The field inferred from IVA meteorites was intense (>100 µT) and
reversed orientation once in the brief recording period studied (Ø30 kyr). The IVA par-
ent body was likely an exposed planetary core (proposed to be the extant asteroid (16)
Psyche), and thus will have solidified from the top-down. Dynamo generation models
demonstrate that this process involved the proposed ‘Fe-snow’ solidification mechanism,
vi
and that the field was generated by compositional convection resulting either from ‘Fe-
snow’ itself, or from inner core solidification in the compositionally stratified core liquid
produced by ‘Fe-snow’.
Prior to this study, the magnetic remanence within meteorites had only been sugges-
ted to relate to planetary magnetic activity generated by thermal convection, which was
ine cient and would have been short-lived. On the other hand, the compositionally-
driven dynamo activity identified in this thesis was e cient, and would have been per-
mitted by the ancient thermochemical structure predicted for nearly all small bodies.
Hence, across their period of core solidification, the vast majority of small bodies (re-
gardless of the direction of core solidification) would have contributed to an ancient and
widespread epoch of long-lasting, stable and intense magnetic activity.
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Chapter 1
Introduction
Of the rocky planets, moons and asteroids in our Solar System, only the Earth, Mercury,
Ganymede and possibly Io generate their own magnetic fields at the present day. The
measured intensity, orientation and polarity of these fields have been used (especially
among the extraterrestrial bodies) to gain unique insight into the thermal, chemical and
dynamic conditions within the interiors of these bodies. On the other hand, all other
measured rocky bodies, including Venus, Mars, the Moon and many asteroids, do not
display present-day magnetic activity. However, many of the meteorites originating from
these bodies carry a magnetic remanence, which has been used to argue that many of
these bodies were magnetically active billions of years ago. Meteoritic magnetism acts
as a window into the past thermochemical conditions within smaller planetary bodies,
and is capable of illuminating our understanding of the evolution of terrestrial matter
during a critical period of planetary formation in the early Solar System.
In this thesis, I apply novel magnetic microscopy techniques to meteoritic metal,
with the aim of assessing its remanence carrying capabilities and inferring records of the
early magnetic activity generated within small planetary bodies. In this chapter, I first
discuss current views on planetary formation, describe the mechanisms of magnetic field
generation and outline recent extraterrestrial paleomagnetic studies. I then state some
key open questions regarding meteoritic magnetism and small body evolution, before
finally outlining the plan of the thesis and summarising my findings.
1.1 Planetary Formation
Arguably the most important event in the history of a planetary body is the large-scale
melting of planetary material and subsequent separation of metallic and rocky compon-
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Figure 1.1: Schematics of two models of planetary di erentiation. a) Equilibrium core
formation, involving sinking metal droplets that aggregate and subsequently descend as
diapirs to form a core. b) Disequilibrium core formation, involving large unequilibrated
metal blobs descending through an entirely liquid mantle to form a core. Based on image
from Kleine & Rudge (2011).
ents under gravity to form a core and overlaying mantle (a process called di erentiation,
Figure 1.1, Weiss & Elkins-Tanton, 2013). Di erentiation likely occurred on small bodies
(<500 km radius) within the first few million years (Myr) of the Solar System (Elkins-
Tanton et al., 2011). Most meteorites are fragments of these bodies, and the variety of
textures and compositions they display suggests they originate from the range of plan-
etary structures generated during di erentiation; indeed, meteorites are divided into
four classes - chondrites, rocky achondrites, irons and stony-irons - depending on the
di erentiated structure from which they originate (Wiesberg et al., 2006).
The chondrites are rocky meteorites composed primarily of a collection of silicate and
metallic phases (Scott, 2011), and are divided into about ten chemically distinct groups
(inherited from inhomogeneities in the protoplanetary disk). The defining feature of
these meteorites is the presence of chondrules: µm- to mm-sized spherical objects that
formed from free-floating droplets in the solar nebula. Chondrites also contain µm-scale
Fe-Ni grains, Ca-Al rich inclusions (CAIs) - the first materials to condense out of the
cooling nebula gas, and are therefore widely believed to be the oldest objects in the
Solar System (Connelly et al., 2008; Jacobsen et al., 2008) - and a fine-grained matrix
structure, which itself consists of small chondrule fragments and other silicate and oxide
minerals (Figure 1.2a). These constituents condensed out of the solar nebula during
the earliest stages of the Solar System, and, over the subsequent ~4.5 billion years, are
believed to have accreted to form the terrestrial planets, moons and asteroids that exist
1.1 Planetary Formation 3
Figure 1.2: a) Reproduced from Boss (2004). X-ray map of the PCA 91082 chondrite
showing the abundances of magnesium (red), calcium (green) and aluminium (blue).
Chondrules, CAIs, the matrix and metallic inclusions (black circles) can all be identified.
b) Reproduced from Fagan et al. (2002). X-ray map of the lunar rocky achondrite NWA
032, showing the abundances of aluminium (red), iron (green) and silicon (blue). Olivine
(green), pyroxene (blue) and plagioclase (red) crystals can all be identified. c) Image of
the Bishop Canyon IVA iron meteorite. The meteorite is pure metal and slight hints of
the Widmanstätten microstructure can be seen on its surface. d) Image of the Imilac
pallasite meteorite. The meteorites consists of large olivine crystals embedded in a
continuous metal matrix. The scale bar at the top of the image corresponds to cm
increments.
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today (Scott, 2007). During this process, these phases were exposed to varying degrees
of thermal and/or aqueous alteration (only a handful of meteorites contain pristine ma-
terial from the birth of the Solar System, Fu et al., 2014; Lappe et al., 2011). The
primitive texture and compositions of the chondrites suggests that they represent ma-
terial that (although potentially heated) did not melt when it was on its parent asteroid
(Huss et al., 2006). On the other hand, the rocky achondrites display large degrees of
thermal alteration (e.g. absence of pre-accretionary phases) and are therefore believed
to represent resolidified chondritic material that had melted when it was on its parent
asteroid (Figure 1.2b). The rocky achondrites are divided into about eight chemically
distinct groups of igneous rocks (a handful originate from the Moon and Mars), all of
which are relatively depleted in metal, which is believed to have migrated through the
silicate mantle and amalgamated to form a planetary core. The iron meteorites, which
are divided into >10 chemically distinct groups of nearly-pure Fe-Ni (Goldstein et al.,
2009b), are widely believed to be fragments of these cores (produced during catastrophic
planetary impacts) and represent a vital source of information regarding the timing and
mechanisms of di erentiation (Bouvier et al., 2007; Burkhardt et al., 2008; Markowski
et al., 2006, Figure 1.1). The stony-iron meteorites consist of two groups of meteorites
(the pallasites and mesosiderites) and contain approximately equal amounts of rock and
metal. The presence and proximity of these phases lead to the traditional view that
these meteorites represented the core-mantle boundary of an asteroid (Anders, 1964),
although there is little modern evidence to support this hypothesis, and instead they
are now widely believed to originate from planetary impacts during the early Solar Sys-
tem (Bogard & Garrison, 1998; Tarduno et al., 2012). The two classes of meteorites
studied in this thesis are the irons (IIICD and IVA groups, Figure 1.2c) and stony-irons
(pallasites, Figure 1.2d).
Whether these four classes of meteorite shared a common parent body has been a
key point of contention in the modern era of meteoritics. Originally, meteorites were
thought to originate from a handful of Moon-sized bodies (1000 - 2000 km in radius,
Figure 1.3a, Ringwood, 1961; Wood, 1963). Unlike the Earth and other larger bodies
(>~2000 km in radius), only a small amount of heat (not enough to melt the entire
body, Davison et al., 2010) would have been generated from the accretion of chondritic
material to form these smaller bodies. Instead, the majority of the heat within these
bodies is believed to result from the radioactive decay of short-lived radionuclides (Huss
et al., 2006; Urey, 1955, principally 26Al, half-life 0.7 Myr, and 60Fe, half-life 2.6 Myr)
within the first 10 Myr of the Solar System. Small bodies were therefore likely heated
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Figure 2
Meteorite parent body models. (a) All meteorites originated from one or a few Moon-sized partially
differentiated bodies with chondritic surfaces formed by tuffaceous volcanism (Ringwood 1961),
impact-induced melting, and/or deposition of exogenous material (Wood 1963). (b) Meteorites originated
from multiple asteroid-sized bodies. Individual bodies were fully differentiated or fully undifferentiated
(Mason 1967). (c) Meteorites originated from multiple, asteroid-sized bodies (Anders & Goles 1961).
Individual bodies were fully differentiated, fully undifferentiated, or partially differentiated with an unmelted
chondritic crust. (Inset) Schematic asteroid showing a possible structure of a partially differentiated CV-CK
carbonaceous chondrite parent planetesimal (see Section 3.3). Metamorphosed and/or partially melted
materials like clasts found in the CV chondrite Mokoia may be samples excavated from the deep interior.
greatly, they were commonly envisioned to have radially layered, melted interiors composed of
iron meteorites and basaltic achondrites overlain by accretional crusts composed of chondrites
(Anders & Goles 1961, Lovering 1962, Ringwood 1961, Wood 1963) (Figures 1 and 2a,c). The
chondritic surfaces were typically thought to have formed from volcanic fire fountaining, impact
processing of the deep interior materials, or possibly even deposition of exogenous nebular solids
(Wood 1963). The existence of polymict breccias containing both chondritic and achondritic
clasts was taken as important evidence for the coexistence of the various meteorite groups on a
single body (Lovering 1962,Wood 1963), and the observation of natural remanent magnetization
in some chondrites was attributed to dynamo generation by an interior convecting metallic core
(Anders 1964, Lovering 1962, Ringwood 1961, Stacey et al. 1961).
Beginning around the landmark review of meteoritics by Anders (1964), the single parent body
hypothesis for meteorites was questioned and then eventually discarded as an accumulation of
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Figure 1.3: Reproduced from Weiss & Elkins-Tanton (2013). Structure of potential
meteorite parent bodies. a) Partially di erentiated Moon-sized bodies with an ‘onion
shell’ ther al structure. b) Many asteroid-sized bodies that are either completely un-
melted (chondrites) or melted and di er ntiated (rocky achondrites, stony-irons and
irons). c) Multiple asteroid-sized bodies that are undi erentiated, partially di erenti-
ated or c mpletely di e nti ted. Inset: rigins of the iro meteorites (metallic core,
red), achondrites (igneous silicates, green) and chondrites (labelled here as CV-CK, with
varying degrees of ther al alteration from grade 6 down to 3, yellow-brown) within the
depths of a parent body.
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from the inside-out, which will have produced a decreasing thermal gradient along their
radii (an ‘onion shell’ thermal structure, McSween et al., 2002; Trielo  et al., 2003).
The four types of meteorite were originally proposed to represent the varying degrees
of melting and di erentiation within the depths of these partially di erentiated bodies
(Huss et al., 2006), with the rocky achondrites, stony-irons and irons representing melted
interiors, and chondrites representing thermally-altered but, crucially, unmelted crusts
(Elkins-Tanton et al., 2011; Weiss & Elkins-Tanton, 2013).
However, with the introduction of high-precision geochemical techniques and orbital
observations in the late 1970s, meteorites were instead proposed to originate from many
asteroid-sized bodies (Clayton & Mayeda, 1978; Clayton et al., 1976; Mason, 1967).
In this paradigm, each chemically distinct group can correspond to a di erent parent
body, with chondrites representing entire bodies that did not melt, and rocky achon-
drites, stony-iron and iron meteorites representing bodies that did melt and di erentiate
(Weiss & Elkins-Tanton, 2013, Figure 1.3b). The critical parameter governing whether
a body melted and di erentiated would have been the amount of radioactive material
incorporated during accretion, which will have depended on the timing and duration of
this process, as well as the size the body reached.
1.2 Planetary Dynamos
Planetary magnetic fields are generated by a self-exciting dynamo e ect, driven by the
convective motion of electrically conductive molten metal within the core of a planet
(Stevenson, 2003, 2010). These fields are therefore a direct consequence of planetary
di erentiation. The convective motion within the core can be governed by thermal or
chemical buoyancy of the core liquid, and is capable of generating a dynamic magnetic
field continuously for billions of years (Nimmo, 2007). Although the details of dynamo
activity depend on many physical properties of a planet (e.g. size, core composition,
mantle composition, etc., Evans et al., 2014; Hauck et al., 2006; Nimmo, 2009), the
parameter that ultimately drives convection is the heat flux out of the core (Elkins-
Tanton et al., 2011; Hevey & Sanders, 2006; Nimmo, 2007, 2009; Olson & Christensen,
2006; Stevenson, 2003). This heat flux depends on the capability of the mantle to
transfer heat from the core into space, so although the dynamo is generated within the
core of the planet, its properties are governed primarily by the thermal structure and
conductivity of the overlaying mantle.
Although dynamo activity is well studied, it not perfectly understood. In particular,
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Figure 1.4: Schematic of dynamo generation. a) Thermally-driven convection (red and
blue curved arrows) is capable of generating a magnetic field (curved black arrows) for
certain values of the heat flux out of the core (straight red lines). b) Compositionally-
driven convection (curved yellow arrows) generates a magnetic field via the ejection of
light elements from the growing solid (straight yellow arrow) that migrate upwards under
gravity. This process is governed by solid growth rate (straight dark-grey arrows), which
in turn depends on the heat extracted through the mantle (straight red lines).
the exact thermochemical conditions of the mantle and core that can result in dynamo
activity are uncertain (Stevenson, 2003). It is well established, however, that convection
can result from thermal buoyancy of the core liquid (Figure 1.4a); if the heat flow at any
point along the radius of the liquid core exceeds the value that can be conducted along
the adiabat, the excess energy results in convection (Stevenson, 2003; Weiss et al., 2010).
Within an ‘onion shell’ thermal structure, the heat flow in the core liquid will be dictated
by the heat flux across the core-mantle boundary, thus thermal convection is governed
by the thermal properties of the mantle, as discussed above. Chemical buoyancy can
also cause convection of the core liquid (Nimmo, 2009) (Figure 1.4b). Planetary cores
contain light elements (e.g. S) (Poirier, 1994), and as the core starts to freeze, some of
these elements will be excluded from the crystal structure, generating a light element
enriched liquid layer adjacent to the solid. If this layer is generated at depth in the
core (like it is by the Earth’s growing inner core) it will be gravitationally unstable and
migrate upwards, leading to convection (Nimmo, 2007). Compositional convection is
governed by the rate of release of light elements during solidification, which will depend
on the growth rate of the solid that in turn depends on the heat extracted from the core
and hence the thermal properties of the mantle (Nimmo, 2009).
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From a planetary science perspective, magnetic studies are most informative when
they constrain the thermochemical state of the planetary body. A good example of this is
Venus, which, despite similarities in size and composition to the Earth, does not generate
a dynamo at the present day (Nimmo, 2002). However, unlike the Earth, Venus’ crust is
not tectonically active, which has been proposed to provide extra insulation to the entire
planet. In this scenario, Venus’ mantle will be cooling relatively slowly, which, in turn,
results in a very small core-mantle boundary heat flux. This thermal structure will cause
very little heat flow in the core liquid and a slow rate of inner core growth (if Venus does
indeed have an inner core, Konopliv & Yoder, 1996), neither of which permit convection
of the core liquid. It is these large-scale internal thermochemical inferences (in this case
low heat flux throughout the whole planet) that make magnetism an appealing tool in
planetary science.
Planetary magnetism is also an appealing tool because it can be relatively easily
measured for extraterrestrial bodies (Elkins-Tanton et al., 2014; Stevenson, 2010). Our
well-established geophysical understanding of the interior of the Earth (e.g. Deuss et al.,
2010) is supported by decades of seismic studies, which are unfortunately often unfeasible
or impossible to perform on other bodies. The intensity, orientation and morphology
of a planetary field, measured by orbital or flyby satellite missions, can therefore be
the only way of peering inside some bodies (e.g. Khurana et al., 2011). An example
is the MESSENGER mission, which has recently finished its extended study of the
magnetic activity and surface geology of Mercury (Anderson et al., 2011; Nitter et al.,
2011; Zuber et al., 2012). Mercury is unique as its core is far larger than is typical for
a body its size (Harder & Schubert, 2001), and the magnetic field it creates is relatively
weak and displays an unusual asymmetric dipolar morphology (Anderson et al., 2011;
Stevenson, 2010). From the measurements made by MESSENGER, we are just starting
to understand the structural evolution, present day dynamics and interior of this curious
planet (Asphaug & Reufer, 2014; Williams et al., 2007).
1.3 Extraterrestrial Paleomagnetism
Meteorites are one of the few sources of information regarding the history of dynamo
activity in the Solar System. It has been argued that the magnetic remanence within cer-
tain meteorites (Bryson et al., 2014a; Garrick-Bethell & Weiss, 2010; Weiss et al., 2010)
results from fields generated within small bodies during the early Solar System, allowing
the properties of the ancient dynamo activity within these bodies to be deduced from
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Meteorite
class
Meteorite group
(meteorite name)
Field
intensity Reference
Chondrite CV (Allende) >20 µT
Carporzen et al. (2011); Fu
et al. (2014)
LL (Bensour) ~0 µT Gattacceca et al. (2003)
Rocky
achondrite
Angrite (A-881371, Angra
dos Reis, D’Orbigny) ~10 µT Weiss et al. (2008a)
Aubrite (Norton County,
Peña Blanca Spring) ~10 µT
Gattacceca & Rochette
(2004)
HED (Allan Hills A81001) >2 µT Fu et al. (2012)
Stony-iron Pallasite (Imilac, Esquel) >70 µT Tarduno et al. (2012), Brysonet al. (2015) Chapter 5
Iron IIICD (Tazewell) 0 µT
Bryson et al. (2014b),
Chapter 4
IVA (Steinbach) >100 µT Chapter 6
Table 1.1: Selected intensity vales from modern (post-2000) paleomagnetic studies.
HED: howardite–eucrite–diogenite. For reference: ancient Moon: >1 µT (Garrick-
Bethell et al., 2009); ancient Mars: ~50 µT (Weiss et al., 2008b); present-day Earth:
30 - 60 µT (Stevenson, 2003).
present day laboratory measurements (Table 1.1). Due mostly to the complex nature
of the magnetic remanence within meteorites and inaccuracies in early paleomagnetic
measurements (e.g. Sugiura & Strangway, 1983, see discussion in Weiss et al., 2010),
definitive experimental evidence demonstrating that small bodies were able to gener-
ate magnetic fields remained elusive for decades. It was only with the introduction
of modern, reliable paleomagnetic techniques and dynamo models in the last 10 years
(Gattacceca & Rochette, 2004; Olson & Christensen, 2006; Weiss et al., 2008a) that
remanences typical of planetary fields (age ~4.5 Gyr, intensity between 1 - 100 µT) have
been successfully identified in a wide range of meteorite groups (Table 1.1). These ob-
servations imply that many small bodies di erentiated and generated magnetic fields
(Weiss et al., 2008a, 2010), which, although somewhat expected for the rocky achon-
drite parent bodies, is unexpected for the current models of the origin of chondrites and
pallasites. Following the traditional view that these meteorites originate from undi er-
entiated parent bodies and the core-mantle boundary of di erentiated parent bodies,
respectively, neither group is expected to have recorded a planetary magnetic field. This
observation on the chondrites is part of a growing body of evidence driving a recent
resurgence of the partially di erentiated parent body hypothesis for the origin of met-
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eorites (Asphaug et al., 2011; Elkins-Tanton et al., 2011; Libourel & Chaussidon, 2011;
Weiss & Elkins-Tanton, 2013; Weiss et al., 2012) (Figure 1.3c). Extraterrestrial paleo-
magnetism has the potential to provide similar constraints on the dynamo generation
mechanism and thermochemical evolution of small bodies as those deduced for the Earth
and Moon, however, due to the static nature of current paleomagnetic measurements,
this information has remained enigmatic (see section 1.4.1).
With the advent of sophisticated, high-precision measurements and novel techniques,
paleomagnetism is providing a unique perspective on the history of the Solar System
and is starting to actively challenge established theories of planetary formation. Coupled
with advanced dynamo models and satellite observations, these laboratory measurements
have the potential to provide historical records of the thermochemical evolution of the
interior of the bodies present during one of the most crucial periods in the history of our
Solar System.
1.4 Open Questions
1.4.1 Planetary evolution
Beyond the observation of ancient convecting molten metallic cores (Weiss et al., 2008a,
2010), little thermochemical information regarding the mechanism of dynamo generation
on small bodies has been determined from paleomagnetic measurements on meteorites.
This information has been obtained for the Earth and Moon, where time-resolved re-
cords of the intensity (and direction for recent terrestrial measurements) of the magnetic
activity over billions of years are available. The recent and ancient periods of the ter-
restrial record have been obtained from magnetic anomalies in the spreading ocean floor
(which cover the last 150 Myr, Gubbins, 2008) and paleomagnetic measurements of
Archean and Hadean minerals (which span as far back as 4.5 Gyr ago, Tarduno et al.,
2014), respectively. The lunar record has been compiled from nearly 50 years worth
of paleomagnetic measurements of meteorites and Apollo mission samples that span a
range of remanence acquisition ages (Tikoo et al., 2014; Weiss & Tikoo, 2014). These
records reveal that the dynamo on the Earth has been powered by compositional con-
vection for approximately the last ~1 Gyr (Nimmo, 2007), and that the mechanism on
the Moon varied during its cooling history (Laneuville et al., 2014; Tikoo et al., 2014;
Weiss & Tikoo, 2014). Analogous information regarding small bodies could potentially
be obtained from time-resolved records of their magnetic activity, however, due to time-
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consuming experiments and the complex nature of meteoritic magnetism, these records
are yet to be obtained. As small bodies cooled quickly (Tarduno et al., 2012), these
records could also include the behaviour of the dynamo associated with events yet to
occur on the Earth (e.g. complete core solidification).
The stability and longevity of ancient small body magnetic activity is also uncer-
tain. Theoretical studies suggest that thermally-driven dynamo activity would have been
short-lived on these bodies (10 - 50 Myr after accretion depending on size of the parent
body, Elkins-Tanton et al., 2011; Sterenborg & Crowley, 2013), making it somewhat sur-
prising that the majority of modern paleomagnetic measurements on meteorites display
evidence of magnetic activity on their parent bodies (Table 1.1, Gattacceca & Rochette,
2004). The Earth has been generating long-lived and stable compositionally-driven dy-
namo activity for at least the last ~1 Gyr, and recent paleomagnetic measurements of
young lunar sample and dynamo models suggest the Moon generated a late-stage dy-
namo through the same mechanism (Laneuville et al., 2014; Tikoo et al., 2012). It is
therefore feasible that small bodies could have generated relatively long-lived magnetic
fields too, however the magnetic remanence within meteorites has only been suggested
to relate to the early thermally-driven dynamo activity (Weiss et al., 2008a, 2010). Al-
though compositional convection has been demonstrated theoretically to be capable of
driving small body dynamo activity (Nimmo, 2009), there is no experimental evidence
to date that conclusively demonstrates this mechanism of dynamo generation on these
bodies. This uncertainty stems mainly, again, from time-consuming experimentation;
each paleomagnetic measurement on a meteorite corresponds to a snap-shot of the field
intensity at the time remanence acquisition, hence to study the longevity of dynamo
activity would require numerous measurements from a suite of meteorites with di erent
remanence acquisition ages (similar to the method used to acquire the lunar record).
Despite their di culty to obtain, these records would provide the tightest constraints to
date of the early thermochemical evolution of the bodies present during the early Solar
System.
Small body cores are predicted to solidify millions of years after accretion once they
had cooled su ciently. This process generates latent heat (that will end up distributed
throughout the entire body) and ejects light elements into the liquid part of the core
(Nimmo, 2007), both of which are crucial to the thermal and chemical variations within
a planetary body, and hence dynamo generation (Hauck et al., 2006; Nimmo, 2009; Wil-
liams, 2009). Due to the substantial pressure at the centre of a large body, the Earth’s
core is solidifying from the bottom-up. The lower pressures and steeper adiabat in small
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bodies could have resulted in a significant fraction of these bodies initially solidifying
at the top of the core, and subsequently growing away from the core-mantle boundary
(Williams, 2009). The impact of this type of solidification on the thermochemical evol-
ution of small bodies is almost completely unknown (due to the lack of bodies known
to solidify in this fashion) despite having been invoked to explain both the presence and
absence of dynamo activity at the present day on Ganymede (Hauck et al., 2006) and
the Moon (Laneuville et al., 2014), respectively. Given that this type of solidification
could have been widespread among small bodies (Nimmo, 2009; Williams, 2009), it is
vital to understand the thermochemical e ects associated with it, and whether these
conditions permitted dynamo activity.
1.4.2 Meteoritic magnetism
The magnetic remanence carried by a meteorite can be a complex amalgamation of
numerous components, each of which is capable of reflecting a range of primary and
secondary processes (Weiss et al., 2010). A good example of this complexity is the re-
manence within chondrites; the overall magnetism of these meteorites is expected to be
the combination of the pre-accretionary remanence (reflecting nebular processes) carried
within the individual chondrules, as well as that carried by magnetic phases within the
matrix and Fe-Ni grains (which need not reflect nebular processes, especially among
the more thermally-altered chondrites) (Weiss & Elkins-Tanton, 2013). The measured
direction of this remanence across a significant fraction of chondrites displays mm-scale
heterogeneities (Gattacceca et al., 2003; Weiss & Elkins-Tanton, 2013). This magnet-
isation could be interpreted as cooling in the absence of a natural field, however could
also reflect secondary processes that occurred on the parent body, including accretion,
thermal metamorphism (which could cause an overprint recording of a dynamo field
if it existed), aqueous alteration, shock or cold brecciation. This heterogeneity could
also reflect secondary processes that occurred on Earth, including remagnetisation on
entry, further shock, weathering or remagnetisation by hand magnets during collection
and curation. These secondary processes are all capable of altering or overprinting the
primary thermoremanent magnetisation such that it may not be a direct reflection of the
natural field of interest. It has only been with the introduction of modern techniques,
capable of decoding this complex magnetisation, that the natural magnetic signal car-
ried by chondrites is starting to be accurately deduced (Carporzen et al., 2011; Fu et al.,
2014).
There are also a range of primary e ects that could cause the magnetic signal within
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Figure 1.5: Reproduced from Uehara et al. (2011). Left: Optical microscopy image of
two etched metal grains in the Agen chondrite. The plessite (P) and cloudy zone (CZ)
have been labelled. The CZ is visible as a dark halo around both particles. Left to
right: magneto-optical images during back-field demagnetising measurements. White
and black signals represent opposite components of out-of-plane magnetisation. The
CZ magnetisation starts to reverse at -400 mT among the coarsest tetrataenite islands.
As the field intensity, the finer CZ islands progressively reverses up to a field of -1 T,
demonstrating the variability of the coercivity across the width of the CZ. The white
arrows at -800 mT indicate very stable zones that only reverse with the largest applied
fields. The plessite displays a weak magneto-optical signal, implying the magnetisation
of this phase is predominantly in plane.
meteorites to poorly reflect the field they experienced. These generally concern the
fundamental nm- and µm-scale magnetic and structural properties of the individual re-
manence carries. For example the primary remanence within rocky achondrites and some
thermally-altered chondrites, carried primarily by grains of kamacite (bcc disordered Fe-
Ni) and taenite (fcc disordered Fe-Ni), is thought to reflect the dynamo field generated
by their parent bodies (Weiss et al., 2008a). The size of these metallic grains di ers from
meteorite to meteorite, and, in some cases, can be larger than the multidomain threshold
size (Dunlop & Özdemir, 1997). These grains will therefore display low coercivities and
poor magnetic recording capabilities, complicating the interpretation of the remanence
measured from a bulk sample (Garrick-Bethell & Weiss, 2010; Gattacceca et al., 2014).
Meteoritic metal can also undergo low temperature (<700 K) phase transitions (Yang
et al., 1997a), which could further complicate or even potentially remove the primary re-
manence recorded at higher temperatures (Uehara et al., 2011). Although some studies
have addressed specific aspects of the primary remanence within meteorites (Garrick-
Bethell & Weiss, 2010; Lappe et al., 2011; Tikoo et al., 2012), it is far from perfectly
understood, and has the potential to hinder accurate interpretations of paleomagnetic
measurements from certain meteorites.
The bulk metal in the iron and stony-iron meteorites is generally considered to be
a poor paleomagnetic recorder because of the large size and soft magnetic nature of its
constituent phases (Brecher & Albright, 1977). A recent study has suggested that the
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nanoscale phases generated during the low temperature phase transitions in this material
display the characteristics of reliable remanence carriers (Figure 1.5, Uehara et al., 2011).
However, the structure and chemistry of these phases are atypical among paleomagnetic
recorders (they are intergrown with other magnetic phases, and embedded within a large
metallic matrix) raising the possibility that their remanence reflects stray fields rather
than the dynamo field. The magnetism of bulk meteoritic metal is poorly studied (Weiss
et al., 2010), and, due to its unusual properties, its remanence carrying potential must be
addressed explicitly before any attempt to extract paleomagnetic information is made.
The open questions in meteoritic magnetism relate generally to the reliability of the
various remanence carriers as paleomagnetic recorders (whether they preserve a primary
magnetic signal for billions of years and whether the remanence is a ected by secondary
processes), as well as identifying the natural field each remanence carrier reflects. Both of
these aspects can be addressed using magnetic microscopy. These techniques spatially-
resolve a magnetic property of a sample with nm to µm spatial resolution, allowing the
magnetic behaviour of individual remanence carriers to be studied and related to the
underlying nanostructure (Harrison et al., 2002). These techniques therefore provide the
domain state and switching behaviour (and hence thermal stability) of the carriers, and
can also identify the e ects of many of the secondary processes (e.g. e ects of shock,
chemical alteration, etc.). An example of this kind of study concerns Fe nanoparticles
that form inside olivine crystals within certain chondrules, which have been proposed to
record a pre-accretionary remanence (Lappe et al., 2011). This study employed o -axis
electron holography to demonstrate that many of these particles are single magnetic
domains, which suggests they are capable of reliably preserving a magnetic remanence
to the present day, as well as showing that the olivine crystals themselves protect these
particles from shock remagnetisation and terrestrial weathering. In this thesis, I employ
a similar approach (using a wider range of microscopy techniques) to both assess the re-
cording potential as well as extract paleomagnetic information from the nm-scale phases
that form during the low temperature phases transitions in meteoritic metal.
1.5 Aims and Thesis Outline
In this thesis, I will address some of the key open questions in meteoritic magnetism
and early Solar System evolution. The overall goal is to establish an accurate and
e cient method of measuring time-resolved dynamo field records and coupling these
with planetary modelling to infer the thermochemical evolution of small bodies with
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cores that solidified both from the top-down and bottom-up. In doing so, I also aim
to characterise the nm- and µm-scale magnetic and structural properties of meteoritic
metal to assess its capabilities as a reliable paleomagnetic remanence carrier. These goals
are achieved using novel nm- and µm-scale magnetic microscopy techniques throughout.
The thesis is organised as follows:
Chapter 2 (Bryson et al., 2013) - In this chapter, I outline the experimentation and
theory behind the magnetic microscopy techniques used in this thesis, namely magnetic
transmission electron microscopy (TEM), magnetic force microscopy (MFM) and syn-
chrotron X-ray magnetic microscopy. I also introduce ATHLETICS (Bryson & Harrison,
2011), a freely-available software package capable of simulating the signal measured by
each of these techniques from candidate nm-scale magnetisation distributions. Through
comparisons of these simulated images and their experimental counterparts, the nm-scale
magnetisation relating to the captured signal can be inferred, providing extra and often
desirable information on top of that measured directly by each technique. This concept
is central to the information obtained in this thesis, and before applying it to meteor-
ites, I first demonstrate its capabilities and potential with a case study of magnetic TEM
imaging of low-temperature magnetite.
Chapter 3 (Bryson et al., 2014a) - In this chapter, I use a combination of exper-
imental and simulated magnetic TEM images, micromagnetic simulations and Monte
Carlo simulations to characterise the nm-scale magnetic and structural properties of the
cloudy zone (CZ) - a nm-scale intergrowth unique to meteoritic metal that consists of
islands of tetrataenite - to assess its capabilities as a paleomagnetic recorder. The CZ
is found to adopt an extremely stable chemical transformation remanent magnetisation,
which will be manifested as the proportions of the possible magnetisation directions,
averaged over a large number of tetrataenite islands. Also, as the CZ exsolved and ac-
quired a remanence sequentially across an area 1 - 20 µm wide as the parent body cooled,
I argue that the magnetisation across the CZ corresponds to the temporal evolution of
the field experienced by this intergrowth. This opens up the possibility of obtaining
time-resolved records of the magnetic activity generated on small bodies. The magnetic
domain pattern adopted by the metal prior to tetrataenite formation is also found not
to influence the magnetic state of the CZ.
Chapter 4 (Bryson et al., 2014b) - In this chapter, I use a combination of experi-
mental and simulated synchrotron X-ray imaging of the Tazewell IIICD iron meteorite
(which is not expected to have experienced a dynamo field) to characterise the µm-scale
magnetisation of the CZ and assess whether internal e ects (stray fields generated by
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the neighbouring microstructures or underlying structural features) adversely alter the
remanence recorded by this intergrowth. The older CZ (coarser tetrataenite islands) is
found to contain equal proportions of the possible magnetisation directions, suggesting
that it did not experience any adverse e ects. Hence, in meteorites that could have
experienced a dynamo field, the magnetisation in this region will correspond solely to
temporal evolution of the dynamo field. On the other hand, the younger CZ (finer tet-
rataenite islands) is found to contain a dominance of one magnetisation direction, which
is attributed to direct island-island exchange interactions. The magnetisation in this
region is therefore unrepresentative of a dynamo field and cannot provide reliable paleo-
magnetic information. The magnetic microscopy techniques introduced in this chapter
are also suggested as the ideal technique for µm-scale paleomagnetic studies.
Chapter 5 Bryson et al. (2015) - In this chapter, I use the findings of the previous
chapters to measure the variations in the intensity and direction of the ancient dynamo
field recorded by the CZ in the Imilac and Esquel pallasites. This is achieved using
experimental and simulated synchrotron X-ray microscopy images. The inferred field
intensity was initially found to be constant at ~100 µT, before decaying in two discrete
steps down to ~0 µT. Through planetary cooling and dynamo generation models, this
field is interpreted as due to compositional convection generated during bottom-up core
solidification, proving that this mechanism can generate dynamo activity in small bodies.
Compositional convection is an extremely e cient mechanism of dynamo generation on
these bodies (permitted by core cooling rates >0.001 K/Myr, Nimmo, 2009) so would
likely have been common among bottom-up solidifying small bodies. Therefore, an
ancient and widespread epoch of intense, long-lived and stable compositionally-driven
dynamo activity likely acted among the majority of di erentiated small bodies in the
early Solar System.
Chapter 6 - In this chapter, I apply the techniques and simulations introduced in
the previous chapter to the Bishop Canyon and Steinbach IVA iron meteorites. These
meteorites have been suggested to originate from shallow regions of an exposed planet-
ary core, which, due to its direct contact with space, will have solidified rapidly from
the top-down. The Bishop Canyon meteorite displays an unfamiliar domain pattern,
which is suggested to reflect a lack of tetrataenite due either to the fast cooling rate of
this meteorite or shock. The Steinbach meteorite is found to have recorded an intense
magnetic field, that reversed its orientation once in the brief recording period studied.
This is the first observation of this behaviour on a body other than Earth, and places
tight constraints on the thermochemical evolution of the parent body. The dynamo field
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is found to be generated by compositional convection resulting from novel core solid-
ification (either through ‘Fe-snow’, or bottom-up solidification in the compositionally
stratified core produced by ‘Fe-snow’). As this activity was also driven by compositional
convection, I predict that mantled small bodies with cores that solidified from the top-
down will also have contributed to the hypothesised epoch of dynamo activity, increasing
its coverage to the majority of di erentiated small bodies.
Chapter 7 - In this chapter, I conclude my findings. The key result is that (re-
gardless of the direction of core solidification) long-lived, stable and intense magnetic
activity driven by compositional convection is essentially inevitable on virtually all small
di erentiated bodies during their period of core solidification. This would have lead to a
relatively late and widespread epoch of dynamo activity on the majority of these bodies
in the first few hundred Myr of the Solar System.
Appendix A - In this appendix, I outline Fourier transform holography (FTH),
an emerging X-ray magnetic microscopy technique capable of generating images from a
single X-ray pulse, and introduce the concept of deconvolution enhancement, which is
theoretically capable of improving the spatial resolution of this technique to <10 nm.
This concept is demonstrated on fabricated nanostructures, and unsuccessful hard X-ray
and optical wavelength di raction experiments are outlined.
Chapter 2
Magnetic Microscopy
2.1 Introduction
Magnetic microscopies spatially resolve the magnetic properties of a sample with a res-
olution ranging from hundreds of micrometres down to just a few nanometers (Hopster
& Oepen, 2004). These techniques are therefore capable of studying magnetism across
the range of length scales of relevance to rock magnetism, and can image the reman-
ence carried by an individual magnetic grains (Dunlop & Özdemir, 1997; Harrison et al.,
2002). Magnetic microscopy is therefore an essential tool in rock magnetic studies, as
it allows us to assess whether natural materials can act as reliable magnetic recorders
(Bryson et al., 2014a). For example, o -axis electron holography has recently been used
to demonstrate that nm-scale Fe particles in olivine crystals found in some chondrules
are capable of preserving a stable magnetisation for billions of years, and therefore con-
tain a reliable vestige of fields generated by nebular processes that predates planetary
accretion (Lappe et al., 2011).
Magnetic microscopy techniques utilise varied methods to detect a range of magnetic
signals. Each technique has its own set of pros and cons, and the most appropriate
technique will depend on the scientific question at hand. In rock and paleomagnetic
studies, often the most informative magnetic property is the magnetisation itself, which
can be imaged using synchrotron X-rays by utilising X-ray magnetic circular dichroism
(XMCD) (Stohr et al., 1998; van der Laan, 2013). However, it is only possible to spatially
resolve this signal with a resolution of 30 - 40 nm at best (Stohr et al., 1998), limiting the
use of XMCD microscopy in certain rock and paleomagnetic applications (Bryson et al.,
2014b). O -axis electron holography can achieve a higher spatial resolution of 1 - 2 nm
(Midgley & Dunin-Borkowski, 2009), but detects the magnetic induction within a sample
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thin film, which often cannot be easily related to the magnetisation of a bulk sample
(Kasama et al., 2010). Magnetic force microscopy (MFM) can study bulk samples at
a comparable spatial resolution, but detects the double di erential of the out-of-plane
component of the stray field emanating from the sample, which is, again, di cult to
relate to the underlying magnetisation (Thiaville et al., 2005). These three techniques
are also limited in terms of their fields-of-view (1 - 20 µm). It is possible to study
larger fields-of-view (mm - cm) by measuring the intensity of the stray field above the
sample surface. There are many ways of detecting this signal; two popular methods are
a superconducting quantum interference device (SQUID), which can measure the stray
field with a resolution of ~20 - 100 µm (Weiss et al., 2008b), and a magnetic tunnelling
junction (MTJ), with a reported spatial resolution of 7 µm (Lima et al., 2014). The
benefits of one technique are often the drawback of another, and often a combination of
techniques is used to gain the deepest insight into natural remanence carriers (Bryson
et al., 2014a,b).
Although it is the magnetisation that is often most important, with the exception
of XMCD, these microscopies are only capable of detecting signals that relate to this
property, e.g. stray field and magnetic induction. It would be possible to infer the con-
figuration of the underlying magnetisation if the measured microscopy image could be
inverted, however this process has only been pioneered for stray field microscopy (Lima
et al., 2013), and, even then, only produces a unique set of solutions for a unidirectional
magnetisation. In the general case, a set of non-unique solutions exists to these inver-
sions, making them unreliable. However, the underlying magnetisation could be inferred
from the measured microscopy images by implementing a forward approach, where the
measured signals are simulated from a range of candidate model magnetisation distribu-
tions (e.g. the result of a micromagnetic simulation) (Bryson et al., 2013). By comparing
the experimental and simulated images, the underlying configuration that relates to the
measured signal can be inferred. This approach provides a more robust interpretation of
the experimental images, and would be a necessary step if magnetic microscopies were
to provide natural paleomagnetic information.
In this chapter, I will outline the experimentation, details and capabilities of five,
widely-used magnetic microscopies, as well as the equations required to simulate the
signal measured by each method. I will also introduce ATHLETICS (Bryson & Harrison,
2011), a complete software package capable of performing these simulations. Finally, I
will demonstrate the importance and capability of image simulation with a case study
of magnetic TEM imaging of magnetite below the Verwey transition.
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2.2 Transmission Electron Microscopy Techniques:
O -axis Electron Holography and Lorentz Mi-
croscopy
2.2.1 Experimentation and method
Magnetic transmission electron microscopy (TEM) involves firing a beam of high-energy
electrons through a sample thin film and detecting the influence of the magnetisation on
the electrons (Dunin-Borkowski et al., 2004). Two of the most widely used techniques
are o -axis electron holography and Lorentz microscopy. O -axis electron holography
provides images of the direction and intensity of the magnetic induction (sum of mag-
netisation and stray field) within the thin film (Beleggia & Zhu, 2003), and Lorentz
microscopy provides the position and nature of the magnetic domains (Lloyd et al.,
2002).
2.2.1.1 Sample preparation
TEM methods require a sample film thin enough for electrons to pass through it and
be detected (~50 - 100 nm). These films are often created by focussed ion beam (FIB)
milling, which is performed under high magnification in a scanning electron microscope
(SEM). Firstly, a region of interest on the sample surface (roughly 10 µm long by 1 µm
wide) is identified, and the material either side of this region is removed (to a depth of 5
- 10 µm) using a beam of high-energy Ga ions (Figure 2.1a). Then, the material beneath
the region of interest is cut out from the bulk sample using the ion beam and attached
to a micro-manipulator. The extracted film is then thinned to the desired thickness
by removing material from both sides using the ion beam (Figure 2.1b). The energy
of the ion beam is gradually decreased during this process to reduce the likelihood of
damaging the thin film. Typically, thin films cannot provide paleomagnetic information
as the fields generated by the SEM and FIB have the potential to overwrite the natural
magnetisation, and the thin film geometry can often alter the magnetic domain pattern
from that of the bulk sample.
2.2.1.2 O -axis electron holography
O -axis electron holography is performed in a slightly altered TEM configuration, with
an additional Lorentz lens and electron biprism introduced beneath the sample (Figure
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a) b)
Figure 2.1: a) SEM taken image during FIB thin film preparation. The material either
side of the identified region of interest has been removed using the ion beam. The red
lines outline the area that will become the large face of the thin film. b) The thin film
once it has been cut away from the bulk sample and thinned from both sides using the
ion beam.
2.2) (Harrison et al., 2002). To generate an electron hologram, the electron beam passes
both through the sample and the vacuum adjacent to the sample. This process generates
a section of the beam that is altered by the sample, and a reference beam that is not. A
positive voltage is applied to the biprism that deflects both parts of the beam, causing
them to overlap. The resulting interference creates holographic fringes, the intensity
and position of which correspond to the phase and amplitude of the electron beam
that passed through the sample (Dunin-Borkowski et al., 2000). This phase depends on
the thickness and composition of the sample (electronic contribution) as well as the in-
plane component of magnetic induction integrated along the sample thickness (magnetic
contribution). In rock magnetic studies, the electronic contribution is often identified
and removed from the total phase shift by measuring holograms after the application of
positive and negative saturating fields. These holograms will contain opposite magnetic
contributions and a constant electronic contribution to the phase shift; therefore by
subtracting these holograms, the phase shift due only to the electronic contribution
can be identified and subtracted from the total phase shift, leaving just the magnetic
contribution. If the thickness of the sample is roughly constant and the phases present
have similar mean inner potentials, the electronic contribution to the phase shift will
also be approximately constant. In this situation, any changes in the phase shift can
be assigned to the magnetic configuration of the sample, allowing this property to be
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Figure 2.2: Schematic of electron holography. Essential components are the field emis-
sion gun (FEG), Lorentz lens and electron biprism. The electron beam consists of two
parts: a part that passes through the sample (red) and a part pass through the vacuum
(blue). These two parts overlap (purple) to generate the hologram, which is recorded
digitally.
inferred without the removal of the mean inner potential (Dunin-Borkowski et al., 2004).
The Lorentz lens is used in the place of an objective lens so the thin film can be examined
in a field-free environment; it is possible to study the e ect of a field on the phase shift
by passing a current through the objective lens.
The phase shift is extracted from the hologram in Fourier space. The interference
fringes create two sidebands in the Fourier transform of the hologram, within which are
encoded the amplitude and phase of the electron beam. The phase shift is extracted by
isolating and inverse Fourier transforming one of the side bands.
2.2.1.3 Lorentz microscopy
Lorentz contrast results from the perpendicular deflection of an electron beam induced
by the magnetisation within a thin film. Within a signal domain, this e ect does not
profoundly alter the intensity of the resulting image as all the electrons that pass through
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Figure 2.3: Schematic of Lorentz contrast. In this example, the electron beam ap-
proaches the sample (alternating, antiparallel, in-plane domains) from above, and the
magnetic moments within each domain deflect the beam as shown. The electrons travel
a distance —f that allows for convergence or divergence of the electrons, introducing
alternating stripes of high and low intensity to the resulting image.
this domain experience the same deflection. However, at points where the magnetisation
abruptly changes direction (e.g. domain walls or vortex core), this deflection causes
electrons to converge or diverge, altering the intensity of the resulting image. Lorentz
contrast is only observed with a degree of over- or under-focus, —f , which provides the
distance required for this convergence or divergence. A simple example is a thin film
consisting of multiple, alternating antiparallel domains (Lloyd et al., 2002) (Figure 2.3).
In this case, the two domain orientations will cause opposite perpendicular motion of the
electrons, resulting in alternating convergent and divergent areas of electron intensity.
This e ect introduces alternating light and dark intensity stripes in the resulting image,
centred at the positions of the magnetic domain walls. The spatial extent and amplitude
of the intensity variations will vary with the defocus value. Lorentz contrast is easier
to acquire than holography images as it does not require a reference beam or biprism,
however it is more di cult to extract quantitative information regarding the strength
and absolute direction of the magnetisation.
2.2.2 Theory of image simulation
The signal measured in both electron holography and Lorentz microscopy depends on
the phase shift of the electron beam resulting from its interaction with the sample. At
any given point within the thin film, the magnetic component of the phase shift depends
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on the magnetisation across the entire thin film. The phase shift is therefore a di cult
and time-consuming property to calculate in real space. This process can be made much
simpler and quicker, however, by considering the calculation in Fourier space. This
approach has been adopted by Beleggia & Zhu (2003), and is outlined below.
The phase shift ultimately depends on the vector potential, A(r), which is expressed
as:
A(r) = µ04ﬁ
⁄
M(rÕ)◊ r≠ r
Õ
|r≠ rÕ|3d
3rÕ (2.1)
where µ0 is the magnetic permittivity of free space andM(rÕ) is a vector of magnetisation
at the point rÕ. The vector potential in Fourier space at the point k, a(k), is therefore:
a(k) = ≠iµ0
k2
m(k)◊ k (2.2)
wherem(k) is the Fourier transform ofM(r) at the point k and k =
Ò
k2x + k2y + k2z . The
magnetic contribution to the phase shift, Ïm, depends on the out-of-plane (z) component
of the vector potential:
Ïm = ≠ ﬁ
„0
⁄
Az(x, y, z) dz (2.3)
where „0 = h2e is the flux quantum, h is Planck’s constant and e is the charge of an
electron.
To calculate the phase shift of a large, potentially multidomain sample, the mag-
netisation must be treated as a set of three 3-dimensional (3D) discretised matrices,
Mx, My and Mz. Each cell in these matrices represents the x, y and z component of
a unit vector describing the average direction of all of the magnetic moments within
the volume of that cell, respectively. Electron holography and Lorentz contrast depend
only on the in-plane components of Az, and correspond to an integration through the
sample thickness. Hence, 2-dimensional (2D) matrices, M Õx and M Õy, must be calculated
from the 3D matrices where a cell in the 2D matrices at a given x and y position is the
average of all the cells along the z direction of the 3D matrices at that position. The
2D matrices must then be multiplied by the sample thickness, t(x, y), to account for the
integration along the z direction. The Fourier transforms on the magnetisation matrices
can now be expressed as:
F{t(x, y)M Õx(x, y)} = mÕx(kx, ky) (2.4)
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F{t(x, y)M Õy(x, y)} = mÕy(kx, ky) (2.5)
where F represents a Fourier transform. The Fourier transform of Ïm is expressed as:
F{Ïm} = iﬁB0
„0
3
kymÕx ≠ kxmÕy
4
kÕ2
(2.6)
where B0 = µ0M0 is the magnetic induction corresponding to a magnetisation M0 and
kÕ2 =
Ò
k2x + k2y. Electron holography provides images of Ïm, which can be found simply
by inverse Fourier transforming Equation 2.6. In Fourier space, Ïm consists only of
multiplication, subtraction and division, which is much easier and quicker to implement
that the integral in Equation 2.1. Thus, by implementing this approach, the phase shift
can be readily calculated and for many candidate sets of Mx, My and Mz in a feasible
time period.
Lorentz contrast requires a further step to calculate, as the measured signal involves
the propagation of the electron beam by the distance —f . This is achieved by treating
the sample as a phase object and applying the TEM contrast transfer function (Williams
& Carter, 1996). First, a complex exit wave function, F (x, y), is created:
F (x, y) = eiÏm(x,y) (2.7)
The Fourier transform of the complex wave function, f(kx, ky), must then be multi-
plied by the contrast transfer function, ·(kx, ky):
s(kx, ky) = f(kx, ky)·(kx, ky) (2.8)
·(kx, ky) = eib(kx,ky) (2.9)
where b(kx, ky):
b(kx, ky) = ﬁ—f⁄kÕ2 + ﬁ2Cs⁄
3kÕ4 (2.10)
where ⁄ is the wavelength of the electron beam and Cs is the spherical aberration coef-
ficient. A Lorentz contrast image is the inverse Fourier transform of s(kx, ky) (Equation
2.8).
By implementing these Fourier space methods, the calculation of electron holography
and Lorentz contrast images is quick, simple and readily applicable.
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Figure 2.4: Schematic of the 2p and 3d energy levels of a magnetic first-row transition
element (e.g. Fe, Ni). Red represents spin-down electrons, and blue represents spin-up.
The valence state (3d) is spin-split in energy, resulting in more vacant spin-up states
than spin-down, so more spin-up electrons are likely to be excited by circularly polarised
photons than spin-down electrons. The splitting of the 3d band will depend on the
intensity and direction of the magnetisation within the material, so the number of excited
electrons for a given circular polarisation provides information on these properties. Ef:
Fermi energy.
2.3 X-ray methods: X-ray Magnetic Circular Di-
chroism, X-ray Photoemission Electron Micro-
scopy and Scanning Transmission X-ray Micro-
scopy
2.3.1 Experimentation and method
XMCD involves firing soft (energy <10 keV ), circularly-polarised synchrotron X-rays
at a sample, and measuring the resulting electron excitation. The number of electrons
excited relates to both the intensity and direction of the magnetisation of a sample
itself. There are two primary methods of spatially-resolving this signal: photoemission
electron microscopy (XPEEM) and scanning transmission electron microscopy (STXM).
Both techniques are capable of achieving (at best) ~30 - 40 nm spatial resolution.
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2.3.1.1 X-ray magnetic circular dichroism
XMCD is the contrast mechanism used in magnetic X-ray microscopy, and works as
follows. When a photon with an energy corresponding to the di erence between two
energy bands interacts with a sample, an electron can absorb the energy and be ex-
cited across this energy gap into a previously unoccupied state in the valence band. If
circularly polarised photons are used in the process (generated by an undulator that
forces the electric and magnetic components of the photons out-of-phase, Stohr, 1999),
due to transfer of additional angular momentum, one electron spin direction is more
likely to be excited than opposite spin direction. Spin flips are forbidden in the electric
dipolar transitions that govern X-ray absorption, hence spin-up photoelectrons can only
be excited into spin-up holes, and vice versa. For a magnetic, first-row transition metal
element (e.g. Fe, Ni) the valence band is split in energy resulting in a higher population
of one spin direction than the opposite spin direction, giving rise to the magnetisation of
that element (van der Laan, 2013) (Figure 2.4). For L2,3 excitations (from fully-occupied
p shells to partly-occupied d shells, which usually falls in the soft X-ray energy range)
the di ering number of holes available for occupation for the two spin states means that
the number of electrons that can be excited by a circularly polarised photon depends
on the sense of polarisation. For example, if there are more spin-up holes in the valence
band and a right circularly polarised photon is more likely to excite spin-up electron,
more electrons will be excited than if a left circularly polarised photon was used. The
energy di erence and splitting of the valence shell depends on the local orientation of the
magnetic moments, so, critically, varying numbers of electrons will be excited in mag-
netic domains with di erent moment orientations for the same sense of photon circular
polarisation (Stohr et al., 1998). The XMCD signal itself corresponds to the projection
of the local magnetic moment onto the X-ray beam direction (Nolting et al., 2000),
therefore, by spatially resolving the number of excited electrons, it is possible to image
both the intensity and direction of the magnetisation itself.
2.3.1.2 X-ray photoemission electron microscopy
X-ray photoemission electron microscopy (XPEEM) is one possible method of spatially
resolving an XMCD signal. In XPEEM (Figure 2.5), the circularly polarised X-rays
approach a polished sample surface at a shallow angle and excite electrons in the near-
surface atoms (Ohldag et al., 2001). A starting voltage is applied to the sample that
drives the excited photoelectrons from the sample surface into the surrounding vacuum.
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Figure 2.5: Schematic of an XPEEM. Circularly polarised monochromatic X-rays illu-
minate a sample surface consisting of antiparallel magnetic domains (blue and red). The
secondary electrons ejected from the surface during excitation are accelerated through an
objective lens, aperture and projection lens to create a focused, magnified image of the
magnetic domain pattern, which is captured on a CCD camera. The spatial resolution
and magnification are determined by the lenses and aperture.
2.3 X-ray methods: X-ray Magnetic Circular Dichroism, X-ray Photoemission Electron
Microscopy and Scanning Transmission X-ray Microscopy 29
These photoelectrons are then accelerated through a secondary electron detector, where
they are focussed and detected using a phosphor plate and charge coupled device (CCD)
camera. As the number of electrons excited by the circularly polarised X-rays (and hence
the number that leave the sample surface) depends on the local direction of the magnetic
moment, the detected signal is direct measure of the intensity and direction of the surface
magnetisation of the sample.
The only sample requirement for XPEEM is a flat polished surface. Hence, it is
feasible that XPEEM could image natural magnetisation that is often overwritten by
the sample preparation required for other microscopy techniques. The resolution of
XPEEM depends on the focussing capabilities of the secondary electron detector and
stray fields generated by the sample itself. At best, XPEEM is capable of achieving 30
- 40 nm resolution over a 5 - 10 µm field-of-view. The XPEEM image is enhanced by
measuring the XMCD signal with opposite circular polarisation and then subtracting the
two images; this removes any features that are independent of the magnetisation (e.g.
compositional variations) and highlights the magnetic domain pattern (Bryson et al.,
2014b). In a metallic sample, photoelectrons are only capable of escaping from the top
~5 nm of the sample, so XPEEM only probes the surface magnetisation.
2.3.1.3 Scanning transmission X-ray microscopy
Scanning transmission electron microscopy (STXM) is a second widely-used technique
capable of spatially resolving an XMCD signal. In STXM, the circularly polarised X-ray
beam approaches a thin film normal to its surface and is di ractively focussed to as
small a spot size as possible (roughly 30 - 40 nm) by a Fresnel zone plate (a series of
increasingly smaller concentric rings of Au) (Stohr et al., 1998). The X-ray intensity
transmitted through the sample at this spot is measured by a detector located behind
the sample. The sample is then translated by a distance similar to the spot size and
the transmitted X-ray intensity measured again. This process is repeated hundreds of
thousands of times, rastering the spot across the thin film to build up an image of the
out-of-plane magnetisation of the entire area (Figure 2.6).
STXM requires a thin film sample, so involves the same sample preparation as TEM
methods, making it di cult to use this technique to measure natural magnetic reman-
ence. The primary factor limiting the spatial resolution in this technique is the size of the
X-ray spot, which is dictated on the thickness and diameter of the rings that comprise
the zone plate. Zone plates have been created that are capable of reaching 10 - 20 nm
resolution (Chao et al., 2005), so it is feasible that very high resolution magnetisation
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Figure 2.6: STXM schematic, showing the relative positions of the zone plate, sample
stage and detector. The thickness and diameter of the zone plate rings dictates the size
of the X-ray spot (grey area) and spatial resolution of the image. The sample stage is
translated to raster the X-ray spot across the entire sample. The X-ray beam is perpen-
dicular to the sample, so STXM images the out-of-plane component of magnetisation.
maps can be captured using STXM. The field-of-view is size of the thin film so it is
possible to study relatively large areas at high-resolution by making large thin films.
Again, the STXM signal is enhanced by measuring the XMCD signal with opposite cir-
cular polarisations. As STXM is a transmission technique, it studies the magnetisation
integrated along the beam direction, so is not as surface sensitive as XPEEM.
2.3.2 Theory of image simulation
XMCD images the projection of the magnetisation along the X-ray beam direction. As
the input to image simulations is the discretised magnetisation direction matrices Mx,
My and Mz, it is relatively straight forward to simulate XPEEM or STXM images.
First, 2D matrices of the projection of the magnetisation along the z direction, M Õx, M Õy
and M Õz, (like those made for simulating TEM methods) must be generated. Next, the
X-ray beam orientation must be identified and a unit vector representing this direction,
D = (D1, D2, D3), must be calculated. The XMCD signal,  (x, y), is then simply:
 (x, y) =M Õx(x, y)D1 +M Õy(x, y)D2 +M Õz(x, y)D3 (2.11)
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To compare this signal directly to experimental images, the simulated image has to
be blurred so the two images display comparable spatial resolution. This can be achieved
by convolving the simulated image with a point spread function. The size of the point
spread function can be inferred by examining a feature in the experimental image with
a known width (e.g. magnetic domain wall).
2.4 Scanning Methods: Stray Field and Magnetic
Force Microscopy
2.4.1 Experimentation and method
Scanning methods involve rastering a detector that responds to the out-of-plane com-
ponent of the stray magnetic field above the sample surface. Depending on the detector,
these techniques can measure the intensity of the out-of-plane field itself at relatively
poor resolution (7 - 100 µm) using a SQUID or MTJ detector, or the double derivative
of this field in the out-of-plane direction at much higher resolution (10 - 40 nm) using
MFM.
2.4.1.1 Magnetic force microscopy
MFM involves rastering a fine-scale (tens of nm) magnetic tip attached to the end of
a cantilever beam at a height of about 20 - 100 nm above a sample surface (Thiaville
et al., 2005). The beam is set to oscillate at frequency q0 in the direction normal to
the sample surface. The magnetic tip experiences stray fields generated by the sample,
which shift the resonance frequency of the cantilever beam by an amount  q π q0. This
shift in frequency is detected by the MFM, and if the tip is assumed to be a dipole of
magnitude M0, the frequency shift can be expressed as:
—q
q
Ã ˆFz
ˆz
ÃM0ˆ
2Bz
ˆz2
(2.12)
where Fz is the magnetic force in the z direction and Bz is the field strength in the z
direction (Bryson et al., 2014b). The tip is typically translated by a distance similar
to the measuring height above the sample to build up a map of  q over the whole
sample surface (Figure 2.7). The resolution of an MFM depends on the size of the tip,
the sample to tip distance and the rastering step size. With a very small tip, small
sample to detector distance and fine step size, the resolution can be <10 nm. It can be
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Figure 2.7: Schematic of MFM. A position 1, away from the stray fields generated by
the sample, the cantilever is set to vibrate at a frequency q0. At position 2, the magnetic
tip interacts with the out-of-plane stray fields, which shifts the oscillation frequency by
an amount  q. The magnetic tip is rastered over the whole sample surface to build up a
map of  q, which relates to the double di erential of the out-of-plane component of the
stray field. In this example, the sample consists of neighbouring antiparallel out-of-plane
domains (red and blue). h is the sample to detector distance.
di cult to draw quantitative information from MFM images, so it is generally only used
to provide qualitative magnetic domain patterns.
2.4.1.2 Stray field
Stray field microscopy involves rastering a µm-scale magnetic field detector over the
sample surface and measuring the intensity of the out-of-plane component of the field
itself (Weiss et al., 2007). A map of the stray field is built up by measuring the stray
field at tens of thousands of points. The resolution is comparable to the sample to
detector distance which, can vary depending on the type of field detector used. A SQUID
detector is capable of achieving a resolution of ~100 µm with very high field sensitivity
(Weiss et al., 2008b), and an MTJ detector can achieve <20 µm resolution with poorer
sensitivity (Lima et al., 2014). The translation step size is typically similar to the sample
to detector distance. The larger resolution and step size of these techniques means large
fields-of-view (mm - cm) are feasible, and entire thin sections or hand specimens can be
scanned.
2.4.2 Theory of image simulation
Both MFM and stray field measurements depend on the out-of-plane component of the
stray field. The stray field measured above the sample surface can contain a significant
contribution from the magnetisation deep within the sample (greater than the sample
to detector distance). To account for this e ect in the simulations, the stray field at a
height equal to the individual layer to detector distance is calculated individually for
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each layer, and all of these contributions are summed to generate the full 2D stray field
map. Similar to the phase shift in TEM methods, the stray field at any one point in space
depends on the magnetisation at every point in space. In real space, the z component
of the stray field (in Tesla) is expressed as a convolution of the magnetisation with the
Green’s functions (Lima et al., 2013):
Bz =
B0d
µ0
3
Gzx úMx +Gzy úMy + (Gzz ≠G) úMz
4
(2.13)
where ú denotes a 2D convolution, d is the thickness of a layer and the magnetisation
is in units of magnetic moment per unit area (Amps). The Green’s function are defined
as:
Gzx =
µ0
4ﬁ
3xh
(x2 + y2 + h2)5/2 (2.14)
Gzy =
µ0
4ﬁ
3yh
(x2 + y2 + h2)5/2 (2.15)
Gzz =
µ0
4ﬁ
3h2
(x2 + y2 + h2)5/2 (2.16)
G = µ04ﬁ
1
(x2 + y2 + h2)5/2 (2.17)
where h is the sample to layer distance. In Fourier space, the out-of-plane stray field,
bz, is simply expressed as multiplication and addition:
bz =
B0d
µ0
3
gxzmx + gyzmy + (gzz ≠ g)mz
4
(2.18)
where mx, my and mz are the Fourier transforms of the magnetisation matrices and the
Fourier transforms of the Green’s functions are defined as:
gxz = ≠µ02 ikxe
≠hkÕ (2.19)
gyz = ≠µ02 ikye
≠hkÕ (2.20)
gzz ≠ g = µ02 ke
≠hkÕ (2.21)
Bz is then the inverse Fourier transform of Equation 2.18.
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MFM images correspond to ˆ
2Bz
ˆz2 (Equation 2.12), which is di cult to calculate in
real space (as the Bz matrix is only 2D), although can be calculated easily in reciprocal
space (Lima & Weiss, 2009). By considering Gauss’ law for magnetism (Ò ·B = 0), it
is possible to derive that:
ˆ2bz
ˆz2
= ≠ikx
ˆbx
dz
≠ iky
ˆby
dz
(2.22)
ˆbx
dz
= ikxbz (2.23)
ˆby
dz
= ikybz (2.24)
Hence:
ˆ2bz
ˆz2
= kÕ2bz (2.25)
Therefore, an MFM image can be generated simply my multiplying Equation 2.18
by kÕ2 and inverse Fourier transforming the result.
Again, by using a Fourier space approach, the calculation of stray fields is much
faster and simpler (simply a combination of multiplication, addition and division) than
attempting this problem in real space.
2.5 ATHLETICS
ATHLETICS (A Tremendous Holography and LorEnTz Image Creation Simulator, Bryson
& Harrison, 2011) is a freely-available software package written in IGOR Pro that im-
plements the equations in Sections 2.2, 2.3 and 2.4 to simulate electron holography,
Lorentz contrast, XMCD, MFM and stray field images from model 3D magnetisation
distributions. The software has two options for the initial magnetisation maps: a) it can
import the output files from LLG Micromagnetic Simulator (Scheinfein, 1997) (.llg_dom
files) or equivalent text files (.txt files); b) magnetisation maps can be drawn on an ad
hoc basis within the software. The software is designed to be user-friendly, with graph-
ical user interfaces to load data, draw magnetisation maps and calculate the magnetic
signals.
Using the Fourier space approach to calculate the images imposes an unrealistic peri-
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odicity on the magnetisation maps, which can adversely e ect the calculated images by
causing unrealistic interactions of the sample with itself. In ATHLETICS, this problem
is avoided by embedding the magnetisation maps into the centre of an empty matrix four
times the area of the original magnetisation matrices (i.e. the magnetisation matrices are
padded with zeros). This process increases the distance between the sample and itself
when the periodicity is imposed such that the interactions are now negligible. Another
artefact of the Fourier space approach is a ringing e ect around sharp objects in the
magnetisation maps, most notably at the boundaries between the magnetisation maps
and the padding cells. This e ect is due to the finite number of cells used to represent
Fourier space and is often weak and fairly recognisable.
ATHLETICS outputs can be compared directly to the equivalent experimental im-
ages to infer the high-resolution magnetisation represented in the experimental signal.
The electron holography, Lorentz contrast and stray field images are all calculated quant-
itatively and can be compared directly to their experimental counterparts. Experimental
MFM images are generally only qualitative, hence these images in ATHLETICS are nor-
malised to unity allowing for qualitative comparisons. The simulated XMCD images are
also normalised to unity and, given the experimental XPEEM/STXM images have also
been correctly normalised, the two sets of images can also be compared quantitatively.
ATHLETICS contains the option to include the electronic contribution, Ïe, to the
phase shift when calculating electron holography and Lorentz contrast images (Williams
& Carter, 1996):
Ïe(x, y) =
2ﬁe
⁄
A
eV +mc2
eV (eV + 2mc2)
B
V0t(x, y) (2.26)
where V is the accelerating voltage,m is the mass of an electron and c is the speed of light
and V0 is the mean inner potential. The total phase shift is the sum of the electronic
and magnetic components. Often thin films do not display a uniform thickness, so
ATHLETICS allows for the inclusion of a thickness ramp when calculating TEM images
(in both the Ïm and Ïe terms).
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2.6 Case Study: Magnetic TEM of Magnetite Below
the Verwey Transition
2.6.1 Scientific background
Magnetite (Fe3O4) is one of the most important magnetic minerals in geological and
biological systems (Kopp & Kirschvink, 2008; Simpson et al., 2005). Below ~125 K,
magnetite undergoes a first order, cubic to monoclinic phase transition known as the
Verwey transition (Verwey, 1939; Walz, 2002). This transition has a profound impact on
the magnetic properties of magnetite, with the magnetocrystalline anisotropy increas-
ing by a factor of 15 and the symmetry of this anisotropy changing dramatically. The
reduction in crystal symmetry also introduces ferroelastic twins, where each twin cor-
responds to a di erent orientation of the principal magnetocrystalline anisotropy axes.
Electron holography and Lorentz contrast captured across the Verwey transition contain
a range of complicated magnetic features (Kasama et al., 2010, 2013), which could be
due to the twin domain pattern (the orientation of the easy axis can change between
twin domains), the magnetic domain pattern or an interaction between the two. To test
various hypotheses for the underlying pattern of twin and magnetic domains, holography
and Lorentz images were simulated for a series of candidate micromagnetic results and
compared to the experimental images using ATHLETICS (Bryson et al., 2013). This
process provides a more robust interpretation of the experimental data, allowing us to
gain a further insight into the nature of the twin and magnetic domain pattern, and to
demonstrate the capabilities and need for image simulations.
On cooling through the Verwey transition, one of the six <001> directions of the
parent cubic (c) phase becomes the [001] magnetocrystalline easy axis of the monoclinic
(m) phase. The [100]m and [010]m are the hard and intermediate axes respectively.
These two axes are almost perpendicular to the [001]m direction (— = 90.2°, Kasama
et al., 2013) and bisect the other two cubic axes (Figure 1 in Kasama et al., 2010 and
Figure 1 in Kasama et al., 2013). In terms of the change in magnetisation direction,
the most profound of the possible combinations of easy axis orientation across a twin
boundary are those that involve a 90° switch of the [001]m axis to another of the <001>c
axes. These twin boundaries are unusual in that the spontaneous strain in adjacent
domains is equal due to the nearly rhombohedral symmetry of this strain (Coe et al.,
2012). This property means a 120° rotation about the <111>c direction has the e ect
of switching the [001]m direction, but has no e ect on the orientation of the strain.
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Micromagnetic parameter Value
Ms 4.8 x 105 Am≠1
Kb 3.7 x 104 J m≠3
Kbb 2.4 x 104 J m≠3
Ka 2.55 x 105 J m≠3
Kaa 1.8 x 104 J m≠3
Kab 7 x 104 J m≠3
Ku 2.1 x 104 J m≠3
A 1.32 x10-11 J m≠1
Table 2.1: Values of the saturation magnetisation (Ms), anisotropy constants (K terms)
and exchange sti ness (A) used in micromagnetic simulations of monoclinic magnetite.
Values taken from Abe et al. (1976).
This type of twin boundary is therefore free to bend and meander and may appear like
a 180° magnetic domain wall in its structure and shape, potentially making the two
types of wall di cult to di erentiate in bright-field TEM imaging. It should be possible,
however, to distinguish between these types of interface in electron holography by noting
the change in the direction of the induction between the domains. As holography images
the magnetic induction, stray fields (generated by neighbouring domains) or thickness
variations could cause the change in the induction direction to di er significantly from
90°. Hence, it can be di cult to distinguish twin boundaries and magnetic domain walls
with any confidence from direct observations of holography images alone. However, by
using ATHLETICS, this ambiguity can be resolved, allowing for robust interpretations
of the underlying magnetisation from the experimental images.
Micromagnetic simulations (Brown, 1963) based on three separate twin and magnetic
domain configurations, observed by Kasama et al. (2010) and Kasama et al. (2013), were
performed. These simulations computed the equilibrium magnetic domain pattern for
a specified twin configuration based on their size, shape, distribution and magnetic
properties. These simulations treat the material as a collection of 3D discretised cells (1
- 10 nm resolution). The equilibrium magnetic structure is deduced by calculating the
energy of a set of interacting magnetic moments that each represent the intensity and
direction of the atomic moments with one cell. The simulation calculates the exchange,
magnetocrystalline anisotropy, magnetostatic and demagnetising energies at the position
of each cell, which are then used to compute the equilibrium direction for each moment.
The micromagnetic simulations progress by iteratively calculating these energies and
rotating each moment towards its corresponding direction using the Landau-Lifshitz-
Gilbert (LLG) equation, which describes the precession of a moment about a magnetic
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field. Implementing this motion reduces the likelihood of the simulation adopting an
unphysical state. This procedure is repeated until the moments are all aligned to their
respective equilibrium directions. The simulations require the size, position and easy
axis orientation of each twin domain (deduced from bright-field images and electron
di raction), as well as the micromagnetic parameters for monoclinic magnetic (Table
2.1). The image simulations were all performed with the same parameters used to
capture the experimental images (B0 = 0.6 T, for microscope settings see Kasama et al.,
2010 and Kasama et al., 2013). Unless otherwise stated, only the magnetic contribution
to the phase shift is used to calculate the electron holography and Lorentz contrast
signals. If a thickness ramp has been included in the images, it is assumed that this
e ect does not alter the orientation of the underlying magnetic moments and any change
observed in the signal is due solely to the amount of material the electrons pass through.
2.6.2 Results and discussion
2.6.2.1 Lamellar twins
The first magnetic domain pattern studied (Kasama et al., 2013) consisted of alternating
lamellar twins separated by 90° twin boundaries (Figure 2.8). The sample is viewed
down the [110]c direction and the twin orientation of each domain (deduced from electron
di raction) is included in Figure 2.9a. Two of the possible twin orientations are observed
in the field-of-view and are labeled ‘I’ and ‘II’ in Figure 2.9a; regions ‘I’ have an in-plane
easy axis, and regions ‘II’ have their easy axis 45° out of the plane. Twin domains
with these easy axis orientations and configuration were entered into a 550 nm x 610
nm x 50 nm micromagnetic simulation (10 nm resolution) and allowed to relax from an
initial random distribution of moment directions. The directions of the moments in the
results of the micromagnetic simulations are depicted by both the arrows as well as a
colour corresponding to a colour wheel (Figure 2.9b): blue represents a positive vertical
magnetisation, yellow a negative vertical magnetisation, green a negative horizontal
magnetisation and red a positive horizontal magnetisation. The holography images are
also displayed with the same colour wheel, which corresponds in these images to the
direction of the induction. The brightness of the colour corresponds to the intensity of
the in-plane induction, with a black signal corresponding either to a region with zero
magnetic induction, or a predominantly out-of-plane induction.
Four types of distinct magnetic domain walls were generated in the micromagnetic
simulation upon relaxation (Figure 2.9b). Conventional 180° domain walls formed within
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250 nm
Figure 2.8: Experimental electron holography image of lamellar twins, from Kasama
et al. (2013). The white box corresponds to the area in Figure 2.9. The direction and
intensity of the induction correspond to the colour wheel in the bottom right.
some of the region ‘I’ twins, which did not extend into the neighbouring region ‘II’ twins.
To the left of these domain walls, a chevron pattern was formed in the magnetisation,
consisting of an alternating sequence of 90° twin boundaries. The direction of mag-
netisation flows across these boundaries, which are referred to as ‘conventional’ twin
boundaries. Although the angle between the easy axes in these two domains is 90°, the
magnetic moments are observed to rotate by a significantly larger angle of ~105°. To
the right of the 180° domain walls, ‘unconventional’ twin boundaries are formed, where
the direction of magnetisation in adjacent twins either converges or diverges at the twin
boundary. The application of a field in the simulations was capable of shifting the posi-
tion of the 180° domain wall in a direction parallel to the twin domains. Depending on
the direction of this translation, sections of unconventional twin boundaries transformed
to conventional boundaries, and vice versa.
The simulated electron holography images generally resemble the underlying mag-
netic pattern, and the positions of the twin boundaries and change in moment orientation
are both clear (Figure 2.9c). However, there are some key di erences between the mag-
netisation and induction. Most notably, the angle between the contours in the induction
across a twin boundary is ~150° while the underlying magnetisation changes by ~105°,
illustrating the di culty in distinguishing 180° and 90° domain walls from direct obser-
vations alone. The unconventional twin boundaries generate weak and very weak signals
in region ‘I’ and region ‘II’ twins respectively due to the stray fields generated by the
neighbouring regions. Again, the change in direction of the induction across the twin
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Figure 2.9: Simulations of the white box in Figure 2.8. a) Schematic of the positions,
orientations and arrangement of the twin domains. The arrows and subscripts depict the
in-plane orientation and out-of-plane angle of the axes, respectively. b) Micromagnetic
result corresponding to a). The magnetisation directions are depicted by the arrows and
colour, corresponding to the colour wheel. The positions of the conventional, divergent
and convergent twin boundaries and the magnetic domain wall (MDW) are all shown.
c) Electron holography image simulated from b). The direction and intensity of the
induction are depicted by the colour wheel in b). d) Lorentz contrast image simulated
from b).
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boundary di ers significantly from the change in the underlying magnetisation. The
conventional twin boundaries display a strong Lorentz contrast that alternates between
dark and light across the image (Figure 2.9d). The unconventional twin boundaries show
a much weaker Lorentz contrast that still shows the alternating dark and light walls,
but in the opposite sense to the conventional case.
The image simulations are capable of reproducing many of the features observed
experimentally. These features include the short segments of mobile 180° domain walls
within region ‘I’ twins, the chevron pattern in the induction to left of these mobile
walls and the pronounced weakening of the in-plane induction to the right of the walls.
The lack of any intensity variation in the experimental Lorentz contrast (Kasama et al.,
2013) at the unconventional twin boundaries is also in agreement with the very weak
intensity predicted in the image simulations. These observations suggest that, in reality,
this region consisted of multiple alternating type ‘I’ and type ‘II’ lamellar twins that run
the width of the sample with interacting magnetic domain walls that intersect the type
‘I’ domains. Despite the easy axes being 90° apart between the type ‘I’ and type ‘II’
domains, the magnetisation directions are separated by a larger angle. This is due to
the thin film nature of the simulation which causes the out-of-plane moments in region
‘II’ domains to relax towards the plane. As the moments relax, they do so towards
the intermediate axis, explaining the departure from a 90° change in magnetisation
orientation. This e ect is unlikely to be representative of the behaviour of a bulk sample.
2.6.2.2 In-plane and out-of-plane domain walls
This example concerns the magnetic domain pattern adopted around the junction between
three intersecting 90° twin boundaries (Kasama et al., 2010 supplemental movie 4, Fig-
ure 2.10a). Figure 2.11a shows the configuration viewed down the [001]c axis. All three
possible choices of the <001>c easy axis are represented: two orthogonal in-plane easy
axes (c0) and one out-of-plane (c90) easy axis. The simulation cell was 2000 nm x 2000
nm x 50 nm, with 10 nm cell resolution. The magnetic microstructure in Figure 2.11b is
the magnetic state adopted midway through a micromagnetic simulation. The left hand
side (two in-plane easy axis twin domains) are uniformly magnetised and are separated
by a conventional 90° twin boundary. The c90 domain on the right-hand side contains a
complex magnetic microstructure consisting of two types of magnetic domain wall. The
first type, labelled 1 in Figure 2.11b, separates domains with antiparallel in-plane com-
ponents of magnetisation (i.e. separates green and purple regions). The second type,
labelled 2 in Figure 2.11b, separate domains with antiparallel out-of-plane components
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Figure 2.10: a) Snapshot from supplemental movie 4 from Kasama et al. (2010) showing
Lorentz contrast on cooling through the Verwey transition. ‘I’ and ‘II’ correspond to 90°
twin boundaries. ‘III’ corresponds to the rounded tip of an in-plane finger-like domain.
The white circle in the bottom right is a hole. b) Lorentz contrast image of a drawn
microstructure used to recreate a). The labels correspond to the same features as in a).
The features in b) are slightly rotated with respect to a) match Figure 2.11.
of magnetisation. These two types of boundary are referred to as ‘in-plane’ and ‘out-of-
plane’ respectively. The moments in this c90 domain are tilted by an angle of up to 45°
towards ±b0 (the intermediate axis) because of the thin film nature of the simulation.
The preferred direction of tilt (towards +b0 or -b0) is governed by the c0 domains on
the left hand side of the simulation. For example, the dominant in-plane magnetisa-
tion direction in the upper right of the simulation points in a south-west direction on
a compass face (green colour) in order to be compatible with in-plane magnetisation of
the upper c0 domain on the left hand side of the simulation. A domain with a reversed
in-plane magnetisation is observed in the upper part of the c90 region (purple finger
in green domain), which pinches out at the c0/c90 interface to form a needle shape to
minimise the unfavourable, divergent moment configuration at this interface. The out-
of-plane domains adopt a dense, meandering pattern, characteristic of thin films with
large perpendicular anisotropy. The micromagnetic energy is lowered when the in-plane
and out-of-plane domain walls lie parallel to each other in an alternating sequence, how-
ever this configuration is only reached after large numbers of iterations and rarely went
to completion.
Image simulations predict that the in-plane and out-of-plane domains can be easily
distinguished using electron holography (Figure 2.11c) and Lorentz microscopy (Figure
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Figure 2.11: Simulations of Figure 2.10a. a) Schematic of the positions, orientations
and arrangement of the twins. b) Micromagnetic result corresponding to a). 1 and
2 correspond to in-plane and an out-of-plane magnetic domain walls respectively. c)
Electron holography image simulated from b). Lorentz contrast image simulated from
b). The magnetisation and induction directions are depicted by the colour wheel in the
top right corner of b).
2.11d). The out-of-plane domains have little impact on the predicted electron holo-
graphy, other than to introduce subtle distortions in the flux contours. In Lorentz con-
trast these out-of-plane twin boundaries appear as faint asymmetric features (i.e. each
wall is divided along its length into a dark and light half). The in-plane twin boundaries
are much more intense and symmetric (i.e. each wall is either completely light or dark).
The Lorentz contrast images of the micromagnetic simulation reproduce many of the
features observed experimentally, but is by no means an exact recreation. The dark
feature (‘I’ in Figure 2.10a) can be identified as a 90° twin boundary separating the two
c0 domains with orthogonal easy axes. A sharp boundary separates the c0 domains on
the left hand side of the simulation from the c90 domain on the right hand side. This
boundary (‘II’ in Figure 2.10a) shows weak, light Lorentz contrast, in agreement with the
image simulation. The domain walls on the right hand side display symmetric contrast
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identifying them as in-plane, rather than out-of-plane, domain walls. As predicted,
these domains pinch out as they approach the c0/c90 boundary (‘III’ in Figure 2.10a),
albeit with more rounded tips than those observed in the simulation (Figure 2.11d).
Furthermore, the Lorentz contrast of the domain wall pairs that define each needle
in the upper-right of Figure 2.10a is reversed with respect to those in the lower-right,
consistent with the change in direction of the dominant in-plane magnetisation predicted
in Figure 2.11d.
The simulation only displays one needle domain in the c90 region, which, by the
end of the simulation, had pulled away from the c0/c90 interface. The experimental
image shows multiple, neighbouring finger-like domains, so a significant discrepancy is
observed between experiment and simulation based on the nature and number of this
type of domain. The experimental configuration can be simulated in ATHLETICS by
using the drawing tool and specifying the position and orientation of each twin domain.
This drawn magnetisation map consists of two domains on the left hand side separated
by a 90° twin boundary, and multiple in-plane finger-like domains in the right hand side
and an additional magnetic domain wall continuing on from the twin boundary from the
left hand side (Figure 2.10b). The lack of abundant out-of-plane domains in the experi-
mental images indicates that such features are either absent or too faint to be resolved,
and are, therefore, not included in the drawn magnetisation map. This drawn map re-
creates the snapshot from the movie well, suggesting that this magnetic configuration
is closer to reality. The in-plane domains could be pinned at the twin boundary ex-
plaining their presence in experiment and not in the micromagnetic simulation. Bryson
et al. (2013) also show that if the c axis is angled any more than 10° from normal to
the sample plane, the out-of-plane and in-plane boundaries are coincident, potentially
explaining the absence of out-of-plane domains from the experimental images. This
example demonstrates the importance of image simulations, both from micromagnetic
simulations and ad hoc magnetisation maps. The number and shape of domains in the
right hand side of Figure 2.10a would suggest that they are out-of-plane domains, how-
ever, by simulating the image from a micromagnetic simulation, it is clear that they are
in-plane domains. These observation inspired the ad hoc drawn pattern magnetisation
pattern, which was able to reproduce the experimental image, thus allowing the actual
nature of the magnetisation pattern to be obtained. These conclusions could only be
reached by a combination of both types of simulation and is a unique capability of image
simulation.
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Figure 2.12: Experimental electron holography image of closure domains (triangular
regions at the top of the images, see Figure 2.13a), from Kasama et al. (2013). The
direction of induction corresponds to the colour wheel in the top right of the image.
2.6.2.3 Twin-induced closure domains
One of the most striking features observed by Kasama et al. (2013) is the formation of
closure domains at the edge of the sample below the Verwey transition (Figure 2.12).
Closure domains consist of a collection of magnetic domain walls that induce a 90° change
in the magnetisation direction such that it is parallel to the sample surface, reducing the
demagnetising field generated by the sample. It has been argued that closure domains are
not expected to form beneath the Verwey transition due to the large dominantly uniaxial
magnetocrystalline anisotropy (Muxworthy & Williams, 1999). It is possible that the
closure domains observed here could form for the same purpose, but consist of twin
boundaries rather than magnetic domain walls. Several candidate twin configurations
and crystallographic orientations were tested in an attempt to reproduce as many of the
experimental observation in one simulation. The twin and magnetic domain pattern in
Figure 2.13a was the most successful of the trial configurations, although it should not be
completely ruled out that another configuration could better reproduce the experimental
observations. The simulation consists mostly of 90° twin boundaries (including the
interfaces that comprise the closure domains) as well as a second type of twin boundary,
where the easy axis is invariant and the intermediate and hard axis swap (dashed lines,
Figure 2.13a).
The micromagnetic simulation was 3100 nm x 920 nm x 50 nm with 10 nm cell
resolution. The micromagnetic result is shown in Figure 2.13b. The triangular twin
domains at the top of the image mimic closure structures, and the lower tips of these
triangles act as pinning sites for 180° magnetic domain walls that extend downwards
into the surrounding c0 region. These magnetic domain walls cross a 90° twin boundary
in the lower half of the simulation, which causes a ~90° rotation of the magnetic domain
wall orientation as it passes into a c45 region. Despite the easy axis orientation remaining
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constant across the second type of twin boundary, the magnetisation directions varies
on either side because of the direction of in-plane relaxation due to the thin film nature
of the simulation swaps, causing moment rotation in opposite senses.
The experimental holography images for this region contained the electronic contri-
bution to the phase transition, hence this contribution was also included in the simulated
images. The sample also displayed a significant thickness ramp, with the thickness de-
creasing from ~50 nm at the bottom edge of the image down to zero in the top left
hand corner. A mean inner potential of 17 V was used. The thickness ramp introduces
a gradient in the phase shift that reinforces the phase gradient in the green closure
domains but counteracts the phase gradient in the red closure domains, increasing the
agreement between the simulated and experimental images (Figure 2.13c). The closure
domains and magnetic domains wall are clearly visible in the Lorentz contrast, whereas
the unconventional 90° twin boundary on the left hand side is virtually invisible in the
simulated Lorentz image (Figure 2.13d).
The role of twinning in the formation of closure domains is of great significance,
especially given the conventional wisdom that closure domains are not expected to form
below the Verwey transition (Muxworthy & Williams, 1999). Triangular patterns of
intersecting 90° twin boundaries and a magnetic domain wall have been observed away
from the sample edge, so, therefore, likely represent an energetically favourable mech-
anism of flux closure (Kasama et al., 2010). Twin-induced flux closure is likely to be
of relevant to magnetite grains that are within the critical size range for pseudo-single-
domain particles. In the cubic phase above the Verwey transition, grains of this size
would likely display a magnetic vortex structure. In the absence of twinning, the large
anisotropy increase on cooling below the Verwey transition would lead to the destabil-
isation of the vortex and transition to a single domain state. However, in the presence of
twinning, a twin-induced flux closure state could form that retains some of the vortex-like
features (e.g. position of vortex core and rotation sense of the vortex). Single domain
states can act as stable magnetic recorders, while the recording capabilities of vortex or
closure states are much less certain. Hence, nm-scale magnetite grains below the Verwey
transition may not be as reliable magnetic recorders as previously considered. However,
nm-scale magnetite could retain the direction and intensity of a field present during
cooling in the details of the twinned microstructure. This idea was tested studying the
origin of the field memory e ect (Smirnov, 2006) observed in magnetite cooled through
the Verwey transition in the presence of a field (Bryson et al., 2013). These observations
suggest that cooling through the transition in the presence of a field results in a twin
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Figure 2.13: Simulations of Figure 2.12. a) Schematic of the positions, orientations and
arrangement of the twins. The dashed line corresponds to a twin boundary that involves
only a swap of the hard and intermediate axes. b) Micromagnetic result corresponding to
a). c) Electron holography image simulated from b). Lorentz contrast image simulated
from b). The magnetisation and induction directions are depicted by the colour wheel
in the top right corner of b).
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configuration that preserves the traits of the vortex structure present in the cubic phase.
This information is stored by the orientation and positions of twins (i.e. by the lattice
itself), so could be stable for extremely long time periods.
2.7 Summary and Conclusions
• Magnetic microscopy images the magnetic properties of a sample over the range of
length scales crucial to rock magnetism, and is capable a studying the remanence
properties of individual carriers. These techniques detect a range of signals (from
the magnetic induction within a thin film, to the low-resolution magnetisation in
a bulk sample, to the stray field emanating from sample surfaces), however no
technique images directly the high-resolution magnetisation itself, which would
often be an informative property in rock and paleomagnetic studies.
• In this chapter, I introduced new methods capable of inferring the underlying mag-
netisation configuration from electron holography, Lorentz microscopy, XMCD,
MFM and stray field microscopy images. This is achieved by simulating the signal
measured by each technique from candidate, high-resolution, 3D magnetisation
maps. The resulting images can then compared qualitatively and quantitatively
to their experimental counterparts, to infer the magnetisation that corresponds to
the measured signal. The theory and Fourier space approach to simulating these
images have been outlined. ATHLETICS, a complete software package capable of
performing these simulations, was also introduced.
• Examples of the type of information that can be gained from simulating magnetic
microscopy images have also been outlined. These examples focus on magnetite
below the Verwey transition, where ferroelastic twins impact the magnetic do-
main pattern and the magnetocrystalline anisotropy becomes dominantly uniaxial
and significantly increases in magnitude. By simulating electron holography and
Lorentz contrast images, and comparing the results to experimental data, new
features in this material have been observed, including conventional and uncon-
ventional (convergent or divergent) 90° twin boundaries, interactions between twin
boundary and magnetic domain walls, and twin-induced closure domains consisting
of two 90° twin boundaries and a 180° magnetic domain wall. This final observa-
tion provides a potential explanation of the field memory e ect on cooling nm-scale
particles of magnetite through the Verwey transition.
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• The examples presented here demonstrate that measured signals can often vary
significantly from the underlying magnetisation, to the point where features can be
readily misinterpreted through direct observation alone. Quantitative image sim-
ulation and comparison provides both a more robust interpretation and a greater
level of insight in rock magnetism studies, and would be necessary if magnetic
microscopy were to be used in paleomagnetic studies. Image simulations should,
therefore, be performed routinely to interpret magnetic microscopy images.
• The ideas introduced here will be implemented in Chapters 3, 4, 5 and 6 to study
the nm-scale magnetic properties of meteoritic metal and the temporal evolution
of small body magnetic activity.
Chapter 3
Structural and Magnetic
Fundamentals of the Cloudy Zone
3.1 Introduction and Scientific Background
The bulk meteoritic Fe-Ni found in the iron and stony-iron meteorites is generally con-
sidered to be a poor paleomagnetic recorder because of the soft-magnetic nature and
the large size (µm - mm scale) of its major constituent phases (kamacite and taenite)
(Brecher & Albright, 1977). As a result, very few accurate paleomagnetic measurements
of the magnetic activity on small bodies have been drawn from these meteorites (Weiss
et al., 2010). However, recent spatially-resolved µm-scale coercivity measurements of
metal grains in ordinary chondrites (Uehara et al., 2011) demonstrate that specific re-
gions of meteoritic metal can display coercivities as large as 0.4 - 1 T. These regions
are termed the cloudy zone (CZ) and previous TEM and SEM studies (Leroux et al.,
2000; Uehara et al., 2011; Yang et al., 1997a) have shown that these regions consist
of nm-scale intergrowths of tetrataenite (ordered FeNi, Clarke & Scott, 1980) and a
poorly characterised matrix phase (Goldstein et al., 2009b). These magnetic and struc-
tural properties are both characteristic of reliable remanence carriers, so the CZ has the
potential to record paleomagnetic information. However, the formation, structure and
chemistry of the CZ are unique among natural remanence carriers, and its recording
potential is largely unstudied. The aim of this chapter is to assess whether the CZ is in
fact capable of recording reliable paleomagnetic information (Bryson et al., 2014a).
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Figure 3.1: a) Image of the Widmanstätten microstructure, from
www.arizonaskiesmeteorites.com. b) Optical microscopy image of the Tazewell
IIICD iron meteorite after etching with nitric acid to highlight Ni-rich regions. The
tetrataenite rim (TT rim) and CZ is visible as clear and dark brown bands adjacent
to the kamacite lamellae. Plessite is present in the centre of regions enclosed by the
lamellae. c) Reproduced from Uehara et al. (2011). TEM images of the CZ, showing
the size, shape and distribution of the tetrataenite (T-T) islands and matrix phase
(lighter, continuous structure).
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no evidence of re-heating. For Skookum and Santa Clara
no cloudy zone regions were observed, consistent with
evidence of re-heating observed in the Ni taenite gradient
near the kamacite–taenite boundary (Fig. 5). Figs. 4a and
7 show examples of Ni X-ray area scans from which the
high-Ni particle size of the island phase of the cloudy zone
microstructure and the tetrataenite bandwidths were mea-
sured. For each image, a limited number of high-Ni parti-
cles in the cloudy zone from several taenite bands were
measured and the average particle size and its 1r standard
deviation were obtained (Table 2). The relationship be-
tween the cloudy zone high-Ni particle size and the bulk
Ni of each IVB meteorite is plotted in Fig. 8a. The
high-Ni particle size in the cloudy zone varies from 19
to 33 nm and decreases with increasing Ni content. The
width of the tetrataenite bands measured in each of the
images and the average tetrataenite width for each meteor-
ite are also given in Table 2. The relationship between the
0
10
20
30
40
50
60
70
Distance (µm)
Ni
 (w
t%
)
Hoba
300 K/Myr
500 K/Myr
(b)
750 K/Myr
0
10
20
30
40
50
60
70
-2 -1.8 -1.6 -1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0 0.2
-0.2 0 0.2 0.4 0.6 0.8 1
Distance (µm)
Ni
 (w
t%
)
750 K/My
Hoba
1000 K/Myr
(c)
300 K/My
0
10
20
30
40
50
60
70
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
Distance (µm)
Ni
 (w
t%
) 1000 K/Myr
Warburton Range
3000 K/Myr
9000 K/Myr
(d)
0
10
20
30
40
50
60
70
-0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Distance (µm)
Ni
 (w
t%
)
Warburton Range
1000 K/Myr
3000 K/Myr
9000 K/Myr
(e)
Fig. 4. Ni analyses and cooling rate measurements in two IVB irons Hoba (low-Ni, low P) andWarburton Range (high Ni, high P). (a) Ni X-ray
scanning image of the surface of a FIB thin section of Hoba with an X-ray resolution of !4 nm/pixel obtained using the analytical transmission
electronmicroscope.The scanning image shows fromleft to right: cloudy zone intergrowth, a 200 nmwidebandof tetrataenite (white) and the edgeof
the kamacite platelet (black). The dashed rectangle shows the region over which the Ni profile shown in Fig. 4b was obtained. (b and c) Ni
concentration profiles across the kamacite–taenite interfaces in Hoba. (d and e) Ni concentration profiles across the kamacite–taenite interfaces in
WarburtonRange.The vertical arrowmarks the boundary between the cloudy taenite and the tetrataenite rimwhere somedatapoints plot below the
curves. Cooling rates were determined by comparing the observedNi profiles in the cloudy taenite with those calculated for a range of cooling rates.
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Figure 3.2: Reproduced from Yang et al. (2010a). Di usion profiles in taenite generated
during kamacite lamellae formation in the Hoba IVB iron meteorite. Points represent
measured compositions, and the three lines represent the compositional trends predicted
for di erent cooling rates. The arrow marks the boundary between the tetrataenite rim
and CZ.
3.1.1 Cloudy zone formation
Meteoritic metal consists of an Fe-Ni alloy, containing typically 5% - 20% weight Ni
(Goldstein et al., 2009b). At high temperatures (~1200 K) this metal adopts a face
centred cubic (fcc) solid solution called taenite (g) (Yang et al., 1996). On slow cooling
between 1180 - 780 K, lamellae of the body centred cubic (bcc) phase kamacite (a) nuc-
leate and grow on the {111} crystallographic planes of the parent taenite phase, forming
the Widmanstätten microstructure characteristic of meteoritic metal (Yang & Goldstein,
2005) (Figure 3.1a). Kamacite contains <5% Ni, thus during lamellae formation and
growth Ni is ejected into the surrounding taenite phase (Yang et al., 1997a). This pro-
cess creates concentration gradients within the taenite that vary from ~50% Ni at the
kamacite-taenite interface, down to the bulk Ni concentration of the meteorite (Reuter
et al., 1987) (Figure 3.2). Both the spatial extent and maximum Ni concentration of
these gradients depends on the cooling rate of the individual meteorite; a slowly-cooled
meteorite will have experienced more time at higher temperatures, allowing for more dif-
fusion, and hence wid r lamellae spacing and shall wer concentration gradients. These
concentration gradients are therefore cooling rate indicators (Wood, 1964; Yang et al.,
2010a), with the slowly-cooled mesosiderites (cooled at <1 K Myr-1, Yang et al., 1997b)
displaying shallow concentration gradients that extend hundreds of µm, and the fast
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Figure 3.3: Fe-Ni phase diagram and schematic of the microstructures within meteoritic
metal. a) Low-temperature phase diagram of the Fe-rich end of the Fe-Ni binary system,
after Uehara et al. (2011). a - kamacite, g1 - paramagnetic taenite, g2 - ferromagnetic
taenite, gÕÕ - tetrataenite. b) Schematic of the kamacite, tetrataenite rim and CZ. The
relative sizes of the features are not to scale, although a qualitative decrease in island size
with distance from the rim has been included. The colour represents the Ni concentration
established during lamellae formation; yellow: 50%Ni, red: 25%Ni.
cooled IVB iron meteorites (500 - 3000 K Myr-1, Yang et al., 2010a) displaying steep
gradients that extend ~1 - 2 µm (Figure 3.2).
The Ni concentration gradient is key to the nature of tetrataenite (gÕÕ) formation
(Figure 3.3a). According to previously published phase diagrams (Figure 3.3a), at con-
centrations 48%<Ni<52%, tetrataenite forms at 593 K as a pure phase (Figure 3.3a).
These concentrations are found immediately adjacent to the kamacite lamellae, hence
this transition results in a rim of tetrataenite parallel to the kamacite interface (Re-
uter et al., 1987) (Figures 3.1b and 3.3b). At concentrations between 48% and ~25%
Ni, tetrataenite forms as a component of the CZ (Yang et al., 1997a) (Figures 3.1b,c
and 3.3a). This process occurs via spinodal decomposition, which initially involves the
nm-scale exsolution of islands of tetrataenite and a continuous matrix phase (Weinburch
et al., 2003). The exsolution temperature decreases as the Ni concentration decreases
(down to <500 K at ~25% Ni, Figure 3.3a), hence the tetrataenite islands will have
exsolved at increasing distances from the tetrataenite rim (along the Ni concentration
gradient) as the metal cooled (Uehara et al., 2011). Over time, the tetrataenite islands
will have coarsened and impinged on each other to form a connected 3D network (Figure
3.4, Chen, 1993, 1994; Seol et al., 2003). Previous microscopy studies of the CZ have
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Figure 3.4: 3D representation of the evolution over time of the spinodal nanostructure,
simulated using the method described by Seol et al. (2003). a) Initial island structure.
b) Structure that evolved from a), displaying conjoined islands and a small 3D network.
c) Structure that evolved from b), displaying a large conjoined network.
mostly imaged cut faces of this intergrowth (e.g. in SEM or TEM, Goldstein et al.,
2009b; Leroux et al., 2000; Yang et al., 1997a) where this 3D tetrataenite network ap-
pears as islands (Figure 3.3b). Hence, in the published literature, tetrataenite in the
CZ is still referred to as islands, and I will also adopt this terminology. The size of the
largest tetrataenite islands is also a measure of the cooling rate of a meteorite (albeit at
a lower temperature than that measured from the concentration gradient) (Yang et al.,
1997a, 2010a). The largest (oldest) islands are observed at the rim-CZ interface (as
they formed at the highest temperature so have the most time to grow), and the island
diameter systematically decreases with distance across the CZ, reflecting the age of the
islands (Figure 3.3b).
Tetrataenite forms via an order-disorder transition, and is observed uniquely in met-
eorites given the slow cooling rates required for this transition. It displays the L10
superstructure (alternating atomic layers of Fe and Ni, Figure 3.5, Albertsen, 1981),
and is an extremely hard magnetic material (intrinsic switching field >2 T, Néel et al.,
1964) with the magnetic easy axis is along the c axis. There are three possible orient-
ations of this axis (parallel to the three <100> directions of the parent taenite phase,
Néel et al., 1964), leading to the possibility that multiple magnetic easy axis orientations
are present among the tetrataenite islands within the CZ (Bryson et al., 2014a).
At concentrations less than ~25% Ni and temperatures <500 K, martensite forms
via a displacive phase transition (Figure 3.3a). On slow cooling, this phase can break
down to form alternating, µm-scale laths of tetrataenite and kamacite, generating an
intergrowth called plessite. This process occurs at a distance of several µm from the
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Figure 3.5: a) L10 unit cell, consisting of alternating atomic layers of Ni (blue) and Fe
(red). b) L12 unit cell, consisting of Ni (blue) atoms at the corners, and Fe (red) atoms
at the centre of the faces.
kamacite lamellae (Figure 3.1b). The nature of the plessite and its formation mechanism
depend on the local Ni concentration (Goldstein & Michael, 2006).
3.1.2 Open questions regarding the cloudy zone
The potential magnetic recording behaviour of a natural intergrowth like the CZ has
not be investigated at the nm-scale before, and despite favourable coercivities and sizes
of the tetrataenite islands, many factors could adversely a ect their remanence carrying
capabilities:
1. The islands grow over time. Initially, when the islands are ~7 nm in diameter,
they are likely to be single domain (hence can preserve reliable paleomagnetic
information, Gattacceca et al., 2014), but as they grow and impinge on each
other they could move into the pseudo-single domain or multi-domain particle size
range (when their remanence carrying capabilities are less certain). The intrinsic
threshold size between these regimes has been estimated at 80 - 90 nm (Gattacceca
et al., 2014), but how this value is potentially altered by the intergrown nature of
the CZ is uncertain. Also, as the islands grow, they are expected to pass through
their critical blocking volume (Dunlop & Özdemir, 1997), which corresponds to
the point at which they record the field. This critical volume for tetrataenite in
the CZ is uncertain. Finally, the details of island growth (sequence of exsolution
and ordering, rates of growth, critical temperatures, etc.) are poorly constrained.
2. Each island can display one of three possible orthogonal tetrataenite lattice ori-
entations. As tetrataenite is such a hard magnetic material, the orientation of the
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underlying axis is expected to play a major role in the magnetisation directions of
the islands. The distribution of the possible lattice orientations among the islands,
and the possible link to the field present during cooling, is uncertain.
3. The nature of the matrix phase (structure, composition and magnetic properties)
is contentious. The composition of the matrix is close to 75%Fe - 25%Ni (Leroux
et al., 2000) and various structures have been presented in the literature (e.g. bcc
martensite, Goldstein et al., 2009b; an fcc phase, Leroux et al., 2000; or antitaenite,
Rancourt et al., 1999). If the matrix phase is magnetic (martensite or fcc phase if
it is chemically ordered, James et al., 1999), the CZ will consist of two magnetic
phases in direct contact. This configuration could lead to direct exchange coupling
between the two phases, which could have a significant impact on the magnetic
domain pattern adopted by the tetrataenite islands.
4. The e ect of magnetostatic interactions (between neighbouring islands and between
the CZ and the adjacent kamacite) are unknown. Although the influence of such
interactions is well-studied in oxide intergrowths (Evans et al., 2006; Feinberg et al.,
2006; Harrison et al., 2002), their impact on a magnetically-hard phase like tet-
rataenite is much less certain. Any stray fields have the potential to influence the
magnetic configuration of the CZ, causing it to be unrepresentative of an external
field present during planetary cooling. Also, the parent phases present before is-
land formation are excepted to be magnetic, so it is feasible that the magnetic
pattern of the CZ is an imprint of the magnetic domain pattern adopted by these
phases.
5. Uehara et al. (2011) report a systematic variation in the coercivity across the CZ
width. These authors assign this e ect to a transition from pseudo-single domain or
multi-domain islands to single domain islands with decreasing island size, however
the origin of this e ect has not been studied directly, and could dramatically
influence the capabilities of the tetrataenite islands as reliable remanence carriers.
6. Finally, the mechanism of remanence acquisition by the tetrataenite islands is
unknown. Without knowledge of this process, any paleomagnetic measurements
cannot be interpreted reliably.
In this chapter, I will address these issues and assess the potential of the CZ as a reliable
paleomagnetic recorder by studying its nm-scale structure and magnetisation (Bryson
et al., 2014a). Due to the slow cooling rate required to form tetrataenite, our current
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knowledge of the low temperature phase diagram of Fe-Ni (Figure 3.3a) is based on very
few observations (Yang et al., 1996). Here, I present a low-temperature phase diagram
for Fe-Ni deduced from Monte Carlo modelling. This approach has the key advantage of
not being hindered by the kinetics of CZ formation (like the experimental observations)
and allows for the e ects of short range order to be considered. The magnetisation of
individual islands is studied by imaging the magnetic induction within the CZ using
electron holography, and comparing the observed signal to that expected from a series
of candidate magnetisation distributions (Chapter 2). This approach resolves the mag-
netisation of individual islands, allowing their magnetic properties to be inferred. Based
on these observations, I will then argue that the tetrataenite islands are in fact ideal
paleomagnetic recorders. I will also establish the potential for time-resolved records of
dynamo activity on asteroids through the measurement of the proportions of the possible
magnetisation directions across the width of the CZ (Chapter 5).
3.2 Magnetic Properties of the Cloudy Zone
3.2.1 Methods
3.2.1.1 Experimental procedures and methods
The Tazewell IIICD iron meteorite was chosen for imaging based on previous TEM stud-
ies demonstrating pristine CZ, una ected by secondary processes (e.g. shock reheating)
in this meteorite (Reuter et al., 1987; Yang et al., 1997b). A section was provided by the
Sedgwick Museum of Earth Sciences, University of Cambridge, sample number 16269.
The sample was polished, and an electron transparent thin film was milled from the
surface using a FIB (Chapter 2) with a voltage of 5 kV and a final current of 700 pA
(inset Figure 3.6b). This beam energy was used to reduce the likelihood of damaging
the sample or inducing martensite formation (Maxwell et al., 1974). The film thickness
varied between 50 - 100 nm. The thin film contained some kamacite, the tetrataenite
rim and ~7.5 µm of the CZ (Figure 3.6).
Scanning transmission electron microscopy (STEM) images, energy dispersive spec-
troscopy (EDS) maps, di raction patterns, and electron holograms were captured on an
FEI Titan 300 kV TEM, and bright field images were captured on an FEI Technai 300
kV TEM, both at the Centre for Electron Nanoscopy, Denmark Technical University,
Copenhagen. Electron di raction patterns were measured at various tilt angles, and
indicated that the film was orientated normal to the [110] zone axis. At this orientation,
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Figure 3.6: STEM and bright field images of the Tazewell thin film. a) STEM image
of the top edge of the thin film (dashed red box in b)). Sections in the coarse, inter-
mediate and fine CZ have had their contrast digitally enhanced to highlight the island
nanostructure. The dotted white boxes correspond to the regions where holograms were
measured. b) BF image of the whole thin film. The kamacite, tetrataenite rim and CZ
are all clearly identifiable; the structure is only visible on the CZ at the top edge where
the film is thinnest. The possible easy axes of the tetrataenite have been included as
white arrows. Shock twins visible as straight diagonal streaks are present. The inset
in the bottom right shows the SEM image of the position of the thin film with the
kamacite-rim boundary highlighted.
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two of the tetrataenite <100> directions are orientated 45° out of the plane of the thin
film, and the remaining axis is within the plane (Figure 3.6b). Electron holograms were
captured in two CZ regions (Figure 3.6a): among the coarsest tetrataenite islands; at a
distance ~5.5 µm from the tetrataenite rim among finer islands. These were measured
at remanence after applying fields of ±200, ±500, ±800, ±1000 and ±2100 mT for the
coarse region, and additionally at ±1200 mT for the fine region. During field applica-
tion, the sample was tilted by ±25° about an axis perpendicular to the length and within
the plane of the thin film. This resulted in a dominant component of the field out of
the plane of the film that retained its sign on switching from a positive to negative tilt,
and a weaker in-plane component that varied sign with that of the tilt. These fields are
therefore only expected to cause islands with an in-plane magnetisation to reverse.
The electron holograms were processed by Nathan Church using standard methods
outlined by Dunin-Borkowski et al. (2004). The holography images for the coarse re-
gion are presented with the electronic contribution to the phase shift included. As the
thickness in this region was relatively constant and the tetrataenite and matrix phase
are expected to have similar electronic properties, this inclusion introduced a constant
background value to the phase shift allowing the magnetic induction to be inferred
directly from these holography images. On the other hand, the fine region contained
artefacts originating either from thickness variations introduced during FIB milling or
ripple contrast due to demagnetising e ects (Dunin-Borkowski et al., 1998). Hence, the
electronic contribution to the phase shift was removed from this region by measuring
the holography signal after the application of a positive and negative saturating field
(±2100 mT) and subtracting the two holograms.
3.2.1.2 Image simulations
To determine the magnetisation from the holography images, images of the magnetic
induction corresponding to a range of candidate magnetisation maps were simulated.
The structure of the simulated CZ was modelled as Voronoi cells. These were created by
dividing 256 x 256 x 30 pixel grids with a resolution of 2 nm/pixel into 50 equally sized
boxes for the coarse region, and 900 for the fine region. A pixel within each box was
chosen at random, and Voronoi cells were constructed around the chosen pixels. The
Voronoi cells were then eroded to generate a simulation grid consisting of isolated is-
lands embedded in a continuous matrix phase, with dimensions, shapes and distribution
matching those observed experimentally (Figure 3.7). Each island was then assigned one
of the three mutually orthogonal easy axes, matching the orientations observed exper-
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Figure 3.7: 3D representations of the simulated a) coarse and b) fine CZ nanostructures.
The sizes, shapes and distribution of the islands and matrix phase match those observed
experimentally.
imentally. As the tetrataenite islands are magnetically hard, each island was modelled
as uniformly magnetised with the magnetisation pointing either positively or negatively
along the easy axis, with a saturation magnetisation value MS = 1300 emu cm-3 (James
et al., 1999; Néel et al., 1964). Each island could therefore adopt any one of six possible
magnetisation directions. The matrix was modelled as either non-magnetic (MS = 0
emu cm-3) or as a soft magnet (see next section) with MS = 1390 emu cm-3 (James
et al., 1999). In the magnetic case, the matrix magnetisation was generated by assign-
ing each pixel of the matrix the magnetisation direction of the island nearest to it, and
then smoothing the magnetisation of the whole phase. If the magnetisation direction
di ered across the matrix, this process generated smoothly varying moments between
these directions, mimicking the behaviour expected in reality (see next section). The
e ect of the external field was incorporated by reversing an increasing proportion of the
islands with an in-plane easy axis direction. These magnetisation maps were used as
inputs into ATHLETICS (Chapter 2), which was used to simulate electron holography
images.
3.2.1.3 Micromagnetic simulations
Micromagnetic simulations were performed on a 128 x 128 x 32 grid cell with a resolution
of 2 nm/pixel using LLG micromagnetic simulator (Scheinfein, 1997). The nanostructure
was created using the same Voronoi cell approach described in the previous section. The
micromagnetic parameters used for the two phases were: Tetrataenite, MS = 1300 emu
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Figure 3.8: a) STEM images of the tetrataenite rim and coarse CZ. b) STEM images of
the fine CZ, at a distance at ~5.5 µm from the tetrataenite rim. Both images have their
contrast digitally enhanced. Pt - platinum, TT - tetrataenite island. c, d) EDS map
of the coarse and intermediate (~2.8 µm from the tetrataenite rim) CZ, respectively.
Both maps display islands with 50%Fe - 50%Ni, and matrix with 75%Fe - 25% Ni. e)
Di raction pattern representative of the CZ across the thin film.
cm-3, A = 1.9 µerg cm-1, K = 1.37 x 107 emu cm-3 (Néel et al., 1964); Fe3Ni matrix,
MS = 1390 emu cm-3, A = 1.5 µerg cm-1, K = 0 emu cm-3 (Grabbe, 1940; James et al.,
1999). Simulations were also performed with MS = 0 emu cm-3 for the matrix phase
to investigate the impact of direct exchange coupling of the tetrataenite islands to a
soft magnetic phase. The magnetocrystalline anisotropy of Ni3Fe has been observed
to be significantly less than that of tetrataenite, and hence the anisotropy of Fe3Ni
(which displays the same structure and bonding) is assumed to be zero. Simulations
were performed for both the coarse and fine CZ.
3.2.2 Results
3.2.2.1 Electron di raction, EDS maps and STEM images
STEM images were measured along the entire length of the thin film (Figure 3.6a). This
technique provides atomic (Z) contrast of the film with very-high spatial resolution (~1
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nm). These images show that the tetrataenite islands have a diameter of ~90 - 100 nm
immediately adjacent to the rim, which reduces to <20 nm at a distance of ~5.5 µm from
the rim (Figure 3.8a and b). These values agree with those published by Yang et al.
(1997b). EDS maps of the coarse and intermediate CZ (Figures 3.8c and d respectively)
demonstrate that the islands contain equal amounts of Fe and Ni, and that the matrix
is roughly 75%Fe - 25%Ni. Again, these values are in excellent agreement with those of
the CZ in an ordinary chondrite (Leroux et al., 2000).
Electron di raction patterns were used to investigate the crystal structure of the
CZ. Patterns were collected at various points along the length of the film, and were all
identical (Figure 3.8e). The patterns contain both primary reflections inherited from
the face centred cubic taenite parent lattice, as well as a set of superlattice reflections
caused by atomic ordering. Tetrataenite is expected to give rise to the observed primary
reflections, and could also be the origin of the superlattice peaks if all three possible
orientations are present among the islands in the di racting volume. There is no evidence
for reflections corresponding to a bcc phase (unlike previous studies e.g. Leroux et al.,
2000), thus the matrix likely consists of an fcc phase with lattice parameters similar to
those of tetrataenite. In this case, the superlattice reflections could also originate (at
least in part) from the matrix phase if it is ordered with the L12 superstructure (i.e.
Fe3Ni with Ni atoms at the corners of an fcc unit cell, Figure 3.5b); if the matrix were
disordered, this phase would only contribute to the principle reflections. Unfortunately,
it is not possible to identify the ordered state of the matrix as the two possible origins of
the superlattice peaks can not be distinguished from the di raction patterns alone. The
principle reflections display satellite peaks that are consistent with double di raction
from a spinel structure and likely originate from a thin layer of an iron oxide present on
the film surface (Leroux et al., 2000).
3.2.2.2 Electron holography
Holography images were measured in the coarse (Figure 3.9) and fine (Figure 3.10) CZ.
After the application of a positive saturating field, the magnetic induction in the coarse
CZ generally flows right to left (green) with a handful of areas flowing top to bottom
(yellow) and some localised patches of zero in-plane induction (black) (Figure 3.9c).
There is little direct correspondence between the features observed in the holography
images and the discrete island-matrix nanostructure in the STEM image (Figure 3.9a).
However, with the application of a field, the induction is observed to change in discrete
jumps, consistent with the reversal of individual islands over a range of field values.
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Figure 3.9: Experimental and simulated electron holography images of the coarse CZ. a)
STEM image relating to the holography image. b) Single layer of the 3D magnetisation
map used to simulate the coarse CZ. Two of the possible easy axes are present and the
matrix phase is magnetic. The colour depicts the magnetisation direction according to
the colour wheel in c); the easy axis directions are also included as an inset in the top
right. c), e), g) Remanent experimental holography images after applied field values and
direction included in the images. d), f), h) simulated holography images corresponding
to c), e) and g) respectively. Induction directions are depicted by the colour wheel in
c). The scale bar in a) applies to all images. The applied field direction is included in
c) and g), with the arrow showing the in-plane direction and the annotation providing
the out-of-plane angle.
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Holography images demonstrated that this range started at ~200 mT and switching
was complete by 800 mT. At a field value close to the ‘bulk’ coercivity of the coarse CZ
presented by Uehara et al. (2011) (~500 mT, Figure 3.9e), the holography image displays
an intricate magnetic domain pattern, including localised patches of left to right (red)
and bottom to top (blue) induction as well as apparent flux closure structures similar
to magnetic vortices (Lappe et al., 2011). The holography image after the application
of a saturating negative field (Figure 3.9g) is not the antiparallel counterpart to that
present after the application of a positive saturating field, suggesting that some of the
tetrataenite islands within the field-of-view did not reverse magnetisation with the ap-
plied field. In particular, some patches of induction remained flowing top to bottom
(yellow) throughout the entire hysteresis cycle. The induction at these points therefore
likely originates predominantly from islands with easy axes 45° out-of-plane, which are
expected not to reverse with the applied field.
The fine CZ displays somewhat similar behaviour (albeit on a smaller length scale),
but with some crucial di erences. After the application of a positive saturating field
(Figure 3.10c) the induction flows from right to left (green), with a distinct mottled
texture on a similar length scale to the features in the STEM image (Figure 3.10a).
The full hysteresis cycle reveals that switching begins at ~500 mT and ends at 1.2 T
(significantly greater field values than those observed in the coarse CZ). Again, intric-
ate and complicated patterns are observed at field values close to the ‘bulk’ coercivity
value (~800 mT, Figure 3.10e) with patches of reversed (red) and zero in-plane (black)
induction. The induction measured after the application of a negative saturating field
(Figure 3.10g) is antiparallel to that obtained after a positive saturating field. These
observations are, however, inevitable given the removal of the electronic contribution to
the phase shift in this region. This process removes any contribution to the phase shift
that is constant with the applied field, including, in this case, any islands that do not
reverse. Hence, the only islands that contribute to the experimental signals are those
with the in-plane easy axis.
In both regions, a bright strip of uniform magnetic induction 80 - 100 nm is present
along the lower edge of the experimental image, which corresponds to the original pol-
ished surface of the meteorite section. This strip reverses at <200 mT, and is most
likely an artefact from polishing prior to the extraction of the thin film. Polishing can
apply stresses to the material that induce a chemical and structural change, resulting in
a magnetically-soft layer (Maxwell et al., 1974).
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Figure 3.10: Experimental and simulated electron holography images of the fine CZ. a)
STEM image relating to the holography image. b) Single layer of the 3D magnetisation
map used to simulate the coarse CZ. Only the in-plane easy axis is present and the matrix
phase is non-magnetic. c), e), g) Remanent experimental holography images after applied
field values and direction included in the images. d), f), h) Simulated holography images
corresponding to c), e) and g) respectively. Magnetisation and induction directions are
depicted by the colour wheel in c). The scale bar in a) applies to c), e) and g), and the
scale bar in b) applies to d), f) and h). The applied field direction is same as Figure 3.9.
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3.2.2.3 Image simulations
There are a number of factors that make it di cult to relate the experimental images
of the magnetic induction directly to the underlying magnetisation of the CZ. Firstly,
magnetic induction is the sum of the magnetisation (which I wish to determine) and any
stray fields present within the thin film (demagnetising field and stray fields emanating
from neighbouring islands). Secondly, the signal is an integration along the electron
beam direction. Given that the islands are typically smaller than the thickness of the
thin film (very much smaller in the fine CZ), the net induction is likely the result of
contributions from multiple overlapping islands. Thirdly, the removal of the electronic
contribution to the phase shift in Figure 3.10 means that regions of weak intensity can be
explained by multiple factors: i) non-magnetic regions; ii) regions with a net out-of-plane
induction; or iii) a region that didn’t switch magnetisation direction with the applied
field. Fourthly, the magnetic properties of the matrix are unknown, making it di cult to
distinguish between induction caused by magnetostatic field generated by tetrataenite
islands, and the (potential) induction associated with the intrinsic magnetisation of the
matrix. Lastly, the possibility of three orthogonal easy axis directions can cause intricate
and complicated induction patterns that are di cult to interpret. To overcome these
issues, the magnetic induction expected for a range of candidate magnetisation maps
was simulated and compared to experimental images, as described in Chapter 2.
Holography images were simulated for both the coarse and fine CZ. The experi-
mental and simulated nanostructures were not identical, so the resulting holography
images could not be compared quantitatively on a pixel-by-pixel basis. The simulated
nanostructures were, however, designed to agree with the experimental observations of
the size, shape and distribution of the islands, so valid conclusions can be drawn from
qualitative comparisons of the images, especially as the di erences between the simula-
tions with di erent easy axes are clear and unambiguous. For the coarse CZ, simulations
were run with one, two or three of the possible easy axis orientations distributed among
the islands and with either a magnetic (Figures 3.9 and 3.11) or non-magnetic matrix
phase (Figure 3.12). For the fine CZ, simulations were only run with the in-plane easy
axis (due to the removal of the electronic contribution to the phase shift) with both a
magnetic (Figure 3.13) and non-magnetic (Figure 3.10) matrix.
For the coarse region, simulations with uniformly magnetised islands containing two
of the three possible easy axis directions and a matrix phase with a saturation magnet-
isation value similar to that of the islands best recreated the experimental images (Figure
3.9, see Figures 3.11 and 3.12 for the other simulations). In the positive saturation ex-
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Figure 3.11: Simulated holography images with a ferromagnetic matrix and easy axis
distributions that do not recreate the experimental images. a), d), g), j) Same ex-
perimental images as in Figure 3.9. b) Single layer of the magnetisation map used to
simulate the holography images with only the in-plane easy axis. c) Single layer of the
magnetisation map with all three easy axes. e), h), k) Simulated images created from
b) at equivalent fields to those in d), g) and j) respectively. f), i), l) Simulated images
created from c). None of the simulated holography images compare favourably to their
experimental counterparts. The magnetisation and induction directions are depicted by
the colour wheel in d).
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perimental image (Figure 3.9c) the islands with the in-plane (green) and out-of-plane
(yellow) easy axis orientations appear to be organised in alternating diagonal stripes.
Including this pattern in the simulations recreated the details of the experimental holo-
graphy images, including the blue areas present with the application of larger negative
field (Figure 3.9g and h); this signal can be attributed to the constructive interference
of stray fields generated at the boundary between these alternating stripes.
For the fine region, the simulations required a dominance of the in-plane easy axis and
a reduced saturation magnetisation value of the matrix phase to recreate the direction
and mottled texture of the experimental signal, respectively (Figure 3.10, see Figure
3.13 for other simulation). This origin of the mottling was confirmed by noting that
holography images with their electronic contribution to the phase shift included (Figure
3.14) still display this texture, implying that it cannot be (solely) due to islands that
do not reverse with the applied field. It is not possible to rule out the presence of a
second easy axis from the holography images, however, the majority of the islands must
be populated by the in-plane magnetisation direction to generate the signal observed
experimentally. Figure 3.14 does not support the presence of all three easy axes. Unlike
the coarse CZ, there does not appear to be any distinguishable organisation to the
positions of the islands in the fine CZ.
None of the experimental images for either region contain field-invariant blue areas
that are present in the simulations with all three easy axes (Figures 3.11 and 3.12).
This observation implies that, at most, only one of the easy axes with an out-of-plane
component is present among the islands in either region. Hence, the holography images
for both regions are consistent with islands populated with at most two of the three
easy axis orientations, and a matrix phase with a magnetisation value that appears to
decrease with increasing distance across the width of the CZ from the tetrataenite rim.
Groups of neighbouring islands with the same magnetisation direction in the coarse
region simulations tend to display more uniformity, in both direction and intensity, than
in their experimental counterparts. This e ect can be attributed to the model used for
the moment directions in the soft-magnetic matrix. If a matrix phase is surrounded by
two islands with the same easy axis, this model will generate an identical magnetisation
direction to that of the islands, leading to a uniform magnetisation over a relatively
large area (which will likely generate a uniform holography signal). In reality there
could be stray fields or influences from more than just the nearest neighbouring islands
that cause the matrix magnetisation to deflect from the orientation of the neighbouring
islands, explaining the discrepancy between the model and experimental results.
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Figure 3.12: Simulated holography images with a paramagnetic matrix and easy axis
distributions that do not recreate the experimental images. a), e), i) and m) Same
experimental images as in Figure 3.9. b), c) and d) Single layer of the magnetisation
maps with one, two and three easy easy axes respectively. f), j) and n) Simulated images
created from b) at equivalent fields to those in e), i) and m) respectively. g), k) and o)
Simulated images created from c). h), l) and p) Simulated images created from d). The
matrix is clear in all of the simulated holography images, which does not agree with the
experimental images. The magnetisation and induction directions are depicted by the
colour wheel in e).
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Figure 3.13: Equivalent images to those in Figure 3.10 but all simulated images now
contain a ferromagnetic matrix phase. The simulated images at saturation are more
uniform than the experimental images suggesting these matrix properties are unrealistic.
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Figure 3.14: Holography images of the fine region with the electronic contribution to
the phase still included after a) positive and b) negative saturating fields. Note the
artefacts (streaks of colour perpendicular to the original sample surface) resulting either
from thickness variations introduced during sample preparation or ripple contrast. The
mottled texture observed in Figure 3.10 is still present in these images, suggesting it
results from the matrix phase. There are also no field invariant blue regions in either
image, suggesting that at most only two easy axes are present in this region.
3.2.2.4 Micromagnetic simulations
Micromagnetic simulations were used to confirm that the magnetisation distribution
used in the image simulations is realistic, as well as to study the switching mechanism
of the tetrataenite islands. The simulations were performed on 128 x 128 x 32 cell grids
with a resolution of 2 nm/pixel. Generally, the simulations produced magnetic configur-
ations similar to those implemented in the previous section, with uniformly magnetised
islands and matrix phases that varied smoothly between islands (Figure 3.15). The
micromagnetic simulations are performed in a vacuum, meaning the simulation cell ex-
perienced additional demagnetising fields. These fields caused some islands to switch
at uncharacteristic field values, especially those closer to the edges of the simulation.
For example, the coarse CZ simulation displays two islands with a reversed magnetisa-
tion at zero applied field, which causes an unrealistic widening of the switching field
range (Figure 3.16). The islands reversed by propagation of a domain wall from the soft
phase, which, once it enters an island, sweeps through the entire volume immediately.
Switching occurs at lower field values in the coarse region than the fine region, in agree-
ment with experimental observations. Simulations with a non-magnetic matrix displayed
much higher switching field values (Figure 3.16). The range in switching values observed
experimentally can only be recreated with a magnetic matrix phase, where the reversal
of the islands is aided by the soft magnetic nature of the matrix phase. Unfortunately,
it was unfeasible to run these simulations for every possible combination of easy axes,
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Figure 3.15: Micromagnetic simulation results for the coarse CZ. a) Nanostructure used
in the simulations. The easy axis direction for each island is included. b) Micromagnetic
simulation result at remanence after the application of a positive saturating field in the
same orientation relative to the easy easy axes as those applied experimentally. The
majority of in-plane islands are red, although two are reversed (green). The majority
of islands are single domain, with the only exception being one at the corner of the
simulation where stray field lead to unrealistic e ects. c) Micromagnetic result after the
application of a -0.36 T field. Domain walls penetrated in from the matrix phase and
switched individual islands. d) Result of the simulation after the application of a -1
T field. The direction of magnetisation is depicted by the colour wheel in a) and the
arrows. The scale bar in a) applied to all images.
so the general characteristic results of a simulation were used to generate the ad hoc
magnetisation distributions designed to mimic the experimental data discussed in the
previous section.
3.2.3 Discussion
The experimental CZ holography images can be recreated by an island nanostructure
populated simply with a subset of the six possible magnetisation directions that corres-
pond to the tetrataenite easy axis orientations. This observation suggests that as the
tetrataenite formed, each isolated island adopted one of the possible crystallographic
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Figure 3.16: Upper branches of the hysteresis loops from the micromagnetic simulations
for both ferromagnetic and paramagnetic matrices in the coarse and fine CZ. The ex-
perimental switching ranges are included as a blue and green backgrounds for the coarse
and fine regions, respectively.
orientations, which dictates the magnetisation direction of that island. As the islands
coarsen, they will change morphology and some islands will grow at the expense of oth-
ers. However, the proportion of the directions averaged over a large number islands is
expected to be retained. The islands then start to impinge on each other, forming a
3D network of tetrataenite consisting of millions of conjoined twin domains (with each
domain displaying one of the possible magnetisation directions). The size of these twins
is approximately the same as the island size of the tetrataenite (the size the 3D net-
work appears when viewed in a planar orientation). Each twin behaves as a uniformly
magnetised domain, and appear to reverse independently of each other.
3.2.3.1 Structure of the matrix phase
The experimental and simulated electron holography images indicate that only two of
the three possible easy axes are present among the tetrataenite islands in the fields-
of-view studied; this observation does not preclude that all three easy axes are present
throughout the CZ, when viewed on larger length scales. As discussed in Section 3.2.2.1,
it is only possible to explain the di raction patterns (Figure 3.8e) with this distribution
of easy axes if the matrix is chemically-ordered Fe3Ni (L12 superstructure). This inter-
pretation is also consistent with the micromagnetic and image simulations that require
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the matrix to be magnetic, which for an fcc structure requires (at least partial) chemical
ordering (James et al., 1999).
Fe3Ni has not been previously identified in nature or synthesised in the laborat-
ory, presumably because of the low proposed ordering temperature (~600 K) and the
thermodynamic favourability of bcc martensite for disordered 25%Ni - 75%Fe at room
temperature (Howald, 2003). The existence of Fe3Ni has, however, been predicted from
Monte Carlo simulations (Section 3.3 and Dang & Rancourt, 1996). The majority of
previous TEM studies (e.g. Goldstein et al., 2009b; Leroux et al., 2000; Reuter et al.,
1987; Yang et al., 1997b) suggest the matrix is composed of bcc martensite. One previ-
ous TEM study (Leroux et al., 2000) observed fcc and bcc matrix phases in conjunction.
These authors suggest that strain from the tetrataenite islands is capable of suppress-
ing the martensitic transition, allowing fcc taenite to persist to uncharacteristically low
temperatures and Fe3Ni to subsequently form upon slow cooling. I therefore suggest
that the fcc phase forms naturally in this meteorite, and the bcc phase is most likely
the result of chemical disordering induced by sample preparation (Maxwell et al., 1974),
similar to the process that occurs at the sample surface resulting in the magnetically
soft layer (Morito et al., 2003). The reduced saturation magnetisation of the fine region
matrix phase inferred from the holography images can be explained by a reduced degree
of chemical order in the matrix in this region. The fine region will have exsolved at a
lower temperature than the coarse region, so will have experienced less time and en-
ergy for chemical ordering. The di raction patterns for this region still display all three
superlattice reflections, requiring that the matrix must be at least partially ordered.
3.2.3.2 Magnetic properties of the island-matrix nanocomposite
The micromagnetic switching simulations suggest that the tetrataenite islands are em-
bedded in a magnetically soft phase (consist with the predicted magnetocrystalline an-
isotropy predicted of Fe3Ni). Under certain circumstances, nm-scale intergrowths of
magnetically-hard and -soft phases can display exchange spring behaviour (Kneller &
Hawig, 1991). Exchange springs have attracted significant attention in the field of na-
notechnology due to their unique ability to display the favourable magnetic switching
properties of each of the constituent phases. For example, exchange springs display low
coercivities (so can be readily manipulated), but very high thermal stabilities (so are
reliable magnetic recorders), and as such have been suggested as novel data storage ma-
terials (Asti et al., 2004). This behaviour results from the response of the soft magnetic
phase to the applied magnetic field, which involves the rotation of the moments in this
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phase so they align to the field. This process introduces magnetic domain walls into
the soft phase that migrate towards the hard phase as the field intensity is increased.
At a critical field value that is far below the intrinsic switching field value of the hard
phase, the exchange coupling between the two phases causes the magnetic domain walls
to propagate into and immediately reverse the hard phase. This critical field value
depends on the thickness of the soft phase. For a wide soft phase, a relatively small pro-
portion of the soft material experiences the direct exchange interaction from the hard
phase, and the moments in the centre this phase are able to rotate with a relatively
weak applied field. As the width of the soft phase decreases, a larger proportion of the
soft phase is directly exchange coupled to the hard phase, and the moments can only
rotate with larger applied field intensities. Hence, the switching field increases as the
thickness of the soft phase decreases (Fullerton et al., 1998). The experimental images
show that the coarse region switches between ~0.2 T and 0.6 T where the matrix phase
is wide, and between ~0.6 T and 1.2 T in the fine region where the matrix is narrow.
These values are, for the most part, significantly lower than the intrinsic switching fields
predicted for isolated tetrataenite islands in our experimental geometry (~1.2 T), and
are in excellent agreement with hard-soft nanocomposite theory (Asti et al., 2004). The
observed reduction in coercivity could not be recreated in the micromagnetic simulations
with a paramagnetic matrix phase (Figure 3.16), highlighting the impact of this e ect
on the magnetisation of the CZ.
According the exchange spring theory (Asti et al., 2004), when the soft phase thick-
ness exceeds a critical value, the system enters a ‘decoupled magnet’ regime. Once in
this regime, the switching of the hard phase no longer depends on the behaviour of the
soft phase, and a reversed soft phase and una ected hard phase can be observed simul-
taneously at remanence. This behaviour is observed between the magnetically soft layer
at the original sample surface and the bulk CZ.
The exchange coupling between the hard and soft magnetic phases has interesting
implications for the CZ in terms of its remanence carrying capabilities. Firstly, the
exchange coupling makes the tetrataenite islands unique as remanence carriers in that
they remain as perfect uniformly magnetised islands and reverse by magnetic domain
wall propagation over a wide range of island sizes (10 - 100 nm diameter). Also, as the
older islands grew, they would have been exchange coupled to a uniformly-magnetised
layer of matrix phase, which will have prevented magnetic domain walls from nucleating
(forming a multidomain state) or moments from deflecting at the island edges (forming
a pseudo-single domain state). Hence, the exchange coupling stabilises a reliable single
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domain state over a wide range of island sizes.
Secondly, exchange spring behaviour causes hard-soft nanocomposites to display a
reduced coercivity (compared to their intrinsic value) without altering their thermal
stability (Fullerton et al., 1998). Hence, these intergrowths (of which the CZ is the
first example) are a fascinating exception to the fundamental paleomagnetic paradigm
that thermal stability and coercivity are universally and intrinsically coupled (Dunlop &
Özdemir, 1997). In the absence of an applied field, the tetrataenite islands will behave
as if they are isolated islands, and will be thermally stable. However, in the presence of a
field their switching properties are dictated by the magnetically-soft matrix phase. The
thermoremanent magnetisation (TRM) carrying capabilities of the islands will therefore
be significantly greater then those implied solely by the coercivity measurements. Hence,
the CZ is an excellent nm-scale TRM carrier, with original moment directions stable in
fields up to ~0.5 T, and a thermal stability greater than that expected for this coercivity
value.
3.2.3.3 Remanent magnetisation
The experimental holography images are interpreted as containing tetrataenite islands
with magnetisation directions parallel to the possible easy axes. This observation im-
plies that the physical and chemical properties of the tetrataenite islands are the crucial
parameters governing the magnetic pattern displayed of the CZ. The tetrataenite islands
therefore carry a chemical transformation remanent magnetisation (CTRM, Dunlop &
Özdemir, 1997). This type of remanence is expected to be stored by the physical proper-
ties of the nanostructure, in this case the lattice orientations of the tetrataenite islands.
In the absence of an external field, all three easy axis orientations are expected to be
present among the islands with equal probability. However, if a field was present dur-
ing tetrataenite formation, the proportions of the possible magnetisation directions and
easy axis orientations among the tetrataenite islands are expected to reflect both the
orientation and intensity of this field. The CTRM itself will be manifested as the de-
parture of the possible magnetisation directions from a uniform population. This type
of remanence, coupled with the large coercivity value of tetrataenite, will result in an
extremely stable CZ remanence, which could remain unaltered for billions of years. Even
if large enough fields were applied to reverse the islands (which is unlikely as geological
field intensities are typically far below the ~0.5 T required to switch the coarse islands),
some vestige of the original remanence will be stored in the nanostructure itself (Robin-
son et al., 2002). This component of remanence will only be lost upon di usion and a
3.2 Magnetic Properties of the Cloudy Zone 77
chemical rearrangement of the islands, which will only occur if the CZ is reheated.
The IIICD iron meteorites are likely to have cooled as the core of a planetesimal or
as deep-mantle hosted metal (Winfield et al., 2012) so are not expected to have passed
through the CZ formation temperature and acquired a remanence in the presence of
a dynamo field. The magnetic configuration observed in this study is therefore more
likely to represent the stray internal fields present during cooling, or be an intrinsic
pattern generated during spinodal decomposition. Unfortunately, the field-of-view of
the holography images (500 nm x 500 nm) provide too small a sampling of the CZ
magnetisation to study the potential influence of fields (either external planetary fields
or internal stray fields). The magnetisation over much larger fields-of-view (including
hundreds to thousands of islands) would be required if the CZ were to be utilised as a
magnetic recorder (Chapters 4, 5 and 6).
The observations presented here pertain the CZ in general, which has been observed
in ordinary chondrites (Leroux et al., 2000; Uehara et al., 2011), pallasites (Yang et al.,
2010b) and mesosiderites (Yang et al., 1997b). These meteorites have all been suggested
to originate from the crust or upper mantle of small di erentiated bodies (Bogard &
Garrison, 1998; Elkins-Tanton et al., 2011; Tarduno et al., 2012), and recent planetary
cooling models (Chapter 5, Tarduno et al., 2012) predict that the material at these
depths could have passed through the CZ formation temperature while the core was
still (at least partly) liquid. It is therefore feasible that the proportions of the possible
magnetisation directions among the tetrataenite islands in the CZs of these meteorites
relates to the planetary field generated as their parent body cooled.
Furthermore, as the tetrataenite islands exsolved sequentially across the CZ as the
parent body cooled, the position of the proportions of the magnetisation directions is
expected to relate to a time-resolved record (over 10 - 100 Myr, Tarduno et al., 2012) of
the field experienced by this intergrowth. This opens up the possibility of inferring the
evolution of both the intensity and direction of dynamo activity on small bodies from
spatially resolved measurements of the CZ magnetisation. The favourable magnetic
recording properties of the tetrataenite islands also likely permit this magnetisation to
remain unaltered to the present day.
3.2.3.4 Statistical thermodynamics of island population
If the CZ is to provide records of planetary magnetic activity, the proportions of the
possible magnetisation directions must be susceptible to fields in the planetary intensity
range (1 - 100 µT). As the CZ takes millions of years to form, it is unfeasible to calibrate
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Figure 3.17: Model proportions of each of the six possible magnetisation directions
expected with an applied field. Island and field properties: 60 nm diameter; magnetised
at a 593 K; field parallel to the +z direction. ÈnxÍ = Èn≠xÍ = ÈnyÍ = Èn≠yÍ as the field
was exactly perpendicular to these directions. The proportions along the z direction
vary from ~0% up to 50% depending on the strength of the field.
the proportions of magnetisation direction from controlled experiments with a variety
of applied fields, so, instead, I consider the problem theoretically. A simple approach is
implemented that considers the energy of each of the possible magnetisation directions
in the presence of magnetic field and ignores the potential influence of magnetostatic
fields generated by neighbouring islands. Due to the high intrinsic coercivity of tetratae-
nite, fields in the planetary intensity range are unlikely to alter the tetrataenite islands
once they adopted a stable magnetisation direction. However, these fields will result in
energy di erences during island formation between islands with di erent magnetisation
directions. Modelling the tetrataenite as isolated islands with volume V and saturation
magnetisation MS, the magnetic moment of an island can be expressed as M = VMS.
For an external field B = (Bx, By, Bz), the energies of the six possible magnetisation
directions (defined as ±x, ±y and ±z) are expressed as:
E+x = ≠MBx (3.1)
E≠x =MBx (3.2)
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E+y = ≠MBy (3.3)
E≠y =MBy (3.4)
E+z = ≠MBz (3.5)
E≠z =MBz (3.6)
The total number of islands, N , is expressed as the sum of the probabilities of
thermally populating the six possible magnetisation direction:
N = e
≠MBx
kBT + e
MBx
kBT + e
≠MBy
kBT + e
MBy
kBT + e
≠MBz
kBT + e
MBz
kBT (3.7)
The average number of islands that are expected to adopt a magnetisation direction
along the positive x direction can be expressed as a fraction of the total number of
islands:
ÈnxÍ
N
= e
≠MBx
kBT
e
≠MBx
kBT + e
MBx
kBT + e
≠MBy
kBT + e
MBy
kBT + e
≠MBz
kBT + e
MBz
kBT
(3.8)
Similar expressions can be deduced for the remaining five magnetisation directions:
Èn≠xÍ
N
= e
MBx
kBT
e
≠MBx
kBT + e
MBx
kBT + e
≠MBy
kBT + e
MBy
kBT + e
≠MBz
kBT + e
MBz
kBT
(3.9)
ÈnyÍ
N
= e
≠MBy
kBT
e
≠MBx
kBT + e
MBx
kBT + e
≠MBy
kBT + e
MBy
kBT + e
≠MBz
kBT + e
MBz
kBT
(3.10)
Èn≠yÍ
N
= e
MBy
kBT
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≠MBx
kBT + e
MBx
kBT + e
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≠MBz
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(3.11)
ÈnzÍ
N
= e
≠MBz
kBT
e
≠MBx
kBT + e
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kBT + e
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(3.12)
Èn≠zÍ
N
= e
MBz
kBT
e
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kBT + e
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kBT + e
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kBT + e
MBy
kBT + e
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kBT + e
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(3.13)
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Above 593 K tetrataenite starts to disorder, so any experimental estimate of the Curie
temperature depends on the time scale of the measurements and does not correspond
to an intrinsic value (Dos Santos et al., 2015). However, Monte Carlo calculations
estimate that the intrinsic Curie temperature of tetrataenite is >250 K greater than
the ordering temperature (Dang & Rancourt, 1996, Section 3.3.2), thus the variation
in Ms with temperature across the CZ formation temperature range is expected to be
negligible, and is modelled as a constant value (1300 emu cm-3, James et al., 1999; Néel
et al., 1964). The proportions of the islands are also only weakly dependent on the
temperature, and this was also modelled as constant across the CZ width at a value of
the tetrataenite formation temperature (593 K). The key parameter is the volume of
the islands when they were magnetised. Choosing a volume corresponding to an island
diameter of 60 nm and a field orientated along the +z direction, the proportions of
islands in the +z direction varies between 16.7% at 0 µT up to ~50% at 100 µT (Figure
3.17). Therefore, the proportion of magnetisation directions among the tetrataenite
islands with a realistic volume are susceptible to fields in the planetary intensity range.
The equations introduced here can also be used to calculate the intensity and direction
of the field experienced by the CZ from the measured proportions of the magnetisation
directions (Chapters 5 and 6).
3.3 Structural Properties of the Cloudy Zone
The magnetic properties of the tetrataenite islands are consistent with the CZ recording
a stable remanence. However, changes in the CZ structure as it evolved could have
caused the magnetisation adopted by this intergrowth to not reflect the planetary field
it experienced. To investigate the potential e ect of the structure of the CZ on its re-
manence, Monte Carlo simulations were used to deduce the equilibrium chemical and
magnetic phase diagrams across the Fe-Ni solid solution. Previously published Fe-Ni
phase diagrams (Figure 3.3, Uehara et al., 2011) have been deduced from a combination
of few experimental observations (Yang et al., 1996) and thermodynamic calculations
(Howald, 2003). These approaches are limited by the kinetics of low-temperature di u-
sion and do not account for short range order (SRO), which has the potential to alter
the phase diagram morphology and properties of a solid solution (Harrison & Redfern,
2001; Harrison, 2006). Monte Carlo simulations of low-temperature Fe-Ni have been
performed previously (Dang & Rancourt, 1996; Dang et al., 1995), but only considered
the stoichiometric compositions Fe3Ni, FeNi and FeNi3 so are only of limited use in
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studying the CZ.
Monte Carlo simulations calculate the energy of a system based on magnetic and
chemical pair-wise interactions between tens of thousands of neighbouring atoms. The
equilibrium structure is deduced by identifying the chemical and magnetic configuration
with the lowest energy, which is achieved by considering millions of permutations of the
atomic positions and magnetisation directions. The equilibrium chemical structure is
found by choosing two atoms in this configuration at random and calculating the change
in both magnetic and chemical energies associated with swapping their positions. This
swap is then implemented if the overall energy of the system is reduced; if the energy
increases, the swap is only implemented based on the thermodynamic probability, P ,
of this unfavourable state being populated (P Ã e≠ET , where E is the energy change of
the swap and T is temperature). To deduce the equilibrium magnetic structure, the
magnetic spin associated with one of the atoms is chosen at random and its direction is
flipped, and the resulting change in energy calculated. Again, this flip is implemented
based on the same criteria as the chemical ordering. By repeating this process millions
of times, the simulation is driven towards chemical and magnetic equilibrium.
The method of formation of these equilibrium configurations (random atomic swaps
and spin flips) is obviously unrealistic and does not consider the kinetics that hinder this
process in reality. This property allows Monte Carlo simulations to study ordered phases
that may be thermodynamically favourable but rarely form in nature (e.g. tetrataenite),
but also limits their use in studying time-dependent phenomena (e.g. di usion). Another
key advantage of Monte Carlo simulations is the ability to study SRO that is often
neglected in mean field models. SRO is often crucial to certain phenomena and can result
in a degree of order at temperatures greater than the long range ordering temperatures
(chemical ordering temperature and Curie temperature).
The approach implemented in this study attempts to explain the behaviour of the
Fe-Ni solid solution based only on the essential interactions and the minimum number of
parameters. It also does not account for many of the features that are expected to influ-
ence the system in reality (e.g. magnetocrystalline anisotropy, long-range interactions,
magnetoelastic coupling, etc.). Regardless, this approach is still capable of providing
the general behaviour of the chemical and magnetic phase diagrams and can be used to
investigate aspects of CZ formation that are inaccessible to experimental observations.
Monte Carlo modelling therefore provides a rigorous understanding of the evolution of
the CZ structure and allows the influence of these properties on the recording potential
of the tetrataenite islands to be assessed.
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3.3.1 Methods
Simulations were run over the entire composition range of Fe-Ni solid solution. Temper-
atures ranged from 300 K to 475 K for all compositions, extending up to a maximum
of 925 K in some cases. The simulation supercell consisted of 20 x 20 x 20 fcc unit
cells (corresponding to 32000 atoms). This simulation size was found to be large enough
not to influence the results adversely. The chemical energy is expressed in terms of the
chemical exchange interaction parameter, Up,q:
Echem = E0 +
ÿ
p,q
Up,qNp,q (3.14)
where Up,q is the energy associated with a bond between two unlike atoms (in this
case Fe and Ni), Np,q is the number of each type of interaction per supercell, and p
and q define the pair of unlike atoms and their separation, respectively. To produce
exsolved microstructures, the simulation required nearest and next-nearest neighbour
chemical interactions. The value of U for nearest unlike neighbours (-313 K) was varied
from the values presented by Dang & Rancourt (1996) so the ordering temperature of
tetrataenite matched that observed experimentally (593 K). The value of U for the next-
nearest neighbours was taken to be ≠1/4 of the nearest neighbour value (78.25 K, Mohri
& Chen, 2004).
The magnetic energy is calculated in terms of the exchange interaction:
Emag = ≠
ÿ
Èi,jÍ
Ji,jsisj (3.15)
where the sum is over all interactions between nearest neighbour atoms i and j, Ji,j is the
magnetic interaction between neighbouring atoms, and si and sj are the spin directions
of the atoms, each equal to ±1. Again the values of the J parameters (JFeFe = -180.3 K,
JNiNi = 252 K, JFeNi = 548.7 K) were varied from those presented by Dang & Rancourt
(1996) so that tetrataenite ordered at 593 K and displayed the experimentally observed
value of the Curie temperature (840 K, Dang & Rancourt, 1996).
The initial configuration for all simulations was based on that of tetrataenite, with
Fe (Ni) atoms substituted onto the layers of Ni (Fe) to generate the o -stoichiometric
compositions. The simulation progressed by performing 10000 atomic swap steps, fol-
lowed by 10000 spin flip steps. Order parameters assessing the extent of chemical and
magnetic order were calculated after these 20000 steps. This process was then repeated
1000 times (2 x 107 individual iterations at each temperature and composition), which
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Figure 3.18: a) 3D representation of the result of a Monte Carlo simulation with 37.5%Ni
at 500 K. Each point represents one unit cell in the equilibrium distribution. Red, green
and blue points represent the three orientations of the L10 structures, and white circles
represent either the small patches of the L12 structure or disordered cells. Multiple, very-
fine islands of all three orientations of the L10 structure embedded in the L12/disordered
structure are observed. b) Di raction pattern simulated from a). All three superlattice
peaks have similar intensities.
was su cient for the order parameters to have reached a plateau, indicating that the
simulation had reach equilibrium (Figure 3.18a). For each composition, the simulation
runs started at 300 K and temperature was increased in 25 K steps. The final atomic
and spin configuration at a given temperature was used as the initial configuration for
the following temperature step. The simulations were set up, run and analysed in col-
laboration with Roberts Blukis.
To assess the extent and nature of chemical ordering, a di raction pattern was sim-
ulated by taking the squared magnitude of the Fourier transform of the simulation cell
(Figure 3.18b). As discussed is Section 3.2.2.1, the intensity of the super lattice reflec-
tions relates to the ordering in the lattice. If one of the three possible super lattice
reflection intensities was large and the other two were zero, the simulation had adop-
ted the L10 superstructure. If the three intensities were unequal and all non-zero, the
simulation had adopted an exsolved structure, potentially with domains of the L10 su-
perstructure in the three possible lattice orientations. If the three intensities were equal
and non-zero the simulation had formed the L12 superstructure. If all three intensities
were zero, the simulation was disordered. The magnetocrystalline anisotropy of each
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L10 orientation was not accounted for in the simulations. Hence the magnetic moments
of the individual L10 regions were not orientated along the di erent c axis directions,
and magnetisation of the supercell was simply the sum of the individual moments.
3.3.2 Results
The low-temperature Fe-Ni phase diagram deduced from the Monte Carlo simulations is
shown in Figure 3.19. The red, light blue, dark blue and white circles show the regions
of composition-temperature space where the simulation adopted the L10, exsolved, L12
and disordered structures, respectively. The regions were identified using the di raction
intensity approach described in the previous section; the transitions between the regions
are arbitrary. The solid black line shows the Curie temperature (taken from Figure
3.21).
The key di erence between the phase diagram presented here and that presented
in the published literature (Figure 3.3a, deduced from a combination of experimental
observation and thermodynamic calculations, Howald, 2003; Uehara et al., 2011; Yang
et al., 1996) is the presence of Fe3Ni with the L12 structure. This phase has been
predicted by other Monte Carlo studies (Dang & Rancourt, 1996), and the first dir-
ect experimental evidence suggesting its existence is presented in Section 3.2.3.1. The
CZ is still predicted to form at compositions between tetrataenite and Fe3Ni, and the
boundary between Fe3Ni and the CZ is also still predicted to decrease in temperature
with decreasing Ni concentration, in agreement with the observed decrease in tetratae-
nite island size across the CZ. This boundary is not clear-cut; this is most likely due to
the arbitrary definitions used to identify the regions with di erent structures, and the
boundary can be thought of as running through the region where the simulation pre-
dicts that both the L12 and exsolved structures are present (mixture of light and dark
blue points). The composition range of the CZ at 300 K agrees well with previously
published experimental results (Uehara et al., 2011). The simulation also predicts the
existence of FeNi3, which has been observed experimentally (because of its relatively
high ordering temperature, Drijver et al., 1975). This phase is predicted to form at a
higher temperature than tetrataenite, although the value itself is beneath that observed
experimentally (Dang & Rancourt, 1996).
For compositions greater than 25%Ni, chemical ordering occurs at temperatures less
than the Curie temperature, implying that the material is magnetic when the ordered
phases form. For compositions less than 25%Ni, the Curie temperature and ordering
temperature are identical. This behaviour suggests that the two types of ordering are
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Figure 3.19: Chemical phase diagram deduced from Monte Carlo simulations. The red,
light-blue, dark-blue and white points correspond to regions where the L10, exsolved, L12
and disordered structures formed, respectively. The black dotted lines are approximate
boundaries separating the regions region based on the arbitrary transitions between
each regime of superlattice reflection intensity. The black solid line depicts the Curie
temperature taken from Figure 3.21. The CZ corresponds to the light blue region at Ni
compositions between 25% - 40%.
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Figure 3.20: Di raction intensities as a function of temperature for the three superlattice
reflections (black, red and blue) for 37.5%Ni. At low temperatures this composition
adopts an exsolved structure. At ~450 K, a precursor to the CZ forms where all three
reflections display similar intensities. This state consists of all three orientations of the
L10 structure in approximately equal proportions and a disordered matrix phase. At
temperatures above ~550 K, the structure is disordered.
coupled in this compositional range, and the transition to ferromagnetism may induce
chemical ordering.
The temperature at which the CZ starts to form also di ers between the previously
published phase diagram and the results of these simulations. In the published phase
diagrams (Figure 3.3a), CZ formation occurs before the tetrataenite ordering temperat-
ure and is driven by the lowering of the free energy curve due to ferromagnetic ordering
of the parent taenite. In Figure 3.19, CZ formation only starts once tetrataenite forms,
implying the CZ is a conditional spinodal where exsolution is driven by the lowering of
the free energy curve resulting from tetrataenite chemical ordering. This e ect is present
in the previous phase diagram, manifested as a change in the slope of the spinodal region
boundary at a temperature close to the tetrataenite ordering temperature.
In the composition range of the CZ, a complex exsolution structure forms at tem-
peratures between 450 - 550 K (Figure 3.18a). At low temperatures (<450 K), this
composition range displays the dominance of one easy axis orientation among the L10
phase, consistent with an exsolved microstructure. On heating, the three superlattice
reflections intensities all adopt the same value which is greater than that of the weaker
reflections at low temperatures (Figure 3.20). However, the simulation does not consist
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of the L12 structure, and is instead comprised of multiple very-fine L10 regions with all
three of the potential lattice orientations present in equal proportions (Figure 3.18a).
The simulation cell displays considerable SRO, but no overall long range order in either
the matrix phases and large islands of tetrataenite are yet to form. This structure there-
fore appears to be a precursor to the CZ, with very small patches of all three orientations
of the L10 superstructure present in equal proportions and a matrix phase that is yet to
chemically order.
The magnetic phase diagram is shown in Figure 3.21. Again, this agrees well with
previously published data, with the Curie temperature decreasing as the Ni composition
decreases. The magnetic exchange interaction for Fe-Fe nearest neighbour interactions
in an fcc lattice is negative, which causes neighbouring Fe atoms to adopt an antiferro-
magnetic configuration. Hence, as the amount of Fe increases, it is not surprising that
the overall magnetic moment, and hence the Curie temperature, decreases.
3.3.3 Discussion
The results of this Monte Carlo model show that the CZ is predicted to form between
25%Ni - 40%Ni. On cooling from high temperatures, this composition range will pass
through the Curie temperature between 500 - 700 K. The resulting ferromagnetic taen-
ite phase is expected to be a soft, weak magnet and will form as a band parallel to the
kamacite lamellae that will be approximately as wide as the CZ is at the present day (i.e.
>1 µm wide). This taenite region is therefore most likely to consist of multiple, large
magnetic domains. On further cooling between 450 - 550 K (i.e. below the tetrataenite
ordering temperature), the precursor state to the CZ will form, where SRO results in
many, very-fine L10 regions with all three possible orientations present in approximately
equal proportions. Although magnetocrystalline anisotropy is not accounted for in the
simulations, the magnetic pattern adopted by this precursor stage is unlikely to mimic
that of the multidomain taenite because of the anisotropy and small size of the very
fine L10 regions. On cooling to temperatures <450 K, the CZ composition range widens
and tetrataenite islands are therefore expected to form at greater distances from the
tetrataenite rim. This e ect leads to the decrease in CZ island size observed experi-
mentally. From the point of view of natural remanence carriers, this formation history
of the tetrataenite islands is unusual, with a magnetic precursor state, a steady growth
over time and very-slow cooling rate.
The general morphology of the chemical phase diagram is greatly altered from the
previously published results (Figure 3.3a) by the presence of Fe3Ni. Of the three ordered
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Figure 3.21: Magnetic phase diagram deduced fromMonte Carlo simulations. The colour
depicts the extent of magnetic order according to the colour scale in the top left. The
extent of magnetic order is normalised to an fcc cell of pure Fe. As Fe has a moment
intensity of 2.2 µB and Ni has an intensity of 0.6 µB, the Ni-rich end of the phase diagram
displays a reduced extent of magnetic order. Fe-rich compositions are weakly magnetic
because the system adopts an antiferromagnetic configuration.
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phases, Fe3Ni has the lowest ordering temperature, suggesting that it could require
even slower cooling than that needed for tetrataenite to form. This observation could
potentially explain the lack of experimental evidence supporting the existence of this
phase. The simulations also predict FeNi3, but with an ordering temperature ~150 K less
than that reported experimentally. The simulations have been tuned so they reproduce
the ordering temperatures of tetrataenite, which, coupled with the simple nature of the
Monte Carlo simulations, could explain this discrepancy. This e ect could be accounted
for in these simulations by introducing a compositional dependence to the interaction
parameters. If this e ect were included, it is likely to reduce the ordering temperature
of Fe3Ni even further, reinforcing the lack of experimental evidence for its existence. It
is therefore feasible that the faster cooled meteorites (IVA, IVB iron meteorites, Yang
et al., 2007, 2010a) may not display an ordered matrix phase, with the very fastest
cooled examples potentially not even displaying tetrataenite.
There is the potential for the magnetic state of the metal to influence the magnetic
configuration of the CZ as it forms. This could occur at a later stage by magneto-
static fields originating from the neighbouring nanostructures (e.g. kamacite lamellae)
or tetrataenite islands, or could occur at an earlier stage with the magnetic pattern that
exists in the ferromagnetic taenite band being imprinted onto the islands. In this scen-
ario, each tetrataenite island would adopt an easy axis orientation close to that of the
underlying magnetisation of the taenite phase. The resulting magnetic configuration of
the CZ would therefore be unrepresentative of isolated nanomagnetic islands cooled in a
planetary field. However, the precursor state to the CZ consisting of multiple, very-fine
regions of all three L10 lattice orientations forms at temperatures above those of CZ
formation. This underlying pattern of lattice orientation is expected to remove the soft
magnetic pattern displayed by the taenite band and means that once the tetrataenite
islands exsolve and grow, they are doing so without a previous underlying magnetisation.
Hence, the only factor that is likely to influence the magnetic pattern of the tetrataenite
islands is magnetic fields (either internal stray fields, Chapter 4, or external planetary
fields resulting from dynamo activity, Chapters 5 and 6).
The final feature in the phase diagram morphology observed in this study that could
e ect the remanence carried by the CZ concerns the relative temperature of CZ forma-
tion. In the previously published phase diagrams (Figure 3.3), exsolution occurs before
the tetrataenite ordering temperature. This sequence of critical temperatures implies
that, for the more Ni-rich CZ compositions, Ni-rich islands and a Fe-rich matrix would
exsolve before tetrataenite forms. In this case, the islands will have consisted of a soft
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magnetic phase and therefore may not have been reliable magnetic recorders. On cool-
ing to 593 K, regions of tetrataenite would then nucleate and grow within these Ni-rich
islands. This ordering could have occurred quickly as the desired compositions of the
islands has already been established. Tetrataenite may also have nucleated at multiple
points around the Ni-rich island network. This process could result in multiple small
twins of tetrataenite that grow rapidly initially and then impinge on each other. This
formation mechanism di ers from that assumed to have been acting in Section 3.2.3.4,
where there is a steady growth of tetrataenite islands. If a large number of twins form
and they heavily impinge on the growth of their neighbouring twins, it may not be
valid to use the approach in Section 3.2.3.4 to relate the field intensity to island propor-
tions. Also, the islands at more Fe-rich CZ compositions in this scenario are expected to
nucleate and grow as tetrataenite, introducing a change in island formation mechanism
across the CZ and adding another layer of complexity to the magnetic pattern of the CZ.
However, in the phase diagram presented here, CZ formation is driven by tetrataenite
ordering, such that all islands across the CZ grow as tetrataenite. This corresponds
directly to the formation mechanism considered in Section 3.2.3.4, which is relatively
simple to describe theoretically and is capable of providing reliable measurements of
field intensities.
The model implemented in this study is a very simplified version of the interactions
expected to be acting in reality. For example, magnetoelastic coupling resulting from
the di erent lattice orientations of the tetrataenite islands is expected to be present
and there is the potential for compositional dependence to the interaction parameters
and longer range interactions than the immediate neighbours. The simulations also do
not account for the magnetic anisotropy of the tetrataenite islands, which is clearly
key to the observed magnetic behaviour of the CZ. However, the general trends in the
phase diagram (reducing ordering temperature of the order phases with increasing Fe
content, higher Curie temperatures for the Ni-rich compositions, etc.) are likely to still
be accurate even if the exact values themselves are not. Hence the crucial features to the
magnetic recording capabilities of the CZ drawn from these results (ordering without
an underlying magnetisation, exsolution and growth of the tetrataenite islands) are not
e ected by the main limitations of Monte Carlo modelling. It therefore appears that the
formation history and the structure of the CZ during its exsolution and growth do not
interfere with the recording potential of the CZ.
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3.4 Summary and Conclusions
• The majority of meteoritic metal consists of large, magnetically-soft phases and
is, therefore, considered to be poor paleomagnetic recorder. However the CZ - a
magnetically-hard, nm-scale intergrowth adjacent to the lamellae in the Widman-
stätten microstructure - displays the characteristics of a reliable remanence carrier.
However, the properties and cooling history of the CZ are unique among paleo-
magnetic recorders, and in this chapter I have studied both its nm-scale structure
and fundamental magnetic properties to assess whether it is in fact capable of
providing a reliable remanence.
• A combination of electron di raction, nm-scale magnetic imaging (electron holo-
graphy) and image simulations were used to show that the CZ matrix consists of
the previously-unobserved chemically-ordered Fe3Ni phase. The saturation mag-
netisation of the matrix phase decreases with distance across the CZ, most likely
reflecting a decrease in the extent of chemical ordering.
• The same techniques were used to show that each tetrataenite island is uniformly-
magnetised with a direction parallel to one of the possible easy axis orientations
(giving rise to six possible magnetisation directions). This observation implies that
the chemical and physical make up of the CZ are the primary factors dictating the
observed magnetic domain pattern; the CZ therefore displays a CTRM. Coupled
with the high intrinsic magnetocrystalline anisotropy of tetrataenite, this reman-
ence will be extremely stable, and will only be altered upon atomic rearrangement.
• The magnetic switching of the CZ is dictated by the exchange interaction between
the soft-magnetic matrix and the hard-magnetic islands. With the application
of an applied field, magnetic domain walls form in the magnetically-soft matrix
phase. At a critical field value, the exchange interaction between the island and
matrix causes the walls to penetrate and reverse the islands. This critical field
value is less than the intrinsic switching field of the tetrataenite, and depends on
the thickness of the soft phase. This interaction decouples the thermal stability
and the coercivity of the tetrataenite islands, making the CZ a unique and reliable
paleomagnetic recorder.
• A theoretical approach has been used to show that, during island coarsening, the
proportions of the possible magnetisation directions among the CZ islands are
susceptible to fields in the planetary intensity range (1 - 100 µT).
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• Monte Carlo simulations were used to study the influence of the CZ structure
on its remanence. Chemical and magnetic phase diagrams across the Fe-Ni solid
solution over a wide temperature range were calculated. These diagrams show that
the islands likely grew as tetrataenite (where previous phase diagrams suggested
that the islands closer to the tetrataenite rim grew as a disordered phase, and only
ordered upon further cooling) without an underlying magnetic pattern (a precursor
state to the CZ likely removed the magnetic domain pattern of the soft taenite
phase that was present before CZ formation).
• The CZ therefore appears to be an excellent paleomagnetic recorder. Fields in the
planetary intensity range will result in measurable di erences in the proportions of
the possible magnetisation directions, which will likely be preserved to the present
day. None of the potential structural factors that could complicate the magnetic
signal during CZ formation appear to have an e ect. Hence, the proportions of the
six possible magnetisation directions among the CZ islands can be used to infer the
intensity and relative direction of the field that magnetised the CZ. Furthermore,
as the tetrataenite islands exsolved at di erent times according to their positions
across the CZ, variations in the proportions of the magnetisation directions within
this intergrowth will correspond to the variations in the orientation and intensity
of this field. This opens up the possibility of inferring time-resolved records of
small body magnetic activity (Chapters 5 and 6).
Chapter 4
Nanopaleomagnetism of the
Tazewell IIICD Iron Meteorite
4.1 Introduction
The magnetic domain pattern displayed by the CZ at the present day will depend on
three di erent length scales of magnetism: that of the individual tetrataenite islands
at the nm-scale; that of the entire CZ and neighbouring microstructures at the µm-
scale; that of km-scale planetary fields (Harrison et al., 2007). The results presented in
Chapter 3 demonstrate that the nm-scale properties of the CZ allow it to reliably record
the temporal evolution of the magnetic field it experiences (Bryson et al., 2014a). The
µm-scale properties relate generally to stray fields emanating from surrounding magnetic
phases (in this case kamacite lamellae, neighbouring tetrataenite islands etc.), which are
capable of adversely influencing remanence carriers such that their magnetisation is not
a direct reflection of the external field (Muxworthy et al., 2003, 2004). From a practical
perspective, the use of the CZ as a paleomagnetic recorder is also currently limited
by a lack of rock or paleomagnetic techniques capable of resolving the magnetisation
of individual islands (<100 nm) over a wide field-of-view (5 - 10 µm). The aims of
this chapter are to pioneer µm-scale X-ray magnetic microscopies (Stohr et al., 1998;
van der Laan, 2013) from a rock and paleomagnetic perspective, quantitatively deduce
the influence of µm-scale interactions on the CZ magnetisation and deduce the extent
to which this reflects an external field (Bryson et al., 2014b).
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4.1.1 Scientific background
The field recorded by the CZ could potentially contain contributions from internal fields
generated within the meteoritic metal. The majority of reliable paleomagnetic record-
ers consist of isolated, nm-scale magnetic particles embedded in a silicate phase (e.g.
those studied by Lappe et al., 2011 and Tarduno et al., 2012). Despite these materials
consisting of a relatively small proportion of magnetic phases (Rochette et al., 2003)
and displaying nm-scale properties consistent with them reliably recording fields (Lappe
et al., 2011), there is still the possibility that magnetostatic interactions interfere with
the remanence state adopted by these carriers (Evans et al., 2006; Harrison et al., 2002).
As the tetrataenite islands are surrounded entirely by magnetic phases (in direct con-
tact with the magnetic matrix phase, and immediately adjacent to the strongly mag-
netic tetrataenite rim and kamacite lamellae) the possibility of detrimental stray fields
is greater than in a typical paleomagnetic recorder. For example, electron holography
results (Bryson et al., 2014a) of the CZ show that the magnetisation among the finer
tetrataenite islands is highly aligned along a preferred easy axis. Although the origin of
this e ect is di cult to deduce from the small field-of-view permitted by TEM meth-
ods, this configuration could result from internal interactions and may prevent this CZ
region from providing reliable paleomagnetic information. Therefore, the origin, nature
and influence of any internal fields present during exsolution and growth must be iden-
tified before the CZ can provide reliable paleomagnetic information relating to dynamo
activity.
As the tetrataenite islands comprise such a small volume of meteoritic metal, their
contribution to the total magnetic signal can be di cult to identify from bulk paleomag-
netic measurements (Gattacceca et al., 2014). Hence if the CZ is to be used as a reliable
paleomagnetic recorder, the magnetisation of this intergrowth must be studied isolated
from that of the bulk metal. Magnetic microscopy (Chapter 2) is capable of spatially
resolving magnetic signals originating solely from the tetrataenite islands, so is the ideal
tool to draw paleomagnetic information from the CZ. However, the field-of-view of TEM
nanomagnetic imaging methods regularly used in rock magnetic studies (Feinberg et al.,
2006; Harrison et al., 2002; Kasama et al., 2010; Simpson et al., 2005) are too small to
be used for this task; instead techniques that image the magnetisation on the µm-scale
are required. The most widely-used magnetic microscopy for this length scale in rock
magnetic studies is MFM (Feinberg et al., 2005; Thiaville et al., 2005), although this
is not the ideal tool to study the CZ magnetisation as it does not provide quantitative
measures of the magnetisation. X-ray magnetic microscopy techniques are capable of
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performing this task (e.g. Burkhardt et al., 2012; Choe et al., 2004). XMCD spec-
troscopy has been applied to natural samples to study the details of the atomic-scale
magnetisation (Pattrick et al., 2002), although utilising this as a contrast mechanism
in microscopy is yet to become widely used in rock or paleomagnetic studies. One of
the first natural magnetic microstructures to be imaged by X-ray magnetic microscopy
is that of the Gibeon IVA iron meteorite (Kotsugi et al., 2010). This meteorite had
experienced significant shock reheating (Goldstein et al., 2009a) which removed the CZ.
Hence the structures imaged in the Gibeon meteorite are those of the secondary micro-
structure that form on relatively fast cooling after the CZ has been lost. X-ray magnetic
microscopies can spatially resolve the natural magnetisation of hundreds to thousands
of individual remanence carriers in a single image, so could potentially be used to ex-
tract paleomagnetic information from the CZ, as well as having a wide-reaching appeal
generally in rock and paleomagnetic studies.
4.1.2 Outline and summary
To both demonstrate the potential of µm-scale X-ray magnetic imaging in rock and pa-
leomagnetic studies and investigate the influence of the neighbouring magnetic phases
on the remanence carried by the tetrataenite, the the CZ in the Tazewell IIICD iron
meteorite was imaged using XPEEM and STXM, as well as MFM. These techniques
provide spatially-resolved magnetic signals over fields-of-view of 5 - 20 µm with an op-
timal resolution of 30 - 40 nm for the X-ray methods and <20 nm for MFM. One of the
IIICD iron meteorites was imaged as this group display the largest tetrataenite island
sizes of the iron meteorite groups that have had their CZs imaged with state-of-the-art
microscopes (Goldstein et al., 2013; Winfield et al., 2012). This observation implies that
these meteorites cooled the slowest of the groups studied (Yang et al., 1997b), so are
most likely to have cooled as a core or deep mantle-hosted metal and are therefore the
least likely to have cooled through the CZ formation temperature while the dynamo
was still active (Tarduno et al., 2012). The results of this study will therefore provide
the general underlying CZ magnetisation that forms in the absence of an external field,
allowing the influence of internal µm-scale interactions to identified. Knowledge of this
state is crucial, as it will allow the contribution of the external field to be identified ac-
curately from the measured CZ magnetisation in meteorites that could have experienced
a dynamo field.
Using newly-developed µm-scale quantitative paleomagentic analysis methods on
XPEEM and STXM images, I will show that the coarse and intermediate CZ regions
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contain all three of the possible easy axes in equal proportions. This observation implies
that these CZ regions did not cool in the presence of an internal field, which would
be expected to introduce a bias in these proportions. Thus, any deviation from equal
proportions observed in the coarse or intermediate CZ magnetisation of meteorites that
originated from shallow depths in their parent bodies can be assigned to an external
field (that originates either directly from dynamo activity or a crustal remanence in-
duced by dynamo activity). The fine CZ displays a significant departure from a uniform
population of the easy axes, which is attributed to direct island-island exchange inter-
actions across the relatively narrow matrix phase present in this region. XPEEM is
also established as the ideal technique for inferring the temporal evolution of dynamo
activity on asteroids as the natural magnetic signal is not lost during sample preparation
or measurement and it images the magnetisation directly, minimising ambiguity when
interpreting the images.
4.2 Experimental and Analytical Details
4.2.1 XPEEM
The same bulk sample of the Tazewell meteorite as that used in Chapter 3 was used for
XPEEM (Section 2.3.1.2). The measurements were performed at the UE49 beamline
at the BESSY II synchrotron, Berlin. The signal, I, was enhanced and normalised by
measuring the XPEEM signal with both left and right circularly polarised photons
I = IR ≠ IL
IR + IL
(4.1)
where IR and IL are the intensities measured with right and left circularly polarised
photons, respectively. Secondary electrons can only escape from the top ~5 nm of the
sample surface, so the magnetically soft layer that formed during polishing (Section
3.2.2.2) had to be removed to reveal the underlying magnetisation. This was achieved
by Ar ion sputtering (17.25 hours at decreasing voltages from 1.4 V to 0.5 V). Electron
di raction patterns (Section 3.2.2.1) indicate that the sample surface under investigation
is orientated normal to a [111] zone axis. Thus, all three potential tetrataenite easy axes
are orientated 35° out of the surface, with the in-plane component of one easy axis (easy
axis 1) perpendicular to the tetrataenite rim, and the in-plane components of the other
two easy axes (easy axis 2 and 3) rotated ±120° from that of easy axis 1 (Figure 4.1).
The sample had previously experienced a 1 T field applied normal to the sample surface
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Figure 4.1: Schematic the microstructure and orientations of the possible easy axes and
X-ray beam relating to Figures 4.4, 4.5, 4.6, 4.7, 4.8. The in-plane projection of the easy
axes di er by 120° and are all 35° out-of-plane. The X-ray beam is 16° out-of-plane with
an in-plane component parallel to that of easy axis 1. The inset in the top left displays
easy axes viewed from above with the colours expected in the XPEEM images. The
solid and dashed arrows correspond to a positive and negative out-of-plane component
respectively.
(see Section 4.2.4). This field will not have altered the easy axis distribution among the
islands, but will have induced a uniform out-of-plane component to all the islands with a
coercivity Æ1 T. This magnetic history means that XPEEM images are only capable of
providing the distribution of the easy axes among the CZ islands, which is still expected
to depend on the fields experienced by the CZ. The spatial resolution of the XPEEM
images is limited by the electron optics in the secondary electron detector and stray
fields generated by the sample itself, and was measured from the results to be ~120 nm.
A sample holder capable of applying magnetic fields up to ~100 mT in the plane of the
sample was used.
4.2.2 STXM
The same thin film as that used for TEM measurements in Chapter 3 was used for STXM
measurements (Section 2.3.1.3). The measurements were performed at beamline 11.0.2
at the Advanced Light Source, Berkeley. Again, images with both left and right circularly
polarised photons were captured and used to enhance and normalise the XMCD signal.
The thin film had experienced a saturating magnetic field in the TEM (described in
Section 3.2.1.1), followed by a ~0.5 T magnetic field applied normal to the large face of
the film. The former field is expected to generate uniform components of magnetisation
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in and out of the plane of thin film, and the latter field will reverse the islands with
an out-of-plane component of magnetisation and a coercivity <0.5 T (i.e. there will
be a mixture of out-of-plane components among some of the coarse and potentially
intermediate islands, unlike in the XPEEM images). This magnetic history means that
parts of the CZ in the STXM image are capable of providing the distribution of the
possible magnetisation directions, while other parts are only capable of providing the
easy axis distribution. The orientation of the possible tetrataenite easy axes are shown
in Figure 3.6.
4.2.3 Image simulation
To infer the proportions of the possible easy axis and magnetisation directions from
the XPEEM and STXM images respectively, the XMCD signal expected for a series of
ad hoc magnetisation maps were simulated and the resulting images compared to their
experimental counterparts. The nanostructures were generated using the same Voronoi
cell approach described in Section 3.2.1.2 (Figure 4.2a). These were constructed in
1024 x 512 and 512 x 512 x 20 simulation grids for the XPEEM and STXM images
respectively (as XPEEM is surface sensitive, the nanostructure was modelled as 2D).
Both sets of grids had 2.5 nm/pixel resolution. The coarse (Figure 4.2a), intermediate
and fine regions were modelled with 800, 3200 and 12800 cells, respectively. Based on the
observations in Chapter 3, each island was assigned one of the three possible easy axis
orientations dictated by a predetermined probabilities. The magnetisation of each island
was then modelled as parallel to the easy axis direction of each island (Figure 4.2b), with
a uniform out-of-plane component to account for the previous field experienced by the
sample (Figure 4.2c) and variable for the STXM images. The magnetisation of the matrix
phase was generated using the method described in Section 3.2.1.2. The corresponding
XMCD signal was calculated by projecting the magnetisation onto the X-ray beam
orientation (Figure 4.2d). The images were convolved with an approximation to the
experimental point spread function (Figure 4.2e), downsized and had noise added to
generate the final XPEEM or STXM image that could then be compared quantitatively
to the experimental images (Figure 4.2f).
The nanostructures and specific easy axis distribution are not identical in the exper-
imental and simulated images, so the two data sets cannot be compared on a pixel-by-
pixel basis. However, as the simulated nanostructures are designed to mimic their ex-
perimental counterparts, it is valid to compare the two sets of images generally, through
the pixel intensity and domain size histograms. The domain size histograms correspond
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Figure 4.2: a) Nanostructure used to simulate the coarse XPEEM CZ images. b), c)
In-plane and out-of-plane components of the magnetisation, respectively. The easy axis
distribution is based on equal proportions of the three possible directions with a degree of
clustering. d) Projection of magnetisation onto the X-ray beam direction. e) Projected
magnetisation after blurring with an approximation to the experimental point spread
function. f) Final XPEEM signal created by down sampling and adding noise to e). The
dashed box represents the area in Figure 4.5a).
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to the pixel length for any region with negative intensity for each pixel row. Both the
proportion and extent of clustering of each easy axis were varied in the simulated nano-
structure until the histograms agreed with their experimental counterparts. This allowed
for the easy axis distribution (long range order) and extent of local interactions (short
range order) to be deduced quantitatively. To model clustering, the probability of an
island adopting each easy axis orientation was modified depending on the magnetisation
of the neighbouring islands, such that it was favourable for an island to adopt the same
easy axis orientation as the majority of its neighbours. The probability, Pi, of an island
adopting easy axis i
Pi = Ai +
1
B
5ÿ
j=1
Mj (4.2)
where Ai is the predetermined probability of easy axis i, B is a variable parameter
controlling the extent of clustering (B = 30 for all simulations in this study) and Mj
is the reduced magnetisation of the jth nearest neighbour. The reduced magnetisation
has a value of +1 if the neighbouring island displays easy axis 1, and -1 if the island
displays easy axis 2 or 3. The majority of simulated islands had five nearest neighbours
so the sum extended up to this value. Coarse (~80 nm diameter islands), intermediate
(~40 nm diameter islands) and fine (<20 nm diameter islands) CZ regions were analysed
for both the XPEEM and STXM images.
4.2.4 Magnetic force microscopy
MFM (Section 2.4.1.1) was performed on the same sample as that used for XPEEM.
High-resolution MFM images were captured at a scanning height of 25 nm over 6 µm x 6
µm fields-of-view that included part of the tetrataenite rim and the coarser tetrataenite
islands. Images were captured at remanence through a hysteresis loop after the applic-
ation of ±0.6, ±0.7, ±0.8, ±0.9 and ±1 T orientated normal to the sample surface. A
low-coercivity moment magnetic tip was used so as not to alter the magnetic domain
pattern of the sample. The magnetically-soft layer at the sample surface was present
when the MFM images were measured.
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Figure 4.3: a) 20 µm field-of-view image of the magnetisation of kamacite, tetrataenite
rim, CZ and plessite at remanence after zero applied field. b) XPEEM image of the
same area as a) at remanence after an applied field ~100 mT in the plane of the sample.
The domains in the kamacite are altered by the field, while the tetrataenite rim and CZ
are una ected. Small areas of the plessite are altered by the field, although the overall
pattern of magnetisation is largely retained. The boundaries between the phases are
marked as solid black lines.
4.3 Results
4.3.1 XPEEM direct observations
Each pixel in an XPEEM or STXM image corresponds to the average of the direction
and intensity of the magnetic moments within the volume of that pixel projected onto
the X-ray beam direction. The orientation of the X-ray beam in the XPEEM set-up
with respect to those the possible easy axes is expected to give rise to two signals: easy
axis 1 will generate a large positive signal (blue); easy axes 2 and 3 will both generate
identical negative signals with approximately half the intensity of that from easy axis
1 (light red) (inset Figure 4.1). A reversal of the magnetisation along any of the given
easy axes will result in a change of the signal from red to blue, and vice versa.
The results display dramatic variations in the magnetic domain pattern across the
kamacite, tetrataenite rim, CZ and plessite (Figures 4.3 and 4.4a). The kamacite consists
of multiple, large magnetic domains that are easily manipulated by an applied field. The
tetrataenite rim displays multiple smaller domains with walls that tend to run parallel
to the three possible easy axis orientations. Although these domains display negligible
variations with an applied field, the rim is unlikely to provide reliable paleomagnetic
4.3 Results 102
a b c
5 µm 1 µm
Kamacite
TT
CZ
Plessite
1 µm
Figure 4.4: a) 15 µm field-of-view image of the magnetisation of the kamacite, tetratae-
nite rim (TT), CZ and plessite. Interfaces between the phases have been marked as solid
black lines. b), c) 5 µm field-of-view images of the magnetisation of the tetrataenite rim
and coarser CZ, and the fine CZ and part of the plessite, respectively, marked by dashed
circles in a). Noise is present at the top of b) resulting from detector saturation. The
dashed boxes in b) and c) correspond to the regions used in Figures 4.5, 4.6, 4.7 and
4.8.
information due to its multidomain nature. The magnetic domain pattern changes
abruptly at the interface between the kamacite and tetrataenite rim, as expected given
the large anisotropy contrast between these two phases. The coarse CZ displays a
detailed and complex interlocking network of positive and negative domains. The CZ
signal retains these characteristics as the island size decreases across the CZ width,
albeit with decreasing intensity and domain size. These signals imply that multiple easy
axis orientations are present among the islands in these regions. The signal intensity
increases in the fine CZ, first adopting a relatively uniform negative value (red) before
abruptly reversing to a relatively uniform positive value (blue). These signals imply that
the easy axes do not populate the islands equally in this region. The interface between
these two regions is rough and parallel to the tetrataenite rim. The plessite displays
detailed elongated lath-like structures, although it is di cult to distinguish between
the martensite and tetrataenite. Both the CZ and the majority of the plessite remain
constant in the fields applied in the XPEEM (<100 mT).
4.3.2 XPEEM quantitative analysis
Although the possible easy axes are expected to give rise to signals that di er in both
sign and intensity, it is not possible to infer unambiguously the easy axis distribution
directly from the CZ in the XPEEM images. The resolution of the XPEEM images is
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Figure 4.5: XPEEM coarse CZ region histogram analysis. a) Experimental coarse CZ
region taken from Figure 4.4b). b) Simulated coarse CZ XPEEM signal, with equal
proportions of the three potential easy axes. c) Pixel intensity histogram of a) and
b). The two graphs show good agreement in shape and peak position. d) Domain size
histogram of a) and b). Again, good agreement is observed between the two curves.
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Figure 4.6: XPEEM intermediate CZ region histogram analysis. All parts are equivalent
to those in Figure 4.5. The simulated data was created with close to equal proportions
of the easy axes and the same clustering as the coarse region.
larger than the largest island diameter, hence the measured signal at any point is an
average of the magnetisation of multiple islands and the intervening matrix phase. This
e ect is exemplified in Figure 4.2, which clearly shows that an XPEEM signal relates
to, but is not a direct reflection of, the magnetisation of the tetrataenite islands. These
e ects are more pronounced among the smaller islands, although are present across the
entire width of the CZ. It is possible, however, to infer the easy axis distribution from
image simulations. This process allows high-resolution maps of the easy axis distribution
to be compared to the experimentally observed XPEEM signals. Assuming a large
enough experimental area is considered (approximately 3 µm x 400 nm in this study)
this procedure provides the distribution of the possible easy axis orientations from the
experimental images.
For the coarse region, the best agreement between the experimental and simulated
histograms was generated with equal proportions of each of the possible easy axes (i.e.
1/3 chance of an island displaying any one of the easy axes) and a degree of short range
ordering (probability of an island adopting any one easy axis orientation varied locally by
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Figure 4.7: XPEEM fine CZ region histogram analysis. a) Experimental fine CZ signal
taken from Figure 4.4c). b) Simulated fine CZ generated with 92% of easy axis 2 and
3. c) Pixel intensity histograms of a) and b). The agreement between the shapes of the
curves is excellent, and the positions of the two curves is very similar.
a maximum of ±17%) atop a random distribution of easy axes (Figure 4.5). The propor-
tions could be varied by ±4% without a significant variation in the quality of fit between
the experimental and simulated pixel intensity histograms, providing an estimate of error
on the proportions drawn from this procedure. The pixel intensity histograms display
an asymmetric peak with a steeper gradient among negative values. This shape is the
result of the proportions of the easy axes and their relative XPEEM intensities. Given
the simulated nanostructure is populated predominately by a bimodal distribution of
magnetisations, it is somewhat surprising that the resulting pixel intensity histograms
display a single peak at a value close to zero. This observation can be attributed to
the resolution of the XPEEM. When the simulated nanostructure is convolved with the
point spread function to account for the resolution observed experimentally, the signal
from multiple islands with positive and negative signals is averaged, introducing pixels
with an intensity close to zero. The domain size histograms display a large peak at 100
- 150 nm, and decreasing number of smaller peaks up to 600 - 700 nm.
The intermediate CZ is best simulated with 38% ± 4% of islands with easy axis 1,
and 62% ± 4% of islands with easy axis 2 and 3, and a similar degree of clustering and
the same matrix saturation magnetisation value of that of the coarse CZ (Figure 4.6).
The pixel intensity histograms for this region are also asymmetric and display a peak
at negative values and are narrower than those of the coarse region. The peak width
is the result of the island size in this region. Upon convolution with the experimental
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Figure 4.8: XPEEM wall region histogram analysis. All parts are equivalent to those in
Figure 4.7. The simulated nanostructure contained of the same proportions of the easy
axes as Figure 4.7, with a magnetic domain wall 0.4 µm wide that varied in position
sinusoidally along the length of the wall.
point spread function, the signal from multiple islands are averaged resulting in a larger
number of pixels with values closer to zero than in the coarse region. The position of
the peak is, again, due to the proportions of the possible easy axes. The domain size
histograms display a dominant peak at ~100 nm with fewer larger domains up to ~400
nm. Within the error of the model, this region displays the same proportion of easy
axes as the coarse region.
The fine CZ is best simulated with 92% ± 4% of easy axis 2 and 3, and 8% ± 4%
of easy axis 1 (Figure 4.7) and a reduced value of the matrix magnetisation compared
to the coarse region. The peak of the pixel intensity histogram is at a larger negative
value than that observed for the coarse and intermediate CZ regions. As the XPEEM
signal in the fine region was entirely negative, it was not possible to generate the domain
size histograms. However, a similar degree of clustering as that observed in the coarse
and intermediate regions was required to recreate the pixel intensity histogram. The
derived easy axis proportions are significantly di erent to those drawn from the coarse
and intermediate CZ.
Finally, the pixel intensity histogram for the rough interface in the fine CZ was sim-
ulated. This interface is modelled as a magnetic domain wall, with the probability of
island reversal dictated by a tanh function of width 0.4 µm. The position of the inter-
face was varied sinusoidally along its length to mimic the rough nature of the interface
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observed experimentally. There is good agreement between the experimental and simu-
lated histograms for this model with the same easy axis proportions as those used in the
fine CZ (92% ± 4% easy axis 2 and 3, and 8% ± 4% easy axis 1, Figure 4.8). The pixel
intensity histogram is bimodal with peaks at ±0.28. This shape could only be recreated
by introducing the sinusoidal variation in the position of the magnetic domain wall.
4.3.3 STXM direct observations
STXM images the component of magnetisation out of the plane of the thin film, which
is expected to give rise to three di erent signals (Figure 4.9a): as easy axis 1 was not
exactly perpendicular to the X-ray beam, this easy axis is will give rise to a signal with
a weak intensity, and the two out-of-plane easy axes (easy axis 2 and 3) are expected to
give rise to signals of roughly the same intensity that di er in sign depending on whether
an island was (red) or was not (blue) reversed by the ~0.5 T field applied to the sample.
Due to the soft magnetic nature of kamacite, the moments in the phase are able to
relax into the plane of the film to eliminate demagnetising fields. The moments in this
region are therefore expected to be close to perpendicular to the X-ray beam, explaining
the observed weak signal. A single magnetic domain wall is also present in the this region
(faint horizontal red line). The tetrataenite rim shows multiple, small domains, similar
to Figure 4.4. Two intensities are observed among these domains. The stronger intensity
domains are attributed to easy axis 2 and 3, and the weaker intensity is attributed to
easy axis 1. The tetrataenite rim therefore consists of multiple twins and could also
contain magnetic domains, although it is not possible to distinguish between the two
types of domain from this image alone.
The coarse CZ again displays a complex interlocking domain pattern consisting of
positive and negative domains. The resolution of STXM is limited by the size of the X-
ray spot, which is in turn determined by the properties of the zone plate. The spot size
in this study is ~30 nm in diameter so the spatial resolution is expected to be better than
that of the XPEEM images. However, multiple overlapping islands through the sample
thickness and the contribution from the matrix phase mean that the magnetisation of
individual islands can not be resolved. Again, the signal weakens and the domains
become smaller with increasing distance across the CZ until the signal adopts a weak,
positive (blue) signal at large distances from the tetrataenite rim.
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Figure 4.10: STXM coarse CZ region histogram analysis. a) Experimental coarse CZ
region taken from Figure 4.9. b) Simulated coarse CZ STXM signal, with equal pro-
portions of the three potential easy axes, and the magnetisation of 50% of the islands
reversed. c) Pixel intensity histogram of a) and b). The two graphs show good agree-
ment in shape and peak position. d) Domain size histogram of a) and b). The position
and patterns of the main peaks agree well for the two data sets.
4.3.4 STXM quantitative analysis
The proportions of the easy axes were deduced from the STXM images using an equival-
ent procedure to that performed on the XPEEM images. Whereas the XPEEM images
had a uniform out-of-plane component of magnetisation, the STXM image had a mix-
ture of positive and negative components. This magnetic state introduces an extra level
of complexity to the images but allowed for the magnetic switching across the CZ width
to be studied.
Quantitative analysis was performed for the coarse and intermediate CZ at similar
distances across the width of CZ as the equivalent regions studied in the XPEEM image.
Due to the length of the thin film, the fine region in the STXM analysis is not as far
from the tetrataenite rim as in the XPEEM images. The region analysed was 5.5 µm
from the rim, corresponding to the fine region studied by TEM in Chapter 3. The
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Figure 4.11: STXM intermediate CZ region histogram analysis. All parts are equivalent
to those in Figure 4.5. The simulated data is created with close equal proportions of all
three easy axes and 31% of the islands with reversed magnetisation.
experimental regions were all taken from the top edge of the film, where it was thinnest.
This reduces the number of overlapping islands through the film thickness, simplifying
the image interpretation.
The coarse CZ region could be simulated with all three of the easy axis equally
populating the islands (i.e. 1/3 chance of an island displaying each easy axis) with
a similar degree of clustering to the XPEEM images and with 50±4% of the islands
with a reversed magnetisation (Figure 4.10). The error on the proportions of reversed
magnetisation is similar to that on the easy axis distribution in the XPEEM images. To
recreate the experimental domain size histograms, islands with a reversed magnetisation
were also clustered. This observation implies that the reversal of neighbouring islands
may be correlated. The pixel intensity histogram displays a slightly asymmetric peak
centred around zero, as expected for a region consisting equally of positive and negative
signals.
The intermediate CZ could be recreated with the same easy axis proportions and
clustering as the coarse region, with 31±4% of the islands with a reversed magnetisation
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Figure 4.12: STXM fine CZ region histogram analysis. a) Experimental fine CZ signal
taken from Figure 4.9. b) Simulated fine CZ generated with 100% of easy axis 1, 0%
island reversal and a matrix saturation magnetisation value 1/4 that of the coarse region.
c) Pixel intensity histograms of a) and b). The agreement between the two curves is very
good. Given the lack of features in the experimental image, it was possible to recreate
the data with other combinations of easy axes and matrix saturation magnetisation
value.
(Figure 4.11), and with a slightly reduced matrix saturation magnetisation value com-
pared to that of the coarse region. The pixel intensity histogram for this region displays
a positive, asymmetric peak. As the islands that are not reversed by the ~0.5 T field are
expected to all generate positive signals, STXM is not ideally suited to distinguish the
easy axis distribution, and the shape and peak position of the pixel intensity histogram
result predominately from island reversal. The domain size histogram shows a similar
shape to the coarse region, but with peaks at smaller domain sizes, reflecting the smaller
island size in this region.
The fine CZ in the STXM analysis can be recreated with 100% easy axis 1, a matrix
phase with 1/4 the saturation magnetisation of the coarse CZ and 0% of the islands with
a reversed magnetisation. This region in the experimental image is almost completely
featureless and entirely positive, and is expected to contain many, very small islands
that overlap through the thickness of the film. As a result, it was possible to recreate
this region with other combinations of the possible easy axes and matrix saturation
magnetisation values. This region displays a very similar pixel intensity histogram to
the domains in the tetrataenite rim with a weak intensity, and the easy axis distribution
implemented here is identical to that used to successfully simulate the same region in
electron holography images, implying this region consists predominately of easy axis 1.
The SXTM images demonstrate the increase in the coercivity of the tetrataenite
islands cross the width of the CZ. With the ~0.5 T field, a decreasing proportion of
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KamaciteCloudy Zone TT
Figure 4.13: MFM image of the kamacite, tetrataenite rim (TT) and cloudy zone with
the soft layer still atop the sample surface (Horcas et al., 2007). The CZ extends far
to the left of the image where the signal intensity increases; it is possible that some of
the plessite is also included in this region. Domains with weak contrast are present in
the kamacite. Smaller and more intense domains are present in the tetrataenite rim.
The CZ displays a speckled texture which decreases in intensity with increasing distance
from the tetrataenite rim.
the islands are observed to reverse with increasing distance from the tetrataenite rim.
The 50% reversal in the coarse CZ and lack of reversal in the fine CZ for a ~0.5 T field
are both in excellent agreement with the ‘bulk’ coercivity values of these CZ regions
observed in Chapter 3 and by Uehara et al. (2011). This observation therefore reinforces
an island switching mechanism dictated by the properties of the the matrix phase, rather
than those of the islands.
4.3.5 Magnetic force microscopy
The features observed in the MFM signal (Figure 4.13) are all reminiscent of those
observed in the XPEEM and STXM images (Figures 4.4 and 4.9). The CZ MFM signal
displays a speckled texture, consistent with the intergrown island nanostructure (Figure
4.14a). After an applied field of +1 T, the CZ displays a relatively large contrast. With
increasing negative applied fields, a region of reduced contrast sweeps across CZ towards
the finer islands (Figure 4.14). After an applied field of -1 T, the contrast recovered
to a value similar that at remanence after the +1 T applied field. Due to the image
complexity, possibility of multiple non-unique solutions and the magnetically-soft layer
on the sample surface, quantitative analysis and image simulations were not performed.
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Figure 4.14: a) MFM image at remanence after a +1 T field was applied normal to the
plane of the sample. b), c), d), e), f) MFM signals at remanence after applied fields of
-0.6 T, -0.7 T, -0.8 T, -0.9 T and -1 T, respectively. All images have a 5.5 mm field-of-
view and the island diameter decreases from left to right across the images. The position
of the tetrataenite rim has been marked in each image with solid black lines. The MFM
signal weakens during CZ switching due to the cancelation of stray field emanating from
reversed island clusters.
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4.4 Discussion
4.4.1 Magnetic force microscopy
The MFM images demonstrate that coercivity increases across the width of the CZ, and
that the values are similar to those reported by Uehara et al. (2011). The tetrataenite
islands appear to switch in groups (as shown by the STXM results and the roughness
in the 1T contour in XPEEM results), thus the overall stray field emanating from the
sample surface midway through switching may be relatively weak due to the cancelation
of the local fields generated by oppositely magnetised island groups. This weak stray
field can explain the observed reduction in contrast in the MFM images. Once switching
is complete, the islands will display a uniform out-of-plane magnetisation component,
strengthening the stray fields and re-establishing the original MFM signal intensity. The
region of weak contrast shifts across the CZ with increasing field, in agreement with the
observed positional dependence of the coercivity.
4.4.2 X-ray microscopy
4.4.2.1 µm-scale CZ magnetisation
The experimental XPEEM and STXM signals can be explained consistently by approx-
imately equal proportions of the easy axes in the coarse and intermediate CZ, and a
significant departure from equal populations among the finer islands. All regions also
display a similar degree of short range order. These easy axis proportions imply that the
coarse and intermediate regions did not experience an external field during CZ exsolution
and growth. This magnetic history is expected to have generated a random distribution
of easy axes among the islands when they first exsolved, therefore the observed easy axis
clustering likely formed during island coarsening from a process of Ostwald ripening.
This process will have involved small domains of one easy axis shrinking at the expense
of larger domains of an alternate easy axis. This process does not appear to have altered
the overall proportions of the easy axes when a large number of islands are considered.
This magnetic and structural evolution accounts for both the observed degrees of long
and short range order, and is also consistent with the observations made in Chapter 3.
The position and presence of the magnetic domain wall in the XPEEM images can
be understood by considering the coercivity variation across the CZ and the magnetic
history of the sample. The coercivity in the finest CZ in the experimental geometry
is expected to be ~1.2 T (Uehara et al., 2011), and has been shown to depend on the
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properties of the soft magnetic matrix rather than the tetrataenite islands (Chapter 3).
The 1 T field applied to the sample prior to measurement is expected to cause a uniform
out-of-plane component to the magnetisation of any island with a coercivity Æ1 T (i.e.
all but the smallest tetrataenite islands). Hence, the magnetic domain wall most likely
represents coercivity contour, mapping out the islands with a coercivity of 1 T. This wall
would have swept through the CZ from the coarser islands across the majority of the
CZ as the applied field intensity increased. The roughness in the contour presumably
results from local variations in the matrix thickness, which result in fine-scale (<100
nm) di erences in the coercivity of the CZ.
The change in easy axis proportions between the coarser and finer CZ occurs relat-
ively sharply and at a constant distance from the tetrataenite rim. This e ect is therefore
attributed to a change in the underlying structure of the CZ that occurs at a specific
distance across the width of the CZ. Reuter et al. (1987) observed a clear rim in light
microscopy images of the IIICD iron meteorites adjacent to the plessite that is expec-
ted to include this highly aligned fine CZ region (Figure 3.1). These authors speculate
about the structure of this rim, and suggest it should consist predominantly (possible
completely) of the matrix phase. In this study, this region displays a magnetically-
hard and non-uniform signal, suggesting that tetrataenite must be present, most likely
as very small islands, in agreement with the structure observed experimentally (Figure
3.6b). According to exchange spring theory (Asti et al., 2004), when the width of the
soft phase decreases below a critical value, the system changes from ‘exchange spring’
regime characteristic of the coarse and intermediate CZ, to a ‘rigid magnet’ regime. In
this regime, the matrix is thin enough that moments across its entire width are rigidly
coupled to those of the hard phase. This magnetic configuration will allow island-island
exchange interactions to propagate across the matrix, which is capable of generating
the enhanced alignment observed experimentally. This magnetic state is also consistent
with observed high coercivity values of the fine CZ. The proportions of the easy axes
observed in the fine CZ are therefore an intrinsic property of the CZ structure, so are
unrepresentative of an external field. The coarser CZ does not display this uniform
magnetisation. According to the phase diagram (Figure 3.19), during the exsolution
and growth of the coarse CZ the matrix phase will have been disordered and therefore
paramagnetic (James et al., 1999). This matrix phase could not have transferred the
exchange interactions between the islands, allowing them to form in a non-interacting
environment resulting in the random distribution observed experimentally.
The histogram comparisons show a degree of short range order among the easy
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axis distributions in all regions studied. This behaviour likely originates either from
local stray fields generated by the nanostructure itself during coarsening (i.e. the fields
generated by an island influence the easy axis orientations of its neighbours), or is the
natural result of coarsening during spinodal decomposition. Simulations of the evolution
of spinodal nanostructures show that specific configurations of the resulting phases can
reduce the energy of unmixing (e.g. alternating islands of di erent ordered end members)
which could result in clustering (if grouping of islands formed with the same easy axis).
At this stage it is only possible to speculate about the origin of clustering. However, it is
important to note that stray fields could possibly have influenced the CZ magnetisation
as it evolved, but only on a small length scale (100 - 200 nm).
The easy axis proportions deduced from the XPEEM and STXM images are in
excellent agreement with the results of Chapter 3 (Bryson et al., 2014a). The domain
sizes drawn from the coarse region are comparable to the clusters of the same easy axis
orientation observed in electron holography (100 - 200 nm). It is also possible to recreate
the fine CZ STXM image with exactly the same easy axis proportions and similar matrix
properties as the those deduced for the identical region from electron holography. The
observations in this study imply that all three easy axes are present across the coarse
and intermediate CZ in equal proportions, and the limited electron holography field-of-
view only included two of these by chance. The proportions of the possible easy axes
therefore appear to be consistent throughout the CZ of the Tazewell meteorite and are
reproducible from multiple techniques.
4.4.2.2 µm-scale paleomagnetism
It is physically reasonable to assume that (when averaged over a large number of islands)
the CZ will contain equal proportions of the possible easy axes in the absence of any
external or internal influences (Dunlop & Özdemir, 1997). The IIICD iron meteorites are
not expected to have experienced an external influence (planetary magnetic fields), so
the easy axis distribution observed in this study is indicative of internal influences. The
observed easy axis proportions in both the XPEEM and STXM images suggest that the
coarse and intermediate CZ did not experience any internal influences as they formed.
The most likely internal influence for these CZ regions would have been fields emanating
the kamacite, tetrataenite rim and the neighbouring CZ. The kamacite and tetrataenite
rim are both multidomain, so will have adopted magnetic domain patterns that reduced
the stray fields emanating from these regions (Blundell, 2010), potentially explaining
the lack of any influence from these phases on the CZ. Furthermore, this observation
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implies that the six possible magnetisation directions are expected to populate the islands
equally too.
This observation has implications for the CZ in meteorites that could have experi-
enced planetary magnetic fields (e.g. chondrites, Weiss & Elkins-Tanton, 2013, palla-
sites, Tarduno et al., 2012, or mesosiderites, Greenwood et al., 2006). In the coarse
and intermediate CZ, any deviation from uniform proportions of the possible easy axes
observed in these meteorites can now be assigned solely to an external field. This ob-
servation will greatly simplify the interpretation of the magnetisation measured in these
CZs. The magnetisation of the fine CZ is significantly a ected by island-island inter-
actions. As exchange interactions are much stronger than magnetostatic interactions,
the magnetisation of this region is unlikely to be influenced by a planetary field and
hence is incapable of recording paleomagnetic information. Roughly half the CZ could
experience this e ect, reducing the recording period of the CZ by a factor of 2 (i.e. 5 -
50 Myr).
The experimental and analytical procedures introduced in this chapter are capable
of deducing quantitative paleomagnetic information on the µm-scale. These procedures
are directly transferrable to the CZ of other meteorites and can provide the proportions
of the six possible magnetisation direction across the entire width of the CZ. Hence, it
is possible to infer the temporal evolution of the direction and intensity of planetary
magnetic fields from magnetic microscopy measurements (Chapters 5 and 6). XPEEM
is the ideal technique for this task as the sample does not experience fields during
preparation or measurement and the data acquisition is relatively quick, allowing the
magnetisation of many tens of thousands of islands to be imaged in a single beamtime.
4.5 Summary and Conclusions
• The nm-scale properties of the CZ allow it to record the temporal evolution of a
field. However, internal stray fields on the µm-scale have the potential to adversely
impact the magnetisation of the CZ so it does not reflect the external (planetary)
field. Also, the intrinsic magnetic domain pattern (that which forms in the ab-
sence of an external field) of the CZ is unknown, making it di cult to identify
the contributions of an external field to this domain pattern. In this chapter, I
have studied the µm-scale magnetic properties of the CZ in the Tazewell IIICD
iron meteorite using XPEEM, STXM and MFM to identify its intrinsic magnetic
domain pattern and the influence of internal fields.
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• µm-scale paleomagnetic analysis on XPEEM and STXM images shows that the
coarse and intermediate regions of the CZ display equal proportions of the three
possible easy axes among the tetrataenite islands. This observation implies that
these regions did not experience internal stray fields (generated by neighbouring
microstructures, e.g. kamacite or tetrataenite rim) as they formed. This magnetic
history is expected to have allowed all six possible magnetisation directions to
equally populate the tetrataenite islands in these regions.
• The same analysis demonstrates that the fine CZ contains a strong bias of one of the
possible easy axes. This observation implies this region experienced a significant
internal influence during island exsolution and growth, most likely island-island
exchange interactions permitted by the very-narrow matrix phase.
• For meteorites that could have experienced an external field, any deviation from
equal proportions of the six possible magnetisation directions among the coarse
and intermediate tetrataenite islands can now be assigned to the influence of an
external field. The magnetisation among the fine CZ in these meteorites will
be unrepresentative of an external field, so this region cannot provide reliable
paleomagnetic information. Roughly half of the CZ could be altered this e ect.
• XPEEM is the ideal technique to measure time resolved records of planetary mag-
netic fields as it combines the necessary spatial resolution and field-of-view to study
the tetrataenite islands across the CZ, does not expose the sample to fields dur-
ing preparation or measurement and images the magnetisation directly. Identical
experimental and analytical procedures to those introduced in this chapter could
be applied to the CZ in other meteorites to measure the proportion of the easy
axes among their tetrataenite islands and determine the properties of the field
experienced by these meteorites.
• Combined with the favourable nm-scale recording properties of the tetrataenite
islands (Chapter 3), the observations in this chapter imply that XPEEM images
of the CZ in chondrites, pallasites (Chapter 5), mesosiderites and some iron met-
eorites (Chapter 6) can provide the temporal evolution of both the intensity and
direction of a planetary field over 5 - 50 Myr.
Chapter 5
Death of a Dynamo: Time-resolved
Records of Magnetic Activity on the
Pallasite Parent Body
5.1 Introduction
Paleomagnetic studies have found evidence of ancient magnetic activity on many small
extraterrestrial bodies including the angrite (Weiss et al., 2008a), CV (Carporzen et al.,
2011; Elkins-Tanton et al., 2011), howardite-eucrite-diogenite (HED, Fu et al., 2012) and
main-group pallasite (Tarduno et al., 2012) parent bodies, as well as on larger bodies
including Mars (Weiss et al., 2008b) and the Moon (Garrick-Bethell et al., 2009; Shea
et al., 2012; Suavet et al., 2013). None of these bodies generate dynamo activity at the
present day, but these observations imply that they must have, at one time, contained
convecting molten metallic cores. The temporal evolution of these fields among the
smaller bodies has remained elusive, thus the mechanisms that powered this convection
are uncertain. Time-resolved records of magnetic activity are available for the Earth
and Moon; these records have allowed the thermochemical conditions that governed
the dynamo activity on these bodies to be investigated, providing information regarding
their inner workings and thermochemical evolution (Nimmo, 2007; Weiss & Tikoo, 2014).
Due to the dynamic surface of the Earth, its time-resolved record has been inferred from
magnetic anomalies in the spreading ocean floor (Gubbins, 2008). On the other hand,
the Lunar record has required the compilation of nearly 50 years worth of paleointensity
measurements of Apollo mission and meteorite samples than span a range of ages from
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4 Gyr to 100s of Myr (Fuller & Cisowski, 1987; Wieczorek et al., 2006).
Through comparisons of these records to the predictions of dynamo generation mod-
els, the driving force governing convection has been shown to vary as these bodies cooled.
For example, it has been shown that the mantle and core of a planetary body likely only
adopted a thermal structure that could permit thermally-driven convection shortly after
accretion (for the first 10 - 50 Myr for small bodies, Elkins-Tanton et al., 2011; Steren-
borg & Crowley, 2013; Weiss & Tikoo, 2014). The long-lived planetary field generated
within the Earth at the present day has been shown to result from compositionally-
driven convection generated by the release of light elements during bottom-up core
solidification (Nimmo, 2007). The possibility that this mechanism generated analogous
long-lived fields on small bodies is currently uncertain. Paleomagnetic measurements
corresponding to small bodies have only been suggested to relate to early thermal con-
vection (Elkins-Tanton et al., 2011; Weiss et al., 2008a, 2010), although compositional
convection has recently been theoretically demonstrated as an e cient means of dynamo
generation within these bodies (Nimmo, 2009). Other mechanisms (e.g. surface impacts
and precessional motion of the core fluid) have also been suggested to have driven con-
vection throughout the cooling history of the Moon (Dwyer et al., 2011; Le Bars et al.,
2011).
As small bodies cooled significantly faster than the Earth and Moon, their cores
are expected to have a completely solidified within the first few 100 Myr of the Solar
System (Hevey & Sanders, 2006; Tarduno et al., 2012). Hence, time-resolved paleomag-
netic measurements on small bodies could provide information about the entire period
of dynamo activity. These records could also provide strict constraints on the thermo-
chemical history of small bodies, acting as a window into the conditions that prevailed in
one of the most crucial periods in the history of the Solar System, as well as potentially
predicting the future behaviour of our own planet. Acquisition of time-resolved record of
magnetic activity on small bodies would, however, traditionally require a similar time-
consuming approach to that used for the Moon, and as a result are yet to be obtained.
Hence, our knowledge of small body dynamo activity is currently limited, and many of
the fundamental questions regarding this process are unanswered: When did it start?
How long did it last? Are the resulting magnetic fields predominantly dipolar? Were
their orientations stable or did they reverse? Did their intensity vary over time? Can
its apparent ubiquity be explained? What mechanisms drove convection in small body
cores? Did the mechanism change during cooling?
I will answer many of these questions by obtaining the first time-resolved paleomag-
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Figure 5.1: a) Image of a section of the Imilac meteorite. The scale at the bottom
corresponds to cm increments. b) Optical microscopy image the metal matrix after
etching with nitric acid.
netic record of dynamo activity on a small body - the main-group pallasite parent body
- by applying newly-developed XPEEM imaging techniques and analysis procedures (in-
troduced in Chapter 4) to the CZ in the Imilac and Esquel pallasite meteorites. The
pallasites are stony-iron meteorites consisting of cm-sized olivine crystals embedded in
a continuous Fe-Ni matrix (Figure 5.1a). Paleomagnetic measurements of the olivine
crystals (which contain strings of nm-scale Fe inclusions) extracted from these meteor-
ites indicate that they cooled in the presence of a planetary field resulting from dynamo
activity with an intensity of 70 - 125 µT (Tarduno et al., 2012). The proximity of metal
and silicate phases prompted the traditional view that these meteorites originated from
the core-mantle boundary of a planetesimal (Anders, 1964). However, these paleomag-
netic observations (along with modern structural, Yang et al., 2010b, and geochemical,
Ito & Ganguly, 2006, observations) are inconsistent with this hypothesis, and instead
suggest a near-surface origin for the pallasites. A recent formation model (Tarduno et al.,
2012) proposes that a small di erentiated body collided and injected its molten metallic
core as multiple, neighbouring downward-intruding dykes into the upper mantle of a
larger di erentiated body and the pallasites originate from the resulting metal-silicate
mixture. These events would have resulted in initial, rapid cooling of the metal at the
point of injection, followed by subsequent cooling at the much slower planetary rate (2
- 9 K/Myr, Yang et al., 2010b). This latter cooling allows for the CZ to form in the
metal matrix in these meteorites (Figure 5.1b).
In this chapter, I will first outline both the experimental methods (data acquisi-
tion and analysis) and simulations (planetary cooling and dynamo generation models)
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used to obtain and interpret the dynamo field records. Then I present my experimental
results, which consist principally of a time-resolved record of the intensity of the field
experienced by the Imilac and Esquel pallasites. Initially, the intensity was relatively
constant at ~100 µT, before it subsequently shut down in two discrete steps. Next, I
use the planetary and dynamo simulations to interpret this behaviour as due to com-
positional convection in the liquid part of the core driven by compositional convection
produced by bottom-up core solidification. The intensity decay events are interpreted
as a dipolar to multipolar field transition and the completion of core solidification. Fi-
nally, I consider the implications of this type of solidification and dynamo activity on
small bodies. Compositional convection is an e cient mechanism of dynamo generation,
and hence was likely widespread among small bodies that solidified from the bottom up
during the early Solar System. Prior to this study, there was little direct experimental
evidence that the internal conditions of small bodies could result in bottom-up inner
core growth, and that this could further result in dynamo activity. The implications of
this mechanism of dynamo generation are that, given its e ciency, the vast majority of
small di erentiated bodies that solidified from the bottom-up likely generated planetary
fields, resulting in a long-lasting and widespread epoch of magnetic activity in the early
Solar System.
5.2 Experimental Methods and Simulations
5.2.1 Sample and experimental details
The Imilac meteorite sample was provided by the Sedgwick Museum of Earth Sciences,
University of Cambridge, sample number 11587. The Esquel meteorite sample was
provided by the Natural History Museum, London, sample number BM.1964,65. Both
samples were cut to the necessary size (~5 mm x ~5 mm x ~1 mm) and polished to
generate the flat, clean surface required for XPEEM measurements. Both samples con-
tained multiple, large (cm-sized) olivine crystals, which were surrounded by swathing
kamacite (Figure 5.1). The Imilac meteorite sample displayed small-scale examples of
the Widmanstätten microstructure in the metal furthest from the olivine crystals. The
CZ bordering swathing kamacite was studied in both meteorites. Care was taken at all
stages that the experimental team were in possession of the samples to limit their expos-
ure to magnetic fields. There is no way of mutually aligning the two meteorite samples,
hence the remanence vectors for the two meteorites are not expected to be identical.
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However, a dynamo field could have resulted in self consistent directions across di erent
regions from the same meteorite.
The CZ nanostructure is capable of recording a stable magnetic remanence relating
to a planetary field (Chapters 3 and 4). The likelihood that this remanence was not
a ected by late-stage secondary processes (e.g. reheating, shock, terrestrial weathering)
has been assessed by Tarduno et al. (2012). These authors find that neither meteorite
displays evidence of significant reheating or shock on the parent body, and that care
should be taken to study regions of the samples free from the e ects of weathering
(e.g. surface oxidation, chemical alteration). CZ regions away from the original sample
surfaces were measured to ensure the these e ects were not significant.
The sample preparation is the same as that described in Section 4.2. The XPEEM
measurements were performed at the BESSY II synchrotron at the UE49 end station.
A 10 kV or 15 kV high voltage was used to obtain images with a high spatial resolu-
tion, which in this study varied between 100 - 200 nm. The results used to infer the
dynamo field records were acquired with a 5 µm field-of-view and a pixel resolution of
~10 nm/pixel. The magnetically soft layer induced by polishing was removed by Ar ion
sputtered under ultra-high vacuum to reveal the underlying natural magnetisation (Im-
ilac meteorite: 16.5 hours at 0.8 keV, followed by 1 hour at 0.4 keV; Esquel meteorite:
12 hours at 0.8 keV, followed by 3 hours at 0.4 keV).
5.2.2 Image simulation and field deduction
A similar approach to that employed in Section 4.2 (comparing the pixel-intensity his-
tograms from experimental and simulated XPEEM images) was used to deduce the
properties of the field experienced by each meteorite. Multiple XPEEM images of the
CZ at various locations around the samples were captured, and only those of high quality
(i.e. showing no beam drift, oxidation or charging issues) and those adjacent to kamacite
lamellae at the same orientation were further analysed. These selection criteria resul-
ted in four images for each meteorite. Pixel-intensity histograms were extracted from
adjacent, non-overlapping, 450-nm-wide regions of all four XPEEM images of each met-
eorite. These regions extended roughly the width of the field-of-view to include as many
islands as possible. The first region was taken immediately adjacent to the tetrataenite
rim and thus represents the oldest magnetic signal; subsequent regions were then taken
immediately adjacent to the previous one, corresponding to progressively younger mag-
netic signals. Four and six regions were studied in the Imilac and Esquel meteorites,
respectively. The four histograms from the same region across the images of the same
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Figure 5.2: Flow diagram of the procedure used to identify the intensity and orientation
of the field experienced by each region. The blue box represents the input in the pro-
cedure. The orange boxes represent the parts of the procedure used to assess the rough
direction of the magnetising field. The red boxes represent the part of the procedure
used to optimise the direction and intensity estimates. The green box represents the
final outputs.
meteorite were averaged to generate one representative histogram of each region.
The directions of the possible easy axes in the XPEEM images was unknown, making
it impossible to populate the islands with these directions and then project this onto the
X-ray beam direction to simulate the XPEEM images (similar to the procedure outlined
in Section 4.2.1). Instead, the simulated 800-island Voronoi cell nanostructures (Section
4.2.1, Figure 4.2a) were populated directly with XPEEM intensities corresponding to an
average value of each of the six possible magnetisation directions across the four images
of each meteorite. These values were extracted directly from the large domains in the
tetrataenite rim of the XPEEM images (positive and negative values of the three distinct
twin domain intensities). The simulated CZ magnetisation was convoluted with the
average experimental point spread function, also calculated from the individual spatial
resolutions of the four XPEEM images for each meteorite.
The procedure used to identify the intensity and direction of the field that magnetised
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each region of the CZ is outlined in Figure 5.2. Firstly, an approximate field intensity
was identified for each region using a trial-and-error method, where the field components
were altered manually until the simulated pixel-intensity histogram was at least in partial
agreement with the average experimental histogram. The intensity of these components
corresponds roughly to that of the magnetising field. A direction was then chosen at ran-
dom from a Gaussian distribution (which corresponds to a uniform distribution over the
surface of a sphere). This direction was then scaled to the approximate intensity value
for that region, and the proportions of the magnetisation directions expected for this field
were calculated using the equations in Section 3.2.3.4. The simulated nanostructure was
populated and the corresponding pixel-intensity histogram generated three times for the
calculated proportions. The three simulated pixel-intensity histograms were averaged
to create a histogram representative of the field components. Because of the uneven
proportions of the magnetisation directions and the large island size, the magnetisation
directions did not have to be clustered to recreate the observed pixel intensity histo-
grams. The squared di erence value (q2) between the average simulated histogram and
the experimental histogram was then calculated. This whole procedure was repeated to
generate q2 values corresponding to 150 randomly selected directions. The five direc-
tions with lowest q2 values were identified; these directions correspond roughly to that
of the field that magnetised each region. These five directions were then used as the
starting directions for full least-squares fits to the experimental pixel-intensity histo-
gram for each region. In this fitting procedure, the values of all three field components
were varied systematically (allowing both the field intensity and direction to vary) to
create simulated nanostructures that minimised the q2 value between the simulated and
experimental pixel intensity histograms. Again, the simulated nanostructures were pop-
ulated three times for each set of field components. This process resulted in five sets
of field components that all produced very high-quality fits to the experimental data.
This methodology allowed the simulation the best opportunity to identify both the field
intensity and orientation that magnetised each region. It cannot be ruled out that this
procedure identified field components that create pixel-intensity histograms that are not
the absolute best fit to the experimental data.
The remanence vectors resulting from this fitting procedure were susceptible to the
field intensity identified by the initial trial-and-error process. For the Imilac meteorite,
only one set of initial field components produced good agreement to the experimental
data. For the younger regions in the Esquel meteorite, there were multiple initial field
component that produced simulated pixel-intensity histograms similar to their experi-
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mental counterparts. All possible initial components were used in the procedure outlined
above, and the results presented in Section 5.3.2 correspond to those that produced the
least scatter in the final remanence vectors. An incorrect field intensity is expected
to produce various sets of components with a range of orientations that all show good
agreement to the experimental pixel-intensity histograms, but none that produce very
good, tightly clustered fits. Hence, scatter in the remanence vectors was used as a meas-
ure of the reliability of the initial field components. The components with the lowest
degrees of scatter also corresponded to the lowest q2 values.
The proportions of the six possible magnetisation directions were calculated using
the equations in Section 3.2.3.4. The key unknown parameter in these equations is
the volume at which the islands recorded the field. The tetrataenite islands form by
spinodal decomposition, which consists of two growth regimes: exsolution and coarsen-
ing (Weinburch et al., 2003). During the exsolution stage, atoms di use to establish the
compositions of the two phases, and the islands grow rapidly. The CZ magnetisation
is dictated by the underlying island lattice orientation of the islands, thus for the mag-
netisation direction to vary, atomic rearrangement and di usion are required. Hence,
in this exsolution period the CZ magnetisation can vary and is expected to remain at
equilibrium with an external field. Once the islands size exceeds the di usion distance,
the coarsening regime is reached. In this regime the compositions of the two phases are
constant and the island volume increases linearly with time (Weinburch et al., 2003)
(if the system is kept at a constant temperature, Cahn, 1968). As the island size is
greater than the di usion distance, the magnetisation of an entire island can no longer
adjust to changes in the external field and the proportions of the possible magnetisation
directions among the tetrataenite islands are assumed to no longer vary. The critical
volume marking the transition between the regimes is treated analogously to the block-
ing volume in thermoremanent magnetisation (Dunlop & Özdemir, 1997), and is taken
as the volume of the islands when they become magnetised. The critical diameter of
the islands (corresponding to this critical volume) can be measured at the present day
as the width of the interface between the island and matrix phases (Weinburch et al.,
2003). The value of this parameter depends on the cooling rate, so will vary from met-
eorite to meteorite. High resolution TEM measurements of the composition of the CZ
(Figure 3.8c and d) demonstrate that this width is 0.25 - 0.35 times the island diameter
in the Tazewell IIICD iron meteorite. This relationship provides of the upper bound of
45 nm for both the Imilac and Esquel meteorites, which is further assumed to be con-
stant across all regions measured. This value is at best an estimate, and is the largest
5.2 Experimental Methods and Simulations 127
source of uncertainty in the absolute intensity values. It is worth noting however that
this island volume produces recorded field intensities for both the Imilac and Esquel
meteorites comparable to those observed in an independent paleomagnetic study of the
olivine crystals from these pallasites (Tarduno et al., 2012).
5.2.3 Planetary cooling model
The period that each meteorite recorded the field was deduced by modelling the cooling
of a 200-km-radius body. The planetary cooling model was based on the approach
taken by Tarduno et al. (2012) and references therein. This model employs multiple
simplifications and there are large uncertainties in many of the values of the variable
used, hence a very simple approach is adopted. The pallasite parent body is assumed to
be spherically-symmetric and to transfer heat outwards via conduction:
ˆT
ˆt
= 1
r2
ˆ
ˆr
A
Ÿr2
ˆT
ˆr
B
(5.1)
where T is temperature, t is time, r is the radial position and Ÿ is the thermal di usivity.
Equation 5.1 is solved iteratively:
T tr = Ÿ”t
3 1
r”r
1
T t≠”tr+”r ≠ T t≠”tr≠”r
2
+ 1
”r2
1
T t≠”tr+”r ≠ 2T t≠”tr + T t≠”tr≠”r
24
+ T t≠”tr (5.2)
where ”r is the incremental distance and ”t is the incremental timestep. The value of
”t was less than that governed by the Courant criterion (”t = (”r)2/Ÿc, where Ÿc is the
thermal di usivity of the core). The entire body was initially set to a temperature of 1600
K, which is the approximate silicate solidus. The body is assumed to rapidly cool to this
temperature via advection of melt to the surface. Once this advective phase has ended,
subsequent cooling will be much slower since it is controlled by conduction rather than
melt advection. A magma ocean beneath a conducting lid is assumed not to form. It is
further assumed that no extra sources of heat were present (e.g. long-lived radionuclides,
heating from impacts). The temperature at the surface is kept at a constant value of
Ts = 250 K (Hevey & Sanders, 2006). The asteroid radius was taken as 200 km from
the results of Tarduno et al. (2012). Based on the inferred cooling rates at 800 K of
the Imilac and Esquel meteorites (Yang et al., 2010b), this radius places the original
depths of the pallasites in the upper half of the mantle. An 8-km-thick megaregolith at
the parent body surface with an order of magnitude lower thermal di usivity than the
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Parameter Value Units
Ÿ 5 x 10-7 m2s≠1
”r 1000 m
”t 2 x 1011 s
rc 100000 m
km 3 Wm≠1K≠1
ﬂc 7800 kg m≠3
Cp 850 J kg≠1K≠1
Lc 270000 J kg≠1
Table 5.1: Values of the parameters used in the conductive cooling model and dynamo
generation model. Values taken from Tarduno et al. (2012), Sahijpal et al. (2007) and
Elkins-Tanton et al. (2011).
mantle was assumed to be present (Haack et al., 1990; Warren, 2011). The upper half of
the asteroid radius was modelled as the mantle, and the lower half as the core. The core
is assumed to convect vigorously so at any given time step is modelled as isothermal.
The core temperature was modified from the value at the previous timestep based on
the heat extracted across the core-mantle boundary during that timestep:
—T =
Ackm
ˆT
ˆr
---
rc
”t
ﬂcCpVc
=
3km ˆTˆr
---
rc
”t
ﬂcCprc
(5.3)
where Ac is the core surface area, km is the mantle thermal conductivity, ﬂc is the core
density, Cp is the core heat capacity, VC is the volume of the core and rc is the radius
of the core. The core started to solidify once it had cooled to 1200 K (similar to the
value presented by Tarduno et al., 2012). After this point, the core temperature was
held manually at 1200 K to approximate the fact that the core temperature barely
changes during solidification, owing to the small slope of the melting curve (see Section
5.3.4). Once the total heat extracted across the core-mantle boundary exceeded the
entire latent heat of the core (43ﬁr3cﬂcLc where Lc is the specific latent heat of the core)
the core was modelled as completely solidified, and the simulation ended. The values of
the parameters used in the model are presented in Table 5.1.
5.2.4 Dynamo generation model
Three possible driving mechanisms for core convection were considered: mechanical,
thermal and compositional. For a 200-km-radius body located in the asteroid belt, it
is unlikely that gravitational coupling to another body will cause precessional motion
5.2 Experimental Methods and Simulations 129
of the core liquid and result in a dynamo (this mechanism only has a significant e ect
for larger bodies in close proximity, e.g. early Earth-Moon system, Dwyer et al., 2011).
Hence the most likely mechanical driving force is from impacts at the surface. Large
impacts that significantly disrupt or destroy parts of the parent body are not considered
as their influence would be present in the structure and chemistry of the pallasites.
Small impacts are ignored as their e ects on the core are negligible. The spin-down
time following medium-sized impact events is on the scale of 10 kyr (Le Bars et al.,
2011). Hence, a near-constant bombardment of medium-sized bodies would be required
to generate continuous dynamo activity. This is an unlikely scenario so is discounted as
a significant dynamo driving mechanism. Any stochastic behaviour observed in future
records of magnetic activity could be attributed to impacts.
To deduce whether the dynamo can be driven by thermal convection, the core cooling
rate must be evaluated (Nimmo, 2009). Before the period of core solidification, a good
approximation to the core cooling rate can be extracted from the planetary cooling
model. During core solidification, this value is set manually to 0 K/Myr (all the heat
extracted is assumed to come from latent heat) so the exact value cannot be deduced
from the planetary cooling model. However, the core cooling rate can be calculated from
the equations presented by Nimmo (2009). Considering the energy balance in the core,
the three key power terms operating in the core (neglecting radioactive decay) can be
related to the heat flow across the core-mantle boundary, QCMB:
QCMB = Qg +QL +Qs = (Q˜g + Q˜L + Q˜s)
ˆTc
ˆt
(5.4)
where Tc is the core temperature, Qg, QL and Qs are the power term contributions from
gravity due to the release of light elements as the inner core grows, latent heat from
core solidification and core cooling respectively, and Q˜g, Q˜L and Q˜s are these terms
with their dependence on the core cooling rate, ˆTcˆt , removed. For small bodies during
core solidification, QL is by far the dominant term. Therefore it can be assumed that
QCMB ¥ Q˜L ˆTcdt . According to Nimmo (2009):
QCMB ¥ ≠32ﬂcVc
fLCD2
Tcr2c ( ≠ 1)
ˆTc
ˆt
(5.5)
where f = ri/rc is the radius ratio of the core solidified, Tc is the temperature of the
core,   is the ratio of the relative slopes of the solidus and the adiabat given by:
  = ˆTm/ˆP
ˆT/ˆP
(5.6)
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where Tm is the melting temperature and P is pressure. A relatively large slope di erence
is adopted (  = 1.2), which produces initial core solidification at the centre of the body.
D is the scale height given by:
D2 = 3Cp2ﬁ–ﬂcG
(5.7)
where – is the thermal expansion coe cient (9.2 x 10-5 K≠1, Laneuville et al., 2014)
and G is the gravitational constant. From ˆTcˆt , the inner core growth rate,
ˆri
ˆt , can be
calculated:
ˆri
ˆt
= Ti
Tc
1
ˆTm
ˆP ﬂcgi ≠ 2riTiD2
2 ˆTc
ˆt
¥ D
2
2Tcfrc( ≠ 1)
ˆTc
ˆt
(5.8)
where gi is the acceleration due to gravity at the inner core boundary (hence depends
on ri) and Ti is the temperature of the inner core. By combining equations 5.5 and 5.8:
ˆri
ˆt
¥ QCMB4ﬁﬂr2iLC
(5.9)
The value of the core-mantle boundary heat flux was calculated as:
QCMB = 4ﬁr2ckm
ˆT
ˆr
-----
rc
(5.10)
QCMB was calculated using the average grid-point temperatures across the period of
core solidification at the core-mantle boundary and one grid point above (1200 K and
1186.85 K, respectively) from the planetary cooling model. This approach gave a value
of 4.96 GW (”r = 1000 m), which was assumed to be constant across the period of
core solidification. These equations were solved iteratively with a 2 x 1010 s timestep,
first using equation 5.9 to calculate ˆriˆt , and then using equation 5.8 to calculate the
corresponding core temperature change. Tc and ri were updated, and this process was
repeated until the radius of the inner core reached 100 km. ri was calculated assuming
an initial 5-km-radius core nucleus.
The properties of the field generated during core solidification were also calculated.
During this time period, the convection in the core can be driven by compositional
variations resulting from the ejection of light elements into the surrounding liquid metal
as the inner core grows. This process generates a low density fluid adjacent to the
inner core boundary that migrates upwards towards the core-mantle boundary under
the influence of gravity and results in convection and a dynamo field. The buoyancy
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flux, Fb, resulting from light element ejection (Nimmo, 2009):
Fb =
gi
ﬂ
 ﬂˆri
ˆt
= 43ﬁGfrc ﬂ
ˆri
ˆt
-----
f
(5.11)
where  ﬂ is the density di erence in the fluid due to light element ejection at the inner
core boundary (nominally given a value of 195 kg m≠3 in this study, corresponding to
2.5% of the core density value, similar to that presented by Nimmo, 2009). Fb was
calculated across the entire range of f (from the initial core nucleus size, 0.05, up to the
value of complete core solidification, 1).
The buoyancy flux can be used to calculate both the strength and nature of the field
generated by a planetary body. Olson & Christensen (2006) present empirical relations
between various magnetic parameters and the buoyancy flux calculated from the results
of multiple numerical hydrodynamical models of fluid in the cores of planets with Earth-
like geometries. The first magnetic parameter, the flux-based Rayleigh number, RaQ:
RaQ =
Fb
fd2 3 =
Grc—ﬂQCMB
3ﬂr2iLcd2 3
(5.12)
where d = rc(1 ≠ f) is the thickness of the convecting layer,   = 2ﬁp is the rotational
frequency of the asteroid and p is the rotational period. Olson & Christensen (2006)
found that the characteristic fluid velocity in the liquid core, u:
u = 0.85 d(RaQ)2/5 (5.13)
From this velocity, the magnetic Reynolds number, Rm, which determines whether con-
vective motion results in a field, can be calculated as Rm = uL/⁄, where ⁄ is the
magnetic di usivity (1.3 m2s≠1, Olson & Christensen, 2006), and L is the characteristic
length scale, taken as rc (Nimmo, 2009). This value of L was chosen as it is close to the
length scale of the dynamo field, and is the length scale of the conductive metal capable
of influencing the magnetic di usivity.
From RaQ, the local Rossby number, Rol, which determines the polarity of the
dynamo field (whether it is predominantly dipolar or multipolar) can also be calculated
(Olson & Christensen, 2006):
Rol = 0.58Ra1/2Q
3
‹
 d2
4≠1/3 3 ‹
Ÿc
41/5 3‹
⁄
4≠1/5
(5.14)
where ‹ is the kinematic viscosity (10-6 m2s≠1) and Ÿc is the core thermal di usivity (5
x 10-6 m2s≠1) (nominal values from Weiss et al., 2010).
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Finally, the dipolar Lorentz number, Lodip, can be calculated from RaQ, which can
be used to predict the core dipolar magnetic moment, Mdip:
Lodip = 0.15(RaQ)1/3 (5.15)
Mdip = Lodip
4ﬁr3c dÒ
2µ0/ﬂ
(5.16)
where µ0 is the magnetic permeability of free space (4ﬁ x 10-7 Hm≠1). Mdip is found
to be independent of the rotational frequency of the body and can be used to estimate
the dipolar field intensity values, Bdip, at a distance half way through the mantle in the
mantle:
Bdip =
2
Ô
2µ0Mdip
27ﬁr3c
(5.17)
The intensity of the multipolar field is expected to be up to a factor of 20 times less
than that of the dipolar field (Olson & Christensen, 2006).
5.3 Results
5.3.1 Direct observations
The XPEEM images for the Imilac and Esquel meteorites are all qualitatively similar
to those of the Tazewell IIICD iron meteorite (Bryson et al., 2014b, Chapter 4): the
kamacite consists of multiple large domains, the tetrataenite rim consists of multiple
smaller domains, the CZ consists of a complex, interlocking pattern of positive and
negative domains that decrease in size with distance from the tetrataenite rim (Figure
5.3), and the finest CZ (in some images) displays a uniform magnetisation (Figure 5.4).
In the Imilac meteorite, the transition to the region of uniform magnetisation is more
abrupt than that observed in the Tazewell meteorite and occurs at a precise distance from
the tetrataenite rim. This uniformity has been proposed to originate from direct island-
island exchange interactions permitted once the CZ matrix thickness decreases below a
critical value (Section 4.4.2.1). The observations in this study reinforce this proposed
origin and highlight the importance of the underlying physical and chemical properties
on the magnetisation of the CZ. The magnetisation of this region is not representative of
an external field experienced by CZ and was not included in the paleomagnetic analysis.
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Figure 5.3: Representative 5 µm field-of-view XPEEM images of the kamacite, tetratae-
nite rim and CZ of (A) the Imilac and (B) Esquel meteorites. Blue and red signals
correspond to positive and negative projections of the magnetisation along the X-ray
beam direction (see Figure 5.4). Each image is one of four used in the paleomagnetic
analysis. The regions of the CZ that were quantitatively analysed are labelled. The age
of the CZ decreases with distance from the rim.
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Figure 5.4: 15 µm field-of-view XPEEM image of the kamacite, tetrataenite rim, CZ
and fine aligned CZ in the Imilac meteorite. The boundaries between the kamacite,
tetrataenite rim and CZ have marked as solid black lines, and the boundary between the
CZ and aligned CZ is marked as a dashed line. The in-plane orientation of the X-ray
beam is included as an arrow; the beam was also 16˚ out-of-plane of the image. This
orientation applies to all XPEEM images.
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Figure 5.5: Representative SEM images of the CZ of the a) Imilac and b) Esquel met-
eorites. The regions corresponding to Figure 5.3 are included (red boxes). The CZ is
unclear and island sizes could not be extracted accurately beyond four and six regions
of the Imilac and Esquel meteorites respectively. The average island size of each region
is included in Table 5.2.
Scanning electron microscopy (SEM) backscattered electron images were captured at
the Center for Electron Nanoscopy, Technical University of Denmark, on a FEI Helios
NanoLab 600, by Takeshi Kasama and Hossein Alimadadi. The images were acquired at
the same positions as the XPEEM images with an electron probe current of 5.5 nA and
an acceleration voltage of 3 kV. Previous studies (Goldstein et al., 2009b; Yang et al.,
1997a) found that the CZ had to be etched to introduce a topography and contrast to
the sample surface required so the islands were visible in the SEM. The Ar ion sputtering
used to remove the magnetically-soft surface layer was found to preferentially etch away
the matrix phase and produced the required topography (atomic number contrast and
electron channeling contrast are also present). The diameters of the tetrataenite islands
across the CZ in both meteorites were measured from the SEM images (Figure 5.5), and
were used to calculate the size of the blurring function for the image simulations for each
region. The average island size for each region is presented in Table 5.2 and agree with
previous measurements (Yang et al., 2010b). The SEM images were unclear and island
sizes could not be determined accurately beyond four and six regions (1.8 µm and 2.7 µm
from the rim) in the Imilac and Esquel meteorite respectively, which limited the extent
of the paleomagnetic analysis. SEM was the last experimental procedure performed on
the samples as magnetic fields generated within the instrument have the potential to
overwrite the natural magnetisation.
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Region Imilac meteorite Esquel meteorite
Region 1 130 nm 154 nm
Region 2 111 nm 125 nm
Region 3 95 nm 113 nm
Region 4 87 nm 97 nm
Region 5 - 85 nm
Region 6 - 75 nm
Table 5.2: Average values of the island size for each region studied measured from SEM
images (Figure 5.5).
5.3.2 Paleomagnetism
The direction and intensity of the magnetic field experienced by the two meteorites was
deduced by comparing the pixel intensity histograms from simulated and experimental
XPEEM images (Figure 5.6). The directions of the five best-fitting field components for
each region are presented on equal-area stereoplots (Figure 5.7). From the five fits for
each region, the 95% confidence interval assuming a Fisher distribution (Tauxe, 2010)
was calculated and included as circle around the average direction for each region. The
average directions for all regions in the Imilac meteorite and regions 1 - 5 in the Esquel
meteorite are self-consistent, while region 6 in the Esquel meteorite displays a large
degree of scatter (Figure 5.7). These observations imply each meteorite experienced a
unidirectional field. The Imilac meteorite displays a roughly constant intensity between
119(±12) - 131(±13) µT across all regions (Figure 5.8a). The Esquel meteorite shows a
very di erent trend, with an initial field value of 84±14 µT in region 1, which decreases
down to a plateau at a value of 31(±10) - 35(±7) µT across regions 3 - 5. Due to
the limitations of the fitting, it was only possible to deduce that the field recorded by
region 6 was Æ10 µT (Figure 5.8b). Coupled with the large degree of scatter for this
region, this observation suggests region 6 potentially did not experience a field. These
intensity values are consistent with those independently reported by Tarduno et al.
(2012), deduced by a di erent method. These results suggest a constant and decreasing
magnetic field for the recording periods of the Imilac and Esquel meteorites, respectively.
Ideally the intensity variations would be displayed as a function of time rather than
region number (either absolute time since the formation of the Solar System, or time
relative to the recording period of the first region in each meteorite). Unfortunately, It
is non-trivial to relate the island size in each region to the time that region acquired
a remanence. However, as an estimate, each region likely corresponds to a maximum
~1 - 2 Myr. I propose a possible method of accurately constraining this time period
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Figure 5.6: Average experimental pixel-intensity histograms for the regions in the a)
Imilac and b) Esquel meteorites. The regions correspond to those in Figures 5.3 and
5.5. Dashed lines show the optimised histograms from the simulated nanostructures
for region 1 in each meteorite (the other regions displayed similar agreement between
experimental and simulated curves, but are not included so as not to clutter the image).
A B
Figure 5.7: Equal area stereoplots showing the directions of the five best-fitting and
average remanence vectors for the (A) Imilac and (B) Esquel meteorites. Empty
points/dashed lines and filled points/solid lines represent the lower and upper hemi-
sphere respectively. The 95% confidence interval assuming a Fisher distribution is in-
cluded as a circle around each of the average directions. This circle has not been included
for region 6 of the Esquel meteorite due to the large degree of scatter.
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Figure 5.8: Intensity variations over time for a) the Imilac and b) the Esquel meteorite.
The points and error bars are the mean and standard deviation of the five separate
magnitude values for each region. The deduced field intensity of Æ10 µT for region 6 of
the Esquel meteorite is included as a black rectangle. The age of the CZ decreases as
the region number increases. The maximum time period for each region is ~1 - 2 Myr.
c) Results of the dynamo generation model. Dotted line: core dipolar magnetic moment
(left hand axis); solid line: dipolar dynamo field intensity at distance half way through
the mantle; dashed line: amplified dipolar field at a distance half way through the mantle,
10 times amplification factor; Dot-dashed line: amplified multipolar field at a distance
half way through the mantle, 1/20 of the amplified dipolar field (all right hand axis).
Red background: predicted dipolar field period; blue background: predicted multipolar
period; grey background: predicted zero field period. Im and Esq mark regions that
are most likely to contain the CZ recording periods of the Imilac and Esquel meteorites
respectively taken from Figure 5.9.
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would be to simulate spinodal decomposition (Chen, 1993, 1994; Seol et al., 2003) with
the observed cooling rates for the Imilac and Esquel meteorites and note the time at
which the experimentally observed island sizes were reached. This approach would
require an accurate free-energy expression for the CZ (as a function of temperature and
composition across the Fe-Ni binary system), which could be acquired from the Monte
Carlo simulations of magnetic and chemical ordering of the CZ (Section 3.3).
The main uncertainty in the absolute intensity values is the volume of the islands
when they recorded the field. Although the exact island volume at the point of magnet-
isation is unknown (a likely estimate was deduced in Section 5.2.2), the largest possible
values must be those observed at the present day (corresponding to diameters of ~130
nm and ~155 nm for the Imilac and Esquel meteorites, respectively, Table 5.2). Using
these volumes, the field intensity obtained for the first region of the Imilac and Esquel
meteorites is ~4 µT and ~2 µT, respectively. These field intensities are comparable to
those believed to have been present on Vesta (Fu et al., 2012) and the angrite parent
body (Weiss et al., 2008a). Taking the present day island volumes as the critical volume
implies that either the CZ magnetisation can vary continually over time to the present
day, or that the islands grew rapidly to a size close to that observed at the present day,
acquired a magnetisation and then only slightly coarsened over the intervening time
period. In the former scenario there is no specific blocking volume, suggesting the whole
CZ should record only one field value across its entire width, which disagrees with the
results of this study. The latter scenario implies that the critical blocking volume de-
creases across the CZ width, which would require an unrealistic increase of up to a factor
of 8 in the field intensity across the regions to simulate the signal observed in this study.
Regardless of these caveats, the island volumes observed at the present day provide the
absolute lower bounds for the intensity. Hence, the maximum intensity range in the
results of this study is between 4 - 125 µT and 2 - 90 µT for the Imilac and Esquel
meteorites, respectively. The actual intensity value is much more likely to be closer to
the upper bound than the lower bound. The upper bound estimates come from the
nominal volumes of the islands at the point that they became magnetised. Assuming
a constant critical volume across the width of the CZ (see Section 5.4.1), the inferred
time-variation in relative field strength does not depend on the absolute value of the
island volume. Hence, the key results and findings of this study are not e ected by the
absolute value of the magnetising volume.
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Figure 5.9: Cooling of a 200-km-radius body from an initial 1600 K isothermal state. The
colour represents the temperature. The solid red line marks the evolution of the depth of
the CZ formation temperature (593 K). The inferred positions of the Imilac and Esquel
meteorites are marked as solid black horizontal lines. The time period corresponding to
the range of depths deduced from the diameter of the largest CZ islands is marked by
the dashed grey lines for each meteorite. The average depth of both meteorites reaches
593 K during the period of core solidification. The variation in the radius of the inner
core (Figure 5.12) is included. The temperature of the core across this period is 1200 K.
5.3.3 Planetary cooling model
The results of the planetary cooling model (Figure 5.9) show that core solidification
started ~190 Myr after accretion, and had finished by ~250 Myr after accretion. This
process is modelled as occurring from the centre of the asteroid towards the core-mantle
boundary. Assuming that small bodies large enough to di erentiate had an initial tem-
perature of ~1600 K and that half of the radius was the core, the two main parameters
that influence the direction of core solidification are the pressure across the core, which
will be dictated by the radius of the planet, and the core composition (Williams, 2009).
Yang et al. (2010a) argue that the IVB iron meteorites crystallised as a core from the
bottom-up, and the cooling models in that study suggest a 140-km-radius parent body.
As the pallasite parent body is predicted to have been larger than the IVB parent body,
the pressure within the pallasite parent body could have caused bottom-up core solidi-
5.3 Results 140
20
0
16
0
12
0
80
40
0
Di
sta
nc
e 
(k
m
)
200150100500 Time (Myr)
Imilac
Esquel
10
8
6
4
2
0
Cooling rate (K/M
yr)
Figure 5.10: Cooling rate derived from Figure 5.9. Only cooling rates between 0 and 10
K/Myr are included; any value greater than 10 K/Myr is shown by the dark red colour.
The green line corresponds to 800 K from Figure 5.9. This line was used to assign depths
to the meteorites based on the measured cooling rates presented by Yang et al. (2010b).
The core corresponds to region between 0 and 100 km and displays cooling rates between
0 and 3.6 K/Myr.
fication. The e ects of core composition are less clear, although it is possible that the
composition could cause the core to not crystallise from the bottom-up (Williams, 2009).
This possibility is not considered and it is assumed that the core composition results in
core solidification from the centre towards the core-mantle boundary.
The cooling rate in this study was found by di erentiating the cooling model results
with respect to time (Figure 5.10). Original depths were assigned to the Imilac and
Esquel meteorites based on their cooling rates at 800 K, calculated using the observed
island sizes of 147 ± 4 nm and 158 ± 6 nm, respectively (Figure 5.5), and the relationship
presented by Yang et al. (2010b). The Imilac and Esquel meteorites were found to reside
at depths of 38 ± 2.5 km and 45 ± 4 km from the parent body surface, respectively, in
this nominal model (Figure 5.10). At these depths, both meteorites reached 593 K (the
temperature at which tetrataenite initially forms and hence the oldest CZ magnetisation
is acquired) during the period of core solidification. The Imilac and Esquel meteorites
are predicted to have started recording the dynamo resulting from the early (0 - 33%
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Figure 5.11: a) Temperatures and b) cooling rates from the conductive cooling model
with a 100 km radius. The cooling rate at 800 K (green lines) does not reach the inferred
cooling rate values of the Imilac or the Esquel meteorites before the core completely
solidifies, so in this model the meteorites could not have recorded a dynamo field. c)
Temperatures and d) cooling rates from the conductive cooling model with a 300 km
radius. The depths of the two meteorites are marked as solid black lines based on their
calculated cooling rates. Both meteorites are predicted to capture the dynamo activity
(red lines) prior to core solidification in this model.
of the core volume solidified) and late (43 - 100% of the core volume solidified) stages
of inner core growth, respectively (Figure 5.9). In each case, recording is estimated to
have continued for a period spanning a further 10 - 20% of core volume solidified.
The conductive cooling model was also run for 100 km and 300 km radius bodies.
In the 100 km radius model (Figure 5.11a and b), core solidification was complete by
~60 Myr after accretion. The inferred cooling rates at 800 K for both meteorites were
reached after the period of core solidification, in which case neither the Imilac nor Esquel
meteorite should have recorded a dynamo field. In the 300 km radius model (Figure 5.11c
and d), the depths corresponding to the inferred cooling rates reached 593 K before the
period of core solidification, at core cooling rates of 1.06 K/Myr and 1.37 K/Myr for the
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Figure 5.12: Evolution of the inner core radius (solid line, left axis) and core temperat-
ure (dashed line, right axis) across the period of core solidification calculated from the
dynamo generation model. The total core temperature change is ~0.3 K over a period
of ~55 Myr giving an average rate of 0.0055 K/Myr. A 5 km core nucleus was used at
the point of initial solidification. The radius is found to be proportional to t1/3 implying
a linear increase in the core volume over time.
Imilac and Esquel meteorites respectively. This core cooling rate is at the very lower
limit of that capable of generating a thermally-driven dynamo Nimmo (2009), hence it
is unlikely that the field intensities identified in this study could have been generated
by thermal convection within a 300 km radius body. Hence, the required parent body
radius of 200 km is consistent with the paleomagnetic results of both this study and of
Tarduno et al. (2012).
5.3.4 Dynamo generation model
Before the core solidifies, its cooling rate (1 - 4 K/Myr, Figure 5.9) is dictated by the
thermal structure of the mantle and the heat flux across the core-mantle boundary.
During core solidification, heat is still extracted across the core-mantle boundary but
latent heat is also added to the core with the e ect of slowing its cooling rate. The energy
balance calculations predict the core temperature will decrease by ~0.3 K across the ~55
Myr period of core solidification, resulting in an average core cooling rate of 0.0055
K/Myr (Figure 5.12). According to the analysis of Nimmo (2009), the rate before core
solidification is at the lower end of the values capable of driving a thermally-driven
dynamo (1 - 100 K/Myr). Once the core starts to solidify, the rate is too slow for a
thermally-driven dynamo. This very slow cooling rate justifies the choice of employing
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Figure 5.13: Magnetic parameters calculated from the dynamo generation model. a)
Local Rossby number, Rol, showing the rotational period and fraction of core solidified
resulting in dipolar (red region) and multipolar (blue region) field. b) Magnetic Reynolds
number, Rm, showing the parameter combinations that do (blue region) and do not (red
region) result in a dynamo. c) Dipolar Lorentz number, Lodip, parameter combinations
that do (blue region) and do not (red region) result in a planetary field (critical value
Lodip = 10≠5) (Olson & Christensen, 2006). A four hour rotation period is highlighted
in each figure.
a cooling rate of 0 K/Myr during core solidification in the conductive cooling model. ri
was found to be proportional to t1/3 (Figure 5.12). This relationship corresponds to a
linear increase in the volume of the inner core with time, as expected from equation 5.9.
Hence, during the period of core solidification (i.e. the period when the Imilac and
Esquel meteorites recorded the field) the dynamo was likely generated by compositional
convection resulting from the preferential fractionation of light elements (e.g. S) into
the liquid outer core as the inner core grows. To test this hypothesis, the intensity
of the field generated during the recording period of the Imilac and Esquel meteorites
was calculated from the dynamo generation model and compared to the experimentally
derived trends (Figure 5.8c).
The local Rossby number provides the polarity of the field. A value of Rol < 0.12
corresponds to a predominantly dipolar core moment and an Rol > 0.12 corresponds to a
predominantly multipolar core moment (Olson & Christensen, 2006). The trends in this
parameter suggest that for a four hour rotation period, low (< ~6%) and high (> ~88%)
percentages of the volume of the core solidified correspond to a multipolar moment,
while between these percentages the moment is dipolar (Figure 5.13a). The transition
from a dipolar to multipolar field is accompanied by a decrease in the field intensity by
5.3 Results 144
a factor of up to 20. The specific points at which these events occur depends on the
rotational period of the asteroid. For example, the second multipolar region is twice
as wide with a half an hour increase in the rotation period and the field is expected
to remain multipolar across the whole period of core solidification above a rotational
period of ~5.5 hours.
The magnetic Reynolds number dictates whether convective motion in the core will
result in a planetary field. Various values have been suggested for the critical value of
Rm, with an absolute theoretical lower limit for small bodies of ﬁ (Weiss et al., 2010),
and Olson & Christensen (2006) found a value of 40 for their planetary dimensions and
geometry. Weiss et al. (2010) suggest a realistic lower bound for small bodies of 10.
For the entire range of f and p in this study all values of Rm are greater than ﬁ. For
a rotational period of four hours, Rm falls below the critical value of 10 at 91% core
volume solidified (Figure 5.13b). Therefore, dynamo activity should shut o  at this
critical solidification volume giving rise to a sharp drop in the field intensity down to a
value of zero.
During early stages of solidification (<5% volume solid) the core magnetic moment
is predicted to decrease rapidly from a high initial value. The moment intensity then
decreases gently for the majority of core solidification until the later stages (~95% volume
solid), when it rapidly falls to zero, as expected when the core is completely solidified
(Figure 5.8c).
Combining all of these traits gives the overall behaviour of dynamo field. Initially,
the field is expected to be multipolar as the inner core started to solidify, which will have
lead to a weak field intensity despite the relatively high predicted value of the dipolar
core moment at this time. By the time the recording period of the Imilac meteorite is
reached (starting ~10% of the core volume solidified), the field is expected to be dipolar,
and is predicted to decrease in intensity slightly over this period. The Esquel meteorite
recording period (starting ~80% of the core volume solidified) is predicted to include the
dipolar-multipolar transition, multipolar regime, and eventual solidification of the core.
These events will be manifested in the dynamo field as an initial decrease in the field
intensity to a relatively small value, followed by a very shallowly decreasing intensity
and finally a sharp drop to zero field. Both of these predicted trends agree with the
results extracted from the CZ of the respective meteorite (Figure 5.8, within the errors
of the measurements), implying that the field recorded by the pallasites in this study
results from compositional convection. Despite the good agreement in the measured and
predicted dynamo field trends, the absolute field values calculated half way through the
5.3 Results 145
1 µm
Tet
rata
eni
te r
im
CZ
Figure 5.14: Representative 5 µm field-of-view magnetic pattern of the Brenham met-
eorite. Despite the data appearing qualitatively similar to that of the Imilac and Esquel
meteorites, a significant asymmetry is present in the domains likely resulting from an
astigmatism in the XPEEM or stray fields. All images displayed this e ect, and as a
result the experimental histograms could not be simulated.
mantle are about an order of magnitude less than the nominal values extracted from the
CZ.
5.3.5 Brenham meteorite
XPEEM images of the CZ within the Brenham pallasite meteorite were also measured.
The sample was provided by the Natural History Museum, London, sample number
BM.68725. Unfortunately, despite the results from this meteorite appearing qualitat-
ively similar to those of the Imilac and Esquel meteorites, none of the XPEEM images
passed the selection criteria to be further studied (Figure 5.14). The images displayed a
significant asymmetry to their domain boundaries in the tetrataenite rim, which likely
originates either from an astigmatism in the XPEEM or stray fields emanating from
the sample surface. This e ect was present in the CZ signal too, and meant the fitting
procedure could not produce high quality fits to the experimental histograms (Figure
5.15). However, it is still of interest to consider the observations from this meteorite
in the context of the results of this study. The Brenham cooled relatively quickly (6.2
K/Myr, Yang et al., 2010b), which places it closer to the surface of the parent body than
the Imilac and Esquel meteorites (original depth of ~26 km). The CZ of the Brenham is
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Figure 5.15: Average pixel intensity histograms of the Brenham meteorite. The indi-
vidual histograms from four images were averaged to create each curve in this figure.
The details of these histograms are not expected to reflect the field that magnetised each
region, however the general features (e.g. peak position and symmetry of the curve) can
provide some information about the planetary field.
therefore expected to have recorded the dynamo field from the period before core solid-
ification. Due to the quality of the images, the details of the pixel-intensity histograms
(Figure 5.15) are not expected to reflect the field that magnetised each region. However,
the general features of the histograms can still provide useful information. For example,
the peaks in the pixel intensity histograms are much closer to the origin than those of
the Imilac and are comparable in position to region 6 of the Esquel meteorite. This
observation suggests the Brenham meteorite experienced a weak or zero intensity field,
although the absolute value cannot be accurately constrained.
5.4 Discussion
XPEEM images and µm-scale paleomagnetic analysis demonstrate that the Imilac and
Esquel meteorites experienced fields with intensities typical of those generated by dy-
namo activity (1 - 100 µT). The Imilac meteorite experienced a ~100 µT field that
remained constant over the period studied, and the Esquel meteorite recorded a field
that decreased in intensity down to 0 µT in two discrete steps. Both meteorites were
magnetised by unidirectional fields. Planetary cooling models suggest that the fields re-
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Figure 5.16: Schematic of planetary cooling and the fields generated as the inner core
grows. Time is relative to that of parent body accretion. Immediately before core
solidification, the core will have been liquid (light grey) and was unlikely to have been
convecting. Once the core starts solidifying, light elements (e.g. S) are ejected (dark
yellow arrow) into the surrounding liquid to generate a low-density fluid at the inner-
outer core boundary (yellow layer). This liquid migrates upwards under the e ect of
gravity, resulting in convection (curved yellow arrows) which generates a dipolar field
(black arrows). As the core solidifies further, the field generated becomes multipolar
and decreases in intensity (smaller black arrows). The colour in the mantle qualitatively
depicts the temperature (red: hot, blue: cold).
corded by the Imilac and Esquel meteorites are associated with the early and late stages
of core solidification, respectively. The possibility that this field results from mechan-
ically or thermally-driven convection during this period is discounted, suggesting that
the field was generated by compositional convection resulting from bottom-up inner core
solidification (Bryson et al., 2015, Figure 5.16). This hypothesis was tested by simulat-
ing the temporal evolution of the field intensity resulting from this e ect. During the
recording period of the Imilac meteorite, the predicted intensity decreases slightly from
a relatively high initial value. During the recording period of the Esquel meteorite, the
predicted intensity is expected to decrease, then plateau at a small value and finally fall
to zero. These trends match those derived from the meteorites, suggesting that small
bodies (200 km radius in this study) were capable of generating compositionally-driven
dynamo activity produced by core solidification. The intensity of the simulated field is
about an order of magnitude weaker than that inferred from the experimental images.
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5.4.1 Errors and uncertainties
The most significant source of error in the dynamo field intensity values derived from
the CZ is the volume of the islands when they were magnetised. The main findings in
this study are drawn from the inferred time variations in relative field intensity. Hence,
it is not the uncertainty in the absolute magnetising volume that is crucial, but instead
the change in this volume across the CZ. The magnetising volume could either remain
constant or decrease across the CZ width. Assuming it remains constant produces the
results presented in the Section 5.3.2. If the magnetising volume decreases across the
CZ width, the field intensity values would have to increase over time for the simulated
pixel intensity histograms to recreate their experimental counterparts. Depending on the
extent of the volume decrease, this e ect could cause the inferred field trends to disagree
with those predicted from the dynamo generation model. High-resolution measurements
of the composition of the CZ (Figure 3.8c and d) show that the length of the interface
between the island and matrix phase (equivalent to the diameter of the islands when
they became magnetised) in the Tazewell IIICD iron meteorite decreases by factor of
~0.7 over a distance of 5 µm from the coarsest islands. The width of the whole CZ
depends on the cooling rate of the meteorite, and as the Imilac and Esquel meteorites
cooled more slowly than the Tazewell iron meteorite (inferred from the CZ island size at
the present day, Bryson et al., 2014a; Winfield et al., 2012; Yang et al., 2010b) this factor
is expected to be closer to 1 at an equivalent distance across the CZ in the pallasites.
Also, the largest distance of interest in this study is only 2.25 µm from the coarsest
islands. Hence, it is valid to anticipate only a small decrease in the magnetising volume
across the CZ regions, justifying the assumption of a constant volume used in this study.
Another source of error and uncertainty is the natural spread in peak positions
and shapes of the experimental pixel intensity histograms from equivalent regions in
the di erent XPEEM images from the same meteorite. The properties of the field
were inferred from average histograms calculated from equivalent regions of the di erent
XPEEM images (Figure 5.6). Unfortunately, it is di cult to quantify the exact value of
the error in the inferred field intensities resulting from this e ect, although it is likely to
be±5 - 15 µT. This range is comparable to the error bars already assigned to the intensity
measurements, which correspond to one standard deviation in the intensity values of the
five best fits for each region. There is also an error from the fitting procedure on each
of the field component values, which varied between ±2 - 6 µT depending on the region
and direction. This e ect is relatively small compared to the natural spread in the shape
and position of the histogram.
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There are significant uncertainties in the values of many of the parameters used
in the conductive cooling model and dynamo generation model. The value used for
every parameter is supported by experimental and/or theoretical observations (Elkins-
Tanton et al., 2011; Hevey & Sanders, 2006; Nimmo, 2009; Sahijpal et al., 2007; Tarduno
et al., 2012), but there are large uncertainties on many of them and a lot are not well
constrained for the pressure and temperature regimes in the cores of small bodies. Two
examples of particular note are the core composition and mantle thermal conductivity.
These parameters likely varied from parent body to parent body (e.g. iron meteorite
compositions, Goldstein et al., 2009b, and amount of water in the mantle, Evans et al.,
2014) and will alter the density di erence created by the ejection of light elements during
core solidification and amount of heat extracted towards the surface, respectively. It is
worth noting that changes to these parameters can vary the recording period of each
meteorite and the intensity and nature of the predicted dynamo field at these times.
Another key variable is the initial thermal structure in the planetary cooling model.
In this study, the entire parent body is initially assumed to adopt an isothermal state
at 1600 K, as this is the approximate temperature of the silicate solidus. This thermal
structure produces core cooling rates of 1 - 4 K/Myr prior to core solidification, which are
just su cient (> 1 K/Myr, Nimmo, 2009) to have generated thermally-driven dynamos
from approximately 100 Myr after accretion up to start of core solidification. However,
it has been argued that an isothermal state is not a realistic distribution of heat in
the early stages of a planetary body. Elkins-Tanton et al. (2011) employed the same
conductive cooling model as that used in this study, but included both the position and
time dependence of heat production by the radioactive decay of 26Al. These authors
suggest that thermally-driven dynamo activity should have only occurred for the first
10 - 50 Myr following accretion for a 200-km-radius parent body. This conclusion is
reinforced by other theoretical approaches (Sterenborg & Crowley, 2013). The current
understanding of accretion and planetary evolution is not well developed enough to
be certain about the initial thermal state of small bodies in the early solar. It is clear
however that the time of planetary accretion (and hence the amount of 26Al incorporated
into the parent body) is a key parameter to the amount of heat that ends up in the parent
body. Very early and quick accretion will result in a lot of heat being locked inside the
parent body, which is more likely to result in the isothermal state assumed in this study.
If less heat is incorporated into the parent body (later or slower accretion) the thermal
state resulting in early thermally-driven dynamo activity is more likely. The period of
thermally-driven convection and possibility of dynamo activity immediately before core
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solidification (when the Brenham meteorite in this study and Imilac meteorite in the
study by Tarduno et al., 2012 are predicted to record the field) are therefore both highly
uncertain. In the rest of this study, I will assume that thermally-driven dynamos are
more likely to have operated in small bodies during the first 50 Myr of the Solar System.
This case is supported by more evidence and incorporates a more realistic production
and distribution of heat. Also, for an initial isothermal state, the core cooling rates from
the planetary cooling model are the very lowest values capable of thermally driving a
dynamo and are by no means a guarantee of dynamo activity (only for the lowest degrees
of Ohmic dissipation). However, it should be noted that melt advection and an initial
isothermal state can delay thermally-driven dynamos, and thus have the potential to
explain long-lived fields associated with periods before core solidification. Finally, other
sources of heat (e.g. long-lived nuclides) or variable amounts of short-lived radionuclides
(e.g. 60Fe) have the potential to influence the thermal structure of a parent body and
alter the periods of thermally-driven convection.
Regardless of the initial thermal state of the parent body, the cooling model employed
in this study can still predict the periods during the parent body’s cooling history that
the Imilac and Esquel meteorites recorded the field. By the time the upper mantle had
cooled to the CZ formation temperature, su cient time will have passed for the parent
body to have adopted an ‘onion shell’ thermal structure (decreasing thermal gradient
along the radius of the planet, Trielo  et al., 2003) independent of the initial thermal
state. The absolute time that the upper mantle took to cool to this temperature is
dependent upon the initial thermal structure. However, as the temperature of the core
also depends on this initial state, the CZ is expected to form during the period of inner
core growth regardless of the initial thermal structure. Hence the Imilac and Esquel
meteorites are expected to record the dynamo activity resulting from core growth, and
this observation is una ected by the uncertainty in the initial thermal state of small
bodies in the early Solar System.
Finally, it is not possible to predict the rotational period of the parent body. The
simulated dynamo field trends agree with those observed experimentally for a period
close to 4 hours, and slight variations from this value only change the exact values of
core solidification at which the transitions occur without changing the general behaviour.
This period is similar to those of other small bodies observed at the present day (Nimmo,
2009; Weiss et al., 2010). Hence, it is physically reasonable to assume a rotational period
close to 4 hours, although there is no direct evidence supporting this specific value.
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5.4.2 Planetary field intensity
An obvious discrepancy is present in the values of the field intensity produced by the
dynamo generation model and those extracted from the CZ (from the nominal tetratae-
nite island sizes assumed). This discrepancy can be explained though the amplification
of the primary field by the mantle-hosted metal that constitutes the pallasites. The field
intensities derived from the pallasite parent body (both in this study and the study of
Tarduno et al., 2012) are still in this range predicted to be generated by dynamo activity
but are larger than those measured from most other rocky bodies in the Solar System
(including the surface field of present-day Earth, and the ancient fields generated by
many asteroids, e.g. Vesta, Fu et al., 2012). The most obvious di erence in the struc-
ture of these bodies and the pallasite parent body is the large amount of metal predicted
to reside in the upper mantle of the pallasite parent body, so the influence of this metal is
a logical explanation for the observed field intensities. The degree of magnetisation that
a material obtains in response to an external magnetic field is governed by its relative
permeability, µr. For most silicates this value is ~1, so the intensity of the field within
silicate minerals is approximately identical to that of the applied field. However, within
magnetic materials, µr can be of the order of hundreds of thousands, resulting in large
internal field intensities. The extent of field amplification depends on the specific ma-
terial as well as its morphology. At the CZ magnetisation acquisition temperature, the
mantle-hosted metal will have consisted predominantly of the magnetically soft phases
kamacite and taenite and contain ~10% Ni. From a permeability perspective, this mater-
ial is modelled as pure magnetically-soft Fe with µr ≥ 200 (Brown, 1958); this scenario
provides an upper limit for the extent of field amplification. Two shapes of the metal are
considered: sphere and cylinder. These represent the two extremes in morphologies ex-
pected for the mantle-hosted metal, with cylinders approximating downward-intruding
dykes and spheres approximating isolated pools of metal. For a sphere of pure Fe, the
field intensity within the metal will be three times that of the external field. Treating a
cylinder analogously to a magnetically-soft core in a solenoid, the internal field depends
on the orientation of the field with respect to the long axis of the cylinder. The max-
imum amplification factor occurs when the external field is parallel to this axis, which
increases the field by a factor of µr, in this case 200. Hence, the field experienced by the
CZ in the mantle-hosted metal is expected to be between 3 - 200 times larger than the
field generated by the dynamo. This e ect can therefore result in fields with an intensity
between 30 - 2300 µT and 9 - 640 µT for the Imilac and Esquel meteorite respectively
and field trends that mirror the dynamo field.
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If the volume of the islands at which the magnetisation was recorded were larger than
that implemented in this study, reduced field intensities (in the range typical of rocky
bodies) could recreate the measured pixel intensity histograms. It is possible that future
experiments could identify this increased magnetising volume, which would require the
field intensities presented in Section 5.3.2 to be downscaled accordingly. If this is found
to be the case, the discrepancies between the updated experimental results and the field
intensities presented by Tarduno et al. (2012) could be explained again through the
amplification of the fields by the mantle-hosted, but now by short-range (cm - m length
scale) secondary amplified stray fields generated by the metal immediately surrounding
the olivine crystals. Further, the CZ would be experiencing the primary field rather
than the field resulting from the response of the metal to the dynamo field. One of
the key benefits of obtaining time-resolved dynamo information is the ability to study
the properties of the dynamo despite the lack of certainty in the intensity values; the
principal results of this study are the changes in the relative field intensity as a function
of time, which can then be related to dynamo models.
5.4.3 Planetary field longevity
Thermally-driven dynamo fields are generally considered to have operated on small bod-
ies for approximately the first 10 - 50 Myr after accretion (Elkins-Tanton et al., 2011;
Sterenborg & Crowley, 2013). The results of this study suggest that dynamo activ-
ity driven by compositional convection was present hundreds of millions of years after
accretion. This implies that small bodies may have either displayed dynamo activity
continuously for hundreds of millions of years, or that the dynamo is thermally-driven
initially, then ceases, and restarts once the core starts to solidify (Figure 5.17). The
Brenham meteorite is predicted to have recorded the field during the period where it
may have ceased. Unfortunately, the results from this meteorite in this study are incon-
clusive as to whether a dynamo was generated during this period; if this was the case,
the resulting field was weak. The results of the Imilac meteorite presented by Tarduno
et al. (2012) also sample this time period and display a strong field intensity (~70 µT).
The core cooling rate at this time from the conductive cooling model is ~3.4 K/Myr
which is capable of driving thermal convection according to Nimmo (2009), but only for
low degrees of Ohmic dissipation by the parent body. Alternatively, by slightly altering
the parameters in the cooling model, it is possible to include the recording period of
the olivine crystals in the Imilac meteorite in the period of core solidification. In this
case the dynamo field could be generated by compositional convection. Hence it is not
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Figure 5.17: Schematic of the predicted periods of the di erent dynamo driving mech-
anisms. Time is relative to that of parent body accretion. Initially the dynamo is likely
to have been driven by thermal convection (dark blue) which then fades by 10 - 50 Myr
after accretion (light blue). The dynamo then most likely restarts when the core starts
to solidify resulting in a dynamo that generates a dipolar (dark red) field that transitions
to a multipolar (light red) field near the end of core solidification. The actual times of
events depends on the size of the parent body. It is not certain whether a dynamo was
generated between the thermally and compositionally-driven periods.
possible to conclude with certainty that a dynamo was generated after 50 Myr after
accretion and before the period of core solidification, although it remains a possibility.
Information similar to that recorded by the Brenham meteorite is crucial if a thorough
and complete understanding of the entire history of dynamo generation by small bodies
is to be obtained. The primary results of this study focus on the time period during
core solidification, but both the period before (Brenham meteorite) and after (Glorieta
Mountain meteorite, Yang et al., 2010b) core solidification must be studied to infer the
details of thermal convection, the initial thermal state of asteroids and conformation
of when the dynamo ceased. Full quantitative results from the Brenham meteorite
are predicted to yield field values weaker than those of the Imilac, and the Glorieta
Mountain meteorite should produce field values close to zero, similar to region 6 of the
Esquel meteorite.
5.4.4 Dynamo driving mechanism
There are large degrees of uncertainty in many of the parameters used in the models
implemented in this study and the dynamo scaling laws are derived empirically from
numerical models with parameters di erent to those relevant to the interior of small
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bodies. Despite these caveats, the results of this study are fully consistent with a dy-
namo driven by the ejection of light elements during bottom-up inner core solidification.
Despite this mechanism having been demonstrated as theoretically capable of generating
dynamo activity on small bodies (Nimmo, 2009), prior to this study, there have been no
experimental observations of fields generated by this mechanism and the ability of small
body cores to solidify in the required fashion has been uncertain (Williams, 2009). This
study is therefore part of a growing body of evidence (Haack et al., 1990; Laneuville
et al., 2014; Nimmo, 2009; Williams, 2009; Yang et al., 2010a) suggesting that, not only
did small bodies contain cores, but they convected and solidified in a manner similar to
that of the Earth.
Paleomagnetic measurements on meteorites have previously only been suggested to
relate to thermally-driven dynamo activity, which is ine cient (hence was unlikely to
have been widespread) and could only have acted for the first 10 - 50 Myr of the Solar
System. The results of this study suggest that compositionally-driven dynamo activity
were generated in outwardly solidifying small body cores approximately 50 - 200 Myr
(depending on parent body radius) after the initial thermally-driven dynamos, and that
these later fields were extremely easy to generate (generated by core cooling rates as low
as 0.001 K/Myr), so would likely have been widespread. From the fields inferred from the
pallasites in this study, this dynamo field was relatively constant in both direction and
intensity, acted for almost the entire period of core solidification (25 - 150 million years)
and were capable of displaying both dipolar and multipolar moments. These conclusions
imply a second epoch of dynamo activity across a large fraction of di erentiated small
bodies (those that solidified from the bottom-up) in the early Solar System, and can
help explain observed long-lived dynamo activity on other parent bodies, e.g. the Moon
(Laneuville et al., 2014).
The thermochemical and dynamic planetary information inferred in this study has
remained elusive to prior paleomagnetic studies on meteorites. These previous measure-
ments correspond to snap-shots of intensity of dynamo field at the time of remanence
acquisition, which limits the breadth of information these measurements can provide.
The dynamo driving mechanism and evolution of the thermochemical conditions of the
pallasite parent body identified in this study highlight the kind of information that can
be obtained through time-resolved records of dynamo activity. These records could be
measured for a large number of meteorites groups and be used to investigate a wide
range of planetary phenomena, and are set to elucidate our understanding of the early
thermochemical evolution of planetary bodies in the early Solar System.
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5.5 Summary and Conclusions
• Many small bodies apparently generated planetary fields in the early Solar System,
indicating that they contained convecting molten metallic cores. The processes
governing this convection are, however, yet to be deduced from these measurements
and hence many fundamental questions regarding dynamo activity and the ther-
mochemical conditions of small bodies in the early Solar System are unanswered.
• XPEEM images of the CZ in the Imilac and Esquel pallasite meteorites were cap-
tured and used to investigate the temporal evolution of the field generated by their
parent body. The properties of the field were deduced through comparisons of the
measured CZ XPEEM signal and that predicted from a simulated nanostructure
populated with variable proportions of the possible magnetisation directions.
• The field recorded by both meteorites was unidirectional. The field intensity re-
corded by the Imilac meteorite was roughly constant across the period studied at
a value of ~100 µT. The field intensity recorded by the Esquel meteorite decreased
from a high initial value down to a plateau at ~30 µT before finally decaying to 0
µT. The absolute intensity values are relatively uncertain, but the observed trends
and relative intensities are reliable.
• By modelling the conductive cooling of a 200-km-radius parent body, the Imilac
and Esquel meteorites are shown to record the field associated with the early and
late stages of core solidification, respectively. The cooling rate at this time was
calculated and shown not to permit thermally-driven convection of the core liquid.
• The properties of the core magnetic moment and field generated by the ejection of
light elements (e.g. S) across the period of core solidification were calculated. The
core dipolar magnetic moment is predicted to drop o  rapidly from a high initial
value, and then decrease gently for the the rest of core solidification until the very
latest stages when it drops suddenly to zero. The resulting field is predicted to
be multipolar in the early and late stages of solidification, and be dipolar in the
intervening period. The field intensity is expected to decrease by a factor of up
to 20 when transitioning from dipolar to multipolar. The dynamo is expected to
shut o  slightly before complete core solidification, when the convective motion of
the core fluid no longer generates a dynamo.
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• The Imilac meteorite is predicted to have recorded a dipolar field that only de-
creased slightly in intensity. The Esquel meteorite is predicted to record the late
dipolar-multipolar transition, multipolar regime and eventual shut down of con-
vection. These events will be manifested in the dynamo field as a decrease to a
relatively weak field intensity, followed by a very shallowly decreasing intensity,
and finally a drop o  to zero field. The field properties inferred from both met-
eorites agree with their predicted traits, implying that the field was generated by
compositional convection resulting from bottom-up core solidification.
• The results of this study are the first experimental evidence that fields can be gener-
ated by bottom-up core solidification on small bodies. Paleomagnetic observations
of meteorites have only previously been suggested to relate to thermally-driven
dynamo activity, which is ine cient (so was likely only present on a handful of
bodies) and is generally considered to have only acted during the first 10 - 50 Myr
after accretion. The results here relate to the field generated during core solidifica-
tion which will have acted hundreds of Myr after accretion. Given the e ciency of
this mechanism (dynamo generated for cooling rates as low as ~0.001 K/Myr), the
majority of outwardly solidifying small body cores likely generated this dynamo
activity, implying a second and widespread epoch of intense and long-lasting mag-
netic activity in the early Solar System. The possibility of cores that solidified
from the top-down also contributing to the activity of this epoch is assessed in
Chapter 6.
Chapter 6
Magnetic Activity Associated with
Top-down Core Solidification on the
IVA Meteorite Parent Body
6.1 Introduction
The iron meteorites are generally considered to originate from the cores of small plan-
etary bodies (Chabot & Haack, 2006), which, due to both the insulation provided by
a silicate mantle and the release of latent heat during solidification, are expected to
have cooled slowly (<100 K/Myr, Goldstein et al., 2009b). However, both the widths
of the kamacite lamella (Goldstein et al., 2009a) and CZ island size (Yang et al., 2008)
measured from the IVA iron meteorites suggest that their parent core cooled unchar-
acteristically quickly (100 - 6600 K/Myr, Yang et al., 2007). Planetary cooling models
have demonstrated that cores within a conventional planetary geometry cannot cool at
these fast rates (Goldstein et al., 2009a), leading Yang et al. (2007) to propose that the
IVA meteorites are samples of a body 150 ± 50 km in radius that was composed entirely
of metal. The expected chemical and physical properties of a purely metallic body are
consistent with the cooling rates (Wang et al., 2004) and geochemistry (Moskovitz &
Walker, 2011) of the IVA meteorites, and also match the measured density, composition
and surface properties (Baer et al., 2011; Matter et al., 2013; Shepard et al., 2008) of
the extant m-type asteroid 16 Psyche, suggesting that the IVA meteorites are samples
of this (or a similar) body (Yang et al., 2007).
It is generally believed that the only way to accumulate enough metal from the
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original chondritic material that first formed in the solar system to produce a Psyche-
sized body is through planetary di erentiation. In this model, metallic asteroids were
once cores within a conventional planetary geometry, which, at some point in their his-
tory, must have been liberated from their overlaying mantles. Recent models (Asphaug,
2010; Elkins-Tanton et al., 2014) propose this separation was achieved through collisions
between (two or more) asteroid-sized bodies. If a smaller (~250 - 300 km radius) di er-
entiated body collides with a larger body (~10 times the mass of the smaller body) at
a glancing angle (hit-and-run collision), the mantle of the smaller body will be incor-
porated into the larger body, while its core will be scattered into space. This metal can
subsequently recoalesce under gravity to form a body the size, density and composition
of a metallic asteroid (Asphaug et al., 2006; Elkins-Tanton et al., 2014). Metallic as-
teroids therefore represent a unique opportunity to study and observe directly an intact
planetary core. As metallic asteroids were once cores, and the processes investigated in
this study are applicable to cores still within their original bodies, hereafter I will use
these terms interchangeably.
The majority of core solidification studies (and the dynamo activity resulting from
this process) have focussed on the Earth (Gubbins, 2008), where the structure and
properties of the core are supported by geophysical observations (Nimmo, 2007) and nu-
merous (time-resolved) paleomagnetic records of the resulting field (e.g. Tarduno et al.,
2014) have been measured. This wealth of information has allowed accurate and robust
models of the planetary field resulting from bottom-up solidification to be established
(Olson & Christensen, 2006, Chapter 5). On the other hand, both the solidification and
dynamo generation mechanisms associated with top-down core solidification are highly
uncertain, due principally to a lack of bodies known to solidify in this manner. Top-down
solidification has only been predicted to occur within some small bodies (the largest be-
ing Ganymede, Hauck et al., 2006, and the Moon, Laneuville et al., 2014) where the
pressure and temperature can cause the relative slopes of the melting curve and adiabat
to result in initial core solidification at the core surface. However, the sulphur content
of the core also heavily influences its solidification, and small changes in the parameter
can alter the direction of this process (Williams, 2009). Although the compositions
of the iron meteorites are relatively well studied (Goldstein et al., 2009b), the original
pre-solidification sulphur content is di cult to determine from present day geochemical
measurements as sulphur is excluded as the metal solidified. As a result, our knowledge
of top-down solidification is extremely limited (Hauck et al., 2006; Williams, 2009).
Due to their direct contact with space, metallic asteroids are expected to have cooled
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rapidly and solidified from the top-down. The IVA meteorites are therefore capable of
providing reliable information regarding this process (e.g. Yang et al., 2007). Des-
pite their fast cooling rates, these meteorites still contain the CZ (albeit with very
small tetrataenite islands, Goldstein et al., 2009a), and could therefore have recorded
the magnetic activity generated by the deeper liquid as their parent body froze. The
IVA meteorites could therefore illuminate our understanding of the mechanisms of top-
down solidification (Williams, 2009), unconventional mechanisms of dynamo generation
(Hauck et al., 2006) and the role of impacts during in planetary formation (Asphaug,
2009; Asphaug & Reufer, 2014).
The dynamo generation mechanisms associated with top-down and bottom-up so-
lidification are expected to di er greatly (Hauck et al., 2006). For example, although
solidification will involve the ejection of light elements regardless of where it occurs in
the core, the resulting change in liquid buoyancy during top-down solidification cannot
directly drive dynamo activity (like it does for bottom-up solidification) as this liquid
is not generated at depth in the core liquid. In this study, I will consider four possible
mechanisms of top-down core solidification and resulting convection (Figure 6.1); the
changes in buoyancy associated with FeS formation are not considered as this mechan-
ism is inconsistent with the measured compositions of the IVA meteorites (Goldstein
et al., 2009b). The chemical trends measured in the IVA meteorites (Yang et al., 2007)
suggest that they originate from a part of the core that solidified from the top-down, so
a metal shell at the surface of the core is included in all of the mechanisms considered
here.
1. Mechanism 1: thermally-driven convection during concentric top-down solidific-
ation. This mechanism is associated more with metallic asteroids than mantled
cores because of the fast cooling rates required for thermally-driven convection.
The initial thermal structure and large heat flux out of a metallic asteroid will
generate thermal convection in the core liquid, which, if the cooling rate is fast
enough (Nimmo, 2009), could persist during solidification despite the release of
latent heat (Figure 6.1a).
2. Mechanism 2: top-down dendritic growth. This mechanism concerns both mantled
cores and metallic asteroids. During top-down solidification, light element ejection
lowers the freezing temperature of the liquid immediately beneath the solid shell,
which, in turn, reduces the shell’s growth rate (Hauck et al., 2006; Williams, 2009).
If the solid-liquid interface is uneven, parts of the shell will extend (partially)
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Figure 6.1: Schematic of the solidification and dynamo generation mechanisms of top-
down core solidification considered in this study. a) The release of light elements (straight
yellow arrow) will slow the rate of concentric top-down solidification, potentially allowing
for thermally-driven convection (red and blue arrows). b) Dendrites could grow down-
wards (black arrow) from solid metal shell and release light elements (straight yellow
arrows) deep in the core, resulting in compositional convection (curved yellow arrows).
c) Fe-Ni crystals could solidify at the surface of the core and subsequently sink into a
hotter liquid where they may remelt, generating an Fe-rich layer midway through the
core (red-brown layer). Sinking islands could drive convection in the upper part of the
core (curved yellow arrows), and sinking Fe-rich liquid could drive convection in the
lower part of the core (curved red-brown arrows). The depth of remelting will move
downwards as the core cools (black arrow). d) Simultaneous inner core growth could
eject light elements, generating compositional convection (yellow curved arrows).
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through the light-element rich liquid layer into a liquid with a relatively high
freezing temperature. These solid regions are therefore expected to extend as the
core cools, forming dendrites that have been postulated to stretch to the centre
of the core (Chabot & Haack, 2006). As these dendrites grow, they eject light
elements at depth in the core, which could lead to compositional convection and
dynamo activity (Figure 6.1b).
3. Mechanism 3: Fe-snow. This mechanism involves the initial solidification of isol-
ated crystals of nearly-pure Fe-Ni at the core surface. These crystals will have
been denser than their surrounding liquid, so will have sunk towards the centre
of the core soon after they formed. Depending on the temperature and compos-
ition of the deeper core liquid, these crystals could have remelted, releasing Fe
at depth in the core (Ruckriemen et al., 2014). This compositional stratification
is gravitationally unstable and the heavy Fe-rich liquid is expected to have sunk
towards the centre of the core, generating convection. Hence, the Fe-snow model
consists of two potential layers of convection: one driven by sinking crystals nearer
the surface of the core, and one driven by sinking Fe-rich liquid nearer the centre
of the core (Figure 6.1c). The point of remelting is expected to move downwards
as the core cooled, up to the point where the crystals were able to sink through
the entire core, where they could accumulate and act as an inner core nucleus.
The likelihood that Fe-snow produced a planetary field depends on the speed that
the crystals fall through the core liquid, the depth of remelting and the density
changes associated with Fe crystal solidification and melting.
4. Finally, the core could also solidify from the bottom upwards (Laneuville et al.,
2014). If the pressure is su cient, the core could solidify simultaneously from the
top-down and bottom-up, which could result in compositional convection through
the release of light elements at depth in the core, similar to the pallasite parent
body (Chapter 5) and the Earth (Figure 6.1d).
Despite a significant proportion of small body cores potentially solidifying (at least
partly) from the top-down (Williams, 2009), and this type of solidification being invoked
to explain both the presence and the absence of dynamo activity at the present day on
Ganymede (Hauck et al., 2006) and the Moon (Laneuville et al., 2014), respectively, the
mechanism of top-down solidification on small bodies is still a completely open question.
In this chapter, I will present XPEEM images and µm-scale paleomagnetic analysis of the
CZ within the Bishop Canyon and Steinbach IVA meteorites to elucidate the processes
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Figure 6.2: Optical microscopy image of the Steinbach meteorite after etching. The
three interfaces studied are highlighted. The plessite adjacent to each interface has a
di erent structure: A: black plessite; B: martensitic plessite; C: no plessite. A pyroxene
crystal is present in the bottom right.
involved in top-down solidification and dynamo generation. Although the data presented
here only correspond to a small and limited sampling of the dynamo activity, it is the
first reliable observation of ancient fields generated during top-down solidification and I
will attempt to infer as much information regarding this process as possible.
I will show that top-down solidification was capable of generating dynamo activity.
The properties of the resulting field were deduced from XPEEM images of the CZ
adjacent to three separate kamacite lamellae (Figure 6.2) in the Steinbach meteorite.
The field intensity cannot be well constrained, but is shown to be >~100 µT (possibly up
to ~1 mT). The field orientation was unstable and reversed during the brief recording
period sampled in this study, which provides tight constraints on the nature of the
dynamo activity. Through dynamo generation models, thermally-driven convection is
discounted as the mechanism of field generation despite the large heat flux out of an
unmantled core. These models also demonstrate that the reversing field required Fe-snow
solidification, either to generate the field directly or to produce the chemical stratification
required for bottom-up solidification to generate the field. The majority of bodies with
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cores that solidified from the top-down will have been mantled and hence will have
cooled slower than the IVA parent body. As the dynamo driving mechanisms identified
in this study are a form of compositional convection, these mechanisms could still have
generated fields within these mantled cores, implying that the majority of top-down
solidifying small body cores will have generated magnetic activity.
6.2 Experimental Methods and Simulations
6.2.1 Sample classification and experimental details
The Bishop Canyon and Steinbach meteorite samples were provided by the Natural
History Museum, London, sample numbers BM.1926,472 and BM.35540, respectively.
These two meteorites were chosen for study as they cooled at di erent rates (Bishop
Canyon: 2500 K/Myr, Steinbach: 150 K/Myr, Yang et al., 2008) and display signific-
antly di erent island sizes (Bishop Canyon: 12 nm, Steinbach: 29nm, Goldstein et al.,
2009a), so could have originated from di erent depths in the parent body and recorded
di erent periods of dynamo activity. Both samples contain numerous, fine-scaled kama-
cite lamellae, and the Steinbach meteorite sample contains multiple pyroxene crystals
(Figure 6.2). Both samples were cut and polished for XPEEM measurements, which
were performed at the BESSY II synchrotron at the UE49 end station using a 10 kV
high voltage. The magnetically soft layer induced by polishing was removed by Ar ion
sputtering under ultra-high vacuum (Bishop Canyon: 13 hours at 1.2 keV, followed by
3 hours at 0.8 keV, followed by 1 hour at 0.4 V; Steinbach meteorite: 9.5 hours at 1.2
keV, followed by 9 hours at 0.8 keV, followed by 1.5 hours at 0.4 keV). Due to the fast
cooling rates of the IVA meteorites, they display the smallest tetrataenite islands of any
meteorite group studied (Goldstein et al., 2009b). As a result, the CZ is very susceptible
to alteration through shock reheating; 5 of the 16 meteorites studied by Goldstein et al.,
2009a did not contain the CZ due to this e ect. The Steinbach and Bishop Canyon both
display shock levels <13 GPa, classifying them as low-shock meteorites (Goldstein et al.,
2009a). The magnetisation of the CZ was imaged at various points around the Bishop
Canyon meteorite, and systematically along the lengths of three parallel interfaces in
the Steinbach meteorite (Figure 6.2).
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6.2.2 Image simulation and field deduction
A similar approach to that implemented in Section 5.2.2 was used to deduce the proper-
ties of the field experienced by the Steinbach meteorite. The XPEEM images of the three
interfaces studied were treated separately. The quality of each of image was assessed
and only images free of charging, oxidation or beam drift were further studied. These
selection criteria resulted in 9, 10 and 9 images for interface A, B and C, respectively.
The CZ in the Steinbach meteorite was a minimum of ~1 µm wide, so no attempt was
made to extract multiple regions across its width. Instead, the pixel intensity histogram
from one 90-nm-wide region was extracted from the CZ immediately adjacent to the tet-
rataenite rim of each image, and an average histogram representative of each interface
was generated.
As the IVA meteorites cooled quickly, the structure of their CZ could di er from
that of the pallasites and IIICD iron meteorites. In particular, the fraction of the
island diameter corresponding to size of the islands when they recorded the field may be
di erent from the value of 0.25 - 0.35 used in Chapter 5. Currently, there is no reliable
way of estimating this value for the IVA meteorites, so the island volume at the present
day (corresponding to a diameter of 29 nm for the Steinbach meteorite, Goldstein et al.,
2009a) was used to calculate the proportions of the possible magnetisation directions.
Although this is an unrealistic value for this parameter (see Section 5.2.2), it provides
the absolute lower estimate for the field intensity.
The properties of the field recorded by each interface were inferred by comparing the
pixel intensity histograms from simulated CZ nanostructures with those of their exper-
iment counterparts. The simulated nanostructures consisted of 800 islands populated
directly with the average XPEEM intensities of each of the six possible magnetisation
directions extracted from the tetrataenite rims of each image. For a present-day mag-
netising volume, high-quality fits to the experimental histograms could be generated for
initial field intensities (found by the manual trial-and-error method, blue box Figure 5.2)
between 50 - 200 µT. These values were found not to vary once they had been optimised
with the full least-squares fitting procedure (red boxes, Figure 5.2). Hence, this step
was not performed in the analysis, and instead only the directions that best recreated
the experimental data for each of the initial field intensities were deduced (orange boxes,
Figure 5.2). The average simulated histograms were also calculated from six sets of sim-
ulated nanostructures, rather than three. Because of the small island sizes, the easy axis
had to be clustered to the same degree as that in Chapter 4 for the Tazewell meteorite
to accurately reproduce the experimental pixel intensity histograms.
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Figure 6.3: Schematic of the layered structure and nomenclature used in the top-down
solidification models. rsol is the radius of the solid part of the core; for thermal convection
and bottom-up solidification this corresponds to the radius of the metal shell, and in
Fe-snow this corresponds to the thickness across which the Fe crystals sink.
6.2.3 Dynamo generation models
To investigate the mechanisms of top-down solidification, the dynamo activity generated
during each of the four solidification mechanisms outlined in Section 6.1 was modelled.
The nomenclature in all of the equations used in these models is the same as in Chapter
5, and, except where stated explicitly, the values of the parameters are the same as in
Table 5.1.
Mechanism 1 involves thermally-driven convection, so the crucial parameter govern-
ing the dynamo activity is the liquid cooling rate with the latent heat from top-down
solidification incorporated. In the model implemented in this study, the heat flux driving
solidification, Qliq, was taken as that across the growing solid metal shell at the surface
of the core. Although in reality the critical heat flux is that across the solid-liquid in-
terface, the temperature of the metal shell adjacent to the liquid is unknown, so this
parameter could not be calculated. However, given the large thermal conductivity of
metals, the heat flux across the entire metal shell is likely similar to that across the
solid-liquid interface, and as the temperature of space is constant and that of the core
liquid are expected to only vary slightly, this gradient was used to calculate Qliq:
Qliq = 4ﬁrcf 2topkm
—T
(1≠ ftop) (6.1)
where ftop = rliq/rc, rliq is the radius of the liquid, rc is the radius of the core (150 km,
Figure 6.3) and —T is the temperature di erence between the liquid and space (950 K).
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km is the thermal conductivity of the solid metal, which is assumed to adopt a value
similar to that of meteoritic metal at room temperature, 35 W m≠1K≠1 (Opeil et al.,
2010); implementing this value provides conservative estimates of critical values of ftop
that permit thermally-driven dynamo activity. Equation 6.1 is equated to Equation 5.5
(modified to account for top-down solidification) to yield the predicted liquid cooling
rate, ˆTliqˆt , during top-down solidification:
ˆTliq
ˆt
=
A
ftop
1≠ ftop
B2 2kmTc— T (—≠ 1)
ﬂLcD2
(6.2)
In this case,   must adopt a value less than unity (nominally 0.8 in this study) for
initial solidification at the top of the core (Nimmo, 2009).
The cooling rates and convection associated with Mechanism 2 cannot be modelled
using the thermodynamic approach and empirical power laws described by Nimmo (2009)
and Olson & Christensen (2006). These models assume the structure and chemistry of
the core are spherically-symmetric and only vary with depth through the core. The
positions, number and depth of dendrites could vary around the core, so the cooling
rates and convection resulting from dendritic growth could be heterogenous, and would
therefore require full 3D numerical models to simulate (see Olson & Christensen, 2006
for references). This approach is beyond the scope of this study and hence the resulting
dynamo activity was not modelled.
Both potential convection regimes for Mechanism 3 (sinking Fe crystals nearer the
surface of the core, and sinking Fe-rich liquid formed by remelting nearer the centre of
the core) are considered. The terminal sinking velocity of the Fe crystals is governed
by the Stokes sinking velocity, so will depend critically on both the size of the crystals
and and the viscosity of the liquid. For the exposed IVA parent core, the surface liquid
will have cooled rapidly, resulting in small Fe crystals and a relatively viscous shallow
core liquid, both of which imply a slow terminal sinking velocity for the Fe crystals.
The convection generated by this process therefore lacks a vital requirement for dynamo
activity, and hence is not considered further. Given their small size, the crystals are also
likely to remelt rapidly once they enter the deeper, warmer core liquid.
The convection driven by sinking Fe-rich liquid formed on remelting acts across a
thickness d = rliq = rc≠rtop in the lower part of the core (Figure 6.3). As the morphology
and rates of solid growth are significantly di erent from that of a solid inner core, the
same approach in Chapter 5 to calculate the growth rate of the solid cannot be used.
Instead, the magnetic parameters are calculated for a range of realistic buoyancy flux
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values accounting for the large expected heat flux out of an unmantled core.
The gravitational force driving convection is evaluated at the radius of crystal melting
(rliq), thus the flux-based Rayleigh number, RaQ,liq:
RaQ,liq =
Fb
(1≠ ftop)r2liq 3
= 4ﬁGF3ftoprc(1≠ ftop) 3 (6.3)
where F = ˆrFeˆt —ﬂ, rFe is the radius of the Fe crystals and —ﬂ is the density contrast
between the deep core liquid and Fe-rich liquid formed on remelting. From the flux-based
Rayleigh numbers, the local Rossby number (Equation 5.14) and magnetic Reynolds
number were calculated for the entire range of ftop. The resulting core magnetic moment
and field intensities are not calculated given the large uncertainty in both magnetising
volume of the tetrataenite islands and the field intensity inferred from the CZ (see Section
6.3.2).
Mechanism 4 is investigated using the approach described in Section 5.2.4. The exact
timings and rates of top-down and bottom-up solidification are di cult to estimate, so
an extremely simple approach is implemented in this study. In this model, the heat
flux out of the core and growth rate of the inner core are calculated for a constant
metal shell thickness, and these values are then used to calculate the buoyancy flux,
magnetic Reynolds and local Rossby numbers (Equation 5.14) for a range of realistic
values of the density contrast generated by the ejection of light elements. For each value
of the density contrast, the properties of the field were calculated for the entire range
of possible shell thickness values, from zero up to the radius of the core. Although, in
reality, the core likely solidified simultaneously from the top-down and bottom-up, this
model incorporates the two important factors of the (albeit weak) insulating e ect of the
metal and the latent heat generated during solidification. Again, the magnetic moment
of the core and resulting field intensities are not calculated.
6.3 Results
6.3.1 Direct observations
6.3.1.1 Bishop Canyon meteorite
The XPEEM images of the Bishop Canyon meteorite display large, weakly magnetic
domains in the CZ, as opposed to the small, strongly magnetic domains observed in
the pallasites and Tazewell IIICD iron meteorite (Figure 6.4). These domains tend to
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Figure 6.4: 5 µm field-of-view XPEEM images of the kamacite, tetrataenite rim and CZ
of the Bishop Canyon meteorite. a) and b) are representative images of the magnetic
pattern associated with lamellae at two of the possible orientations in the Widmanstätten
microstructure. The boundaries between the phases have been included as black lines.
run parallel to the interfaces, although some meander and contain short sections that
run perpendicular to the interface. This type of domain pattern was observed at all CZ
locations studied, including lamellae at all possible orientations in the Widmanstätten
microstructure (two examples in Figure 6.4a and b). As this domain pattern bears no
resemblance to a collection of underlying nm-scale islands, these images were not treated
quantitatively and no attempt was made to deduce the properties of the field experienced
by the Bishop Canyon meteorite.
6.3.1.2 Steinbach meteorite
The XPEEM images of the Steinbach meteorite are qualitatively similar to those of the
Tazewell (Chapter 4), Imilac, Esquel and Brenham (Chapter 5) meteorites. The details
of the CZ magnetic domain pattern vary between the three interfaces studied (Figure
6.5). The CZ at interface A contains a very narrow region of intergrown positive and
negative domains immediately adjacent to the tetrataenite rim, and a uniform magnet-
isation among the finer CZ islands further from the rim. The CZ at interface B and C
displays a wider region of small, intergrown domains among the coarse CZ, and some
images display a uniform magnetisation among the intermediate CZ islands and a sim-
ilar pattern of weakly magnetic, meandering domains among the finest islands to those
observed in the Bishop Canyon meteorite. As the observed domain patterns among the
coarsest islands all bear a resemblance to a collection of non-interacting tetrataenite
islands, µm-scale paleomagnetic analysis was performed on these images.
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Figure 6.5: 5 µm field-of-view XPEEM images of the kamacite, tetrataenite rim, CZ and
plessite representative of each of the three interfaces studied in the Steinbach meteorite.
The boundaries between the phases have been included as black lines. Grey boxes
correspond to the regions used in µm-scale paleomagnetic analysis. The images for
interface A display a uniform signal among the fine CZ islands. Some images of interface
B and C display a similar uniform signal among their intermediate islands, and a domain
pattern similar to the Bishop Canyon meteorite (Figure 6.4) with weakly magnetic,
meandering domains among the finest islands (boundaries marked by dashed lines).
-0.2 -0.1 0.0 0.1 0.2
Pixel intensity
 Experiment
 Simulation
-0.2 -0.1 0.0 0.1 .
Pixel Intensity
35x10-3
30
25
20
15
10
5
0
No
rm
ali
se
d 
fre
qu
en
cy
-0.2 -0.1 0.0 0.1 .
Pixel intensity
Interface A Interface B Interface C
.
Figure 6.6: Average histograms extracted from the XPEEM images of the three interfaces
(solid lines). An error of ±1sv calculated from all of the images studied for each interface
is included. The peak is at negative values for interface A and B and at a positive value
for interface C. The simulated histogram corresponding to lowest q2value for an initial
field of 100 µT field is included for each interface (dashed line).
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Figure 6.7: Average and standard deviations of the 30 directions with the lowest q2
values for all three interfaces and initial field value between 50 - 200 µT. The average
q2 values for interface B are the lowest of all three interfaces at all initial field intensity
values, and the q2 value is a minimum at an initial field value of 100 µT.
6.3.2 Steinbach meteorite paleomagnetism
The properties of the field recorded by the Steinbach meteorite were deduced through
comparisons of simulated and experimental pixel intensity histograms (Figure 6.6). The
histograms for interface A and B both have peaks at negative pixel intensity values,
while that interface of C has its peak at a positive value. Due to the small CZ island
size in this meteorite, the three pixel intensity histograms are all narrower, contain fewer
distinguishing features and have peaks closer to the origin than those of the Imilac and
Esquel pallasites (Figure 5.6). As a result, a wide range of initial field intensities (50 -
200 µT) could all produce simulated curves that matched the experimental histograms.
At a given field value, the directions that produced high quality fits displayed a relatively
large degree of scatter, so the 30 field components with the smallest q2 values had to be
used to produce the average and spread in remanence vector direction for each interface
(Figure 6.7); in each case, these 30 q2 values are all less than the arbitrary cut-o  value
for a good fit (q2 < 10-3). The q2 values for interface B are the lowest of all three
interfaces at all initial intensity values, and the q2 for interface A and C are both at a
minimum at an initial intensity of 100 µT. These trends suggest that the intensity of
the field experienced by the Steinbach meteorite was certainly >50 µT, and likely ~100
µT. Within the capabilities of the fitting procedure, the field intensity also appears to
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Figure 6.8: The 30 field components with the lowest q2 values and average directions
for all three interfaces for initial field intensities between 50 - 200 µT. The antipodal
error ellipse for interface C has been included for each field value. For initial intensities
between 50 - 150 µT, the average field orientations are self-consistent for interface A and
B, and interface C is antipodal to this direction.
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be roughly constant across all three interfaces.
For initial intensities between 50 - 200 µT, the 30 directions with the lowest q2
values fell into relatively large clusters (Figure 6.8). For initial intensities of 150 and
200 µT, these directions tend form relatively narrow bands around the stereoplot, with
the average directions orientated along the centre of these bands, rather than among the
points themselves. For initial field intensities between 50 - 150 µT, the average directions
for interface A and B are self-consistent, while the direction for interface C is antipodal
to this direction (Figure 6.8). For an initial field intensity of 200 µT, the directions for
interfaces A and C are antipodal, and the direction for interface B is inconsistent with
that of either interface A or C.
6.4 Discussion
Assuming a present day magnetising volume for the tetrataenite islands, µm-scale pa-
leomagnetic analysis of XPEEM images of the Steinbach meteorite demonstrate that
three separate interfaces recorded an approximately constant intensity of >50 µT, and
likely close to 100 µT. In this intensity range, the direction of the field experienced by
two interfaces is self consistent, while the field experienced by the third interface is anti-
podal to this direction. The XPEEM images of the Bishop Canyon display an unfamiliar
magnetic domain pattern.
6.4.1 Bishop Canyon meteorite
Despite TEM observations of Ni-rich islands within the the CZ of the Bishop Canyon
meteorite (Goldstein et al., 2009a), the magnetic domain pattern of this region bears no
resemblance to an underlying collection of magnetically hard nm-scale islands. Instead
the CZ contains large, meandering domains that bleed from the CZ into the kamacite
across the tetrataenite rim, typical of a magnetically soft phase (e.g. that displayed by
the kamacite). If the tetrataenite islands are chemically disordered they are expected to
be magnetically soft (Barpanda et al., 2009), and if they are strongly interacting, large
domains could be observed within the CZ. The Bishop Canyon meteorite cooled at 2500
K/Myr, making it one of the fastest cooled IVA meteorites (Yang et al., 2008), so it is
feasible that this meteorite cooled slowly enough for islands to form, but too quickly
for them to chemically order. It is also possible that the islands cooled slowly enough
to chemically order, and disordering is the result of slight reheating from shock (likely
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the collision that liberated the Bishop Canyon meteorite from the IVA parent body).
The finest islands in the Steinbach meteorite display a similar domain pattern, and as
these islands formed at lower temperatures than the coarse islands, it is possible that
these islands are yet to order. Coupled with the low shock levels observed in the Bishop
Canyon meteorite, (Goldstein et al., 2009a), this observation demonstrates that kinetics
can control the magnetic domain pattern that forms, reinforcing the fast cooling rate of
the Bishop Canyon meteorite as the origin of the lack of tetrataenite.
The intensity of the XPEEM signal in the CZ of the Bishop Canyon meteorite is
reduced compared to that in the kamacite and plessite. The saturation magnetisation of
disordered 50%Fe-50%Ni is expected to be similar to that of these phases (James et al.,
1999), so the reduced magnetisation likely relates to the magnetisation of the matrix
phase. As discussed in Chapter 3, the matrix phase appears to be only partially ordered
in the fine CZ of slower cooled meteorites (Bryson et al., 2014a), so it is feasible that the
matrix could be completely disordered in the fast-cooled IVA meteorites. Disordered fcc
75%Fe-25%Ni is expected to be paramagnetic (James et al., 1999), consistent with the
observed reduced XPEEM signal of the CZ. This nm-scale magnetic configuration does
not permit direct island-island exchange interactions (similar to those among the fine is-
lands in the Tazewell meteorite, Bryson et al., 2014a), hence the large magnetic domains
are likely to result from magnetostatic interactions. This type of interaction has been
shown to act only among closely-packed islands (Evans et al., 2006), similar to those ob-
served in the faster-cooled IVA meteorites, and can result in magnetic super-structures
larger than the underlying microstructural features (Harrison et al., 2002). Magnetic-
ally soft and strongly interacting nm-scale islands are notoriously poor paleomagentic
recorders (Dunlop & Özdemir, 1997), hence the CZ within other fast-cooled (certainly
>2500 K/Myr) meteorites are unlikely to provide reliable paleomagnetic information
(e.g. the Acapulcoites and Lodranites, McCoy et al., 1996).
6.4.2 Steinbach meteorite paleomagnetism
6.4.2.1 Planetary field intensity
The intensity of the field experienced by the Steinbach meteorite was calculated using a
present day magnetising volume. As discussed in Section 5.2.2, this is an unrealistic value
for this parameter, but provides a reliable estimate of the lowest possible intensity value
of the field. From the fraction of the island radius corresponding to the magnetising
volume in the Tazewell meteorite (Section 5.2.2), the critical radius could have been
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less than half of that observed at the present day. Implementing this island size would
require an increase in the field intensity at least a factor of 8 producing a likely field
intensity >800 µT, far greater than the values typically associated with planetary fields
(Weiss et al., 2010).
This large inferred field intensity should not necessarily come as a surprise given
the nature of the IVA meteorite parent body. The intensity of the magnetic field is
proportional to the heat flux out of the core (Stevenson, 2003), which, given the lack
of an insulating mantle, is expected to have been large for the IVA parent body. Also,
the metal shell from which the IVA meteorites originate could display a steep thermal
gradient, allowing the material that constitutes the IVA meteorites to originate from
a region close to the convecting liquid when it recorded the field. The field intensity
close to the core (at the core-mantle boundary) on the Earth is approximately an order
of magnitude greater than that measured at the surface (Deuss et al., 2010; Kelly &
Gubbins, 1997), so the proximity of the metal to the convecting fluid could have a
significant impact on the recorded field intensity. Finally, the metal shell itself could
amplify the field in a similar manner to that thought to occur on the pallasite parent
body, which can increase the field by a maximum factor of ~200 (Chapter 5). The
combination of these three e ects is easily capable of the generating the large field
intensities inferred in this study.
This uncharacteristic field intensity was deduced from a purely theoretical and newly-
developed approach to the CZ remanence acquisition (Section 3.2.3.4), so it is worth
verifying this value using an established technique. The bulk of the metal in the iron
meteorites cannot reliably record the properties of the planetary field (Brecher & Al-
bright, 1977), however, the Steinbach meteorite contains mm-sized pyroxene crystals
(Wasson et al., 2006), which could contain similar nm-scale Fe-Ni inclusions to those
in the olivine crystals in the pallasites (Tarduno et al., 2012). Traditional paleomag-
netic measurements of these olivine crystals have been used to constrain the intensity of
the field experienced by these meteorites, and analogous experiments on the pyroxene
crystals extracted from the Steinbach meteorite could be used to provide equivalent
information regarding the IVA meteorites.
6.4.2.2 Planetary field orientation
The microstructure observed in the Steinbach meteorite varies from interface to interface.
In particular, the structure of the plessite adjacent to each of the studied interfaces is
di erent, with interface A, B and C displaying black, martensitic and no plessite respect-
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ively (Figure 6.2). The nature of the plessite reflects the local Ni concentration adjacent
to each interface (Goldstein & Michael, 2006), which, especially among slower-cooled
meteorites, can be heterogenous on the µm-scale. Black, martensitic and no plessite
are characteristic of low (~13 - ~18%), intermediate (~18 - ~28%) and high (>~28%)
Ni concentrations respectively (Goldstein & Michael, 2006). Assuming that these Ni
concentrations reflect a relative trend in the maximum Ni weight percent immediately
adjacent to the kamacite lamellae (where the coarsest tetrataenite islands form), the CZ
adjacent to interface C is expected to have the highest Ni content and hence to have
formed first on cooling, followed by interface B and finally interface A. Hence, the results
from the di erent interfaces represent a time-resolved paleomagnetic record, despite only
one region being extracted across the width of the CZ at each interface.
The results from the Steinbach meteorite therefore suggest that the orientation of the
field generated by the IVA parent body reversed during the time period between interface
C and B recording the field. This behaviour has only previously been observed on Earth,
where magnetic reversals go through periods of high and low activity (Gubbins, 2008).
Assuming that between 800 K (the temperature corresponding to the inferred cooling
rates from Yang et al., 2008) and 593 K (the tetrataenite formation temperature) the
cooling rate decreased by a factor of 2.5 (taken from Figure 5.9), the Steinbach cooled at
~60 K/Myr during the period that the remanence was acquired. Therefore, as a rough
estimate, the field reversed over a minimum period of ~30 kyr. The minimum recording
period between interface B and A is similar, implying the field can also display a stable
orientation for this time period.
6.4.3 Dynamo generation mechanism
A reversing magnetic field places tight constraints on the magnetic parameters in the
dynamo generation models; specifically, Olson & Christensen (2006) found that these
fields were only generated for a local Rossby number, Rol, close to 0.12. Hence, by
calculating the local Rossby number for the possible solidification mechanisms (Figure
6.1), the observations in this study can be used to constrain the mechanism of top-down
solidification and convection that acted on the IVA parent body.
6.4.3.1 Mechanism 1 - Thermal convection
The liquid cooling rate calculated from Equation 6.2 is presented in Figure 6.9. During
top-down solidification, the value of ftop decreases from 1 down to 0. Although liquid
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Figure 6.9: Liquid cooling rate for concentric top-down solidification. Although a
thermally-driven dynamo can act for cooling rates >1 K/Myr, a realistic critical value
is 10 K/Myr (Nimmo, 2009); both of these critical values are included as dotted lines.
ftop decreases from a value of 1 as solidification progresses.
cooling rates >1 K/Myr are capable of generating thermally-driven convection (for low
degrees of Ohmic dissipation on the parent body), a realistic estimate of the critical
cooling rate is 10 K/Myr (Nimmo, 2009). The liquid cooling rate is only greater than
this critical value during the first 5% of the radius of the core solidified (shell thickness
of 7.5 km); beyond this shell thickness, enough latent heat is generated to reduce the
liquid cooling rate below this critical value. The inferred cooling rate of 150 K/Myr at
800 K for the Steinbach meteorite (Yang et al., 2008) is likely too slow for this meteorite
to originate from this shallow region. Also, meteorites from these near-surface regions
tend to display evidence of shock from impacts, which are not observed in the Steinbach
meteorite (Tarduno et al., 2012; Yang et al., 2007). Hence the field recorded by the
Steinbach meteorite is unlikely to originate from thermally-driven convection.
6.4.3.2 Mechanism 2 - Top-down dendritic growth
As discussed in Section 6.2.3, modelling top-down dendritic core growth is non-trivial.
The number and depth of the dendrites could vary with both depth and position around
the core, leading to heterogeneous compositional convection, which could easily generate
a complex field morphology. Similar heterogeneous convection has been suggested as the
origin of the geomagnetic reversals observed in the Earth’s recent history (Biggin et al.,
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2012; Olson et al., 2010). On the Earth, if cold subducting slabs propagate all the way
through the mantle to the core, they will cause greater local heat flux across the core
mantle boundary at their point of contact resulting in more vigorous convection within
the outer core beneath this point. The resulting propagation of this convection around
the outer core has been linked to geomagnetic reversals. A similar uneven buoyancy flux
could have been created by dendritic growth, so it is feasible that this mechanism may
have generated the reversing field observed in this study. 3D numerical calculations of
the convection and field generated by dendritic growth are therefore crucial (Olson &
Christensen, 2006 and references therein).
It is also important to consider the likelihood of top-down dendritic growth occurring
within a metallic asteroid compared to a mantled core. Once top-down solidification
starts, latent heat is introduced into the liquid with the result of slowing its cooling and
reducing the vigour of thermally-driven convection. As the metal shell grows and ejects
light elements, both the density and the freezing temperature of the liquid beneath the
shell decreases, which, in turn, reduces the growth rate of the shell. In this case, less
latent heat will be added to the liquid and the rate of thermally-driven convection can
therefore increase, potentially redistributing the low-density liquid through the entire
core. This light element distribution will then permit concentric shell growth at its
previous rate, thus dendritic growth may never have the opportunity to start. This
situation is only likely to occur within metallic asteroids where the heat flux out of
the body is large enough to result in su ciently vigorous thermal convection capable
of remixing the entire core liquid. Hence, it is possible that dendritic growth did not
occur and generate the reversing field inferred from the Steinbach meteorite, although
this does not rule this mechanism out for mantled top-down solidifying cores with slower
cooling rates and less vigorous thermal convection.
6.4.3.3 Mechanism 3 - Fe-snow
Assuming the IVA meteorites originate from Psyche (rotational period of 4.2 hours,
Hanus et al., 2013), the local Rossby number and magnetic Reynolds number for the
convection driven by the sinking Fe-rich liquid formed on remelting are shown in Figure
6.10. The value of ftop will have started at 1 and decreased to 0 over time as the
body cooled. The value of F for this model is uncertain and cannot be calculated
using the same approach as in Chapter 5 as the size and melting rates of the solid Fe
crystals are expected to be significantly di erent to those of an inner core. Instead,
F is calculated for a range of realistic values (0 - 10-7 kg m≠2 s≠1). As the Fe crystals
6.4 Discussion 178
1.
0
0.
8
0.
6
0.
4
0.
2
0.
0
f to
p
100x10-9806040200
F (kg m-2 s-1)
No dynamo
Dipolar
Multipolar
 0.5 
 0.4 
 0.3 
 0.2 
 0.1 
Figure 6.10: Local Rossby number for the sinking Fe-rich liquid produed by Fe-snow.
F is expected to decrease as Fe-snow progresses (i.e. as ftop decreased), so the field is
predicted to transition from predominantly multipolar (blue) to predominantly dipolar
(red) over time. A reversing field is predicted at the boundary between the two polarity
regimes (thick dashed line). The combination of parameters resulting in a magnetic
Reynolds number <10 (grey region), where dynamo activity is not predicted, is included.
remelt, Fe is introduced to the lower part of the core through the resulting convection,
causing a gradual decrease over time in the density contrast produced upon remelting.
Hence, F is expected to decrease as Fe-snow progresses (i.e. as ftop decreases), thus the
dynamo field generated by this mechanism is predicted to transition from predominantly
multipolar to predominantly dipolar over time. The field is predicted to reverse at the
transition between these polarity regimes (along the thick dashed line in Figure 6.10,
Olson & Christensen, 2006), so it is feasible that the field inferred from the Steinbach
meteorite was generated by this dynamo driving mechanism. Across this transition, the
intensity of the field is expected to decrease by a factor of up to 20. The field intensity in
this study is found to be roughly constant for both antipodal field orientations (although
these values are very poorly constrained), so the dynamo activity identified here may
be similar to that on the Earth, where the intensity is roughly constant (can decrease
during switching), but the orientation reverses (Gubbins, 2008).
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Figure 6.11: The local Rossby number for inner core growth for a range of metal shell
thicknesses and density contrasts resulting from light element ejection. The thickness
of the liquid was taken as the radius of the core minus the radius of the shell, and the
radial fraction solidified corresponds the proportion of this liquid layer that had solidified
from the bottom-up. The field is predicted to reverse between the multipolar (blue) and
dipolar (red) regimes (along the thick dashed lines). A reversing field can be generated
for a wider range of parameters (including a thinner shell) for lower density contrasts.
The combination of parameters that generate a magnetic Reynolds number <10 (grey
region) where no dynamo activity is predicted is also included for each of the density
contrast values.
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6.4.3.4 Mechanism 4 - Bottom-up solidification
For the same rotational period, the predicted properties of the field generated by various
density contrasts produced during bottom-up core solidification across the entire range
of constant shell thickness values are shown in Figure 6.11. The radial fraction solidified
increased from 0 to 1 as bottom-up solidification progresses. The resulting convection
is capable of displaying both predominantly dipolar and multipolar fields, so could,
therefore, be the origin of the reversing field identified in this study. Importantly, a
wider range of parameters (in particular thinner metal shells) is expected to generate
a reversing field for small density contrasts produced during bottom-up solidification.
These density contrasts are, however, below those generated during the solidification
of a core liquid with a typical light element content (Nimmo, 2009). The only way
these low density contrasts could be achieved is if Fe-snow had occurred previously; this
process produces an increasing Fe gradient down the radius of the core liquid, which
will, therefore, result in low levels of light elements nearer the centre of the core. During
the early stages of solidification, the inner core crystallises from a liquid depleted in
light elements, so this process is therefore more likely to generate a reversing field. As
solidification progresses, the inner core crystallises from a liquid containing progressively
increasing amounts of light elements, which, assuming a constant shell thickness, reduces
the likelihood of a reversing field. Hence, the field inferred from the Steinbach meteorite
was only likely generated during the earlier stages of bottom-up solidification (i.e. small
values of the radial fraction solidified), provided that Fe-snow occurred previously.
The model used to investigate mechanism 4 is extremely simplified and in reality
the core would likely have been growing in both directions simultaneously. However,
the key predictions of this model (the increased likelihood of a reversing field for lower
density contrasts) is unlikely to be a ected by these simplifications; thus a reversing
field was more likely generated by bottom-up core solidification if Fe-snow had occurred
beforehand.
6.4.4 Top-down core solidification
Of the dynamo generation mechanisms considered in this study, Fe-snow and inner core
growth are both capable of producing the reversing field inferred from the Steinbach
meteorite. In either case, Fe-snow was required, either to generate the field itself or
to produce the necessary light element content for bottom-up solidification to generate
the field. Dendritic core growth was not studied, and although this mechanism is more
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likely to have acted in a mantled core, it cannot be ruled out as the mechanism of
core solidification and dynamo generation. The properties of the observed field (both
the large intensity and reversing orientation) are the result of the large heat flux out
of the unmantled core and are therefore unlikely to represent the magnetic activity
resulting from the majority of top-down solidifying cores, which will have been generated
within mantled bodies will much lower heat fluxes out of the core (Williams, 2009).
However, as both possible dynamo driving mechanisms identified in this study are a
form of compositional convection, either could still have acted and generated fields in
these slowly-cooled top-down solidifying cores (critical cooling rate for compositional
convection >0.001 K/Myr, Nimmo, 2009). The fields generated within these cores are
likely to have been weaker than that identified in this study, need not have reversed and
could have shut o  part way through core solidification (Rm could have fallen below the
critical value as solidification progressed).
Unfortunately the two dynamo generation mechanisms identified here cannot be dis-
tinguished from the results of this study alone. Both mechanisms likely resulted in fields
with similar intensities, which, coupled with the large uncertainty in the CZ island size,
makes this an unsuitable parameter to di erentiate between these mechanisms; instead,
the age of magnetisation acquisition is potentially a more informative measurement.
Initially, before core solidification, the large heat flux out of the IVA parent body is
expected to result in vigorous thermally-driven dynamo activity. Soon after core solid-
ification commences, this mechanism is no longer capable of driving convection, and I
predict that Fe-snow solidification starts and generates compositionally-driven convec-
tion. Once Fe-snow progresses to the point where the Fe crystals no longer melt and
sink to the centre of the core, this mechanism is no longer capable of generating the
field. The sunken crystals may then act as a nucleus for bottom-up solidification, which
could then generate a field up to the point of complete core solidification. Therefore,
the age of magnetisation acquisition relative to that of the liberation of the parent core
could help elucidate the mechanism that generated the recorded field. I propose two
methods of inferring this age: a) geochemical dating of both the parent body forming
impact and the magnetisation acquisition; b) planetary cooling models. Unfortunately,
given the uncertainties in the rates of top-down and bottom-up solidification and the
unconventional mechanism of top-down solidification, realistic planetary cooling models
may be di cult to perform. On the other hand, geochemical dating has been used pre-
viously identified the relative age of magnetisation acquisition (e.g. Fu et al., 2012), so
I propose this approach could help identify the origin of the inferred field.
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Another possible way of constraining the mechanisms of top-down solidification is
through direct observation of Psyche. A mission has been proposed to orbit Psyche and
measure its surface composition, structure and magnetisation with the aim of elucidating
its ancient thermochemical evolution (Elkins-Tanton et al., 2014). Surface magnetisation
measurements could initially confirm that the shallower parts Psyche were magnetised by
the convecting deeper liquid, and could also potentially be used to constrain the intensity
of this field. The surface structure will elucidate whether these cores froze as a complete
shell or as small Fe crystals, which again has crucial implications for the dynamo gener-
ation mechanism. Measurements of Psyche’s composition (both direct measurements of
the surface composition and deductions of the deeper composition from inertia measure-
ments) could also provide unique in situ insight into the presence of any compositional
gradients within top-down solidifying cores, which again will have key implications to
the likely mechanisms of core solidification and dynamo generation. Coupled with the
laboratory measurements in this study, these direct observations will provide the most
thorough history of the thermochemical evolution of top-down solidifying cores to date.
The majority of top-down solidifying cores are predicted to have cooled with an
overlaying mantle (Williams, 2009), so core solidification is expected to occur hundreds
of millions of years after accretion once these bodies had cooled su ciently. Despite
the expected slow cooling rates of these mantled cores, the e ciency of compositional
convection within small bodies will allow either of the mechanisms identified in this study
to have acted within these bodies. Hence, compositionally-driven magnetic activity
resulting from top-down solidification was likely widespread among small body cores
that solidified in this manner. Combining this observation with those from Chapter 5,
I predict that the majority of di erentiated small bodies will have contributed to the
hypothesised epoch of compositionally-driven magnetic activity during their period of
core solidification, regardless of the direction of this process (Figure 5.17). Unfortunately
there are no known observations of the nature, intensity or longevity of the magnetic
activity generated by top-down solidification within mantled bodies; given the e ciency
of compositional convection, it was likely long-lived. It is therefore feasible that this
dynamo activity could be observed at the present day among some larger bodies, and
indeed the dynamo in Ganymede is thought to be driven by Fe-snow (Hauck et al., 2006;
Ruckriemen et al., 2014).
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6.5 Summary and Conclusions
• Despite the suggestion that top-down solidification plays a significant role in the
present day dynamo activity of the Moon and Ganymede, and was the likely so-
lidification mechanism for a significant fraction of di erentiated small bodies in
the early solar system, the mechanisms of top-down solidification and the result-
ing dynamo activity are poorly understood. The main parameter governing the
direction of core solidification will have been the S content of the core, and as
this is unknown for the parent bodies that have had their ancient dynamo field
intensity measured, there are no known observations of the small body dynamo
activity generated during top-down core solidification.
• In this study, the field generated by the IVA parent body was studied through
XPEEM imaging and µm-scale paleomagnetic analysis of the CZ in the Steinbach
and Bishop Canyon IVA iron meteorites. This parent body (proposed to be the
m-type asteroid 16 Psyche) cooled as an exposed planetary core, representing a
unique opportunity to study top-down solidification.
• The CZ within the Bishop Canyon meteorite consists of large, meandering domains
that are characteristic of a magnetically-soft material. This observation is attrib-
uted to a lack of chemical ordering in the CZ islands, which could result from either
the fast cooling rate inferred for the Bishop Canyon meteorite, or slight reheating
resulting from shock. Due to the notoriously unreliable paleomagnetic recording
potential of soft magnetic materials, no attempt was made to extract quantitative
information from the Bishop Canyon meteorite.
• The CZ in the Steinbach meteorite was imaged along three separate interfaces in
the Widmanstätten microstructure. These images display a more familiar mag-
netic domain pattern, so were quantitatively analysed. The intensity of the field
extracted from this analysis is poorly constrained; the lower limit (assuming a
present-day island magnetising volume) is ~100 µT, and is potentially >800 µT.
• The orientation of the field recorded by one interface is antipodal to that recorded
by the other two interfaces. I argue that the variations in the local Ni concentration
will have caused the CZ adjacent to each interface to form at di erent times during
planetary cooling. Hence, the results from the di erent interfaces represent a time-
resolved record of the field, and suggest that the field reversed once over a minimum
period of ~30 kyr.
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• This behaviour places tight constraints on the values of the planetary magnetic
parameters during dynamo generation. Through dynamo generation models, thermally
driven convection is found not to be capable of generating a field despite the large
heat flux out of a metallic asteroid. These models also show that a reversing
field required Fe-snow, either to generate the field directly or to produce the ne-
cessary chemical stratification for bottom-up solidification to generate the field.
These two mechanisms are both a form of compositional convection, and cannot
be distinguished from the results of this study alone.
• The vast majority of cores that solidified from the top-down will have done so
slowly with an overlaying mantle. As the compositional convection identified in this
study is an e cient mechanism of dynamo generation within small bodies, it would
have been capable of generating fields within these mantled bodies. Hence, the
majority of top-down solidifying cores in the early solar system are expected to have
generated compositionally-driven fields during their period of core solidification.
Unfortunately the nature and evolution of the field generated within a mantled
body are unknown, although it was likely relatively long-lived.
• Apart from the IVA parent body, top-down solidification likely occurred within
small bodies millions of years after accretion, once the core had cooled to its
freezing temperature. The resulting magnetic activity will therefore have acted
at a similar time to that predicted for bottom-up small body core solidification.
Hence, top-down solidifying cores will have contributed to the hypothesised epoch
of compositionally-driven dynamo activity introduced in Chapter 5, increasing its
coverage to nearly all di erentiated small bodies in the early solar system (Figure
5.17).
Chapter 7
Conclusions
7.1 Summary
In this thesis, I have addressed some of the key questions in meteoritic magnetism and the
early thermochemical evolution of small terrestrial bodies. Using a range of magnetic
microscopy techniques, I studied the fundamental magnetic and structural properties
of the cloudy zone (CZ) on both the nm- and µm-scale. The CZ is found to be an
excellent remanence carrier, capable of capturing a time-resolved record of the dynamo
activity generated with small bodies over millions of years. Using synchrotron X-ray
microscopy, I obtained examples of these records corresponding to the fields generated
during both top-down and bottom-up core solidification. From these records, I conclude
that magnetic activity could be generated by compositional convection during both
types of core solidification. Compositional convection is an extremely e cient means of
dynamo generation on small bodies (acting for core cooling rates >0.001 K/Myr), so it is
therefore likely that the vast majority (all but the most well insulated) of di erentiated
small bodies generated compositionally-driven magnetic activity during their period of
core solidification. Hence, a widespread and long-lasting epoch of compositionally-driven
dynamo activity likely acted across a significant fraction of small bodies within the first
few hundred million years of the solar system.
In Chapter 2, I described the experimentation, theory and information obtained from
the magnetic microscopy techniques used in this thesis (TEM, MFM and synchrotron
X-ray imaging). Each technique provides nm-scale spatially-resolved measurements of a
di erent magnetic property of a sample, which I exploit to gain an understanding of the
fundamental magnetism of the CZ. From a rock magnetic perspective, it is often desir-
able to measure the nm-scale magnetisation of a sample, however a microscopy technique
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capable of measuring this property does not currently exist. To overcome this limita-
tion, I introduced ATHLETICS, a freely-available software package capable of simulating
TEM, MFM and X-ray microscopy images from candidate nm-scale magnetisation distri-
butions. Through qualitative and quantitative comparisons of the experimental images
and images produced by ATHLETICS, it is possible to infer the nm-scale magnetisa-
tion corresponding to a measured signal. This principle is central to the information
gathered in this thesis, and before applying it to magnetic microscopy images of met-
eorites, I demonstrated its capabilities on a handful of example electron holography and
Lorentz contrast images of magnetite (Fe3O4) below the Verwey transition. These ex-
amples focussed on the interaction of ferroelastic twin boundaries and magnetic domain
walls in this material, and by using ATHLETICS, novel features including conventional
and unconventional (convergent or divergent) 90° twin boundaries and twin-induced
closure domains consisting of two 90° twin boundaries and a 180° magnetic domain wall
were identified.
In Chapter 3, I assessed the capabilities of the CZ - a nanomagnetic intergrowth
that forms during slow cooling in meteoritic metal - as a paleomagnetic recorder us-
ing experimental and simulated electron holography images, micromagnetic simulations
and atomic-scale Monte Carlo simulations. The CZ consists of a collection of nm-scale
magnetically-hard tetrataenite islands embedded in a matrix phase. From a combination
of electron holography images and di raction patterns, the matrix is found to consist
of the previously-unobserved magnetically-soft Fe3Ni phase, and each island is found to
be uniformly magnetised in one of six possible directions, dictated by the orientation
of the underlying lattice. The tetrataenite islands therefore display an extremely stable
chemical transformation remanent magnetisation, which will only vary upon signific-
ant atomic rearrangement. The coercivity of the CZ is found to be >~0.5 T and is
governed by an exchange-spring interaction between the magnetically-hard islands and
magnetically-soft matrix. I also demonstrated that during island coarsening, measurable
di erences in the populations of the possible magnetisation directions are expected for
fields typical planetary intensity range (1 - 100 µT). Chemical and magnetic phase dia-
grams deduced from Monte Carlo simulations demonstrate that, due to the formation
of a precursor state, the magnetisation of the CZ is una ected by the domain pattern
of the metal prior to its formation.
The CZ is therefore an excellent extraterrestrial paleomagnetic recorder, capable of
recording a remanence that could remain unaltered for billions of years. The reman-
ence itself will be manifested as the departure of the possible magnetisation directions
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from equal populations (when averaged over a large number of islands). The CZ will
have acquired a remanence progressively across a region 1 - 20 µm wide as its parent
body cooled, thus I argued that the proportions of the possible magnetisation directions
across this width correspond to a time-resolved record of the field experienced by this
intergrowth as it evolved.
Despite these favourable recording properties, the remanence displayed by the CZ
may not be a direct reflection of the dynamo field. The Fe3Ni matrix and neighbouring
kamacite lamellae are both capable of generating stray fields that could adversely influ-
ence the domain pattern adopted by the CZ. Also, the size and spacing of the islands
decreases systematically across the width of the CZ, which could cause a change in the
domain state adopted by the islands or introduce island-island interactions. In Chapter
4, I imaged the µm-scale magnetisation of the CZ in the Tazewell meteorite (which was
unlikely to have experienced a dynamo field) to identify the impact of these internal
influences. This was achieved by comparing experimental and simulated synchrotron
X-ray magnetic microscopy images, captured using both X-ray photoemission electron
microscopy (XPEEM) and scanning transmission X-ray microscopy (STXM). µm-scale
paleomagnetic analysis on the images from both techniques demonstrate the same result,
that the coarse and intermediate CZ contain equal populations of the possible magnet-
isation directions, and the fine CZ contains a dominance of one magnetisation direction.
These observations imply that the coarse and intermediate CZ did not experience an
internal field or structural e ects that adversely altered the magnetic domain pattern;
therefore, in meteorites that could have experienced a dynamo field, any deviation from
uniform populations of the possible magnetisation directions in these CZ regions can be
attributed to the dynamo field. The observed fine CZ magnetisation is attributed to
direct island-island exchange interactions across the narrow matrix phase in this region;
this magnetisation is therefore unrepresentative of an external dynamo field, and this
region is incapable of providing accurate paleomagnetic information. XPEEM is sug-
gested as the ideal technique to perform µm-scale paleomagnetic studies, and analysis
procedures capable of extracting quantitative time-resolved paleomagnetic records from
XPEEM images of the CZ are introduced.
In Chapter 5, I exploited the paleomagnetic recording potential of the CZ to infer
time-resolved records of the dynamo field recorded by the Imilac and Esquel pallasites.
From comparisons of simulated and experimental XPEEM images, the field recorded by
the Imilac meteorite is found to be unidirectional, and the intensity is found to remain
constant at ~100 µT. The field recorded by the Esquel meteorite is also unidirectional,
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however the intensity decayed over millions of years down to ~0 µT in a two-stage
step-wise fashion. Through planetary cooling models, these inferred field properties are
found to relate to the early and late stages of core solidification for the Imilac and Esquel
meteorite, respectively. Through dynamo generation models, the inferred intensity trend
is interpreted as due to compositional convection resulting from the ejection of light
elements during bottom-up core solidification in a 200-km-radius parent body. The
decay events are interpreted as a transition from a predominantly dipolar to multipolar
dynamo field, and the shut down of dynamo activity associated with the completion of
core solidification.
Paleomagnetic intensity measurements have only previously been suggested to relate
to thermally-driven convection in the liquid part of a small body core. This mechanism
is ine cient (will only have acted for core cooling rates >1 - 100 K/Myr) so is predicted
to have acted only during the first 10 - 50 Myr of the solar system (potentially longer
on some poorly-insulated parent bodies). On the other hand, compositional convection
is an extremely e cient mechanism of driving small body dynamo activity (acting for
core cooling rates >0.001 K/Myr), hence the majority of small bodies that solidified
from the bottom-up are expected to have generated a long-lasting, stable and intense
planetary magnetic field during their period of core solidification. I therefore predict
that a significant fraction of di erentiated small bodies contributed to a widespread
epoch of compositionally-driven dynamo activity during the early solar system (~250 -
400 Myr after accretion).
The relatively steep adiabat and variable core composition within small body cores
could have caused a significant fraction to solidify from the top-down. The thermo-
chemical implications of this type of solidification are poorly understood (due to a lack
of known bodies to solidify in this manner), despite having been invoked to explain
the present day dynamo activity of the Moon and Ganymede. In Chapter 6, I stud-
ied the field generated during top-down solidification using experimental and simulated
XPEEM images of Steinbach and Bishop Canyon IVA iron meteorites. The IVA parent
body (proposed to be the extant asteroid 16 Psyche) has been suggested to have cooled
without an insulating silicate mantle, so is expected to have solidified rapidly from the
top-down. The XPEEM images of the CZ in the Bishop Canyon meteorite display a
magnetic domain pattern typical of a magnetically-soft material; I propose that the tet-
rataenite was not present in this meteorite due either to its fast cooling rate or shock
reheating. The intensity of the field recorded by the Steinbach meteorite could only be
poorly constrained at >100 µT (possibly as intense as ~ 1 mT). This field reversed once
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in the brief recording period studied (Ø30 kyr), which is the first observation of this phe-
nomena on a body other than Earth. Dynamo generation models indicate that this field
required ‘Fe-snow’ solidification (crystals of nearly pure Fe-Ni form at the surface of the
core and then sink and remelt), either to generate the magnetic activity itself, or to pro-
duce the chemical stratification in the core liquid required for bottom-up solidification
to generate the field. Either way, the dynamo activity was powered by compositional
convection, and could therefore have acted across the majority of cores that solidified
from the top-down, including those with an overlaying mantle. Top-down solidifying
cores are therefore also predicted to also have contributed to the hypothesised epoch of
dynamo activity introduced in Chapter 5, increasing its coverage to include nearly all
di erentiated small bodies in the early solar system.
Ten years ago it was uncertain whether dynamo activity could have been generated
in the cores of small planetary bodies (due to their size and lack of accurate paleo-
magnetic measurements supporting their existence), leaving key questions regarding the
thermochemical evolution of planetary bodies during the early solar system unanswered.
Now, through novel magnetic microscopies and sophisticated models, it is possible to
conclude that dynamo activity driven by compositional convection would have acted on
essentially all di erentiated small bodies across their period of core solidification, leading
to a widespread and long-lasting epoch of magnetic activity in the early solar system.
7.2 Future Research
One of the key findings in this thesis is a widespread epoch of compositionally-driven
dynamo activity within small bodies. One aspect of future research should concern
constraining the timings and duration of this phenomenon, which could be achieved by
continuing the research in this thesis on the pallasite parent body. By studying a suite of
pallasites that cooled at various rates (and hence a range of original depths in the parent
body), the properties of the recorded dynamo activity over a wide time period could
be obtained, providing temporal information regarding the dynamo activity. Also, by
studying pallasites predicted to record the magnetic activity between the hypothesised
periods of thermally and compositionally-driven activity (e.g. Giroux meteorite and
Marjalahti meteorite, Yang et al., 2010b), it would be possible to infer whether fields
were generated continuously from hundreds of millions of years or whether there was a
pause in magnetic activity (see Figure 5.17). Another parent body that could provide
insight into the longevity of dynamo activity is the that of the mesosiderites. These
7.2 Future Research 190
meteorites have been suggested to have cooled extremely slowly (<1 K/Myr, Yang et al.,
1997b), so any potential recorded magnetic activity would correspond to an extremely
long-lived dynamo, thus could help further our understanding and constrain the timings
of this phenomenon.
Another important continuation of the work in this thesis is constraining the intens-
ity and origin of the magnetic activity on the IVA parent body. Through XPEEM, it
was only possible to conclude a lower limit for the intensity of the recorded field, and the
brevity of the record inferred in Chapter 6 did not allow the exact dynamo driving mech-
anism (Fe-snow or bottom-up solidification) to be identified. Accurate measurements of
both of these properties would help further our understanding of top-down core solidi-
fication and the details of the dynamo activity generated by this process. Fortunately,
the Steinbach meteorite contains numerous silicate inclusions, opening up the possibility
of constraining the dynamo field intensity by extracting and measuring the remanence
carried by inclusions within these crystals (analogous to experiments performed on oliv-
ine crystals in the pallasites, Tarduno et al., 2012). Again, XPEEM measurements over
a suite of meteorites with a range of cooling rates (e.g. New Westville meteorite, Chi-
nautla meteorite, Duchesne meteorite, Yang et al., 2008) could allow the mechanism
driving convection and the longevity of the dynamo activity on the IVA parent body to
be inferred. These measurements would also allow the field reversal observed in Chapter
6 to be identified as a one o  event, or as part of an epoch of numerous reversals similar
to those that have occurred on the Earth over the last 150 Myr.
Also, there are a number of proposed theories in planetary formation and evolution
not addressed in this thesis that could be investigated with XPEEM and µm-scale pa-
leomagnetic analysis. For example, the parent core of the IVB iron meteorites has been
proposed to have had its mantle stripped from it after it had solidified (Yang et al.,
2010a). These meteorites are therefore expected not to have recorded a magnetic field,
but traditional paleomagnetic techniques are incapable of accurately studying the paleo-
magnetism of bulk metal samples and confirming this hypothesis. On the other hand,
XPEEM is the ideal technique to study the paleomagnetism of metallic samples, and
could help illuminate the history of these curious meteorites as well as the nature of
planetary collisions in the early solar system. Also, the compositions and textures of
the chondrites suggest that they did not melt when they were part of their parent body,
so these bodies are not expected to have formed a core or generated magnetic fields.
However, recent paleomagnetic observations suggest that this is not the case (Carporzen
et al., 2011). The large-scale structural and thermochemical properties of these bod-
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ies could be inferred from a combination of time-resolved records of magnetic activity,
planetary cooling models and dynamo generation models (similar to Chapters 5 and 6),
providing one of the most thorough insights into these intriguing bodies. Ultimately,
these measurements would be used to explain how these bodies generated magnetic fields
and contribute to the ongoing debate regarding partially di erentiated parent bodies.
From a meteoritic magnetism perspective, there are also some key points raised in
this thesis that warrant further research. The discovery of Fe3Ni as the matrix phase
in the CZ was made indirectly, through a combination of di raction and nm-scale mag-
netic imaging. Confirmation of this inference with direct measurements (e.g. using
atom-probe tomography or nano-di raction) is therefore necessary. This would also help
constrain the low-temperature morphology of the Fe-Ni phase diagram, which would in
turn further our understanding of the structural evolution of the CZ. Also, the pro-
posed chemically disordered state of the Ni-rich islands in the CZ of the Bishop Canyon
meteorite in Chapter 6 should be confirmed. This could be achieved through TEM dif-
fraction experiments and could help explain the unfamiliar magnetic domain patterns
observed in the XPEEM images. Similar measurements on a range of other fast-cooled
iron meteorites could be used to infer an upper-limit to the cooling rates that permits
tetrataenite formation, and hence a field being recorded.
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Appendix A
Deconvolution Enhanced Fourier
Transform Holography
A.1 Introduction
Microscopy techniques capable of imaging the magnetisation of a sample with a spatial
resolution of 1 - 10 nm are only just starting to be pioneered (Shapiro et al., 2014).
Although this information can be inferred from available microscopy techniques through
ATHLETICS (Section 2.5), these novel microscopy techniques would be an extremely in-
formative tool in high-resolution rock magnetism studies. Fourier transform holography
(FTH) is an emerging lensless X-ray microscopy technique capable of providing the pro-
jection of the magnetisation through a thin film from a single X-ray pulse (Eisebitt et al.,
2004; Gauthier et al., 2010; Stickler et al., 2010). This technique is therefore ideal for
time-resolved measurements of magnetic phenomena (e.g. phase transitions, Burkhardt
et al., 2012, response to an applied field, Choe et al., 2004). FTH is also the only X-ray
microscopy technique that has currently been shown to work on the next generation
of synchrotron sources, free electron lasers (FELs), and has therefore been proposed as
the future of X-ray microscopy (Wang et al., 2012). Whereas the spatial resolution of
conventional X-ray microscopes is limited by lenses (either X-ray zone plates or elec-
tron electromagnetic lenses), the spatial resolution of FTH is dictated by the object
used to generate the reference beam required for holographic imaging (Schlotter et al.,
2006). Although various methods of improving the spatial resolution have been sug-
gested (Duckworth et al., 2011; Geilhufe et al., 2014; Guizar-Sicairos & Fienup, 2007;
Marchesini et al., 2008; Zhu et al., 2010), it is currently 20 - 40 nm at best (compar-
able to XPEEM and STXM) limiting the use of this technique in high-resolution rock
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magnetism studies. In this appendix, I will outline FTH and introduce the concept
of deconvolution enhancement, which is theoretically capable of improving the spatial
resolution of FTH images to <10 nm. I will demonstrate the extent of resolution im-
provement on SEM images of fabricated nanostructures, as well as unsuccessful attempts
at pioneering synchrotron X-ray and optical di raction experiments to demonstrate the
capabilities of deconvolution enhancement.
A.2 Theoretical Background
A.2.1 Fourier transform holography
FTH di ers from other X-ray microscopies (Section 2.3) as the image is deduced from
the small-angle di raction pattern generated when X-rays scatter from a scattering field,
f(x, y), containing a sample, s(x, y), and a reference object, r(x, y):
f(x, y) = s(x, y) + r(x, y) (A.1)
The small-angle di raction pattern,  (kx, ky), corresponds to the squared magnitude of
the Fourier transform of the scattering field, which can be expressed as the multiplication
of the Fourier transforms of the sample, S(kx, ky), and reference object, R(kx, ky):
 (kx, ky) = S(kx, ky)Sú(kx, ky) +R(kx, ky)Rú(kx, ky) + S(kx, ky)Rú(kx, ky)
+R(kx, ky)Sú(kx, ky)
(A.2)
where ú denotes a complex conjugate. The inverse Fourier transform of the di raction
pattern, „(x, y), therefore contains cross-correlations of the sample and reference object:
„(x, y) = s(x, y) ú s(x, y) + r(x, y) ú r(x, y) + s(x, y) ú r(x, y) + r(x, y) ú s(x, y) (A.3)
where ú denotes auto- or cross-convolution. If the reference object is small, these cross-
correlations will appear as slightly blurred versions of the sample. The spatial resolution
of the blurred sample image will be governed by the size and shape of the reference object.
A digital example of a scattering field is shown in Figure A.1; the sample consists of the
letter ‘R’ and the reference object is a small square positioned away from the sample. A
typical experimental scattering field is fabricated either by depositing a uniform layer
A.2 Theoretical Background 215
= +
f(x,y) s(x,y) r(x,y)
Figure A.1: Digital FTH scattering field consisting of a sample (the letter ‘R’) and a
single square reference. The scattering field can be expressed as the sum of the sample
and reference object.
of a heavy metal on an X-ray transparent membrane and then milling out reference
holes and a window to reveal the sample (e.g. Eisebitt et al., 2004), or depositing heavy
metal references and attaching or depositing a sample directly to the membrane (e.g.
Guizar-Sicairos et al., 2010; Stadler et al., 2008). The important feature is that the X-
ray absorption at the points of the references and sample di ers from that of the rest of
the membrane. The reference need not be a small object, and indeed extended (Guizar-
Sicairos & Fienup, 2008) and complex structures (Geilhufe et al., 2014; Marchesini et al.,
2008) have been proposed as a way of generating the highest resolution images. A
typical FTH set-up involves placing the plane of the scattering field perpendicular to an
X-ray beam ahead of a CCD camera, which digitally captures the small-angle di raction
pattern (Eisebitt et al., 2004).
A.2.2 Deconvolution enhancement
If the influence of the reference object could be removed from the blurred version of
the sample image, the only features limiting the spatial resolution of the sample image
will be wavelength of the radiation, noise and the sampling of the di raction pattern.
This process would require deconvolving the reference object from the sample image, but,
unfortunately, the reference object is unknown and cannot be deduced from a di raction
pattern measured in the standard FTH set up. However, the reference object could be
deduced if two references are included in the scattering field and at least one reference
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is symmetric. In this case, the new scattering field, f Õ(x, y), can be expressed as:
f Õ(x, y) = s(x, y) + r(x, y) + rÕ(x, y) (A.4)
The inverse Fourier transform of the two reference di raction pattern „Õ(x, y), can be
expressed as:
„Õ(x, y) = s(x, y) ú s(x, y) + r(x, y) ú r(x, y) + rÕ(x, y) ú rÕ(x, y)
+ s(x, y) ú r(x, y) + r(x, y) ú s(x, y) + s(x, y) ú rÕ(x, y)
+ rÕ(x, y) ú s(x, y) + r(x, y) ú rÕ(x, y) + rÕ(x, y) ú r(x, y)
(A.5)
From „Õ(x, y) it is possible to calculate the auto-correlation of either reference; although
these terms are already present in „Õ(x, y), they appear at the centre of the image
where they are superimposed on all the other auto-correlation terms and hence are
unobtainable. If s(x, y)ú r(x, y), s(x, y)ú rÕ(x, y) and r(x, y)ú rÕ(x, y) are extracted from
„Õ(x, y) and are each Fourier transformed:
F {s(x, y) ú r(x, y)} = Sú(kx, ky)R(kx, ky) (A.6)
F {s(x, y) ú rÕ(x, y)} = Sú(kx, ky)RÕ(kx, ky) (A.7)
F {r(x, y) ú rÕ(x, y)} = Rú(kx, ky)RÕ(kx, ky) (A.8)
then the auto-correlation of the reference object can be created by combing these terms:
Sú(kx, ky)R(kx, ky)
Sú(kx, ky)RÕ(kx, ky)
Rú(kx, ky)RÕ(kx, ky) = Rú(kx, ky)R(kx, ky) (A.9)
An equivalent expression for RÕ(kx, ky) can also be created. If r(x, y) is symmetric, its
Fourier transform will be real. In this case, Rú(kx, ky)R(kx, ky) = R(kx, ky)2, and r(x, y)
can simply be generated by square rooting and inverse Fourier transforming the result
of Equation A.9.
Once r(x, y) is known, its blurring influence can be deconvolved from the sample-
reference cross-correlation terms extracted from „Õ(x, y). Deconvolution is best per-
formed, in this case, in Fourier space, and can be achieved using a Wiener filter, W :
W = R
ú(kx, ky)
Rú(kx, ky)R(kx, ky) + –
(A.10)
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where – is a constant regularisation parameter. The Wiener filter is multiplied by the
Fourier transform of the cross-correlation of the sample and reference object to yield a
good approximation to the Sú(kx, ky):
Sú(kx, ky)R(kx, ky) ◊ W ≥ Sú(kx, ky) (A.11)
This can then be inverse Fourier transformed to produce a high-resolution version of
the sample image. Hence, by simply taking care to manufacture symmetric references
and by adding a second reference to the scattering field, it is possible to improve the
resolution of FTH with no added experimental complications.
A.3 Experimental Demonstration
A.3.1 Scanning electron microscopy
A two-reference scattering field based on the digital mask in Figure A.1 was manufac-
tured by Pt deposition onto a Si3N4 membrane using a FIB. The nanostructure was
fabricated by Stephen Croxall. From an SEM image of the deposited scattering field
(Figure A.2a), a di raction pattern was simulated (by calculating the magnitude squared
of the Fourier transform, Figure A.2b). From the inverse Fourier transform of the di rac-
tion pattern (Figure A.2c), the procedure outlined in Section A.2 was used to calculate
the reference object (inset Figure A.2e), which was then deconvolved from the blurred
sample image (Figure A.2d). The final result (Figure A.2e) has a comparable spatial
resolution the original SEM image and a significantly improved resolution to the normal
FTH image (Figure A.2f).
Ringing artefacts are present around the deconvolved sample image (negative signal,
Figure A.2f). These e ects are characteristic of deconvolution, and can be removed
through wavelet transforms of the image (Neelamani et al., 2004). Regularisation in
wavelet space is an e cient and novel process of identifying and subsequently removing
noise and ringing e ects from an image without degrading the spatial resolution. This
approach has been shown to be e ective at removing the ringing artefacts created by
deconvolution.
These results demonstrate that nanostructures can be fabricated using a FIB that
allow for resolution improvement through deconvolution enhancement. They also show
that the procedure outlined in Section A.2 improves the spatial resolution of an FTH
image without complicating the experimental procedure.
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Figure A.2: a) SEM image of the sample (the letter ‘R’) and two symmetric reference
positioned away from the sample. b) Simulated di raction pattern of a). c) Inverse
Fourier transform of b). The large circular feature in the centre of the image is the
superposition of the three auto-correlations; the four blurred sample images are the
sample-reference cross-correlations; the faint, small circles at the top and bottom of the
image are the reference cross-correlations. d) Blurred version of the sample image taken
from c). e) Deconvolution enhanced sample image, created by deconvolving the blurred
image in d) with the calculated reference object (bottom-left inset). The sample bears
a good resemblance to that in a). f) Line profiles from a), d) and e), demonstrating
that the resolution of the deconvolution enhanced image (DEFTH) is comparable to
that of the SEM image and is an improvement on the FTH image. The profile for the
DEFTH image is narrower than that of the SEM image, which is the result of the ringing
introduced by deconvolution.
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A.3.2 Hard X-ray di raction
Hard X-ray small-angle scattering was performed on the same deposited nanostructures
in Section A.3.1 at beamline I16 at the Diamond Light Source. The scattering field was
placed 2.52 m from the CCD camera, and the beam had cross sectional area of ~10 µm x
~10 µm and an energy of 6 keV. Unfortunately, the scattered signal from the sample and
reference objects could not be detected. This was likely due to the either the high level
of coherence required in the X-ray beam to measure small-angle scattering, or the weak
interaction of the X-rays with the small amount of material comprising the sample and
reference objects. Two examples of di raction patterns measured during the beamtime
with di erent beamline settings and CCD cameras are shown in Figure A.3; neither
pattern displays any features relating to either the sample or the references. Instead of
depositing structures onto a membrane, the majority of previous FTH experiments (e.g.
Duckworth et al., 2013; Eisebitt et al., 2004) have measured the scattering from a sample
window and references cut out of an absorbent heavy metal mask. This window both
reveals the sample (usually attached to the other side of the membrane) as well as acting
as an aperture, increasing the coherence of the X-rays that interact with the sample.
Hence small-angle scattering is more likely to be detected when the reference and sample
window have been milled from a mask, rather than deposited directly onto a membrane,
like they were in this experiment. I hope to repeat these experiments with optimised
samples to demonstrate that a di raction pattern can be collected from a fabricated
structure that can demonstrate the capabilities of deconvolution enhancement.
A.3.3 Optical wavelength di raction
An optical wavelength (He-Ne laser) small-angle di raction experiment was performed
by Ananta Palani. The set up was analogous to that used in the hard X-ray di raction
experiment with distances adjusted to account for the larger wavelength of the radiation.
The scattering field (Figure A.4a) was displayed on a digital membrane rather than on
a glass slide (similar to other optical wavelength FTH experiments, Guizar-Sicairos &
Fienup, 2008). Small-angle di raction pattern (Figure A.4b) was collected, although
their inverse Fourier transform only displayed a slight hint of the blurred version of the
sample image (Figure A.4c). This was most likely due to the digital membrane used to
display the scattering field, which was not optimised for this type of experiment.
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a) b)
Figure A.3: Two hard X-ray di raction patterns captured with di erent beamline set-
tings and CCD cameras. Both images contain a beamstop used to block the direct X-ray
beam that could otherwise damage the camera. Neither di raction pattern contains any
features relating to either the sample or reference objects. There are no recognisable
structure to the inverse Fourier transform of either di raction pattern.
a) b) c)
Figure A.4: a) Scattering field consisting of two square references and an object (cam-
eraman). b) Measured 5th-root of the di raction pattern from a) created with optical
wavelength radiation. c) Sections of the inverse Fourier transform of b). A hint of the
cameraman is visible, but it is only vague and could not be extracted and treated any
further.
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A.4 Potential of Deconvolution Enhancement
Although experimental di raction patterns could not be captured (either with hard X-
rays or optical wavelength light), I have demonstrated that, if a small-angle di raction
pattern were to be captured from a scattering field containing a sample and two sym-
metric references, it is possible to improve the resolution of the sample image through
deconvolution. Previous studies with multiple references (Gauthier et al., 2010; Schlot-
ter et al., 2006; Stadler et al., 2008; Wang et al., 2012) have all shown that the required
cross-correlations are all present in the inverse Fourier transforms of the measured dif-
fraction patterns, implying that if care is taken to make symmetric references, resolution
improvement can be achieved with little extra processing. The extent of resolution im-
provement observed in this study completely removes the blurring e ect of the reference,
hence it is feasible that, in a fully optimised synchrotron experiment, a spatial resolu-
tion <10 nm (potentially approaching the theoretical maximum) could be achieved.
Deconvolution enhanced FTH is therefore capable of providing the highest resolution
X-ray microscopy images to date (current limit using established techniques is ~15 nm,
Chao et al., 2005, although better resolutions have been reported for other emerging
techniques, Shapiro et al., 2014). I have also deduced that the samples most likely to
achieve these high resolutions are those with references and a sample window milled out
from a uniform X-ray absorbent mask. I hope to demonstrate the extent of resolution
improvement in a synchrotron experiment in the near future, and introduce deconvo-
lution enhanced FTH as a routine high-resolution X-ray microscopy. This technique
would be capable of studying fundamental magnetic length scales (nm) and time scales
(fs, Wang et al., 2012) simultaneously so would have wide-reaching appeal beyond rock
magnetism studies.
