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Abstract
In a complete metric space that is equipped with a doubling measure and
supports a Poincare´ inequality, we show that functions of bounded variation
(BV functions) can be approximated in the strict sense and pointwise uniformly
by special functions of bounded variation, without adding significant jumps. As
a main tool, we study the variational 1-capacity and its BV analog.
1 Introduction
In the theory of functions of bounded variation, one is often interested in approx-
imating a BV function by more regular functions, see e.g. [1, 11, 12, 26]. Already
the definition of the total variation in metric spaces is based on such approxima-
tions. The variation measure of a BV function can be decomposed into three parts:
the absolutely continuous part, the Cantor part, and the jump part. Of these, the
absolutely continuous part is of the same dimension as the space, and the jump part
is of dimension one less than the space. The Cantor part can be of any dimension
between these, making it often more difficult to analyze than the other two parts.
A function is said to be in the SBV class (special functions of bounded variation),
first introduced in [3], if its variation measure has no Cantor part. The recent paper
[13] (as well as the earlier papers [11, 12]) studied how SBV function in Euclidean
spaces can be approximated in the BV norm by piecewise smooth functions. This is
based on the fact that outside its jump set, an SBV function is essentially a Sobolev
function, and then it is possible to construct convolution approximations that are
close to the original function in the Sobolev/BV norm.
Due to the lack of structure of the Cantor part, it is in some way a rather more
subtle problem to approximate a general BV function by SBV functions, and little
seems to be known in this direction. It is impossible to find such approximations in
the BV norm (see Example 5.14) but we show in this paper that such approximations
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can be obtained in the following sense; this will be given (with some more details)
in Corollary 5.15.
Theorem 1.1. Let Ω be an open set and let u ∈ BV(Ω). Then there exists a
sequence (ui) ⊂ SBV(Ω) such that
• ui → u in L
1(Ω) and ‖Dui‖(Ω)→ ‖Du‖(Ω),
• ui → u uniformly in Ω,
• H(Sui \ Su) = 0 for all i ∈ N.
The first condition is often expressed by saying that (ui) converges to u strictly
in BV(Ω). The last condition expresses the fact that the approximation procedure
does not add any significant jump set ; see Section 2 for definitions. It is also possible
to ensure that ui ≥ u and that the ui’s have the same “boundary values” as u. Thus
our result shows that it is sufficient to infimize various functionals defined for the
BV class, possibly involving also boundary values and obstacles, only over the SBV
class. We discuss some implications of the result at the end of the paper.
In order to prove the approximation result, we first study some properties of
a class of BV functions with zero boundary values, which was previously studied
in [33]. This is done in Section 3. Then in Section 4 we establish the key tool
needed for the approximation result, namely a result on capacities that should be
also of independent interest. The variational p-capacity capp is an essential concept
in nonlinear potential theory, see e.g. the monographs [6, 21, 35]. In the case p = 1,
it is natural to also consider the BV analog capBV of the variational 1-capacity, and
such a notion has been studied in the metric setting in [20, 25, 27]. In [20] the
authors considered a slightly different definition of this capacity compared to ours,
but nonetheless it follows from [20, Theorem 4.3, Corollary 4.7] that
capBV(A,D) ≃ caplip,1(A,D)
when A is a compact subset of an open set D, and caplip,1 is a Lipschitz version of the
variational 1-capacity. By the sign “≃” we mean that the quantities are comparable,
with constants of comparison depending only on the space. In [33, Theorem 4.23] it
was then shown that in fact equality holds. In particular, this implies that
capBV(A,D) = cap1(A,D).
In this paper we show that this equality holds much more generally, namely whenever
A is a quasiclosed set and D is a quasiopen set. This is given in Theorem 4.5.
Recently, there has been much interest in studying BV functions and other topics
of analysis in the abstract setting of metric measure spaces, see e.g. [2, 5, 36]. The
standard assumptions in this setting are that (X, d, µ) is a complete metric space
equipped with doubling Radon measure µ, and that the space supports a Poincare´
inequality. While our results seem to be mostly new even in Euclidean spaces, in
this paper we also work in such a metric space setting.
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2 Preliminaries
In this section we introduce the definitions, assumptions, and some standard back-
ground results used in the paper.
Throughout this paper, (X, d, µ) is a complete metric space that is equipped
with a metric d and a Borel regular outer measure µ satisfying a doubling property,
meaning that there exists a constant Cd ≥ 1 such that
0 < µ(B(x, 2r)) ≤ Cdµ(B(x, r)) <∞
for every ball B(x, r) := {y ∈ X : d(y, x) < r}. Given a ball B = B(x, r) and β > 0,
we sometimes abbreviate βB := B(x, βr). When we want to state that a constant C
depends on the parameters a, b, . . ., we write C = C(a, b, . . .). When a property holds
outside a set of µ-measure zero, we say that it holds almost everywhere, abbreviated
a.e.
All functions defined on X or its subsets will take values in [−∞,∞]. A com-
plete metric space equipped with a doubling measure is proper, that is, closed and
bounded sets are compact. Given a µ-measurable set A ⊂ X, we define L1loc(A) as
the class of functions u on A such that for every x ∈ A there exists r > 0 such that
u ∈ L1(A ∩ B(x, r)). Other local spaces of functions are defined similarly. For an
open set Ω ⊂ X, a function is in the class L1loc(Ω) if and only if it is in L
1(Ω′) for
every open Ω′ ⋐ Ω. Here Ω′ ⋐ Ω means that Ω′ is a compact subset of Ω.
For any 0 < R <∞, the codimension one Hausdorff content of a set A ⊂ X is
HR(A) := inf
{
∞∑
i=1
µ(B(xi, ri))
ri
: A ⊂
∞⋃
i=1
B(xi, ri), ri ≤ R
}
.
The codimension one Hausdorff measure is then defined as
H(A) := lim
R→0
HR(A).
By a curve we mean a nonconstant rectifiable continuous mapping from a com-
pact interval of the real line into X. The length of a curve γ is denoted by ℓγ .
We will assume every curve to be parametrized by arc-length, which can always be
done (see e.g. [17, Theorem 3.2]). A nonnegative Borel function g on X is an upper
gradient of a function u on X if for all curves γ, we have
|u(x)− u(y)| ≤
∫ ℓγ
0
g(γ(s)) ds, (2.1)
where x and y are the end points of γ. We interpret |u(x)− u(y)| =∞ whenever at
least one of |u(x)|, |u(y)| is infinite. Upper gradients were originally introduced in
[22].
We say that a family of curves Γ is of zero 1-modulus if there is a nonnegative
Borel function ρ ∈ L1(X) such that for all curves γ ∈ Γ, the curve integral
∫
γ
ρ ds
is infinite. A property is said to hold for 1-almost every curve if it fails only for a
curve family with zero 1-modulus. If g is a nonnegative µ-measurable function on X
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and (2.1) holds for 1-almost every curve, we say that g is a 1-weak upper gradient
of u. By only considering curves γ in A ⊂ X, we can talk about a function g being
a (1-weak) upper gradient of u in A.
Given a µ-measurable set H ⊂ X, we let
‖u‖N1,1(H) := ‖u‖L1(H) + inf ‖g‖L1(H),
where the infimum is taken over all 1-weak upper gradients g of u in H. The
substitute for the Sobolev space W 1,1 in the metric setting is the Newton-Sobolev
space
N1,1(H) := {u : ‖u‖N1,1(H) <∞},
which was first introduced in [38]. We understand a Newton-Sobolev function to
be defined at every x ∈ H (even though ‖ · ‖N1,1(H) is then only a seminorm). It
is known that for any u ∈ N1,1loc (H) there exists a minimal 1-weak upper gradient
of u in H, always denoted by gu, satisfying gu ≤ g a.e. in H for any 1-weak upper
gradient g ∈ L1loc(H) of u in H, see [6, Theorem 2.25].
We will assume throughout the paper that X supports a (1, 1)-Poincare´ inequal-
ity, meaning that there exist constants CP > 0 and λ ≥ 1 such that for every ball
B(x, r), every u ∈ L1loc(X), and every upper gradient g of u, we have∫
B(x,r)
|u− uB(x,r)| dµ ≤ CP r
∫
B(x,λr)
g dµ,
where
uB(x,r) :=
∫
B(x,r)
u dµ :=
1
µ(B(x, r))
∫
B(x,r)
u dµ.
The 1-capacity of a set A ⊂ X is defined by
Cap1(A) := inf ‖u‖N1,1(X),
where the infimum is taken over all functions u ∈ N1,1(X) such that u ≥ 1 on A.
We know that Cap1 is an outer capacity, meaning that
Cap1(A) = inf{Cap1(W ) : W ⊃ A is open}
for any A ⊂ X, see e.g. [6, Theorem 5.31].
If a property holds outside a set A ⊂ X with Cap1(A) = 0, we say that it holds
1-quasieverywhere, or 1-q.e. If H ⊂ X is µ-measurable, then
u = v 1-q.e. implies ‖u− v‖N1,1(H) = 0, (2.2)
see [6, Proposition 1.61].
By [19, Theorem 4.3, Theorem 5.1], we know that for A ⊂ X,
Cap1(A) = 0 if and only if H(A) = 0. (2.3)
Next we recall the definition and basic properties of functions of bounded varia-
tion on metric spaces, following [36]. See also the monographs [4, 14, 15, 16, 39] for
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the classical theory in the Euclidean setting. We will always denote by Ω ⊂ X an
open set. Given a function u ∈ L1loc(Ω), we define the total variation of u in Ω by
‖Du‖(Ω) := inf
{
lim inf
i→∞
∫
Ω
gui dµ : ui ∈ N
1,1
loc (Ω), ui → u in L
1
loc(Ω)
}
,
where each gui is the minimal 1-weak upper gradient of ui in Ω. (In [36], local
Lipschitz constants were used in place of upper gradients, but the theory can be
developed similarly with either definition.) We say that a function u ∈ L1(Ω) is of
bounded variation, and denote u ∈ BV(Ω), if ‖Du‖(Ω) < ∞. For an arbitrary set
A ⊂ X, we define
‖Du‖(A) := inf{‖Du‖(W ) : A ⊂W, W ⊂ X is open}.
In general, we understand the expression ‖Du‖(A) < ∞ to mean that there exists
some open set Ω ⊃ A such that u is defined on Ω with u ∈ L1loc(Ω) and ‖Du‖(Ω) <
∞. If u ∈ L1loc(Ω) and ‖Du‖(Ω) < ∞, ‖Du‖(·) is a Radon measure on Ω by
[36, Theorem 3.4]. A µ-measurable set E ⊂ X is said to be of finite perimeter if
‖DχE‖(X) <∞, where χE is the characteristic function of E. The perimeter of E
in Ω is also denoted by
P (E,Ω) := ‖DχE‖(Ω).
The BV norm is defined by
‖u‖BV(Ω) := ‖u‖L1(Ω) + ‖Du‖(Ω).
The measure-theoretic interior of a set E ⊂ X is defined by
IE :=
{
x ∈ X : lim
r→0
µ(B(x, r) \E)
µ(B(x, r))
= 0
}
,
and the measure-theoretic exterior by
OE :=
{
x ∈ X : lim
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
= 0
}
.
The measure-theoretic boundary ∂∗E is defined as the set of points x ∈ X at which
both E and its complement have strictly positive upper density, i.e.
lim sup
r→0
µ(B(x, r) ∩E)
µ(B(x, r))
> 0 and lim sup
r→0
µ(B(x, r) \ E)
µ(B(x, r))
> 0. (2.4)
Given an open set Ω ⊂ X and a µ-measurable set E ⊂ X with P (E,Ω) < ∞, we
know that for any Borel set A ⊂ Ω,
P (E,A) =
∫
∂∗E∩A
θE dH, (2.5)
where θE : X → [α,Cd] with α = α(Cd, CP , λ) > 0, see [2, Theorem 5.3, Theorem
5.4] and [5, Theorem 4.6]. The following coarea formula is given in [36, Proposition
4.2]: if Ω ⊂ X is an open set and u ∈ BV(Ω), then for any Borel set A ⊂ Ω,
‖Du‖(A) =
∫ ∞
−∞
P ({u > t}, A) dt. (2.6)
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If ‖Du‖(Ω) <∞, from (2.5) and (2.6) we get the absolute continuity
‖Du‖ ≪ H on Ω. (2.7)
If u, v ∈ L1loc(Ω), then
‖Dmin{u, v}‖(Ω) + ‖Dmax{u, v}‖(Ω) ≤ ‖Du‖(Ω) + ‖Dv‖(Ω); (2.8)
for a proof see e.g. [33, Lemma 3.1]. Moreover, for any u, v ∈ L1loc(Ω), it is straight-
forward to show that
‖D(u+ v)‖(Ω) ≤ ‖Du‖(Ω) + ‖Dv‖(Ω). (2.9)
Since Liploc(Ω) is dense in N
1,1
loc (Ω), see [6, Theorem 5.47], it follows that
‖Du‖(Ω) ≤
∫
Ω
gu dµ for every u ∈ N
1,1
loc (Ω). (2.10)
The lower and upper approximate limits of a function u on Ω are defined respec-
tively by
u∧(x) := sup
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u < t})
µ(B(x, r))
= 0
}
and
u∨(x) := inf
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u > t})
µ(B(x, r))
= 0
}
,
for x ∈ Ω. We then define the jump set as
Su := {u
∧ < u∨}.
Note that since we understand u∧ and u∨ to be defined only on Ω, also Su is a subset
of Ω.
Unlike Newton-Sobolev functions, we understand BV functions to be µ-equivalence
classes. To consider fine properties, we need to consider the pointwise representa-
tives u∧ and u∨. The following fact clarifies the relationship between the different
pointwise representatives; it essentially follows from the Lebesgue point result for
Newton-Sobolev functions given in [23].
Proposition 2.11 ([33, Proposition 3.10]). Let Ω ⊂ X be an open set and let
u ∈ N1,1(Ω). Then u = u∧ = u∨ H-a.e. in Ω.
By [5, Theorem 5.3], the variation measure of a BV function can be decomposed
into the absolutely continuous and singular part, and the latter into the Cantor and
jump part (which are all Radon measures), as follows. Given an open set Ω ⊂ X
and u ∈ BV(Ω), we have for any Borel set A ⊂ Ω
‖Du‖(A) = ‖Du‖a(A) + ‖Du‖s(A)
= ‖Du‖a(A) + ‖Du‖c(A) + ‖Du‖j(A)
=
∫
A
a dµ+ ‖Du‖c(A) +
∫
A∩Su
∫ u∨(x)
u∧(x)
θ{u>t}(x) dt dH(x),
(2.12)
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where a ∈ L1(Ω) is the density of the absolutely continuous part and the functions
θ{u>t} ∈ [α,Cd] are as in (2.5). It follows that Su is σ-finite with respect to H.
Moreover, ‖Du‖c(S) = 0 for any S ⊂ Ω that is σ-finite with respect to H. If
‖Du‖c(Ω) = 0, we say that u ∈ SBV(Ω).
Definition 2.13. We say that a set A ⊂ H is 1-quasiopen with respect to a set
H ⊂ X if for every ε > 0 there is an open set G ⊂ X such that Cap1(G) < ε and
A ∪G is relatively open in the subspace topology of H.
We say that a set A ⊂ H is 1-quasiclosed with respect toH ifH\A is 1-quasiopen
with respect to H, or equivalently, if for every ε > 0 there is an open set G ⊂ X
such that Cap1(G) < ε and A \G is relatively closed in the subspace topology of H.
When H = X, we omit mention of it.
Given H ⊂ X, we say that u is 1-quasi (lower/upper semi-)continuous on H if
for every ε > 0 there exists an open set G ⊂ X such that Cap1(G) < ε and u|H\G
is real-valued (lower/upper semi-)continuous.
It is a well-known fact that Newton-Sobolev functions are quasicontinuous, see
[10, Theorem 1.1] or [6, Theorem 5.29]. This is also true in quasiopen sets; the
following is a special case of [9, Theorem 1.3]. Note that 1-quasiopen sets are µ-
measurable by [7, Lemma 9.3].
Theorem 2.14. Let U ⊂ X be 1-quasiopen and let u ∈ N1,1loc (U). Then u is 1-
quasicontinuous on U .
BV functions have the following partially analogous quasi-semicontinuity prop-
erty.
Proposition 2.15. Let Ω ⊂ X be open, let u ∈ L1loc(Ω) with ‖Du‖(Ω) < ∞,
and let ε > 0. Then u∧ is 1-quasi lower semicontinuous and u∨ is 1-quasi upper
semicontinuous on Ω.
Proof. This follows from [32, Corollary 4.2], which is based on [34, Theorem 1.1].
We also have the following.
Theorem 2.16 ([30, Theorem 4.3]). Let U ⊂ X be 1-quasiopen. If ‖Du‖(U) <∞,
then
‖Du‖(U) = inf
{
lim inf
i→∞
∫
U
gui dµ, ui ∈ N
1,1
loc (U), ui → u in L
1
loc(U)
}
,
where each gui is the minimal 1-weak upper gradient of ui in U .
For any D ⊂ H ⊂ X, with H µ-measurable, the space of Newton-Sobolev
functions with zero boundary values is defined as
N1,10 (D,H) := {u|D : u ∈ N
1,1(H) and u = 0 on H \D}.
The space is a subspace of N1,1(D) when D is µ-measurable, and it can always be
understood to be a subspace of N1,1(H). If H = X, we omit it from the notation.
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Similarly, for D ⊂ Ω ⊂ X, with Ω open, we define the class of BV functions with
zero boundary values as
BV0(D,Ω) :=
{
u|D : u ∈ BV(Ω), u
∧(x) = u∨(x) = 0 for H-a.e. x ∈ Ω \D
}
.
This class was previously considered in [33]. Functions in BV0(D,Ω) can also be
understood to be defined on the whole of Ω, and we will do so without further notice.
Moreover, if Ω = X, we omit it from the notation. By (2.10), Proposition 2.11, and
(2.3) we see that
N1,10 (D,Ω) ⊂ BV0(D,Ω). (2.17)
Next we define the fine topology in the case p = 1.
Definition 2.18. We say that A ⊂ X is 1-thin at the point x ∈ X if
lim
r→0
r
cap1(A ∩B(x, r), B(x, 2r))
µ(B(x, r))
= 0.
We also say that a set U ⊂ X is 1-finely open if X \ U is 1-thin at every x ∈ U .
Then we define the 1-fine topology as the collection of 1-finely open sets on X.
We denote the 1-fine interior of a set H ⊂ X, i.e. the largest 1-finely open
set contained in H, by fine-intH. We denote the 1-fine closure of H, i.e. the
smallest 1-finely closed set containing H, by H
1
. The 1-fine boundary of H is
∂1H := H
1
\ fine-intH.
See [29, Section 4] for discussion on this definition, and for a proof of the fact
that the 1-fine topology is indeed a topology. By [27, Lemma 3.1], 1-thinness implies
zero measure density, i.e.
If A is 1-thin at x, then x ∈ OA. (2.19)
Theorem 2.20 ([31, Corollary 6.12]). A set U ⊂ X is 1-quasiopen if and only if it
is the union of a 1-finely open set and a H-negligible set.
Lemma 2.21 ([30, Lemma 4.9]). Let U ⊂ X be 1-quasiopen and let A ⊂ X be
H-negligible. Then U \ A and U ∪A are 1-quasiopen sets.
3 BV functions with zero boundary values
In this section we consider some questions related to the class BV0(D,Ω), which
will be needed in later sections. We will always denote by Ω a nonempty open set.
The support of a function u defined on a subset of Ω (usually the entire Ω, except
in Lemma 3.14 below) is the relatively closed (in the subspace topology of Ω) set
sptΩ u := {x ∈ Ω : µ(B(x, r) ∩ {u 6= 0}) > 0 for all r > 0}.
Theorem 3.1 ([33, Theorem 3.16]). Let D ⊂ Ω ⊂ X, and let u ∈ BV(Ω). Then
the following are equivalent:
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(1) u ∈ BV0(D,Ω).
(2) There exists a sequence (uk) ⊂ BV(Ω) such that each sptΩ uk is a bounded subset
of D, and uk → u in BV(Ω).
The following lemma, though slightly technical, simply shows that we can apply
the definition of the total variation to find approximating locally Lipschitz functions
that converge suitably in the L1-norm.
Lemma 3.2. Let Ω1 ⋐ Ω2 ⋐ . . . ⋐
⋃∞
j=1Ωj = Ω be open sets, let Ω0 := ∅, and let
ηj ∈ Lipc(Ωj+1) such that 0 ≤ ηj ≤ 1 on X and ηj = 1 on Ωj for each j ∈ N, and
η0 ≡ 0. Moreover, let u ∈ L
1
loc(Ω) with ‖Du‖(Ω) <∞, and let (ui) ⊂ Liploc(Ω) such
that ui → u in L
1
loc(Ω) and
lim
i→∞
∫
Ω
gui dµ = ‖Du‖(Ω),
where each gui is the minimal 1-weak upper gradient of ui in Ω. Finally, let δj > 0
for each j ∈ N, and let ε > 0. Then, passing to a suitable subsequence of (ui) (not
relabeled, and with the understanding that terms can be repeated) and defining
v :=
∞∑
i=1
(ηi − ηi−1)ui, (3.3)
we have ‖v − u‖L1(Ωj\Ωj−1) < δj for all j ∈ N and
∫
Ω gv dµ < ‖Du‖(Ω) + ε.
Proof. By the definition of the total variation, we have ‖Du‖(W ) ≤ lim inf i→∞
∫
W
gui dµ
for any open W ⊂ Ω, and thus ‖Du‖(F ) ≥ lim supi→∞
∫
F
gui dµ for any closed
F ⊂ Ω, and so
lim sup
i→∞
∫
Ωj+1\Ωj−1
gui dµ ≤ ‖Du‖(Ωj+1 \Ωj−1)
for each j ∈ N. Denote by Lj > 0 (some) Lipschitz constants of the functions ηj ;
we can take this to be an increasing sequence. By passing to a subsequence of (ui)
(not relabeled), we can assume that
‖ui−1 − u‖L1(Ωi) < min{δi−1, δi, 2
−i+1ε/Li−1}/2 (3.4)
and∫
Ω
gu1 dµ ≤ ‖Du‖(Ω) + ε,
∫
Ωi+1\Ωi−1
gui dµ ≤ ‖Du‖(Ωi+1 \ Ωi−1) + 2
−iε (3.5)
for all i = 2, 3 . . .. We can also assume that for k ∈ N to be chosen later, u1 = . . . =
uk. We have
‖v − u‖L1(Ωj\Ωj−1) = ‖
∞∑
i=1
(ηi − ηi−1)ui − u‖L1(Ωj\Ωj−1)
= ‖ηj−1uj−1 + (1− ηj−1)uj − u‖L1(Ωj\Ωj−1)
≤ ‖uj−1 − u‖L1(Ωj\Ωj−1) + ‖uj − u‖L1(Ωj\Ωj−1)
< δj
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as desired. Let v1 := u1 and recursively vi+1 := ηivi + (1 − ηi)ui+1. We see that
v = limi→∞ vi. By a Leibniz rule [6, Lemma 2.18], the minimal 1-weak upper
gradient of v2 in Ω satisfies
gv2 ≤ gη1 |u1 − u2|+ η1gu1 + (1− η1)gu2 .
Inductively, we get
gvi ≤
i−1∑
j=1
gηj |uj − uj+1|+
i−1∑
j=1
(ηj − ηj−1)guj + (1− ηi−1)gui ;
to prove this, assume that it holds for the index i. Then we have by applying a
Leibniz rule as above, and noting that gηi can be nonzero only in Ωi+1 \ Ωi (see [6,
Corollary 2.21]), where vi = ui,
gvi+1 ≤ gηi |vi − ui+1|+ ηigvi + (1− ηi)gui+1
≤ gηi |ui − ui+1|+
i−1∑
j=1
gηj |uj − uj+1|
+
i−1∑
j=1
(ηj − ηj−1)guj + (ηi − ηi−1)gui + (1− ηi)gui+1 .
This completes the induction. Thus in each Ωi, where v = vi+1, the minimal 1-weak
upper gradient of v in Ωi satisfies
gv = gvi+1 ≤
∞∑
j=1
gηj |uj − uj+1|+
∞∑
j=1
(ηj − ηj−1)guj
=
∞∑
j=1
gηj |uj − uj+1|+ ηkgu1 +
∞∑
j=k+1
(ηj − ηj−1)guj ,
since u1 = . . . = uk. Thus∫
Ωi
gv dµ
≤
∞∑
j=1
∫
Ω
gηj |uj − uj+1| dµ +
∫
Ω
ηkgu1 dµ+
∞∑
j=k+1
∫
Ω
(ηj − ηj−1)guj dµ
(3.5)
≤
∞∑
j=1
Lj‖uj − uj+1‖L1(Ωj+1\Ωj) + ‖Du‖(Ω) + ε+
∞∑
j=k+1
∫
Ωj+1\Ωj−1
guj dµ
(3.4),(3.5)
≤ 3ε+ ‖Du‖(Ω) +
∞∑
j=k+1
‖Du‖(Ωj+1 \ Ωj−1)
≤ 3ε+ ‖Du‖(Ω) + 3‖Du‖(Ω \Ωk)
≤ ‖Du‖(Ω) + 4ε,
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if we choose k large enough. Note that gv does not depend on i, see [6, Lemma 2.23],
and so it is well defined on Ω. Since gv is the minimal 1-weak upper gradient of v
in each Ωi, it is clearly also (the minimal) 1-weak upper gradient of v in Ω. Then
by Lebesgue’s monotone convergence theorem,∫
Ω
gv dµ ≤ ‖Du‖(Ω) + 4ε.
In a rather similar way, we prove the following lemma which we will need later.
Lemma 3.6. Let u ∈ L1loc(Ω) with ‖Du‖(Ω) < ∞ and let (ui) ⊂ L
1
loc(Ω) such that
‖ui − u‖L∞(Ω) → 0 and
lim
i→∞
‖Dui‖(Ω) = ‖Du‖(Ω).
Let ε > 0. Then we find a function v ≥ u such that ‖v−u‖L1(Ω) < ε, ‖v−u‖L∞(Ω) <
ε, ‖Dv‖(Ω) < ‖Du‖(Ω) + ε,
lim
Ω∋y→x
|v − u|∨(y) = 0 for all x ∈ ∂Ω,
and Sv ⊂
⋃∞
i=1 Sui. Moreover, ‖Dv‖
c(Ω) = 0 if ‖Dui‖
c(Ω) = 0 for all i ∈ N.
Proof. Take nonempty open sets Ω1 ⋐ Ω2 ⋐ . . . ⋐
⋃∞
j=1Ωj = Ω, and Ω0 := ∅. Also
take functions ηj ∈ Lipc(Ωj+1) such that 0 ≤ ηj ≤ 1 on X and ηj = 1 on Ωj for each
j ∈ N, and η0 ≡ 0.
By replacing the functions ui with ui+‖ui−u‖L∞(Ω), we can assume that ui ≥ u
on Ω for each i ∈ N. By passing to a subsequence (not relabeled), we can assume
that for each i ∈ N,
‖ui − u‖L∞(Ω) < 2
−iεmin
{
1, µ({ηi > 0})
−1,
∫
Ω
gηi−1 dµ,
∫
Ω
gηi dµ
}
. (3.7)
From the fact that limi→∞ ‖Dui‖(Ω) = ‖Du‖(Ω) and from the lower semicontinuity
of the total variation in open sets, it follows that for each j ∈ N (see [4, Proposition
1.80])
lim
i→∞
∫
Ω
(1− ηj−1) d‖Dui‖ =
∫
Ω
(1− ηj−1) d‖Du‖
and
lim
i→∞
∫
Ω
(ηj − ηj−1) d‖Dui‖ =
∫
Ω
(ηj − ηj−1) d‖Du‖.
Thus we can also assume that for each i ∈ N,∫
Ω
(1− ηi−1) d‖Dui‖ <
∫
Ω
(1− ηi−1) d‖Du‖ + 2
−iε (3.8)
and ∫
Ω
(ηi − ηi−1) d‖Dui‖ <
∫
Ω
(ηi − ηi−1) d‖Du‖+ 2
−iε. (3.9)
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Let
v :=
∞∑
j=1
(ηj − ηj−1)uj . (3.10)
Then v ≥ u and
‖v − u‖L1(Ω) = ‖
∞∑
j=1
(ηj − ηj−1)(uj − u)‖L1(Ω) ≤
∞∑
j=1
µ({ηj > 0})‖uj − u‖L∞(Ω) < ε
by (3.7). Clearly also ‖v − u‖L∞(Ω) < ε.
Let v1 := u1 and then recursively vi+1 := ηivi+(1−ηi)ui+1. Then v = limi→∞ vi.
By induction, we show that in Ω,
d‖Dvi‖ ≤
i−1∑
j=1
gηj |uj −uj+1| dµ+
i−1∑
j=1
(ηj − ηj−1)d‖Duj‖+(1− ηi−1) d‖Dui‖; (3.11)
this clearly holds for i = 1. Note that gηi can be nonzero only in Ωi+1 \ Ωi (see [6,
Corollary 2.21]), where vi = ui. Assuming that (3.11) holds for the index i, by a
Leibniz rule (see [18, Lemma 3.2]) we get
d‖Dvi+1‖ ≤ gηi |vi − ui+1| dµ + ηi d‖Dvi‖+ (1− ηi) d‖Dui+1‖
≤ gηi |ui − ui+1| dµ +
i−1∑
j=1
gηj |uj − uj+1| dµ +
i−1∑
j=1
(ηj − ηj−1)d‖Duj‖
+ (ηi − ηi−1) d‖Dui‖+ (1− ηi) d‖Dui+1‖.
This completes the induction. Thus since vi → v in L
1
loc(Ω), we get
‖Dv‖(Ω) ≤ lim inf
i→∞
‖Dvi‖(Ω)
≤
∞∑
j=1
∫
Ω
gηj |uj − uj+1| dµ+
∞∑
j=1
∫
Ω
(ηj − ηj−1) d‖Duj‖+ lim inf
i→∞
(1− ηi−1) d‖Dui‖
< 2
∞∑
j=1
2−jε+
∞∑
j=1
(∫
Ω
(ηj − ηj−1) d‖Du‖ + 2
−jε
)
by (3.7), (3.9), (3.8)
= 3ε+ ‖Du‖(Ω),
as desired. Next, note that (3.10) is a locally finite sum. If x /∈ Suj , clearly x /∈
S(ηj−ηj−1)uj . Thus Sv ⊂
⋃∞
j=1 Suj .
If ‖Dui‖
c(Ω) = 0 for all i ∈ N, we show that ‖Dv‖c(Ω) = 0 as follows. Let F ⊂ Ω
be a µ-negligible set such that ‖Dv‖c(Ω \F ) = 0. Note that ‖Dv‖ = ‖Dvi+1‖ in Ωi,
and so by (3.11), in Ωi we have
d‖Dv‖ = d‖Dvi+1‖ ≤
∞∑
j=1
gηj |uj − uj+1| dµ+
∞∑
j=1
(ηj − ηj−1)d‖Duj‖. (3.12)
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Since this inequality holds in every Ωi, it holds in Ω. By the discussion after (2.12),
‖Dv‖c(F ) = ‖Dv‖c
(
F \
∞⋃
i=1
Sui
)
≤
∞∑
j=1
‖Duj‖
(
F \
∞⋃
i=1
Sui
)
by (3.12)
= 0
since ‖Duj‖
a(F ) = 0 and ‖Duj‖
j(Ω \ Suj ) = 0. Thus ‖Dv‖
c(Ω) = 0.
The next simple lemma shows the existence of suitable cutoff functions.
Lemma 3.13. Let W ⊂ Ω ⊂ X be open sets and let H ⊂ W be relatively closed
(in the subspace topology of Ω). Then there is a function η ∈ Liploc(Ω) such that
0 ≤ η ≤ 1, η = 1 on H, and sptΩ η ⊂W .
Moreover, if H is bounded, also sptΩ η is bounded.
Proof. Take open sets Ω1 ⋐ Ω2 ⋐ . . . ⋐
⋃∞
j=1Ωj = Ω and Ω0 := ∅. Note that for
each j = 0, 1, . . ., H ∩Ωj+1 \Ωj is a compact subset of the open setW ∩Ωj+2 \Ωj−1.
Take ηj ∈ Lipc(W ∩Ωj+2 \Ωj−1) such that 0 ≤ ηj ≤ 1 and ηj = 1 on H ∩Ωj+1 \Ωj.
Let
η := sup
j∈N
ηj .
Now it is straightforward to check that η has the required properties. If H is
bounded, we can also choose the ηj ’s so that ηj = 0 outside a 1-neighborhood of H,
ensuring that sptΩ η is bounded.
Lemma 3.14. Let W ⊂ Ω ⊂ X be open sets and let u ∈ BV(W ) such that sptΩ u ⊂
W . Then there exists a sequence (ui) ⊂ Liploc(W ) such that sptΩ ui are subsets of
W and bounded if sptΩ u is, ui → u in L
1(W ), and
‖Du‖(W ) = lim
i→∞
∫
W
gui dµ, (3.15)
where each gui is the minimal 1-weak upper gradient of ui in W . Moreover, u ∈
BV0(W,Ω) with ‖Du‖(W ) = ‖Du‖(Ω) (by zero extension to Ω \ W ), and then
(3.15) holds also with W replaced by Ω.
Proof. Fix ε > 0. By Lemma 3.13 we find a function η ∈ Liploc(Ω) such that
0 ≤ η ≤ 1, η = 1 on sptΩ u, and sptΩ η is a subset of W and bounded if sptΩ u is.
Take open sets W1 ⋐ W2 ⋐ . . . ⋐
⋃∞
j=1Wj = W and W0 := ∅. Denote by Lj > 0
the Lipschitz constant of η in Wj . By Lemma 3.2 we find a function v ∈ Liploc(W )
such that
∫
W
gv dµ ≤ ‖Du‖(W ) + ε and ‖v − u‖L1(Wj\Wj−1) < 2
−jεmin{1, L−1j } for
every j ∈ N. Then
‖ηv − u‖L1(W ) = ‖ηv − ηu‖L1(W ) ≤ ‖v − u‖L1(W ) < ε.
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Moreover, gη = 0 on sptΩ u by [6, Corollary 2.21], and then by the Leibniz rule [6,
Theorem 2.15], ∫
W
gηv dµ ≤
∫
W
gv dµ+ gη|v| dµ
=
∫
W
gv dµ+ gη|v − u| dµ
=
∫
W
gv dµ+
∞∑
j=1
∫
Wj\Wj−1
gη|v − u| dµ
≤
∫
W
gv dµ+
∞∑
j=1
Lj‖v − u‖L1(Wj\Wj−1)
≤ ‖Du‖(W ) + 2ε.
We find the desired functions by letting ui := ηv with the choices ε = 1/i. To prove
the second claim, denote by u, ui also the zero extensions of these functions to Ω\W .
Obviously ui → u in L
1(Ω). Note that the minimal 1-weak upper gradient gui (now
as a function defined on Ω) is clearly the zero extension of gui (as a function defined
only on W ), and so we have
‖Du‖(Ω) ≤ lim inf
i→∞
∫
Ω
gui dµ = lim inf
i→∞
∫
W
gui dµ = ‖Du‖(W ).
Thus u ∈ BV(Ω) and then clearly u ∈ BV0(W,Ω).
Now we can show that Lipschitz functions with zero boundary values are dense
in the class BV0(W,Ω) in the following weak sense.
Proposition 3.16. Let W ⊂ Ω ⊂ X be open sets and let u ∈ BV0(W,Ω). Then
there exists a sequence (ui) ⊂ Liploc(Ω) such that each sptΩ ui ⊂ W is bounded,
ui → u in L
1(Ω), and
lim
i→∞
∫
Ω
gui dµ = ‖Du‖(Ω).
Proof. By Theorem 3.1, we find a sequence (vi) ⊂ BV(Ω) such that sptΩ vi ⊂ W
are bounded and ‖vi−u‖BV(Ω) < 1/i for each i ∈ N. Then by Lemma 3.14, for each
i ∈ N we find ui ∈ Liploc(Ω) such that sptΩ ui ⊂W is bounded, ‖ui−vi‖L1(Ω) < 1/i,
and ∣∣∣∣
∫
Ω
gui dµ− ‖Dvi‖(Ω)
∣∣∣∣ < 1/i.
We conclude that ‖ui − u‖L1(Ω) < 2/i and∣∣∣∣
∫
Ω
gui dµ− ‖Du‖(Ω)
∣∣∣∣ < 2/i.
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The analog of the following result is well known for Newton-Sobolev functions,
see [6, Lemma 2.37], and so it is natural to prove it here for the class BV0(W,Ω),
even though we will not need this result later.
Proposition 3.17. Let W ⊂ Ω ⊂ X be open sets and let u ∈ BV(W ) and v,w ∈
BV0(W,Ω) such that v ≤ u ≤ w in Ω. Then u ∈ BV0(W,Ω).
Proof. By observing that u ∈ BV0(W,Ω) if and only if u− v ∈ BV0(W,Ω), we can
assume that v ≡ 0. Denote the zero extension of u to Ω \W by u0. By Theorem
3.1, we find a sequence of nonnegative functions (wk) ⊂ BV(Ω) with sptΩwk ⊂ W
and wk → w in BV(Ω) (the nonnegativity can be achieved by truncating, if needed).
Then ϕk := min{wk, u0} ∈ BV(W ) by (2.8) and ϕk ∈ BV0(W,Ω) by Lemma 3.14,
for each k ∈ N. Moreover, ϕk → u0 in L
1(Ω) and
lim inf
k→∞
‖Dϕk‖(Ω) = lim inf
k→∞
‖Dϕk‖(W ) by Lemma 3.14
≤ lim inf
k→∞
‖Dwk‖(W ) + ‖Du0‖(W ) by (2.8)
= ‖Dw‖(W ) + ‖Du‖(W ).
Thus by the lower semicontinuity of the total variation with respect to L1-convergence,
u0 ∈ BV(Ω). Moreover, u
∨
0 (x) ≤ w
∨(x) = 0 for H-a.e. x ∈ Ω \W , and obviously
u∧0 (x) ≥ 0 for all x ∈ Ω \W , guaranteeing that u
∧
0 = u
∨
0 = 0 H-a.e. in Ω \W .
4 Variational capacities
In this section we study variational capacities. Our approximation result will be
based on the main result of this section, Theorem 4.5.
We begin by defining the variational 1-capacity and its Lipschitz and BV analogs.
Definition 4.1. Let A ⊂ D ⊂ H ⊂ X be nonempty sets such that H is µ-
measurable. We define the variational (Newton-Sobolev) 1-capacity by
cap1(A,D,H) := inf
∫
H
gu dµ,
where the infimum is taken over functions u ∈ N1,10 (D,H) such that u ≥ 1 on A.
We define the variational Lipschitz 1-capacity by
caplip,1(A,D,H) := inf
∫
H
gu dµ,
where the infimum is taken over functions u ∈ N1,10 (D,H) ∩ Liploc(H) such that
u ≥ 1 on A.
Finally, we define the variational BV-capacity by
capBV(A,D,H) := inf ‖Du‖(H),
where the infimum is taken over functions u ∈ L1(H) such that u∧ = u∨ = 0 H-a.e.
on H \D and u∧ ≥ 1 H-a.e. on A.
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If H = X, we omit it from the notation. In each case, we say that the functions
u over which we take the infimum are admissible (test) functions for the capacity in
question.
Again, gu always denotes the minimal 1-weak upper gradient of u (in H). Recall
that we understand Newton-Sobolev functions to be defined at every point, but in
the definition of cap1(A,D,H) we can equivalently require u ≥ 1 1-q.e. on A, by
(2.2). However, the same is not true for caplip,1(A,D,H). In each definition, we see
by truncation that it is enough to consider test functions 0 ≤ u ≤ 1, and then the
conditions u ≥ 1 and u∧ ≥ 1 are replaced by u = 1 and u∧ = 1, respectively.
In the definition of the variational BV-capacity, it is implicitly understood that
the test functions need to satisfy ‖Du‖(Ω) <∞ for some open Ω ⊃ H. Note that if
H is itself open, then the infimum is taken over functions u ∈ BV0(D,H) such that
u∧ ≥ 1 H-a.e. on A.
Using (2.10), (2.17), and Proposition 2.11, it is straightforward to see that for
open Ω ⊂ X,
capBV(A,D,Ω) ≤ cap1(A,D,Ω) ≤ caplip,1(A,D,Ω). (4.2)
In [33, Theorem 4.23] it was shown that for a compact subset A of an open set D,
we have
capBV(A,D) = cap1(A,D) = caplip,1(A,D).
For more general A,D, if there is no positive distance between A and X \D, then
of course caplip,1(A,D) = ∞, while the other capacities may be finite. However, it
is natural to expect the equality capBV(A,D) = cap1(A,D) to hold more generally.
We show this in Theorem 4.5 below.
Lemma 4.3 ([30, Lemma 3.4]). Let G ⊂ X and ε > 0. Then there exists an open
set V ⊃ G with Cap1(V ) ≤ C1(Cap1(G) + ε) and a function η ∈ N
1,1
0 (V ) with
0 ≤ η ≤ 1 on X, η = 1 on G, and ‖η‖N1,1(X) ≤ C1(Cap1(G)+ ε), for some constant
C1 = C1(Cd, CP , λ) ≥ 1.
Lemma 4.4 ([32, Lemma 3.8]). Let Ω ⊂ X be an open set and let u ∈ L1loc(Ω) with
‖Du‖(Ω) < ∞. Then for every ε > 0 there exists δ > 0 such that if A ⊂ Ω with
Cap1(A) < δ, then ‖Du‖(A) < ε.
Theorem 4.5. Let D ⊂ Ω′ ⊂ X be 1-quasiopen sets and let A ⊂ D be 1-quasiclosed
with respect to Ω′. Then cap1(A,D,Ω
′) ≤ capBV(A,D,Ω
′).
Note that if Ω′ is in fact open, then by (4.2) we have cap1(A,D,Ω
′) = capBV(A,D,Ω
′).
Proof. We can assume that capBV(A,D,Ω
′) < ∞. Fix ε > 0. Take an open set
Ω ⊃ Ω′ and a function h ∈ L1(Ω′) such that 0 ≤ h ≤ 1 on Ω, h∨ = 0 H-a.e.
on Ω′ \ D, h∧ = 1 H-a.e. on A, and ‖Dh‖(Ω) < capBV(A,D,Ω
′) + ε. As Ω′ is 1-
quasiopen we can assume that µ(Ω\Ω′) <∞, and then h ∈ L1(Ω) and so h ∈ BV(Ω).
It follows from Proposition 2.15 that the super-level sets of h∧ are 1-quasiopen, and
so using also Lemma 2.21, we conclude that the set
U := ({x ∈ Ω : h∧(x) > 1− ε} ∪A) ∩D
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is 1-quasiopen. Clearly A ⊂ U ⊂ D. Defining
u := min{1, (1 − ε)−1h} ∈ BV(Ω)
we have u∨ = 0 H-a.e. on Ω′ \ D, u∧ = 1 H-a.e. on U , and ‖Du‖(Ω) ≤ (1 −
ε)−1(capBV(A,D,Ω
′) + ε).
According to Lemma 4.4, there exists δ ∈ (0, ε) such that whenever H ⊂ Ω with
Cap1(H) < δ, then ‖Du‖(H) < ε. Since A is 1-quasiclosed with respect to Ω
′, and
Ω′, D, and U are 1-quasiopen, we find an open set G ⊂ Ω such that Cap1(G) < δ/C
2
1 ,
Ω′ ∪G is open, D ∪G is open, U ∪G is open, and A \G is relatively closed (in the
subspace topology of Ω′, and then clearly also in that of Ω′ ∪ G). By Lemma 4.3
we then find a set V ⊃ G and a function η ∈ N1,10 (V ) such that Cap1(V ) < δ/C1,
0 ≤ η ≤ 1 on X, η = 1 on G, and ‖η‖N1,1(X) < δ/C1.
Note that u ∈ BV0(D ∪ G,Ω
′ ∪ G). By Proposition 3.16 we find functions
(vi) ⊂ Liploc(Ω
′∪G) such that 0 ≤ vi ≤ 1, sptΩ′∪G vi ⊂ D∪G, vi → u in L
1(Ω′∪G),
and
lim
i→∞
∫
Ω′∪G
gvi dµ = ‖Du‖(Ω
′ ∪G).
Since A \ G is a relatively closed (in the subspace topology of Ω′ ∪ G) subset of
the open set U ∪ G, by Lemma 3.13 we also find a function ρ ∈ Liploc(Ω
′ ∪ G)
such that 0 ≤ ρ ≤ 1, ρ = 1 on A \ G, and sptΩ′∪G ρ ⊂ U ∪ G. Take open sets
Ω1 ⋐ Ω2 ⋐ . . .Ω
′ ∪ G such that Ω′ ∪ G =
⋃∞
j=1Ωj, and Ω0 := ∅. Denote by Lj the
Lipschitz constant of ρ in Ωj. By Lemma 3.2, from the functions vi we can construct
a new function v ∈ Liploc(Ω
′ ∪ G) such that 0 ≤ v ≤ 1, sptΩ′∪G v ⊂ D ∪ G (this
follows from (3.3)),
‖v − u‖L1(Ωj\Ωj−1) < 2
−jεL−1j for all j ∈ N, (4.6)
and ∫
Ω′∪G
gv dµ ≤ ‖Du‖(Ω
′ ∪G) + ε. (4.7)
Then define
w := ρ(1− η) + (1− ρ)(1− η)v.
Note that 0 ≤ w ≤ 1, w = 1 on A \ V , and sptΩ′∪Gw ⊂ D, so that w is admissible
for cap1(A \ V,D,Ω
′). By the Leibniz rule [6, Theorem 2.15, Lemma 2.18], we have
in Ω′ ∪G
gw ≤ ρgη + (1− ρ)g(1−η)v + gρ(1− η)(1− v)
≤ ρgη + (1− ρ)(gηv + gv(1− η)) + gρ(1− η)(1 − v)
≤ gη + gη + gv + gρ(1− η)(1 − v),
since ρ and v take values between 0 and 1. Since u = 1 a.e. on U and gρ = 0 outside
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U ∪G (see e.g. [6, Corollary 2.21]), we have∫
Ω′∪G
gρ(1− η)(1− v) dµ ≤
∫
Ω′\G
gρ(1− v) dµ
=
∫
Ω′\G
gρ(u− v) dµ
≤
∞∑
j=1
∫
Ωj\Ωj−1
gρ|u− v| dµ
≤
∞∑
j=1
Lj‖u− v‖L1(Ωj\Ωj−1)
< ε by (4.6).
Thus ∫
Ω′
gw dµ ≤ 2
∫
Ω′
gη dµ+
∫
Ω′
gv dµ + ε ≤ 2δ/C1 + ‖Du‖(Ω
′ ∪G) + 2ε
by (4.7). Thus we have
cap1(A \ V,D,Ω
′) ≤
∫
Ω′
gw dµ ≤ ‖Du‖(Ω
′ ∪G) + 2δ/C1 + 2ε
≤ ‖Du‖(Ω) + 4ε
≤ (1− ε)−1(capBV(A,D,Ω
′) + ε) + 4ε.
(4.8)
Moreover, by using Lemma 4.3 again, we find a set W ⊃ V and a function ξ ∈
N1,10 (W ) such that Cap1(W ) < δ, 0 ≤ ξ ≤ 1 on X, ξ = 1 on V , and ‖ξ‖N1,1(X) < δ.
Since ξ is 1-finely continuous 1-q.e. by [29, Corollary 5.4], we have ξ = 1 1-q.e. on
V
1
(the 1-fine closure of V ). By Proposition 2.11 and (2.3) we have ξ∧ = 1 H-a.e.
on V
1
, and now clearly (ξu)∧ = 1 H-a.e. on A∩V
1
. Clearly also (ξu)∧ = (ξu)∨ = 0
H-a.e. on Ω′ \D, and ξu ∈ L1(Ω). Thus ξu is admissible for capBV(A ∩ V
1
,D,Ω′).
By the Leibniz rule, see [24, Proposition 4.2], we get for constant C = C(Cd, CP , λ)
capBV(A ∩ V
1
,D,Ω′)
≤ ‖D(ξu)‖(Ω)
≤ C
(∫
Ω
ξ∨ d‖Du‖ +
∫
Ω
u∨ d‖Dξ‖
)
≤ C
(∫
Ω
ξ d‖Du‖+
∫
Ω
ugξ dµ
)
by Proposition 2.11, (2.7), and (2.10)
≤ C
(
‖Du‖(Ω ∩W ) +
∫
Ω
gξ dµ
)
< C(ε+ δ);
recall that ‖Du‖(W ∩Ω) < ε since Cap1(W ) < δ. Combining the above with (4.8),
we conclude that for any ε > 0 there is an open set V ⊂ X such that Cap1(V ) < ε,
cap1(A \ V,D,Ω
′) ≤ capBV(A,D,Ω
′) + ε, and capBV(A ∩ V
1
,D,Ω′) < ε.
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Fix a new ε > 0. Note that V
1
is 1-finely closed and thus 1-quasiclosed by
Theorem 2.20, and thus A ∩ V
1
is 1-quasiclosed with respect to Ω′. Thus we can
repeat the above procedure with A replaced by A∩V
1
. Denote V = V1. Inductively,
for each i ∈ N we find a set Vi such that Cap1(Vi) < 1/i,
cap1

A ∩ i−1⋂
j=1
Vj
1
\ Vi,D,Ω
′

 ≤ capBV

A ∩ i−1⋂
j=1
Vj
1
,D,Ω′

+ 2−iε, (4.9)
and
capBV

A ∩ i⋂
j=1
Vj
1
,D,Ω′

 ≤ 2−iε. (4.10)
For each k ∈ N, clearly
A \
k⋃
i=1

A ∩ i−1⋂
j=1
Vj
1
\ Vi

 ⊂ Vk,
with Cap1(Vk) < 1/k, and so
A \
∞⋃
i=1

A ∩ i−1⋂
j=1
Vj
1
\ Vi


is a set of 1-capacity zero. Thus by the subadditivity of cap1 (see [8, Theorem 3.4])
cap1(A,D,Ω
′) ≤
∞∑
i=1
cap1

A ∩ i−1⋂
j=1
Vj
1
\ Vi,D,Ω
′


≤
∞∑
i=1

capBV

A ∩ i−1⋂
j=1
Vj
1
,D,Ω′

+ 2−iε

 by (4.9)
≤ capBV(A,D,Ω
′) + 2−1ε+
∞∑
i=2
(
2−i+1ε+ 2−iε
)
by (4.10)
= capBV(A,D,Ω
′) + 2ε.
Letting ε→ 0, we get the result.
5 The approximation result
In this section we prove our approximation result, Theorem 1.1. Recall that this
theorem states that we can approximate a given BV function by SBV functions in
the strict sense, pointwise uniformly, and without adding significant jumps. First
we note that if we were to drop one of the last two conditions, the proof would be
straightforward. Again we will always denote by Ω a nonempty open set.
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Example 5.1. Let u ∈ BV(Ω). From Lemma 3.2 (essentially, from the definition of
the total variation) we obtain a sequence (ui) ⊂ SBV(Ω) (in fact, (ui) ⊂ Liploc(Ω))
such that ui → u strictly and H(Sui \ Su) = 0, because in fact Sui = ∅. Usually,
however, the ui’s do not converge to u uniformly, and this is in fact impossible for
example when u is a function on the real line with a nonempty jump set. Nonetheless,
when u is the Cantor ternary function on the unit interval and the ui’s are the usual
Lipschitz functions used in its construction (see e.g. [4, Example 1.67]), then also
ui → u uniformly.
On the other hand, assuming for simplicity that Ω is bounded and u is nonneg-
ative, if we define approximations
ui :=
1
i
∞∑
j=1
χ{u>ti,j} with ‖Dui‖(Ω) ≤
1
i
∞∑
j=1
P ({u > ti,j},Ω),
then by the coarea formula (2.6) we can see that with a suitable choice of the numbers
ti,j ≥ 0, we get ui → u strictly, and uniformly. However, now the jump sets Sui are
usually very large.
To prove the approximation result, we first consider a case where the function
only has small jumps.
Proposition 5.2. Let Ω′ ⊂ Ω such that Ω′ is 1-quasiopen and Ω is open, and let
u ∈ BV(Ω) and β > 0 such that u∨ − u∧ < β in Ω′. Then for every ε > 0 there
exists v ∈ N1,1(Ω′) such that ‖v − u‖L∞(Ω′) ≤ 4β and∫
Ω′
gv dµ ≤ ‖Du‖(Ω
′) + ε.
Proof. First assume that u ≥ 0. Fix ε > 0. For each i ∈ N, let
Ai := {x ∈ Ω
′ : u∨(x) ≥ (i+ 1)β} and Di := {x ∈ Ω
′ : u∧(x) > (i− 2)β}.
By Proposition 2.15, each Ai is 1-quasiclosed with respect to Ω
′. It is straightforward
to check that the intersection of two 1-quasiopen sets is 1-quasiopen, and so each
Di is 1-quasiopen (with respect to X). Moreover, for all i ∈ N,
Ai ⊂ {x ∈ Ω
′ : u∧(x) ≥ iβ} ⊂ {x ∈ Ω′ : u∨(x) > (i− 1)β} ⊂ Di.
Fix i ∈ N. Let
ui :=
1
β
min{β, (u − (i− 1)β)+} ∈ BV(Ω).
Then
capBV(Ai,Di,Ω
′) ≤ capBV({u
∧ ≥ iβ} ∩ Ω′, {u∨ > (i− 1)β} ∩ Ω′,Ω′)
≤ ‖Dui‖(Ω
′)
=
1
β
∫ iβ
(i−1)β
P ({u > t},Ω′) dt
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by the coarea formula (2.6), which also applies to 1-quasiopen sets, see [30, Propo-
sition 3.8]. By Theorem 4.5 we find a function vi ∈ N
1,1
0 (Di,Ω
′) such that vi = 1 on
Ai and∫
Ω′
gvi dµ < capBV(Ai,Di,Ω
′) +
2−iε
β
≤
1
β
∫ iβ
(i−1)β
P ({u > t},Ω′) dt+
2−iε
β
.
Now define
v := β
∞∑
i=3
vi.
It is easy to check that u∨ − 4β ≤ v ≤ u∧ on Ω′, so that ‖v − u‖L∞(Ω′) ≤ 4β and
also v ∈ L1(Ω′). Since gv ≤ β
∑∞
i=3 gvi (see e.g. [6, Lemma 1.52]),∫
Ω′
gv dµ ≤ β
∞∑
i=1
∫
Ω′
gvi dµ
≤ β
∞∑
i=1
(
1
β
∫ iβ
(i−1)β
P ({u > t},Ω′) dt+
2−iε
β
)
=
∫ ∞
0
P ({u > t},Ω′) dt+ ε
= ‖Du‖(Ω′) + ε.
This completes the proof in the case u ≥ 0.
In the general case, we find a function w1 ∈ N
1,1(Ω′) corresponding to u+ and a
function w2 ∈ N
1,1(Ω′) corresponding to u−. Then for v := w1 − w2 ∈ N
1,1(Ω′) we
have ‖v − u‖L∞(Ω′) ≤ 4β and∫
Ω′
gv dµ ≤
∫
Ω′
gw1 dµ+
∫
Ω′
gw2 dµ ≤ ‖Du+‖(Ω
′) + ‖Du−‖(Ω
′) + 2ε
= ‖Du‖(Ω′) + 2ε,
where the last inequality follows from the coarea formula.
Now we consider the more general case where u may also have large jumps.
Proposition 5.3. Let u ∈ BV(Ω) and let ε > 0. Then there exists v ∈ BV(Ω) such
that ‖v−u‖L∞(Ω) ≤ ε, ‖Dv‖(Ω) ≤ ‖Du‖(Ω)+ε, ‖Dv‖
c(Ω) = 0, and H(Sv \Su) = 0.
Proof. Fix 0 < δ < min{1, ε}/4 to be chosen later. Let S := {x ∈ Ω : u∨−u∧ ≥ δ}.
By Proposition 2.15, Ω\S is a 1-quasiopen set. Apply Lemma 5.2 to find a function
v ∈ N1,1(Ω \ S) such that ‖v − u‖L∞(Ω\S) ≤ 4δ and∫
Ω\S
gv dµ ≤ ‖Du‖(Ω \ S) + ε. (5.4)
By the decomposition (2.12) it is clear that H(S) <∞, from which it easily follows
that µ(S) = 0. Thus we have in fact ‖v − u‖L∞(Ω) ≤ ε and v ∈ L
1(Ω), as desired.
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Now we estimate ‖Dv‖(Ω). Take a sequence (ui) ⊂ N
1,1(Ω) (from Lemma 3.2)
such that ui → u in L
1(Ω) and
∫
Ω gui dµ → ‖Du‖(Ω). Then v − ui → v − u in
L1(Ω). Letting wi := min{1,max{−1, v − ui}}, we have wi → v − u in L
1(Ω). Let
i ∈ N be fixed. We find a covering {Bj = B(xj, rj)}
∞
j=1 such that rj ≤ 1/i for all j,
S ⊂
⋃∞
j=1Bj , and
∞∑
j=1
µ(B(xj , rj))
rj
< H(S) + 1/i. (5.5)
Then pick 1/rj-Lipschitz functions ηj such that 0 ≤ ηj ≤ 1 onX, ηj = 1 on B(xj , rj),
and ηj = 0 outside B(xj, 2rj). Define ρi := supj∈N ηj . Consider the function
hi := (1− ρi)wi.
Let g ∈ L1(Ω \ S) be a 1-weak upper gradient of wi in Ω \ S; for example gv + gui
will do. By [6, Corollary 2.21] we know that χ2Bj/rj is a 1-weak upper gradient of
ηj (in X), and then
∑∞
j=1
χ
2Bj
rj
is a 1-weak upper gradient of ρi (in X) by e.g. [6,
Lemma 1.52]. We show that
gi := g +
∞∑
j=1
χ2Bj
rj
is a 1-weak upper gradient of hi in Ω. By the Leibniz rule [6, Theorem 2.15], gi is a
1-weak upper gradient of hi in Ω \ S; recall that ‖wi‖L∞(Ω) ≤ 1. Take a curve γ in
Ω such that the upper gradient inequality is satisfied by hi and gi on all subcurves
of γ in Ω \ S; this is true for 1-a.e. curve in Ω by [6, Lemma 1.34]. Moreover, the
fact that Ω\S is 1-quasiopen implies by [37, Remark 3.5] that it is also 1-path open,
meaning that for 1-a.e. curve γ, the set γ−1(Ω \ S) is a relatively open subset of
[0, ℓγ ]. Thus we can assume that γ
−1(S) is a compact subset of the relatively open
set γ−1
(⋃∞
j=1Bj
)
. Thus γ can be split into a finite number of subcurves each of
which lies either entirely in
⋃∞
j=1Bj, or entirely in Ω \ S. If γ1 is a subcurve lying
entirely in
⋃∞
j=1Bj,
|hi(γ1(0)) − hi(γ1(ℓγ1))| = |0− 0| = 0,
so the upper gradient inequality is satisfied. If γ2 is a subcurve lying entirely in
Ω \ S, then
|hi(γ2(0)) − hi(γ2(ℓγ2))| ≤
∫
γ2
gi ds
by our choice of γ. Summing over the subcurves, we obtain
|hi(γ(0)) − hi(γ(ℓγ))| ≤
∫
γ
gi ds.
Thus gi is a 1-weak upper gradient of hi in Ω. By (5.5) we have
‖gi‖L1(Ω) ≤ ‖g‖L1(Ω\S) + Cd(H(S) + 1/i). (5.6)
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Since −1 ≤ wi ≤ 1,
‖hi − wi‖L1(Ω) = ‖ρiwi‖L1(Ω) ≤ ‖ρi‖L1(Ω) ≤
1
i
∞∑
j=1
µ(2Bj)
rj
≤
Cd
i
(H(S) + 1/i).
Recall that wi → v − u in L
1(Ω). Thus also hi → v − u in L
1(Ω), and so by (5.6)
‖D(v − u)‖(Ω) ≤ lim inf
i→∞
‖gi‖L1(Ω) ≤ ‖g‖L1(Ω\S) + CdH(S) <∞.
Thus also ‖Dv‖(Ω) <∞ (recall (2.9)). By the decomposition (2.12) and the discus-
sion after it, we find that only the jump part of ‖D(v − u)‖ can charge S, and then
from the fact that ‖v − u‖L∞(Ω) ≤ 4δ we get
‖D(v − u)‖(S) ≤ Cd
∫
S
((v − u)∨ − (v − u)∧) dH ≤ 8CdδH(S). (5.7)
By another application of the decomposition (2.12),
∞ > ‖Du‖(Su) ≥ α
∫
Su
(u∨ − u∧) dH = α
∫ ∞
0
H({u∨ − u∧ > t}) dt
by Cavalieri’s principle. Since the function t 7→ H({u∨−u∧ > t}) is thus integrable,
necessarily
lim inf
t→0
tH({u∨ − u∧ > t}) = 0.
Thus by choosing a suitable small δ, we can ensure that δH(S) < ε/(8Cd). Hence
(5.7) gives ‖D(v − u)‖(S) ≤ ε and so
‖Dv‖(S) ≤ ‖Du‖(S) + ε.
Thus we get (note that 1-quasiopen sets can be seen to be ‖Du‖-measurable by
Lemma 4.4)
‖Dv‖(Ω) = ‖Dv‖(Ω \ S) + ‖Dv‖(S)
≤
∫
Ω\S
gv dµ+ ‖Dv‖(S) by Theorem 2.16
≤ ‖Du‖(Ω \ S) + ε+ ‖Du‖(S) + ε by (5.4)
= ‖Du‖(Ω) + 2ε,
as desired. Note that for any A ⊂ Ω \ S with µ(A) = 0, by Theorem 2.16 we have
for any open W with A ⊂W ⊂ Ω that
‖Dv‖(A) ≤ ‖Dv‖(W \ S) ≤
∫
W\S
gv dµ,
which becomes arbitrarily small by choosing µ(W ) small. We conclude that ‖Dv‖c(Ω\
S) = 0, and thus ‖Dv‖c(Ω) = 0 since H(S) <∞.
By Theorem 2.14, v is 1-quasicontinuous on Ω \ S, so by [28, Theorem 5.1] it is
also 1-finely continuous 1-q.e. on Ω \ S, and so by (2.19) clearly v∧ = v∨ 1-q.e. on
Ω \ S. Hence H(Sv \ S) = 0 and so H(Sv \ Su) = 0.
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To obtain the strongest possible result, we will apply the above proposition only
in a small open subset of Ω where the Cantor part of ‖Du‖ is concentrated. For
this, we will need the following extension lemma.
Lemma 5.8. Let W ⊂ Ω ⊂ X be open sets, let u ∈ BV(W ), and suppose that
lim
W∋y→x
|u|∨(y) = 0 (5.9)
for all x ∈ ∂W . Then u ∈ BV0(W,Ω).
Proof. First assume that sptX u ⊂ W . Then u ∈ BV0(W,Ω) with ‖Du‖(W ) =
‖Du‖(Ω) by Lemma 3.14.
In the general case, note that for the functions
uδ := (u− δ)+ − (u+ δ)−, δ > 0,
we have sptX uδ ⊂ W . Thus, understanding u to be zero extended to Ω \W , we
have uδ → u in L
1(Ω) and then
‖Du‖(Ω) ≤ lim inf
i→∞
‖Duδ‖(Ω) = lim inf
i→∞
‖Duδ‖(W ) ≤ ‖Du‖(W ),
so that u ∈ BV(Ω). By (5.9), clearly u∧ = u∨ = 0 on Ω \W , and so u ∈ BV0(W,Ω).
Now we prove our main approximation result, which we first give in the following
form.
Theorem 5.10. Let u ∈ BV(Ω) and let ε > 0. Then there exists w ∈ SBV(Ω)
and an open set W ⊂ Ω such that w ≥ u on Ω, w = u on Ω \W , ‖w − u‖L1(Ω) <
ε, ‖w − u‖L∞(Ω) < ε, H(Sw \ Su) = 0, µ(W ) < ε, ‖Du‖(W ) < ‖Du‖
c(Ω) + ε,
‖D(w − u)‖(Ω \W ) = 0, ‖Dw‖(W ) < ‖Du‖(W ) + ε, and
lim
W∋y→x
|w − u|∨(y) = 0 for all x ∈ ∂W. (5.11)
Proof. By the decomposition (2.12), we find a Borel set A ⊂ Ω such that µ(A) = 0
and ‖Du‖c(A) = ‖Du‖(A) = ‖Du‖c(Ω). Take an open setW ⊂ Ω such thatW ⊃ A
and ‖Du‖(W ) < ‖Du‖c(Ω) + ε, and µ(W ) < ε. By Proposition 5.3 we find a
sequence (ui) ⊂ BV(W ) such that ‖ui − u‖L∞(W ) → 0,
lim
i→∞
‖Dui‖(W ) = ‖Du‖(W ),
‖Dui‖
c(W ) = 0, and H(W ∩ Sui \ Su) = 0. Then by Lemma 3.6 we find a function
v ∈ BV(W ) such that v ≥ u on W , ‖v − u‖L1(W ) < ε, ‖v − u‖L∞(W ) < ε,
‖Dv‖(W ) < ‖Du‖(W ) + ε,
lim
W∋y→x
|v − u|∨(y) = 0 for all x ∈ ∂W, (5.12)
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‖Dv‖c(W ) = 0, and H(W ∩ Sv \ Su) = 0. Let
w :=
{
u on Ω \W,
v on W.
Clearly w ≥ u, ‖w−u‖L1(Ω) < ε, and ‖w−u‖L∞(Ω) < ε. By Lemma 5.8 and (5.12),
w − u ∈ BV(Ω) and then w ∈ BV(Ω). Equation (5.12) gives (5.11). By (5.11),
∂∗{w − u > t} \W = ∅ for all t 6= 0. Thus by the coarea formula (2.6) and (2.5),
‖D(w − u)‖(Ω \W ) =
∫ ∞
−∞
P ({w − u > t},Ω \W ) dt
≤ Cd
∫ ∞
−∞
H(∂∗{w − u > t} \W ) dt
= 0.
(5.13)
Also
‖Dw‖(W ) = ‖Dv‖(W ) < ‖Du‖(W ) + ε
and
‖Dw‖c(Ω) = ‖Dw‖c(W ) + ‖Dw‖c(Ω \W )
= ‖Dv‖c(W ) + ‖Du‖c(Ω \W ) by (5.13)
= 0.
Equation (5.11) also implies that w∧ = u∧ and w∨ = u∨ on Ω\W , so that Sw \W =
Su \W . We have H(W ∩Sv \Su) = 0 and so also H(W ∩Sw \Su) = 0. We conclude
that H(Sw \ Su) = 0.
Next we show the sharpness of the condition ‖D(w−u)‖(Ω) < 2‖Du‖c(Ω)+ε; in
particular this demonstrates the fact that it is generally impossible to approximate
BV functions by SBV functions in the BV norm.
Example 5.14. Let u ∈ BV(Ω) and let (ui) ⊂ SBV(Ω) such that ui → u in L
1(Ω).
We show that necessarily
lim inf
i→∞
‖D(ui − u)‖(Ω) ≥ 2‖Du‖
c(Ω).
Fix ε > 0. We find a Borel set F ⊂ Ω such that µ(F ) = 0 and ‖Du‖c(F ) =
‖Du‖(F ) = ‖Du‖c(Ω). We also find an open set W ⊂ Ω such that W ⊃ F and
‖Du‖(W ) < ‖Du‖(F ) + ε. Let S :=
⋃∞
i=1 Sui and H := F \ S. Since S is σ-finite
with respect to H, ‖Du‖c(S) = 0. Then
‖D(u− ui)‖(H) ≥ ‖Du‖(H)− ‖Dui‖(H)
= ‖Du‖(F ) − ‖Dui‖(H)
= ‖Du‖c(Ω)− 0
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for all i ∈ N. Moreover,
‖D(u− ui)‖(W \H) ≥ ‖Dui‖(W \H)− ‖Du‖(W \H)
≥ ‖Dui‖(W \H)− ε
= ‖Dui‖(W )− ε
for all i ∈ N, and thus
lim inf
i→∞
‖D(u− ui)‖(W \H) ≥ lim inf
i→∞
‖Dui‖(W )− ε
≥ ‖Du‖(W )− ε since ui → u in L
1(Ω)
≥ ‖Du‖c(Ω)− ε.
In total, we get
lim inf
i→∞
‖D(u− ui)‖(Ω) ≥ lim inf
i→∞
‖D(u− ui)‖(W \H) + lim inf
i→∞
‖D(u− ui)‖(H)
≥ 2‖Du‖c(Ω)− ε,
and so we have the result.
Now we get the following corollary, which in particular implies Theorem 1.1.
Corollary 5.15. Let u ∈ BV(Ω). Then there exists a sequence (ui) ⊂ SBV(Ω) such
that
• ui → u in L
1(Ω) and ‖Dui‖(Ω)→ ‖Du‖(Ω),
• limi→∞ ‖D(ui − u)‖(Ω) = 2‖Du‖
c(Ω),
• lim supi→∞ ‖Du‖({|ui−u|
∨ 6= 0}) ≤ ‖Du‖c(Ω), limi→∞ µ({|ui−u|
∨ 6= 0}) = 0,
• ui ≥ u and ui → u uniformly in Ω,
• H(Sui \ Su) = 0 for all i ∈ N, and
• limΩ∋y→x |ui − u|
∨(y) = 0 for all x ∈ ∂Ω.
Proof. This follows almost directly from Theorem 5.10 and Example 5.14. The
third condition follows from (5.11) and the estimates µ(W ) < ε and ‖Du‖(W ) <
‖Du‖c(Ω)+ε given in Theorem 5.10. The last condition also follows from (5.11).
Note that the first condition says that the ui’s converge to u strictly, the second
condition describes closeness in the BV norm, and the third condition implies that
lim sup
i→∞
‖Du‖({u∧i 6= u
∧} ∪ {u∨i 6= u
∨}) ≤ ‖Du‖c(Ω),
so it describes approximation in the Lusin sense. The last condition expresses the
fact that ui and u have the same “boundary values”.
In closing, let us consider a few new capacities defined similarly as in Definition
4.1.
26
Definition 5.16. Let A ⊂ D ⊂ Ω ⊂ X be nonempty sets with Ω open. We define
the variational SBV-capacity by
capSBV(A,D,Ω) := inf ‖Du‖(Ω),
where the infimum is taken over functions u ∈ BV0(D,Ω)∩SBV(Ω) such that u
∧ ≥ 1
H-a.e. on A.
We define the variational diffuse BV-capacity by
capDBV(A,D,Ω) := inf ‖Du‖(Ω),
where the infimum is taken over functions u ∈ BV0(D,Ω) such that H(Su) = 0 and
u∧ ≥ 1 H-a.e. on A.
One can also replace Ω by a more general set, but we choose to consider the
above simpler case here.
Corollary 5.17. We have
capSBV(A,D,Ω) = capBV(A,D,Ω) and capDBV(A,D,Ω) = cap1(A,D,Ω).
Proof. To prove the first equality, we can assume that capBV(A,D,Ω) < ∞. Let
0 < ε < 1/2. Take a function u that is admissible for capBV(A,D,Ω) such that
‖Du‖(Ω) < capBV(A,D,Ω) + ε. By Corollary 5.15 we find a function w ∈ SBV(Ω)
such that ‖Dw‖(Ω) < ‖Du‖(Ω)+ε and ‖w−u‖L∞(Ω) < ε. Then v := (w−ε)+/(1−
2ε) is admissible for capSBV(A,D,Ω) and so
capSBV(A,D,Ω) ≤ ‖Dv‖(Ω) ≤
‖Du‖(Ω) + ε
1− 2ε
≤
capBV(A,D,Ω) + 2ε
1− 2ε
.
Letting ε→ 0, the first inequality follows.
To prove the second equality, we can assume that capDBV(A,D,Ω) < ∞. Let
0 < ε < 1/2. Take a function u that is admissible for capDBV(A,D,Ω) such that
‖Du‖(Ω) < capDBV(A,D,Ω)+ε. Apply Proposition 5.2 with the choice Ω
′ = Ω\Su
to find a function w ∈ N1,1(Ω′) such that
∫
Ω′ gw dµ < ‖Du‖(Ω) + ε and ‖w −
u‖L∞(Ω) < ε. Since H(Su) = 0 and thus Cap1(Su) = 0, we have in fact w ∈ N
1,1(Ω)
with
∫
Ω gw dµ < ‖Du‖(Ω)+ε, see [6, Proposition 1.48]. Then v := (w−ε)+/(1−2ε)
is admissible for cap1(A,D,Ω) and so
cap1(A,D,Ω) ≤
∫
Ω
gv dµ ≤
‖Du‖(Ω) + ε
1− 2ε
≤
capDBV(A,D,Ω) + 2ε
1− 2ε
.
Letting ε→ 0, the second inequality follows.
Note that for the first equality we did not actually need the full strength of our
approximation result; recall Example 5.1. However, with our result it is also possible
to handle much more general energies than simply ‖Du‖(Ω), given for example
by convex functionals of linear growth, or involving terms such as H(Su) (like for
example in the Mumford-Shah functional). Generally, the implication is that the
absolutely continuous and jump parts help to optimize energy — in particular, it
is possible to have capBV(A,D) < cap1(A,D), see [33, Example 4.27] — but the
Cantor part does not.
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