On the Monoidal Center of Deligne's Category Rep(S_t) by Flake, Johannes & Laugwitz, Robert
ON THE MONOIDAL CENTER OF DELIGNE’S CATEGORY Rep(St)
JOHANNES FLAKE AND ROBERT LAUGWITZ
Abstract. We explicitly compute a monoidal subcategory of the monoidal center of Deligne’s
interpolation category Rep(St), for t not necessarily a natural number, and we show that this
subcategory is a ribbon category. For t = n, a natural number, there exists a functor onto
the braided monoidal category of modules over the Drinfeld double of Sn which is essentially
surjective and full. Hence the new ribbon category interpolates the categories of crossed modules
over the symmetric groups. As an application, we obtain invariants of framed ribbon links
which are polynomials in the interpolating variable t. These polynomials interpolate untwisted
Dijkgraaf–Witten invariants of the symmetric groups.
1. Introduction
Deligne introduced a symmetric monoidal category Rep(St) for any complex number t in
[Del07] which interpolates the representation categories of symmetric groups Rep(Sn) for n ≥ 1.
Given any monoidal category C, there exists a general procedure to produce a braided monoidal
category — the monoidal or Drinfeld center Z(C). This center construction has applications
to the algebraic construction of ribbon invariants and 3-dimension topological quantum field
theories (TQFTs). In this paper, we investigate the monoidal center of the category Rep(St)
and obtain invariants of framed ribbons links from it. We give explicit constructions of ribbon
subcategories Dt of Z(Rep(St)), depending on a parameter t ∈ k, that interpolate the categories
of crossed modules over symmetric groups which correspond to the monoidal centers of the
respective representation categories. Throughout this paper, k is a field of characteristic zero.
1.1. Crossed Modules and the Monoidal Center. The concept of crossed modules over a
group G goes back to Whitehead [Whi49, Section 2] and [EM47, p. 56] in the study of group
extensions in the context of homotopy theory.1 A G-crossed module is a G-module
V = ⊕g∈GVg such that h · Vg = Vhgh−1
for any h, g ∈ G. It was shown in [FY89, Theorem 4.2.2] that G-crossed modules form a braided
monoidal category. For a Hopf algebra H, the more general concept of H-Yetter–Drinfeld modules
[Yet90, Definition 3.6] recovers the definition of G-crossed modules used in this paper for the group
algebra H = kG. For finite-dimensional H, the category of Yetter–Drinfeld modules is equivalent
to that of modules over Drinfeld’s quantum double DrinH of [Dd86], see [Maj95, Proposition
7.1.6] and [Maj91].
The category of modules over DrinH is equivalent to the monoidal center Z(C) of the category
C = Rep(H) of left H-modules, see e.g. [Kas95, Section XIII.5]. However, the braided monoidal
category Z(C) can be defined for any monoidal category C [Maj91b,JS91b].
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1In [Whi49], a more general and slightly different definition is given. Our definition is the linear span of a
crossed G-set as in [FY89, Definition 4.2.1].
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1.2. Deligne’s Interpolation Category. In [Del07], Deligne constructs a class of tensor cate-
gories Rep(St) depending on a parameter t in the field k of characteristic zero. It is a well-known
observation that every simple Sn-module appears as a direct summand of a tensor power V
⊗k
n
of the n-dimensional regular representation Vn of Sn for some k ≥ 1. In other words, the
category Rep(Sn) of finite-dimensional Sn-modules is the idempotent completion (or Karoubi
envelope, Cauchy completion, [BD86]) of a tensor category generated by the single object Vn. The
morphism spaces Hom(V ⊗kn , V ⊗ln ) are given by the Sn-invariants of V
⊗(k+l)
n and can be described
combinatorially using the partition algebras Pk(n), see e.g. [CO11, Section 2] for details. To
define Rep(St), n is now replaced by a general parameter t ∈ k.
In the generic case, if t /∈ Z≥0, then Rep(St) is a semisimple tensor category. If n ∈ Z≥1, then
there exists a quotient functor
Fn : Rep(Sn) −→ Rep(Sn).
This way, Rep(St) may be seen as an interpolation category for the classical categories Rep(Sn).
1.3. Dijkgraaf–Witten Invariants and TQFT. We recall that there is a deep connection
between invariants of knots, invariants of closed 3-manifolds via surgery presentation, and
representations of quantum groups which is manifest in the construction of 3-dimensional TQFTs
(also, 2-dimensional rational conformal field theories). These links were explored by Witten in
[Wit89] in connection with the Jones polynomial of a knot [Jon85] and the quantized enveloping
algebra of sl2 [Dd86]. Another interesting class of such 3-dimensional TQFTs Z
DW
G,ω was considered
by Dijkgraaf–Witten [DW90] dependent on the input of a finite group G and a 3-cycle ω ∈
H3(G, k×). In the untwisted case where ω is the trivial cocycle, the TQFT associates to any
closed connected 3-manifold C the number
(1.1) ZDWG (C) =
1
|G| |Homgroup(pi1(C), G)| =
1
|G| |Homgroup(KL, G)| ,
where Homgroup denotes the set of group homomorphisms. Here, L is any knot whose knot
complement is a surgery presentation of C and KL = pi1(C) is the knot group. For a general
ribbon link L, the quantity
(1.2) InvDWG (L) := |Homgroup(KL, G)|
is a ribbon invariant. In fact, ZDWG,ω extends to the structure of a fully extended 3-dimensional
TQFT for a general cocycle ω. This TQFT was originally obtained using Chern–Simons theory
and path integrals but can, at least partly, be constructed using a quasi-Hopf algebra Drinω G
generalizing the Drinfeld double DrinG = Drin1G [DPR90,AC92,FQ93,Fre99].
1.4. Summary of Results. For n ≥ 1, let µ be a partition of n, and eρ be an idempotent in
Z ⊗Mk(k) obtained, for example, from a simple representation ρ of Z = Z(σ), the centralizer
of an element σ of cycle type µ in Sn. Associated to this datum, we construct an interpolation
object Wσ,ρ, see Definition 3.12 and Remark 3.24.
Theorem 3.11. The object Wσ,ρ gives an object of the monoidal center of Rep(St).
Up to isomorphism, Wσ,ρ only depends on the cycle type µ of σ. Hence, we define Dt to be the
idempotent completion of the monoidal subcategory of Z(Rep(St)) generated by objects of the
form Wσ,ρ for all n, σ, ρ, see Section 3.4. We prove the following main theorems.
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Theorem 3.28. The category Dt is a ribbon category. Given an interpolation object Wσ,ρ in
Z(Rep(St)), the left and right twists are given by
θlWσ,ρ = θ
r
Wσ,ρ = (σ
−1)⊕keρ.(1.3)
Theorem 3.36. The restriction of the functor Q : Z(Rep(Sn))→ Z(Rep(Sn)) to Dt is essentially
surjective and full on morphism spaces.
Theorem 3.36 states that Dt interpolates the category Z(Rep(Sn) of Sn-crossed modules.
It remains an open question whether the monoidal center Z(Rep(St)) is equivalent to Dt, cf.
Question 3.31. If t is a non-negative integer, then Dt is not semisimple. It remains to be explored
whether Dt, as Rep(St), is semisimple if t is generic.
Theorem 3.28 implies that every object in Dt provides polynomial invariants of (framed) ribbon
links and ribbon knots. For µ, ρ, the invariant of a ribbon link L is denoted by Pµ,ρ(L, t), where
t is a free variable. If the twists are trivial, which we show to be the case in certain interesting
situations, then these are invariants of links and knots. These ribbon link polynomials interpolate
the untwisted Dijkgraaf–Witten invariants.
Corollary 4.7. For any be a ribbon link, evaluating the ribbon link polynomials Pµ,ρ(L, t) for a
partition µ of n at t = n recovers the untwisted Dijkgraaf–Witten invariants associated to Sn.
We compute examples of the new ribbon link polynomials in Section 4.6. For instance, for the
left-handed trefoil we find in the case of the trivial character ρ = triv that
P(2),triv
(
, t
)
= (2t− 3)t(t− 1)
2
, P(3),triv
(
, t
)
= (3t− 8)t(t− 1)(t− 2)
3
,
P(4),triv
(
, t
)
= (2t2 − 16t + 37)t(t− 1)(t− 2)(t− 3)
4
,
P(2,2),triv
(
, t
)
= (4t2 − 28t + 49)t(t− 1)(t− 2)(t− 3)
8
.
The paper is structured as follows. After recalling the necessary preliminaries in Section 2, the
main constructions and results are contained in Section 3. In Section 4, we consider the ribbon link
invariants obtained from Dt. Here, after recalling general material on Dijkgraaf–Witten theory
and invariants obtained from ribbon categories, we clarify the relationship of the ribbon link
polynomials obtained here to untwisted Dijkgraaf–Witten invariants in Section 4.5. Appendix A
considers the Karoubian envelope of the monoidal center.
1.5. Acknowledgements. The authors are grateful to Pavel Etingof, Kobi Kremnizer, and
Victor Ostrik for interesting discussions on the subject matter. In particular, V. Ostrik gave an
important idea to start the construction of the interpolation objects. R.L. gratefully acknowledges
travel support from the Simons foundation.
2. Preliminaries
In this section, we briefly discuss the necessary background material needed in this paper.
2.1. The Monoidal Center. We recall basics about the center of a monoidal category of
[Maj91b,JS91b], see [EGNO15, Section 7.13] for a textbook exposition.
Let k be a field and (C,⊗) be a k-linear monoidal category (that is, enriched over k-vector
spaces and additive, such that finite biproducts exist). The monoidal center (or Drinfeld center)
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Z(C) of C can be described as the monoidal category consisting of objects (V, c), V ∈ C, and
c : V ⊗ IdC ∼−→ IdC ⊗V a natural isomorphism satisfying the ⊗-compatibility that
(2.1) cX⊗Y = (IdX ⊗cY )(cX ⊗ IdY ),
where associativity isomorphisms are omitted in the notation. We call such an isomorphism c
a half-braiding. There exists a faithful strict monoidal functor F: Z(C)→ C which sends a pair
(V, c) to the object V .
The center Z(C) is a braided monoidal k-linear category, with braiding Ψ given by
Ψ(V,c),(W,d) = cW .(2.2)
2.2. Ribbon Categories. A pivotal category is a monoidal category C (with unit I) together
with an assignment X 7→ X∗ such that X∗ is both a left and right dual of X, i.e., such that
the left and right duality functors coincide (see [TV17, Section 1.7]). We denote the natural
isomorphisms of left and right duality by
evlX : X
∗ ⊗X → I, coevlX : I → X ⊗X∗,(2.3)
evrX : X ⊗X∗ → I, coevrX : I → X∗ ⊗X.(2.4)
A strict pivotal functor is a strict monoidal functor which strictly preserves X∗, evlX , and ev
r
X .
The monoidal center Z(C) is pivotal provided that C is pivotal [TV17, Section 5.2.2] with the
following structure: The dual (V ∗, c∗) of an object (V, c) in Z(Rt) is defined on the dual V ∗ of V
in C, where the dual half-braiding c∗X : V ∗ ⊗X → X ⊗ V ∗ is given by
c∗X = (ev
l
V ⊗ IdX⊗V ∗)(IdV ∗ ⊗c−1X ⊗ IdV ∗)(IdV ∗⊗X ⊗ coevlV ),(2.5)
for any object X of C.
In a pivotal category, we can define left and right traces, and a pivotal category is called
spherical if they coincide, that is,
evlX(IdX∗ ⊗f) coevrX = evrX(f ⊗ IdX∗) coevlX(2.6)
for any endomorphism f of X in C. The resulting endomorphism of I is called tr(f), the trace
of f , and can be regarded as an element in k. As a special case, we obtain the dimension
dim(X) := tr(IdX) for any X in C.
The categories considered in this article will be spherical. For instance, Z(C) is a spherical
category if C is a spherical category, and the forgetful functor F: Z(C) → C is strictly pivotal
[TV17, Section 5.2.2].
We recall the concept of a ribbon category, see e.g. [TV17, Section 3.3.2]. Given an object X
in a braided pivotal category C, we can define two endomorphisms of X, the left twist θlX , and
the right twist θrX , by
θlX = (ev
l
X ⊗ IdX)(IdX∗ ⊗ΨX,X)(coevrX ⊗ IdX),
θrX = (IdX ⊗ coevrX)(ΨX,X ⊗ IdX∗)(IdX ⊗ coevlX).
The category C is a ribbon category if the left twist θlX and the right twists θrX are equal for
every object X of C. In this case, we write θX := θlX . Every ribbon category is spherical (see
[TV17, Corollary 3.4]).
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2.3. The Monoidal Center of Rep(Sn). In this section, we recall basic facts about the monoidal
center of the category Rep(Sn) of finite-dimensional Sn-modules over the field k. It is well known
that there are equivalences2 of braided monoidal categories
Z(Rep(Sn)) ' kSnkSnYD ' Rep(DrinSn).(2.7)
see e.g. [Kas95,Maj95], where the second and third category will be explained in the following.
The category kSnkSnYD is that of finite-dimensional Yetter–Drinfeld modules over kSn, also called
Sn-crossed modules. An Sn-crossed module is a Sn-graded Sn-module
V =
⊕
g∈Sn
Vg, such that hVg = Vhgh−1 for all g, h ∈ Sn .
A morphism of Sn-crossed modules is a morphism of Sn-modules which preserves the grading.
The category Rep(DrinSn) consists of all finite-dimensional modules over the Drinfeld double
(or quantum double) DrinSn of the group algebra kSn. We note that the quasi-triangular Hopf
algebra DrinSn has dimension |G|2. Note that as k is a field of characteristic zero, Z(Rep(Sn))
is a semisimple category [DPR90, Section 2.2].
An Sn-crossed module V defines an object (V, c) in Z(Rep(Sn)), with the half-braiding given
by
cW : V ⊗W −→W ⊗ V, cW (v ⊗ w) = (g · w)⊗ v, for v ∈ Vg, w ∈W,(2.8)
where now W can be any Sn-module.
Definition 2.1. Let µ ` n be a partition of n. We define the Sn-crossed module V µ as
V µ = µSn ⊗ kSn =
⊕
{kg ⊗ h | g, h ∈ Sn, such that the cycle type of g is µ} ,
with an Sn-action and an Sn-grading given by
σ · (g ⊗ h) = σgσ−1 ⊗ σh, g ⊗ h ∈ (V µ)g, for g ⊗ h ∈ V µ, σ ∈ Sn,(2.9)
That is, V µ is the tensor product of the permutation module µSn with the regular module kSregn .
Lemma 2.2. The regular DrinSn-module V
reg = DrinSn decomposes as a direct sum
V reg ∼=
⊕
µ`n
V µ
of DrinSn-modules. Here, µ ranges over all partitions of n.
In this paper, we will need to evaluate the half-braiding of V µ on the kSn-module
Vn = kv1 ⊕ · · · ⊕ kvn ,
which is the n-dimensional standard module, with σ·vi = vσ(i) for σ ∈ Sn. Clearly, the half-braiding
cVn evaluated on the given basis is
cVn((g ⊗ h)⊗ vi) = vg(i) ⊗ (g ⊗ h), for g ⊗ h ∈ V µ, vi ∈ Vn.(2.10)
We finish this section by recalling an explicit description of the simple Sn-crossed modules. To
this end, let µ = (µ1, . . . , µk) be a partition of n and let us denote the multiplicity of any part
1 ≤ i ≤ n in µ by ni ≥ 0, that is, the partition µ can be described as
n = µ1 + · · ·+ µk =
∑
1≤i≤n
nii .
2The equivalences hold for any finite-dimensional Hopf algebra H instead of kSn, see e.g. [Kas95,Maj95].
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Let σ ∈ Sn be an element of cycle type µ, that is, it can be written as a product of disjoint cycles
in Sn of lengths µ1, . . . , µk. The centralizer Z(σ) of σ in Sn is then isomorphic to the wreath
product
∏
i Zi o Sni ∼=
∏
i:ni>0
Zi o Sni .
For a k ≥ 1, Let V = kk be a simple Z(σ)-module with action ρ : Z(σ)→Mk(k). Then we can
consider the induced module W = kSn ⊗kZ(σ) V . More explicitly, let us choose representatives
(hi)i for the left cosets Sn/Z(σ), i.e., (hi)i are elements from Sn, one in each left coset of Z(σ) in
Sn. Then W = ⊕ikhi⊗ V as a vector space, and W obtains a Sn-grading by assigning the degree
hiσh
−1
i to the subspace hi ⊗ V such that the non-zero graded components are all isomorphic to
V as vector spaces and correspond exactly to the conjugacy classes of σ.
For each hi and each h ∈ Sn, we can write hhi = hjz for some hj and some z ∈ Z(σ), thus we
can define an action of h on hi ⊗ V by setting
h · (hi ⊗ v) = hj ⊗ ρ(z)v, for v ∈ V.(2.11)
It can be verified that this defines an action of Sn on W and the degree of h · (hi ⊗ v) is
hjσh
−1
j = h(hiσh
−1
i )h
−1, so we have constructed an Sn-crossed module.
It turns out that up to isomorphism the centralizer group Z(σ) and the Sn-crossed module W
only depend on the cycle type µ of σ (or equivalently, the conjugacy class of σ). We can hence
denote the group and the Sn-crossed module constructed by Z(µ) and Wµ,ρ, respectively.
Theorem 2.3 ([DPR90]). For every partition µ of n and every simple representation (V, ρ) of
Z(µ) , Wµ,ρ is a simple Sn-crossed module. Every irreducible Sn-crossed module is isomorphic
to such a module for suitable µ, ρ. Two such modules are isomorphic if and only if they are
constructed using the same partition and isomorphic modules of the respective centralizer groups.
2.4. Deligne’s Category Rep(St). We now fix some notations and introduce the interpolation
category Rep(St) for t ∈ k. We refer the reader to [Del07, CO11] for more details. Recall
that k is a field of characteristic zero and let Pn,m denote the set of all partitions of the set
{1, . . . , n} ∪ {1′, . . . ,m′} with n+m elements, for all n,m ≥ 0. Given a partition λ, we denote
by |λ| the number of its connected components. We utilize pictures to denote such partitions, for
example,
λ = ∈ P4,3
denotes the partition λ = {{1, 3, 1′} , {2} , {4} , {2′, 3′}}. The composition of such morphisms is
given by concatenation, reading from the top to bottom. All vertices but those in the first or last
row are removed from each connected component of the resulting graph and a scalar factor t is
introduced for each component which is removed completely in the process. For example,( )
◦
( )
= = t ·
( )
∈ P4,2.
Define R0t = Rep0(St) as the category with
• objects [n], for n ∈ N0;
• morphisms Hom([n], [m]) = kPn,m, the vector space with a basis indexed by the partitions
in Pn,m;
• composition defined on basis elements as above.
Note that for any n ∈ N0, the identity endomorphism on n corresponds to the partition
{{1, 1′}, . . . , {n, n′}}. We denote it by 1n.
We define R1t = Rep1(St) to be the additive closure of R0t . We use the following model for R1t .
Objects are thought of as order lists, denoted as formal direct sums of objects in R0t . That is,
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a typical object is [n1]⊕ . . .⊕ [nk]. For convenience of notation later, we define a vector space
tensor action by
[n]⊗ kl = [n]⊕ . . .⊕ [n]︸ ︷︷ ︸
l summands
= [n]⊕l,
for l ≥ 0, which is regarded as an ordered sum, where we use the convention that [n] ⊗ k0 =
[n]⊕0 = [0], the tensor unit of R0t . Given a matrix A ∈Mk×l(k) and f : [n]→ [m] a morphism in
R0t , we obtain a morphism
f ⊗A : [n]⊕k −→ [n]⊕l,(2.12)
where the (i, j)-th entry is the morphism Aijf in R0t .
Next, we denote the idempotent completion (also called Karoubian envelope) of R1t = Rep1(St)
byRt = Rep(St) (cf. Appendix A). The categoryRt is a monoidal category, cf. [CO11, Proposition
2.2]. It is symmetric monoidal using the symmetry Ψ which crosses strands [CO11, p. 1340].
Duals in Rt are obtained from duals in R0t . That is, [n] is self-dual (i.e. [n]∗ = [n]) with the
pairing ev : [n]∗ ⊗ [n] → [0] described explicitly in [CO11, Section 2.2]. The object [n] ⊗ kl is
self-dual with pairing given by the pairing of [n] tensored with the standard pairing of kl, defined
on the standard basis by ev(ei, ej) = δi,j . A morphism f ⊗ A is dualized to f∗ ⊗ At, where f∗
is the dual morphism in R0t . Given an idempotent e in Rt, the dual object ([n], e)∗ is ([n]∗, e∗),
where e∗ is the dual morphism to e.
Definition 2.4 (The partial order >, the elements xλ). Recall that there is a partial order on
partitions Pn,m. For λ, µ ∈ Pn,m we write µ ≥ λ if µ is coarser than λ, i.e. if two indices are in
the same part of the partition λ, then they are in the same part in µ. We write µ > λ if µ ≥ λ
and µ 6= λ.
Recall that for any λ ∈ Pn,m, we have the recursively defined [CO11, Equation (2.1)] elements
xλ = λ−
∑
µ>λ
xµ.(2.13)
We observe that Rt (as well as R0t ,R1t ) are ribbon categories, and hence spherical and pivotal
(see Section 2.2 for these concepts). Regarding the pivotal structure we note that for any
idempotent e : [n]→ [n], ([n], e∗) is left dual to ([n], e) as explained above, and right dual by use
of the symmetry. Hence ([n], e)∗∗ = ([n], e) and we can use identity morphisms to give a twist
structure making Rt a ribbon category (see e.g. [TV17, Section 3.3.3]). In this category we have
evX := ev
l
X = ev
r
X , coevX := coev
l
X = coev
r
X ,(2.14)
for any object X = ([n], e). Thus, the trace of an endomorphism f of X in R is simply
tr(f) = evX ΨX,X∗(f ⊗ IdX∗) coevX ,
cf. [CO11, Section 2.3]. For instance, the trace of an endomorphism f of the object [4] corresponds
to the following diagram:
f
We note that dim([n]) = tr(1n) = t
n.
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Further, recall that Rt is semisimple for t generic, i.e., for t not an integer larger or equal to
zero [Del07, The´ore`me 2.18].
We collect here some notation used in the paper concerning Rt. The identity on the object [n]
is denoted by Id[n] = 1n. We read compositions of morphisms in Rt from right to left. We often
simply write f ◦ g = fg. We use matrix notation, as made precise above, to denote morphisms in
R1t or Rt. In particular, f⊕s denotes the diagonal s× s-matrix with f on the diagonal.
2.5. The Interpolation Functor Fn. In this section, we restrict to the case where t = n is a
positive integer. Deligne introduced the interpolation functor
Fn : Rep(Sn) −→ Rep(Sn),
see [Del07, §6], [CO11, Section 3.4]. The functor is essentially surjective on objects, and full on
morphism spaces. An explicit description of this functor is given as follows.
Recall that Vn is the n-dimensional standard module of Sn. For any d ≥ 0, Fn([d]) = V ⊗dn , and
F is compatible with direct sums.
Let us pick a basis v1, . . . , vn of Vn and for any d ≥ 1, let us denote the tensor product
vi1 ⊗ · · · ⊗ vid in V ⊗dn by vi for any d-tuple i = (i1, . . . , id) in {1, . . . , n}d. Then there is a linear
map
f : HomRt([d], [e]) −→ HomSn(V ⊗dn , V ⊗en )
sending any partition pi ∈ Pd,e to the function defined by
f(pi)(vi) =
∑
j
f(pi)ijvj,(2.15)
for all d-tuples i and all e-tuples j, where the coefficient f(pi)ij equals 1 if the partition pi connects
the indices t and s′ whenever it = js, and f(pi)ij = 0 otherwise (see e.g. [CO11, Section 2.1] for
more details).
We note that for a morphism xpi as in Definition 2.4, f can be computed more directly,
f(xpi)(vi) =
∑
j
f(xpi)
i
jvj,(2.16)
where the coefficient f(xpi)
i
j equals 1 if it = js is equivalent to the partition pi connecting the
respective indices t, s′. Otherwise, f(xpi)ij = 0.
Remark 2.5. In particular, for pi = 1n ∈ Pn,n, f(x1n) is the endomorphism of V ⊗nn which sends vi
to 0 if two indices of the tuple i coincide, while it is the identity map on vi if i has n distinct
indices. We can hence identify the image of f(x1n) with kSn.
Similarly, for any permutation g ∈ Sn, f(xg) sends vi to 0 if two indices in i coincide, and
sends v(i1,...,in) to v(g·i1,...,g·in) for distinct indices i1, . . . , in. That is, f(xg) corresponds to the left
regular action of g on kSn, reading the composition of permutations from right to left.
It turns out that f is functorial with respect to the composition, and hence can be used to define
the functor Fn, where the assignment on objects sends ([d], e) to the image of the idempotent
f(e). Given an Sn-module V , we may call an object ([n], e) in Rt such that Fn([n], e) ∼= V a lift
of V . The functor Fn has an interpretation in terms of semisimplification of Rt, see Section 3.5.
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2.6. Generating Morphisms for Rep(St). The monoidal category R0t = Rep0(St) is generated
by the object [1] under tensor products, and hence R1t is generated by [1] under direct tensor
products and direct sums. In this section, we determine a set of generating morphisms for these
categories. We denote by Hom0,Hom1, Hom the set of morphisms in R0t ,R1t ,Rt, respectively
Definition 2.6 (The set M). We consider the following morphisms in R0t :
pi∗ = ∈ Hom0([1], [0]) , pi∗ = ∈ Hom0([0], [1]) , piH = , piX = ∈ Hom0([2], [2]) .
Now let M be the set {pi∗, pi∗, piH , piX}.
Proposition 2.7. The set M generates Hom0 under composition, tensor product, and k-linear
combination of morphisms.
Proof. First, we fix n ≥ 1. Now any permutation σ ∈ Sn defines a morphism piσ in Hom0([n], [n]),
namely the partition {{1, σ(1)′}, . . . , {n, σ(n)′}}. To show that all these morphisms are generated
by M , it is enough to consider the case where σ is the identity permutation or a transposition,
because Sn is generated by transpositions, and the composition of piσ1 and piσ2 in the category
R0t yields piσ1σ2 for permutations σ1, σ2 ∈ Sn. But
piσ=id = 1n and piσ=(k k+1) = 1k−1 ⊗ piX ⊗ 1n−k−1
for any 1 ≤ k < n, so indeed, M generates all morphisms in R0t which come from permutations.
Second, we fix t1, t2 ≥ 0 and we let pit1,t2 be the partition {{1, . . . , t1, 1′, . . . , t′2}}. Now
pi0,0 = 10 , pi1,1 = 1 , pit+1,t+1 = (1t−1 ⊗ piH)(pit,t ⊗ 1)
for all t > 1. Hence pit,t is generated by M for all t ≥ 0.
Now if t1 > t2, then pit1,t2 = (1t2 ⊗ (pi∗)⊗(t1−t2))pit1,t2 , and a similar equality involving pi∗ holds
if t2 > t1, proving that M generates pit1,t2 for all t1, t2 ≥ 0.
To prove the assertion by induction, we note that Hom0([0], [0]) = k10 is generated by M . So
let us consider m,n ≥ 0, one of them positive, assuming that Hom0([m′], [n′]) is generated by
M for all 0 ≤ m′ ≤ m, 0 ≤ n′ ≤ n as long as m′ < m or n′ < n. We consider any partition pi in
Hom0([m], [n]). Let us pick any connected component of pi. By pre- and post-composing with
suitable permutations we can reorder the vertices such that the selected connected component
consists exactly of the first t1 upper vertices and the first t2 lower vertices, where t1 or t2 may
be 0, but not both, since the component is non-empty. This modified partition decomposes as
a tensor product of a partition pit1,t2 corresponding to the selected connected component and a
remainder. By the induction hypothesis, the remainder is generated by M , and as we showed
previously, pit1,t2 and also permutations are generated by M . Hence pi is generated by M .
As any morphism in R0t is a linear combination of partitions, this proves the assertion. 
To illustrate the notation from the proof with an example, take t1 = 4, t2 = 3, then
pi4,3 = .
Corollary 2.8. The morphisms in Hom1, Hom are matrices of morphisms generated by M under
composition, tensor product, and k-linear combination.
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3. The Monoidal Center of Deligne’s Category
The goal of this section is to give explicit descriptions of a large class of objects in the monoidal
center Z(Rt) of Deligne’s category Rt = Rep(St). These objects generate a ribbon category Dt
with a full and essentially surjective functor to Z(Rep(Sn)) if t = n.
Let (V, c) be an object in Z(Rt), where V = ([n], e) is an object in Rt and c : V ⊗ IdRt ∼−→
IdRt ⊗V is a half-braiding. We observe that, as all morphisms in Rt are also morphisms in R1,
the half-braiding c is determined by the isomorphism c1 := c[1]. Indeed, given c1, we obtain
cm = c[m] inductively by setting c[0] = IdV , and
cm+1 = (IdV ⊗c1)(cm ⊗ 1).(3.1)
Equivalently, c is determined by the isomorphism
d1 := Ψ[1],[n]c1 : V ⊗ [1] ∼−→ V ⊗ [1].(3.2)
Moreover, consider the isomorphism c2 : V ⊗ [2] ∼−→ [2]⊗ V, or, equivalently, the isomorphism
d2 := (IdV ⊗Ψ[1],[1])(d1 ⊗ 1)(IdV ⊗Ψ[1],[1])(d1 ⊗ 1).(3.3)
3.1. Conditions for Objects in Z(Rep(St)). In this section, we present commutation relations
which characterize exactly those d1, d2 (as above) which determine an object in Z(Rt).
Proposition 3.1. Let W = ([n]⊕k, e) be an object in Rt, and let d1 : W ⊗ [1] → W ⊗ [1] be a
morphism. Then d1 determines a half-braiding c through Equations (3.1)–(3.2), and hence an
object (W, c) in Z(R), if and only if
d1(IdW ⊗pi∗) = IdW ⊗pi∗ , (IdW ⊗pi∗)d1 = IdW ⊗pi∗ ,(3.4)
d2(IdW ⊗piX) = (IdW ⊗piX)d2 , d2(IdW ⊗piH) = (IdW ⊗piH)d2 .(3.5)
Proof. The objects of the category R1 are generated under tensor products and direct sums by
the object [1]. Therefore, as detailed in Equations (3.1)–(3.2), d1 determines c[n]. Hence, using
Proposition A.1, d1 determines a half braiding c if we can show that the resulting morphisms c[n]
are natural in the second component. That is, for any morphism f : [n]→ [m], we require
c[m](IdW ⊗f) = (f ⊗ IdW )c[n] .
Recall that Rt is a pivotal category so that left and right dual exist (and coincide). This implies,
by Equation (2.5), that if c is natural, then it is automatically invertible.
It is sufficient to check that c is natural with respect to generating morphisms. Using Proposition
2.7, this implies that Equations (3.4)–(3.5) are necessary and sufficient for c to define a half-
braiding. Also, note that by Equation (2.1), c0 = IdW . 
3.2. Lifts of Induced Representations. We recall from Section 2.3 that for any n ≥ 1, the
Drinfeld center of Rep(Sn) is the category of Sn-crossed modules. We also recall that if
• µ is a partition of n,
• σ ∈ Sn is an element of cycle type µ, and
• Z = Z(σ) is the centralizer subgroup of σ in Sn,
If ρ : kZ → Mk(k) determines an irreducible representation V of Z, then this data defines a
simple object W = Wµ,ρ in Z(Rep(Sn)) which is independent of and unique up to the choice of σ
and the isomorphism class of V , as explained in Theorem 2.3. This yields a parametrization of
all simple objects in this category. As an Sn-representation, Wµ,ρ = Ind
Sn
Z (V ).
As a first step towards lifting Wµ,ρ to an object in Z(Rt), we now define objects in Rt which
are mapped to the induced Sn-representation Wµ,ρ under the functor Fn from Section 2.5.
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For the remainder of Section 3, let us fix n, µ, σ, Z as above and consider, more generally, k ≥ 1
and ρ : kZ →Mk(k), a linear map satisfying∑
z1z2=z
ρ(z1)ρ(z2) = |Z|ρ(z), for all z ∈ Z.(3.6)
By the following lemma, the maps ρ satisfying Equation (3.6) are in 1-to-1 correspondence with
the idempotents in the semisimple algebra kZ ⊗Mk(k), that is, with the submodules of the left
(or right) regular representation of this algebra.
Lemma 3.2. Equation (3.6) holds if and only if |Z|−1∑z∈Z z ⊗ ρ(z) is an idempotent in
kZ ⊗Mk(k).
Proof. Squaring |Z|−1∑z∈Z z ⊗ ρ(z) we get |Z|−1∑z∈Z z ⊗ |Z|−1∑z1z2=z ρ(z1)ρ(z2). 
Example 3.3. Let ρ be the action of Z on a k-dimensional module. Then ρ satisfies Equation (3.6).
Example 3.4. Let χ be an irreducible character of Z and define ρ(z) := χ(e)χ(z−1) ∈ k for all
z ∈ Z. Then |Z|−1∑z∈Z z ⊗ ρ(z) is the χ-isotypical projector, an idempotent, and ρ satisfies
Equation (3.6). Similarly, if χ is the sum of pairwise distinct (and hence, orthogonal) irreducible
characters of Z, then ρ satisfies Equation (3.6).
Example 3.5. For the irreducible Z-module V , as kZ is semisimple, there is a primitive idempotent
eV in kZ such that V is isomorphic to kZeV as Z-module. We can write eV =
∑
z∈Z ρ(z)z with
coefficients ρ(z) ∈ k. Then ρ satisfies Equation (3.6).
We recall from Section 2.4 that Rt is the idempotent completion of R1. In particular, recall
the direct sum convention and the matrix notation for morphisms introduced in Equation (2.12).
Definition 3.6 (The idempotent eρ = eσ,ρ). We define a morphism eρ = eσ,ρ ∈ End([n]⊕k) by
(3.7) eρ = eσ,ρ =
1
|Z|
∑
z∈Z
xz ⊗ ρ(z).
Lemma 3.7. The morphism eρ is idempotent.
Proof. We note that for any g1, g2 ∈ Sn,
xg1xg2 = (x1ng1)(x1ng2) = x1ng1g2 = xg1g2 .
Hence, the assertion follows from Lemma 3.2. 
We can now determine the image of the objects ([n], eρ) just constructed under Deligne’s
functor Fn to Rep(Sn) from Section 2.5. For this, let us also consider the action of kZ ⊗Mk(k)
on kS ⊗ kk or kZ ⊗ kk defined by
(z ⊗A) · (g ⊗ v) = zg ⊗Av .
Let us temporarily denote the idempotent in kZ⊗Mk(k) associated with ρ according to Lemma 3.2
by f , that is,
f =
1
|Z|
∑
z∈Z
z ⊗ ρ(z) .
Proposition 3.8. The image of ([n]⊕k, eρ) under Fn is isomorphic to the Sn-module
f · (kSn ⊗ kk) ∼= kSn ⊗kZ (f · (kZ ⊗ kk)).
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Proof. Denote e = eρ. Recall from Section 2.5, that Fn([n]) ∼= V ⊗nn , where Vn is the permutation
module on kn. In particular, we have seen in Remark 2.5 that Fn(([n], x1n)) ∼= kSn and that
F(x1g) is the left regular action for each g ∈ Sn. As xg = xgx1n for all g ∈ Sn, we derive
Fn(([n]⊗k, e) = Fn(e)(V ⊗nn ⊗ kk) = Fn(ex1n)(V ⊗nn ⊗ kk) ∼= Fn(e)(kSn ⊗ kk)
and
Fn(e)(g ⊗ v) = 1|Z|
∑
z∈Z
zg ⊗ ρ(z)v
for all g ∈ Sn and v ∈ V . This proves the assertion. 
Remark 3.9. If ρ is an algebra map, then the module f · (kSn ⊗ kk) can be described more
explicitly as follows: as a vector space, it is kSn/Z⊗kk and if {hi}i is a fixed set of representatives
of the cosets Sn/Z, then the Sn-action is given, for g ∈ Sn, by
g(hi ⊗ v) = hj ⊗ ρ(z)v,
where we can write ghi = hjz, with z ∈ Z, uniquely. This recovers Equation (2.11). Hence,
Fn([n]⊕k, eρ) ∼= IndSnZ (V ), where V is the Z-module defined by ρ.
3.3. Interpolation Objects in the Center. We now extend the construction from Section 3.2
by constructing a lift of the half-braiding isomorphism cVn from Equation (2.10). This way, we
obtain a large supply of objects in the monoidal center Z(Rt).
To lift the braiding, we introduce convenient notation. Let pi∗∗ = pi∗pi∗ ∈ End([1]) be the
morphism given by the partition {{1}, {1′}} and for any 1 ≤ i ≤ n, let Ci ∈ End([n+ 1]) be the
morphism given by the partition {{1, 1′}, . . . , {i, i′, n+ 1, (n+ 1)′}, . . . , {n, n′}}. We define
Eij = Cj(1n ⊗ pi∗∗)Ci = ... ... ...
i
j′
n+ 1
(n+ 1)′
∈ End([n]) .(3.8)
Hence, Eij corresponds to the partition {{1, 1′} , . . . , {i, i′, n+ 1} , . . . , {j, j′, (n+ 1)′} , . . . , {n, n′}}
for all i 6= j and to the partition {{1, 1′} , . . . , {i, i′, (n+ 1), (n+ 1)′} , . . . , {n, n′}} if i = j.
Definition 3.10 (The morphisms d1, and d
ρ
1 = d
σ,ρ
1 ). Fix n, σ, ρ as in the previous section. We
define a morphism d1 = d
σ
1 ∈ End([n+ 1])) by
(3.9) d1 = 1n+1 +
n∑
i=1
(Eiσ(i) − Eii) ,
so we have d⊕k1 ∈ End([n]⊕k ⊗ [1]) ∼= End([n+ 1]⊕k) ∼= End([n+ 1])⊗Mk(k) given by
(3.10) d⊕k1 = d1 ⊗ Ik =
(
1n+1 +
n∑
i=1
(
Eiσ(i) − Eii
))⊗ Ik ,
where Ik ∈Mk(k) is the identity matrix.
Further, we denote by dρ1 = d
σ,ρ
1 the restriction of d1 to the object ([n] ⊗ [1], eµ ⊗ 1), using
eρ = eσ,ρ from Definition 3.6. That is, d
ρ
1 = (eρ ⊗ 1)d1(eρ ⊗ 1).
Theorem 3.11. The morphism dρ1 induces a half-braiding c
ρ for the object ([n]⊕k, eρ) using
Equations (3.1)–(3.2), and hence defines an object (([n]⊕k, eρ), cρ) in Z(Rt).
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Definition 3.12 (Interpolation Objects of the Center). For σ ∈ Sn and ρ : Z →Mk(k) satisfying
Equation (3.6), let eρ be the idempotent from Definition 3.6. We denote the object of Z(Rt)
given by ([n]⊕k, eρ) together with the half-braiding cρ obtained from d
ρ
1 (cf. Theorem 3.11), by
Wσ,ρ (or Wρ for short). We call objects of this form interpolation objects in Z(Rt).
The following series of lemmas will result in the proof of Proposition 3.11. We start by proving
that eρ annihilates morphisms coarser than piσ.
Lemma 3.13. Let n ≥ 2, κ ∈ Sn and λ > piκ be a partition. Then eρλ⊕k = λ⊕keρ = 0.
Proof. Let τ ` n be a partition of n. Then we can define a partition pτ in Pn,n by partitioning
{1, . . . , n} according to τ , and, in addition, requiring that i and i′ are connected for all i.
For example, for τ = {{1, 2} , {3, 4, 5}} we have
pτ = .
Recalling that xκ = x1nκ = κx1n , this assertion is a consequence of the following claim.
Claim. Let τ > ω be partitions of n. Then xpωpτ = pτxpω = 0.
We prove the claim by induction on the number of connected components |ω| of ω. Note that
|ω| ≥ 2 as τ is strictly coarser than ω. If |ω| = 2, then xpω = pω − pτ , since there is only one
partition coarser than ω in this case. Now pωpτ = pτpω = p
2
τ = pτ , which implies the claim.
Now let |ω| ≥ 3 and assume the claim holds for all ω′ with |ω′| < |ω|. By assumption, there
exist i, j which are connected in τ but not connected in ω. It follows that
xpω = pω −
∑
µ
xµ −
∑
ν
xν ,
where µ > pω such that i, j are connected in µ, and ν > pω such that i, j are not connected in ν.
It follows by induction hypothesis that xνpτ = 0 for all such ν. This implies
xpωpτ = pωpτ −
∑
µ
xµpτ .
However, µ0 := pωpτ appears among the µ. All other µ are strictly coarser than µ0, and hence
xµ0 = µ0 −
∑
µ6=µ0 xµ. Therefore,
xpωpτ = µ0 − xµ0pτ −
∑
µ>µ0
xµpτ = µ0 − µ0pτ +
∑
µ>µ0
xµpτ −
∑
µ>µ0
xµpτ = 0,
using that p2τ = pτ . The claim follows after using a similar argument to show that pτxpω = 0. 
Lemma 3.14. The endomorphism eρ ⊗ 1 and d1 in End([n]⊕k ⊗ [1]) ∼= End([n+ 1]⊕k) commute.
Proof. Since identity morphisms commute with arbitrary morphisms, it is enough to show that
xz⊗ 1 commutes with
∑
iE
i
σ(i) and with
∑
iE
i
i for any z ∈ Z. Since xz = x1nz and Eij commutes
with x1n ⊗ 1 for arbitrary 1 ≤ i, j ≤ n, it is enough to show that z⊗ 1 commutes with each of the
described sums.
Clearly, for any g ∈ Sn, the morphism pig ⊗ 1 commutes with the morphism 1n ⊗ pi∗∗. Now for
any i,
pigCipi
−1
g = Cg(i) ,
since Ci connects the (n+ 1)-th strand with the i-th strand, which is the g(i)-th strand, when
pre-composed with the permutation morphism g−1. Hence,
z
∑
i
Eiiz
−1 =
∑
i
E
z(i)
z(i) =
∑
i
Eii and z
∑
i
Eiσ(i)z
−1 =
∑
i
E
z(i)
z(σ(i)) =
∑
i
Eiσ(i) ,
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since z commutes with σ. This completes the proof. 
Lemma 3.15. For σ1, σ2 ∈ Sn, dσ21 dσ11 (x1n ⊗ 1) = dσ2σ11 (x1n ⊗ 1).
Proof. Note that by Lemma 3.13 we see
EabE
i
jx1n = δj,aE
i
l .(3.11)
This follows as if j is not equal to a, then two different strands are connected, so the partition is
annihilated by x1n . It hence follows that
dσ21 d
σ1
1 (x1n ⊗ 1) =
(
1n+1 +
∑
i
(
Eiσ1(i) + E
i
σ2(i)
− 2Eii
+ E
σ1(i)
σ2σ1(i)
Eiσ1(i) − E
σ1(i)
σ1(i)
Eiσ1(i) + E
i
iE
i
i − Eiσ2(i)Eii
))
(x1n ⊗ 1)
=
(
1n+1 +
∑
i
(
Eiσ2σ1(i) − Eii
))
(x1n ⊗ 1) = dσ2σ11 (x1n ⊗ 1) . 
We can use the above Lemma to describe the inverse of dρ1 explicitly.
Lemma 3.16. The morphism dρ1 = d
σ,ρ
1 is invertible and its inverse is given by d
σ−1,ρ
1 .
Proof. Write e = eρ. Recall from the proof of Lemma 3.7 that e = e
′x1n for some element e′. The
assertion follows now from the previous lemma. 
By Equation (3.3), we have the morphism dρ2 ∈ End([n]⊕k, eρ)⊗ [2]) given by
dρ2 = (1
⊕k
n ⊗ piX)(dρ1 ⊗ 1)(1⊕kn ⊗ piX)(dρ1 ⊗ 1)
To describe dρ2 more explicitly, we define the partitions
Ei,aj,b = ... ... ... ... ...
i
j′
a
b′
n+ 1
(n+ 1)′
n+ 2
(n+ 2)′
,(3.12)
for indices i, j, a, b ∈ {1, . . . , n} which are not necessarily distinct.
We also want to consider partitions where n+ 1 and (n+ 1)′ form a connected component, or
where n+ 2 and (n+ 2)′ form a connected component, and we will use symbols of the form E|,a|,b
or E
i,|
j,| for these partitions. That is, for instance,
E
|,a
|,b = ... ... ...
a
b′
n+ 1
(n+ 1)′
n+ 2
(n+ 2)′
.(3.13)
Lemma 3.17. For all 1 ≤ i, j, k, l ≤ n,
E
i,|
j,| = E
i
j ⊗ 1,(3.14)
E
|,k
|,l = (1n ⊗ piX)(Ekl ⊗ 1)(1n ⊗ piX),(3.15)
Ei,kj,l = (1n ⊗ piX)(Ekl ⊗ 1)(1n ⊗ piX)(Eij ⊗ 1).(3.16)
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Proof. Equation (3.14) follows from pi2X = 12. Equation (3.15) follows from Equation (3.14) by
conjugating the first identity with (1n ⊗ piX). Finally, using the first two identities, we see that
the left-hand side of Equation (3.16) is just E
|,k
|,l E
i,|
j,|, which equals the right-hand side. 
This lemma is used to derive the following expression of dρ2 in terms of the morphism d2 in
End([n]⊗ [2]) defined by
d2 = 1n+2 +
n∑
i=1
(
E
i,|
σ(i),| + E
|,i
|,σ(i) − E
i,|
i,| − E
|,i
|,i
)
+
n∑
i,j=1
(
Ei,jσ(i),σ(j) + E
i,j
i,j − Ei,jσ(i),j −Ei,ji,σ(j)
)
.(3.17)
Lemma 3.18. The morphism d⊕k2 commutes with eρ ⊗ 12 and dρ2 = d2(eρ ⊗ 12).
Proof. Define
d˜2 := (1n ⊗ piX)(d1 ⊗ 1)(1n ⊗ piX)(d1 ⊗ 1).
The morphism d˜⊕k2 commutes with eρ ⊗ 12, since d1 commutes with eρ ⊗ 1. The claim follows
since by Lemma 3.17, d˜2 = d2. 
Lemma 3.19. The equality
(3.18)
(
Ei,ja,b
)⊕k
(eρ ⊗ piH) = 0 = (1n ⊗ piH)
(
Ea,bi,j
)⊕k
(eρ ⊗ 12)
holds whenever 1 ≤ i, j, a, b ≤ n and i 6= j.
Proof. The restriction of Ei,ja,b(1n ⊗ piH) (or (1n ⊗ piH)Ea,bi,j ) to the set {1, . . . , n, 1′, . . . , n′} is a
partition coarser than 1n as i 6= j are connected. Hence, pre-composition with eρ ⊗ 12 (or
post-composition with 12 ⊗ eρ) gives zero by Lemma 3.13. 
Proof of Proposition 3.11. We check that the conditions described in Proposition 3.1 hold for dρ1
and dρ2. It suffices to consider the case k = 1 with trivial ρ(z) = 1 for all z ∈ Z. Hence, we write
e = eρ, and have d
⊕k
1 = d1, d
⊕k
2 = d2. We note that d2 is defined in terms of d1 as required in
Equation (3.3). It remains to verify the four conditions in Equations (3.4)–(3.5).
First of all, we check naturality with pi∗, pi∗. For this, note that Cipi∗ = 1n+1 = pi∗Ci. Therefore,
d1(1n ⊗ pi∗) = 1n ⊗ pi∗ +
n∑
i=1
(
Cσ(i) − Ci
)
(1n ⊗ pi∗∗) = 1n ⊗ pi∗
and similarly, (1n ⊗ pi∗)d1 = 1n ⊗ pi∗. Hence, Equation (3.4) follows using Equation (3.8).
To check naturality with d2 we compute
(1n ⊗ piX)d2(1n ⊗ piX) = (1n ⊗ piX)
(
1n+2 +
∑
i
(
E
i,|
σ(i),| + E
|,i
|,σ(i) − E
i,|
i,| − E
|,i
|,i
)
+
∑
i,j
(
Ei,jσ(i),σ(j) + E
i,j
i,j − Ei,jσ(i),j − Ei,ji,σ(j)
))
(1n ⊗ piX)
= (1n ⊗ piX)
(
1n+2 +
∑
i
(
E
|,i
|,σ(i) + E
i,|
σ(i),|− E
|,i
|,i − E
i,|
i,|
)
+
∑
i,j
(
Ej,iσ(j),σ(i)+ E
j,i
j,i − Ej,iσ(j),i− Ej,ij,σ(i)
))
=
(
1n+2 +
∑
i
(
E
i,|
σ(i),| + E
|,i
|,σ(i) − E
i,|
i,| − E
|,i
|,i
)
+
∑
i,j
(
Ei,jσ(i),σ(j) + E
i,j
i,j − Ei,jσ(i),j− Ei,ji,σ(j)
))
= d2,
using reordering of indices in the last step. Hence d2(e ⊗ piX) = (e ⊗ piX)d2 follows using
Lemma 3.14.
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Finally, to check naturality of dρ2 with respect to piH , we may verify that [1n⊗piH , d2](e⊗12) = 0,
where [·, ·] denotes the commutator using the composition.
We observe that 1n ⊗ piH commutes with partitions of the form E|,i|,i , E
i,|
i,| or E
i,j
i,j directly. Out
of the remaining terms of the form Ei,ja,b in d2, we can neglect those for which i 6= j, if piH is
applied from the top, and those for which a 6= b, if piH is applied from the bottom, according to
Lemma 3.19. Finally, for all i, j,
(1n ⊗ piH)Ei,|j,| = E
i,|
j,|(1n ⊗ piH) = Ei,ij,i, (1n ⊗ piH)E
|,i
|,j = E
|,i
|,j(1n ⊗ piH) = Ei,ij,i.
Hence, we compute
[1n ⊗ piH , d2](e⊗ 12) =
([
1n ⊗ piH , 1n+2 +
∑
i
(
E
i,|
σ(i),| + E
|,i
|,σ(i) − E
i,|
i,| − E
|,i
|,i
)]
+
[
1n ⊗ piH ,
∑
i,j
(
Ei,jσ(i),σ(j) + E
i,j
i,j − Ei,jσ(i),j − Ei,ji,σ(j)
)])
(e⊗ 12)
=
[
1n ⊗ piH ,
∑
i
(
E
i,|
σ(i),| + E
|,i
|,σ(i) +
∑
i,j
(
Ei,jσ(i),σ(j) − Ei,jσ(i),j − Ei,ji,σ(j)
))]
(e⊗ 12)
=
(∑
i
(
Ei,iσ(i),i + E
i,i
i,σ(i) + E
i,i
σ(i),σ(i) − Ei,iσ(i),j − Ei,ii,σ(i)
)
−
∑
i
(
E
i,σ(i)
σ(i),σ(i) + E
σ(i),i
σ(i),σ(i) + E
i,i
σ(i),σ(i) − E
i,σ(i)
σ(i),σ(i) − E
σ(j),j
σ(j),σ(j)
))
(e⊗ 12) = 0 .
This completes the proof. 
Remark 3.20 (The symmetric part of Dt). The category Rt is symmetric monoidal. Hence, for any
object X ∈ Rt, we obtain an object (X,ΨX,−) in Z(Rt), with half-braiding given by symmetric
braiding ΨX,Y of Rt, for Y ∈ Rt. All of these objects are contained in Dt. Indeed, let n = 1 and
σ = 1 the unique element of S1. In this case, x1 = 1 and d
σ
1 = 12. The resulting interpolation
object is just ([1],Ψ[1],−). The n-fold tensor product of this object displays [n] with symmetric
half-braiding as an object in D0t . As Dt is the idempotent completion of D0t , we obtain that the
image of Rt inside of Z(Rt) is contained in Dt. However, Dt contains a wealth of other objects
with non-symmetric half-braidings.
Example 3.21. We choose n = 2, µ = (2), σ = (12) ∈ S2, Z = {1, (12)}, k = 1, and the trivial
Z-character ρ : kZ →M1(k) with ρ((12)) = 1. Then e = (12 + piX − 2piH)/2 and
dρ1 =
(
+ + − −
)
(e⊗ 1)
defines the object W(12),triv in Z(Rt) for any t. We may, for example, also use e˜ = (12 − piX)/2
which corresponds to the choice the sign Z-character, ρ(12) = −1, and the same morphism d1
determining the half-braiding. This gives the object W(12),sign in Dt.
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Example 3.22. Choose n = 3, µ = (3), σ = (123) ∈ S3. Then Z =
{
1, σ, σ2
}
, and for a = 0, 1, 2
we may consider the irreducible Z-character such that ρa(123) = e
2apii/3. Then for W(123),ρa ,
eρa1 =
1
3
(
− − − + 2
+ e
2apii
3
(
− − − + 2
)
+e−
2apii
3
(
− − − + 2
))
,
dρa1 =
(
+ + +
− − −
)
(eρa1 ⊗ 1) .
We consider a pair of conjugate permutations, σ2 = τσ1τ
−1 for σ1, σ2, τ ∈ Sn. Then the cen-
tralizer groups Z(σ1) and Z(σ2) are isomorphic, and in fact, τ(·)τ−1 is a group isomorphism from
Z(σ1) to Z(σ2). Assume ρi : Z(σi)→Mk(k) for i = 1, 2 are two maps satisfying Equation (3.6).
We say that (σ1, ρ1) and (σ2, ρ2) are conjugate if, in addition to τ , there is an invertible matrix
A ∈Mn(k)× such that
ρ2(τzτ
−1) = Aρ1(z)A−1 for all z ∈ Z(σ1).
Proposition 3.23. If (σ1, ρ1) and (σ2, ρ2) are conjugate, then the interpolation objects Wσ1,ρ1
and Wσ2,ρ2 in Z(Rep(St)) are isomorphic.
Proof. We consider the morphisms
φ := eρ2(τ ⊗k A)eρ1 ∈ Hom(([n]⊕k, eρ1), ([n]⊕k, eρ2)),
where ⊗k denotes the k-linear tensor product, not the internal tensor product of our monoidal
category.
The pairs (σ1, ρ1) and (s2, ρ2) being conjugate implies that φ is invertible with the inverse
morphism eρ1(τ
−1 ⊗A−1)eρ2 .
Also, we can see that φ is compatible with the half-braidings defined by dσ1,ρ11 and d
σ2,ρ2
1 ,
respectively: we recall from the proof of Lemma 3.14 that gEij = E
g(i)
g(j)g for all g ∈ Sn and
1 ≤ i, j ≤ n, so
(φ⊗ 1)dσ1,ρ1 = eρ2
(
(τ ⊗k A)⊗ 1
)(
1n+1 +
∑
i
(
Eiσ1(i) − Eii
)⊗k In)eρ1
= eρ2
(
1n+1 +
∑
i
(
E
g(i)
gσ2(i)
− Eg(i)g(i)
)⊗k In)((τ ⊗k A)⊗ 1)eρ1
= eρ2
(
1n+1 +
∑
i
(
Eiσ2(i) − Eii
)⊗k In)((τ ⊗k A)⊗ 1)eρ1
= dσ2,ρ2(φ⊗ 1) 
Remark 3.24. By Proposition 3.23, the interpolation object Wσ,ρ only depends on the cycle
type µ of σ, and we may use the notation Wµ,ρ. As a special case, if ρ corresponds to a Z(σ)-
representation, then isomorphic representations yield isomorphic interpolation objects, just as in
the classical situation of Sn-crossed modules (see Section 2.3).
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3.4. The Ribbon Category Dt. We now consider the monoidal subcategory Dt of Z(Rt)
generated under tensor products and direct sums by the interpolation objects studied in the
previous section. We show that Dt is a ribbon category and, as we will see in Section 3.5, this
category can be viewed as an interpolation category for Z(Rep(Sn)) ' Rep(DrinSn).
Definition 3.25. Let D0t denote the full subcategory of Z(Rt) generated under tensor products
by all objects of the form Wσ,ρ as in Definition 3.12. Moreover, denote by D1t the closure of D0t
under finite direct sums (biproducts), and Dt the idempotent completion of D1t .
By construction, Dt is a monoidal category closed under direct sums. We show that Dt is also
closed under duals.
Lemma 3.26. Given an interpolation object Wσ,ρ in D0t , the dual object in Z(Rt) is given by
Wσ,ρ∗, where
ρ∗(z) = ρ(z−1)t, ∀z ∈ Z.(3.19)
Here, (·)t denotes the usual transpose of a matrix.
Proof. Note that for eρ =
∑
z∈Z xz ⊗ ρ(z), the idempotent describing the dual object in Rt is
given by the dual morphism, which is
e∗ρ =
∑
z∈Z
x∗z ⊗ ρ(z)t =
∑
z∈Z
xz ⊗ ρ(z−1)t = eρ∗ .(3.20)
This follows as for pi ∈ Sn, the dual morphism is pi−1 and hence x∗pi = xpi−1 follows from xpi = pix1n ,
while for a matrix A, the dual is At, cf. Section 2.4. .
The braiding on the dual is induced from d⊕k1 (e
∗
ρ⊗1). To verify this, recall that by Equation (2.5),
the dual (V ∗, c∗) of an object (V, c) in the center is obtained using the inverse of c. It suffices here
to consider d∗1 = Ψ[1],[n]c∗1. By Lemma 3.16, the inverse of d
ρ
1 is given by (d
ρ
1)
−1 = f⊕k1 (eρ ⊗ 1),
where
f1 = 1n+1 +
n∑
i=1
(
Eiσ−1(i) − Eii
)
.
As eρ ⊗ 1 commutes with d⊕k1 by Lemma 3.14, it commutes with f⊕k1 . Hence,
(dρ1)
∗ = (ev[n]⊗Ψ[1],[n])
(
1n ⊗
(
f⊕k1 (eρ ⊗ 1)Ψ[1],[n]
)
⊗ 1n
)
(1n+1 ⊗ coev[n])
= (ev[n]⊗Ψ[1],[n])
(
1n ⊗
(
f⊕k1 Ψ[1],[n]
)
⊗ 1n
)
(1n+1 ⊗ coev[n])(e∗ρ ⊗ 1).
We see that
(ev[n]⊗Ψ[1],[n])
(
1n ⊗
(
EijΨ[1],[n]
)⊗ 1n) (1n+1 ⊗ coev[n]) = Eji ,
and hence
(dρ1)
∗ =
(
1n+1 +
n∑
i=1
(
E
σ−1(i)
i − Eii
))⊕k
(e∗ρ ⊗ 1) = d⊕k1 (e∗ρ ⊗ 1).
The claim follows. 
Corollary 3.27. The category Dt is a pivotal category.
Proof. It follows from [TV17, Section 5.2.2] that Z(Rt) is a pivotal category. Now, Lemma 3.26
implies that the subcategory Dt is closed under left duals, which coincide with right duals, and
hence Dt is also pivotal. 
18 J. Flake and R. Laugwitz
On the Monoidal Center of Deligne’s Category Rep(St)
Theorem 3.28. The category Dt is a ribbon category. Given an interpolation object V = Wσ,ρ
in Z(Rt), the left and right twists are given by
θlV = θ
r
V =
(
σ−1
)⊕k
eρ.(3.21)
Proof. Recall from Equation (2.2) that in Z(Rt), the braiding on an object (V, c) is Ψ(V,c),(V,c) =
cV . Hence, as Z(Rt) pivotal, the left twist θl = θl(V,c) and right twist θr = θr(V,c) are given by
θl = (evlV ⊗ IdV )(IdV ∗ ⊗cV )(coevrV ⊗ IdV ),(3.22)
θr = (IdV ⊗ evrV )(cV ⊗ IdV ∗)(IdV ⊗ coevlV ).(3.23)
Recall from Definition 3.10 that
dρ1 = d
⊕k
1 (eρ ⊗ 1) = (eρ ⊗ 1)d⊕k1
and recall that the half braiding cρ[n] is computed from d
ρ
1 via Equations (3.1)–(3.2). In particular,
cρ[n] = c[n](eρ ⊗ 1), where we can use
c[n] = (1n−1 ⊗ c1) . . . (1⊗ c1 ⊗ 1n−2)(c1 ⊗ 1n−1).
In the following computation, for the sake of easier notation, we use the morphism d[n] = Ψ[n],[n]c[n]..
Indeed, we claim that
θlV = (ev[n]⊗1n)(1n ⊗ c[n])(1n ⊗ eρ ⊗ eρ)(coev[n]⊗1n) = σ−1eρ.(3.24)
To prove this claim, we introduce some notation. Let i = (i1, . . . , in) and j = (j1, . . . , jn) be
strings of indices, where for any k ∈ {1, . . . , n}
• ik ∈ {1, . . . , n} or jk = |;
• if ik ∈ {1, . . . , n}, then jk ∈
{
ik, iσ(k)
}
; if ik = |, then jk = |.
We define the element Eij recursively by
Eij = (1n ⊗Ψ[1],[n−1])
(
Einjn ⊗ 1n−1
)
(1n ⊗Ψ[n−1],[1])
(
E iˆ
jˆ
⊗ 1).(3.25)
Here, iˆ = (i1, . . . , in−1), and Einjn is defined as in Equation (3.8), and if in = jn = |, then
Einjn = 1n+1. Note that E
i
j is an iteration of the notation in Equation (3.12) and Equation (3.13).
The general form of summands appearing in the left hand side of 3.24, computing the left twist
θlV , is
Lij := (ev[n]⊗1n)
(
1n ⊗Ψ[n],[n]Eij
)
(1n ⊗ eρ ⊗ eρ)(coev[n]⊗1n).
We first note that
L
|
| = (ev[1]⊗1)
(
1⊗Ψ[1],[1]E||
)
(coev[1]⊗1) = (ev[1]⊗1)
(
1⊗Ψ[1],[1]E11
)
(coev[1]⊗1) = L11.
Hence, inductively, we see that
Lii = L
i′
i′(3.26)
where if ik = | for some k, then i′k = k. It therefore suffices to consider indices i ⊂ {1, . . . , n}.
Now consider the case where i, j ⊂ {1, . . . , n}. We observe that Lij vanishes unless j = (1, . . . , n).
Indeed, if two indices repeat in either i or j, then Lij = 0 by Lemma 3.13. Now assume that
jk = a, and a 6= k. Then, in Lij = 0, the indices a′ and (n+ k)′ are connected. But (n+ k)′ also
connects to k, which, in turn, connects to k′. Thus, {a′, k′} are in the same connected component,
and hence, again using Lemma 3.13, Lij = 0 as claimed.
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We recall that
d⊕k1 =
(
1n+1 +
n∑
i=1
(
Eiσ(i) − Eii
))⊗ Ik,
by Equation (3.9). Let j = (1, . . . , n). If we partition {1, . . . , n} according to the action of σ into
orbits, then we either always have ik = σ
−1(k) or always k, for all k in a particular orbit.
The next claim is that in the right hand side of Equation (3.24), Lij has a zero coefficient
if there exists an index k = 1, . . . , n such that ik = k. Indeed, if such an index exists, then it
appears, using Equation (3.26), with coefficient zero. This follows as both Eij and E
i′
j′ contribute
such a term, where jl = j
′
l, il = i
′
l for all l 6= k, but jk = k = il while jk = | = i′k. The coefficient
of Eij is the negative of the coefficient of E
i′
j′ according to the definition of d1.
Hence, only L
(σ−1(1),...,σ−1(n))
(1,...,n) has a non-zero coefficient in θ
l
V . It’s coefficient is equal to one.
We note that
L
(σ−1(1),...,σ−1(n))
(1,...,n) = σ
−1eρ
to complete the computation of θlV .
It is shown in a similar manner that θlV = σ
−1eρ. For this, we define
Rij := (1n ⊗ ev[n])(Ψ[n],[n]Eij ⊗ 1n)(1n ⊗ eρ ⊗ eρ)(1n ⊗ coev[n]).
Similar combinatorial considerations as above show that Rij = 0 unless
• i = (1, . . . , n)
• jk is either always k or σ(k), for each orbit of σ on {1, . . . , n}.
• If jk = k for some k, then the coefficient of Rij in θrV is zero.
Thus, the computation of θrV is completed by verifying that
L
(1,...,n)
(σ(1),...,σ(n)) = σ
−1eρ.
Hence, we see that θlV = θ
r
V . 
Corollary 3.29. An interpolation object Wσ,ρ has trivial twist iff
ρ(σz) = ρ(z), ∀z ∈ Z.(3.27)
Proof. Using the definition of eρ in Definition 3.6,
(σ−1)⊕keρ = eρ ⇐⇒ 1|Z|
∑
z
xσ−1z ⊗ ρ(z) =
1
|Z|
∑
z
xz ⊗ ρ(z) ⇐⇒ ρ(σz) = ρ(z)
for all z ∈ Z, as the elements (xg)g∈Sn are linearly independent. 
In particular, choosing ρ to correspond to the trivial Z-character, the resulting object has
trivial twist. We can compute the dimensions of interpolation objects more explicitly.
Proposition 3.30.
(i) Let g ∈ Sn, then tr(xg) = δg,1n
∏n−1
i=0 (t− i).
(ii) Let f ∈ End([n]) and A ∈ Mk(k), then tr(f ⊗ A) = tr(f) trA, where trA is the usual
matrix trace.
(iii) Let Wσ,ρ be an interpolation object as in Definition 3.12, then
(3.28) dim(Wσ,ρ) =
1
|Z|
n−1∏
i=0
(t− i) tr ρ(1).
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Proof. (i) We first observe that for n ≥ 0,
x1n+1 =
(
1n+1 −
n∑
i=1
Eii
)
(x1n ⊗ 1) .(3.29)
We now show that tr(x1n) =
∏n−1
i=0 (t− i) by induction on n. The statement is clear for
n = 0, using the convention that the empty product equals 1. For n ≥ 0, it follows that
tr(x1n+1) = tr (x1n ⊗ 1)− tr
( n∑
i=1
Eii (x1n ⊗ 1)
)
= t tr(x1n)− tr
( n∑
i=1
pi(i,n)E
i
i (x1n ⊗ 1)pi(i,n)
)
= t tr(x1n)− tr
( n∑
i=1
pi(i,n)E
i
ipi(i,n) (x1n ⊗ 1)
)
= t tr(x1n)− n tr
(
Enn (x1n ⊗ 1)
)
= t tr(x1n)− n tr (x1n)
= (t− n)
n−1∏
i=0
(t− i) =
n∏
i=0
(t− i).
In the second equality, pi(i,n) is the partition associated to the transposition (i, n), and we
use the cyclic invariance of the trace. The last equality uses the induction step.
Now let g 6= 1n ∈ Sn. Then xg = x1g. Let i be such that g(i) 6= i. Then taking the
trace connects {i, g(i)}. Hence, by Lemma 3.13, tr(xg) = 0.
(ii) Let A be a k × k-matrix, and f ∈ End([n]). Then
tr(f ⊗A) = ev⊕k[n] coev ((f ⊗A)⊗ Id) coev⊕k[n]
=
k∑
i=1
ev[n] ((f ⊗Aii)⊗ Id) coev[n]
= tr(f) tr(A).
(iii) It follows directly from Part (i)–(ii) that
dim(Wσ,ρ) = tr eρ =
1
|Z|
∑
z∈Z
tr (xz ⊗ ρ(z)) = 1|Z|
n−1∏
i=0
(t− i) tr ρ(1). 
To conclude this section, we mention the following open questions.
Question 3.31. Is the monoidal center Z(Rt) equivalent to Dt?
Question 3.32. What are the simple objects in Dt? If t is generic, is Z(Rt) (or Dt) a semisimple
category? Note that objects generating Dt are parametrized by idempotent elements in the
semisimple algebras kZ ⊗Mk(k). By Remark 3.20 it follows that Dt is not semisimple of t ∈ Z≥0.
Note that the indecomposable objects in Rep(St) were classified in [CO11, Theorem 3.7]. Up
to isomorphism, the indecomposable objects are parametrized by the set of all partitions.
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3.5. A Functor to Crossed Modules. An explanation of the functor Fn from Section 2.5 is
given by the process of semisimplification of monoidal categories. This procedure is described in
[CO11, Section 3.4], it is a special case of a more general construction due to Barrett–Westbury
([BW99], see also [EGNO15, Section 18.8]) valid for any spherical category S. We recall that a
morphism f : X → Y in S is negligible if tr(fg) = 0 for all morphisms g : Y → X. The set of
negligible morphisms N forms a tensor ideal in any monoidal category.
We now extend Deligne’s functor Fn to the center. We use the following general fact. Recall
that a tensor ideal I in a monoidal category C is a collection of subsets I(V,W ) ⊆ Hom(V,W )
closed under 2-sided composition and tensor products by general morphisms in C. The quotient
category C/I is a monoidal category having the same objects, but morphisms
HomC/I(V,W ) = Hom(V,W )/I(V,W ).
There is a natural quotient functor Q : C → C/I
Proposition 3.33. Let C be a monoidal category and I a tensor ideal in C. Then the quotient
functor induces a functor of braided monoidal categories
Q : Z(C) −→ Z(C/I).
Proof. The quotient category C/I has the same objects as C. Let (V, c) be an object in Z(C).
Given an object M of C, consider Q(cM ) : Q(V ⊗M)→ Q(M ⊗ V ). Fixing a choice of structural
natural isomorphism µQV,W : Q(V ⊗W )
∼−→ Q(V )⊗Q(W ), we produce a natural isomorphism
c′M : Q(V )⊗Q(M) ∼−→ Q(M)⊗Q(V ) which still satisfies the axioms of a half-braiding. Here,
we identify objects of C and C/I. 
Let us now turn to the monoidal category Rt and the tensor ideal N formed by its negligible
morphisms.
Theorem 3.34 ([Del07], The´ore`me 6.2). For n ∈ Z≥1, there is an equivalence of categories
Rn/N ∼= Rep(Sn). Under this equivalence, the functor Fn is natural isomorphic to the quotient
functor Q.
Proposition 3.35. Let µ ` n and assume that ρ : Z → Mk(k) corresponds to a simple Z(µ)-
module V ' kk as in Example 3.3. Then the induced functor Fn : Z(Rep(Sn)) → Z(Rep(Sn))
sends the interpolation object Wµ,ρ from Definition 3.12, Remark 3.24 to the simple object Wµ,ρ
of Theorem 2.3.
Proof. Let σ ∈ Sn be of cycle type µ. If ρ is a irreducible module over Z = Z(µ) as assumed, then,
by Proposition 3.8 and Remark 3.9, eρ · (kZ ⊗ kk) is just the Z-module V , and Fn(([n]⊕k, e)) ∼=
Wµ,ρ = kSn ⊗kZ V = IndSnZ (V ) is the induced module, as desired.
It remains to check that Fn(dρ1) is the morphism cVn from Equation (2.10). However, it follows
from Equation (2.16) that d1 corresponds to the morphism V
⊗(n+1)
n → V ⊗(n+1)n given by
vi1,...,in ⊗ vj 7−→
{
vi1,...,in ⊗ vσ(j), if (i1, . . . , in) are pairwise distinct,
0, otherwise.
where vi1,...,in = vi1 ⊗ . . .⊗ vin ∈ V ⊗nn , and vj ∈ Vn. The morphism d⊕k1 and Fn commute with
direct sums. Restricting d⊕k1 to eρ⊗1, the image of v(i1,...,in)⊗v ∈ V ⊗nn ⊗kk ∈ Fn(eρ) corresponds
to the element g⊗ v ∈ kSn⊗kZ V , where g(a) = ia, an element of Sn-degree gσg−1. Hence, under
the above isomorphism,
ΨW,Vn ◦ Fn(d1)(g ⊗ v) = cVn(g ⊗ v),
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where Ψ denotes the symmetry of Rep(Sn). 
Theorem 3.36. The restriction of the functor Q : Z(Rep(Sn))→ Z(Rep(Sn)) to Dt is essentially
surjective and full on morphism spaces.
Proof. We have seen in Proposition 3.33 that any simple object in Z(Rep(Sn) is isomorphic to an
object in the image of an object of Dt under Fn. As Z(Rep(Sn)) is semisimple, this also implies
fullness by Schur’s Lemma. 
Remark 3.37. We note that, for two objects (W, c) and (W ′, c′) of Z(Rt), the kernel K of Fn
consists of the ideal N (W,W ′) of negligible morphisms in the ribbon category Rt intersected
with HomZ(Rt)((W, c), (W
′, c)).
4. Polynomial Interpolation Invariants of Framed Ribbon Links
As the main application of this work, we now use Dt to associate polynomials in a variable t
to framed ribbon links. These polynomials are invariants of such framed ribbon links.
4.1. Ribbon Invariants from Ribbon Categories. It is well-known (see e.g. [TV17, Section
3.3]) that a ribbon category R gives invariants of R-coloured ribbon diagrams under three
Reidemeister moves (where the first Reidermeister move is a weaker version of the classical move
from link theory), see Figure 2.
Following [EGNO15, Section 8.10] (see also [RT90, Section 4]) we consider the category of
framed ribbon tangles. Let Sm,n be a disjoint union of m ribbons S1 × [0, 1] and n squares
[0, 1]× [0, 1]. A smooth non-intersecting embedding of Sm,n in R2 × [0, 1] is called a ribbon tangle
if, for any of the squares, it sends the points [0, 1]× {0} to R2 × {0}, and [0, 1]× {1} to R2 × {1},
and the images of the tubes do not meet R2 × {0, 1}. A ribbon tangle is framed if Sn,m has an
orientation, hence giving an orientation to its image in R2 × [0, 1]. We call the line segments
of the images of squares which are contained in R2 × {0} the inputs and those in R2 × {1} the
outputs of the tangle. There is a natural structure of a ribbon category, denoted by FRT , on
ribbon tangles. The objects are integers k, l ≥ 0, and
HomFRT (k, l) = {framed ribbon tangles with k inputs and l outputs}
/
isotopy .
There is a natural composition operation connecting the output and inputs of tangles. The tensor
product on FRT is given by the addition of integers. The twist in FRT is the twist of an
identity strand on the object 1 as in Figure 1.
0 1
Figure 1. The twist in FRT
Theorem 4.1 (See [FY89,RT90,JS91,Shu94]). Given any ribbon category R and an object X of
R, there exists a canonical monoidal functor
InvX : FRT −→ R,
which sends the object 1 to the object X.
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In other words, FRT is free as a ribbon category. Applying InvX to a framed ribbon tangle L
with no inputs and outputs, InvX(L) gives an element in the base field k. This element is an
invariant of L under the three Reidemeister moves for ribbons displayed in Figure 2. We call
such a framed ribbon tangle with no inputs and outputs a (framed) ribbon link, and if it has only
one connected component, a (framed) ribbon knot.
Given a ribbon link, we obtain a link by restricting to S1 × {1/2}. This gives a mapping from
the set of ribbon links to that of links which respects equivalence. If the ribbon category R has
trivial twist on X, i.e. θX = 1, then InvX is an invariant of links.
We note that in [RT90, RT91] (see also [TV17, Section 15.1.3]) a more general category of
coloured framed ribbon tangles (called HCDR-graphs) is defined, where, in addition, labels by
objects and morphisms from a ribbon category appear. Ribbon categories also associate invariants
to such coloured tangles.
0 1
0 1
0 1
Figure 2. Three ribbon Reidemeister moves
4.2. Dijkgraaf–Witten Invariants. Let L ⊂ R3 be a tame link. That is, the smooth embedding
defining L can be thickened to a tubular neighborhood, giving an embedding S1 × D2 → R3,
for a small ball D2, with image L ⊂ R3. Then the complement R3 \ L is a compact 3-manifold.
In fact, any compact 3-manifold arises via such a surgery presentation. The link group of L is
GL := pi1(R3 \ L).
In general, Dijkgraaf–Witten theory is based on a finite group G together with a 3-cocycle
ω. From this datum, one defines a quasi-Hopf algebra Drinω G which is a twist of the Drinfeld
double of G [DPR90]. Dijkgraaf–Witten theory is a fully extended TQFT. Hence, in particular,
it provides invariants for closed 3-manifolds. These are related to invariants of links, see [AC92].
We shall restrict to the untwisted Dijkgraaf–Witten theory, where ω is the trivial 3-cocycle
and Drinω G = DrinG. In this case, the 3-manifold invariant ZDWG (C) associated to C = R3 \ L
is given by
ZDWG (C) =
1
|G| Inv
DW
G (L),(4.1)
where InvDWG (L) = |Homgroup(GL, G)| is the number of group homomorphisms from the link
group to G. As the notation suggests, InvDWG (L) is an invariant of links.
The TQFT ZDWG can be computed from the representation theory of DrinG [AC92,FQ93,Fre99].
Let D = DrinGreg denote the regular DrinG-module. Then Theorem 4.1 provides the link
invariants as InvD(L) = InvDWG (L) [Fre99,Che12].
The main application of the present work is to replace the module category of the group G = Sn
by Deligne’s category Rep(St) and compute, by means of the ribbon categories Dt, invariants of
ribbon links. This way, we obtain new ribbon link polynomials.
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4.3. A lift of the regular module. To provide lifts of untwisted Dijkgraaf–Witten invariants,
we will now lift the regular module of DrinG to Dt. In Lemma 2.2 we recalled that the regular
DrinSn-module decomposes as a direct sum of modules V
µ, indexed by partitions µ ` n. For
given n and a partition µ ` n, we will construct an object V µ in Z(Rep(St)), for any t, such that
for t = n, we have Fn(V µ) ∼= V µ. Hence, the sum of all V µ together gives a lift of the regular
DrinSn-module to an object in Z(Rep(St)).
Definition 4.2. Let σ ∈ Sn be an element of cycle type µ, Z = Z(σ) its centralizer. We define
(4.2) eµ =
1
|Z|
∑
z∈Z
xz ⊗ x1.
Then eµ is an idempotent in End([n] ⊗ [n]) which is independent of the choice of σ. Further,
consider d1 from Equation (3.9). We denote
dµ1 = (1n ⊗Ψ[1],[n])(d1 ⊗ 1n)(1n ⊗Ψ[n],[1])(eµ ⊗ 1),(4.3)
and define V µ = ([n]⊗ [n], eµ). Further, define Dn := ⊕µ`nV µ.
Lemma 4.3. The object V µ, together with the half-braiding obtained from dµ1 using Equations
(3.1)–(3.2) defines an object in Z(Rt). There is an isomorphism Fn(V µ) ∼= V µ in Z(Rep(Sn)).
Hence, Fn(Dn) is isomorphic to the regular DrinSn-module by Lemma 2.2.
Proof. The object V µ is the tensor product of Wσ,triv, where triv indicates the idempotent obtained
from the trivial Z-module, and ([n], x1n) (with trivial braiding, cf. Remark 3.20). This object is
contained in Dt since [n] with trivial braiding is an object in D0t , and x1n is an idempotent in
D0t . 
We observe that by the computation in Theorem 3.28, the objects V µ and Dn have trivial
twists since
θV µ = (σ
−1 ⊗ 1n)eµ = 1|Z|
∑
z∈Z
xzσ
−1 ⊗ x1 = eµ,
using reordering, σ−1 ∈ Z, and xzσ−1 = xzσ−1 . Hence, V µ and Dn provide link invariants.
4.4. Ribbon Link Polynomials. In this section, we define the (framed) ribbon link polynomials
associated to objects of Dt.
We start by observing that Deligne’s category Rep(St) — together with the interpolation
objects and the ribbon category Dt — can be defined for a freely adjoint variable t. In this version,
we obtain a k[t]-linear ribbon category Dt, and the category Dt arise by specifying t 7→ t ∈ k.
The resulting link invariants obtained via Theorem 4.1 from Dt are now polynomials in t. It is a
consequence of Theorem 3.28 that the category Dt provides invariants of ribbon links L ⊂ R3.
Definition 4.4. Let σ ∈ Sn have cycle type µ, let Wσ,ρ denote an interpolation object in Dt as
in Definition 3.12 and Dn an object as in Definition 4.2, and let L be a ribbon link. We denote
Pµ,ρ(L, t) := InvWσ,ρ(L),(4.4)
Pn(L, t) := InvDn(L).(4.5)
We refer to Pµ,ρ(L, t), Pn(L, t) as ribbon link polynomials associated to (µ, ρ), respectively, Sn.
By Proposition 3.23, Pµ,ρ is independent of the choice of σ and ρ up to conjugation. It follows
directly that evaluating the link polynomials at a specific value t 7→ t ∈ k gives the link invariants
Inv(L) for the corresponding object viewed in Dt. From Theorem 3.28 we conclude:
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Corollary 4.5. The polynomials Pµ,ρ(L, t) are invariants of ribbon links and the polynomials
Pn(L, t) are invariants of links.
4.5. Relation to Untwisted Dijkgraaf–Witten Invariants. We start with a general obser-
vation about monoidal functors preserving invariants of ribbon links. Then, using the functor
Fn from Section 3.5, we explain the relationship between the ribbon link polynomials from the
previous section and untwisted Dijkgraaf–Witten invariants.
Lemma 4.6. Let R, S be k-linear ribbon categories such that EndS(I) ∼= k, and F : R → S be a
braided monoidal functor preserving duals. Then for any ribbon link L,
F(InvX(L)) = InvF(X)(L).(4.6)
Using this observation, together with Lemma 4.3, we obtain the following result.
Corollary 4.7. Let L be a ribbon link. Then evaluating the ribbon link polynomials at t = n
recovers the untwisted Dijkgraaf–Witten invariants associated to Sn. In particular,
(4.7) Pµ,ρ(L, n) = InvWµ,ρ(L), and Pn(L, n) = InvDWSn (L).
4.6. Examples of Link Polynomials. In this section, we give examples of ribbon link poly-
nomials. The computations were carried out using Wolfram Mathematica R©. Given an element
σ ∈ Sn of cycle type µ, ρ : Z →Mk(k) satisfying Equation (3.6), and a (framed) ribbon Link L,
recall that the associated ribbon link polynomial is denoted by Pµ,ρ(L, t).
We will restrict to the computation of invariants for ribbon torus links. For this, denote by
S the generating object of the category FRT . Given a pair of integers (p, q), with p ≥ 1, the
(p, q)-ribbon torus link is defined as
Tp,q = evrS⊗p(Ψ−qS,S⊗(p−1) ⊗ Id
⊗p
S∗ ) coev
l
S⊗p .
That is, Tp,q is the braid closure of p bands, which are braided −q times using the crossing where
the left-most band crosses above the other bands if q ≤ 0 (or q times crossing below the other
bands if q ≥ 0). In this section all knot pictures are understood to have thick untwisted bands as
strings.
2-Cycle Invariants. We now let µ = (2), σ = (1, 2) ∈ S2, and consider the associated invariants
for small torus knots. In Table 1 all polynomials are divided by the dimension of the object,
which is dimW(2),ρ =
1
2t(t− 1), for ρ = triv or sign, where triv(12) = 1, sign(12) = −1.
Examples of ribbon link invariants for cycle type (2) are summarized in Table 1. The invariants
P(2),triv(T , t) associated to the trivial character triv are link invariants as the twist is the identity
on this object. However, the invariants P(2),sign(T , t) which use the sign character sign are ribbon
link invariants.
In addition, we note that the invariants P(2),triv(T , t) for T = T2,−5 and T2,−7 are trivial (i.e.
equal to the categorical dimension). Further, the knots T2,−9 and T3,−10 have the same invariant
as the trefoil T2,−3.
3-Cycle Invariants. The next case is where µ = (3) and σ = (1, 2, 3) ∈ S3. In this case, there are
three irreducible Z(µ) = C3-modules given by the third roots of unity. We indicate the irreducible
characters by χa, where
χa(123) = e
2apii
3 , a = 0, 1, 2.(4.8)
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Ribbon torus link T P(2),triv(T ,t)dimW(2),triv
P(2),sign(T ,t)
dimW(2),sign
T2,−2 = t22 − 5t2 + 4 t
2
2 − 5t2 + 4
T2,−3 = 2t− 3 −2t + 3
T2,−6 = t22 − t2 t
2
2 − t2
T3,−4 = 2t2 − 8t + 9 2t2 − 8t + 9
T4,−5 = 2t3 − 18t2 + 52t− 47 −2t3 + 18t2 − 52t + 47
Table 1. Examples of 2-cycle invariants
Ribbon torus link T P(3),0(T ,t)dimW(3),0
P(3),1(T ,t)
dimW(3),1
T2,−2 = t33 − 4t2 + 47t3 − 18 t
3
3 − 4t2 + 47t3 + e
2ipi
3 + e−
2ipi
3 − 20
T2,−3 = 3t− 8 3t− 8
T2,−5 = 3t2 − 21t + 37 (3t2 − 21t + 36 + e 2ipi3 )e 2ipi3
T2,−6 = t33 − 4t2 + 56t3 − 27 t
3
3 − 4t2 + 56t3 − 27
T3,−4 = 3t3 − 36t2 + 144t− 188
(
3t3 − 36t2 + 144t− 188) e− 2ipi3
Table 2. Examples of 3-cycle invariants
The corresponding ribbon link polynomials are denoted by P(3),a(T , t). Table 2 contains examples
of these invariants. Note that P(3),2(T , t) is obtained from P(3),1(T , t) by replacing e2ipi/3 with
e−2ipi/3.
We note that the invariant P(3),triv(T2,−5, t) is no longer trivial, but P(3),triv(T2,−7, t) is still
trivial as in the 2-cycle case. Also, T2,−9 still has the same invariant as the trefoil knot.
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Cycle type µ (1) (2) (3) (4) (2, 2)
Pµ,triv(T2,−3,t)
dimWµ,triv
1 2t− 3 3t− 8 2t2 − 16t + 37 4t2 − 28t + 49
Table 3. Invariants of the left-handed trefoil knot
Trefoil Invariants. Table 3 contains the knot invariants associated to the left-handed trefoil T2,−3.
Here, we consider the invariants corresponding to the object Wµ,triv, where triv is the idempotent
associated to the trivial Z(µ)-module.
We observe that all invariants computed so far are divisible by the dimension of the object.
Appendix A. Indempotent Completition and the Monoidal Center
We denote by C′ the idempotent completion (or Karoubi envelope) of C. This category can
be described as having objects Xe := (X, e), where X is an object of C and e : X → X is an
idempotent morphism, i.e. e2 = e. For two objects Xe and Yf , morphisms spaces are the k-vector
spaces
(A.1) HomC′(Xe, Yf ) = f HomC(X,Y )e.
Now if g ∈ HomC′(Xe, Xe) is idempotent, then g = ege and this morphism splits as
(A.2) Xe
ge
  
g=ege // Xe
Xg
eg
>>
The k-linear category C′ is again monoidal, with the tensor product defined by
(A.3) Xe ⊗ Yf = (X ⊗ Y )e⊗f .
If C is braided with braiding Ψ, then so is C′ with the braiding ΨXe,Yf given by
(A.4) (f ⊗ e)ΨX,Y (e⊗ f) = (f ⊗ e)ΨX,Y ,
by naturality of Ψ. We identify C with the monoidal full subcategory on objects VId.
Proposition A.1. The idempotent completion Z(C)′ of Z(C) is isomorphic to a full braided
monoidal subcategory of the center Z(C′) of the idempotent completion C′ of C.
Proof. First, we show that Z(C) is a full subcategory of Z(C′). An object (V, c) in Z(C) gives an
object (V, c′) in Z(C′), where the half-braiding is defined as
c′Xe = (e⊗ IdV )cX(IdV ⊗e) = (e⊗ IdV )cX ,(A.5)
using naturality of c and that e is an idempotent. Further, for a morphism g : Xe → Yf
c′Yf (IdV ⊗g) = (f ⊗ IdV )cY (IdV ⊗fge)
= (fge⊗ IdV )cX = (g ⊗ IdV )c′Xe ,
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which shows naturality of c′. Note that the tensor compatibility of the half-braiding as in
Equation (2.1) is clear by definition of the tensor product in C′:
c′Xe⊗Yf = (e⊗ f ⊗ IdV )cX⊗Y (IdV ⊗e⊗ f)
= (e⊗ f ⊗ IdV )(IdV ⊗cY )(cX ⊗ IdV )(IdV ⊗e⊗ f)
= (e⊗ (f ⊗ IdV )cY ))((e⊗ IdV )cX ⊗ f)
= (IdXe ⊗c′Yf )(c′Xe ⊗ IdYf ).
Clearly, any morphism λ : (V, c) → (W,d) in Z(C) induces a morphism (V, c′) → (W,d′) in
Z(C′). Further, the functor is full. Indeed, any morphism λ : (V, c′)→ (W,d′) in Z(C′) is given
by a morphism λ : V → W in C, commuting with the natural isomorphisms cXe , dXe for any
object Xe of C′. In particular, this naturality holds with respect to any object X1, and hence λ is
induced from a morphism in C.
Next, we prove that Z(C′) is idempotent complete. Let g : (Ve, c)→ (Ve, c) be an idempotent
in Z(C′). Then g = ege for an idempotent morphism g : Ve → Ve in C. This morphism splits as
g = (eg)(ge). For any object Xh, consider the restriction d = c|Xg : Vg ⊗Xh → Xh ⊗ Vg of cXh
given by dXh = (Id⊗ge)cXh(eg ⊗ Id). Then d is clearly still natural in C′, and an isomorphism.
The factorization morphism ge : Ve → Vg becomes a morphism (Ve, c)→ (Vg, d) as
(Id⊗ge)cXh = dXh(ge⊗ Id)
corresponds, as ge = g and eg = g as morphisms in C, to the equation
(Id⊗g)cXh = (Id⊗g)cXh(g ⊗ Id)
of morphisms in C, which holds since g is an idempotent morphism in the center. Similarly,
eg : Vg → Ve is a morphism in (Vg, d) → (Ve, c). Hence, the idempotent g splits in Z(C). This
way, we obtain a canonical k-linear functor ι : Z(C)′ → Z(C′), which is faithful by construction.
The functor ι is also full. Assume given a morphism g : (Ve, c)→ (Wf , d) in Z(C′), where (Ve, c′)
and (Wf , d
′) are in the image of ι, i.e. e : Vc → Vc and f : Wd →Wd are morphisms in Z(C), and
c′, d′ are obtained by restricting the half-braidings c, respectively, d along e, respectively, f . Then
g = fge, and for any object X of C,
d′X(g ⊗ IdX) = (IdX ⊗g)c′X ,
which implies
dX(g ⊗ IdX) = dX(e⊗ IdX)(g ⊗ IdX) = (IdX ⊗g)(IdX ⊗f)cX = (IdX ⊗g)cX .
Thus, g : (V, c)→ (W,d) is a morphism in Z(C), and ι is full.
By construction, the functor τ is monoidal since (Xe ⊗X ′e′ , c ⊗ c′) is mapped to a splitting
object of (X ⊗ Y, d ⊗ d′), where d, d′ are the restrictions of c, c′ to C. However, in the above
description, such a splitting object is given by ((X ⊗X ′)e⊗e′ , c⊗ c′). Hence τ preserves the tensor
product. From this description of tensor products, we see that the functor τ has to preserve the
braiding. 
Note that if C is idempotent complete, then there is an canonical equivalence Z(C)′ ' Z(C′).
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