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THE al FUNCTION OF A CYCLIC TRIGONAL CURVE OF GENUS
THREE
SHIGEKI MATSUTANI AND EMMA PREVIATO
Abstract. A cyclic trigonal curve of genus three is a Z3 Galois cover of P
1, therefore
can be written as a smooth plane curve with equation y3 = f(x) = (x− b1)(x− b2)(x−
b3)(x − b4). Following Weierstrass for the hyperelliptic case, we define an “al” function
for this curve and al(c)r , c = 0, 1, 2, for each one of three particular covers of the Jacobian
of the curve, and r = 1, 2, 3, 4 for a finite branchpoint (br, 0). This generalization of the
Jacobi sn, cn, dn functions satisfies the relation:
4∑
r=1
∏2
c=0 al
(c)
r (u)
f ′(br)
= 1
which generalizes sn2u + cn2u = 1. We also show that this can be viewed as a special
case of the Frobenius theta identity.
1. Introduction
Jacobi’s sn, cn, dn functions and Weierstrass’ ℘ and σ functions are closely connected
with the coordinates of the elliptic curve embedded in the affine plane. The hyperelliptic
analog of the Jacobi sn, cn, dn functions was proposed by Weierstrass, who denoted it
“al” in honor of Abel [Wei]. Solutions of completely integrable Hamiltonian systems which
linearize on a hyperelliptic Jacobian, such as the Neumann system and the sine-Gordon
equation, were produced using the al functions as phase-space coordinates [Mum, Vol.
II], [Ma4].
In this article we extend the al function to a trigonal curve by using Kleinian sigma
functions [Kl, BEL1, EEL]; a possible application will be analogous expressions for the
solution of the generalized Neumann system studied by Schilling [S] and Adams, Harnad
and Previato [AHP], among others. In the present work however the emphasis is on
the definition, and the algebraic constraints satisfied by the cyclic al function, which in
principle can be generalized to any Zn-curve. Such beautiful algebraic relations for Abelian
functions occur often in the literature, not necessarily just for genus one: in particular
the article [LP] produces elementary proofs (by substitution in the Abelian integrals) of
generalized Ones and Twos, as large classes of identities for inverses of Abelian integrals
are known in Sweden. It may be possible that our identities have like elementary proofs.
We work with smooth complete curves over the complex numbers, namely compact
Riemann surfaces. For a hyperelliptic curve Cg: y
2 =
∏2g+1
i=1 (x− bi) of genus g, we denote
1
the Jacobian by Jg and the vector in Cg given by integration1 from the base point ∞ to
the branch point (x, y) = (ba, 0) by ωa. A hyperelliptic al function is defined as:
alr(u) = γ
′′
r
e−
tuη′ω′−1ωrσ(u+ ωr)
σ(u)
,
where σ is Klein’s hyperelliptic σ function [Ba2] and the remaining symbols are defined in
the Appendix. If for a point u in the Jacobian Jg, we choose any preimage under the Abel
map in the g-th symmetric product SgXg and denote it simply by (xi, yi)i=1,...,g (meaning
an unordered g-tuple), then we can give an algebraic expression of alr(u)
(1.1) alr(u) =
√
F (br), F (x) =
g∏
j=1
(x− xj).
In order to fix the sign of the square root, following Baker, we define the al function on the
g-th symmetric product SgCˆ2g+1 where Cˆ2g+1 is a double cover of Cg (see Appendix for
details). Weierstrass defined the al function using these ideas as well as an expression in
terms of theta functions which he calls Al, using an analog of the elliptic sigma function,
a precursor of the Kleinian sigma function [Wei, Kl]2. Weierstrass investigated the al
function to construct his version of the sigma function for hyperelliptic curves, in terms of
the affine coordinates of SgCg. In the calculation [Wei, p. 296], the sine-Gordon equation
plays an important role [Ma2, Ma3]. Indeed, the hyperelliptic al functions satisfy the
ellipsoidal relations:
(1.2)
g+1∑
r=1
cralr(u)
2 = 1,
where cr is a constant that depends on the branch points ba’s. This is a consequence of
the Frobenius theta formula [Mum, Ch. III, Corollary 7.5]:
(1.3)
g+1∑
r=1
c2g+1,r
σ(u+ ωr)
2
σ(u)2
= 1,
which gives the homogeneous relations in P2g+1
cr,rσ(u+ ωr)
2 +
g∑
r′=1
cr,r′σ(u+ ωr′)
2 = σ(u)2, r = g + 1, . . . , 2g,
where cr,r′ is also a certain constant related to the ba’s. These al-functions and the relation
(1.2) are a generalization of the Jacobi elliptic functions and their relations,
sn(v) =
√
e1 − e3 e
η3uσ(ω3)σ(u)
σ(u+ ω3)
, cn(v) =
e(η3−η1)uσ(ω3)σ(u+ ω1)
σ(ω1)σ(u+ ω3)
,
1The ambiguity due to path of integration does not affect the formulas and is ignored throughout.
2The letters al and Al were used by Weierstrass in honor of Abel.
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and sn2(v) + cn2(v) = 1,
where σ is the Weierstrass sigma function and v = u/
√
e1 − e3. Since sn(v) is proportional
to 1/
√
℘(u)− e3, the domain of sn(v) is a double cover of J1 where ℘(u) is defined.
Recently, further identities for the sigma function over a cyclic trigonal curve X : y3 =
f(x) = (x− b1)(x− b2)(x− b3)(x− b4) become available [EEL, EEMOˆP1, EEMOˆP2, Oˆ].
By using these results and the Z3-symmetry of the curve, we define the trigonal “al”
function and investigate its properties. Again, to resolve a Z3-ambiguity, we will define a
certain triple cover of the curve. For simplicity, in fact, we introduce the universal cover
of X , which in turns admits a continuous map to any cover of X , and we use it to define
an extended Abel map. Although the universal cover is not algebraic, in fact unlike for
g = 1 it is the open unit disc, the values we get can also be computed algebraically using
a triple cover of X ; we will introduce three finite covers of the Jacobian of X labelled by
c = 0, 1, 2. Then, the first of our main theorems is the following:
Theorem 1.1.
al(c)a (u) :=
e−
tuϕa;cσ(u+ ζc3ωa)
σ33(ζ
c
3ωa)σ(u)
, al(c)a (u) = −ζc+ε3
Aa(P1, P2, P3)
3
√
Fa(P1, P2, P3)
,(1.4)
where ζ3 is a primitive third root of unity, a = 1, . . . , 4 labels the 4 branchpoints, Aa and
Fa are meromorphic functions of 3 (unordered) points defined in section 5; the vector ϕa;c
and a Z-valued function ε on the preimage of u under the Abel map will be introduced
below.
We arrive at a generalization of (1.3) [Mum, Ch. IIIa, Corollary 7.5] and obtain the
second main theorem of this article:
Theorem 1.2. (A generalized Frobenius’ theta formula) We have
4∑
r=1
∏2
c=0 al
(c)
r (u)
f ′(br)
= 1,
4∑
a=1
∏2
c=0 σ(u+ ζˆ
c
3ωa)
σ(u)3/(2
√
2)
= 1.
In the course of the study, by choosing an appropriate constant multiple of the sigma
function, we obtain the additional identity:
σ33(ωa) =
(
3
√
df(x)
dx
∣∣∣
x=ba
)−1
.
We remark that the definition of the trigonal al-function and its properties might de-
pend upon the conventions we employ, e.g., the path of integration in the Abelian coor-
dinates, unlike the algebraic functions of the curve. However, Theorem 1.2 reflects the
Z3-symmetry of the Abelian variety and (1.4) connects the σ-functions and the affine
coordinates of the curve, as the Jacobi sn, cn and dn functions do.
The contents of this article are as follows: Section two presents the geometry of a
genus-3 cyclic trigonal curve in the affine plane. Sections three and four are devoted to
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the addition law on the Jacobian. Section five is about functions, A and F , associated
with the trigonal al-function as in (1.4). Sections six and seven give a brief introduction
of the sigma function and its addition structure. Section eight is devoted to the definition
of the al function and relates the sigma function to the A and F functions. In section
nine, we prove the analog of the Frobenius theta identity. Section ten studies the domain
of the al-function. In the Appendix, we review the hyperelliptic al function.
2. genus-3 Z3 curves
A curve X of genus three with Galois action by Z3 at one point can be represented by
an affine plane model:
y3 = f(x), f(x) := (x− b1)(x− b2)(x− b3)(x− b4),
where bi’s are distinct complex numbers. Let the branch point (bi, 0) be denoted by Bi
(i = 1, 2, 3, 4). A basis for the holomorphic one-forms over X is given by
νI1 =
dx
3y2
, νI2 =
xdx
3y2
, νI3 =
dx
3y
.
For a fixed primitive third root of unity ζ3, there is an action ζˆ3 on X and the space
H0(X,KX) of holomorphic forms (KX denotes the canonical divisor, and KX is also used
for the corresponding sheaf), induced from a Galois action on X :
ζˆ3(x, y) = (x, ζ3y), ζˆ3

νI1νI2
νI3

 =

ζ3νI1ζ3νI2
ζ23ν
I
3

 .(2.1)
We choose a Z-basis αi, βj, (1 ≦ i, j ≦ 3) of H1(X,Z) with intersection numbers
[αi, αj ] = 0, [βi, βj] = 0 and [αi, βj] = −[βi, αj] = δi,j illustrated in Figure 1, cf. [EEP,
Wel].
The half-period matrices for this basis are given by:
ω′ := (ω′1, ω
′
2, ω
′
3), ω
′′ := (ω′′1 , ω
′′
2 , ω
′′
3), Ω :=
(
ω′
ω′′
)
,
where
ω′a :=
1
2
[∫
αa
νI
]
, ω′′a :=
1
2
[∫
βa
νI
]
,
with the convention that we go around a branchpoint along the paths drawn in Fig. 1,
for example we traverse β1 around B1 starting on sheet 1 and crossing over to sheet 3.
A choice of α’s and β’s as in Fig. 1 yields certain relations, which we’ll use in computa-
tions even though strictly speaking they hold modulo homotopy. Note that when acting by
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B1
B2 B3
B4
fB1
B2 B3
C3
C2
C1
crosscuts where the sheets are glued 
curves in the first sheet
curves in the second sheet
curves in the third sheet
Figure 1. Homology basis αi and βi, i = 1, 2, 3
(powers of) ζ3 we change sheet at a branchpoint: for example,
∫ (ba,0)
∞
νI − ζˆ3
∫ (ba,0)
∞
νI =∫ (ba,0)
∞
νI +
∫ ∞
(ba,0)
ζˆ3ν
I .
Proposition 2.1. For ωa :=
∫ (ba,0)
∞
νI , (a = 1, 2, 3, 4) we have following relations:
(1) We decompose the ω′a and ω
′′
a in terms of ζˆ
c
3ωa,
ω′1 =
1
2
(
(1− ζˆ23)ω2 + ζˆ23(1− ζˆ23)ω3 + ζˆ3(1− ζˆ3)ω4
)
, ω′a =
1
2
ζˆa−23 (ζˆ3−1)ωa, (a = 2, 3),
ω′′a =
1
2
ζˆa−23 (ζˆ3 − 1)(ωa − ωa+1), (a = 1, 2, 3).
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(2) ζˆc3ωa (c = 0, 1, a = 1, 2, 3), are linear independent over Z.
Proof. (1) is directly obtained from Figure 1. We obtain (2) through the following iden-
tities:
(1 + ζˆ3 + ζˆ
2
3)ωa = 0,(2.2)
(1− ζˆ23 )ω1 + ζˆ23 (1− ζˆ23 )ω2 + ζˆ3(1− ζˆ23 )ω3 + (1− ζˆ23)ω4 = 0,
(1− ζˆ3)ω1 + ζˆ3(1− ζˆ3)ω2 + ζˆ23(1− ζˆ3)ω3 + (1− ζˆ3)ω4 = 0.
The first identity comes from the fact
∫ (x1,y1)
∞

νI1νI2
νI3

+ ∫ (x1,ζ3y1)
∞

ζ23νI1ζ23νI2
ζ3ν
I
3

 + ∫ (x1,ζ23y1)
∞

ζ3νI1ζ3νI2
ζ23ν
I
3

 = 0,
because (1 + ζ3 + ζ
2
3) = 0. The others are obtained by integrating along paths which, as
seen in Figure 1, are homotopic to a point. 
Let Λ be the lattice in C3 generated by 2ω′ and 2ω′′. The universal covering space of
X is homeomorphic to the space of equivalence classes (up to homotopy) of paths in X
which begin at some fixed point P ; for simplicity, we use the space of paths ΓPX because
all the functions we define are independent of homotopy. The map κP : ΓPX → X such
that for a path ΓQ,P from P to Q, κP (ΓQ,P ) = Q defines a fiber structure on ΓPX . The
path ΓQ,P can be decomposed into ΓQ,P =
∑g
i=1(niαi + n
′
iβi) + Γ
′
Q,P up to homology,
where Γ′Q,P is a simple curve from P to Q without any loops in X , so that the integral of
a holomorphic differential on ΓQ,P and Γ
′
Q,P is the same, modulo periods.
We extend the Abel map w and define, using the same letter, a map from Γ∞X to C
3:
w(Γ(x,y),∞) :=
∫
Γ(x,y),∞
νI , νI :=

νI1νI2
νI3

 .
We simply write w(x, y) for (x, y) ∈ X . We write (xi, yi)i=1,2,...,k to indicate (by slightly
abusing notation) an element of the symmetric product SkΓ∞X , and we extend the Abel
map by
w((xi, yi)i=1,2,...,k) = w(Γ(xi,yi),∞|i=1,2,...,k) :=
k∑
i=1
w(Γ(xi,yi),∞) =
k∑
i=1
w(xi, yi).
The map w is surjective for k ≥ 3 (Abel-Jacobi theorem). We denote by J the Jacobian
of X and by κ the natural projection defined by the lattice Λ,
κ : C3 → J = C3/Λ.
The strata of J , Wk := κw(SkΓ∞X) (k ≥ 1), are the same as the sets κw(SkX), abbre-
viating w ◦ κ∞ as w.
6
The Z3 action on X induces an action on the Jacobian ζˆ3 : J → J such that ζˆ33 = id
and equivariantly, a map on a preimage (P1, P2, P3) ∈ S3X of the Abel map, given by
(ζˆ3P1, ζˆ3P2, ζˆ3P3), indeed ζˆ3Λ = Λ as seen by the action on the paths of integration.
Proposition 2.2. {3ζc3ωa}a=1,2,3,4,c=0,1,2 is a subset of Λ. For every 3ζˆc3ωa, there are
integers h
(c)′
a,b and h
(c)′′
a,b (a = 1, 2, 3, 4, b = 1, 2, 3, c = 0, 1, 2) such that
(2.3) ζˆc3ωa =
2
3
3∑
b=1
(h
(c)′
a,b ω
′
b + h
(c)′′
a,b ω
′′
b ).
Here we point out that even though the values h
(c)′
a,b and h
(c)′′
a,b depend upon the choice
of the homology basis αa and βa, the above fact that 3ζ
c
3ωa is a point in Λ does not, and
thus the al-function defined below is invariant under the action of Sp(6,Z) on a 3-vector.
Proof. From (1− ζ3)(1− ζ23 ) = 3, we have
ζˆ2a−13 (ζˆ
2
3 − 1)ω′a =
3
2
ωa, (a = 2, 3), ζˆ
2a−2
3 (ζˆ
2
3 − 1)ω′′a =
3
2
(ωa − ωa+1), (a = 1, 2, 3).
Then we have the relations: ωa =
2
3
ζˆ2a−13 (ζˆ
2
3 − 1)ω′a (a = 2, 3), ω4 = 23 ζˆ2a−23 (ζˆ23 − 1)(ζˆ3ω′3−
ω′′3), and ω1 =
2
3
ζˆ2a−23 (ζˆ
2
3 − 1)(ω′′1 + ζˆ3ω′2). Since the Z-module Λ is invariant under the
action of ζˆ3, then 2ζˆ3ω
′
a ∈ Λ and 2ζˆ3ω′′a ∈ Λ, hence there are integers p(c)′a,b , p(c)′′a,b , q(c)′a,b and
q
(c)′′
a,b , such that
ζˆc3ω
′
a =
3∑
b=1
(p
(c)′
a,b ω
′
b + p
(c)′′
a,b ω
′′
b ), ζˆ
c
3ω
′′
a =
3∑
b=1
(q
(c)′
a,b ω
′
b + q
(c)′′
a,b ω
′′
b ),
which shows the statement. 
Remark 2.3. We add oriented loops γ and γ′ up to equivalence, in the homology group
of the curve:
∫
γ+γ′
νI =
∫
γ
νI +
∫
γ′
νI . Using the relations in the proof of Proposition 2.1,
we can compute the ω’s along the paths in Figure 2, where [α1] is an equivalence class
modulo (2.2), though we routinely abuse notation and write simply α1. Using Figure 2,
one checks identities such as:
3ω1 = 2ω
′
1 + ω
′′
2 − ω′′3 .
Remark 2.4. We summarize the local behavior of the holomorphic one-forms for use
below. In a t-series expansion, d≥(t
ℓ) denotes a term of order greater than or equal to ℓ.
(1) At the point ∞, we choose a local parameter t∞ so that t3∞ = 1/x and y =
1
t4∞
(1 + d≥(t∞)); the holomorphic one-forms are expanded as,
νI1 = −t4∞(1 + d≥(t∞))dt∞, νI2 = −t3∞(1 + d≥(t∞))dt∞, νI3 = −(1 + d≥(t∞))dt∞.
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B1
B2 B3
B4
f
B3-C3
B2-C2
B
1
+B
3
- C3B
1
- C3
B
1
䠇 C
1
- C3
B1
B2
B3
B4
f
B
1
䠇 B
2
-C3
B
1
䠇 B
2
䠇 B
3
-C3
C
3
䠇 C䠍 -B2-B3
C䠍-C2䠇C3 -B3
B1
B2 B3
B4
f
[B1]
C䠍-C2
B
1
-C䠍䠇C2
[B1]’
Figure 2. Relations among αi and βi
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(2) At (ba, 0), a local parameter ta is chosen so that t
3
a = (x− ba). Then we have
y = taCa(1 + d≥(t
2
a)), dx = 3t
2
adta,
where Ca :=
3
√
df(x)
dx
∣∣∣∣∣
x=ba
. The holomorphic one-forms are written as,
νI1 =
dta
C2a
(1 + d≥(ta)), ν
I
3 =
tadta
Ca
(1 + d≥(ta)), ν
I
2 − b1νI1 = t
3
adta
C2a
(1 + d≥(ta)).
The local chart is a triple covering of the curve projected to the x-axis, so there
is a natural action ιˆ
(a)
ζ3
: ta → ζ3ta. Since y is also a local parameter at a branch
point Ba, locally we can identify the action ιˆ
(a)
ζ3
with ζˆ3.
The following meromorphic functions {φi} on X belong to the ring R := C[x, y]/(y3 −∏
(x− br)),
φi =


x for i = 3
y for i = 4
x(i−3)/3+2 for i > 3, i ≡ 0 modulo 3,
x(i−3)/3+1y for i > 3, i ≡ 1 modulo 3,
x(i−3)/3y2 for i > 3, i ≡ 2 modulo 3.
(2.4)
In particular, φn has a pole of order N(n) at ∞, with:
N(0) = 0, N(1) = 3, N(2) = 4, N(3) = 6, N(n) = n+ 3, for n > 3.(2.5)
Lastly, we identify the Jacobian with Pic0(X) by choosing ∞ as the base point, so we
embed X in J by sending a point P ∈ X to the sheaf associated to the divisor P −∞
(up to linear equivalence).
3. Addition law. I
The additive inverse in C3 and J corresponds to a bijection from S3X to itself, which
depends on our choice of base point. We note that in the hyperelliptic case this corre-
sponds simply to the hyperelliptic involution (x, y)→ (x,−y), in the (cyclic) trigonal case
we need a modification as in [MP, Lemma 2.6].
We now give an explicit realization of the Serre involution on Pic(g−1):
L → KXL−1,
which will be used in the development below.
The following proposition [MP, Lemma 2.6] holds:
Proposition 3.1. For a positive integer n, there is a natural inclusion satisfying
[−1] :Wn →WN(n)−n, (u 7→ −u).
We construct an algorithm to give the [−1]-action explicitly in order to define the
trigonal al function.
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Definition 3.2. For (P, (P1, · · · , Pn)) ∈ (X −∞)× Sn(X −∞), we define µn(P ) by
µn(P ) := µn(P ;P1, . . . , Pn) := lim
P ′i→Pi
∣∣∣∣∣∣∣∣∣∣
1 φ1(P
′
1) · · · φn(P ′1)
1 φ1(P
′
2) · · · φn(P ′2)
...
...
. . .
...
1 φ1(P
′
n) · · · φn(P ′n)
1 φ1(P ) · · · φn(P )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 φ1(P
′
1) · · · φn−1(P ′1)
1 φ1(P
′
2) · · · φn−1(P ′2)
...
...
. . .
...
1 φ1(P
′
n) · · · φn−1(P ′n)
∣∣∣∣∣∣∣∣
,
and since the φ’s are algebraic functions on X, we extend the domain to X × Sn(X),
allowing for poles.
More details on this function are given in [MP], where it is shown that it can be viewed
as a generalization of the F in (1.1) or U in the triple of polynomials that Mumford calls
(U, V,W ) in the hyperelliptic case [Mum, Ch. IIIa].
In the following Lemma, we show that µn(P ) is associated with the addition structure
on the divisor group of X from a classical viewpoint. Let Sn1 (X) be defined as{
(P1, . . . , Pn) ∈ Sn(X) | ∃{i1, . . . , ik} ⊂ {1, . . . , n} such that µk(Pi1, . . . , Pik) = 0
}
.
For (Pi)i=1,...,n ∈ Sn(X−∞)\Sn1 (X−∞), µn(P ;P1, . . . , Pn) has the following properties:
(1) It is monic,
(2) At each P = Pi, it has a simple zero,
(3) µn(P ) has a pole at ∞ of order N(n), and
(4) µn(P ) has (N(n)− n) zeros aside from the Pi’s (i = 1, . . . , n).
Lemma 3.3. Let n be a positive integer. For (Pi)i=1,...,n ∈ Sn(X −∞), µn is consistent
with the following diagram, where [−1]n: Sn(X −∞)→ SN(n)−n(X) such that
Sn(X −∞) [−1]n−−−→ SN(n)−n(X)
w
y wy
Wn [−1]−−−→ WN(n)−n
,
i.e., (Pi)i=1,...,n ∈ Sn(X −∞) corresponds to an element (Qi)i=1,...,N(n)−n ∈ SN(n)−n(X),
such that
n∑
i=1
Pi − n∞ ∼ −
N(n)−n∑
i=1
Qi + (N(n)− n)∞.
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4. Addition law: examples
In this section, we compute [−1]n (n = 1, 2, 3) explicitly, based on Lemma 3.3, to
demonstrate the significance of µn.
4.1. [−1]1P : To find [−1]1(x1, y1), recall that N(1)=3, so we seek a divisor of degree two.
For the divisor of a meromorphic function of (x, y),∣∣∣∣1 x11 x
∣∣∣∣ = 0
implies that x = x1. This means that
(x1, y1) + (x1, ζ3y1) + (x1, ζ
2
3y1)− 3∞ ∼ 0.
In other words, as sheaves,
(4.1) [−1]1(x1, y1) = (x1, ζ3y1) + (x1, ζ23y1).
This means
∫ (x1,y1)
∞

νI1νI2
νI3

+ ∫ (x1,ζ3y1)
∞

ζ23νI1ζ23νI2
ζ3ν
I
3

 + ∫ (x1,ζ23y1)
∞

ζ3νI1ζ3νI2
ζ23ν
I
3

 ≡ 0, modulo Λ.
4.2. [−1]2(P1 + P2): Let Qa = (x′a, y′a) (a = 1, 2) be a solution of µ3(P, P1, P2) different
from Pa, i.e.,
w(Q1 +Q2) = −w(P1 + P2), i.e., (Q1, Q2) = [−1]2(P1, P2).
Since ∣∣∣∣∣∣
1 x1 y1
1 x2 y2
1 x′a y
′
a
∣∣∣∣∣∣ =
∣∣∣∣x1 y1x2 y2
∣∣∣∣−
∣∣∣∣1 y11 y2
∣∣∣∣ x′a +
∣∣∣∣1 x11 x2
∣∣∣∣ y′a = 0,(4.2)
then direct computations provide the following lemma:
Lemma 4.1. For the points obeying (4.2) the following relations hold:∣∣∣∣x1 y1x2 y2
∣∣∣∣
∣∣∣∣1 y′11 y′2
∣∣∣∣ =
∣∣∣∣x′1 y′1x′2 y′2
∣∣∣∣
∣∣∣∣1 y11 y2
∣∣∣∣ ,
∣∣∣∣x1 y1x2 y2
∣∣∣∣
∣∣∣∣1 x′11 x′2
∣∣∣∣ =
∣∣∣∣x′1 y′1x′2 y′2
∣∣∣∣
∣∣∣∣1 x11 x2
∣∣∣∣ ,∣∣∣∣1 y11 y2
∣∣∣∣
∣∣∣∣1 x′11 x′2
∣∣∣∣ =
∣∣∣∣1 y′11 y′2
∣∣∣∣
∣∣∣∣1 x11 x2
∣∣∣∣ .
This shows that if P1 and P2 are generic in the sense that none of the determinants in
Lemma 4.1 vanishes, then Q1 and Q2 have the same property.
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4.3. [−1]3(P1 + P2 + P3). Let
(Q1, Q2, Q3) = [−1]3(P1, P2, P3).
In other words Qa = (x
′
a, y
′
a) (a = 1, 2, 3) are solutions of µ3(P, P1, P2, P3) which differ
from Pb (b = 1, 2, 3). ∣∣∣∣∣∣∣∣
1 x1 y1 x
2
1
1 x2 y2 x
2
2
1 x3 y3 x
2
3
1 x′a y
′
a x
′2
a
∣∣∣∣∣∣∣∣
= 0.(4.3)
Similar to Lemma 4.1, we have the following result:
Lemma 4.2. For {i1, i2, i3}, {j1, j2, j3} ⊂ {0, 1, 2, 3}, the following relation holds∣∣∣∣∣∣
φi1(P1) φi2(P1) φi3(P1)
φi1(P2) φi2(P2) φi3(P2)
φi1(P3) φi2(P3) φi3(P3)
∣∣∣∣∣∣
∣∣∣∣∣∣
φj1(Q1) φj2(Q1) φj3(Q1)
φj1(Q2) φj2(Q2) φj3(Q2)
φj1(Q3) φj2(Q3) φj3(Q3)
∣∣∣∣∣∣
=ǫi1,i2,i3,j1,j2,j3
∣∣∣∣∣∣
φj1(P1) φj2(P1) φj3(P1)
φj1(P2) φj2(P2) φj3(P2)
φj1(P3) φj2(P3) φj3(P3)
∣∣∣∣∣∣
∣∣∣∣∣∣
φi1(Q1) φi2(Q1) φi3(Q1)
φi1(Q2) φi2(Q2) φi3(Q2)
φi1(Q3) φi2(Q3) φi3(Q3)
∣∣∣∣∣∣ ,
where ǫi1,i2,i3,j1,j2,j3 is an appropriate sign.
5. Functions Ar and Fr
In order to construct the trigonal alr function of the curve X , we introduce meromorphic
functions Ar and Fr.
On a hyperelliptic curve, as shown in (1.1), the al function is alternatively defined by
alr(u) :=
√
F (br) up to a constant factor, where (x, y) = (br, 0) = Br is a branch point of
the curve.
In order to define the trigonal version of al function, we also deal with the value of the
function µ in (5.1) at a branch point Br.
Definition 5.1. For a branch point Ba of X and Pi = (xi, yi) (i = 1, 2, 3) determining a
point of S3X, we define the meromorphic functions:
Aa(P1, P2, P3) := µ(Ba;P1, P2, P3) =
∣∣∣∣∣∣∣∣
1 x1 y1 x1
2
1 x2 y2 x2
2
1 x3 y3 x3
2
1 ba 0 b
2
a
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x1 y1
1 x2 y2
1 x3 y3
∣∣∣∣∣∣
,
Fa(P1, P2, P3) := (ba − x1)(ba − x2)(ba − x3).
(5.1)
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Let degP h denote the order of zero or pole of a meromorphic function h at P .
Proposition 5.2. Aa and Fa have the following zeros and poles:
(1) For generic points P1, P2 of X,
deg(Ba,P1,P2)Aa(P1, P2, P3) = 1, deg(Ba,P1,P2) Fa(P1, P2, P3) = 3.
(2) For generic points P1, P2 of X,
deg[−1]3([−1]2(P1,P2),Ba)Aa = 1, deg[−1]3([−1]2(P1,P2),Ba) Fa = 0.
(3) For generic points P1, P2 of X,
deg(∞,P1,P2)Aa = −2, deg(∞,P1,P2) Fa = −3.
(4) For generic points P1 of X,
deg([−1](ba,0),P1)Aa = 3, deg([−1](ba,0),P1) Fa = 6.
Proof. (1) follows from the definition. (3) is obvious because for P3 near ∞, we have
Aa(P1, P2, P3) =
∣∣∣∣∣∣
1 x2 y2
1 x3 y3
1 b2 0
∣∣∣∣∣∣ x21∣∣∣∣1 x21 x3
∣∣∣∣ y1
(1 + d≥(t
2
∞)) =
∣∣∣∣∣∣
1 x2 y2
1 x3 y3
1 b2 0
∣∣∣∣∣∣∣∣∣∣1 x21 x3
∣∣∣∣
1
t2∞
(1 + d≥(t
2
∞)),
Fa(P1, P2, P3) =
1
t3∞
+ d≥(t
2
∞).
(5.2)
To prove (2), we denote by Ca :=
dy
dta
∣∣∣∣
x=ba
, we assume that P1 and P2 are generic points
and P3 is close to Ba; P3 = (x3, y3) behaves like (ba + t
3
a + d≥(t
4
a), ζ
i
3Cata + d≥(t
2
a)). Let
(Q1, Q2) = [−1]2(P1, P2), (Q′1, Q′2, Q′3) = [−1]3(Q1, Q2, P3),
where Qa = (x
′
a, y
′
a) and Q
′
a = (x
′′
a, y
′′
a), i.e.,∣∣∣∣∣∣
1 x1 y1
1 x2 y2
1 x′c y
′
c
∣∣∣∣∣∣ = 0,
∣∣∣∣∣∣∣∣
1 x′1 y
′
1 x
′
1
2
1 x′2 y
′
2 x
′
2
2
1 x3 y3 x3
2
1 x′′c y
′′
c x
′′
c
2
∣∣∣∣∣∣∣∣
= 0.
We consider the expansion of Aa and Fa. First we look at Fa. When P3 is equal to Ba,
Fa becomes ∣∣∣∣∣∣∣∣
1 x′′1 x
′′
1
2 x′′1
3
1 x′′2 x
′′
2
2 x′′2
3
1 x′′3 x
′′
3
2 x′′3
3
1 ba b
2
a b
3
a
∣∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣
1 x′′1 x
′′
1
2
1 x′′2 x
′′
2
2
1 x′′3 x
′′
3
2
∣∣∣∣∣∣ ,(5.3)
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and if it vanished then one of the Q′’s would equal (ba + t
3, ζ3Cat) near t = 0 but (ba +
t3, ζ3Cat) does not satisfy (4.2).
We now compute Aa as follows:
Aa(Q
′
1, Q
′
2, Q
′
3) =
∣∣∣∣∣∣∣∣
1 x′′1 y
′′
1 x
′′
1
2
1 x′′2 y
′′
2 x
′′
2
2
1 x′′3 y
′′
3 x
′′
3
2
1 ba 0 b
2
a
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x′′1 y
′′
1
1 x′′2 y
′′
2
1 x′′3 y
′′
3
∣∣∣∣∣∣
.
Direct computation gives the numerator as:
∣∣∣∣∣∣
x′′1 y
′′
1 x
′′
1
2
x′′2 y
′′
2 x
′′
2
2
x′′3 y
′′
3 x
′′
3
2
∣∣∣∣∣∣−
∣∣∣∣∣∣
1 y′′1 x
′′
1
2
1 y′′2 x
′′
2
2
1 y′′3 x
′′
3
2
∣∣∣∣∣∣ ba −
∣∣∣∣∣∣
1 x′′1 y
′′
1
1 x′′2 y
′′
2
1 x′′3 y
′′
3
∣∣∣∣∣∣ b2a.(5.4)
Due to the relations in Lemma 4.2, this equals
∣∣∣∣∣∣
1 x′′1 x
′′
1
2
1 x′′2 x
′′
2
2
1 x′′3 x
′′
3
2
∣∣∣∣∣∣∣∣∣∣∣∣
1 x′1 x
′
1
2
1 x′2 x
′
2
2
1 ba ba
2
∣∣∣∣∣∣
×
∣∣∣∣∣∣∣∣
1 x′1 y
′
1 x
′
1
2
1 x′2 y
′
2 x
′
2
2
1 x′3 y
′
3 x
′
3
2
1 ba 0 b
2
a
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
1 x′′1 x
′′
1
2
1 x′′2 x
′′
2
2
1 x′′3 x
′′
3
2
∣∣∣∣∣∣∣∣∣∣∣∣
1 x′1 x
′
1
2
1 x′2 x
′
2
2
1 ba ba
2
∣∣∣∣∣∣
×


∣∣∣∣∣∣∣∣
1 x′1 y
′
1 x
′
1
2
1 x′2 y
′
2 x
′
2
2
1 ba Cata b
2
a
1 ba 0 b
2
a
∣∣∣∣∣∣∣∣
+ d≥(t
2
a)

 .
(5.5)
We consider the factors in this formula. The fact that Q1 and Q2 are generic for generic
P1 and P2, and (4.3) imply that both
∣∣∣∣∣∣
1 x′′1 x
′′
1
2
1 x′′2 x
′′
2
2
1 x′′3 x
′′
3
2
∣∣∣∣∣∣ and
∣∣∣∣∣∣
1 x′1 x
′
1
2
1 x′2 x
′
2
2
1 ba ba
2
∣∣∣∣∣∣
do not vanish in the limit P3 → Ba. Hence Aa has a simple zero at Ba.
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To prove (4), we consider P1 and P2 near Ba; Pi = (xi, yi) behaves like (t
3
b + ba, ζ
i
3Catb+
d≥(t
2
b)), i = 1, 2. Let us consider the behavior of Aa and Fa.
Aa(P1, P2, P3) =
∣∣∣∣∣∣∣∣
1 ba + t
3
a + d≥(t
4
a) ζ3Cata + d≥(t
3
a) (ba + t
3
a)
2 + d≥(t
4
a)
1 ba + t
3
a + d≥(t
4
a) ζ
2
3Cata + d≥(t
3
a) (ba + t
3
a)
2 + d≥(t
4
a)
1 x3 y3 x
2
3
1 ba 0 b
2
a
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 ba + t
3
a + d≥(t
4
a) ζ3Cata + d≥(t
2
a)
1 ba + t
3
a + d≥(t
4
a) ζ
2
3Cata + d≥(t
2
a)
1 x3 y3
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
0 0 (ζ3 − ζ23 )Ca + d≥(t3a) 0
1 ba + t
3
a + d≥(t
4
a) ζ
2
3Cata + d≥(t
3
a) (ba + t
3
a)
2 + d≥(t
4
a)
1 x3 y3 x
2
3
1 ba 0 b
2
a
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 ba + t
3
a + d≥(t
4
a) ζ3Cata + d≥(t
2
a)
0 0 (ζ23 − ζ3)Cata + d≥(t2a)
1 x3 y3
∣∣∣∣∣∣
.
Direct computation shows that this equals t3a(ba − x3), and in turn Fa(P1, P2, P3) =
t6a(ba − x3). 
We note that (1) and (3) in Proposition 5.2 give the multiplicity of zeros and poles
of Fa when viewed as a function over X × S2X . In particular, Fa does not vanish at
[−1]3([−1]2(P1, P2), Ba).
6. The sigma function
We introduce the σ function corresponding to X , an entire function over κ−1(J ), fol-
lowing [EEMOˆP1, EEMOˆP2, Section 3]. We recall the definition of σ and its properties
without proofs.
We introduce the period matrices by
(6.1) [ η′ η′′] =
1
2
[∫
αi
νII j
∫
βi
νII j
]
i,j=1,2,3
,
where νII j ’s are the differentials of the second kind [EEMOˆP2, (1.21) and (1.22)],
νII1(x, y) =
x2
3y2
dx, νII1(x, y) =
2xy
3y2
dx, νII1(x, y) =
(5x2 + 3λ3x+ λ2)y
3y2
dx.
Proposition 6.1. The matrix,
(6.2) M :=
[
2ω′ 2ω′′
2η′ 2η′′
]
,
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satisfies
(6.3) M
[ −1
1
]
tM = 2π
√−1
[ −1
1
]
.
This provides a symplectic structure in the Jacobian which is known as generalized
Legendre relation [Ba1, BEL2]. It is known that ω′−1ω′′ is a symmetric, positive-definite
matrix.
As shown by Riemann [F], Im (ω′−1ω′′) is positive definite. Noting Theorem 1.1 in [F],
let
(6.4) δ :=
[
δ′′
δ′
]
∈ (1
2
Z
)6
be the theta characteristic which gives the Riemann constant with respect to the base
point ∞ and the period matrix [ω′ ω′′].
For u ∈ Cg, we define
σ(u) = σ(u;M) = σ(u1, u2, u3;M)(6.5)
= c exp(−1
2
uη′ω′
−1 tu)ϑ[δ] (
1
2
ω′
−1 tu; ω′
−1
ω′′)
= c exp(−1
2
uη′ω′
−1 tu)
×
∑
n∈Z3
exp
[
π
√−1{ t(n+ δ′′)ω′−1ω′′(n + δ′′) + t(n+ δ′′)(ω′−1 u+ δ′)}],
where c is a certain constant. In this article, the constant c is chosen in such a way that
the local expansion of σ is consistent with Proposition 6.2 (2).
For a given u ∈ C3, we introduce the notation u′ and u′′ for the R3-vectors such that
u = 2ω′u′ + 2ω′′u′′.
A ‘shifted theta divisor’ Θ2 is the vanishing locus of σ;
(6.6) Θ2 =W2 ∪ [−1]W2 =W2.
Here we summarize the properties of σ(u;M) as follows:
Proposition 6.2. For all u ∈ C3, ℓ ∈ Λ, and γ ∈ Sp(6,Z), we have :
(1)
σ(u; γM) = σ(u;M).
(2) u 7→ σ(u;M) has zeroes of order 1 along Θ2 =W2;
σ(u;M) = 0 ⇐⇒ u ∈ Θ2.
σ has the following expansion near Θ2,
σ(u) = (u1 − u3u22 +
1
20
u53) + higher-weight terms.
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(3) For u, v ∈ C3, and ℓ (= 2ω′ℓ′ + 2ω′′ℓ′′) ∈ Λ, we define
L(u, v) := 2tu(η′v′ + η′′v′′),
χ(ℓ) := exp[π
√−1(2(tℓ′δ′′ − tℓ′′δ′) + tℓ′ℓ′′)] (∈ {1, −1}).
The following holds
σ(u+ ℓ) = σ(u) exp(L(u+
1
2
ℓ, ℓ))χ(ℓ).
(4) For the action ζˆ3 on u defined in Section 2, we have
σ(ζˆ3u) = ζ3σ(u), ζˆ3Θ2 = Θ2.
Proof. See [EEMOˆP2]. 
Proposition 6.3. For ℓ ∈ Λ as in Proposition 6.2,
(6.7) σ(u+ ζˆ3ℓ) = σ(u) exp(L(ζˆ
2
3u+
1
2
ℓ, ℓ))χ(ℓ).
Proof. By considering σ(ζˆ3v + ζˆ3ℓ) = ζ3σ(v + ℓ) and letting v = ζˆ
2
3u, we have
σ(ζˆ3v + ζˆ3ℓ) = ζ3σ(v) exp(L(v +
1
2
ℓ, ℓ))χ(ℓ).

7. Addition law. II
We recall the following results from the Appendix of [EEMOˆP1].
Following [Oˆ], we introduce the partial derivative over a multi-index ♮n,
σ♮n(u) =


∂2
∂u23
σ(u) = σ33(u) for n = 1,
∂
∂u3
σ(u) = σ3(u) for n = 2,
σ(u) for n > 2.
Further we note that for u ∈ κ−1Wn and the action ζˆ3 on u equivariant under the Abel
map with the action (xi, yi) 7→ (xi, ζ3yi), as in Proposition 6.2, part (4), we have
(7.1) σ(ζˆ3u) = ζ3σ(u), σ♮2(ζˆ3u) = σ♮2(u), σ♮1(ζˆ3u) = ζ
2
3σ♮1(u),
due to [EEMOˆP1, (A.2)].
Definition 7.1. For a positive integer n > 1 and a point (x1, y1), . . . , (xn, yn) in X
n, we
define
∆n((x1, y1), . . . , (xn, yn))
:=
∣∣∣∣∣∣∣∣
1 φ1(x1, y1) φ2(x1, y1) · · · φn−1(x1, y1)
1 φ1(x2, y2) φ2(x2, y2) · · · φn−1(x2, y2)
...
...
...
. . .
...
1 φ1(xn, yn) φ2(xn, yn) · · · φn−1(xn, yn)
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
1 x1 x
2
1 · · · xn−11
1 x2 x
2
2 · · · xn−12
...
...
...
. . .
...
1 xn x
2
n · · · xn−1n
∣∣∣∣∣∣∣∣
.
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Then we have
∆4((x1, y1), (x2, y2), (x3, y3), (x, y)) =
∣∣∣∣∣∣∣∣
1 x1 y1 x
2
1
1 x2 y2 x
2
2
1 x3 y3 x
2
3
1 x4 y4 x
2
4
∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣
1 x1 x
2
1 x
3
1
1 x2 x
2
2 x
3
2
1 x3 x
2
3 x
3
3
1 x x2 x3
∣∣∣∣∣∣∣∣
,
∆3((x1, y1), (x2, y2), (x3, y3)) =
∣∣∣∣∣∣
1 x1 y1
1 x2 y2
1 x3 y3
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
1 x1 x
2
1
1 x2 x
2
2
1 x3 x
2
3
∣∣∣∣∣∣ ,
∆2((x1, y1), (x2, y2)) =
∣∣∣∣1 x11 x2
∣∣∣∣
2
, ∆1((x1, y1)) = 1.
Theorem 7.2. [EEMOˆP2, Theorem A.1] Assume that (m,n) is a pair of positive integers
(n,m > 1). Let ((xi, yi)i=1,...,n, (x
′
i, y
′
i)i=1,...,m) a point in S
n(X) × Sm(X) and its image
under the Abel map be (u, v) ∈ κ−1Wn × κ−1Wm. Then the following relation holds
σ♮n+m(u+ v)σ♮n+m(u+ ζˆ3v)σ♮n+m(u+ ζˆ
2
3v)
σ♮m(u)3σ♮n(v)3
=
∏2
i=0∆m+n((x1, y1), . . . , (xm, ym), (x
′
1, ζ
i
3y
′
1), . . . , (x
′
n, ζ
i
3y
′
n))
(∆n((x′1, y
′
1) . . . , (x
′
n, y
′
n))∆m((x1, y1) . . . , (xm, ym)))
3
×
m∏
i=1
n∏
j=1
1
∆2((xi, yi), (x
′
j , y
′
j))
2
.
(7.2)
8. The trigonal al function for a cyclic trigonal curve
We define the al function for a cyclic trigonal curve X and derive some properties.
Definition 8.1. We introduce triple coverings J (a;c)of the Jacobian J ,
J (a;c) := C3/Λ(a;c), a = 1, 2, 3, 4, c = 0, 1, 2,
where
Λ(a;c) :=
∑
b=1,2,3
(k
(c)′
a,b Zω
′
b + k
(c)′′
a,b Zω
′′
b ).
For brevity, strokes as (′, ′′) or (′′, ′) are denoted by (γ, γ¯), and for h’s in (2.3),
k
(c)γ
a,b =
{
2 if h
(c)γ¯
a,b = 0,
6 if h
(c)γ¯
a,b 6= 0.
These triple coverings correspond to ζˆc3ωb and give two sets of natural projections:
̟b;c : J (b;c) → J , κb;c : C3 → J (b;c).
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We discuss the preimage of the Abel map under the projections ̟b;c of J (b;c) (b =
1, 2, 3, c = 0, 1, 2) in Section 10. If we further define
J ♯ = C3/Λ♯, Λ♯ :=
⋂
a=1,2,3,4;c=0,1,2
Λ(a;c), κ♯ : C
3 → J ♯,
then J ♯ is the smallest torus that covers each J (b;c) (b = 1, 2, 3, c = 0, 1, 2). We could
adapt the following theorem to J ♯, cf. [Mum, Ch. III.7]. Similarly, J (0),
J (0) = C3/Λ(0), Λ(0) :=
∑
i=1,2,3
(6Zω′i + 6Zω
′′
i ),
is a 36-order covering of J ; we sometimes consider meromorphic functions on this torus.
Definition 8.2. For (b = 1, 2, 3, 4, c = 0, 1, 2), we define a meromorphic function on C3
al(c)a (u) := Ab,c
e−
tuϕa;cσ(u+ ζˆc3ωb)
σ(u)
=
e−
tuϕa;cσ(u+ ζˆc3ωa)
σ(u)σ33(ζˆc3ωa)
,
(8.1)
where Ab,c := 1/σ33(ζˆ
c
3ωb) and
ϕa;c :=
2
3
3∑
b=1
(h
(c)′
a,b η
′ω′−1ω′b + h
(c)′′
a,b η
′′ω′′−1ω′′b ) ∈
1
3
Λ.
The following Proposition shows that the domains of these functions are chosen natu-
rally, as follows from properties of σ; Propositions 6.2 and 6.3 yield the periodicity of the
al-functions:
Proposition 8.3. (1) For a lattice point ℓ in Λ(a;c), we have
al(c)a (u) = al
(c)
a (u+ ℓ).
(2) al(c)a (u) is a function over the covers J (a;c) of the Jacobian, thus a fortiori on J ♯.
(3) For u ∈ J ♯,
al(c)a (u) = e
−ζˆc3
tuϕa;c+ζˆ
−c
3
tuϕa;0al(0)a (ζˆ
−c
3 u).
Proof. First we note that
σ(u+ ζˆc3ωa + ℓ)
σ(u+ ℓ)
=
σ(u+ ζˆc3ωa)
σ(u)
exp(L(ζˆc3ωa, ℓ)).
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Due to (2.3) and Proposition 6.2 (3), L(ζˆc3ωa, ℓ) is given by
2
3
(
3∑
b=1
h
(c)′
a,b 2
tω′b(η
′ℓ′ + η′′ℓ′′) +
3∑
b=1
h
(c)′′
a,b 2
tω′′b (η
′ℓ′ + η′′ℓ′′)
)
=
2
3
3∑
b=1
(
h
(c)′
a,b (2
tω′bη
′ℓ′ + 2tω′′b η
′ℓ′′ + π
√−1ℓ′′b ) + h(c)′′a,b (2tω′bη′ℓ′′ + 2tω′′b η′′ℓ′′ − π
√−1ℓ′b)
)
,
(8.2)
whereas noting that tωαηβ is unchanged under a switch tωαηβ = tηβωα, where α, β ∈ {“′”,
“′′”}, we have
tℓϕb;c =
2
3
2t(ω′ℓ′ + ω′′ℓ′′)
3∑
b=1
(
h
(c)′
a,b η
′ω′−1ω′b + h
(c)′′
a,b η
′′ω′′−1ω′′b
)
=
2
3
3∑
b=1
(
h
(c)′
a,b 2
tℓ′tη′ω′b + 2
tℓ′′tη′ω′′b ) + h
(c)′′
a,b (2
tℓ′tη′′ω′b + 2
tℓ′′tη′′ω′′b )
)
.
(8.3)
The difference between L(ζˆc3ωa, ℓ) and
tℓϕb;c vanishes modulo 2π
√−1Λ(a;c). Hence (2) is
obvious; (3) is straightforward. 
Remark 8.4. We have a more general al function defined for the cover J (0) of the
Jacobian
al

c′1 c′′1c′2 c′′2
c′3 c
′′
3

 (u) := e−ζˆc3tuϕ(c′a;c′′a)σ(u+∑a c′aω′a +∑a c′′aω′′a)
σ(u)
,(8.4)
where c′a and c
′′
a are 0, 1, ζ3, or ζ
2
3 , and ϕ(c
′
a; c
′′
a) is an appropriate vector of C
g. The shift
shows that the functions are associated to theta functions with characteristics.
Lemma 8.5. (1) degκ−1(ζˆc′3 ωa+Θ2)
al(c)a (u) = 0 for c
′ = 0, 1, 2,
(2) degκ−1(−ζˆc′3 ωa+Θ2)
al(c)a (u) = 1 for c
′ = 0, 1, 2,
(3) degκ−1(Θ2) al
(c)
a = −1, and
(4) κ−1(−ζˆc′3 ωa +Θ2) = κ−1(−ωa +Θ2) for c′ = 0, 1, 2.
Proof. The zero divisor of σ is κ−1Θ2 and thus for (ΓP1,∞,ΓP2,∞,ΓP3,∞) in S
3Γ∞X ,
w−1κ−1Θ2 corresponds to points {Γ∞,∞,ΓP2,∞,ΓP3,∞} if fixing (ΓP2,∞,ΓP3,∞). Hence al
as a function of ΓP1,∞ has only a simple zero at one point in each lattice Λ. (1) and (3)
are obvious.
(2) follows immediately from (4) if c = c′. More generally, we show (2) using (4)
as follows. Let us consider the case of a = 1: For c = 2 and c′ = 0, (−1 + ζˆ23 )ω1 =
2(ω′1+ω
′′
1 −ω′′3) ∈ Λ. For c = 1 and c′ = 0, (−1+ ζˆ3)ω1 = (1− ζˆ2)(−1+ ζˆ23)ω1 ∈ Λ. Hence
κ−1(−ζˆc′3 w(Ba)+ωa+Θ2) = κ−1(Θ2). Similarly we have the other cases a = 2, 3, cf. Figure
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2. We can see geometrically that (4) holds because if κ−1(−ζˆc′3 ωa+Θ2) 6= κ−1(−ωa+Θ2)
for c′ = 1, 2, there are two points in a fundamental domain of Λ which are zeros of the
numerator: this contradicts the properties of the sigma function in Proposition 6.2 (2)
and (3). 
For a point ΓPc,∞ in Γ∞X and a local parameter ta, (t
(c)
a )3 = (xc − ba) for Pc = (xc, yc)
in X , ta is transformed to ζ3t
(c)
a for a loop around Ba in Γ∞X . We let the function
ε(c)a : Γ∞X → Z3
be defined by ε
(c)
a := wa−w∞ modulo 3 for the winding number wa around Ba in κ∞Γ∞X
and for the winding number w∞ around ∞ in κ∞Γ∞X . Using it, we also define
εa : S
3Γ∞X → Z3, (εa := ε(1)a + ε(2)a + ε(3)a ) over w−1κ−1(−w(Ba)+Θ2) and w−1κ−1(Θ2).
Our first main theorem is:
Theorem 8.6. For a point (ΓP1,∞,ΓP2,∞,ΓP3,∞) in w
−1(J (a;c)) as a subset of a quotient
space of S3Γ∞X,
al(c)a (u) = −ζc+εa(ΓP1,∞,ΓP2,∞,ΓP3,∞)3
Aa(P1, P2, P3)
3
√
Fa(P1, P2, P3)
,(8.5)
with a first-order pole at ̟−1a,cΘ2 and a simple zero at −ωa +̟−1a,cΘ2.
Remark 8.7. Before we prove the theorem, we comment on the cubic root and ζε3 in the
right-hand side of (8.5). We need a choice of cubic root, so the function is not defined
over the algebraic space S3X . However since X is given by y3 = f(x), we will see below
(Lemma 8.10) that over S3Γ∞X we can make a specific choice and define a global function.
We observe the following:
In view of Definition 5.1, Aa and Fa are invariant under the action ζˆ3 : S
3X → S3X ,
i.e., ζˆ3(P1, P2, P3) = (ζˆ3P1, ζˆ3P2, ζˆ3P3), when (P1, P2, P3) is a generic point in S
3X . The
action ζˆ3 induces ζˆ3 : Γ∞X → Γ∞X , so that it moves a point P ∈ Γ∞X to another point
P ′ ∈ Γ∞X satisfying κ∞(P ) = κ∞(P ′).
As mentioned in Remark 2.4 (2), we have a Z3 action on each local parameter t
(c)
a ,
(t
(c)
a )3 = (xc− ba) and the action ιˆ(a)ζ3 : t
(c)
a → ζ3t(c)a is locally identified with ζˆ3. Therefore,
we can define the cubic root of Fa over S
3Γ∞X .
Further, 1/t
(c)
a is a local parameter at ∞ and we define ι(∞)ζ3 : 1/t
(c)
a → ζ31/t(c)a as
a local biholomorphic map. A circuit around the point transforms the divisor into
ζ
εa(ΓP1,∞,ΓP2,∞,ΓP3,∞)
3 .
We check the consistency of the factor ζc3 and the global definedness in Lemma 8.10; here
we informally interpret the right-hand side as follows: Around (Ba, P2, P3),
3
√
Fa(P1, P2, P3)
is given by t
(1)
a a1(P2, P3) and Aa(P1, P2, P3) as t
(1)
a a2(P2, P3)+· · · where ai(P2, P3), i = 1, 2,
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is a non-vanishing function of P2 and P3, and thus the two factors cancel. Around
[−1](Ba, [−1](P2, P3)), 3
√
Fa(P1, P2, P3) does not vanish whereas Aa(P1, P2, P3) behaves
like t
(1)
a a3(P2, P3)+ · · · and thus the path around the point generates ζεa(ΓP1,∞,ΓP2,∞,ΓP3,∞)3 ,
where a3(P2, P3) is a non-vanishing function of P2 and P3.
Remark 8.8. In order to find the σ function on C3 = κ−1J , we use the al(c)a -function,
which is also defined over a covering space of J ; indeed, the al(c)a -function involves a field
extension of meromorphic functions on J , using the Galois group action Z3, according to
Weierstrass’ construction in [Wei].
Mumford gave three types of meromorphic functions on a Jacobian variety, defined by
theta functions, cf. [Mum, Ch. II.3]. One type (Method III in loc. cit., a second logarith-
mic derivative of theta) is a generalization of the elliptic ℘ function. The corresponding
function for a hyperelliptic curve was studied in [Mum, Ch. III] and [P] in terms of theta
functions. the 19th century [Kl, Ba1, Ba2, Ba3]. This type is related to KdV hierarchy
and KP hierarchy. In fact Baker found the KdV hierarchy and KP equation, though
not identifying their origin as non-linear wave equations, cf. [Ba1, Ba3, BEL1, Ma0].
A second and third type (Method II and I resp. in loc. cit., the logarithmic derivative
of a quotient of theta functions with characteristics and a quotient of products of theta
functions translated by linearly equivalent divisors, resp.) are related to the sn, cn, dn
functions in the elliptic curve case and Weierstrass’ al function in the case of hyperelliptic
curves. Type II (Method II) is associated with the modified KdV equation [Ma1]. Type
III (Method I) corresponds to the polynomial U -function of the triple called (U, V,W ) in
[Mum, Ch. III]. The square root of U is Weierstrass’ al function, which is associated with
the sine-Gordon equation and the Neumann system. Weierstrass discovered his version
of the sigma function, Al, in terms of his al function.
As mentioned in the Introduction, the trigonal al function will provide properties of
the abelian-function theory of the curve X . In fact, we obtain an identity for the sigma
function in Theorem 9.1 below.
It should be noted that our method to investigate the sigma function or theta function
in terms of the al-function can be generalized to more general Galois curves.
Proof. We consider the case n = 3 and m = 1 and ωa = v((ba, 0)) in Theorem 7.2. Then
the left-hand side of (7.2) is equal to
σ♮n+m(u+ v)σ♮n+m(u+ ζˆ3v)σ♮n+m(u+ ζˆ
2
3v)
σ♮m(u)3σ♮n(v)3
=
σ(u+ ωa)σ(u+ ζˆ3ωa)σ(u+ ζˆ
2
3ωa)
σ(u)3σ♮1(ωa)3
whereas the right-hand side of (7.2) is given as.
Aa(P1, P2, P3)
3Fa(P1, P2, P3)
3 1
(x1 − ba)4(x2 − ba)4(x3 − ba)4 .
We note that ζˆ3ωa 6= ωa.
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The zeros and poles are given by Lemma 8.9, consistent with Lemma 8.5. Noting that
1 + ζ3 + ζ
2
3 = 0 and 1 + ζˆ3 + ζˆ
2
3 = 0, the periodicity is determined.
The domains of both sides coincide due to Remark 8.7 and Lemma 8.10.
The identity gives the following equality up to a constant factor Ka,c,
(8.6) al(c)a (u) = Ka,cζ
εa(ΓP1,∞,ΓP2,∞,ΓP3,∞)
3
Aa(P1, P2, P3)
3
√
Fa(P1, P2, P3)
.
Lemma 8.11 and Lemma 8.10 give the factor Ka,c and ζ
εa
3 respectively.

Lemma 8.9. We obtain the following multiplicities for the right-hand side of (8.5):
(1) degw−1(ζˆc′3 ωa+Θ2)
Aa(P1,P2,P3)
3
√
Fa(P1,P2,P3)
= 0, for c′ = 0, 1, 2,
(2) degw−1(−ζˆc′3 ωa+Θ2)
Aa(P1,P2,P3)
3
√
Fa(P1,P2,P3)
= 1, for c′ = 0, 1, 2,
(3) degw−1(Θ2)
Aa(P1,P2,P3)
3
√
Fa(P1,P2,P3)
= −1.
Proof. Since the right-hand side of (8.5) and Θ2 are invariant for the action of ζˆ3, the
problem is reduced to Proposition 5.2, which gives the multiplicities of zeros and poles of
Aa and Fa. 
Lemma 8.10. The domain of ζ
εa(ΓP1,∞,ΓP2,∞,ΓP3,∞)
3
Aa(P1, P2, P3)
3
√
Fa(P1, P2, P3)
is the preimages
{ΓP1,∞,ΓP2,∞,ΓP3,∞)} under a ‘lifted’ Abel map w into J (a;c) \̟−1a,cΘ2, (c = 0, 1, 2), thus
a subset of a quotient of S3Γ∞X.
Proof. Let us consider the function of ΓP1,∞ ∈ Γ∞X by fixing ΓP2,∞ and ΓP3,∞ of Γ∞X .
When we cross the cut out of infinity, from (5.2), Aa(P1;P2, P3) acquires a ζ3 factor, which
cancels the ζ3 factor of the denominator. For the a = 1, 2, 3 case, Figure 1 shows that
under a circuit along αa, the phase of t
(1)
a does not change because: In the a = 1 case, the
contour αa does not have any effect on the phase factor of the t
(1)
a ; In the a = 2, 3 case,
passing through the crosscut adds the phase factor ζ3 of t
(1)
a but passing through infinity
compensates it. As for the contour βa, t
(1)
a and ya are local parameters around Ba = (ba, 0)
and the ζ3-factors of numerator and denominator of Aa/
3
√
Fa cancel. Similarly the circuit
along αb and βb (b 6= a) does not have any effect on the phase. Due to Proposition 2.1,
the a = 4 case is also checked.
However we see from Proposition 5.2 (2) that around κ−1∞ {[−1]3([−1]2(P1, P2), Ba)}, Aa
generates the factor ζ3 whereas
3
√
Fa does not because Fa does not vanish there. For the
factors to cancel we need to circle the branch point Ba three times. Hence the domain
of ζ
εa(ΓP1,∞,ΓP2,∞,ΓP3,∞)
3
Aa(P1, P2, P3)
3
√
Fa(P1, P2, P3)
can be viewed as a point of the triple symmetric
product of Γ∞X on which Z3 acts, as well as a quotient space. The domain is the same
as the preimage, under the extended Abel map, of J (a;c) \̟−1a,cΘ2 in Γ∞X . 
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We determine the factor Ka,c in (8.6) in the following Lemma.
Lemma 8.11.
Ka,c = −ζc3, σ33(ωa) =
√
2
3
√
(df(x)
dx
)
∣∣∣
x=ba
.
Proof. We use the notation df
dx
|x=ba = C3a . In formula (8.5), we let u 7→ −ζˆc3ωa by addition
−ζˆc3ωa+u(3), where u(3) := w((x3, y3)). Using Proposition 5.2 (4), the first-order approxi-
mation corresponds to (P1, P2, P3)→ (ζc+13 (ba, 0), ζc+23 (ba, 0), (x3, y3)). Remark 2.4 shows
that for the differentials,
∂
∂u1
= C2a
∂
∂tb
,
∂
∂u
(3)
3
= − ∂
∂t∞
.
Using the notation in the proof of Proposition 5.2, we have the following:
∂
∂u1
e−
tuϕb;c
σ(u+ ζˆc3ωa)
σ(u)σ33(ζˆ
c
3ωa)
∣∣∣
u=u(3)−ζˆc3ωa
= Ka,cC
2
a
3
√
(ba − x3)2,
i.e.,
e−
tu(3)ϕb;c
σ1(u
(3))
σ(u(3) − ζˆc3ωa)σ33(ζˆc3ωa)
= Ka,cC
2
a
3
√
(x3 − ba)2.(8.7)
For the computation of the left-hand side, we have used that sigma vanishes on Θ2 but
σ1(u
(3)) does not vanish identically on W1.
Similarly we differentiate the inverse of (8.7) in t∞ twice with respect to u
(3)
3 ,
d2
du
(3)2
3
[
e
tu(3)ϕa;c
σ(u(3) − ζˆc3ωa)σ33(ζˆc3ωa)
σ1(u(3))
]
=
d2
du
(3)2
3
[
1
Ka,cC2a
t2∞ + d>(t
3
∞)
]
.
Here we note that σ♮(u) = σ33(u) and from (2),
σ1(0) = 1, σ33(−ζˆc3ωa) = −ζ2c3 σ33(ωa).
Then we have
−ζ4c3
σ33(ωa)
2
σ1(0)
= 2
1
Ka,cC2a
,
or
Ka,c = −ζ−2c3
2
σ33(ωa)2C2a
.
However Ka,c satisfies
Ka,0Ka,1Ka,2 ≡ 1,
and thus
σ33(ωa) =
√
2
Ca
,
and Ka,c = ζ
c
3. 
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9. A generalized Frobenius’ theta formula
In this section we give a generalized Frobenius theta formula, in analogy with sn2(u) +
cn2(u) = 1, sn2(u) + k2dn2(u) = 1.
The second of our main theorems is the following:
Theorem 9.1. (A generalized Frobenius theta formula) We have
4∑
a=1
∏2
c=0 al
(c)
a
f ′(ba)
= 1,
or
2
√
2
4∑
a=1
(
2∏
c=0
σ(u+ ζˆc3ωa)
σ(u)
)
= 1.
This is a generalization of Corollary 7.5 of [Mum, Ch. III] which is a special case of the
Frobenius theta formula.
Corollary 9.2. The cover of the JacobianJ ♯ is embedded in P12 as a subspace satisfying
the cubic relation,
2
√
2
4∑
a=1
(
2∏
c=0
σ(u+ ζˆc3ωa)
)
= σ(u)3.
For the proof of the theorem, we introduce two quantities,
F (x) = F (P ;P1, P2, P3) := (x− x1)(x− x2)(x− x3),
K((x, y)) :=
(∏2
c=0 µ((x, ζ
c
3y);P1, P2, P3)
)
dx
3f(x)F ((x, y);P1, P2, P3)
.
Lemma 9.3. K(P ;P1, P2, P3) does not vanish for P → Pa (a = 1, 2, 3).
Proof. By letting P → P1 as (x, y) = (x1 + t3, y1(1 + h(x1)t)), we have
µ(P ;P1, P2, P3) = t(C + d≥(t)),
whereas
F (P ;P1, P2, P3) = t
3(K4 + d≥(t)).

Direct computations provide the following relations:
Lemma 9.4.
degP=∞K = −1, resP=∞K = −1,
degP=(ba,0)K = −1, resP=(ba,0)K =
∏2
c=0 al
(c)
a (w(P1, P2, P3))
f ′(ba)
.
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Proof of Theorem 9.1. Integrating over the sides of the polygon representation of X
gives: ∮
Γ
K = 0.
Lemma 9.4 provides the first relation in Theorem 9.1. From Theorem 8.6, we have the
relation of σ-functions. .
10. Domain of the al-function
We give a domain to the trigonal al(0)a -function, in analogy to the fact that the hyperel-
liptic ala function is related to a Prym variety (see Appendix). In fact,
3
√
Fa is a function
on S3Γ∞X , and more precisely the domain of al
(c)
a is contained the preimage of J (a;c)
under an extended Abel map. We will also regard it as a subset of S3Xˆ for a suitable
covering ̟ : Xˆ → X . In this section, we construct Xˆ .
When we consider the preimage of J (a;c), we use a parameterization z = 3√x− ba. As
in the standard construction of a Galois cover of a curve with Zp action at a given point
P , cf. [C], namely by normalizing the curve obtained by taking the inverse image of the
1-section under L → Lp, in the total space of a line bundle L such that Lp = O(P ), we
consider a curve Xˆ whose affine representation can be given by
(10.1) w3 =
4∏
i=1, 6=r
(z3 − ai),
where ai = bi − ba, z = 3
√
x− ba. The birational change of variables w = y/z transforms
the plane curve X to a plane curve3
Xˆ with the same Z3-action on y and z. If we adjoin the function χ =
√
x− ba to
the field of meromorphic functions of X , the normalized curve is a space curve (3, 8, 13)
[KMP], determined, e.g., by equations y3 = χ2
∏4
i=1, 6=r(χ
2− a′i), η3 = χ
∏4
i=1, 6=r(χ
2− a′i)2.
On the other hand, for c3i := ai, let (ζ
d
3ci, 0) ∈ Xˆ , (d = 0, 1, 2), be a finite branch point
Bˆ
(d)
i and (ζ
d
3z, w) ∈ Xˆ , (d = 0, 1, 2) a generic point Pˆ (d).
There is an automorphism
ιζ3 : Xˆ → Xˆ, ((z, w) 7→ (ζ3z, w)),
whereas there are the trigonal automorphisms
ζˆ3 : Xˆ → Xˆ and ζˆ3 : X → X, ((z, w) 7→ (z, ζ3w), (x, y) 7→ (x, ζ3y)).
These automorphisms generate distinct subgroups except at infinity.
3 More precisely, we consider an extended ring R′ := R[z]/(z3−x+ba) but since Spec(R′) is a singular
curve, we normalize it to Rˆ = C[w, z]/(w3 −∏(z3 − ai)). Xˆ is the projectivization of Spec(Rˆ). As in
(10.2), we extend the Z3-action consistently with the Galois action on R.
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The point at infinity of Xˆ is resolved into three points ∞(c), (c = 0, 1, 2). At each ∞(c)
of Xˆ , ζˆ3 and ιζ3 are identified, i.e.,
(10.2) ιζ3 :∞(c) 7→ ∞(c+1 mod 3), ζˆ3 :∞(c) 7→ ∞(c+1 mod 3).
Also, (0, 0) ∈ Xˆ which corresponds to Ba ∈ X is the fixed point of ιζ3 and ζˆ3.
Then as illustrated in Figure 4, there is a trigonal covering:
̟ : Xˆ → X, (Pˆ = (z, w) 7→ P = (z3 + ba, wz)),
and
(0, 0) 7→ Ba, Bˆ(d)i 7→ Bi, (i ∈ {1, 2, 3, 4} \ {a}).
Henceforth we consider the a = 1 case without loss of generality. From Figure 1 and
Remark 2.3, we have
Λ
(a;0)
3 = 2Zω
′
1 + 6Zω
′′
1 + 6Zω
′
2 + 2Zω
′′
2 + 6Zω
′
3 + 2Zω
′′
3 .
Consistent with the covering map, the actions on H1(Xˆ,Z) are extended to H1(Xˆ,Z[ζ3]).
Thus we have a natural lift of the homology basis (αˆ1, βˆ1, αˆ
(c)
2 , βˆ
(c)
2 , αˆ
(c)
3 , βˆ
(c)
3 ) ∈ H1(Xˆ,Z[ζ3])
as shown in Figure 3. Here we have used the fact that the actions of ιζ3 and ζˆ3 are ex-
changed at infinity due to the properties (10.2).
Up to homotopy, αˆ1 equals ̟αˆ1; similarly ̟βˆ1 = β1. On the other hand for i = 2, 3,
Figure 3 shows that
̟(α
(c)
i ) = αi, ̟(β
(c)
i ) = βi,(10.3)
̟−1(αi) = αˆ
(0)
i + αˆ
(1)
i + αˆ
(2)
i , ̟
−1(βi) = (βˆ
(0)
i , βˆ
(1)
i , βˆ
(2)
i ).
Let the Jacobian associated with Xˆ be denoted by Jˆ7 and a basis of holomorphic
one-forms be given by4
νˆI1 =
dz
w2
, νˆI2 =
zdz
w2
, νˆI3 =
z2dz
w2
, νˆI4 =
dz
w
,
νˆI5 =
z3dz
w2
, νˆI6 =
zwdz
w2
, νˆI7 =
z4dz
w2
.
4 For a curve of genus 7 X7 whose affine part is given by: w
3 =
∏8
i=0(z − cˆi), letting
z′ :=
1
z − c0 , w
′ :=
1
3
√∏8
i=1(ci − c0)
w
(z − c0)3 , c
′
i
:=
1
ci − c0 ;
as another affine chart, cf. [Mum, Ch. IIIa] and [KMP, Appendix], we have w′
3
=
∏8
i=1(z
′ − c′
i
). The
holomorphic one-forms are given by
νˆI
′
1 =
dz′
3w′2
, νˆI
′
2 =
z′dz′
3w′2
, νˆI
′
3 =
z′2dz′
3w′2
, νˆI
′
4 =
dz′
3w
, νˆI
′
5 =
z′3dz′
3w′2
, νˆI
′
6 =
z′w′dz′
3w′2
, νˆI
′
7 =
z′4dz′
3w′2
.
We state that when c0 = 0, νˆI i = −3νˆI
′
8−i denoting dz
′ = −dz/z2.
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Figure 3. Homology basis of Xˆ
We have removed the factor 3 in the denominators for later convenience. The Abel map
wˆ : Γ∞(0)Xˆ → C7 defined by these holomorphic one forms is denoted by
wˆ(ΓP1,∞(0), . . . ,ΓPn,∞(0)) =
n∑
i=1
wˆ(ΓPi,∞(0)), wˆ(ΓPi,∞(0)) =
∫ Γ
Pi,∞
(0)
νˆI .
Since dx = 3z2dz, we have the relation
νˆI1 = ̟
∗νI1, νˆI5 = ̟
∗νI2, νˆI6 = ̟
∗νI3, ̟
∗(νI) =

νˆ
I
1
νˆI5
νˆI6

 .
However we should note the ζˆ3-action according to the covering defined by z:
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Figure 4. ̟ : Xˆ → X
Lemma 10.1. The maps ιζ3 and ζˆ3 induce
ιζ3̟
∗(νI) = ̟∗(ζˆ3ν
I) = ζˆ3̟
∗(νI).
We consider the projections of the extended Abel maps,
wˆ(ΓPˆ ,∞(0))|̟∗νI =
∫
Γ
Pˆ ,∞(0)
̟∗νI ,
and we have the Lemma:
Lemma 10.2. ∫
γ
νI =
1
3
∫
γˆ
̟∗νI , γˆ = ̟−1γ, γ = β1, αi, (i = 2, 3),
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∫
γ
νI =
∫
γˆ
̟∗νI , γ = ̟γˆ, γˆ = α1, α
(c)
i , β
(c)
i , (i = 2, 3, c = 0, 1, 2).
Proof. For a neighborhood U of a point in αi, we have U
(c) (c = 0, 1, 2) such that U =
̟U (c). Then ̟∗νI |U (c) = ιcζ3̟∗νI |U (0) and they cancel the phase difference between α
(c)
i
and α
(0)
i . Then we have∫
βˆ1
̟∗νI =
(∫ (0,0)
Bˆ
(0)
2
+
∫ Bˆ(1)2
(0,0)
+
∫ (0,0)
Bˆ
(1)
2
+
∫ Bˆ(2)2
(0,0)
+
∫ (0,0)
Bˆ
(2)
2
+
∫ Bˆ(0)2
(0,0)
)
̟∗νI
=
(∫
β1
+ζˆ23
∫
ζˆ3β1
+ζˆ3
∫
ζˆ23β1
)
νI = 3
∫
β1
νI .
Here we used the fact that ζ3 + ζ
2
3 = −1. Similarly∫
̟−1αi
̟∗νI =
∫
α
(0)
i +α
(1)
i +α
(2)
i
̟∗νI = 3
∫
αi
νI .

Then we have the period matrices for Xˆ ,
(ωˆ′) :=
1
2
(
∫
αˆ1
νˆI ,
∫
αˆ
(0)
2
νˆI ,
∫
αˆ
(1)
2
νˆI ,
∫
αˆ
(2)
2
νˆI ,
∫
αˆ
(0)
3
νˆI ,
∫
αˆ
(1)
3
νˆI ,
∫
αˆ
(2)
3
νˆI),
(ωˆ′′) :=
1
2
(
∫
βˆ1
νˆI ,
∫
βˆ
(0)
2
νˆI ,
∫
βˆ
(1)
2
νˆI ,
∫
βˆ
(2)
2
νˆI ,
∫
βˆ
(0)
3
νˆI ,
∫
βˆ
(1)
3
νˆI ,
∫
βˆ
(2)
3
νˆI).
Using these, we have the lattice Λˆ in C7 and the Jacobian Jˆ7 is: Jˆ7 = C7/Λˆ.
Lemmas 10.1 and 10.2 give the following proposition:
Proposition 10.3.
(ωˆ′, ωˆ′′)|̟∗νI = (ω′1, ω′2, ω′2, ω′2, ω′3, ω′3, ω′3, 3ω′′1 , ω′′2 , ω′′2 , ω′′2 , ω′′3 , ω′′3 , ω′′3).
In consequence, it is natural to introduce
Λˆal;(1,0) :=
3∑
i=1
(
Zωˆ′
al(c),i
+ Zωˆ′′
al(0),i
)
,
where
(ωˆ′
al(1,c),i
)i=1,2,3 :=
1
2
(
∫
αˆ1
̟∗νI ,
∫
αˆ
(0)
2 +αˆ
(1)
2 +αˆ
(2)
2
̟∗νI ,
∫
αˆ
(0)
3 +αˆ
(1)
3 +αˆ
(2)
3
̟∗νI),
(ωˆ′′
al(1,0),i
)i=1,2,3 :=
1
2
(
∫
βˆ1
̟∗νI ,
∫
βˆ
(c)
2
ιcζ3̟
∗νI ,
∫
βˆ
(c)
3
ιcζ3̟
∗νI).
On the other hand, we introduce a natural subvariety of Jˆ7 as follows:
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Definition 10.4. For the projection of the extended Abel map,
wˆ|̟∗νI : S3Γ∞(0)Xˆ → C3 ⊂ C7,
Jˆ al;(1,0) is defined by
Jˆ al;(1,0) := wˆ(S
3Γ∞(0)Xˆ)|̟∗νI
Λˆal(1,0)
,
for c = 0, 1, 2.
Then Jˆ al;(1,0) ⊂ Jˆ is the domain of the al1-function,
aˆl1(u) :=
1
z1z2z3
∣∣∣∣∣∣∣∣
1 z31 w1z1 z
6
1
1 z32 w2z2 z
6
2
1 z33 w3z3 z
6
3
1 ba 0 b
2
a
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 z31 w1z1
1 z32 w2z2
1 z33 w3z3
1 ba 0
∣∣∣∣∣∣∣∣
,
where u =
∑3
i=1 wˆ((zi, wi))|̟∗νI for ((zi, wi))i=1,2,3 ∈ S3Xˆ .
Finally we have the following proposition.
Proposition 10.5. (1) wˆ((zi, wi))|̟∗νI is surjective.
(2) There is an equality
aˆl1(u) = ̟
∗al
(0)
1 (u).
(3) By identifying wˆ(S3Xˆ)|̟∗νI = C3 with w(S3X) = C3, Jˆ al,(1,0) agrees with Jˆ (1;0).
A. Appendix: Hyperelliptic al Functions
In this appendix, we review the hyperelliptic al-function mainly following [Ba1, Ba2].
Hyperelliptic Curve: We let a (hyper)elliptic curve Cg of genus g (g > 0) be defined
by the affine equation,
y2 = (x− b0)(x− b1)(x− b2) · · · (x− b2g)
= P (x)Q(x),
(A.1)
where bj ’s are distinct complex numbers, P (x) = (x − b1)(x − b3) · · · (x − b2g−1) and
Q(x) := y2/P (x). Let (bj , 0) = Bj ∈ Cg.
For a point (x, y) ∈ Cg, differentials of the first kind (not normalized in the standard
way which gives the identity as the matrix of A-periods) are defined by,
νI i :=
xi−1dx
2y
.
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Figure 5. (a): Cg and (b): Cˆ2g−1
The extended Abel map from the g-th symmetric product of the universal cover Γ∞Cg of
the curve Cg to C
g is defined by,
w : SgΓ∞Cg −→ Cg,
(
w(Γ(x1,y1),∞, . . . ,Γ(xg ,yg),∞) :=
g∑
i=1
∫
Γ(xg,yg),∞
νI
)
,
where Γ(xg,yg),∞ is a path in the path space Γ∞Cg.
Consider H1(Cg,Z) =
⊕g
j=1 Zαj ⊕
⊕g
j=1 Zβj , the homology group of the hyperelliptic
curve Cg, where the intersections are given by [αi, αj ] = 0, [βi, βj] = 0 and [αi, βj] = δi,j .
Here we employ the choice illustrated in Figure 5. The (half-period) hyperelliptic integrals
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of the first kind are defined by,
ω′ :=
1
2

(∫
αj
νI i
)
ij

 , ω′′ := 1
2

(∫
βj
νI i
)
ij

 , ω := [ω′
ω′′
]
.
If we let:
ωa :=
∫ Ba
∞
νI , (a = 0, 1, 2, · · · , 2g − 1, 2g),
Figure 5 shows:
ω′a = ω2a−1, ω
′′
a = ω2a − ω2a−1, a > 1.
The Jacobian Jg is defined as the complex torus,
Jg := Cg/Λg.
Here Λg is a 2g-dimensional lattice generated by the period matrix given by 2ω. We also
use the same letter u for a vector in Cg and a point of the Jacobian Jg.
Using the (unnormalized) differentials of the second kind,
νII j =
1
2y
2g−j∑
k=j
(k + 1− j)λk+1+jxkdx, (j = 1, . . . , g),
the half-period hyperelliptic matrices of the second kind are defined by,
η′ :=
1
2

(∫
αj
νII i
)
ij

 , η′′ := 1
2

(∫
βj
νII i
)
ij

 .
The hyperelliptic σ function, which is a holomorphic function over u ∈ Cg, is defined by
[[Ba2], p.336, p.350], [Kl, BEL2],
σ(u) := σ(u;Cg) := γexp(−1
2
t uη′ω′
−1
u)ϑ
[
δ′′
δ′
]
(
1
2
ω′
−1
u; τ),(A.2)
where γ is a certain constant factor, ϑ [] is the Riemann θ function with characteristics,
ϑ
[
a
b
]
(z; τ) :=
∑
n∈Zg
exp
[
2π
√−1
{
1
2
t(n+ a)τ(n + a) + t(n+ a)(z + b)
}]
,
with τ := ω′−1ω′′ for g-dimensional vectors a and b, and
δ′ := t
[
g
2
g − 1
2
· · · 1
2
]
, δ′′ := t
[
1
2
· · · 1
2
]
.
Proposition A.1. If for u, v ∈ C3, and ℓ (= 2ω′ℓ′ + 2ω′′ℓ′′) ∈ Λ, we define
L(u, v) := 2tu(η′v′ + η′′v′′),
χ(ℓ) := exp[π
√−1(2(tℓ′δ′′ − tℓ′′δ′) + tℓ′ℓ′′)] (∈ {1, −1}),
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the following holds
σ(u+ ℓ) = σ(u) exp(L(u+
1
2
ℓ, ℓ))χ(ℓ).
Definition A.2. (1) We define the double coverings of Jg by
J (a)g = Cg/Λ(a),
where Λ(0) :=
⋂2g
a=1 Λ
(a),
Λ(a) :=2Zω′a + 4Zω
′′
a +
∑
b=1, 6=a
(2Zω′b + 2Zω
′′
b ) for a = 1, 3, . . . , 2g − 1,
Λ(a) :=4Zω′a + 4Zω
′′
a) +
∑
b=1, 6=a
(2Zω′b + 2Zω
′′
b ) for a = 2, 4, . . . , 2g.
(2) For a point ΓPc,∞ ∈ Γ∞Cg,
ε(c)r : Γ∞Cg → Z2
be defined by ε
(c)
r := wr − w∞ for the winding number wr around Ba in κ∞Γ∞Cg and
the winding number w∞ around ∞ in κ∞Γ∞Cg. For a point (ΓP1,∞,ΓP2,∞, . . . ,ΓPg,∞)
in SgΓ∞Cg, let
εr : S
gΓ∞Cg → Z2, (εr := ε(1)r + ε(2)r + · · ·+ ε(g)r ).
(3) For a point (ΓP1,∞,ΓP2,∞, . . . ,ΓPg,∞) in S
gΓ∞Cg, let u = w(ΓP1,∞,ΓP2,∞, . . . ,ΓPg,∞).
The hyperelliptic al function over J (r) and w−1J (r) as a subset of a quotient space of
in SgΓ∞Cg, is formally defined by [Ba2, p.340], [Wei],
alr(u) := (−1)εr(Γ∞,P1 ,Γ∞,P2 ,...,Γ∞,Pg )
√
F (br),(A.3)
where
F (x) := (x− x1) · · · (x− xg),(A.4)
for a preimage (Γ(xi,yi),∞)i=1,...,g ∈ SgΓ∞Cg of w((Γ(xi,yi),∞)i=1,...,g) = u ∈ J (r) under
the Abel map.
Remark A.3. The definition (A.3) is historically
alr(u) = γ˜r
√
F (br),(A.5)
where γ˜r :=
√−1/P ′(br). Thus the preimage of w of J (r) is a quotient space of SgΓ∞Cg.
We comment on the sign (−1)ε in the right-hand side of (A.3). The hyperelliptic curve
Cg admits the hyperelliptic involution ιH : (x, y) → (x,−y). In a neighborhood of the
branch point Br = (br, 0), y or t such that t
2 = (x− br) are local parameters. Thus for ti
such that t2i := (xi − br) ι(a)H ti = −ti. Similarly, t1t2 · · · tg is defined in a neighborhood of
Br and ιH can be made to act on the product: a circuit around the point produces the
factor (−1)εr(Γ∞,P1 ,Γ∞,P2 ,...,Γ∞,Pg ).
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Further the inverse 1/ti is a local parameter at∞ and thus there is an action ι(∞)H (1/ti) =
−(1/ti), and a circuit around ∞ generates (−1)εr(Γ∞,P1 ,Γ∞,P2 ,...,Γ∞,Pg ).
However we claim that we can make sense of t1t2 · · · tg globally and (A.5) holds globally
by (A.3). In analogy to Jacobi’s sn, cn, dn functions, we need to extend the domain of
the Jacobi inversion from Jg to J (r)g and J (0)g . We show the extension in Proposition
A.10; here we consider the behavior of the right-hand side of (A.3). Let us regard it as a
function of w(P1) by fixing P2, . . ., Pg. Then a circuit around αb (see Figure 5 (a)) does
not have any effect on the sign factor of t1. On the other hand, when we go around βa in
Figure 5 (a) once, t1 acquires a sign and in order to cancel it, we need to go twice around
βa. Thus the (homotopy) equivalence relation is the same as that which holds for J (a)g .
Proposition A.4. Introducing the half-period ωr :=
∫ br
∞
du, we have the relation [Ba2,
340],
alr(u) = γ
′′
r
exp(−tuϕr)σ(u+ ωr)
σ(u)
, r = 1, 2, . . . , 2g,(A.6)
where γ′′r is a certain constant.
ϕr =
{
η′ω′−1ω′r r = 1, 3, . . . , 2g − 1,
η′′ω′′−1ω′′r + η
′ω′−1ω′r r = 2, 4, . . . , 2g.
Proof. By comparing zeros and poles of both sides, we have the result. 
Proposition A.5. For a lattice point ℓ in Λ(b)
alb(u) = alb(u+ ℓ).
Proof. We know:
σ(u+ ωb + ℓ)
σ(u+ ℓ)
=
σ(u+ ωb)
σ(u)
exp(L(ωb, ℓ)).
For the b = 2a− 1 case,
L(ω′b, ℓ) = 2
tω′b(η
′ℓ′ + η′′ℓ′′)
= 2tω′bη
′ℓ′ + 2tω′′b η
′ℓ′′ − π√−1ℓ′′b ,
(A.7)
whereas
2t(ω′ℓ′ + ω′′ℓ′′)η′ω′−1ω′b = 2
tℓ′tη′ω′b + 2
tℓ′′ω′′b η
′.(A.8)
Hence we have the equality. 
As a generalization of the relation sn2u+ cn2u = 1, we have the following relation.
Proposition A.6. Let Aa(x) = P (x)(x− ba) and a ∈ {2, 4, . . . , 2g}.∑
r=1,3,...,2g−1,a
alr(x)
2
A′a(br)
= 1.
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Proof. See [Wei, p.292] and also [Ma4, Proposition 3.4]. 
Remark A.7. The relation implies the g homogeneous identities,∑
r=1,3,...,2g−1,a
(γ′′r )
2e−2
tuϕr
A′a(br)
σ(u+ ωr)
2 ≡ σ(u)2, a = 2, 4, . . . , 2g,
among 2g + 1 homogeneous coordinates, namely, σ(u + ωr) (r = 1, 2, . . . , 2g) and σ(u).
Noting that the square of each alr is a function over the hyperelliptic Jacobi variety
Jg, these quadrics cut out the image of the Jacobian, which is a g-dimensional variety
embedded in P2g.
Remark A.8. For the genus-one case, the Weierstrass ℘ function corresponds to a curve
y2 = (x− e1)(x− e2)(x− e3), whereas the Jacobi sn functions is defined on:
(A.9) w2 = (z2 − 1)(z2 − k2),
where w = y/z
√
(e2 − e1)3, z =
√
(x− e1)/(e2 − e1) and
dx
2y
= 2
√
e2 − e1 dz
2w
.
We have employed a curve (A.1) with f(x) of odd degree (thus a branchpoint at ∞), and
the associated ℘ij function.
Note that when g = 1, (A.10) is essentially reduced to (A.9).
Given that the alr function is a generalization of the sn-function, we considered a genus
2g − 1 curve Cˆ2g−1 whose affine part is given by
(A.10) w2 =
2g+1∏
i=1, 6=r
(z2 − ai),
where ai = bi − br, z =
√
x− br, and w = y/z.
Let (bi, 0) = Bi ∈ Cg be the branch points on the affine plane and (x, y) ∈ Cg be a
general point P . For c2i := ai, let (±ci, 0) ∈ Cˆ2g−1 be Bˆ±i as a finite branch point and
(z, w) ∈ Cg be a general point Pˆ±.
There is an involution ιA : (z, w) 7→ (−z, w) as well as the hyperelliptic involution
ιˆH : (z, w) 7→ (z,−w) and ιH : (x, y) 7→ (x,−y).
At the point ∞ of Cˆ2g+1, acting by ιH and ιA, we identify the actions ιˆH and ιA, i.e.,
ιˆH : ±∞ 7→ ∓∞, ιA : ±∞ 7→ ∓∞.
On the other hand (0, 0) ∈ Cˆ2g+1, which corresponds to Br ∈ Cg is the fixed point of ιˆH
and ιA.
Let us consider the r = 1 case. Then there is a double covering:
̟g : Cˆ2g−1 → Cg, (Pˆ = (z, w) 7→ P = (z2 + br, wz)),
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Figure 6. ̟ : Cˆ2g−1 → Cg
and
(0, 0) 7→ B1, Bˆ±i → Bi, (i = 2, 3, · · · , 2g, 2g + 1).
We illustrate this in Figure 6, which is essentially the same as the picture in [ACGH,
p.296].
The (unnormalized) basis of holomorphic one-forms over Cˆ2g−1 is denoted by
νˆI :=


νˆI1
νˆI2
...
νˆI2g−1

 , νˆIj = z
j−1dz
w
, (j = 1, 2, . . . , 2g − 1).
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Here we have removed the factor 1/2 for later convenience. Let us consider the Abel map
wˆ : SkΓ−∞Cˆ2g−1 −→ C2g−1,
(
wˆ(Γ(x1,y1),−∞, . . . ,Γ(xk,yk),−∞) :=
k∑
i=1
∫
Γ(xi,yi),−∞
νˆI
)
.
As the contours in Figure 5 (b) illustrate, the associated periodic matrices are given as,
(ωˆ′, ωˆ′′) :=
1
2



∫
αˆ1
νˆI ,
(∫
αˆ+i
νˆI ,
∫
αˆ−i
νˆI
)
i=2,...,g

 ,

∫
βˆ1
νˆI ,
(∫
βˆ+i
νˆI ,
∫
βˆ−i
νˆI
)
i=2,...,g



 .
The lattice associated with the curve Cˆ2g−1 is denoted by Λˆ and its Jacobian by Jˆ2g−1 =
C2g−1/Λˆ.
Direct computations show the following facts:
Proposition A.9. (1)
z2i−2dz
w
=
xi−1dx
2y
, (i = 1, . . . , g), ̟∗νI =


νˆI1
νˆI3
...
νˆI2g−1

 .
(2)
ιˆH̟
∗νI = ̟∗ιHν
I = ιˆA̟
∗νI .
(3) By defining (
g∑
i
∫
Γ(xi,yi),−∞
̟∗νI
)
,
wˆ̟∗νI : S
gΓ−∞Cˆ2g−1 → Cg is a surjection.
Figure 5 shows that as half of β1 consists of the path from ∞ to B1, the path from
±∞ to (0, 0) in Cˆ2g−1 corresponds to a quarter of βˆ1. Each βˆ±a (a = 2, . . . , g) consists of
a contour from ±∞ to Bˆ±2a−1. Similarly we have αˆ±a (a = 1, . . . , g).
Noting that (B1 → B2) lifts to (0, 0)→ Bˆ(±)2 ), we find that∫ B2
B1
νI =
1
2
∫ Bˆ2
(0,0)
̟∗νI
is a half-period in Cˆ2g−1. The (2(2g − 1)× g) matrix (ωˆ′, ωˆ′′)|̟νI is given by
(ω′1, ω
′
2, ω
′
2, . . . , ω
′
g, ω
′
g, 2ω
′′
1 , ω
′′
2 , ω
′′
2 , . . . , ω
′′
g , ω
′′
g ).
The corresponding lattice is denoted by Λˆ and the Jacobian by Jˆ = C2g−1/Λˆ.
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Proposition A.10. Let
Jˆ al,(1)g :=
wˆ̟∗νI (S
gΓ−∞Cˆ2g−1)
Λˆ ∩ wˆ̟∗νI (SgΓ−∞Cˆ2g−1)
.
Then the following function is defined on Jˆ al,(1)g ,
(z1z2 · · · zg)(u),
where (z1, z2, . . . , zg) in S
gΓ−∞Cˆ2g−1 is any preimage of u under the extended Abel map.
By identifying w(SgΓ∞Cg) = C
g and wˆ̟∗νI (S
gΓ−∞Cˆ2g−1) = C
g, Jˆ al,(1)g and J (1)g agree,
and their al1 function is expressed by
al1(u) = (z1z2 · · · zg)(u).
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