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Abstract- Social networks are exceedingly common in today’s 
society. A social network site is an online platform where 
people build social relations with others and share 
information. For the last two decades, rapid growth in the 
number of users and applications with these social networking 
sites, make the security as the most challenging issue. In this 
virtual environment, some greedy people intentionally 
perform illegal activities by accessing others’ private 
information. This paper proposes a novel approach to detect 
the illegal access of a particular’s information by using trust-
aware link prediction. The facebook dataset is used for 
experiments and the results justify the robustness and 
trustworthiness of the proposed model. 
Keywords- Social networking sites, Trustworthy Links, Link 
Prediction. 
I. INTRODUCTION 
Social networking sites are worthy for society and 
promoting increased communication and connection 
among the people across the globe. A social network is a 
virtual gathering of individuals, connected by a particular 
type of inter-dependency (ideas, values, interest etc) and 
share information (pictures, albums, videos, text messages) 
to each other. A person shares his information to other 
people based on some criterion or priority (how trustworthy 
the person is, type and suitability of information etc.). 
During the last two decades, the number of users and the 
amount of information (shared or personal) is growing 
rapidly in social network sites. In this virtual environment, 
detection of malicious activities performed by some 
individual is a very challenging task. Existence of fake 
profile, generated by some greedy people to access the 
private information of others makes the situation worse [1, 
2, 3]. Every user has personal and network information 
associated with the profile. The objective of this research is 
to find a robust way to prevent intruders from accessing the 
user’s account. This paper proposes a link prediction based 
model to predict the trustworthy and untrustworthy links in 
the user’s personal network. 
The objective of this research is to prevent the intruders 
from accessing personal information like date of birth, 
location, pictures, video clips, text messages etc. This paper 
proposes a novel approach to detect the intruders or 
unreliable user’s in a user's social graph. In this paper, a 
link prediction based model is proposed to detect good and 
bad links in the user's social graph. In general, social 
networks can be treated as a graph where each node 
represents user and edges represents relationships between 
two users. More formally, the graph is represented as G (V, 
E) where V is the number of vertices and E is the number
of edges in a graph. Links between the nodes typically 
represented as e = (v, u); are the most important phenomena 
in link prediction. Social networks are highly dynamic and 
changeable. Hence the structure of the social network for a 
particular user is not constant because links may be added 
or removed at any instant.  In this highly dynamic changing 
environment, link prediction is the most important issues. 
It uses the existing information or characteristics of a node 
and predicts the potential link that can be formed soon [4]. 
In this paper, a method to predict the number of trustworthy 
and untrustworthy links has been proposed based on 
generating similarity scores for each node. Similarity score 
describes the importance and potential of the link between 
two users. Earlier, several existing similarity measure 
metrics like cosine distance, Jaccard's coefficient, graph 
distance, page rank, Katz score, Hitting time, Commute 
time [5] have been used to calculate the score. Along with 
the above similarity measures, this paper proposes some 
new similarity measures like number of followers,  number 
of followees, is he following back ? and is he same 
community ? to make model strong. This paper proposes a 
multi-stage model where initially the problem is mapped 
into a supervised learning problem followed by mapping 
the data set to a directed graph. Afterwards, from the 
generated graph; training samples for good and bad links 
with important features (graph distance, Jaccard's 
coefficient, cosine distance, page rank, Katz score, Hitting 
time, number of followers, is he followed back?, is he same 
community? etc.). At the last stage, these features are fed 
to the classifier as input. 
The rest of the paper continuous as follows: section II 
contains the literature review, whereas the proposed 
methodology is discussed in section  III. Experimental 
results are discussed in section IV followed by concluding 
remarks in section V. 
II. LITERATURE REVIEW 
The prediction of link’s trustworthiness is an important 
research area of social networks due to its dynamic 
behaviour. Several research works have been proposed 
about the prediction of the future link [5, 6, 7]. In the field 
of link prediction, David and Klein [5] proposed a model 
that focuses on the dynamic behaviour of a given snapshot 
of a network and predicts the future links. Due to the 
dynamic behaviour of social networks, the structure of a 
graph (social network considered as a graph) is not the 
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same at two instants of time. In this paper, the researcher’s 
explained how to predict the links that are not present at 
time ‘t’ and that might be formed in the near future at time 
instant ‘t1’. For experiments, this paper considered five co-
authorship internal networks: astro-ph (astrophysics), 
cond-mat (condensed matter), gr-qc (general relativity and 
quantum cosmology), hep-ph (high energy physics-
phenomenology), and hep-th (high energy physics-theory) 
as graphs and generated similarity scores like jaccard’s 
coefficient, Adamic/Adar, preferential attachment hitting 
time, page rank, simrank for each edge. After generating 
similarity scores, the model was trained by taking the 
interval [1994, 1996], whereas the test split was the interval 
[1997,1999]. 
In the race of link prediction technique, Al-oufi et al. [6] 
proposed a trust-aware link prediction model. This paper 
mainly focused on finding the trust metric of a particular 
person in the social network. In this paper, ‘Advogato’ trust 
metric has been used; which helps to accept all good nodes 
and reduces the influence of malicious users.  This trust 
metric was designed to have one global node and one 
designated super sink to apply a maximum network flow 
algorithm to find connections between good nodes and 
remove the unreliable parts of the network. Before 
predicting a link between two users, this model checks how 
much trustworthy the other person is to connect.           
Magdalini Eirinaki et al. [7] proposed a trust-aware system 
for personalized user recommendations in social graphs. 
This paper mainly focuses on trust or distrust between two 
people in the social network because these metrics are 
useful for community members to take a prior decision 
about other members of the community to build 
connections. More specifically, the proposed system 
provides personalized positive and/or negative 
recommendations to the user which can be used to establish 
new trust/distrust connections in the social network. In this 
paper, researchers proposed a recommender system based 
on the reputation mechanism. This mechanism rates people 
based on observations, past experiences, and other person’s 
view or opinion.  To compute the reputation of each user, 
this paper considered several properties of trust such as 
transitivity, personalization, and context.   
III. PROPOSED METHODOLOGY
Privacy in social networks is the most important research 
issues in the present times. The goal of this research is to 
prevent intruders from accessing personal information. 
This can be done by detecting intruders in the social graph 
of a person. This research proposes a novel approach to 
detect the intruders present in a user’s social graph.  Fig. 1 
represents the different phases involved in the proposed 
link prediction based model to detect good and bad links in 
the user's social graph. The detailed description of each 
phase is as follows: 
a. Dataset Collection and description:
In this research, the Facebook dataset is used to build a link 
prediction based model to detect trustworthy and 
untrustworthy links. This dataset mainly contains two 
fields’ source and destination fields. Each row in this 
dataset denotes an edge between source and destination 
nodes. The complete dataset denotes the entire social 
network or social graph. 
Number of nodes in the dataset: 1862220 
Number of edges in the dataset: 9437519 
Fig.1:  Proposed Methodology for link prediction based model to 
detect good and bad links 
b. Exploratory data analysis:
Exploratory data analysis is the initial step of the proposed 
model. It is a technique that is used to understand the 
behaviour of the dataset. Every dataset contains outliers 
and this may degrade the performance of the overall 
system. Therefore data pre-processing and exploratory data 
analysis plays a major role to detect the outliers in the 
dataset. This phase helps to eliminate non-contributing 
samples. It also deals with missing and unknown values in 
the data. By using statistical analysis [8] on important 
parameters: number of followers, number of followees, 
total number of followers and followees for each node etc. 
outliers can be identified. 
c. Generate all the missing edges
The main important phase of this research is to generate all 
missing edges in the graph before building the model. This 
newly created link is treated as a bad link if the shortest 
path is greater than 2. Total 9437519 bad links or missing 
edges have been generated from the dataset and represented 
as a graph. 
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d. Calculating Similarity Measures
Similarity measures are the features that can be useful to 
decide the potential of the link or edge between two nodes, 
present in the social graph. Some pre-existing and new 
similarity measures are used to define the potential of the 
link.   
Pre-existing similarity measures: 
● Common neighbors: It is the similarity measure
that calculates the number of common neighbors
between two nodes x and y. This similarity
measure denotes a strong relation between them.
It is considered that if the number of common
friends between two nodes is more then the link is
more strong [9].
ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ |Гሺݔሻ 	∩ 	Гሺݕሻ|              (1) 
● Jaccard: This was introduced to compare
similarity and diversity in sample sets. It is
calculated as the ratio of common neighbors of
node x and node y to all the neighbors of nodes x
and y [10].
	ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ ሺ|	ᴦሺݔሻ 	∩ 	ᴦሺݕሻ	|ሻ/ሺ|	ᴦሺݔሻ 	∪ 	ᴦሺݕሻ	|ሻ (2) 
● Adamic / Adar index:  It is the index that
measures summation of the number of shared
links between two nodes. it is defined as the
inverse logarithm of degrees of common
neighbours of x and y [11]
	ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ 	 Ʃ௭	ఌ	|	ᴦሺ௫ሻ∩	ᴦሺ௬ሻ|ሺ1/݈݋݃	ᴦሺݖሻሻ     (3) 
● Preferential attachment: It denotes that if the
number of links between two nodes than it is more
likely that two nodes receive new links. A value
of 0 indicates that two nodes are not close, while
higher values indicate that nodes are closer [12].
ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ |Гሺݔሻ|. |	Гሺݕሻ|              (4) 
● Katz centrality: It is used to find the relative
degree of influence of a node within the social
network. Katz centrality computes influence by
taking total walks between any pair of two nodes
[13].
● Hitting Time: It is defined as the expected
number of steps taken from node x to node y when
we perform random walk between node x to node
y [14]
ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ െܪ௫,௬          (5) 
● Commute time: It is defined as the sum of the
expected number of steps taken from node x to
node y when we perform random walk between
node x to node y and node y to node x [14]
    ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ 	െሺܪ௫,௬+ܪ௬,௫ሻ          (6) 
● Cosine distance: It is the measure of similarity
that follows Jaccard coefficient. Cosine distance
between x and y are [15]
		ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ ሺ|	ᴦሺݔሻ 	∩ 	ᴦሺݕሻ	|ሻ/ሺ|	ᴦሺݔሻ	. ᴦሺݕሻ	|ሻ	
(7) 
 Newly identified similarity measures: 
● Graph distance: It defines the length of the
shortest distance between node x and node y.
ݏܿ݋ݎ݁ሺݔ, ݕሻ ൌ ݀݅ݏݐܽ݊ܿ݁ሺݔ, ݕሻ          (8) 
● is_following_back: It is expressed as follows, if x
follows y then we will check for whether y is
following x or not if it is following then the
measure is_follows_back takes value 1 otherwise
it takes value 0.
● Indicator link: denotes whether two nodes
consists of edge or not, if it is present, it takes
value 1 otherwise it takes value 0.
● Is_same_community: checks potentiality of the
link between two nodes x and y.
● num_followers_s: denotes the number of
followers for the source node.
● num_followees_s: denotes the number of
followers for the source node.
● num_followers_d: denotes the number of
followers for the destination node.
● num_followees_d: denotes the number of
followers for the destination node.
● Singular Value Decomposition Features:
Singular value decomposition is used for feature
reduction of a dataset. In this paper, SVD features
are used for each pair of nodes [16].
    First, an adjacency matrix is generated for a given dataset 
and decompose the same using the following formula:
ܣ ൌ ܷܸܵT                            (9) 
Figure 2 is a snapshot of reduced feature space after 
applying SVD on the dataset. 
Fig. 2: A Reduced set of adjacency matrix after SVD 
e. Featurization:
Featurization is an important step link prediction model to 
predict good and bad links. Featurization involves 
generating above all similarity measures for each pair of 
nodes that are present in the dataset.  
f. Dataset generation:
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After the featurization step, all the similarity measures for 
each pair of nodes are combined to make features. 
Collection of all features is treated as an input for the 
classifier.  Figure 3 is a snapshot of the final feature vector 
between two nodes. This feature vector contains all 
similarity measures. 
Fig 3. Features of dataset 
g. Applying Ensemble Model On the Proposed
Method: 
In this research, an ensemble model has been used as a 
classifier. Ensemble modelling is a technique that 
combines two or more than two machine learning models 
and uses each model’s individual performance to produce 
better accuracy and results. Ensemble models work based 
on the concept called Bagging [17]. Bagging is a 
combination of bootstrapping and aggregation. Where 
bootstrap is a procedure of sampling huge dataset into 
smaller datasets. This can be done by using methods called 
as row and column standardization. Row standardization 
takes some random rows as samples into smaller data set, 
whereas column standardization takes random columns 
into smaller data set. After the bootstrapping process, for 
each smaller data set the decision tree model is applied. 
Later, a test sample is broadcasted to all trained decision 
tree models. Each model predicts one class and out of all 
the predictions, majority-voting algorithm is applied to 
detect the final output.  This procedure of voting is called 
aggregation.  
In this research, Fig. 4 represents the complete machine 
learning model of the proposed methodology. Parallel 
working of decision trees can be treated as random forest 
classifier [18]. 
Below are some of the advantages of the random forest 
model to choose for this research 
● Random forest model can be used for both
classification and regression problems.
● Random forest handles missing values in the
dataset while training the model.
● If we increase the number of trees in the random
forest, it won’t overfit the entire model.
Algorithm 1: Training. 
1. Select Randomly ‘m’ features out of ‘n’ features
where m << n
2. Among the random selected ‘m’ features,
calculate the node ‘d’ using the best split point.
3. Split the node into child nodes using the best split.
4. Repeat 1 to 3 steps until ‘l’ number of nodes has
been reached.
5. By repeating steps from 1 to 4 for x times build
the forest for ‘x’ number of trees.
Fig. 4: Block diagram that represents random forest 
Algorithm 2 : Testing 
1. Send the test input to all the trees in the forest and
store the prediction result of the all the trees as
target.
2. Calculate the votes for each predicted target.
3. Consider the high voted predicted target as the
final prediction from the random forest algorithm.
IV. EXPERIMENTAL RESULTS
In this research, the facebook dataset is used for the 
experiments and random forest model has been used as a 
classifier to validate the proposed methodology. 
Experimental results show that this model achieves 93% 
accuracy. Meanwhile, the confusion matrix (Fig. 5) and 
ROC curve(Fig. 6) represents the results for the random 
forest.  
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Fig. 5: Confusion matrix that represents good and bad links 
Fig. 6:  ROC curve for random forest 
Fig. 7: Relative feature importance for all similarity measures 
The confusion matrix shows that there are 8891 
untrustworthy links and  16398 trustworthy links present in 
test data, whereas in training data  3 untrustworthy links 
and 50160 trustworthy links are present. 
The ROC curve shows that the accuracy of the model is 
93% as the ROC curve area is 0.93. Figure 7 shows relative 
important features (similarity measure features) used as 
input vector for the model.     
V. CONCLUSION
Since the past two decades, the number of users and amount 
of shared or personal information is growing rapidly in 
social network platforms. In this virtual environment, 
detection of malicious activities is a very challenging task. 
In this paper, a novel link prediction method has been 
proposed to predict the trustworthy and untrustworthy links 
in a user’s personal network. The goal of this research is to 
find a robust way to detect intruders to prevent accessing 
the user’s personal network information. The similarity 
measure features have been used along with random forest 
classifier to validate the working of the proposed model. 
Experimental results show the effectiveness of the 
proposed idea. The model achieves 93% accuracy for the 
Facebook dataset. The proposed model is robust because, 
the used dataset is challenging in nature and suffers from 
class imbalance, missing values and outliers but still 
performed well with the proposed model, therefore, better 
performance is expected with other datasets too. 
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