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Tato práce popisuje možnosti ovládání aplikace webového prohlížeče pomocí bezdotykových
gest snímaných senzorem Microsoft Kinect. Jsou zde uvedeny postupy při snímání těchto
gest a jejich analyzování pro další zpracování. Dále jsou zde uvedeny jednotlivé aspekty
návrhu a implementace ukázkové aplikace. Závěrečná část shrnuje uživatelské testování
vytvořené aplikace a popisuje možnosti jejího nasazení.
Abstract
This thesis describes web browser control possibilities using touchless gestures captured over
Microsoft Kinect sensor. It presents gesture reading and analyzing procedures for further
processing. Particular aspects of design and implementation of the sample application are
also shown here. Final part consits of application usability testing summary and describes
possibilities of its further deployment.
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S rozvojem užívání moderních počítačových a komunikačních technologií se mění i přístup
a styl jejich užívání. Běžné ovládání pomocí myši a klávesnice je sice již pro velké množství
uživatelů přirozené, pro požadavky nových technologií však již mnohdy přestává dostačovat.
Je tedy běžné se setkat s alternativním ovládacím rozhraním, kde jsou zařízení ovládaná
pomocí dotykových i bezdotykových gest nebo hlasu.
V dnešní době již existuje mnoho možností a zařízení pro snímání bezdotykových gest.
Jedním z těchto je i senzor Kinect od společnosti Microsoft určený primárně pro bezdotykové
ovládání her. Tato práce ukazuje možnost užití tohoto ovládání i v oblasti běžných aplikací
a demonstruje tuto možnost na implementovaném webovém prohlížeči.
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Kapitola 2
Kinect a jiná zařízení
Tato kapitola je věnována popisu senzoru Kinect, jeho vlastnostem a možnostem které toto
zařízení poskytuje. Je zde rozebrán princip snímání a interpretace pohybů postavy, který
je použit v implementaci ukázkové aplikace.
2.1 Typy senzorů Kinect
První generace senzoru určená primárně pro herní konzoly XBOX byla představena roku
2010. Počátkem roku 2012 byla uvedena na trh verze pro operační systém Windows. Ač-
koliv se jedná na první pohled o totožná zařízení, jsou zde jisté rozdíly, které jsou blíže
popsané v kapitole 2.5. Spolu s uvedením herní konzole XBOX One na trh koncem roku
2013 byla představena i další evoluce senzoru. Pro ukázkovou aplikaci byl použit senzor pro
XBOX 360, budu-li se tedy v práci zmiňovat o
”
Kinectu“, je myšlena právě tato verze.
2.2 Popis senzoru Kinect
Senzor Kinect (Obrázek 2.1) je multifunkční periferní zařízení pro snímání a interpretaci
interakcí člověka s počítačem nebo herní konzolí. Ovladač je vybaven barevným CMOS
snímačem (snímač obrazu) s rozlišením VGA (640 × 480) při 32bitové barevné hloubce.
Snímač může získávat obraz frekvencí až 30 snímku za vteřinu. Pro získávání hloubkového
obrazu je Kinect vybaven dvojicí infračerveného vysílače a snímače. IR snímač získává od-
Obrázek 2.1: Senzor Kinect pro XBOX 360
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ražené světlo emitované vysílačem v infračerveném spektru. Technické provedení umožňuje
pomocí tohoto snímače získávat monochromatický obraz v rozlišení 640 × 480 obrazových
bodů v 16bitové barevné hloubce. Kombinací obrazových dat z těchto dvou přijímačů může
Kinect vytvořit prostorový obraz svého zorného pole. (Obrázek 2.2) Pro potřeby zpracování
Obrázek 2.2: Technické vybavení ovladače
zvuku je Kinect vybaven čtveřicí mikrofonů situovaných ve spodní části těla zařízení. To
umožňuje prostorové určení zdroje zvuku. Celá snímací část senzoru je umístěna na nožce,
která obsahuje malý servo-motor. Ten umožňuje vertikální natáčení těla v rozsahu 54◦. Na-
točení (a to ne jen vertikální) je možné softwarově sledovat pomocí 3osého akcelerometru,
který je schopen měřit zrychlení až do hodnoty 2 g ve všech osách.
Celý senzor je k počítači připojen pomocí sběrnice USB. Pro zaregistrování ovladače do
systému je napájení pouze přes USB dostatečné, pro využívání služeb senzoru je ale nutné
připojit do elektrické sítě přídavný zdroj. Protože celková spotřeba zařízení může činit
až 12W , je tělo ovladače, ve kterém se nachází většina elektroniky, vybaveno aktivním
chlazením.
2.3 Snímaní postav pomocí senzoru Kinect
Snímání pohybů postav a jejich interpretace je klíčová vlastnost zařízení. Při správných
okolních podmínkách je senzor schopen v jednu chvíli sledovat až 6 lidí. Při nalezení jedné
nebo dvou postav by při dobrých podmínkách mělo být SDK schopné z obrazových dat
z IR přijímače získat skeletální model (kostru) těchto postav. U dalších osob je pak již
předávána pouze jejich poloha. Pro potřeby ukázkové aplikace je sledování více postav
spíše nežádoucí vlastností, je proto tedy sledována pouze jedna osoba a data o ostatních
jsou zanedbány(Kapitola 5.2).
Pro úspěšné snímání postavy je potřeba, aby byla osoba co největší plochou těla v zor-
ném poli IR senzoru (Obrázek 2.3). Problémy se snímáním a možné řešení jsou popsány
v kapitole 2.7.
Při rozpoznání postavy je tato rozdělena na sadu uzlů/kloubů (Joints), jejichž poloha
kopíruje reálnou pozici hlavních kloubů těla a končetin lidského těla. Mezi těmito klouby
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Obrázek 2.3: Snímané úhly pro sledování postavy
jsou pak vytvořeny spojnice - kosti (bones), které tvoří samotný skeletální model postavy.
Pokud je pozice uzlu v dané chvíli nedostupná, například pokud je jedna končetina zakryta
jinou částí těla, je jeho přibližná pozice dopočítána z okolních uzlů.
Obrázek 2.4: Režimy snímání postavy a znázornění uzlových bodů skeletonů postav
Senzor ve spojení s použitým SDK od společnosti Microsoft umožňuje sledování postavy
ve dvou režimech (obrázek 2.4):
• default mode — režim stojící postavy, je sledováno 20 uzlů na lidské postavě.
• seated mode — režim sedící postavy, je sledováno 10 uzlů na sedící lidské postavě
Všechna načtená data jsou dostupná při každé aktualizaci v příslušných datových struk-
turách pro další zpracování aplikací. Na základě výpočetního výkonu počítače na kterém je
aplikace spuštěna a optimalizace samotné aplikace by měl být senzor schopen aktualizovat
polohu postavy až 30× za vteřinu.
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2.4 Snímání interakcí rukou a jeho výkon
V rámci podpory vývoje aplikací pro senzor Kinect je kromě vývojářského SDK balíčku
také dostupný Kinect Toolkit. Při práci s těmito knihovnami je od verze 1.7 možné využít
funkcí s názvem KinectInteraction. V rámci těchto funkcí je možné využívat následujících
možností:
• rozeznání a sledování interakcí primární ruky až dvou sledovaných postav.
• pozice dlaní postav
• Sevření a rozevření dlaně rukou.
• Detekce
”
zmáčknutí“ prvku rukou. Zmáčknutím se rozumí viditelné posunutí roze-
vřené dlaně směrem ke snímači oproti předchozí poloze.
• Získání stavu speciálních ovládacích prvků pro práci s interakcemi rukou pomocí Ki-
nect
V ukázkové aplikaci je z výše zmíněných možností knihovny, použito především rozeznávání
pozice rukou a detekce jejich sevření. Více o tomto využití je popsáno v kapitolách 4.3 a 4.5.
Pro získání interakčních dat o rukou sledované postavy (postav), je nutné získat aktuální
skeletální model postavy (viz 2.3) a aktuální hloubková data. Proces výpočtu interakcí
je velice náročný na procesorový čas. Samotný výrobce, společnost Microsoft, uvádí jako
hardwarové požadavky minimálně 2GB paměti RAM a 2-jádrový procesor o minimální
frekvenci 2, 66GHz. Rychlost snímání v tomto režimu výrobce neuvádí, je však nižší, než 30
snímků za vteřinu, jako tomu je u samotných obrazových výstupů senzoru. To je způsobeno
jednak čekáním na kompletní data z hloubkového a skeletálního streamu, jednak potom již
zmíněnou výpočetní náročností. Nutno říci, že při testování na počítačové sestavě s mírně
nižší frekvencí procesoru (2, 5GHz), bylo rozeznání rukou bez větších potíží použitelné,
pouze došlo k mírnému snížení obnovovací frekvence získaných dat a tedy k méně přesnému
načítání gest. Na počítačích s výrazně nižší frekvencí procesoru je pak veškerý výpočetní
čas věnován výpočtům interakcí ruky a samotná aplikace, i přes rozdělení na jednotlivá
vlákna, přestává být použitelná.
Při testování na sestavě, která svým hardwarem převyšovala výše uvedené nároky, je
snímání plynulé. Data o interakcích jsou aplikaci předávány ve frekvenci 20Hz–25Hz, což
je pro plynulé čtení gest či ovládání kurzoru dostatečné.
2.5 Rozdíl mezi senzorem Kinect pro XBOX a pro Windows
Jak již bylo zmíněno v kapitole 2.1, nebereme-li v úvahu senzor pro novou konzoliXBOX One,
jsou na trhu dva typy ovladače Kinect. Jedná se o Kinect pro XBOX 360 a Kinect pro Win-
dows. Vizuálně se tato zařízení nijak, kromě popisu na čelní straně senzoru, neliší. V použití
těchto dvou zařízení ovšem jisté rozdíly jsou. O tom jaké, pojednává právě tato kapitola.
Dle některých informací[18], měl být původně ovladač pouze pro herní konzole XBOX.
Až tlak vývojářů donutilMicrosoft ke změně marketingové strategie, která vyústila v roce 2012
vydáním verze proWindows doprovázené sadou vývojářských nástrojů v podoběKinect SDK.
Samotný Kinect pro Windows, oproti starší verzi Kinect pro XBOX přinesl několik
následujících změn (Zdroj anglicky: [11, 9]):
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• Near mode(blízký režim)— V tomto režimu je senzor schopen rozeznávat postavy
a objekty v bližší vzdálenosti, než ve standardním režimu (Default mode). Protože
umístění senzoru se doporučuje 15 cm pod nebo nad zobrazovacím displejem, proti
kterému postava stojí nebo sedí, může být při použití ovladače u běžného stolního
počítače vzdálenost 80 cm, která je ve standardním režimu minimální pro sledování
postav, příliš malá. Změnou firmware (nastavení optiky senzoru zůstává stejné) u Sen-
zoru pro Windows je dosaženo snížení této minimální vzdálenosti na hodnotu 40 cm.
Pracovní vzdálenosti v jednotlivých režimech blíže popisuje obrázek 2.5. Možné řešení
u verze pro XBOX 360 je uvedeno v kapitole 2.7.
• Barevné předpisy — změnou barevných předpisů ve firmware senzoru umožňuje
senzor pro Windows lepší barevné podání snímaného obrazu.
• vypnutí infračerveného vysílače — senzor pro Windows umožňuje pomocí volání
knihovní funkce vynutit vypnutí infračerveného vysílače a tím zakázat data, pochá-
zející z infračerveného snímání obrazu a zvýšit tak výkon snímání ostatních dat.
Všechny výše uvedené rozdíly jsou pouze softwarového charakteru, kterých je dosaženo
rozdílným firmware zařízení. K hardwarovým změnám mezi popisovanými typy senzoru
nedošlo.
Obrázek 2.5: Pracovní vzdálenosti senzoru při standardním (Default) a blízkém (Near)
režimu.
Dalším, pravděpodobně nejpodstatnějším, rozdílem je licence, pod kterou je možné pro
obě zařízení vyvíjet aplikace. Zatímco u verze pro XBOX 360 není možné aplikace vytvořené
pomocí dodávaného SDK použít pro komerční užití, u verze pro Windows tomu tak není.
Licence[12] umožňuje komerční využití všech aplikací vytvořených s použitím Microsoft
SDK a ToolKit za použití právě senzoru Kinect pro Windows. Od možnosti komerčního
využití zařízení se samozřejmě i odvíjí cena, která se v době psaní tohoto textu pohybo-
vala u Kinect pro XBOX od 2400,-Kč, zatímco u verze pro Windows pak od 5200,-Kč.
Ačkoliv společnost Microsoft důrazně doporučuje vývoj aplikací právě pomocí verze pro
Windows, nesetkal jsem u senzoru XBOX 360, snad kromě absence výše zmíněného Near
mode, při tvorbě ukázkové aplikace s žádnými omezeními a vše fungovalo ve spolupráci
s SDK naprosto v pořádku.
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2.6 Různá využití senzoru Kinect
Zařízení Kinect bylo společností Microsoft vyvíjeno za účelem ovládání her pomocí Natural
user interface v kombinaci s hlasovými příkazy. Jako takové má tedy i velký potenciál pro
alternativní využití v jiných, než herních oblastech. Následuje ukázka několika zajímavých
projektů, které využívají právě tento senzor a demonstrují tak jeho možnosti:
• 3D scanner recontructMe[15] — Open Source SDK, které pomocí senzoru Kinect (je
možno použít i jiné senzory) umožňuje v reálném čase snímat 3D obraz objektu nebo
osoby nacházející se před senzorem. Výsledný 3D model je možné použít například ve
hrách nebo modelačních nástrojích, či jako data pro 3D tiskárnu. S verzí SDK 1.7 od
společnosti Microsoft je tato možnost včetně zdrojových kódu představena i v ukáz-
kových implementacích.
• Zdravotní rehabilitační software Heremo[8] — Software pomocí skeletálních dat o sle-
dované postavě umožňuje vést a radit při rehabilitačních a posilovacích cvicích a va-
rovat v případě, že jsou tyto prováděny špatně. Ošetřující lékař může online sledovat
výsledky rehabilitace a navrhovat další cviky, bez nutnosti jeho fyzické přítomnosti.
• Vylepšené pohybové senzory pro vojenské účely — Začátkem roku 2014 dodala ame-
rická armáda do některých částí demilitarizované zóny na hranicích Severní a Jižní Ko-
rey systém, který za pomocí senzoru Kinect pomáhá střežit ostře sledovanou hranici
těchto států. Systém umožňuje rozeznat, jestli zachycený pohyb je způsoben člověkem
či zvířetem a zmenšuje tak množství falešných poplachů [17]
• Pohyb robotických zařízení v prostoru — v dnešní době existuje mnoho projektů v růz-
ných stádiích vývoje, kdy robotické zařízení používá pro snímání okolního prostředí
a navigaci v prostoru právě Kinect senzoru[1]. Pro svoji nízkou cenu a jednoduchost
práce s dodávaným SDK je ovladač velmi vyhledávaný i u velmi komplexních projektů.
Využití senzoru mimo herní průmysl je obrovské a právě proto existuje po celém světě tisíce
menších a stovky velkých projektů, kde je právě toto zařízení stěžejní. Snadná dostupnost a
dobrá podpora vývojářů tak staví Kinect mezi nejvyužitelnější periferní zařízení s velkým
potenciálem do budoucna.
2.7 Kvalita snímání a možnosti vylepšení
Kvalita snímání a rozeznávání obrazu se samozřejmě odvíjí od podmínek snímaného pro-
středí. Následující kapitola popisuje okolnosti, které ovlivňují kvalitu získaných dat ze sen-
zoru a možnosti, jak těmto okolnostem předejít. Dále jsou pak diskutovány různé algoritmy
pro optimalizaci interaktivních dat rukou získané z ovladače.
Snímání postavy probíhá na základě dat z infračerveného přijímače, nikoliv z obrazu
získaného přes CMOS senzor. Protože zabudovaný IR vysílač poskytuje vlastní zdroj svě-
telných paprsků, nemělo by podle výrobce docházet ke snížení kvality práce senzoru za
snížených světelných podmínek. Subjektivní dojmy získané při testování ukázkové aplikace
ale ukázaly, že zhoršené světelné podmínky senzor do jisté míry negativně ovlivňují.
Senzor by měl být umístěn kolmo proti uživateli, zhruba 15 cm pod nebo nad zobra-
zovacím zařízením. Je dobré, aby zorné pole senzoru obsahovalo co nejmenší počet dalších
objektů - například opěrky rukou kancelářské židle mohou být v režimu sedící postavy,
dle získaných zkušeností, mylně interpretovány jako uživatelovy ruce. Sledované postavy
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by měli být viditelné celé a jejich oblečení by nemělo být příliš volné. Stejně tak přímé
sluneční záření a další zdroje infračerveného záření (dálkové ovladače, další senzor Kinect
v jiném úhlu) mohou podstatně zhoršit kvalitu získaných dat.
Obrázek 2.6: Zařízení pro změnu zorného pole.
Jak již bylo uvedeno v kapitole 2.5, při užití Kinect ve verzi pro XBOX 360 není
možné využít režimu Near mode. Obzvláště v režimu sedící postavy je možné, že minimální
vzdálenost pro snímání, která činí 80 cm, může být příliš velká. Při používání aplikací přes
klasické periférie jako jsou klávesnice a myš v kombinaci s ovladačem Kinect tak může
docházet k situaci, kdy uživatel musí stále měnit svoji polohu, vzdalovat se od počítače a
čekat na opětovné nalezení polohy senzorem.
Řešením tohoto problému může být zakoupení přídavného zařízení pro změnu zorného
pole senzoru (obrázek 2.6). Díky speciálním čočkám je podle údajů výrobce po nasunutí
na senzor možné redukovat minimální vzdálenost od ovladače až o 40%. To může pomoci
využívat senzor i v poměrně stísněných prostorách. Během tvorby aplikace jsem toto zařízení
dostupné neměl a jeho funkčnost jsem tedy nemohl nijak ověřit.
2.8 Chyba měření a vyhlazení skeletálních dat
Chyby měření je možné sledovat u všech zařízení určených pro měření fyzikálních veličin
a stavů. Jinak tomu není ani u Kinect ovladače. Následující kapitola se zabývá možnosti
snížení množství a velikosti chyb měření a zpřesnění dat o skeletálním modelu postavy.
Při opakování procesu měření se naměřené hodnoty téměř nikdy přesně neshodují mezi
sebou, naopak se vždy pohybují v jistém tolerančním poli. K tomu dochází kombinací růz-
ných faktorů (špatné podmínky, minimální přesnost měřidla, . . . ). Rozdíl v měřeních je
nazýván chyba měření. Chyba měření se dá popsat pomocí přesnosti a dokonalosti měření,
kde pojem přesnost je definován jako stupeň blízkosti naměřené hodnoty ke skutečné hod-
notě, dokonalostí se potom rozumí stupeň rozdílu mezi jednotlivými měřeními[7].
Jak je vidět na obrázku 2.7, měření může být nedokonalé a nepřesné a), kdy díky chybě
jsou naměřené hodnoty téměř náhodné. Takovýto systém je v reálném světě téměř nepou-
žitelný. Systém měření znázorněný jako b) je sice dokonalý, naměřené hodnoty jsou blízko
u sebe, vlivem systematické odchylky je ovšem také nepřesný. 100% přesné měření, jehož
data odpovídají reálnému světu je ukázáno jako c), takovýto systém však v reálném světě
neexistuje. Cílem je tedy se tomuto stavu aspoň co nejvíce přiblížit. Dobře navržený systém
d) nemá systematickou odchylku a náhodná chyba je co nejvíce minimalizovaná.
Pozice uzlových bodů skeletálního modelu měřeného senzorem Kinect je za dobrých
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Obrázek 2.7: Znázornění možných chyb měření
podmínek přesná, ale ne úplně dokonalá — při nehnutě stojící postavě může docházet mezi
daty z jednotlivých snímků k odchylce v řádu centimetrů. Pro snímání gest je tato přesnost
plně dostačující, pro ovládání myši pomocí rukou však tyto odchylky mohou způsobovat
nepříjemné
”
uskakování“ kurzoru a snižují pohodlnost ovládání.
Metod, jak dosáhnou minimalizace chyby měření a vyhlazení výstupních dat senzoru je
více a dělí se podle svého určení:
• běžný šum — relativně malý šum, ke kterému dochází běžnou chybou měření
• dočasné špičky — zejména při ztrátě viditelnosti některého z uzlů skeletálního mo-
delu dochází k odvození jeho přibližné polohy pomocí polohy okolních uzlů. V takovém
případě může docházet k velkým odchylkám, špičkám, od reálné pozice.
Obrázek 2.8: Typická reakce filtru na skokovou změnu vstupních dat
Pro odstranění obou těchto chyb je možné použít kombinaci několika po sobě následují-
cích filtrů. V takovém případě ale hrozí vznik velké prodlevy mezi pohybem postavy a reakcí,
která se projeví ve filtrovaných datech. Znázornění tohoto zpoždění a dalších nežádoucích
jevů je možno vidět v obrázku 2.8
Podle výzkumu společnosti Microsoft [7] si 72% uživatelů začíná uvědomovat prodlení
výstupních dat, pokud zpoždění přesáhne hodnotu 100ms. Jednou z možností, jak předchá-
zet této prodlevě je predikce následujících hodnot vstupních dat. Problémem při předpo-
vídání následujících hodnot jsou ovšem náhlé rychlé změny směrů a přenášení předchozích
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chyb měření do následujících výpočtů. Následuje výběr několika možných algoritmů, které
lze použít pro vyhlazení výstupních dat ze senzoru[7]:
• Auto Regressive Moving Average(ARMA)
• Simple Averaging
• Double Moving Averaging
• Savitzky–Golay Smoothing
• Exponential Smoothing
• Double Exponential Smoothing




Pro filtrování vstupu v ukázkové aplikaci je použita metoda Double exponentional smo-
othing. Jedná se o často používanou metodu, která dvakrát po sobě aplikuje na vstupní
data algoritmus Exponential smoothing. Pro výsledný výpočet je nejprve nutné vypočítat
aktuální trend bn (rovnice 2.1).
bn = γ(Xˆn − Xˆn−1) + (1− γ)bn−1 (2.1)
Parametr γ; 0 < γ < 1 ve výpočtu trendu udává váhu vstupních dat (trend smoothing fac-
tor) na výpočet trendu a tím určuje citlivost trendu na změny. Větší hodnoty γ znamenají
menší zpoždění reakce trendu na náhlé změny vstupních dat, ale snižují úroveň výsled-
ného vyhlazení. Naopak při nastavení nižších hodnot této veličiny jsou více brány v potaz
starší vstupy a reakční doba se tak prodlužuje. S použitím nově získaného trendu je možné
vypočítat výslednou filtrovanou hodnotu pomocí rovnice 2.2,
Xˆn = αXn + (1− α)(Xˆn−1 + bn−1) (2.2)
kde α; 0 < α < 1 udává váhu vstupních dat (data smoothing factor). Celý výpočet lze
doplnit o predikci dalšího vývoje pomocí výpočtu uvedeného v rovnici 2.3
Xˆn+k|n = Xˆn + kbn (2.3)
kde k; k ∈ N je počet předpovídaných vzorků.
Metoda Double exponential smoothing byla původně vyvinuta pro statistickou analýzu
ekonomických dat. Oproti jiným metodám vykazuje menší zpoždění filtrovaných dat, je
proto pro použití při rozpoznávání postavy přes senzor Kinect velice dobře využitelná.
Více o využití metody v ukázkové aplikaci je popsáno v kapitole 5.6.
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Kapitola 3
Gesta a jejich interpretace
V této kapitole je vysvětleno, co je to gesto a jeho možná použití v informační technologii.
Dále jsou zde zmíněny některé algoritmy pro rozeznávání gest a blíže přiblížená funkce
algoritmu, který je používán v ukázkové aplikaci.
3.1 Gesto
Gesto (z latinského Gestus), tak jak je chápáno v běžném životě, je tělesný pohyb nebo po-
sunek. Vyjádření pomocí gestikulace může doplnit, nebo i nahradit, mluvený projev. Z his-
torického hlediska je komunikace pomocí gest daleko starší nežli komunikace verbální[10].
V případě interakce člověka s počítačem se v dnešní době nejčastěji pod pojmem gesto
rozumí gesto ruky snímané obrazovým senzorem nebo gesto prstů na dotykovém displeji.
Gesta však mohou nabírat i jiných podob, jako je například výraz uživatelova obličeje
(mimika), pozice hlavy, pozice prstů v prostoru nebo kombinace předchozích.
Obrázek 3.1: Příklad některých periferií, které pracují s gesty: a) dotykový mobilní telefon
b) tablet c) ovladač Playstation Move d) ovladač Wii Remote e) nový senzor Kinect pro
XBOX One
S rozšířením dotykových mobilních zařízení do běžné života, je používání gest pro mnoho
uživatelů rutinní záležitostí. Gesta umožňují rychlejší a intuitivnější ovládání některých
aplikací (příkladem mohou být například mapové aplikace, fotogalerie), ale při nesprávném
užití mohou být i kontraproduktivní. Užití gest si našlo i velkou oblibu v herním průmyslu,
kdy se jedná o atraktivní způsob interakce hráče s virtuálním herním prostředím.
Užívání gest je jedním z klíčových stavebních prvků při tvorbě přirozeného uživatelského
rozhraní (NUI)
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Protože ukázková aplikace pracuje s gesty rukou, bude následující text popisovat právě
tento způsob tvorby gesta.
3.2 Rozpoznávání gest
Pro rozpoznávání gest musí být senzor schopen určit pozici ruky (rukou), které gesto vy-
tvářejí. Princip sledování postavy a rukou je přiblížen v kapitole 2.3. Rozpoznávání gest
počítačem má tři hlavní části: modelování gesta, analýza gesta a rozpoznání gesta[20, 14]
(obrázek 3.2)
Obrázek 3.2: Blokové schéma systému rozpoznávání gesta
3.2.1 Modelování gesta
První fází při práci s gestem je modelování gesta. Jedná se o přesně ohraničený interval kdy
snímání pozice sledované ruky tvoří cestu gesta. Gesto může být
• souvislé — gesto je tvořeno jedním souvislým nepřerušeným tahem
• nesouvislé — gesto může být složeno i z více tahů (například psaní textu rukou)
V ukázkové aplikaci je použito čtení gest souvislých.
Obrázek 3.3: Možné typy gest. Vlevo souvislé, vpravo nesouvislé
Samotné uvození intervalu, kdy je gesto pomocí senzoru načítáno může být definováno:
• vnějším podmětem — uvedení aplikace do jistého stavu nebo provedení určitého
předem definovaného kroku. Tato možnost byla použita i v ukázkové aplikaci a blíže
je popsána v kapitole 4.3.
• časem - aplikace určí čas, ve kterém je schopna dané gesto přijímat. Po uplynutí ča-
sového intervalu sama ukončí načítání. Může být kombinováno i s předchozí možností,
kdy začátek načítání určuje vnější podmět, konec potom uplynutí časového intervalu.
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3.2.2 Analýza gesta
Po skončení modelování gesta začíná jeho analýza. Výstupem z předchozí fáze je cesta
gesta, tvořená seznamem po sobě jdoucích bodů, která musí být převedena na textový
řetězec směrů. Množství směrů, do kterých je cesta rozložena, určuje jemnost rozlišování
gesta. Vysoká jemnost sice přidává množství proveditelných gest, ale snižuje schopnosti
přesného rozeznávání nepřesných gest.
V běžném používání není uživatel schopen provést dvě úplně totožná gesta. Vlivem
pohybu končetin v prostoru a nepřesností snímání dojde k jisté odchylce od naučené tra-
jektorie. Navíc uživatel nemusí být vždy ve stejné pozici před senzorem, takže načtené gesto
může mít rozdílné délky jednotlivých úseků a může být do značné míry deformováno. Algo-
ritmus který provádí analýzu gesta musí s těmito faktory v co největší míře počítat a umět
si s nimi poradit.
Výstupem analýzy gesta je textový řetězec, který popisuje posloupnost směrů, kterých
gesto nabývá. Tento řetězec je již snadno porovnatelný a dále zpracovatelný.
3.2.3 Rozpoznání gesta a reakce počítače na gesto
Ve chvíli kdy je cesta gesta převedena na řetězec směrů, není nijak obtížně samotné gesto
rozeznat. Dá se předpokládat, že aplikace uchovává v nějaké formě seznam gest a operací,
ke kterým jsou tato gesta přiřazena. V takovém případě již stačí porovnat textový řetězec
s tímto seznamem a v případě shody vykonat přiřazenou operaci.
3.3 Další možnosti čtení gest
Protože zvolený algoritmus (viz 5.4) používá poměrně naivní (ale funkční) přístup, bylo by
možné jej dále vylepšovat. Jednou z možností by bylo zvýšení počtu směrů, kterých gesto
může nabývat. Pro tento postup by však bylo nutné zvolit efektivnější filtrování vstupních
dat, případně použít úplně jinou metodu.
Nejčastěji používanou metodou pro klasifikaci gesta je použítí Hidden Markov Models
(HMM, Skryté Markovské Modely)[16, 4]. Tyto statistické modely si kromě rozpoznávání
uživatelských gest našli širokou škálu využití ve zpracování signálů, rozpoznávání řeči[21]
ale i například pro dataminig nebo při zpracování DNA živočichů.
Další možností pro rozpoznání gest může být využití neuronových sítí nebo mnoha
dalších metod popsaných například v práci[13].
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Kapitola 4
Návrh a analýza aplikace
Tato kapitola blíže popisuje návrh jednotlivých částí ukázkové aplikace. Budou zde disku-
továny nároky na uživatelské rozhraní a požadavky na ovládání aplikace pomocí ovladače
Kinect.
4.1 Požadavky na ukázkovou aplikaci
Cílem této práce bylo navrhnout a implementovat jednoduchý webový prohlížeč, který by
bylo možné ovládat jak pomocí standardních periferních zařízení jako je myš a klávesnice,
tak pomocí Natural user interface, kdy jsou uživatelská gesta určená pro ovládání aplikace
snímána senzorem Kinect.
Vytvoření rozsáhlého webového prohlížeče s velkým množstvím nadstandardních služeb
a možností, nebylo ambicí tohoto projektu. Naopak důraz byl kladen na jednoduchost
užívání aplikace a co nejnižší nároky na uživatele při jejím používání.
Prvotní návrh aplikace počítal s využitím senzoruKinect pouze v kombinaci se standard-
ními periferiemi (myš, klávesnice). Cílem bylo umožnit uživateli navigaci mezi stránkami
(vpřed, zpět, domů, záložky, . . . ) pomocí předem zvolených gest (Kapitola 4.3).
Pozdější analýza ukázala, že samostatně tato funkce nemá velké využití. Uživatele, který
se pohybuje kurzorem myši po internetové stránce, spíše obtěžuje nutnost zvednutí ruky
z myši a provedení požadovaného gesta.
Po vyhodnocení možností snímání pomocí ovladače Kinect jsem se rozhodl zapojit do
návrhu aplikace i funkci ovládání celého prohlížeče (vyjma nastavení aplikace) pomocí po-
hybů rukou (Kapitola 4.5). Jako nejpohodlnější a nejintuitivnější možnost jsem vyhod-
notil ovládání kurzoru myši pomocí snímání dlaně ruky, která byla zvolena jako primární.
Všechny běžné operace prováděné při procházení webových stránek by tedy mělo být možné
provádět bez použití myši. Zadávání textu je pak umožněno díky softwarové klávesnici zob-
razené přímo v aplikaci.
4.2 Návrh uživatelského rozhraní prohlížeče
Pro tvorbu uživatelského rozhraní internetového prohlížeče jsem v největší míře čerpal
z knihy Brave NUI World: Designing Natural User Interfaces for Touch and Gesture[19].
Pojem Natural User Interace (přirozené uživatelské rozhraní) by měl značit takové uživatel-
ské rozhraní, které by mělo být pro uživatele plně intuitivní. Většina dnešních uživatelských
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rozhraní běžných aplikací jsou tzv. umělá (artificial). Tato rozhraní vyžadují ke svému pou-
žívání určitý čas pro naučení postupů a možností jejich využívání.
Cílem NUI je takové rozhraní, které neklade na uživatele žádné nároky v podobě učení.
Je toho dosaženo používání přirozených gest, které uživatel podvědomě zná. Dosažení těchto
gest pomocí standardních ovládacích zařízení je přinejmenším velice problematické. Proto
se s NUI setkáváme hlavně ve spojitosti s dotykovým ovládáním a ovládání pomocí uživa-
telských gest.
Obrázek 4.1: Nejčastější gesta prstů používané v NUI
Protože ukázková aplikace může být využívána jak pomocí klasického ovládání myší a
klávesnicí, tak i pomocí gest a virtuálního kurzoru přes senzor Kinect , bylo nutné navrh-
nout takové uživatelské rozhraní, které umožňuje právě kombinaci obou těchto přístupů.
Rád bych také podotkl, že pro ovládání pomocí NUI je určeno pouze hlavní okno pro-
hlížeče. Formulář nastavení byl od začátku koncipován pouze pro obvyklé ovládání myší a
následujícím uvedeným postupům tedy neodpovídá.
Inspirací pro uživatelské prvky byly již předpřipravené prvky pro interakci se senzorem
navržené společností Microsoft [6], které jsem ale z implementačních důvodů uvedených
v kapitole 5.1 přímo nevyužil. Jako praktická se, ve fázi testování, ukázala navržená možnost
změny velikosti těchto prvků, která najde využití například, pokud je uživatel kvůli snímání
ve větší vzdálenosti od obrazovky.
Obrázek 4.2: Použité kurzory v režimu myši přes Kinect (vlevo) a ukázka ovládacích tlačítek
aplikace (vpravo)
Protože při použití může být uživatel vzdálen i 3, 5m od obrazovky (2.3), je nutné
v režimu ovládání myši nějak indikovat kurzor na obrazovce. To je realizováno pomocí
velkých symbolů ruky, které nahrazují standardní
”
šipku“ myši (Obrázek 4.2)
Celé uživatelské rozhraní prohlížeče je zaměřeno na jednoduchost a účelnost používání
jak pomocí klasické myši, tak i přes senzor Kinect. Zvolená barevná kombinace pak vychází
ze vzorníku barev společnosti Microsoft používaných pro rozhraní Metro.
4.3 Návrh a analýza používání gest
Většina hlavních funkcí aplikace internetového prohlížeče by měla být ovládatelná pomocí
uživatelem navolených gest. Konkrétně se jedná o tyto funkce:
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• navigace — operace zpět, vpřed, domů, aktualizovat stránku, zobrazit záložky, přejít
do panelu pro zadání URL
• zkratky pro uložené záložky — každá webová stránka uložená v záložkách může
mít právě jedno gesto, které ji vyvolá v prohlížeči
• další funkce — ovládání doplňkových funkcí, jako je přiblížení/oddálení obsahu
stránky, změna režimu postavy (stojící/sedící), vypnutí/zapnutí režimu kurzoru přes
Kinect.
Gestem se rozumí spojitý tah jedné nebo dvou rukou, který má přesně určený svůj začá-
tek a konec. Možností, jak zahájit a ukončit rozpoznávání gesta pouze za pomocí interakcí
se senzorem je více.
Diskutované možnosti započetí a konce snímání gesta:
• předem definovanou pozicí rukou — aplikace by rozeznala, kdy uživatel dá své
ruce do nějaké předem určené polohy, například zkřížení rukou na hrudi. Tato me-
toda se později ukázala být jako neefektivní, protože uživatele nutila dělat mnoho
zbytečných pohybů a při delším testování docházelo k únavě.
• hlasovým ovládáním — začátek a konec načítání gesta může být uvozen hlasovým
povelem. Tato možnost je funkční, ale protože ostatní části aplikace s hlasovými povely
nepočítají, byla by implementace této části neúměrná jejímu využití.
• detekcí pohybu — sledování rukou by probíhalo neustále. Ve chvíli, kdy by rozdíl
pozice ruky za čas byl větší, než předem určená hodnota, byl by detekován pohyb
ruky a spuštěno snímání gesta. Naopak v okamžiku, kdy by se pohyb ruky zmenšil,
bylo by snímání ukončeno. Zde ovšem vzniká velká možnost nechtěného čtení gest,
při různých pohybech uživatele. Tato metoda je více popsáná v následujícím článku
[20]
• interakcí ruky — další možností, jak určit začátek a konec snímání gesta, je využití
funkcíMicrosoft Kinect Toolkit, pro zjišťování dlaní. Jako dobře použitelná se ukázala
možnost, kdy snímaný uživatel sevřením dlaně v pěst započne čtení a opětovným
rozevřením čtení gesta ukončí. Navíc je tak možnost i oddělit gesta pouze pro levou
nebo pravou ruku, či kombinaci obou. Tato možnost byla po testování nakonec zvolena
pro implementaci v ukázkové aplikaci.
Algoritmus pro rozpoznávání gesta a jeho vlastnosti jsou popsány v kapitole 5.3.
4.4 Počet kombinací gest a jejich použitelnost
Jak bylo uvedeno v předchozích kapitolách, užité načítání gest má určitá omezení. Je jimi
hlavně omezený počet směrů, kterých mohou gesta nabývat a libovolná délka jednotlivých
směrů gesta. Tato omezení podstatně zmenšují množinu celkově rozeznatelných jedinečných
gest. Pro určení počtu jedinečných gest, které mohou být použity slouží následující vztah,
Cn = S pro n = 1
Cn = (S − 1)n−1 ∗ S + Cn−1 pro n > 1
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kde S;S ∈ N značí počet směrů, které gesto může nabývat (v použitém algoritmu platí
S = 6. Dále pak n;n ∈ N je maximální počet směrů gesta a C je výsledný počet kombinací
jedinečných gest.
Výsledný počet gest, které může aplikace v různých režimech užívání zpracovat je uve-
den v tabulce 4.1. Délka gesta může být libovolná, počet jeho kroků tedy také. Praxe ale
Maximální
počet směrů Pouze jedna ruka Jedna z rukou
Jedna z rukou
nebo jejich kombinace
1 6 12 24
2 36 72 144
3 186 372 744
4 936 1872 3744
5 4686 9372 18744
Tabulka 4.1: Počet možných jedinečných gest při různých režimech zadávání
ukázala, že delší gesta nežli 4 kroky nemají využití. Některá gesta, hlavně ta prováděná
společně dvěma rukama, se ukázala být pro užití nevhodná (Kapitola 6.3.2). I tak je počet
proveditelných gest pro užití aplikace dostatečný.
4.5 Návrh myši pomocí senzoru Kinect
Režim ovládání senzoru myši je pro aplikaci webového prohlížeče velice důležitý. Při správ-
ném nastavení umožňuje ovládat kompletní procházení webovými stránkami pouze za pou-
žití zvolené primární ruky bez nutnosti užití dalších periferních zařízení, jako jsou myš či
klávesnice.
Uživatel má možnost si v nastavení aplikace zvolit primární ruku, která bude použita
pro ovládání kurzoru myši. Pohyb této ruky je pak přepočítáván na souřadnice uvnitř okna
a na tyto souřadnice je nastavena aktuální pozice myši. Protože Kinect umožňuje snímání
v poměrně vysoké snímkovací frekvenci (kapitola 2.4), je při dobrých podmínkách pohyb
myši a její reakce dostatečně plynulý.
Kliknutí myší na aktivní prvek je pak vyvoláno interakcí primární ruky, kdy dlaň této
ruky provede uzavření a opětovné rozevření dlaně. Stejně tak jako pozice primární ruky je
aktuálním kurzorem signalizovaný i stav ruky — uzavřená, či rozevřená dlaň pravé nebo
levé ruky. Při najetí nad pole pro zadávání textu je pak kurzor změněn na indikaci zadávání
textu (Obrázek 4.2).
Pokud obsah nějakého prvku přesahuje zobrazitelné hranice, je možné tento obsah po-
sunovat metodou Drag&Drop. Uživatel sevře ruku, čímž stránku
”
chytne“ a tahem ruky
nahoru nebo dolů (případně doleva či doprava) posunuje obsah okna. Puštěním (rozevře-
ním) ruky posun obsahu ukončí. Posun obsahu je samozřejmě možný i přes posuvníky.
Protože snímání ruky převáděné na pozici kurzoru myši nedosahuje takové přesnosti,
jako klasické používání počítačové myši, je uživateli dána možnost zapnout označování
aktivních odkazů uvnitř webové stránky. Při najetí nad odkaz je tak tento orámován pro




Součástí této práce je i ukázková aplikace, která využívá metod a algoritmů předložených
v předchozích kapitolách. Tato část podrobněji vysvětluje některé klíčové části implemen-
tace této aplikace.
5.1 Implementační jazyk a prostředí
SpolečnostMicrosoft nabízí k zařízení Kinect také SDK a Toolkit. Tyto knihovny podporují
programovací jazyky C++, C# a Visual Basic. Přesto. že jsem s jazykem C# neměl žádné
dřívější zkušenosti, pro implementaci ukázkové aplikace jsem si vybral právě tento, přede-
vším kvůli jeho jisté podobnosti s jazykem Java, se kterým jsem již dříve pracoval. Jako
prostředí pro implementaci jsem využil školní licence programu Microsoft Visual Studio,
které je pro úspěšnou práci s SDK potřeba.
Pro samotné uživatelské rozhraní jsem použil grafické API Windows Forms které je
součástí Microsoft .NET Framework. Jedná se o starší prostředí, jehož použití se později
ukázalo jako ne úplně šťastná volba. Některé funkce (např. průhlednost prvků) toto pro-
středí totiž nepodporuje.
Jádrem prohlížeče je pak modul Internet Explorer, tedy prohlížeč standardně dodá-
vaný s OS Windows. Využití tohoto modulu se ukázalo jako nejproblematičtější část celé
implementace. Na tyto problémy jsem však narazil až v pozdější fázi, kdy by změna imple-
mentačního grafického prostředí byla již neúměrně časově náročná. Více o řešení je popsáno
v kapitole 5.5
Práci se samotným jazykem C# , dodávané SDK a Toolkit od společnosti Microsoft
ale i MS Visual Studio 2013 a MS Team Fundation pro verzování kódu, hodnotím velice
pozitivně.
5.2 Získání a sledování postavy
Tato kapitola v krátkosti ukáže implementaci snímání a sledování postavy pomocí senzoru
Kinect. Samotný princip snímání postavy senzorem je blíže uveden v kapitole 2.3.
Pro získání a sledování postavy je v Kinect SDK 1.5 a vyšším připraven datový proud
s názvem SkeletonStream. Po jeho aktivování (SkeletonStream.Enable) začne senzor
načítat a poskytovat data o sledovaných postavách. Při každém vytvoření a zpracování
nového snímku pomocí hloubkového senzoru vyšle senzor událost SkeletonFrameReady,
která indikuje, že je možné přistupovat a pracovat s novými daty o sledovaných postavách.
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Data o načtených postavách (až 2 kompletně sledované a 4 se zaměřenou pozicí) jsou
přístupné v poli Skeleton. Protože ukázková aplikace pracuje pouze s jednou sledovanou
postavou, je nutné vybrat správný skeletální model. Tím je určena ta postava, která je
kompletně sledována (zaměřena) nejdelší dobu. Při ztrátě této postavy ze zorného pole je
pak (je-li dostupná) vybrána postava nová, která je dále brána jako hlavní postava.
Při nalezení nové hlavní postavy, která je úspěšně sledována (má nastaven příznak
SkeletonTrackingState na hodnotu Tracked), poskytuje mnou implementovaná třída
skeletalProcessing událost skeletalTrackedEvent, na kterou mohou různé části apli-
kace reagovat. Stejně tak při ztrátě sledované postavy je vyslána událost skeletaLostEvent.
Načtený skeleton může být zobrazen v aplikaci pomocí třídy skeletonView.
5.3 Vytváření a načítání gest
Gesto je v ukázkové aplikaci možno vytvořit a přiřadit k operaci dvěma možnými způsoby.
Jednak to je přímou cestou přes seznam gest v nastavení aplikace, jednak potom pomocí
Průvodce nastavení gest, ve kterém by mělo být možné jednoduše nastavit všechna gesta
pro ovládání aplikace najednou (Obrázek 5.1). Gesta jsou převedena do podoby textového
Obrázek 5.1: Vlevo přímé vytvoření gesta, vpravo Průvodce nastavení gest
řetězce (5.4) a uložena pomocí třídy globalSettings do XML souboru nesoucího perzistentní
data aplikace.
Načítání uživatelských gest a jejich následné rozpoznání provádí samostatná vrstva apli-
kace (Obrázek 3.2). Samotné čtení gesta provádí třída gestureReader, která je ovládána
interakcemi rukou ze třídy BPInteractionProcessing. Pro práci s gesty je potřeba od sen-
zoru získat data ze SkeletonStream (pozice rukou) ale i DepthStream (hloubková data),
který ve spojení s předchozím vytváří InteractionStream (interakce rukou).
Pokud je aktivní načítání gest, je při sevření ruky (událost handGrip) spuštěním metody
startNewGesture započato ukládání bodů cesty sevřené ruky (událost gestureReadingStart).
Gesto může tvořit cesta levé nebo pravé ruky, případně cesta obou. Načítání končí až ve
chvíli, kdy mají obě snímané ruce opět otevřenou dlaň (událost handGripRelease).
Po ukončení načtení je načtená cesta ruky (rukou) analyzována. Pokud je počet získa-
ných bodů příliš malý, znamená to pravděpodobně nechtěně načtené nebo jinak poškozené
gesto. Takové gesto je ignorováno. Informaci o této skutečnosti předává vyvolaná událost
shortGestureRead. Pokud je načtena cesta gesta pro obě ruce, jsou ověřeny délky pro kaž-
dou ruku zvlášť. Je-li aspoň jedna ze zaznamenaných cest ruky v požadované délce a formě,
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je s touto dál pracováno. Minimální délka (počet bodů) gesta se dá podle potřeby měnit
v nastavení aplikace.
Gesto, jehož délka a formát odpovídá požadavkům, je analyzováno a převedeno na po-
sloupnost znaků (více v kapitole 5.4). Postup převodu gesta na znaky ukazuje zjednodušený
algoritmus 5.2. Zpracované gesto je uloženo pro další práci do objektu třídy gesture a ná-
sledně je odeslána událost gestureComplete, která informuje ostatní části aplikace, že bylo
úspěšně načteno gesto a případně je možné načítat nové.
Samotnou reakci prohlížeče na gesto obstarává třída browserGestureReaction, která
porovná textový řetězec zaznamenaného gesta s uloženými gesty a v případě nalezení shody
provede operaci gestu přiřazenou. V opačném případě informuje uživatele pomocí zprávy
ve statusBaru aplikace, že provedené gesto není přiřazeno k žádné operaci. Tím končí práce
s načteným gestem a toto (kromě zapsaní do logu aplikace) je zapomenuto.
5.4 Rozpoznávání gest
Pro rozpoznání gest v ukázkové aplikaci jsem zvolil vlastní úpravu čtyřsměrového algo-
ritmu[3]. Protože senzor umožňuje snímání pozice rukou ve třech osách, rozšířil jsem tento
algoritmus o další dva směry, které značí pohyb ruky směrem vpřed (k senzoru) a vzad (od
senzoru). Výstupní řetězec analyzované cesty může tedy být složen z následujících směrů:
• A — Vpřed (Ahead) — směrem k senzoru
• B — Vzad (Back) — směrem od senzoru
• L — Vlevo (Left)
• R — Vpravo (Right)
• U — Nahoru (Up)
• D — Dolů (Down)
5.4.1 Převedení gesta na řetězec
Klasifikace cesty gesta na jednotlivé směry probíhá jednoduchou, ale pro účely aplikace
účinnou, metodou. Dráha gesta je složená ze seznamu bodů, které odpovídají pozici ruky
během získávání dat ze senzoru Kinect. V ideálním případě je ruka zaznamenána 30× za
vteřinu, průměrné gesto uživatelů pak při testování tvořil seznam do 60 bodů 6.3.
Algoritmus vždy porovná dva po sobě jdoucí body a zjistí směr pomyslné úsečky kterou
určují. Pro jednoduchost se v obrázku 5.3 a v kódu 5.2 pro rozpoznání gesta provádí operace
pouze v rovině. Ukázková aplikace pracuje s prostorovými daty, gesta tedy mohou nabývat
i hloubky. Pro samotný algoritmus to ovšem znamená pouze drobné rozšíření.
Do řetězce je znak nového směru uložen pouze tehdy, pokud není shodný s předchozím
načteným směrem. Tím je zajištěno, že načtené hrany gesta nemusí být vždy stejně dlouhé.
5.4.2 Předcházení chyb gesta
Zvolený algoritmus umožňuje, aby hrany gesta měly vždy jinou délku, ale přitom byly vždy
klasifikovány stejně (Obrázek 5.4). Toto chování podstatně snižuje množství kombinací, kte-
rých gesto může nabývat, ale naopak podstatně zvyšuje volnost při zadávání. Při testování
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1 char direction; // znak určeného směru
2 char lastDirection = ’’;// znak předchozího směru
3 string gesture = ””; // řetězec načteného gesta
4
5 // ověříme každou dvojici po sobě jdoucích bodů
6 // pathPoints obsahuje seznam bodů načteného gesta
7 for(int i = 1; i < pathPoints.Count(); i++)
8 {
9 // pokud jsou body stejné, jsou přeskočeny
10 if(pathPoints[i] == pathPoints[i − 1])
11 continue;
12
13 // vzdálenosti bodů v˜ose X a Y
14 int xLenght = Math.Abs(pathPoints[i].X − pathPoints[i − 1].X);
15 int yLenght = Math.Abs(pathPoints[i].Y − pathPoints[i − 1].Y);
16 if(xLenght > yLenght) // vodorovný směr
17 {
18 if(pathPoint[i].X > pathPoint[i − 1].X) // směr vpravo
19 direction = ’R’;
20 else // směr vlevo
21 direction = ’L’;
22 }else // svislý směr
23 {
24 if(pathPoint[i].Y > pathPoint[i − 1].Y) // směr dolů
25 direction = ’D’;
26 else // směr nahoru
27 direction = ’U’;
28 }
29
30 if(direction != lastDirection){
31 // pokud se předchozí směr nerovná současnému,




36 lastDirection = direction;
37 }
Obrázek 5.2: Zjednodušený algoritmus pro určení textového řetězce gesta; Jazyk C#
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Obrázek 5.3: Kroky načítání gesta. Zleva: gesto provedené uživatelem; body cesty gesta
načtené senzorem; interpretované gesto — řetězec DR
(Kapitola 6.3.1) se prokázalo, že při zadávání gesta uživatelem dochází k velkým odchyl-
kám právě v délce jednotlivých směrů gesta. Navíc množství kombinací gest, které nastavení
algoritmu umožňuje vytvořit je i tak stále dostatečně vysoké (Kapitola 4.4).
Obrázek 5.4: Zdánlivě rozdílná gesta, která jsou klasifikována stejným řetězcem DR
Větší problém při interpretaci gesta reprezentuje chyba měření a chyba při zadávání
gesta uživatelem. Ačkoliv jsou vstupní data před zpracováním filtrována (Kapitola 2.8),
je zde možnost, že uživatel při zadávání bude chybovat (únava, nepřirozená pozice ruky).
Proto i filtrovaná data mohou při interpretaci pomocí zvoleného algoritmu vykazovat vel-
kou chybovost (Obrázek 5.5). Řešením této situace je aplikace dalšího filtru. Protože, jak
Obrázek 5.5: Chybně interpretované gesto - výsledný řetězec bude DRURDR, místo poža-
dovaného DR
již bylo zmíněno, je gesto tvořeno větším množstvím úseků, ukázal se jako velmi účinný po-
stup jednoduché průměrování. Tento algoritmus zjistí nejčastější (průměrný) směr předem
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definovaného počtu předchozích úseků včetně úseku současného. Výsledným směrem kroku
je potom ten, který se v seznamu porovnávaných směrů vyskytoval nejčastěji.
Pokud by při průměrování nabývaly některé směry stejných hodnot, je pro daný krok
porovnání vždy zvětšován počet porovnávaných kroků o 1, dokud není nalezen jednoznačně
převažující směr. Velikost vyhlazení filtru je možné určovat změnou počtu průměrovaných
předchozích směrů. Pro průměrná gesta o délce 60 bodů se ukázala být ideální hodnota
20 průměrovaných úseků. Vyšší hodnoty příliš prodlužují minimální počet bodů které musí
směr nabývat aby byl správně interpretován, nižší hodnoty jsou pak více náchylné na chyby
vstupních dat.
5.5 Myš ovládaná pomocí senzoru Kinect
Pro ovládání myši, pomocí senzoru Kinect je nutné využití interakcí rukou, tedy dat, které
senzor poskytuje pomocí InteractionStream. Data o stavu a pozici rukou, která jsou po-
skytnuta s každou aktualizací tohoto datového proudu pomocí objektu typu
InteractionHandPointer obsahují mimo jiné také informace o stavu ruky (sevřena/roze-
vřena) a pozici ruky v osách X a Y přepočítanou z trojrozměrného snímání. Tyto souřadnice
v desetinném vyjádření, kde −1.0 ≤ X,Y ≤ 1.0 určují pozici ruky v rámci snímané plochy.
Protože však podmínky pro snímání mohou být značně rozdílné, mohou tato data být velice
často mimo tyto meze, nebo jich naopak nikdy nemusí dosáhnout.
Při testování aplikace byly zjištěny průměrné hranice pro snímání, které aplikace pou-
žívá jako výchozí a které ve většině případů dostačují k bezproblémovému užívání myši
přes ovladač. I přes to je ale dobré, minimálně při prvním spuštění aplikace nebo při pře-
místění pozice senzoru, spustit Průvodce kalibrací režimu Kinect myš (Obrázek 5.7). Ten
uživatele požádá o dvojí stisknutí ruky v jednotlivých krajních mezích snímatelné plochy a
ze získaných hodnot spočítá použitelné rozmezí pro ovládání.
Obrázek 5.6: Průvodce kalibrací režimu Kinect myš
Výsledná pozice myši v rámci okna je pak počítána právě v rozmezí takto nakalibro-
vaného prostoru. Pokud se ruka vyskytuje mimo rozsah kalibrované plochy, je k této ploše
vztažena. Protože data senzoru pracují s počátkem souřadného systému umístěného upro-
střed snímané plochy, je pro přepočet nutné přesunout počátek do levého horního rohu, což
je bod se kterým pracují okna aplikace.
Po této operaci je již možné získat pozici myši v oblasti okna pomocí vynásobení vstup-
ních korigovaných dat koeficientem velikosti okna. Ten je pro obě osy získán z poměru
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Obrázek 5.7: Znázornění přepočtu počátku souřadného systému dat ze senzoru pro určení
pozice myši v okně
velikosti kalibrované oblasti a velikost okna aplikace.
Při použití režimu myši přes Kinect je nahrazen běžný kurzor myši většími symboly
reprezentující ovládání rukou, které jsou dobře viditelné i z větší vzdálenosti (Obrázek 4.2).
Zde ovšem nastává problém s užitým IE modulem webového prohlížeče. Ten, ačkoliv je
součástí WinForms, tak není jako ostatní prvky tohoto API zděděn od třídy Control a ne-
umožňuje tedy práci s kurzorem, ani jiné standardní chování, známé z ostatních ovládacích
prvků. Naopak chování tohoto modulu je značně rozdílné — při najetí myší nad prvek je
vždy vynucen vzhled kurzoru zvolený modulem a i globální změna statické třídy Cursor,
jinak platná pro celou aplikaci, je ignorována.
Řešením tohoto problému je překrytí celého modulu prohlížeče stejně velkým panelem
se standardním chováním, který přebírá a vykresluje do své oblasti obraz z modulu pod
ním. Ačkoliv se nejedná o příliš legitimní metodu, ukázala se jako funkční.
Další problematikou je virtuální
”
kliknutí“ pomocí ruky přes senzor Kinect . Jako klik-
nutí je považováno sevření a opětovné rozevření dlaně primární ruky. Protože jsou v aplikaci
použity vlastní ovládací prvky, není problém na kliknutí reagovat pomocí kódu, reagujícího
na událost ruky. Při užití přímo v oblasti webového prohlížeče tato možnost ovšem chybí.
Východiskem je tedy použití metody z .NET knihovny System.Runtime.InteropServices,
která umožňuje vytvořit událost kliknutí myši na dané pozici v rámci celého operačního
systému. Zpracování kliknutí v rámci webového prohlížeče popisuje obrázek 5.8.
Obrázek 5.8: Blokové schéma postupu při kliknutí v režimu Kinect myš na webový prohlížeč
Protože takto uměle vyvolané události kliknutí jsou společné pro celý operační systém,
je nutné nějak zamezit nechtěnému provádění operací mimo okno prohlížeče. V režimu
myši přes senzor Kinect je tedy pozice myši vynucena právě do oblasti okna prohlížeče a
zamezeno opuštění těchto hranic.
5.6 Filtrování vstupních dat
Jak již bylo vysvětleno v kapitole 2.8, i přes relativně vysokou přesnost měření pozice
postavy je nutné vstupní data filtrovat. Verze MS Kinect SDK 1.5 a vyšší má již funkci
filtrování implementovanou, konkrétně pomocí dvojitého exponenciálního vyhlazování [7].
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Díky této možnosti odpadá nutnost implementace této části.
Pro použití stačí vytvořit objekt typu TransformSmoothParametrs a nastavit jeho vlast-
nosti:
• Smoothing (vyhlazení) — určení míry vyhlazení vstupních dat. Čim vyšší hodnota,
tím je výstup více vyhlazen, ale méně reaguje na
”
syrová“ vstupní data s větší latencí.
Hodnoty musí být v rozsahu 0 až 1.0.
• Correction (korekce) — parametr koriguje delší dobu reakce na vstupní data. Čim
vyšší hodnotu tento parametr nabývá, tím větší váhu vstupní data dostávají, ale
snižuje se míra vyhlazení. Parametr může nabývat hodnot 0 až 1.0
• Prediction (předpověď) — určuje počet snímků, které budou předpovídány dopředu.
Umožňuje tak menší zpoždění reakcí filtru. Vyšší hodnoty ovšem mohou způsobovat
nepřesnosti. Musí být nezáporné.
• JitterRadius (poloměr chvění) — Určuje poloměr (v metrech), ve kterém bude to-
lerováno chvění uzlů (vlivem chyby měření). Pokud chvění přesáhne tuto hranici, je
pozice uzlu vztažena právě k tomuto poloměru.
• MaxDeviationRadius (Maximální poloměr odchylky) — nastavuje maximální polo-
měr (v metrech), o který může být pozice filtrovaného uzlu vzdálena od pozice dané
nefiltrovanými daty. Pokud filtrovaná pozice tuto hranici přesáhne, je vztažena k to-
muto poloměru.
Objekt s nastavením filtru je potom během aktivace předán datovému proudu SkeletonStream
a tím je filtrování zapnuto. Ačkoliv samotné uživatelské rozhraní aplikace neumožňuje
změnu nastavení filtru, pro testovací účely je možné editovat příslušné hodnoty v XML
souboru nastavení aplikace.
Obrázek 5.9: Graf reakce filtrovaných dat na skokovou změnu a náhlou špičku ve vstupních
datech při různých nastavení filtru
Dokumentace společnostiMicrosoft [5] uvádí několik ukázkových nastavení hodnot, které
jsem zahrnul do testování optimálního nastavení filtru. Obrázek 5.9 ukazuje dvě z nastavení,
které byly testovány. Na levém grafu je vidět zhoršení reakce na náhlé změny při vyšší hod-
notě predikce, na druhém pak delší doba odezvy při větší hodnotě vyhlazování. Pro účely
aplikace se nakonec ukázalo jako vhodné jedno z doporučených nastavení firmou Micro-
soft. Zde jsou všechny hodnoty filtru, kromě maximálního poloměru odchylky, nastaveny na




Následující kapitola popisuje použitou metodiku uživatelského testování a předkládá a vy-
hodnocuje jeho výsledky.
6.1 Metodika testování
Vzhledem k povaze NUI rozhraní, neexistují žádná konkrétní metodika pro objektivní vy-
hodnocení použitého rozhraní. To co může být pro některé uživatele pohodlným a přiroze-
ným ovládáním se může jiným lidem jevit jako velice obtížně využitelné. Pro získání odezvy
na uživatelské rozhraní jsem tedy vycházel převážně z dotazníků vyplněných uživateli, kteří
měli možnost aplikaci vyzkoušet. Vzorem pro vytvoření testu mi pak byl postup uvedený
v práci Using MS Kinect Device for Natural User Interface[2]
Obrázek 6.1: Graf rozložení věku účastníků testování
Samotného testování se zúčastnila skupina 17 lidí různého věku a úrovně zkušeností
práce s počítačem a dotykovými zařízeními. Tato skupina byla složena převážně z řad
mých přátel a rodinných příslušníků. Rozložení věku respondentů ukazuje graf 6.1, jejich
zkušenosti s prací s běžnými počítačovými aplikacemi a s dotykovými zařízeními potom
graf 6.2
Testování probíhalo u stolního počítače s 24” displejem, kdy byl senzor Kinect umístěn
10 cm pod monitorem. Uživateli byla dána možnost vybrat si, zda bude provádět testování
ve stoje, či v sedě s tím, že na konci testování byl požádán o vyzkoušení ovládání ve druhé
poloze, než si zvolil (Kapitola 6.2). Testování proběhlo již na kalibrovaném zařízení, právě
pro tyto podmínky. Snímaná data by tak neměla být zkreslená.
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Obrázek 6.2: Graf vlastního hodnocení úrovně práce s počítačem a aktivní zkušenosti s do-
tykovými zařízeními
6.2 Průběh testování
Aby byla výsledná data co nejrelevantnější, mělo samotné testování jednotlivými uživateli
vždy stejný průběh. Ten by se dal rozdělit do několika následujících kroků:
• Seznámení s aplikací — než uživatel započal samotnou práci s webovým pro-
hlížečem, byl seznámen s cílem práce. Samotné rozhraní aplikace a práce s ním však
představeny nebyly, protože právě ty byly cílem testování.
• Nastavení gest — uživateli byl spuštěn průvodce nastavením gest, ve kterém si
postupně sám zvolil vlastní gesta pro jednotlivé operace s prohlížečem. Tím se také
seznámil s konceptem ovládání pomocí gest
• Užívání aplikace— uživatel byl požádán o odložení myši a klávesnice a o vyzkoušení
procházení internetu pouze za použití myši přes Kinect a bezdotykových gest. Aby
byla získaná data co nejobjektivnější, plnil každý uživatel v této fázi stejné úlohy:
– Přihlášení do emailové schránky — uživatel měl za úkol vstoupit do webo-
vého rozhraní své emailové schránky a zkontrolovat příchozí poštu.
– Čtení zpravodajství — úkolem bylo otevřít zpravodajský server Novinky.cz a
projít si hlavní zpravodajství dne.
– Nalezení informace přes vyhledávač — poslední částí bylo otevření libovol-
ného vyhledávače a nalezení pojmu
”
Kinect“
• Vyplnění dotazníku — uživateli byl předložen dotazník, ve kterém odpověděl na
několik jednoduchých otázek ohledně pohodlnosti a intuitivnosti ovládání.
• Změna polohy užívání— v posledním kroku byl uživatel požádán aby změnil svoji
polohu, ve které byl snímán (sedící uživatel se postavil a naopak). V této poloze byl
požádán o následující kroky:
– přiblížení aktuální internetové stránky
– otevření předpřipravené stránky ze záložek
– otevření stránky www.fit.vutbr.cz
– návrat na domovskou stránku
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Během celého testování jsem se zaměřil hned na několik aspektů aplikace. Mezi sledovaná
data se řadí:
• gesta zvolená uživatelem (6.3.1)
• průběh zadávaného gesta (délka, přesnost) (6.3.1)
• čas pro splnění úkolů práce s webem (6.3.3)
• subjektivní dojmy z užívání - vyhodnocení dotazníku (6.3.4)
V samotném dotazníku pak uživatel hodnotil následující dojmy:
• pohodlí nastavení gest
• pohodlí užití gest
• pohodlí ovládání myši rukou
• přesnost ovládání myši rukou
• přesnost kliku pomocí myši rukou
• pohodlí použití softwarové klávesnice
• přehlednost uživatelského rozhraní
• preferovaná poloha ovládání (stojící či vsedě).
Poslední otázkou bylo slovní shrnutí dojmů z aplikace a návrhů možného vylepšení
chování. Vyhodnocení předešlých operací uživatele a dotazníku je uvedeno v kapitole 6.3.
6.3 Výsledky testování
V této kapitole se pokusím shrnout některé výsledky testování. Protože byl testovaný vzorek
poměrně malý a rozložení zkušeností testovaných uživatelů úplně neodpovídá reálnému
stavu, relevance těchto není úplně stoprocentní. Avšak pro udělání si obrazu o jednotlivých
aspektech užívání aplikace a jako zpětná vazba mé práce dostačuje.
6.3.1 Vlastnosti gesta
U gest bylo sledováno hned několik faktorů. Především se jednalo o typ gesta užitého pro
jednotlivé operace, dále pak délka gesta a jeho přesnost.
Při zadávání gest se ukázalo, že uživatelé, kteří mají zkušenosti s dotykovými zařízeními
mají tendence přiřazovat různým operacím podobná gesta. U uživatelů, kteří s takovýmito
zařízeními běžně nepracují byla zvolená gesta rozdílnější a mnohdy i překvapivě složitější.
Příklady stejně zvolených gest ukazuje obrázek 6.3.
Uživatelé, ačkoliv, byli informování o možnosti kombinování gest pomocí obou rukou
tuto možnost v zásadě až na výjimky příliš nevyužívali(Kapitola 6.3.2). Zmíněnou výjim-
kou jsou ovšem gesta pro zvětšení a zmenšení obsahu stránky, kdy shodně téměř 60%
respondentů zvolilo pohyb rukou k sobě, resp. od sebe.
Stejně tak využití třetího rozměru, tedy směru k nebo od senzoru, se ukázalo být velmi
nízké. Toto chování bych přisuzoval zvyku uživatelů. Většina dnešních zařízení používá
ovládání pouze v 2D prostoru, využití třetího rozměru tak nepřijde uživatelům přirozené.
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Obrázek 6.3: Opakující se gesta různých operací a procentuální množství uživatelů, kteří
tato gesta volila.
Všechny cesty gest sejmutých během testování byli zaznamenány pro budoucí užití.
Pomocí těchto dat jsem mohl zkoušet optimální nastavení filtrování vstupních dat senzoru,
ale i samotného vyhodnocení gesta.
Jednou ze společných vlastností prováděných gest byl rozdíl délky různých směrů. Všeo-
becně je možné říci, že vodorovné směry (vlevo a vpravo) byli při načítání v průměru o 30%
delší, nežli směry svislé.
Průměrná délka celého gesta pak v získaných vzorcích činila 40 bodů. Při snímání frek-
vencí 15 snímků za vteřinu tato hodnota znamená, že průměrná délka zadávaného gesta
byla 1.6 vteřiny.
6.3.2 Gesta obou rukou
Při cíleném testování užitelnosti obou rukou, které neprováděla zmíněná skupina testo-
vacích uživatelů, ale pouze pár vybraných pomocníků, byla zkoušena využitelnost těchto
gest. Hlavním zjištěním je, že provádění gest oběma rukama je pro soustředění člověka vý-
razně náročnější. Výrazněji se projevuje vliv delších gest, kdy již od dvou směrů může být
provedení gesta velice náročné.
Zásadním problémem jsou pak některé kombinace směrů rukou. Pokud provádějí ruce
stejný směr, je možné provádět i poměrně dlouhá gesta bez větších problémů. V případně
protichůdných směrů, kdy jde jedna z rukou například vzhůru a druhá naopak dolů, je již
nutná jistá koncentrace ale takovéto gesta jsou stále poměrně proveditelná.
Je-li ovšem trasa gesta každé ruky úplně nezávislá, či je-li počet směrů trasy každé
ruky rozdílný, jsou tato gesta, dokonce pokud nabývají pouze jednoho směru, velice těžko
proveditelná a téměř nereprodukovatelná.
6.3.3 Prohlížení webu pomocí aplikace
Jak již bylo řečeno v kapitole 6.2, testovací uživatelé byli požádání o několik kroků, které
měli simulovat standardní prohlížení webu. Tyto kroky byli rozděleny na dvě části. U obou
těchto částí bylo sledováno chování uživatelů a hlavně čas, za který byli schopni úkoly
vypracovat.
Dojmy z tohoto užívání pak uživatelé hodnotili v dotazníku, který je shrnut v kapi-
tole 6.3.4.
Vypracování všech požadovaných kroků se povedlo bez vnější pomoci všem uživatelům
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kromě jednoho. Tím byl uživatel, který uvedl, že počítač nepoužívá. Při radách jak postu-
povat však ale i tento byl schopen jednotlivé úlohy splnit.
Podstatně větší rozdíl byl však v čase plnění těchto úkolů, které shrnuje obrázek 6.4.
Zde bylo možné sledovat velké rozdíly mezi jednotlivými skupinami uživatelů. Při sledování
rychlosti vypracování úloh je možné sledovat korelaci s úrovní znalosti práce na PC a
hlavně s aktivním používáním dotykových zařízení v běžném životě. Naopak například věk
uživatelů nehrál v testování tak velkou roli.
Obrázek 6.4: Časy pro vypracování testovacích úloh jednotlivých skupin uživatelů
U všech uživatelů bylo při provádění druhé sady úkolů vidět značné zrychlení a zvýšení
plynulosti práce.
Zajímavostí bylo například chování uživatelů v případě potřeby kliknutí na drobnější
aktivní prvek (odkaz). Zatímco všichni uživatelé, kteří uvedli, že dotykové zařízení nevlastní,
se pokoušeli tento prvek opakovaně
”
trefit“, 50% uživatelů dotykových zařízení instinktivně
použilo gesto pro přiblížení obsahu stránky a tím si usnadnilo samotné kliknutí. Z tohoto
příkladu plyne, že i u NUI rozhraní je nutné počítat s jistou měrou nutnosti učení.
Jako primární ruku si pak 100% uživatelů zvolilo bez větších úvah tu ruku, kterou
v běžném životě používají k psaní.
6.3.4 Dotazník subjektivního hodnocení
Dotazník byl složen, vyjma jedné otázky, z dotazů, kde byl uživatel požádán o hodnocení
pomocí číselné klasifikace známé ze škol (5 stupňů, kde platí, že 1 – nejlepší, 5 – nejhorší).
Vyhodnocení dat získaných z dotazníku ukazuje graf 6.5.
Obrázek 6.5: Hodnocení jednotlivých aspektů práce s aplikací
Zmíněnou otázkou, která se vymykala číselnému hodnocení byl dotaz na preferovanou
pozici ovládání aplikace. Zde možná trochu překvapivě uvedlo 76% dotázaných, že by po
získaných zkušenostech upřednostnilo pozici ve stoje.
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Toto přisuzuji dvěma faktorům. Jedním je pravděpodobně přirozenější poloha pro pro-
vádění gest a ovládání kurzoru myši. Ovládání aplikace se mnohdy nápadně podobá gesti-
kulaci člověka v běžném životě. K té dochází výrazně více u stojících, nežli u sedících lidí.
Proto je možné, že i bezdotykové ovládání je pro mnoho lidí přirozenější právě ve stojící
podobě.
Druhým a pravděpodobně významnějším faktorem je fakt, že většina uživatelů zvolila
pro první sadu testovacích úloh pozici vsedě. Druhou sérii úloh tak plnili právě ve vzpří-
mené pozici. Protože podle sledování i podle časových údajů bylo vypracování druhé série
úkolů výrazně rychlejší a plynulejší, je pravděpodobné, že se i samotným uživatelům zdálo
pohodlnější. Tento fakt pak může zkreslovat údaj, která poloha je uživatelem preferována.
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Kapitola 7
Užití aplikace a další vývoj
Tato kapitola v krátkosti uvede možnosti nasazení a využití ukázkové aplikace v běžném
životě a nutné úpravy s ním spojené. Dále je také naznačeno možné pokračování ve vývoji
aplikace a směry kterými by se mohlo ubírat.
7.1 Využití aplikace
Protože aplikace používá pro vykreslování stránek jádro běžně používaného prohlížeče,
nemělo by při procházení internetových stránek docházet k žádnému omezení ze strany
obsahu. Aplikace tak může najít využití všude tam, kde je potřeba poskytnout uživatelům
přístup do celosvětové sítě. Hlavní využití bych viděl v podobě veřejných terminálů, které
jsou již dnes běžně dostupné na veřejných místech (pošty, knihovny, úřady, nádraží,. . . )
ale i na společenských akcích, jako jsou výstavy či festivaly. Efektivita práce s internetem
pomocí implementovaného NUI rozhraní není sice tak vysoká jako běžná práce s myší a
klávesnicí, ale poskytuje velice dobrou alternativu s řadou výhod.
Mezi ty bych zařadil bezdotykové používání, kdy se uživatel fyzicky vůbec nedostane
do styku se zařízením, což je na veřejných místech dobré hned z několika důvodů. Jedná se
především o hygienické důvody, ale také, že uživatel takového terminálu se může dostat do
blízkosti pouze obrazovky a senzoru, které mohou být umístěné například za ochranným
sklem. Díky tomu se dá omezit možnost poškození či odcizení používané technologie. Další
výhodou je, že v současné době jsou alternativní styly ovládání, které rozhraní NUI posky-
tuje u velké skupiny lidí populární a užití takové aplikace může být atraktivní a zábavné.
7.2 Budoucí směr aplikace
Směrů, kterými by se mohla aplikace dále vyvíjet vidím hned několik. Tím základním je
rozvoj samotné aplikace webového prohlížeče, kdy by se s ohledem na ovládání přes ovladač
Kinect přidávala nová funkcionalita. Tou by mohlo být například přidání panelů nebo umož-
nění doplňků a dalších možností, které jsou běžné v komerčně využívaných prohlížečích.
Další možností je pak úplné osamostatnění vrstvy, která pracuje se senzorem. Již sou-
časná implementace poměrně striktně odděluje vrstvu práce s ovladačem od ostatních apli-
kačních vrstev — samostatné třídy, vnější chování pomocí veřejných událostí, ovládání
myši pracující na úrovni operačního systému. Tato vrstva by měla být bez většího úsilí plně
oddělitelná. Například ve formě dynamické knihovny by pak mělo být možné bez větších
problémů implementovat ovládání pomocí senzoru Kinect do libovolné aplikace.
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Méně obvyklým směrem by pak mohlo být využití aplikace pro ulehčení práce s počíta-
čem zdravotně postiženým lidem. Mnoho nemocí má jako průvodní znak třes rukou, který
kvůli ztrátě jemné motoriky znemožňuje použití počítačové myši. Díky filtrování a výrazně
větším pohybům při gestech celou rukou a režimu myši pomocí Kinect jsou tak tyto pro-
blémy částečně eliminovány. Stejně tak by bez větších úprav bylo možné snímat gesta hlavy
(pozice hlavy vůči tělu), či s jistou měrou další implementace snímat mimická gesta obličeje
(dodávané SDK tuto možnost implicitně obsahuje). Tato možnost by pak mohla pomáhat




Tato práce se zaměřila na bezdotykové ovládání pomocí gest uživatele. Jsou zde uváděny
vlastnosti a principy snímání pohybu pomocí senzoru Kinect od společnosti Microsoft. Dále
se práce zaměřuje na průběh samotného snímání a interpretace gest. V poslední části je
ukázán návrh a implementace pro aplikaci webového prohlížeče, která používá uvedené
postupy a průběh testování této aplikace na samotných uživatelích.
Celkově vzato je ovládání pomocí gest rukou velice zajímavou a atraktivní alternativou
k běžnému ovládání aplikací. Je-li aplikace navržena podle zásad Natural User Interface, je
v takovéto možné provádět pro uživatele přirozené interakce s aplikací. Přestože samotné
rozhraní ukázkového webového prohlížeče je za tímto účelem navrženo, webový obsah v ní
zobrazovaný již s těmito zásadami většinou nepočítá. Procházení internetových stránek
pouze pomocí bezdotykového ovládání je tedy velice dobře možné, ovšem co do rychlosti
a pohodlnosti je tento přístup spíše alternativou ke klasickému ovládání. Součástí práce je
i zamyšlení nad zlepšením pohodlnosti ovládání a případný budoucí směr vývoje aplikace
prohlížeče, ale i jejich samostatných částí.
V současné podobě umožňuje ukázková aplikace demonstrovat komplexní užití gest
a snímání rukou v aplikaci webového prohlížeče přes senzor Kinect. Ten se díky svým
snímacím vlastnostem, ale i díky výborné podpoře vývojářských prostředků od společnosti
Microsoft, ukázal být pro tyto účely velice vhodný.
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• Tento dokument v elektronické podobě
• Zdrojový tvar textové zprávy v programu LATEX
• Zdrojové kódy ukázkové aplikace
• Dokumentace zdrojových kódů
• Spustitelná verze ukázkové aplikace
• Návod pro spuštění aplikace
• Textový návod užívání aplikace
• Ukázkové video užívání aplikace




• API— Application Programming Interface. Vnější rozhraní pro programovou spolu-
práci s aplikací
• SDK — Software development kit, též devkit. Softwarové nástroje pro usnadnění
vývoje u určité technologie.
• NUI — Natural User interface. Přirozené uživatelské rozhraní, které by mělo být
uživateli plně přístupné bez nutnosti předchozího učení.
• MS — zkratka společnosti Microsoft




Užití aplikace je poměrně intuitivní a ne příliš odlišné od běžně používaných prohlížečů.
V této příloze je popsáno základní užívání aplikace ve spolupráci se senzorem Kinect.
C.1 První spuštění
Aplikace se spouští souborem Kinect Browser.exe. Při prvním spuštění si aplikace sama
vygeneruje základní nastavení. Pokud je počítač připojen k internetu, je v prohlížeči zob-
razena webová stránka www.fit.vutbr.cz.
I bez připojeného senzoru Kinect je možné aplikaci používat k běžnému procházení
internetových stránek tak, jak je obvyklé u jiných internetových prohlížečů.
Obrázek C.1: Výřez z uživatelské rozhraní aplikace
Rozhraní okna prohlížeče ukazuje obrázek C.1 a jeho funkci popisuje následující seznam:
• 1) Tlačítko
”
Zpět“ — návrat na přechozí stránku
• 2) Tlačítko
”
Domů“ —navigace na domovskou stránku
• 3) Tlačítko
”
Aktualizovat“ — aktualizuje aktuálně načtenou stránku
• 4) Tlačítko
”
Vpřed“ — znovu načte stránku ze které se uživatel vrátil zpět
• 5) Tlačítko
”
Záložky“ — zobrazí okno s oblíbenými položkami - více v kapitole ??
• 6) Pole pro zadávání URL adresy
• 7) Tlačítko
”
Nastavení aplikace“ — otevře nastavení aplikace. Více v kapitole C.3.
• 8) StatusBar aplikace — informuje uživatele o stavu senzoru Kinect a operacích přes
něj aktuálně prováděných
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• 9) Kinect menu — menu pro rychlé ovládání některých možností senzoru Kinect. Při
odpojeném ovladači je neaktivní.
Při prvním spuštění je vhodné otevřít nastavení aplikace, a uzpůsobit si aplikaci podle
svým představ (Kapitola C.3).
C.2 Připojení senzoru Kinect
Pokud jsou v počítači, na kterém je prohlížeč spuštěn, nainstalované ovladače senzoru a
balíček Kinect SDK, měla by si aplikace po připojení senzoru do USB sama toto zařízení
nalézt. Inicializace by měla začít do 10 vteřin od připojení senzoru a je signalizována zprávou
uvnitř okna prohlížeče.
Po inicializaci prohlížeče je jeho status vyjádřen barvou a textem statusbaru okna pro-
hlížeče (Obrázek C.2).
Obrázek C.2: Příklady stavu statusBaru při práci s připojováním/odpojováním senzoru
Kinect
Při zdárném připojení se mezi ovládacími tlačítky prohlížeče objeví, napravo od pole
pro zadávání URL adresy, dvě nová tlačítka (Obrázek a) C.3 )
• 1) Tlačítko pro zapnutí nebo vypnutí režimu ovládání myši přes senzor Kinect
• 2) Tlačítko pro změny režimu snímané postavy - stojící/sedící.
Obrázek C.3: a) tlačítka pro změny módu senzoru Kinect, b) menu pro rychlé ovládání
senzoru, c) informace o nutnosti nalezení postavy
Pomocí nastavení aplikace nebo pomocí rychlého menu, které je možné naleznout v pra-
vém dolním rohu aplikace, je možné zapnout zobrazení výstupu ze senzoru Kinect. Pro práci
pomocí ovladače je nutné, aby tento nalezl pozici uživatele. Tato potřeba je signalizována
v oknech výstupních dat obrázkem c) C.3. Po úspěšném nalezením se tento změní na poža-
dovaná výstupní data.
Pokud se uživatel nenachází celý v zorném poli senzoru, je toto možné ladit pomocí
natočení senzoru. To se ovládá v nastavení aplikace (Kapitola C.3.3) nebo pomocí kinect
menu (Obrázek b) C.3). Další pohodlnou metodou je použití klávesových zkratek:
• CTRL + Numpad + — natočení směrem vzhůru
• CTRL + Numpad – — natočení směrem dolů
• CTRL + Numpad 0 — natočení na středovou pozici
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Pro správnou funkci senzoru je dobré senzor nakalibrovat pomocí průvodce kalibrací
(C.5). Pokud se jedná o první spuštění nebo byla aplikace vrácena do výchozího nastavení,
je pro používání gest nutné je nejprve vytvořit pomocí průvodce nastavením gest(C.4) nebo
pomocí nastavení jednotlivých gest v tabulce gest C.3.2
C.3 Nastavení aplikace
Okno nastavení aplikace se spouští pomocí tlačítka
”
Otevřít nastavení aplikace“ (tlačítko
7) v obrázku C.1). Toto okno je rozděleno do čtyř záložek jejichž funkce jsou popsány
v následujících kapitolách. Protože je prohlížeč primárně určen pro práci se senzoremKinect,
je bez jeho připojení část nastavení aplikace nedostupná.
C.3.1 Základní nastavení
V tomto okně je možné nastavit základní chování aplikace jako je domovská stránka či
velikost uživatelského rozhraní. Dále je zde možné určit chování aplikace v režimu ovládání
myši pomocí senzoru Kinect. Pokud si není uživatel něčím v nastavení jistý, je možné
tlačítkem
”
Obnovit výchozí nastavení aplikace“ tuto operaci provést.
C.3.2 Nastavení gest
Toto okno umožňuje procházet, měnit a případně mazat nastavení všech gest. Gesta uvedená
v tabulce jsou uvedena v textovém tvaru pro jednotlivé ruce. Je-li tento řetězec uveden
pouze u jedné z rukou, znamená to, že gesto má být vykonáno právě touto rukou. Pokud je
textový řetězec směrů uveden u obou rukou, neznamená to, že je možné vybrat, která ruka
bude gesto provádět, ale že se jedná o gesto prováděné oběma rukama naráz. Při dvojkliku
na gesto (případně tlačítko
”
změnit“) je zobrazeno okno s grafickou interpretací gesta pro
větší názornost. V tomto okně je možné vytvořit pro operaci kliknutím na tlačítko
”
nové
gesto“ novou cestu tohoto gesta.
V okně nastavení gest se také nachází tlačítko pro spuštění průvodce nastavením gest
(kapitola C.4).
C.3.3 Nastavení Kinectu
V tomto okně je možné provádět nastavení práce se senzorem Kinect. Je zde možné jed-
noduchým způsobem měnit natočení senzoru a určit která okna s výstupy ze senzoru se
budou v aplikaci zobrazovat. Dále je zde možné měnit parametry rozeznávání gest, kon-
krétně minimální počet načtených kroků aby bylo gesto považované za kompletní a počet
průměrovaných kroků v gestu. Po najetí na zadávací pole je zobrazen bližší popis těchto
vlastností.
V neposlední řadě toto okno umožňuje spustit průvodce kalibraci senzoru Kinect pomocí
příslušného tlačítka. Tento průvodce je popsán v kapitole C.5.
C.3.4 Vývojářské nástroje
Toto okno nemá na samotné nastavení žádný vliv a pro běžné užívání aplikace nemá ani
velké využití. Je zde zobrazen výpis z logovacího souboru aplikace ve kterém jsou zazname-
nány veškeré události během užívání aplikace. Tyto události je možné pomocí příslušných
tlačítek filtrovat tak, že jsou zobrazeny například pouze chybové události nebo informace
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o akcích senzoru Kinect. Obsah logovacího souboru je pomocí příslušného tlačítka také
možné smazat.
C.4 Průvodce nastavením gest
Tento průvodce umožňuje pohodlně nastavit všechna gesta pro ovládání prohlížeče z jed-
noho místa. Navigace po průvodci probíhá pomocí tlačítek v jeho spodní části.
Průvodce se nejprve pokusí nalézt pozici postavy uživatele přes senzor. Ve chvíli kdy
se tak stane je uživatel informován zvukovým znamením a průvodce automaticky sám
pokračuje na samotné zadávání gest.
Uživatel vždy vytvoří gesto pro danou operaci tak, že sevře dlaň v pěst, provede poža-
dované gesto a dlaň opět rozevře. Pokud je gesto správně načteno, je uživateli vykresleno
jeho přehledné zobrazení. Uživatel může gesto potvrdit a pokračovat tak na další operaci
nebo nepotvrdit a vytvořit pro současnou operaci gesto jiné.
C.5 Průvodce kalibrací senzoru Kinect
Tento průvodce umožňuje nakalibrování senzoru pro přesnější používání v režimu myši přes
Kinect. Je velmi dobré tohoto průvodce spustit po prvním spuštění aplikace a po změně
pozice senzoru.
Průvodce se nejprve uživatele zeptá na primární ruku kterou si přeje ovládat myš a na
pozici, ve které při tom bude. Poté se pokusí naleznout pozici uživatele před ovladačem.
Ve chvíli kdy je tento nalezen, je vydán informativní zvuk a průvodce se sám přesune do
samotné části kalibrace.
V té je kalibrující osoba požádána o čtyři jednoduché kroky - postupné přesunutí pri-
mární ruky do krajních pozic snímání jednotlivých rohů. Potvrzení této pozice se provádí
dvojím stisknutím a rozevřením dlaně v této pozice.
Po načtení krajní pozice každého rohu je uživatel informován zvukovým signálem a
průvodce se sám přesune na následující krok.
Po dokončení tohoto průvodce by měl být senzor Kinect úspěšně nakalibrován.
C.6 Záložky
Okno záložek se otevírá pomocí stisknutí tlačítka v horní části prohlížeče (tlačítko 5) C.1).
V seznamu uvnitř okna jsou uvedeny jednotlivé uložené záložky. Kliknutím na vybranou
záložku je okno záložek uzavřeno a v prohlížeči načtena vybraná stránka.
Pro vložení nové záložky stačí kliknout na tlačítko
”
Nová“. Aplikace sama předvyplní
jméno a adresu aktuálně otevřené internetové stránky. Tyto údaje je možné měnit. Klik-
nutím na tlačítko
”
přiřadit gesto“ je možné vytvářené záložce přiřadit gesto, kterým bude
možné záložku vyvolat. Po kliknutí na tlačítko
”
OK“ je záložka uložena.
Při najetí myši nad záložku v seznamu záložek je tato označena. U takto označené
položky je možné prohlížet a editovat její gesto, případně ji smazat.
Pokud má záložka přiřazené gesto, je možné jeho provedením přejít na požadovanou
adresu bez nutnosti otvírání okna záložek kdykoliv během užívání aplikace. Více o užívání
gest je uvedeno v kapitole C.7.1
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C.7 Užívání aplikace pomocí senzoru Kinect
Použití aplikace pomocí snímání pohybů uživatele přes ovladač Kinect je stěžejní částí
aplikace. Ta by se dala rozdělit do dvou částí - užívání gest a užití myši pomocí senzoru.
C.7.1 Užívání gest
Užití gest v aplikaci by mělo být velice intuitivní. Gesto může vykonávat jedna z rukou nebo
potom obě současně. Aby aplikace mohla gesta sledovat, je nutné, aby byl senzor připojený
a našel pozici uživatele.
Samotné gesto uživatel započne sevřením dlaně v pěst. Následuje samotné provedení
gesta pohybem rukou. Ukončení snímání je pak provedeno opětovným rozevřením dlaně
ruky. Pokud je takto provedené gesto rozeznáno, je okamžitě provedena operace jemu přiřa-
zená a aplikace informuje o provedených krocích ve svém StatusBaru. Stejně tak je pro-
střednictvím této zprávy uživatel upozorněn pokud provedené gesto nepatří žádné operaci
nebo nebylo správně rozpoznáno.
Gesta je možné dělat v libovolné části aplikace kromě několika výjimek. Těmi je otevřené
okno nastavení aplikace, okno záložek a softwarová klávesnice. V těchto místech je snímání
gest aplikací deaktivováno.
C.7.2 Užívání myši přes Kinect
Pro užívání myši přes senzor Kinect je nutné připojený ovladač a zapnutý tento režim
pomocí tlačítka v horní části prohlížeče (Tlačítko a1) C.3).
Po kliknutí na zmíněné tlačítko se kurzor myši změní na symbol ruky, která je použita
jako primární. Pohybem této ruky je pak možné ovládat pozici kurzoru stejně, jako je tomu
u klasické myši. Kliknutí myši se pak provádí sevřením a opětovným rozevřením dlaně ruky.
Samotné kliknutí je generováno až při rozevření dlaně, takže uživatel může pro přesnější
ovládání sevřenou rukou
”
najet“ na požadovaný prvek a přímo nad prvkem dlaň rozevřít.
Pokud je v tomto režimu kliknuto na formulářové pole pro zadávání textu (URL adresa,
vyhledávací řádek vyhledávače, . . . ) je automaticky otevřena softwarová klávesnice. Pomocí
té, klikáním na jednotlivé klávesy na obrazovce, je možné zadat libovolný text.
Modře označené klávesy jsou klávesy funkční. Pomocí nich je možné psát velká pís-
mena (shift), mazat text (backspace), potvrdit text (enter) a přepínat mezi jednotlivými
znakovými sadami. Rozestavení klávesnice by mělo být stejné jako u běžně používaných
hardwarových klávesnic. Její používání by tedy nemělo být složité.
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