Detecting the elements of deception in a conversation is one of the most challenging problems for the AI community. It becomes even more difficult to design a transparent system, which is fully explainable and satisfies the need for financial and legal services to be deployed. This paper presents an approach for fraud detection in transcribed telephone conversations using linguistic features. The proposed approach exploits the syntactic and semantic information of the transcription to extract both the linguistic markers and the sentiment of the customer's response. We demonstrate the results on real-world financial services data using simple, robust and explainable classifiers such as Naive Bayes, Decision Tree, Nearest Neighbours, and Support Vector Machines.
Introduction
With the rapid increases in technological development, fraud is a major concern for safe and trustworthy digital communications and transactions. To deal with this, several data mining and machine learning systems have been developed [1] . The techniques available in the literature have mostly focused on financial fraud, such as insurance and credit card fraud [2] , analysing the anomalous behaviour of the customer in financial transactions [3] . However, fraud is not only limited to financial transactions, it also involves being deceptive by providing false statements, such as in loan applications and when trying to uncover the account status of others, etc.
Compared to other fraud detection techniques, we have not yet found other research in the literature which reports the analysis of telephone conversations between customers and service providers, such as insurance companies or banks. In fact, a telephone conversation is usually the first point of contact. Analysis of this data-rich communication can reveal potential fraudulent cues at a very early stage to prevent fraud. To achieve this, a linguistic based approach using Natural Language Processing (NLP) techniques [4] can be used. Causation: Providing a certain level of concreteness to an explanation. [10, 13] Because, Effect, Hence
Negation: Avoiding to provide a direct response [14] No, Not, Can't, Didn't Hedging: Describes words which meaning implicitly involves fuzziness [15] May be, I guess, Sort of Qualified assertions: Unveils questionable actions [15] Needed, Attempted Temporal Lacunae: Unexplained lapses of time [15] Later that day, Afterwards Overzealous expression: Expresses some level of uncertainty [15] I swear to God, Honestly Memory loss: Feigning memory loss [15] I forget, Can't remember Third person plural pronouns: Possessive determiners to refer to things or people other than the speaker [10] They, Them, Theirs Pronouns: Possessive determiners to refer to the speaker by overemphasising their physical presence [10, 16] 
I, Me, Mine
Negative emotion: Negative expressions in word choice [17, 10, 18] Afraid, Sad, Hate, Abandon, Hurt Negative sentiment: Negative emotional effect [18] Abominable, Anger, Anxious, Bad Positive emotion: Positive expressions in word choice [10, 18] Happy, Brave, Love, Nice, Sweet Positive sentiment: Positive emotional effect [18] Admire, Amazing, Assure, Charm Disfluencies: Interruption in the flow of speech [10] Uh, Um, You know, Er, Ah Self reference words: Deceivers tend to use fewer self-referencing expressions [15] 
I, My, Mine
Nominalised verbs: Nouns derived from verbs. Nominalisations tend to hide the real action. [19] Education, Arrangement will pay out on an insurance claim or not. This limits the use of sophisticated and complex systems such as Deep Neural Networks (DNN) in this area. However, the most recent advancements are tending towards achieving full Explainable AI [5] [6] [7] .
In this paper, we propose an approach to use linguistic features by exploiting the syntactic and semantic information in the transcripts of telephone conversations. We demonstrate the results of this approach on real-world data, collected from two financial services institutions. We trained simple, robust and explainable classifiers to achieve an explanation of the decision process while revealing the importance of features responsible for the decision.
Proposed Approach
The proposed approach is designed to analyse the transcription of a telephone conversation, generated using state-of-the-art Automatic Speech Recognition technology in real-time, which allows our deception detection approach to also work in real-time. This approach extracts the linguistic features of the transcription and trains the explainable classifiers to analyse and validate the decision process.
Language is a medium of communication, where the choice of words can reflect the emotional and cognitive state of the speaker. Only training and rehearsal can allow a speaker to control their vocabulary to not leak any emotional state [8] . Psychologists suggest that speakers often have no control over their choice of words and can reveal their emotions involuntarily [9] . Deceptive speech is considered to be a deliberate choice to mislead and the language used can reveal an underlying cognitive state. Many studies have shown that linguistic cues can indicate the elements of deception in language [10, 11] . This work considers two types of linguistic features. One is extracted from the syntax of the language, focusing primarily on the words used, called Linguistic Markers. The second focuses on the overall sentence structure, its semantics, and the sentiment of the dialogue.
Linguistic Markers
The observation of linguistic cues to detect deceptive speech focuses mainly on word/phrases either in oral or written form. There is an exhaustive list of linguistic markers provided by [10, 12] , and we have adapted a subset of these linguistic markers for our study, provided in Table 1 .
Sentiment
Many studies support the presence of negative words and sentiment in deceptive speech [20] [21] [22] , which can be spotted by linguistic markers. However, linguistic markers analyse only the syntactic information of the dialogue text and are prone to miss the overall sentiment. In cases where the sentence has a negative sentiment but with no existing negative words, linguistic markers have limited capability. To overcome this, we use sentiment as a feature, which reflects the polarity of the speaker's feelings in a dimension from negative to positive. Therefore, sentiment can be used to detect the elements of deception in speech. To extract the sentiment of dialogue in telephone conversations, we used a DNN which was trained on the IMDB movie review dataset [23] . Full information on the development, training, and evaluation of this sentiment-analysis based DNN can be found in our previous work [24] . The use of a trained model on IMDB's dataset is considered to be effective, assuming that the set of domain-dependent words is very small [25] . However, an efficient domain adaptation using transfer learning can be used to extract the sentiment for given context [26] .
Experiments & Results

Dataset
To evaluate our proposed approach, we employed real-world data collected from financial services institutions. This dataset contains the transcriptions of 56 telephone conversations, collected from two different financial institutions. Ideally, a larger dataset would be desirable, however, this data is limited volume due to legal & ethical constraints. The transcription of each conversation includes the operator's questions and the customer's responses. From the dataset of 56 calls, 32 are known fraudulent calls and 24 are non-fraudulent. As this is real-world data, the timing of the calls varies widely. The average number of responses are 19 ± 15. The shortest conversation in the dataset has only four responses from the customer; while the longest has 101 responses.
Feature Extraction and Modeling
From each telephone conversation, only the customer's responses are used for the feature extraction. Two types of linguistic features are extracted: namely Linguistic Markers and Sentiment, as explained in Section 2. For linguistic markers, the frequency of each of the 16 markers from Table 1 present in the customer's response is computed. Then the sentiment of each customer response is estimated using the DNN and scaled from -1 to 1. As there are a different number of responses in each conversation, we computed statistical measures from each individual response within the conversations. In total, 11 sentiment-related features were extracted, namely: mean, standard deviation (SD), minimum (Min), maximum (Max), median, interquartile range (IQR), Kurtosis, Skewness, positive energy (pE), negative energy (nE), and total number of responses (tR).
Finally, we trained the models (Naive Bayes, Decision Tree (DTree), k-Nearest Neighbors (kNN), and Support Vector Machines (SVM) with the individual features (e.g. marker, sentiment) and then we combined the features and re-trained. The parameters for the models are as follows: DTree with depth = 3, kNN with k = 3, and SVM with linear kernel and C = 1. The choice of models and their parameters were restricted by three properties: simplicity, robustness, and explainability. Since the data size is small, we trained and tested each model with K-Fold cross-validation, with K=10. The mean and SD of the training and testing accuracies for each model are tabulated in Table 2 and plotted in Figure 2 .
Discussion
It can be observed that the highest testing accuracy achieved with solely the linguistic markers is 65.5% using kNN, whereas, with sentiment features, it is only 62% using an SVM. However combining both features, improves the testing accuracy to 69% with only 0.1 deviation for the SVM. One of the decision trees built with combined features is shown in Figure 1 . The decision process is very visible from the tree and shows the importance of the features. For example, the most important feature is -Median of sentiment value with threshold 0. Another important feature is 'third person plural pronoun', which is indication of deception, reflecting a customer's attempt to discuss third person, while the call is about his/her own financial account. It can also be noticed that qualified assertion, negative emotion, causation, and nominalised verb are also important linguistic features. Interestingly, a variation in sentiment values (SD) of responses, is also an important feature, indicating the too much change in the language of customer. 
Conclusions and future work
The proposed approach for fraud detection in financial services telephone conversations has employed two different types of linguistic features, namely markers and sentiment. While markers exploit the syntactic information of the conversation, sentiment uses semantic information. The results presented in the paper show that combining these features produces the highest average accuracy. In order to achieve transparency in the decision process, with the limited dataset size, the choice of models were kept simple, robust and explainable. The financial and legal services are required to explain the decision process made with any mode of operation. For this same reason, an example of a decision tree from these experiments is shown in Figure 1 . With a small decision tree, it is easy to explain the procedure producing outcome. Future work plans to extend the presented work for different scenarios including legal and insurance services, with the aim to again employ real-world data.
