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Abst rac t - -By  constructing a particular closed convex set and applying the M6nch fixed-point 
theorem, we study the existence of apesitive solutions of singular boundary value problem 
="(t)  + f ( t ,  ~(t)) = o, t e (o, 1), 
~(o) = x(L) = o, 
in Banach space, singularities occuring at t = 0, 1, and x = 8. Our method is completely distinct 
from what the former literatures used even if we discuss the above problem in scalar space. (~) 2004 
Elsevier Ltd. All rights reserved. 
Keywords--S ingular  equation, Fixed point, Positive solution. 
1. INTRODUCTION AND SEVERAL LEMMAS 
In the recent en years, the theory of ordinary differential equations in abstract spaces has become 
a new important branch (see [1-3]). In this paper, we will study the positive solution of the 
following: 
x"(t) + f(t ,  x(t)) = e, t e (0,1), 
x(O) = x(1)  = O, (1)  
in Banach space E, where 0 is zero element of E, our nonlinear term f may be singular at t -- 0, 1, 
and x = 0. In scalar space, existence of positive solutions of form (1) had been solved successfully 
when f satisfied the condition of superlinear or quasilinear, see, for example, [4,5], in which the 
positive solutions of the approaching problem were usually first considered, and then the results 
were obtained by taking limit. The process seems to be prolix. Also, some of the literature 
used the method of upper and lower solutions, but in this situation, an additional condition 
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of f satisfying monotone in x is necessary. The goal of the paper is to attempt to introduce 
a new method instead of that mentioned above. We will first construct a particular nonempty 
closed convex set to reduce difficulties due to singularities of f ,  then we immediately establish 
the existence of positive solutions by applying the Mbnch fixed-point heorem. The assumptions 
given in the paper look more natural and simple. Applications of our results in infinite dimension 
system are also indicated. 
Let the real Banach space E with norm t]" II be partially ordered by a cone P of E,  i.e., x _ y 
if and only if y - x • P. P is said to be normal if there exists a positive constant N (in this 
paper, let, might as well, N = 1), such that 0 < x < y implies Iixil _< Nliyil. f ( t ,x ,y)  is said 
to be singular at t = 0, 1, and x = 0 if limt-~0+ Iif(t, ')Ii = +0% limt---,l-0 tIf(t, ")I] = +0% and 
limzap, ~--.e [if(', x)[I = +oe, respectively. 
We consider problem (1) in C[Y, El, in which J = [0, 1]. For arbitrary x • C[J, E], evidently, 
(C[J,E], ]I" II) is a Banach space with norm [IxiIc = maxt~j  I[x(t)H. In the following, x • 
C[J, E] M C2[(0,1), E] is called a solution of problem (1) if it satisfies (1). x is a positive solution 
of (1) if, in addition, x is nonnegative and nontrivial, i.e., x • C[J, P] and x(t) ~ 0 for t • Y. 
Let x(t) : (0,1] --+ E be continuous, the abstract generalized integral f l  o x(t)dt is called con- 
vergent if the limit lim~_~0+ f :  x(t)dt exists. The convergency or divergency of other kinds of 
generalized integrals can be defined similarly. 
For a bounded set V in a Banach space, we denote a(V) the Kuratowski measure of noncom- 
pactness (see [1-3], for further understanding). In the paper, we will denote a(.) and he(.)  the 
Kuratowski measure of noncompactness of a bounded subset in E and in C[J, E], respectively. 
For the application in the sequel, we first state the following lemmas which can be found 
in [1-3]. 
LEMMA 1.1. Let V C C[J, E] be bounded and equicontinuous on Y. Then a(V(t)) is continuous 
on J and ac(Y)  = maxteg c~(Y(t)), where V(t) = {x(t) ] x E Y}. 
LEMMA 1.2. Let H be a set of countable strongly measurable functions x : J --* E. Assume, in 
addition, there exists M • L[J,R+], for any x • H, such that I[x(t)[[ < M(t), a.e. t e J, holds. 
Then, • np, n+], moreover, 
a({/jx(t)dtixeH}), <2/ jc~(H(t ) )dt .  
LEMMA 1.3. M6NCH FIXED-POINT THEOREM. Let Q be a closed convex set of E and u • Q. 
Assume that the continuous operator F : Q --* Q has the following property: V C Q countable, 
V C ~6({u} U F(Q)) ~ V is relatively compact. Then F has a fixed point in Q. 
2. MAIN  RESULTS 
We first list the following assumptions for convenience. 
(H1) f e C[ (0 ,1 )x  P \ {8},P], and for any t e (0,1), x e P \ {~}, such that [If(t,x)[[ <_ 
K(t)iig(x)]l, where function K is nonnegative measurable on (0, 1) with f01 s(1 - s )  x 
K(s) ds < +oo. Suppose, in addition, g is continuous on P \ {0} and for any b > a > 0, 
denote g[a, b] a = sup  p \vo IIg( )ll < where Po = (x  e P I Ilxll < a}. 
(H2) f01 s(1 - s)K(s)g[s(1 - s)rl, R1] ds < +oo, for any R1 > r l  ) 0. 
(H3) There exist R > 0, ~* e P*, and e • P with [[~*]I = 1 = 9*(e) = ]lell such that 
~*(f(t,x)) > ~R(t) k 0, t • (0, 1), x • PR \ {0}. Moreover, 
~o 1 0 < s(1 - s)~R(s) ds <_ R, 
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and 
in which 
s(1 - s) / ( (s)g a(s ,  T)~R(~) dT, R ds ~ R, 
t (1 -  s), 0<t<s<l ,  
G(t,s)= s(1 t), 0<s<t<l .  
(H4) For any b > a > 0, t E (0, 1), c~(f(t,B)) <_ L(t)a(B), where B C [~b\Pa, L E L1[0, 1] with 
f0 ~ s(1 - s)L(s) ds < 1/2. 
In order to overcome difficulties due to singularities of f ,  we now construct, by cone P, a 
particular cone in C[J, E] defined as follows: 
Q = {x E C[J,P] I x(t) > t(1 - t)x(s), for any t, s E J ) .  
It is easy to see that Q ¢ 0 and Q is a cone in C[J, E]. Further, we have by normality of cone P 
with normal constant 1 that Ilx(t)l[ _> t(1 - t)llxllc, for any t E J, which will be used in the 
sequel. 
In addition, in order to apply the M6nch fixed-point heorem, we now construct a particular 
closed convex set W in Q, defined by 
= x E Q I ~*(x(t)) > G(t, s)~R(s) ds, Ilx(t)ll _< R, t e J . 
From (Ha), it is easy to see x(t) =- (f~ a(t, s)~R(s) ds) • e ~ w,  so w ¢ 0. Evidently, W is a 
closed convex set with x ¢ 0 for any x E W. 
Now we are ready to establish the following. 
THEOaEM 2.1. Assume that (H1)-(Hs) hold. Then operator A defined by 
jfo 
1 
(Ax)(t) z~ G(t, s)f(s, x(s)) ds, t e J, (2) 
is continuous mapping W into W, where G(t, s) is given by (H2). 
PROOF. At first we show that Ax is defined for any x E W. In fact, for x E Q with IIx(t)ll < R 
and [[x(t)l [ _> t(1 - t)llxIlc for any t E J, we have by (H1) 
Jlf(t, x(t))[[ < K(t)llg(x(t))ll <_ K(t)g It(1 - t)llxllc, R]. 
This and (H2) yield that 
~0 1 8)f(s, Z(S)) d8 ~o 1 c(t, < c(t,~)llf(s,~(s))ll ds 
L _< s(1 - s)K(sDg[s(1 - s)llxllc, R] < +oo, for any t E J, 
which implies that (Ax)(t) is defined for any t E J, and (Ax)(t) E P for any t E J. Moreover, 
the Lebesgue dominated convergence theorem guarantees that Ax ~ C[J, P]. 
Next, we show that Ax E Q for any x E W. In fac t, since G(t,s) < s(1 - s), for any t ,s E o r, 
and G(t,~') >_ t(1 - t)G(s,T) for any t,s,~- E J, so we have by (2) that  
(Ax)(t) > t(1 - t)(Ax)(s), for any t, s E Ji 
which implies that 
AW c Q. (3) 
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Now we show AW c W. For any x E W, we have by (Ha) 
1 
IIx(t)ll _> fo a(t, s)~R(s) ds, 
and 
tcz,  
[/1 ] 
IIf(s,~:(s))ll ~ K(s)llg(z(s))ll ~ K(s)g G(s,7)~R(T)d'r,R , s E (0,1). (4) 
o 
Inequality (4) and (Ha) imply 
II(Ax)(t)lI = [ i  G(t, s)f(s, x(s)) ds 
dO (5) 
/o _< s(1 - s)Hf(s ,x(s)) [ I  ds < R, 
which implies that IIAxllc <_ R. 
On the other hand, we have by (H3), 
qo*((Ax)(t)) = ~* ( fo lG(t ,s ) f (s ,x(s) )ds)  
(6) 
/o I 11 = a(t, s)7)* (/(s,  x(s))) ds >_ G(t, @,oR(s) ds. 
Combining (5) and (6), we can get Ax E W for any x E W. 
Finally, we prove that operator A is continuous on W. Let xm x E W such that IIx~ -x [ ]c  --~ 0 
as n ~ ec. So for any t E J, we have ]]xn(t)-x(t)]] --* 0 as n ~ ec. From (Ha), we can easily prove 
that {Axe} is equicontinuous on d. Moreover, we have, by applying the Lebesgue dominated 
convergence theorem, that [I(Ax~)(t) - (Ax)(t)t I ~ 0 as n --* ec, for any t E J. It follows that 
{(Axn)(t)} is relatively compact. Then the Ascoli-Arzela theorem guarantees the compactness 
of {Axn}. Thus, we can infer that ]]Ax~ - Ax]Ic ~ 0 as n --* oc. If not, then there exist some 
e0 > 0 and {x,~,} C {xn} such that ]ldx~ - Axi] > eo for i = 1 ,2 , . . . .  Since {Axe} is relatively 
compact in the norm II" l], there is a subsequence of {dxn} converging to some y E C[J, P], we 
may still set, without loss of generality, that limi-.o¢ Ax~ = y, namely, l im io~ ]]Axn~ - Y]I = O, 
which contradicts the fact that y = Ax. Hence, A is continuous on W. The proof of the theorem 
is completed. 
The following theorem is our main result. 
THEOREM 2.2. Assume that Conditions (H~)-(H4) hold. Then problem (1) has a positive solu- 
tion beIonging to W. 
PROOF. We have by Theorem 2.1 that A is a continuous operator from W into W. It is easily 
seen that seeking the positive solution of problem (1) in C[J, E]M C2[(0, 1), E] is equivalent o 
finding the fixed point of operator A in C[J, P]. Thus, our results are established if we can prove 
the existence of fixed point of A in C[J, P]. 
Let V C W be a countable set with 
v c ~{{~} u AV}, ~ e w, (7) 
in which AV = {Ax I x E V}. Now we show that V is relatively compact in C[J, P]. In fact, we 
have by (7) that ac(V) < ac(AV). Also, it is easy to see that AV is a class of equicontinuous 
functions on J from the process of the proof of Theorem 2.1. This together with Lemma 1.1 
yields 
a¢(AV) = maxa((AV)(t)), (8) 
tE J  
where (AV)(t) = {x(t) tx  E AV}. 
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We now estimate a((AV)(t)). We have by the definition of A, (H3), and Lemma 1.2, 
({/0' )) a((AV)(t)) = a G(t, s)f(s, x(s))ds Ix e V 
< 2 a(t, s)~({f(s,x(s)) I x ~ v}) as 
/0 /0 __ 2 ~(1 - s )L (s )~(V(s ) )es  _< 2 s(1 - s )n (s )ds .  ~c(V) .  
So (H4) and (7) yield ac (g)  = 0, which implies that V is relatively compact in C[J, P]. Con- 
sequently, Lemma 1.3 guarantees that A has at least one fixed point in W. The proof of the 
theorem is completed. 
Next, we give an example to indicate the applications of our main results. 
EXAMPLE. Consider infinite dimensional singular differential system 
x"(t) + 
1(  1 + arctan t 
O, sup--~ >'-1 [ x--~' ] / ] 
xn(0) = x~(1) = 0, 
t e (0, 1), 
n = 1, 2, . . . .  
(9) 
PROPOSITION. System (9) has at least one positive solution defined on [0, 1]. 
PROOF. Let E = l °° = {x = (xl,x2,... ,x~,...) I supi Ix~l < +~} with norm Ilxll = sup, Ix~r. 
Clearly, (E, ][-[D is a real Banach space. Choose P = {x = (x~) e 1 ~ [ xn > 0, n = 1, 2 , . . .  }. 
It is easy to verify that P is a normal cone in E with normal constant 1. Now consider prob- 
lem (9) in E, which can be regarded as an equation of form (1). In this situation, x(t) = 
(xl(t), x2(t),..., x~(t),... ), f(t, x) = (fl, f2,..., f~,... ), in which 
f~(t,x) = ~_=,  1+ ~ +-  ~-j;~+~  n supi>l [xi [ / /  x/~(i-t) 
Obviously, f(t, x) is singular at t = 0, 1 and x = 0. 
We now verify Conditions (H1)-(H4) are satisfied for (9). 
Denote K(t) = 1 /V /~-  t), g(x) = (gl(x),... ,g, (x) ,  . . .  ), in which 
g~(x) = l+x.+ 1 ( 1 +~r/2~ 
n ~V~+I+ ~ ) • 
Thus, (H1) holds. 
For any R1 > r l  > 0, it is easy to calculate 
g[rl, R1] = sup ]lg(x) II = 1 + R~ + v~ + 1 + ~/2 
x6PR1 \Prl rl 
This together with fo 1V~-s )ds=l r /8 ,  and fo 1 ds lr implies 
s(1-s)K(s)g[s(1-s)r l ,R1]ds= ~ l+R l+x/~l÷r l s ( l _s )  ] ds 
: z (1+ R1 + + 1+ < 
8 r l  
(lo) 
which implies (H2) holds. 
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To show (Hd), choose ~* E P*, such that ~*(x) = xl for any x E 
1/X/~1 - t), so 
/0 /0 s(1 - S)~R(S) ds = X /~-  s) ds = -~. 
E.  Choose  ~n( t )  = 
(11) 
Since G(t, s) >_ t(1 - t)s(1 - s) for any t, s C J ,  so for R > ~r/8, (11) and (10) imply 
fo l s (1 -  s)K(s)g [~olG(s,T)~R('r)dT, R] ds 
< ~olS(1-  s)K(s)g [s(1-  S) ~ol"r(1-'r)~oR('r)d%Rl ds 
=-~r( I+R+v/R)+8( I+2)8  
Therefore, we can choose R large enough such that (Hd) holds. 
To show (H4), denote 
1 +Xn 
qn(t,x) -- ~ ,  
t ( 1 + arc tant~ 
 n(t, x) -- + suPi>-----[ Ixi---[/' 
then fn(t, x) = q,~(t, x) + qn(t, X). Let q(t, x) = (q1(t, x) , . . . ,  qn(t, x),. . .  ), and q(t, x) = (ql(t, x), 
• . . ,  qn(t, x ) , . . .  ). Then for any B C/~5 \ P~ with b > a > 0, it is easy to see 
1 a(q(t,B)) < ~a(B) .  
By diagonal method combined with the method of constructing subsequence, we can get 
a(q(t, B)) = 0. So we have 
1 
a(f(t, B)) < ~(x(B) ,  t E (0, 1). 
x/ t [ l - t )  
Since 
~o 1 ~ dS fo 1 ~r l s(1 - s) 1 = x /~ - s) ds = -~< 2' 
thus (H4) holds for L(t) = 1/V/~I  - t). 
Finally, our conclusion follows from Theorem 2.2. 
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