This paper, first, estimates the appropriate, log-log or semi-log, linear long-run money demand relationship capturing the behavior US money demand over the period of 1980:Q1 to 2010:Q4, using the standard linear cointegration procedures found in the literature, and the corresponding nonparametric version of the same based on Projection Pursuit Regression (PPR) methods. We then, compare the resulting welfare costs of inflation obtained from the linear and nonlinear money demand cointegrating equations. We make the following observations: (i) The appropriate money demand relationship for the period of 1980:Q1 to 2010:Q4 is captured by a semi-log function; (ii) Based on the estimation of semi-log cointegrating equations, the welfare cost of inflation was found to at the most lie between 0.0131 percent of GDP to 0.2186 percent of GDP for inflation rates between 0 percent and 10 percent, and; (iii) In comparison, the welfare cost of inflation obtained from the semi-log non-linear long-run money demand function, derived using the PPR method, for 0 to 10 percent of inflation ranges between 0.4930 to 1.9468 percent of GDP. However, the standard errors associated with the welfare cost estimates obtained from PPR relative to the linear models tend to indicate that the nonlinear money demand provides more precise estimates of the welfare costs primarily for higher rates of inflation.
INTRODUCTION
In a recent paper, Ireland (2009) , using quarterly US data covering the period of 1980:Q1-2006:Q4, indicates: (i) The null of unitary long-run income elasticity of money cannot be rejected; (ii) Money demand functions can, thus, be expressed as capturing relationships between the nominal moneyincome ratio and the nominal interest rate; (iii) Though, the logarithm of the money-income ratio, the logarithm of the nominal interest rate, and the nominal interest rate are all integrated of order one, based on the Phillips and Ouliaris (1990) and Stock and Watson (1993) tests of linear cointegration, the appropriate money demand relationship for the period of 1980:Q1 to 2006:Q4 is captured by a semi-log function; i.e., a linear functional form relating the logarithm of money demand and the nominal interest rate, since no cointegrating relationship could be obtained between the logarithm of the nominal money-income ratio and the nominal interest rate (i.e., the log-log money demand function), and; (iv) Based on the estimation of semi-log cointegrating equations, obtained under the Phillips and Ouliaris (1990) and Stock and Watson (1993) approaches, the welfare cost of inflation was found to at the most lie between 0.0140 percent of GDP to 0.2320 percent of GDP for inflation rates between 0 percent and 10 percent, mimicking comparable welfare estimates obtained for the US by Fischer (1981) and Lucas (1985) . 1 Please refer to Section II of Ireland (2009) and Section 3 of the current paper for further details on the specifications of the DOLS model. 2 Please refer to Section 3 of the current paper for further details. 3 Please refer to Section 4 of the current paper for further details. Against this backdrop, we attempt to obtain a nonlinear cointegrating money demand relationship, over the period of 1980:Q1 to 2010:Q4, based on Projection Pursuit Regression (PPR) outlined in Friedman and Stuetzle (1981) , that fits the data better, especially the current money demand behavior under negligible nominal rate of interest. In this regard we follow Vinod (1998) , and carry out a nonparametric PPR estimation of the semi-log model. Once a nonlinear cointegrating money demand relationship is obtained, we derive the welfare cost of inflation from this framework, and compare the corresponding estimates of the same obtained under the linear long-run money demand relationships. Though, Vinod (1998) used the PPR method to estimate a non-linear longrun money demand relationship for the US economy using annual data covering the period of 1900-1989, this is, to the best of our knowledge, the first attempt to obtain the welfare cost of inflation for the US economy based on a nonparametric long-run money demand function. The remainder of the paper is organized as follows: Section 2 provides the basics of the theoretical issues regarding the estimation of the welfare cost of inflation both under linear and nonparametric frameworks. Section 3 discusses the data, while, Section 4 presents the empirical results, including the calculation of the welfare cost estimates. Finally, Section 5 concludes. m r
THE THEORETICAL FOUNDATIONS
As indicated by Lucas (2000) , money demand specification is vital in determining the appropriate size of the welfare cost of inflation. Lucas (2000) contrasts between two competing specifications for money demand. One, inspired by Meltzer (1963) , relates the natural logarithm of , m the ratio of money balances to nominal income, and the natural logarithm of a short-term nominal interest rate r. Formally, this can be expressed as follows:
where A>0 is a constant and η>0 measures the absolute value of the interest elasticity of money demand. Another specification, adapted from Cagan (1956) , links the log of m to the level of r via the following equation:
where B>0 is a constant and ξ>0 measures the absolute value of the semi-elasticity of money demand with respect to the interest rate. Note, both these specifications impose unitary income elasticity of money demand.
By applying the methods outlined in Bailey (1956) , Lucas (2000) transformed the evidence on money demand into a welfare cost estimate. Note Bailey (1956) described the welfare cost of inflation as the area under the inverse money demand function, or the "consumers's surplus", that could be gained by reducing the interest rate to zero from an existing (average or steady-state) value. So if () mr is the estimated function, and () m  is the inverse function, then the welfare cost can be defined as:
Alternatively, this implies integrating under the money demand curve as the interest rate rises from zero to a positive value to obtain the lost consumer surplus and then deducting off the associated seigniorage revenue rm to deduce the deadweight loss.
Since the function m has the dimensions of a ratio to income, so does the function w . The value of ( ), wr represents the fraction of income that people need, as compensation, in order to be indifferent between living in a steady-state with an interest rate constant at r or an identical steady state with an interest of close or equal to zero. Given this, Lucas (2000) shows that when the money demand function is given by (1) or is () m r Ar    , the welfare cost of inflation as a percentage of GDP is obtained as follows:
While, for a semi-log money demand specification i.e., () r m r Be    , w(r) is obtained by the following formula:
As can be seen from (4) and (5), an estimate of the interest elasticity of money demand is crucial in evaluating the welfare cost of inflation, and, hence, we first need to obtain the long-run relationship between the ratio of money balance to income and a measure of the opportunity cost of holding money, captured by a short-term nominal interest rate.
Note that in the case when the nonlinear long-run money demand function is nonparametrically estimated using the PPR method 4 , w(r) does not have a closed-form, and, hence, needs to be obtained numerically. Our approach is based on Monte Carlo integration. For any value of given interest rates, r, in the range of the data, we obtain w(r) as follows:
where N is chosen to be a very large number, and i x i=1,…,N are independent identically distributed observations from the Uniform distribution on the interval (0,r). The Weak Lawof Large Numbers ensures that () N wr converges in probability to w(r), so if N is large enough, we can assure, with large confidence, that we are close to the limit. To obtain the estimates of w(r) for the semi-log model estimated under the PPR method, we used N = 100,000, which can be considered large enough.
DATA
In this study, we use quarterly data time series data from the first quarter of 1980 (1980:Q1) to the last quarter of 2010 (2010:Q1), and are obtained from the Federal Reserve Bank of St. Louis FRED database, except that the series for the measure of money supply (M1) is adjusted by adding back the funds removed by retail deposit sweep programs using estimates described in Cynamon et al., (2006) . Hence, as in Ireland (2009) we too measure the money stock based on the M1RS aggregate defined by Cynamon et al., (2006) . Nominal income and the nominal interest rates are measured by nominal GDP (Y) and the three-month US Treasury bill rate (r), respectively. All series, except for the Treasury bill rate were used in their seasonally adjusted form. When instead of using the money income ratio (m = M1RS/Y), we used real money balances (M/P) and real GDP (Y/P) independently in the regressions, the corresponding nominal series for M1RS and GDP were divided by the GDP deflator (P). 
EMPIRICAL RESULTS 5
As is standard in time series analysis, we start off by studying the univariate characteristics of the data. In this regard, we performed tests of stationarity on our variables (ln(m), ln(r) and r using the Phillips and Perron (1988) test, reported in Table 1. The table reports values for the intercept (μ ) and slope coefficients ( ) from an ordinary least squares regression of each variable on a constant and its own lagged value, along with Z t -the Phillips and Perron (1988) test statistic, which corrects the conventional t-statistic for testing the null hypothesis of a unit root, i.e., 1  , for serial correlation in the regression error using the Newey and West (1987) estimator of the error variance. Z t values are reported for the lag truncation parameter, q, ranging between 0 and 8. Note that, q defines the bound on the number of sample autocovariances used in computing the Newey and West (1987) estimate Based on the critical values for Z t reported in Table B .6 of Hamilton (1994, 763) under the heading "Case 2", none of these test statistics allows the null hypothesis of a unit root to be rejected. The result thus, paves the way for the tests of cointegration, which we carry out below, between ln(m) and ln(r) in (1) and ln(m) and r in (2).
The Phillips and Ouliaris (1990) test for cointegration first uses ordinary least squares to estimate the intercept and slope coefficient in linear relationships, as in equations (1) or (2), between two non-stationary variables, and then applies the Phillips and Perron (1988) test to determine whether the regression error from the equation is stationary or nonstationary. If the null hypothesis of a unit root in the error can be rejected, then either (1) or (2) is believed to represent a cointegrating relationship. In Table 2 , we present the results from the Phillips and Ouliaris (1990) tests, which includes the estimate of the intercepts (α ) and slope coefficients (β ) from equations (1) and (2), the slope coefficient ( ) from a regression of the error term from (1) or (2) on its own lagged value, but without a constant, and the Phillips and Ouliaris (1990) Z t statistic for values of the Newey and West (1987) lag truncation parameter ( q ) ranging again between 0 and 8. Based on the critical values for the Z t statistic obtained from Table B .9 in Hamilton (1994, 766) under the heading "Case 2", the null hypothesis of no cointegration between ln(m) and ln(r) cannot be rejected by all the tests reported in the top panel of Table 2 . However, barring one at q=0, all of the remaining tests in Table 2 "s bottom panel reject their null of no cointegration between ln(m) and r at either the 90 or 95 percent confidence levels. So, the results tend to suggest a semi-log form of long-run money demand relationship over the period of 1980Q1-2010Q4. To test for the robustness of the results on cointegration obtained in Table 2 , Table A1 in the appendix, reports the results from Johansen"s (1991) test for cointegration applied to equations (1) and (2). As with the Phillips and Ouliaris (1990) test, results point to the semi-log specification as providing a better description of long-run relationship between m and r for our sample. 
-3.3772** 5 -3.4172** 6 -3.478** 7 -3.4658** 8 -3.4407** Notes: The critical values for Zt are reported by Hamilton (1994 , Table B .9, 766): -3.07 (10 percent), -3.37 (5 percent), and -3.96 (1 percent). Hence * and ** indicate that the null hypothesis of no cointegration can be rejected at the 90 and 95 percent confidence levels.
Recall that in equations (1) and (2), we impose a unitary income elasticity of money demand. As a matter of additional robustness check, in Table 3 , we repeated the Phillips and Ouliaris (1990) tests to the more flexible specification that links the log of real money balances (ln(M/P)) to the log of real GDP (ln(Y/P)) and the log of the nominal interest rate (ln(r)). In other words, as in Ireland (2009) , we wanted to ensure that failure of the Phillips and Ouliaris (1990) tests, carried out in Table  2 , to reject the null hypothesis of no cointegration between ln(m) and ln(r) does not results from the imposition of the so-called constraint of unitary income elasticity. The table shows the ordinary least squares estimates of the intercept (α ) together with the slope coefficients measuring the income ealsticity ( ŷ  ) and interest elasticity ( r  ) of money demand. As before, the table shows values of the Phillips and Ouliaris (1990) Z t statistic for values of the Newey and West (1987) lag truncation parameter q ranging between 0 and 8. As can be seen from Table 2, where we had imposed unitary income elasticity. But, more importantly, as in Table 2 , based on the critical values of the Z t statistic reported under the heading "Case 3" in Table B .9 of Hamilton (1994, 766) , none of the Phillips and Ouliaris (1990) tests could again rejects the null hypothesis of no cointegration between ln(m) and ln(r), suggesting that the lack of cointegration between these two variables of concern, do not stem from the assumption of unitary income elasticity of money demand. Hamilton (1994 , Table B .9, 766): -3.52 (10 percent), -3.80 (5 percent), and -4.36 (1 percent).
In Table 4 , we present the "dynamic OLS" (DOLS) estimates of the parameters of the semilog cointegrating relationship. Each of the parameter estimates, reported in Table 4 , is obtained from an ordinary least squares regression of ln(m) on a constant, the level of the nominal interest rate (r), and p leads and lags of the quarter-to-quarter change in the nominal interest rate (∆r). Note, unlike the static Phillips and Ouliaris (1990) tests, the DOLS cannot be used to test the hypotheses of cointegration or no cointegration, so the DOLS assumes that the non-stationary variables, namely, ln(m) and r are cointegrated. But, under the assumption of cointegration, the DOLS estimates have been shown to be asymptotically efficient and asymptotically equivalent to the ML estimates of Johansen (1991) . 6 Further, as pointed out by Ireland (2009) , it is possible to draw familiar comparisons between the parameter estimates and their standard errors, since traditional Wald test statistics formed from these DOLS estimates have conventional normal or chi-squared asymptotic distributions. Though adding leads and lags of ∆r to the estimated equations controls for possible correlation between the interest rate r and the residual from the semi-log cointegrating relationship, any serial correlation that remains in the error term from the DOLS equation should still be accounted for when obtaining the standard errors for the DOLS estimates by using the using Newey and West (1987) estimator of the regression error variance for various values of the lag truncation parameter q. In Table 4 , we report the DOLS estimates of the intercept ( ) and the slope coefficient ( ) from the semi-log cointegrating relationship between m and r, together with standard errors (s.e.( )) for the long-run interest semi-elasticity of money demand.
In general, the DOLS estimates from Table 4 , though slightly higher (lower) in absolute value for the interest semi-elasticity (regression constant) in majority of the cases, are quite similar to those obtained under the static Phillips and Ouliaris (1990) tests in Table 2 . In addition, a conventional comparison between a point estimate and its standard error can be made for each value of the number of leads and lags of ∆r (i.e., p) included in the DOLS regressions, and for each value of the number of regression-error autocorrelations (q) allowed for in the Newey and West (1987) variance estimator. With the t-statistic (= /s.e.(  )) having the usual, normal asymptotic distribution, and the standard errors around the point estimates of 1.7 and 1.8 being quite small, the results confirm that the estimated interest semi-elasticity of money demand differs significantly from zero. Having found robust cointegrating relationship between the ln(m) and r, for ŷ  and r  , which, in turn, are corrected for serial correlation using the Newey and West (1987) estimator of the regression error variance for various values of the lag truncation parameter q. Finally, the table, presents the corresponding Wald (F) statistics for testing the null hypothesis of a unitary income elasticity of money demand imposed to obtain DOLS estimation results in Table 4 . The point estimates of the income elasticity in Table 5 are estimated to be slightly lower than one. However, none of the Wald tests fail to reject the null hypothesis of an income elasticity of one. Further, the interest semi-elasticity, though slightly smaller in absolute value when compared to their corresponding values in Table 4 , comparing r  and s.e.( r  ) suggest that the estimates of the interest semi-elasticity are again significantly different from zero. Taken together, all these results tend to suggest that the semi-log specification with an unitary income elasticity of money demand, as outlined in equation (2), provides the best description of long-run money demand relationship in our data sample covering 1980Q1-2010Q4. At this stage, it is important to point out that our estimates discussed in Tables 1 through 5 are qualitatively and also quantitatively quite similar to those obtained by Ireland (2009) . This is understandable since the four years (16 quarters) of additional data is not enough information to produce significant changes in the estimates. The reader is referred to the corresponding Tables 1 through 5 in Ireland (2009) for further details and making comparisons.
Next, we turn our attention to a nonparametric estimation of the semi-log model used under the DOLS approach, based on the PPR method, details of which can be found in Friedman and Stuetzle (1981) and Vinod (1998) . We have, however, provided the basics of the PPR method in the Appendix of this paper. As indicated earlier, though Vinod (1998) applied this methodology to estimate a non-linear long-run money demand relationship for the US economy using annual data covering the period of 1900-1989, we go a step further by recovering the welfare cost estimates obtained from this non-linear long-run semi-log money demand function. In this regard, we estimate the following model:
where, α is the overall mean for the response variable (ln(m)), f i (.) denote the unknown ridge function corresponding to the i-th chosen direction, which is estimated from the data,  are mean zero errors, with unchanged variance over the entire data set, γ i is the coefficient corresponding to i-th projection directions, β i is the i-th projection direction vectors corresponding to the multivariate regressor vector X (which includes r and p = 4 leads and lags of ∆r), so that   1 1 {} m ii are orthonormal. γ i and β i are estimated from the data, using the projection pursuit regression method. Here each response was given equal weight for estimating the aforementioned parameters and functions. We use the cubic splines method instead of the super smoother and GCV splines methods, 7 simply because it yields smaller values of sum of residual autocorrelations when fitting the model. Note the model has 9 regressors, and hence to avoid the curse of dimensionality, we choose the number of directions m 1 so that it yields the least sum of residual autocorrelations, which, in turn yielded m 1 = 9. The p-value corresponding to the goodness of model fit was found to be very close to 1. Note, the decision to use p = 4, emanated from the fact that the sum of squared error (SSE) for the DOLS models reported in Table 4 , was lowest under the case with p = 4, relative to p = 1, 2 and 3. This though, is expected since the DOLS with p = 4 nests the other three cases. However, the Akaike Information Criterion (AIC) was found to be the smallest for p = 4 relative to the other three cases. 8 In light of this, we decided to estimate the PPR with p = 4.
For the sake of comparison of the long-run semi-elasticity of the interest rate obtained from the linear models, in Table 6 , we present, besides the intercept estimated term, the estimated derivative of ln(m) with respect to r at the average value of r ( ), and all the leads and lags of ∆r terms set to zero from the PPR, which essentially provides a comparable measure of the long-run interest rate semi-elasticity in the non-linear case. 9 We also examined the correlation of the real and the estimated responses, which was found to be 0.99. We used the bootstrapping methods developed by Efron and Tibshirani (1993) and replicated the PPR 1000 times. Let us denote s.d. = standard deviation of the bootstrap samples corresponding to the semi-elasticity, and let "95% Bootstrap BCa C.I" denote the 95 percent bootstrap bias-corrected confidence intervals. 10 Based on our PPR analysis, we find that the interest rate semi-elasticity is -3.6453, which is significant, but with a pretty wide 95 percent confidence interval of (-4.3650, -2.5570) , and a relatively large s.d. of 1.0751. Note, the obtained semi-elasticity is more than double when compared to those obtained under the linear models. As a matter of further comparison, in Table 6 , we also report the bootstrap estimates for the intercept and the semi-elasticity of the interest rate along with its 95 percent confidence interval, obtained from the linear DOLS model discussed above with p = 4. 11 The interest semi-elasticity is found to be 1.7460 (absolute value), which is comparable to those obtained in Table 4 , but again as in the other linear cases, the estimate is more than half of what is obtained under the PPR method. Note compared to the PPR case, the 95 percent confidence interval (-2.0167, -1.4901) is quite tight around the semi-elasticity of the interest rate and the estimate also has a way smaller s.d. (= 0.1362). But, as far as the bigger standard deviation is concerned, the result is quite expected, since it is one of the drawbacks of the PPR method. The reader is referred to Vinod (1998) for further details regarding the advantages and drawbacks of the PPR method.
Though, the standard deviation of the estimate is larger in the PPR case, when we evaluated the SSEs for the bootstrapped DOLS model and the PPR, the latter was found to fit the data way better at the min (= minimum), max (= maximum), Q₁ (= first quartile), Median (= median), Mean (= mean), Q₃ (= third quartile) of the bootstrap samples. The following are the bootstrap estimates of the SSE from the PPR (DOLS) at the min, Q₁, Median, Mean, Q₃, max, respectively: 0.0048 (0.0264); 0.0099 (0.0487); 0.0115 (0.0572); 0.0117 (0.0575); 0.0135 (0.0660); 0.0232 (0.0940). 12 Clearly, given that the inherent variation in the data is captured better by the PPR model, the estimates from this 9 The semi-elasticity: SE =  =10 -5 , which is small enough to ensure that the finite difference is close to the derivative. Note, r 0 denotes the point where the derivative is to be computed... method is expected to be more accurate, with the uncertainty in the data reflected in the wider confidence bands and large standard errors. In addition to the semi-log cointegrating relationships obtained in Table 2 and for p = 4 in Table 4 , in Figure 3 , we superimpose the cointegrating relationship between ln(m) and r and the semi-log long-run money demand relationship obtained based on the bootstrapped DOLS model on the scatter plot of m and r. Note, the plotted non-linear long-run relationship corresponds to the non-linear functional form obtained by setting the leads and lags of ∆r to zero. As is evident, the long-run semi-log money demand relationship obtained with the PPR model tracks the data much better, in terms of data coverage, than its linear counterparts, which are virtually indistinguishable from each other. However, as with the linear models, the non-linear long-run money demand function too fails in capturing the recent moneyinterest relationship under virtually zero nominal interest rates. Interestingly, in an attempt to cover more data points the non-linear money demand function indicates a positive relationship between the money-income ratio and the nominal interest rate at the high-end of the latter, which, in turn, prevailed during the early section of the sample. Finally, in Table 7 we present the estimates of the welfare cost of inflation implied by equation (5) based on the linear regression results in Tables 2, 4 and 6, and by equation (6) for the non-linear case. Recall, for the non-linear case, the welfare cost formula does not have a closedform, and, hence, needs to be obtained through Monte Carlo integration of the long-run non-linear money demand function. 13 Since, the static and dynamic OLS estimates, as well as, the bootstrapped DOLS estimates look quite similar, so do the implied welfare costs. Assuming, as in Lucas (2000) and Ireland (2009) , that the steady-state real interest rate equals 3 percent, so that r = 0.03 corresponds to zero inflation, r = 0.05 corresponds to 2 percent annual inflation, and r = 0.13 corresponds to 10 percent annual inflation, the regression coefficients for the linear cases yield the welfare cost of pursuing a policy of price stability as opposed to the Friedman (1969) rule at less than 0.015 percent of income, the cost of 2 percent inflation at less than 0.04 percent of income, and the cost of 10 percent inflation at less than 0.25 percent of income. 14 These welfare cost estimates are similar to those obtained by Ireland (2009) , but lie far below those computed by Lucas (2000) . Note, we can also obtain the cost of 10 percent inflation compared to price stability using: w(0.13)w(0.03), which, in turn, lie between 0.19 and 0.21 percent of income, numbers that are still smaller than, but resemble more closely, Fischer"s (1981) estimate of 0.30 percent of income, Lucas"s (1981) estimate of 0.45 percent of income, and, more recently, Ireland"s (2009) estimated range of 0.20 and 0.22 percent of income. In comparison, the welfare cost of inflation obtained from the semi-log non-linear long-run money demand for 0, 2 and 10 percent of inflation are as high as 0.49, 0.80 and 1.95 percent of GDP respectively. 15 The result is expected given the larger data coverage of the non- (Ireland, 2009 ). Hence, r = 0.03, 0.05 and 0.13 under price stability, 2 and 10 percent inflation respectively. Welfare Costs for the linear models are obtained from (5) linear long-run money demand relationship, as depicted in Figure 3 . Interestingly, these figures are even higher than the dynamic general equilibrium estimates provided by Dotsey and Ireland (1996) and Lucas (2000) . Lucas" (2000) corresponding estimates for 0, 2 and 10 percent of inflation for the semi-log case are 0.10, 0.25 and 1.17 percent of GDP respectively 16 , while, Dotsey and Ireland (1996) indicates that the welfare cost of inflation for a range of 4 to 10 percent of inflation would be around 0.27 to 1.73 percent of GDP. Note, the cost of 10 percent inflation relative to price stability too is way higher at 1.46 percent of GDP, when compared to at most 0.21 percent of GDP in the linear case. Given such stark differences in the estimates of the welfare costs between the linear and nonlinear money demand functions, it is important to analyze the precision of the welfare cost estimates obtained under these two cases. In light of this, in Table 7 , we also report the corresponding standard errors for the welfare cost estimates from the static OLS, the different DOLS and the PPR models, obtained based on 1,000 bootstrap replications. As can be seen from the standard errors, they are quite similar across the static OLS model and the different DOLS models, barring the bootstrapped DOLS, which produces consistently higher standard errors. The For this case, the welfare cost of inflation (standard errors) obtained from the semi-log non-linear long-run money demand for 0, 2 and 10 percent of inflation were found to be 0.52 (0.01), 0.88 (0.02) and 2.35 (0.05) percent of GDP respectively, i.e., they were even higher compared to those obtained under the Monte Carlo integration, but also has higher standard errors. static OLS produces the lowest standard errors amongst these models for the three different rates of inflation namely, under price stability, 2 and 10 percent considered here. Interestingly, all the different DOLS models and the static OLS model produces lower standard errors in comparison to the PPR method for the case of price stability and the 2 percent rate of inflation. However, the PPR, has a lower standard error relative to all the models for the 10 percent rate of inflation; indicating that the PPR produces more precise estimates of the welfare cost for higher rates of inflation, while the static OLS tends to do the same for lower levels of the inflation rate. This result is not surprising, once we look at the data coverage of these models in Figure 3 . The PPR tracks the data way better than the linear models at higher rates of inflation, and hence understandably, produces more precise estimates of the welfare cost of inflation.
CONCLUSIONS
This paper, first, estimates the appropriate, log-log or semi-log, linear long-run money demand relationship capturing the behavior US money demand over the period of 1980:Q1 to 2010:Q4, using the standard linear cointegration procedures found in the literature (Phillips and Ouliaris, 1990; Johansen, 1991; and Stock and Watson, 1993) , and the corresponding nonparametric version of the same based on PPR methods outlined in Friedman and Stuetzle (1981) . We then, compare the resulting welfare costs of inflation obtained from the linear and nonlinear money demand cointegrating equations. We make the following observations: (i) The null of unitary long-run income elasticity of money cannot be rejected; (ii) Money demand functions can, thus, be expressed as capturing relationships between the nominal money-income ratio and the nominal interest rate; (iii) Though, the logarithm of the money-income ratio, the logarithm of the nominal interest rate and the nominal interest rate are all integrated of order one, the appropriate money demand relationship for the period of 1980:Q1 to 2010:Q4 is captured by a semi-log function, since no cointegrating relationship could be obtained between the logarithm of the nominal money-income ratio and the nominal interest rate; (iv) The interest semi-elasticity obtained from the PPR method is found to be at 3.6453 (in absolute value), which was more than double the highest possible corresponding value (1.7951) obtained under various linear cases; (v) Based on the estimation of semi-log cointegrating equations, the welfare cost of inflation was found to at the most lie between 0.0131 percent of GDP to 0.2186 percent of GDP for inflation rates between 0 percent and 10 percent, mimicking comparable welfare estimates obtained for the US by Fischer (1981) , Lucas (1985) and Ireland (2009); (vi) In comparison, the welfare cost of inflation obtained from the semi-log non-linear longrun money demand function, obtained using the PPR method, for 0 to 10 percent of inflation ranges between 0.4930 to 1.9468 percent of GDP. The result is not surprising given the larger data coverage, in comparison to the linear semi-log models, of the non-linear long-run money demand relationship, though just like the linear semi-log model, the non-linear model too fails to account for the recent high money demand under virtually zero nominal interest rates; (vii) These welfare cost figures, obtained from the PPR method, are even higher than the dynamic general equilibrium estimates provided by Dotsey and Ireland (1996) and Lucas (2000) ; (viii) Standard errors of the welfare cost estimates obtained from the PPR relative to the linear money demand functions, however, tend to indicate that the nonlinear money demand provides more precise estimates of the welfare costs primarily for higher rates of inflation; (ix) Thus, based on the precision of our findings, perhaps, one would need to rely on the welfare cost estimates obtained from the linear money demand models at lower rates of inflation, but on the nonlinear model at higher levels of inflation, and finally; (x) If we are to believe these high welfare cost estimates obtained from the non-linear
