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ON THE SPLITTING METHOD FOR THE NONLINEAR SCHRO¨DINGER
EQUATION WITH INITIAL DATA IN H1
WOOCHEOL CHOI AND YOUNGWOO KOH
Abstract. In this paper, we establish a convergence result for the operator splitting scheme Zτ
introduced by Ignat [8], with initial data in H1, for the nonlinear Schro¨dinger equation:
∂tu = i∆u+ iλ|u|
pu, u(x, 0) = φ(x),
where p > 0, λ ∈ {−1, 1} and (x, t) ∈ Rd× [0,∞). We prove the L2 convergence of order O(τ1/2)
for the scheme with initial data in the space H1(Rd) for the energy-subcritical range of p.
1. Introduction
Consider the following Cauchy problem of the nonlinear Schro¨dinger equation in Rd+1:{
∂tu = i∆u+ iλ|u|pu, (x, t) ∈ Rd × R,
u(x, 0) = φ(x),
(1.1)
where λ ∈ {−1, 1}. Nonlinear Schro¨dinger equations appear in various models of quantum me-
chanics (see, e.g., [2, 12, 13]). In this paper, we are concerned with operator splitting schemes,
which are useful for the numerical computation of semilinear-type equations (1.1). The idea of
such schemes is to divide the problem (1.1) into a linear flow and a nonlinear flow, as described
below.
We define N(t)φ as the solution of the flow{
∂tu = iλ|u|pu, x ∈ Rd, t > 0,
u(x, 0) = φ(x), x ∈ Rd,
that is, N(t)φ = exp(itλ|φ|p)φ. On the other hand, we set S(t)φ as the solution of the linear
Schro¨dinger propagation {
∂tu = i∆u, x ∈ Rd, t > 0,
u(x, 0) = φ(x), x ∈ Rd,
which admits the Fourier multiplier formula S(t)φ = eit∆φ. Then we split the flow of (1.1) into
the flows N(t) and S(t) with a small switching time. Namely, for a fixed time interval [0, T ] and
a small value τ > 0, we can consider the Lie approximation
Z(nτ)φ =
(
S(τ)N(τ)
)n
φ, 0 ≤ nτ ≤ T,
or the Strang approximation
Z(nτ)φ =
(
S(τ/2)N(τ)S(τ/2)
)n
φ, 0 ≤ nτ ≤ T.
The convergence of these two schemes has been studied by Besse et al. [1] for globally Lipschitz
continuous nonlinearities and by Lubich [10] for Schro¨dinger-Poisson and cubic NLS equations
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with initial data in the space H4(R3). On the other hand, Ignat and Zuazua [6, 7] and Ignat [5]
developed various numerical schemes for which they proved Strichartz type estimates to obtain
the convergence of the schemes with initial data of low regularity. Also, Ignat [8] introduced the
following modified version of the splitting scheme:
Zτ (nτ) =
(
Sτ (τ)N(τ)
)n
Πτφ. (1.2)
Here, Sτ (t) denotes the frequency localized Schro¨dinger flow given by
Sτ (t)φ = S(t)Πτφ,
where
Π̂τφ(ξ) = χ(τ
1/2ξ)φ̂(ξ), ξ ∈ Rd, (1.3)
and χ ∈ CN (Rd) is a cut-off function supported in Bd(0, 2) such that χ ≡ 1 on Bd(0, 1), where
N ∈ N is some large number. In fact, it is sufficient to set N = 2d.
The aim of this paper is to determine an improved estimate for the splitting scheme Zτ (nτ).
In particular, we prove a convergence result for p in the energy-subcritical range when the initial
data φ belongs to the space H1(Rd). Before stating our result, we recall some previous results.
• (Lubich [10]) Let d = 3 and p = 2. Suppose that φ ∈ H4(R3), and consider a time T > 0
such that sup0≤t≤T ‖u(t)‖H4(R3) <∞. Then, the approximation Z satisfies
max
0≤nτ≤T
‖Z(nτ)− u(nτ)‖L2(R3) ≤ τ2C(T, φ)
and
max
0≤nτ≤T
‖Z(nτ)− u(nτ)‖H2(R3) ≤ τ C(T, φ).
• (Ignat [8]) Let 1 ≤ d ≤ 3 and 1 ≤ p < 4d . For any φ ∈ H2(Rd) and any time T > 0, the
approximation Zτ satisfies
max
0≤nτ≤T
‖Zτ (nτ)− u(nτ)‖L2(Rd) ≤ τ C(d, p, T, ‖φ‖H2).
In the following result, we provide the convergence result for initial data in H1(Rd).
Theorem 1.1. Let d ≥ 1 and 0 < p < 4d . For any φ ∈ H1(Rd) and any time T > 0, the
approximation Zτ satisfies
max
0≤nτ≤T
∥∥Zτ (nτ)− u(nτ)∥∥L2(Rd) ≤ τ1/2C(d, p, T, ‖φ‖H1)
for any τ ∈ (0, 1).
Theorem 1.2. Let 1 ≤ d < 6 and 1 ≤ p < pd. Suppose that φ ∈ H1(Rd), and consider a time
T > 0 such that sup0≤t≤T ‖u(t)‖H1(Rd) <∞. Then, the approximation Zτ satisfies
max
0≤nτ≤T
∥∥Zτ (nτ) − u(nτ)∥∥L2(Rd) ≤ τ1/2C(d, p, T, φ)
for any τ ∈ (0, 1). Here, pd =∞ if d = 1, 2 and pd = 4d−2 if d ≥ 3.
Remark 1.3. In fact, we can find an upper bound of C(d, p, T, ‖φ‖H1) in Theorem 1.1 such as
C(d, p, T, ‖φ‖H1) ≤ exp
(
exp
(
Cd,pT
c1(d,p)‖φ‖c2(d,p)H1
))
for some constants Cd,p, c1(d, p), c2(d, p) > 0.
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In order to obtain a convergence result with the low regularity assumption, Strichartz-type
estimates are employed in [8] along with the Duhamel-type formula for Zτ , given by
Zτ (nτ) = Sτ (nτ)φ + τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Zτ (kτ), n ≥ 1, (1.4)
which is compared to the Duhamel formula of the solution u to (1.1), expressed as
u(t) = S(t)φ+ iλ
∫ t
0
S(t− s)|u|pu(s)ds, t ≥ 0. (1.5)
A key ingredient of the convergence analysis in [8] is to obtain the stability (uniformly in τ ∈ (0, 1))
of the scheme Zτ in the discrete space ℓ
q(nτ ∈ I; Lr(Rd)).
Here, we introduce a few notations. For any interval I ⊂ [0,∞), we define the space ℓq(nτ ∈
I; Lr(Rd)) as consisting of functions defined on τZ ∩ I with values in Lr(Rd), the norm of which
is given by
‖u‖ℓq(nτ∈I;Lr(Rd)) =
(
τ
∑
nτ∈I
‖u(nτ)‖q
Lr(Rd)
)1/q
.
In the present work, we take into account the nonlinearity in the energy-subcritical range: |u|pu
for p ∈ (0, pd), where pd is defined by
pd =
{ 4
d−2 if d ≥ 3
∞ if d = 1, 2.
Also, a pair (q, r) ∈ [2,∞]× [2,∞] is called an admissible pair if
2
q
+
d
r
=
d
2
, (q, r, d) 6= (2,∞, 2).
Lastly, we always denote (q0, r0) be the admissible pair (q0, r0) = (
4(p+2)
dp , p+ 2).
The well-posedness theory on (1.1) for φ ∈ H1(Rd) is well understood as follows.
Theorem A. [See, e.g., [2].] Let d ≥ 1 and 0 < p < pd, and suppose that φ ∈ H1(Rd). Then,
there is a time Tmax = T (d, p, φ) ∈ (0,∞] such that a solution u ∈ C
(
[0, Tmax);H
1(Rd)
)
to (1.1)
exists in the sense of the Duhamel formula (1.5). Moreover, for any T < Tmax and any admissible
pairs (q, r), there is a positive constant M1 =M1(d, p, T, φ) > 0 such that
‖u‖L∞([0,T ];H1) + ‖u‖Lq([0,T ];W 1,r) ≤M1. (1.6)
In addition, one of the following is true:
• The solution u exists globally, i.e., Tmax =∞ and supt∈[0,∞) ‖u(t)‖H1(Rd) <∞.
• The solution u ∈ C ([0, Tmax); H1(Rd)) exists for a maximal time interval [0, Tmax), and
lim
t→Tmax
‖u(t)‖H1(Rd) =∞.
It is well known that if 0 < p < 4d , then we always have Tmax = ∞, due to the mass conser-
vation property. In this case, we can write M1 = Cd,p‖φ‖H1 in (1.6). Further, if the equation is
defocusing, i.e., λ = −1 in (1.1), then the solution u exists globally for 0 < p < pd by the energy
conservation law. We refer the reader to Sections 4 and 5 of Cazenave [2] for the details.
Here, the theorem below is the one of main contribution of this paper.
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Theorem 1.4. Let d ≥ 1 and 0 < p < pd. Suppose that φ ∈ H1(Rd), and consider a time T > 0
such that sup0≤t≤T ‖u(t)‖H1(Rd) < ∞. Suppose that there is a constant M2 = C(d, p, T, φ) > 0
such that the stability of Zτ
‖Zτ (nτ)‖ℓ∞(nτ∈[0,T ];H1) + ‖Zτ (nτ)‖ℓq0 (nτ∈[0,T ];W 1,r0) ≤M2 (1.7)
holds for all τ ∈ (0, 1). Then we have the L2 convergence between u with Zτ
max
0≤nτ≤T
∥∥Zτ (nτ)− u(nτ)∥∥L2(Rd) ≤ τ1/2 exp(Cd,pT (M1 +M2) 2p(p+2)4−(d−2)p ). (1.8)
In the above, the constant M1 > 0 in (1.8) is referred to in (1.6).
By Theorem 1.4, it is enough to prove the stability (1.7) of Zτ in order to show the convergence
of Zτ . Namely, to prove Theorem 1.1 and Theorem 1.2, it is enough to obtain the global (-in-time)
stability of Zτ with φ ∈ H1(Rd) in the space ℓq(nτ ∈ [0, T ];W 1,r(Rd)) for any T < Tmax. When
0 < p < 4d , the stability result on Zτ with φ ∈ L2(Rd) in the space ℓq(nτ ∈ [0, T ];Lr(Rd)) was
obtained in [8, Theorem 1.1] for every admissible pair (q, r). A crucial observation in the proof of
Theorem 1.5 is that the scheme Zτ does not increase its L
2(Rd) norm. On the other hand, the
H1(Rd) norm of Zτ is not guaranteed that it will not increase. This is a main difficulty when we
obtain the desired global(-in-time) stability in Theorem 1.6.
Theorem 1.5. Let d ≥ 1 and 0 < p < 4d , and suppose that φ ∈ H1(Rd). Then, for any time T > 0
and any admissible pair (q, r), the approximation Zτ satisfies
‖Zτ (nτ)‖ℓq(nτ∈[0,T ];W 1,r) ≤ exp
(
Cd,pT max
{‖φ‖ 2p(p+2)4−(d−2)pH1 , ‖φ‖ 4p4−dpL2 })
for any τ ∈ (0, 1).
Theorem 1.6. Let 1 ≤ d < 6 and 1 ≤ p < pd. Suppose that φ ∈ H1(Rd), and consider a time
T > 0 such that sup0≤t≤T ‖u(t)‖H1(Rd) < ∞. Then, for any admissible pair (q, r), there is a
constant C(d, p, T, φ) > 0 such that the approximation Zτ satisfies
‖Zτ (nτ)‖ℓq(nτ∈[0,T ];W 1,r) ≤ C(d, p, T, φ)
for any τ ∈ (0, 1).
Towards this global H1 stability result, we first prove the corresponding local (-in-time) stability
result (see Proposition 4.1). Then for any T > 0, we extend the local H1 stability onto [0, T ] by an
induction after dividing [0, T ] into small subintervals. This inductive step is provided separately for
the cases 0 < p < 4d and 1 ≤ p < pd. In the case that 0 < p < 4d , we obtain an inductive estimate for
proving Theorem 1.5 by combining the local H1 stability with the ℓq(nτ ∈ [0, T ];Lr(Rd)) stability
result on Zτ , obtained by Ignat [8]. In the estimate, we will see that one may extend the local
stability of Zτ to the Sobolev space ℓ
q(nτ ∈ I;W 1,r(Rd)) on the next interval I once the value
|I|1− dp4 ‖Zτ (nτ)‖ℓq(nτ∈I;Lr) is small enough.
This procedure breaks down in the mass super-critical case 4d ≤ p < pd, since we do not have
a priori bound on ‖Zτ (nτ)‖ℓq(nτ∈(0,T );Lr) with some (q, r). Instead, we shall apply the local H1
stability result of Proposition 4.1 recursively in a direct way. To make it possible, the major task
is to control the growth of the ‖Zτ‖H1(Rd) norm when iterating the local H1 stability result. For
this aim, we turn to verify that the scheme Zτ converges to the solution u in H
1(Rd) as τ > 0 goes
to 0+ on an interval where the H1 stability of Zτ is known. It then enables us to utilize the fact
that ‖u(t)‖H1 is bounded on the interval [0, T ] for any fixed T < Tmax. Consequently, we have a
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good control on ‖Zτ‖H1(Rd) when τ > 0 is small enough. By exploiting this idea, we will obtain
the global H1 stability by iterating the local H1 stability for the case τ ∈ (0, T∗) with a suitable
choice of T∗ = T∗(d, p, T, φ) > 0.
The remainder of this paper is organized as follows. In Section 2, we recall the Strichartz
estimates and their discrete versions of these for the modified linear flow Sτ (t). In addition, we
present some estimates for N(τ) and Πτ , and recall a detail regarding the well-posedness result for
(1.1). In Section 3, we present the proof of Theorem 1.1 for the energy-subcritical case 0 < p < pd.
In Section 4, we prove the local H1 stability result on the splitting scheme Zτ , and we prove
Theorem 1.5 which is the mass-subcritical case 0 < p < 4d . In Section 5-6, we prove Theorem 1.6
which is the energy-subcritical case 1 ≤ p < pd.
Notations
• If a constant depends on some other values, we mark it like as CT (depending on time T )
or C(d, p, T, φ) (depending on dimension d, nonlinear exponent p, time T and initial data
φ). We also use the notations αd,p, βd,p, and γd,p to denote positive constants determined
by d and p.
• For 0 ≤ a < b < ∞, we often write ‖ · ‖ℓq(nτ∈[a,b];B) as ‖ · ‖ℓq(a,b;B) for B = W k,q(Rd) or
Lq(Rd).
• We often simply denote W k,q(Rd) as W k,q, and do similarly for Hk(Rd) and Lr(Rd).
• The pair (q0, r0) denotes the admissible pair
(
4(p+2)
dp , p+ 2
)
.
• We write ‘local’ to mean ‘local-in-time’ for the sake of simplicity.
• The notation ‘stable’ means ‘stable uniformly in τ ∈ (0, 1)’.
• ∇f always means ∇xf even if f is a time-space function.
• In Section 5-6, we precisely write Zφτ and uφ to denote the flow Zτ and the solution u
corresponding to the initial data φ.
2. Preliminary lemmas
In this section, we will introduce some basic lemmas that will be used throughout the paper.
Firstly, we state the Strichartz estimates for the Schro¨dinger equation.
Theorem 2.1. Let (q, r) and (q˜, r˜) be any admissible pairs. Then, there exist Cd,q, Cd,q,q˜ > 0 such
that
‖Sτ (·)φ‖Lq(R,Lr(Rd)) ≤ Cd,q‖φ‖L2(Rd), (2.1)∥∥∥∥∫
R
Sτ (−s)f(s)ds
∥∥∥∥
L2(Rd)
≤ Cd,q‖f‖Lq˜′(R,Lr˜′(Rd)),
and ∥∥∥∥∫
s<t
Sτ (t− s)f(s)ds
∥∥∥∥
Lq(R,Lr(Rd))
≤ Cd,q,q˜‖f‖Lq˜′(R,Lr˜′(Rd))
hold for all φ ∈ L2(Rd) and f ∈ Lq˜′(R, Lr˜′(Rd)).
Strichartz [11] proved (2.1) for S(t) with q = r. The other two estimates follow by a duality
argument and the Christ-Kiselev lemma [3]. Later, it was extended by Keel and Tao [9] to all ad-
missible pairs, including the endpoint case (q, r) = (2, 2dd−2 ). These estimates for S(t) are extended
easily to the frequency localized operator Sτ (t) using that Sτ (t)φ = S(t)(Πτφ) and (2.10). Next
we recall the time discrete versions of the Strichartz estimates, obtained by Ignat [8].
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Theorem 2.2 ([8, Theorem 2.1]). Let (q, r) and (q˜, r˜) be any admissible pairs. Then, there exist
Cd,q, Cd,q,q˜ > 0 such that
‖Sτ (·)φ‖ℓq(τZ;Lr(Rd)) ≤ Cd,q‖φ‖L2(Rd), (2.2)∥∥∥∥∥τ∑
n∈Z
Sτ (−nτ)f(nτ)
∥∥∥∥∥
L2(Rd)
≤ Cd,q‖f‖ℓq˜′(τZ;Lr˜′(Rd)),
and ∥∥∥∥∥τ
n−1∑
k=−∞
Sτ ((n− k)τ)f(kτ)
∥∥∥∥∥
ℓq(τZ;Lr(Rd))
≤ Cd,q,q˜‖f‖ℓq˜′(τZ;Lr˜′(Rd)) (2.3)
hold for all φ ∈ L2(Rd) and f ∈ ℓq˜′(τZ;Lr˜′(Rd)).
Since the operators Sτ and ∇ are commutative, the above result immediately implies the fol-
lowing corollary.
Corollary 2.3. Let (q, r) and (q˜, r˜) be any admissible pairs. Then, there exist Cd,q, Cd,q,q˜ > 0
such that
‖Sτ (·)φ‖ℓq(τZ;W 1,r(Rd)) ≤ Cd,q‖φ‖H1(Rd), (2.4)
and ∥∥∥∥∥τ
n−1∑
k=−∞
Sτ ((n− k)τ)f(kτ)
∥∥∥∥∥
ℓq(τZ;W 1,r(Rd))
≤ Cd,q,q˜‖f‖ℓq˜′(τZ;W 1,r˜′ (Rd)) (2.5)
hold for all φ ∈ H1(Rd) and f ∈ ℓq˜′(τZ;W 1,r˜′(Rd)).
By combining the Strichartz estimates in Theorems 2.1 and 2.2 with the Christ-Kiselev lemma
[3], the following result was derived.
Corollary 2.4 ([8, Lemma 4.5]). For any admissible pairs (q, r) and (q˜, r˜) with (q, q˜) 6= (2, 2), we
have ∥∥∥∥∫
s<nτ
Sτ (nτ − s)f(s)ds
∥∥∥∥
ℓq(τZ;Lr(Rd))
≤ Cd,q,q˜ ‖f‖Lq˜′ (R;Lr˜′(Rd)) . (2.6)
In the remaining part of this section, we prove some basic estimates that are used frequently in
this paper.
Lemma 2.5. For any p ∈ (0,∞), there exists a positive constant cp > 0 such that∣∣∣∣N(τ)− Iτ v − N(τ)− Iτ w
∣∣∣∣ ≤ cp|v − w|(|v|p + |w|p) (2.7)
and ∣∣∣∣N(τ)− Iτ v
∣∣∣∣ = ∣∣∣∣exp(iτλ|v|p)− 1τ v
∣∣∣∣ ≤ |v|p+1 (2.8)
hold for all v, w ∈ C. Furthermore, for weakly differentiable f : Rd → C, we have a pointwise
estimate ∣∣∣∣∇(N(τ) − Iτ f
)∣∣∣∣ ≤ (p+ 1)|f |p|∇f |. (2.9)
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Proof. The estimates (2.7) and (2.8) follow from a direct calculation using the mean value theorem
(see also Lemma 4.2 in [8]). For the last estimate, we notice that∣∣∣∣∇(N(τ)− Iτ f
)∣∣∣∣ = ∣∣∣∣∇(exp(iτλ|f |p)− 1τ f
)∣∣∣∣
≤
∣∣∣∣(exp(iτλ|f |p)− 1τ
)
∇f
∣∣∣∣+ ∣∣∣ exp(iτλ|f |p) p|f |p∇f ∣∣∣
≤ (p+ 1)|f |p|∇f |,
where (2.8) is used for the last inequality. The lemma is proved. 
Lemma 2.6. For any 1 ≤ q ≤ r <∞ and φ : Rd → C, we have∥∥Πτφ− φ∥∥Lr(Rd) ≤ Cτ1/2∥∥(−∆)1/2φ∥∥Lr(Rd), (2.10)
‖Πτφ‖Lr(Rd) ≤ C‖φ‖Lr(Rd), (2.11)∥∥∇(Πτφ)∥∥Lr(Rd) ≤ Cτ− 12 ‖φ‖Lr(Rd), (2.12)
and
‖Πτφ‖Lr(Rd) ≤ Cτ
d
2 (
1
r−
1
q )‖φ‖Lq(Rd). (2.13)
Proof. The estimate (2.10) and (2.11) follow from the basic multiplier theory (see, e.g., Theorem
4.4 in [8] and Theorem 5.2.2 in [4]). In order to show that (2.12) and (2.13), we notice from the
definition (1.3) that
Πτφ(x) = (Kτ ∗ φ)(x), (2.14)
where Kτ (x) = τ
− d2 χ̂(τ−1/2x). Since χ ∈ CN (Bd(0, 2)) with N = 2d, its Fourier transform χ̂
admits the decay property |χ̂(ξ)| ≤ Cd,N (1+ |ξ|)−N . In addition, by the equality ∂ξi χ̂(ξ) = x̂iχ(ξ)
we have |∂ξi χˆ(ξ)| ≤ Cd,N (1 + |ξ|)−N , and
∂xi
(
Πτφ
)
(x) = τ−
d+1
2
(
∂xi χ̂
)
(τ−1/2·) ∗ φ(x). (2.15)
By applying Young’s inequality, we obtain that∥∥∇(Πτφ)∥∥Lr(Rd) ≤ Cτ− d+12 ∥∥∇χ̂(τ−1/2·)∥∥L1(Rd)‖φ‖Lr(Rd)
≤ Cτ− 12 ‖φ‖Lr(Rd),
which gives estimate (2.12). By applying Young’s inequality to (2.14) with q < r,∥∥Πτφ∥∥Lr(Rd) ≤ C∥∥Kτ∥∥Lα(Rd)‖φ‖Lq(Rd),
where 1/r + 1 = 1/α+ 1/q. This verifies the estimate (2.13). The proof is finished. 
Lemma 2.7. For any admissible pairs (q, r) and (q˜, r˜), there is a constant Cd,q,q˜ > 0 such that∥∥∥∥∥
∫
s<nτ
Sτ (nτ − s)f(s)ds− τ
n−1∑
k=−∞
Sτ (nτ − kτ)f(kτ)
∥∥∥∥∥
ℓq(τZ,Lr(Rd))
≤ Cd,q,q˜ τ1/2‖f‖Lq˜′(R,W 1,r˜′ (Rd)) + Cd,q,q˜ τ‖∂tf‖Lq˜′(R,Lr˜′(Rd))
(2.16)
hold for all test function f ∈ S(Rd+1).
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Proof. First, we recall the following estimate from Lemma 4.3 and Lemma 4.6 in [8]:∥∥∥∥∥
∫
s<nτ
Sτ (nτ − s)f(s)ds− τ
n−1∑
k=−∞
Sτ (nτ − kτ)f(kτ)
∥∥∥∥∥
ℓq(τZ,Lr(Rd))
≤ Cd,q,q˜ τ‖∇2f‖Lq˜′(R,Lr˜′(Rd)) + Cd,q,q˜ τ‖∂tf‖Lq˜′(R,Lr˜′(Rd)),
(2.17)
where (q, r) and (q˜, r˜) are any admissible pairs. We notice that Sτ (t)f(x) = Sτ (t)Πτ/4f(x), by
definition of Sτ . Using this and (2.17) with Lemma 2.6, we obtain that∥∥∥∥∥
∫
s<nτ
Sτ (nτ − s)f(s)ds− τ
n−1∑
k=−∞
Sτ (nτ − kτ)f(kτ)
∥∥∥∥∥
ℓq(τZ,Lr(Rd))
≤ Cd,q,q˜ τ
∥∥∇2(Πτ/4f)∥∥Lq˜′ (R,Lr˜′(Rd)) + Cd,q,q˜ τ ∥∥∂t(Πτ/4f)∥∥Lq˜′ (R,Lr˜′ (Rd))
≤ Cd,q,q˜ τ1/2 ‖∇f‖Lq˜′ (R,Lr˜′(Rd)) + Cd,q,q˜ τ ‖∂tf‖Lq˜′ (R,Lr˜′(Rd)) .
This proves the estimate (2.16). 
Lemma 2.8. Under the assumption (1.6), we have∥∥|Πτu|2p+1∥∥Lq′0(0,T ;Lr′0) + ∥∥∥|Πτu|pΠτ (|u|pu)∥∥∥Lq′0 (0,T ;Lr′0) ≤ Cd,p τ−1/2(1 + T 1q′0 )M2p+11 . (2.18)
Proof. The proof is a simple combination of Ho¨lder’s inequality and Sobolev’s embedding. We
consider the first term of left hand side in (2.18). By Lemma 2.6, we have∥∥|Πτu|2p+1∥∥Lq′0 (0,T ;Lr′0) ≤ Cd,pτ− d2 ( 2p+1r1 − 1r′0 )‖u‖2p+1L(2p+1)q′0(0,T ;Lr1) (2.19)
for all r1 ≤ (2p+1)r′0. We choose the value of r1 > 0 separately for the cases that 3d ≤ p < pd and
0 < p < 3d such as
1
r1
=
{ 1
2p+1
(
p+1
p+2 +
1
d
)
if 3d ≤ p < pd,
1
(2p+1)r′0
if 0 < p < 3d .
First, we consider the case that 3d ≤ p < pd. In this case, we take 1r1 = 12p+1
(
p+1
p+2 +
1
d
)
< 1 and
choose q2 and r2 such that
1
q2
:=
1
(2p+ 1)q′0
=
4(p+ 2)− dp
4(p+ 2)(2p+ 1)
and
1
r2
:=
1
2
− 2
dq2
=
1
2
− 4(p+ 2)− dp
2d(p+ 2)(2p+ 1)
so that (q2, r2) is an admissible pair whenever
3
d ≤ p < pd. Then, by (2.19) and the Sobolev
embedding W s,r2 ⊆ Lr1 (with 1r1 + sd = 1r2 ), we obtain that∥∥|Πτu|2p+1∥∥Lq′0(0,T ;Lr′0) ≤ Cd,pτ− 12 ‖u‖2p+1Lq2(0,T ;Lr1)
≤ Cd,pτ− 12 ‖u‖2p+1Lq2(0,T ;W s,r2),
where
s =
d
2
− d+ 6
2(2p+ 1)
.
One may check that s ∈ [0, 1] whenever 3d ≤ p ≤ pd. Therefore, we have that∥∥|Πτu|2p+1∥∥Lq′0 (0,T ;Lr′0) ≤ Cd,pτ− 12 ‖u‖2p+1Lq2(0,T ;W s,r2)
≤ Cd,pτ− 12 ‖u‖2p+1Lq2(0,T ;W 1,r2 ) ≤ Cd,pτ−
1
2M2p+11
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from (1.6). For the case that 0 < p < 3d , we set r1 = (2p+1)r
′
0 in (2.19). Using Ho¨lder’s inequality
in t-variable and the Sobolev embedding, we have that∥∥|Πτu|2p+1∥∥Lq′0 (0,T ;Lr′0) ≤ T 1q′0 ‖u‖2p+1L∞(0,T ;L(2p+1)r′0 ) ≤ Cd,pT 1q′0 ‖u‖2p+1L∞(0,T ;Hs),
where
s =
d
2
− d(p+ 1)
(p+ 2)(2p+ 1)
.
Because s ∈ [0, 1] whenever 0 ≤ p ≤ 3d , this is bounded by Cd,pT
1
q′
0 M2p+11 thanks to (1.6). Thus,
we have the upper bound∥∥|Πτu|2p+1∥∥Lq′0 (0,T ;Lr′0) ≤ Cd,p(τ− 12 + T 1q′0 )M2p+11
for all 0 < p < pd.
Next, for the second term of left hand side in (2.18), we apply Ho¨lder’s inequality and Lemma
2.6 again to obtain∥∥∥|Πτu|pΠτ (|u|pu)∥∥∥
Lq
′
0(0,T ;Lr
′
0)
≤ ∥∥Πτu∥∥pL(2p+1)q′0 (0,T ;L(2p+1)r′0)∥∥∥Πτ (|u|pu)∥∥∥L 2p+1p+1 q′0 (0,T ;L 2p+1p+1 r′0)
≤ Cτ−
d
2 (
2p+1
r1
− 1
r′0
)‖u‖p
L(2p+1)q
′
0(0,T ;Lr1)
∥∥|u|pu∥∥
L
2p+1
p+1
q′0 (0,T ;L
r1
p+1 )
= Cτ
− d2 (
2p+1
r1
− 1
r′
0
)‖u‖2p+1
L(2p+1)q
′
0(0,T ;Lr1)
for any r1 ≤ (2p + 1)r′0. The right hand side is same with (2.19). Hence the desired estimate
follows in the same way. 
In the last of section, we recall Ho¨lder’s inequality for Lq
′
0(I;Lr
′
0(Rd)) which we use frequently:∥∥|f |pg‖
Lq
′
0(I;Lr
′
0)
≤ |I|
1
q′0
− 1q0 ‖f‖pL∞(I;Lr0)‖g‖Lq0(I;Lr0). (2.20)
3. The L2 convergence result between Zτ with u
In this section, we prove Theorem 1.4. The key ingredient is to use the Duhamel formulas of
Zτ and u given in (1.4) and (1.5) respectively.
Proof of Theorem 1.4. Let us fix a time T ∈ (0,∞) such that sup0≤t≤T ‖u(t)‖H1 < ∞. Then,
from Theorem A and the assumption of Theorem 1.4, we see that u and Zτ satisfy the following
estimates
‖u‖L∞(0,T ;H1) + ‖u‖Lq0(0,T ;W 1,r0 ) ≤M1,
‖Zτ (nτ)‖ℓ∞(0,T ;H1) + ‖Zτ (nτ)‖ℓq0 (0,T ;W 1,r0 ) ≤M2.
For our purpose, it is sufficient to estimate Zτ (nτ)−Πτu(nτ) instead of Zτ (nτ)− u(nτ), because
we have that ∥∥u(nτ)−Πτu(nτ)∥∥ℓ∞(0,T ;L2) ≤ Cτ1/2‖u(nτ)‖ℓ∞(0,T ;H1) ≤ Cτ1/2M1
by (2.10) and (1.6). Now, we take T∗ > 0 as
T∗ = αd,p
(
M1 +M2
)− 2p(p+2)
4−(d−2)p (3.1)
where a small constant αd,p > 0 will be chosen later.
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First, for the case of τ ∈ [T∗/4, 1), we can obtain the desired estimate easily as below:
max
τ∈N
‖Zτ (nτ) − u(nτ)‖L2 ≤ max
τ∈N
‖Zτ (nτ)‖L2 +max
τ∈N
‖u(nτ)‖L2
≤ 2‖φ‖L2 ≤ τ
1
2
( 4√
T∗
)
‖φ‖L2
≤ τ 12Cd,q
(
M1 +M2
) p(p+2)
4−(d−2)p ‖φ‖L2 .
Now, assume 0 < τ < T∗/4. We take R ∈ (T∗/2, T∗] such that R/τ ∈ N. To proceed an
induction, we split [0, T ] as
[0, T ] = ∪N−1j=0 [jR, (j + 1)R) ∪ [NR, T )
=: ∪N−1j=0 Ij ∪ IN ,
(3.2)
where N ∈ N is chosen so that NR ≤ T < (N +1)R. For each j ∈ {0, 1, · · · , N} we choose mj ∈ N
such that mjτ = jR, i.e., mj = j(R/τ). Then∥∥Zτ −Πτu∥∥ℓq(Ij ;Lr) = ∥∥∥Zτ (mjτ + nτ)−Πτu(mjτ + nτ)∥∥∥ℓq(0,R;Lr), (3.3)
where, if j = N , we regard the interval (0, R) is replaced by (0, T −NR) ⊂ (0, T ). By considering
Zτ (mjτ) as initial data for each j = 0, 1, · · · , N , the formula (1.4) can be written as
Zτ (mjτ + nτ) = Sτ (nτ)Zτ (mjτ) + τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Zτ (mjτ + kτ), n ≥ 1. (3.4)
By combining this with (1.5), we obtain the following decomposition:
Zτ (mjτ + nτ)−Πτu(mjτ + nτ) = A1(j) +A2(j) +A3(j) +A4(j),
where
A1(j) := Sτ (nτ)
(
Zτ (mjτ)−Πτu(mjτ)
)
A2(j) := Sτ (nτ)
(
Πτu(mjτ) − u(mjτ)
)
A3(j) := τ
n−1∑
k=0
Sτ (nτ − kτ)
(
N(τ) − I
τ
Zτ (mjτ + kτ) − N(τ)− I
τ
Πτu(mjτ + kτ)
)
A4(j) := τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu(mjτ + kτ) − iλ
∫ nτ
0
Sτ (nτ − s)|u|pu(mjτ + s)ds.
For (q, r) ∈ {(q0, r0), (∞, 2)}, we apply the triangle inequality to obtain that∥∥∥Zτ (mjτ + nτ)−Πτu(mjτ + nτ)∥∥∥
ℓq(0,R;Lr)
≤ ‖A1(j)‖ℓq(0,R;Lr) + ‖A2(j)‖ℓq(0,R;Lr) + ‖A3(j)‖ℓq(0,R;Lr) + ‖A4(j)‖ℓq(0,R;Lr).
(3.5)
To estimate right hand side of (3.5), by using the Strichartz estimate (2.2), we get the estimate
‖A1(j)‖ℓq(0,R;Lr) =
∥∥∥Sτ (nτ)(Zτ (mjτ) −Πτu(mjτ))∥∥∥
ℓq(0,R;Lr)
≤ Cd,q
∥∥∥Zτ (mjτ)−Πτu(mjτ)∥∥∥
L2
.
(3.6)
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Secondly, we use the inequality (2.2), (2.10) with (1.6) to deduce that
‖A2(j)‖ℓq(0,R;Lr) =
∥∥∥Sτ (nτ)(Πτu(mjτ) − u(mjτ))∥∥∥
ℓq(0,R;Lr)
≤ Cd,q
∥∥Πτu(mjτ)− u(mjτ)∥∥L2
≤ Cd,qτ1/2
∥∥(−∆)1/2u(mjτ)∥∥L2 ≤ Cd,qτ1/2M1.
(3.7)
Next, to estimate A3(j), we use (2.7) to find that∣∣∣∣N(τ)− Iτ Zτ − N(τ)− Iτ Πτu
∣∣∣∣ ≤ cp|Zτ −Πτu|(|Zτ |p + |Πτu|p). (3.8)
After applying the Strichartz estimate (2.3) to A3(j), we use (3.8) with Ho¨lder’s inequality (2.20)
and the fact that R ≤ T∗ to find
‖A3(j)‖ℓq(0,R;Lr) ≤ Cd,p
∥∥∥|Zτ −Πτu|(|Zτ |p + |Πτu|p)(nτ +mjτ)∥∥∥
ℓq
′
0 (0,R;Lr
′
0)
≤ Cd,pT
1
q′
0
− 1q0
∗
∥∥(Zτ −Πτu)(nτ +mjτ)∥∥ℓq0 (0,R;Lr0)
×
(∥∥Zτ (nτ +mjτ)∥∥pℓ∞(0,R;Lr0) + ∥∥Πτu(nτ +mjτ)∥∥pℓ∞(0,R;Lr0)).
(3.9)
To proceed further, we use the Sobolev embedding H1(Rd) → Lr0(Rd) (thanks to r0 < pd + 2),
(1.6) and (1.7) to obtain∥∥Πτu(nτ +mjτ)∥∥ℓ∞(0,R;Lr0) ≤ Cd,p‖u‖ℓ∞(0,R;H1) ≤ Cd,pM1,∥∥Zτ (nτ +mjτ)∥∥ℓ∞(0,R;Lr0) ≤ Cd,p‖Zτ‖ℓ∞(0,R;H1) ≤ Cd,pM2.
By inserting these estimates into (3.9), we get
‖A3(j)‖ℓq(0,R;Lr) ≤ Cd,p(Mp1 +Mp2 )T
4−(d−2)p
2(p+2)
∗
∥∥(Zτ −Πτu)(nτ +mjτ)∥∥ℓq0(0,R;Lr0), (3.10)
where we used the identity
1
q′0
− 1
q0
=
4− (d− 2)p
2(p+ 2)
. (3.11)
Now, by choosing αd,p > 0 small enough in (3.1), we deduce from (3.10) the following estimate
‖A3(j)‖ℓq(0,R;Lr) ≤
1
2
∥∥(Zτ −Πτu)(nτ +mjτ)∥∥ℓq0 (0,R;Lr0). (3.12)
Lastly, for A4(j), we claim the following estimate:
max
j=0,1,··· ,N
{
‖A4(j)‖ℓ∞(0,R;L2) + ‖A4(j)‖ℓq0 (0,R;Lr0)
}
≤ Cd,p τ1/2
(
1 + T
1
q′0
∗
)(
1 +M2p+11
)
, (3.13)
whose verification is given in Lemma 3.1 below. Now we are ready to finish the proof. From (3.6),
(3.7), (3.12) and (3.13), we have∥∥∥Zτ (mjτ + nτ)−Πτu(mjτ + nτ)∥∥∥
ℓq(0,R;Lr)
≤ Cd,q
∥∥Zτ (mjτ)−Πτu(mjτ)∥∥L2 + 12∥∥∥Zτ (mjτ + nτ) −Πτu(mjτ + nτ)∥∥∥ℓq0 (0,R;Lr0)
+ Cd,p τ
1/2
(
1 + T
1
q′0
∗
)(
1 +M2p+11
)
.
(3.14)
Since (3.14) holds for (q, r) ∈ {(q0, r0), (∞, 2)}, we get∥∥∥Zτ (mjτ + nτ)−Πτu(mjτ + nτ)∥∥∥
ℓ∞(0,R;L2)
≤ Cd,p
∥∥Zτ (mjτ) −Πτu(mjτ)∥∥L2 + Cd,p τ1/2(1 + T 1q′0∗ )(1 +M2p+11 ).
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Then, by utilizing (3.3), we arrive at the following estimates:{∥∥Zτ −Πτu∥∥ℓ∞(I0;L2) ≤ Cd,p τ1/2(1 + T 1q′0∗ )(1 +M2p+11 ),∥∥Zτ −Πτu∥∥ℓ∞(Ij+1;L2) ≤ Cd,p∥∥Zτ −Πτu∥∥ℓ∞(Ij ;L2) + Cd,p τ1/2(1 + T 1q′0∗ )(1 +M2p+11 ),
for j = 0, 1, · · · , N − 1. Inductively, this implies that∥∥Zτ −Πτu∥∥ℓ∞(Ij ;L2) ≤ (Cd,p)j+1 τ1/2(1 + T 1q′0∗ )(1 +M2p+11 )
for all j = 0, 1, · · · , N . Since N ≤ 2T/T∗ with T∗ given in (3.1), we get∥∥Zτ −Πτu∥∥ℓ∞(0,T ;L2) ≤ τ1/2(M1 +M2) 2p(p+2)4−(d−2)p [2T/T
∗]∑
j=0
(Cd,p)
j+1
≤ τ1/2 exp
(
C˜d,pT
(
M1 +M2
) 2p(p+2)
4−(d−2)p
)
with a suitable constant C˜d,p > 0, which completes the proof of the theorem. 
In the remaining part of this section, we prove the estimate (3.13) used in the above proof.
Lemma 3.1. Under the assumption (1.6), we have∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu(kτ)− iλ
∫ nτ
0
Sτ (nτ − s)|u|pu(s)ds
∥∥∥∥∥
ℓq(0,T ;Lr)
≤ Cd,p τ1/2
(
1 + T
1
q′
0
)(
1 +M2p+11
)
.
(3.15)
for all admissible pairs (q, r) and τ ∈ (0, 1). Here, the constant M1 > 0 is referred to (1.6).
Proof. Recall that (q0, r0) denote the admissible pair (
4(p+2)
dp , p+ 2). Also, we denote that
B1(u) := N(τ) − I
τ
Πτu(s)
B2(u) := N(τ) − I
τ
Πτu− iλ|Πτu|pΠτu
B3(u) := iλ
(
|Πτu|pΠτu− |u|pu
)
Now, in order to show (3.15), we perform the decomposition
τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu(kτ)− iλ
∫ nτ
0
Sτ (nτ − s)|u|pu(s) ds
=
(
τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu(kτ)−
∫ nτ
0
Sτ (nτ − s)N(τ) − I
τ
Πτu(s) ds
)
+
(∫ nτ
0
Sτ (nτ − s)N(τ)− I
τ
Πτu(s) ds− iλ
∫ nτ
0
Sτ (nτ − s)|u|pu(s) ds
)
.
(3.16)
By Lemma 2.7, we can find an upper bound of the first term of (3.16) as∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu(kτ)−
∫ nτ
0
Sτ (nτ − s)N(τ)− I
τ
Πτu(s)ds
∥∥∥∥∥
ℓq(0,T ;Lr)
≤ C τ1/2
∥∥∥∥N(τ) − Iτ Πτu(s)
∥∥∥∥
Lq0
′
(0,T ;W 1,r0
′
)
+ C τ
∥∥∥∥N(τ)− Iτ Πτu(s)
∥∥∥∥
W 1,q0
′
(0,T ;Lr0
′
)
= Cτ1/2 ‖B1(u)‖Lq0′ (0,T ;W 1,r0′) + Cτ ‖B1(u)‖W 1,q0′ (0,T ;Lr0′ )
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for all admissible pair (q, r). On the other hand, for the second term of (3.16), we begin the proof
by splitting
N(τ)− I
τ
Πτu− iλ|u|pu =
(N(τ)− I
τ
Πτu− iλ|Πτu|pΠτu
)
+ iλ
(
|Πτu|pΠτu− |u|pu
)
= B2(u) + B3(u).
Then, we can apply (2.6) to obtain that∥∥∥∥∫ nτ
0
Sτ (nτ − s)N(τ)− I
τ
Πτu(s)ds− iλ
∫ nτ
0
Sτ (nτ − s)|u|pu(s)ds
∥∥∥∥
ℓq(0,T ;Lr)
≤
∥∥∥∥∫ nτ
0
Sτ (nτ − s)B2(u)ds
∥∥∥∥
ℓq(0,T ;Lr)
+
∥∥∥∥∫ nτ
0
Sτ (nτ − s)B3(u)ds
∥∥∥∥
ℓq(0,T ;Lr)
≤ C
∥∥B2(u)∥∥Lq′0(0,T ;Lr′0) + C∥∥B3(u)∥∥Lq′0(0,T ;Lr′0).
for all admissible pair (q, r). Thus, it is enough to show that
τ1/2
∥∥B1(u)∥∥Lq0′(0,T ;W 1,r0′) + τ∥∥B1(u)∥∥W 1,q0′ (0,T ;Lr0′ ) + ∥∥B2(u)∥∥Lq′0(0,T ;Lr′0) + ∥∥B3(u)∥∥Lq′0(0,T ;Lr′0)
≤ Cd,p τ1/2
(
1 + T
1
q′
0
)(
1 +M2p+11
)
.
(3.17)
For the first term on the right hand side of (3.17), we apply Lemma 2.5, Ho¨lder’s inequality
(2.20), Lemma 2.6 and Sobolev’s embedding H1(Rd)→ Lr0(Rd) to obtain that∥∥B1(u)∥∥Lq0′ (0,T ;W 1,r0′) = ∥∥∥∥N(τ) − Iτ Πτu(s)
∥∥∥∥
Lq
′
0 (0,T ;W 1,r
′
0 )
≤
∥∥∥|Πτu|p+1∥∥∥
Lq
′
0 (0,T ;Lr
′
0)
+ Cp
∥∥∥|Πτu|p|∇Πτu|∥∥∥
Lq
′
0 (0,T ;Lr
′
0)
≤ CpT
1
q′
0
− 1q0
∥∥Πτu∥∥pL∞(0,T ;Lr0)(∥∥Πτu∥∥Lq0(0,T ;Lr0) + ∥∥∇Πτu∥∥Lq0 (0,T ;Lr0))
≤ Cd,pT
1
q′0
− 1q0 ‖u‖pL∞(0,T ;H1)‖u‖Lq0(0,T ;W 1,r0 ),
which is then bounded by Cd,pT
1
q′0
− 1q0 Mp+11 , owing to Theorem A.
Next, we estimate the second term on the right hand side of (3.17). Similarly to (2.9), we deduce
that∥∥B1(u)∥∥W 1,q0′ (0,T ;Lr0′) = ∥∥∥∥∂t(N(τ)− Iτ Πτu(s)
)∥∥∥∥
Lq
′
0(0,T ;Lr
′
0)
≤ cp
∥∥∥|Πτu|p∂tΠτu(s)∥∥∥
Lq
′
0 (0,T ;Lr
′
0)
≤ cp
∥∥∥|Πτu|pΠτ∆u∥∥∥
Lq
′
0(0,T ;Lr
′
0)
+ cp
∥∥∥|Πτu|pΠτ (|u|pu)∥∥∥
Lq
′
0(0,T ;Lr
′
0)
,
(3.18)
where the second inequality follows from the identities ∂tΠτu = Πτ∂tu and ∂tu = i∆u + iλ|u|pu.
By Ho¨lder’s inequality (2.20) and Lemma 2.6, the first term on the right hand side of (3.18) is
bounded by∥∥∥|Πτu|pΠτ∆u∥∥∥
Lq
′
0 (0,T ;Lr
′
0)
≤
∥∥Πτu∥∥pLq0(0,T ;Lr0)∥∥Πτ∆u∥∥Lq0(0,T ;Lr0)
≤ Cd,pτ− 12T
1
q′0
− 1q0
∥∥Πτu∥∥pL∞(0,T ;Lr0)∥∥Πτ∇u∥∥Lq0(0,T ;Lr0),
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which is bounded by Cd,pτ
− 12T
1
q′
0
− 1q0 Mp+11 owing to Theorem A. Also, for the second term of
(3.18), we can apply Lemma 2.8, and the term is bounded by Cd,p τ
−1/2
(
1 + T
1
q′0
)
M2p+11 .
For the third term of (3.17), we recall that N(τ)a = eiτλ|a|
p
a for a ∈ C. Then using the mean
value theorem, one has∣∣B2(u)∣∣ = ∣∣∣∣N(τ) − Iτ Πτu− iλ|Πτu|pΠτu
∣∣∣∣ ≤ Cτ |Πτu|2p+1.
Thus, we have ∥∥B2(u)∥∥Lq′0 (0,T ;Lr′0) ≤ Cτ∥∥|Πτu|2p+1∥∥Lq′0(0,T ;Lr′0) (3.19)
Then, by Lemma 2.8, this term is bounded by Cd,p τ
1/2
(
1 + T
1
q′0
)
M2p+11 .
For the last term of (3.17), we proceed as follows:∥∥B3(u)∥∥Lq′0(0,T ;Lr′0) = ∥∥∥|Πτu|pΠτu− |u|pu∥∥∥Lq′0(0,T ;Lr′0)
≤ Cd,pT
1
q′0
− 1q0
∥∥Πτu− u∥∥Lq0(0,T ;Lr0)(‖Πτu‖pL∞(0,T ;Lr0) + ‖u‖pL∞(0,T ;Lr0))
≤ Cd,pτ1/2T
1
q′0
− 1q0 ‖u‖Lq0(0,T ;W 1,r0 )‖u‖pL∞(0,T ;H1),
where we have used Lemma 2.6 and Sobolev’s embedding. This is bounded by Cτ1/2T
1
q′
0
− 1q0 Mp+11
from Theorem A.
Collecting the above estimates, we obtain (3.17). The proof is complete. 
4. Global H1 stability of Zτ for 0 < p <
4
d
In this section, we firstly prove the local H1 stability result on the scheme Zτ in the space
ℓq(nτ ∈ I;W 1,r(Rd)) with initial data φ in H1(Rd) and p ∈ (0, pd). After that, we will prove
Theorem 1.5 for the case that 0 < p < 4d . The proof for this case will be derived by combining the
global L2 stability result (see Lemma 4.3) and the local H1 stability of Zτ (see Proposition 4.1).
By considering the discrete Strichartz estimate (2.4), we can take C = C(d, p) ∈ [1,∞) such
that
C = max
{
sup
τ∈(0,1)
sup
φ∈H1
‖Sτφ‖ℓq0 (τZ,W 1,r0) + ‖Sτφ‖ℓ∞(τZ,H1)
‖φ‖H1
, 1
}
. (4.1)
Then, we have the following proposition.
Proposition 4.1 (Local H1 stability). Let d ≥ 1 and 0 < p < pd, and suppose that φ ∈ H1(Rd).
Then there exists a constant βd,p > 0 such that the Zτ satisfies
‖Zτ (nτ)‖ℓq(0,T0;W 1,r) ≤ 4C‖φ‖H1(Rd) for all τ ∈ (0, 1), (4.2)
where (q, r) ∈ {(q0, r0), (∞, 2)} and T0 > 0 is defined by
T0 = βd,p‖φ‖
− 2p(p+2)4−(d−2)p
H1 . (4.3)
Proof. To obtain the estimate (4.2), we consider the following set
Λ =
{
N ∈ N ∪ {0} : ‖Zτ (kτ)‖ℓq0 (0,Nτ ;W 1,r0) + ‖Zτ (kτ)‖ℓ∞(0,Nτ ;H1) ≤ 4C‖φ‖H1
}
. (4.4)
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If Λ is an infinite set, then (4.2) follows trivially. Therefore, we suppose that Λ is a finite set, and
let N∗ be the largest element of Λ. It is then sufficient to find a lower bound on N∗, as the form
of N∗ ≥ T0/τ for T0 > 0 defined in (4.3) with a suitable choice of βd,p > 0.
First we verify that the set Λ is non-empty. Indeed, by the definitions of Zτ and C given in
(1.2) and (4.1) respectively, we find that
τ
1
q0 ‖Zτ(0)φ‖W 1,r0 + ‖Zτ (0)φ‖H1 = τ
1
q0 ‖Sτ (0)φ‖W 1,r0 + ‖Sτ (0)φ‖H1
≤ ‖Sτ (τ ·)φ‖ℓq0 (τZ;W 1,r0) + ‖Sτ (τ ·)φ‖ℓ∞(τZ;H1)
≤ C‖φ‖H1 ,
which means that 0 ∈ Λ.
Let (q, r) denote either (q0, r0) or (∞, 2). Then, using the Duhamel formula (1.4) we have
(
τ
N∗+1∑
n=0
‖Zτ(nτ)‖qW 1,r
)1/q
≤
∥∥Sτ (nτ)φ∥∥ℓq(0≤nτ≤(N∗+1)τ ;W 1,r) +
∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Zτ (kτ)
∥∥∥∥∥
ℓq(τ≤nτ≤(N∗+1)τ ;W 1,r)
≤ C‖φ‖H1 +
∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Zτ (kτ)
∥∥∥∥∥
ℓq(τ≤nτ≤(N∗+1)τ ;W 1,r)
,
(4.5)
where (4.1) is used for the second inequality. We can bound the last term of (4.5) by applying the
Strichartz estimate (2.5) as follows:
∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Zτ (kτ)
∥∥∥∥∥
ℓq(τ≤nτ≤(N∗+1)τ ;W 1,r)
≤ Cd,p
∥∥∥∥N(τ)− Iτ Zτ (nτ)
∥∥∥∥
ℓq
′
0(0≤nτ≤N∗τ ;W
1,r′0)
.
(4.6)
To estimate the right hand side of (4.6), we apply Lemma 2.5 and Ho¨lder’s inequality (2.20). Then,
∥∥∥∥N(τ) − Iτ Zτ (nτ)
∥∥∥∥
ℓq
′
0 (0≤nτ≤N∗τ ;W
1,r′
0 )
≤
∥∥∥∥N(τ) − Iτ Zτ (nτ)
∥∥∥∥
ℓq
′
0 (0≤nτ≤N∗τ ;L
r′
0)
+
∥∥∥∥∇(N(τ) − Iτ Zτ (nτ)
)∥∥∥∥
ℓq
′
0 (0≤nτ≤N∗τ ;L
r′
0)
≤ ∥∥|Zτ (nτ)|p+1∥∥ℓq′0 (0≤nτ≤N∗τ ;Lr′0) + (p+ 1)∥∥∥|Zτ (nτ)|p|∇Zτ (nτ)|∥∥∥ℓq′0 (0≤nτ≤N∗τ ;Lr′0)
≤ (N∗τ)
1
q′
0
− 1q0 ‖Zτ(nτ)‖pℓ∞(0≤nτ≤N∗τ ;Lr0)
×
(
‖Zτ(nτ)‖ℓq0 (0≤nτ≤N∗τ ;Lr0) + (p+ 1)
∥∥∇Zτ (nτ)∥∥ℓq0(0≤nτ≤N∗τ ;Lr0)).
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To proceed further, we utilize the Sobolev embedding H1(Rd)→ Lr0(Rd) and the fact that N∗ ∈ Λ.
Then we get∥∥∥∥N(τ)− Iτ Zτ (nτ)
∥∥∥∥
ℓq
′
0 (0≤nτ≤N∗τ ;W
1,r′0)
≤ Cd,p(N∗τ)
1
q′
0
− 1q0 ‖Zτ (nτ)‖pℓ∞(0≤nτ≤N∗τ ;H1)‖Zτ(nτ)‖ℓq0 (0≤nτ≤N∗τ ;W 1,r0)
≤ Cd,p(N∗τ)
1
q′0
− 1q0
(
4C‖φ‖H1
)p+1
.
(4.7)
Combining estimates (4.6) and (4.7) in (4.5), we obtain
‖Zτ (nτ)‖ℓq(0≤nτ≤(N∗+1)τ ;W 1,r) ≤ C‖φ‖H1 + Cd,p(N∗τ)
1
q′
0
− 1q0
(
4C‖φ‖H1
)p+1
for all (q, r) ∈ {(q0, r0), (∞, 2)}. Consequently,
‖Zτ (nτ)‖ℓ∞(0≤nτ≤(N∗+1)τ ;H1) + ‖Zτ (nτ)‖ℓq0 (0≤nτ≤(N∗+1)τ ;W 1,r0)
≤ 2C‖φ‖H1 + 2Cd,p(N∗τ)
1
q′
0
− 1q0
(
4C‖φ‖H1
)p+1
.
(4.8)
This estimate yields that N∗ obeys the following estimate
2Cd,p(N∗τ)
1
q′
0
− 1q0
(
4C‖φ‖H1
)p+1 ≥ C‖φ‖H1 . (4.9)
Indeed, if (4.9) does not hold, then it follows directly from (4.8) that N∗ + 1 ∈ Λ, in view of
definition (4.4). However, it is impossible by the maximality of N∗. Thus (4.9) is true, and hence
N∗τ ≥
(
1
2Cd,p4p+1Cp‖φ‖pH1
) 2(p+2)
4−(d−2)p
,
where we used the identity (3.11). This shows that (4.2) is true with the choice of βd,p =(
2Cd,p4
p+1Cp
)− 2(p+2)
4−(d−2)p in (4.3). The proof is finished. 
Remark 4.2. In the proof above, we note that the estimate (4.2) holds for any admissible (q, r),
i.e.,
‖Zτ (nτ)‖ℓq(0,T0;W 1,r) ≤ Cq‖φ‖H1(Rd) for all τ ∈ (0, 1).
Indeed, estimate (4.5) holds for any admissible pair and its right hand side is bounded as in (4.6).
Before to show the global H1 stability of Zτ for the case of 0 < p <
4
d , we recall the L
2 stability
result on Zτ from [8].
Lemma 4.3 (Theorem 1.1 in [8], pages 3030–3032 in detail). For d ≥ 1, 0 < p < 4d and φ ∈ L2(Rd),
there exist a constant β˜d,p > 0 and a time T˜0 = β˜d,p‖φ‖−
4p
4−dp
L2 such that
‖Zτ (nτ)‖ℓq0 (kτ,kτ+T˜0;Lr0) ≤ Cd,p‖φ‖L2
holds for all k ∈ N ∪ {0}.
Now we are ready to prove the global H1 stability of Zτ for the mass-subcritical case.
Proof of Theorem 1.5. Consider φ ∈ H1(Rd) and the solution u to (1.1) with initial data φ. Let
us set T1 > 0 by
T1 := γd,pmin
{
T0, T˜0
}
= γd,pmin
{
βd,p‖φ‖
− 2p(p+2)
4−(d−2)p
H1 , β˜d,p‖φ‖
− 4p4−dp
L2
}
, (4.10)
where a constant γd,p ∈ (0, 1) will be choose later.
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In the case of τ ∈ [T1/2, 1), by Ho¨lder’s inequality in t and (2.12), (2.13) in Lemma 2.6, we have
‖Zτ (nτ)‖ℓq(nτ∈[0,T ];W 1,r) ≤
(2T
τ
) 1
q
sup
nτ∈[0,T ]
‖Zτ (nτ)‖W 1,r
≤ Cd,qT
1
q τ−
1
q τ−
1
2 τ
d
2 (
1
r−
1
2 ) sup
nτ∈[0,T ]
‖Zτ(nτ)‖L2
= Cd,qT
1
q τ−
1
2 ‖φ‖L2 .
where we used also the definition of admissible pairs 2q +
d
r =
d
2 and the L
2 norm of Zτ does not
increase which obtained by Ignet [8], that is,
sup
nτ∈[0,∞)
‖Zτ(nτ)‖L2 ≤ ‖φ‖L2.
Since τ ≥ T1, we have
‖Zτ (nτ)‖ℓq(nτ∈[0,T ];W 1,r) ≤ Cd,qT
1
q τ−
1
2
( τ
T1
)
‖φ‖L2
≤ Cd,qτ1/2T
1
q
(‖φ‖H1)Cd,p ,
which proves the theorem for the case τ ∈ [T1/2, 1).
Now, we consider τ ∈ (0, T1/2) and we shoose a value R ∈ (T1/2, T1] such that R/τ ∈ N. We set
Ij = [jR, (j + 1)R) for j ∈ N ∪ {0}. For each j ∈ N ∪ {0} we choose mj ∈ N such that mjτ = jR,
i.e., mj = j(R/τ). Then
‖Zτ(nτ)‖ℓq(Ij ;W 1,r) ≤
∥∥Zτ (mjτ + nτ)∥∥ℓq(0,R;W 1,r) (4.11)
for any admissible pair (q, r). By applying the Strichartz estimates of Corollary 2.3 to the Duhamel
formula of Zτ (mjτ + nτ), we obtain
‖Zτ(mjτ + nτ)‖ℓq(0,R;W 1,r)
≤
∥∥Sτ (nτ)Zτ (mjτ)∥∥ℓq(0,R;W 1,r) +
∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Zτ (mjτ + kτ)
∥∥∥∥∥
ℓq(0,R;W 1,r)
≤ Cd,q‖Zτ(mjτ)‖H1 + Cd,q,p
∥∥∥∥N(τ)− Iτ Zτ (mjτ + nτ)
∥∥∥∥
ℓq
′
0 (0,R;W 1,r
′
0)
,
(4.12)
where we can estimate the last term using Lemma 2.5 and Ho¨lder’s inequality as∥∥∥∥N(τ) − Iτ Zτ (mjτ + nτ)
∥∥∥∥
ℓq
′
0 (0,R;W 1,r
′
0 )
≤
∥∥∥∥N(τ)− Iτ Zτ (mjτ + nτ)
∥∥∥∥
ℓq
′
0 (0,R;Lr
′
0)
+
∥∥∥∥∇(N(τ) − Iτ Zτ (mjτ + nτ)
)∥∥∥∥
ℓq
′
0 (0,R;Lr
′
0)
≤ L1−dp4 ∥∥Zτ (mjτ + nτ)∥∥pℓq0 (0,R;Lr0)
×
(∥∥Zτ (mjτ + nτ)∥∥ℓq0 (0,R;Lr0) + (p+ 1)∥∥∇Zτ (mjτ + nτ)∥∥ℓq0 (0,R;Lr0)),
where we used also the equalities
1
r′0
=
p+ 1
r0
and
1
q′0
− (p+ 1)
q0
= 1− dp
4
.
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By applying Lemma 4.3, we estimate the right hand side as follows:∥∥∥∥N(τ) − Iτ Zτ (mjτ + nτ)
∥∥∥∥
ℓq
′
0 (0,R;W 1,r
′
0 )
≤ Cd,p L1−
dp
4 ‖φ‖pL2
(∥∥Zτ (mjτ + nτ)∥∥ℓq0(0,R;Lr0) + ∥∥∇Zτ (mjτ + nτ)∥∥ℓq0 (0,R;Lr0))
≤ Cd,p
(
(2γd,pβ˜d,p)
1− dp4 ‖φ‖−pL2
)
‖φ‖pL2
∥∥Zτ (mjτ + nτ)∥∥ℓq0 (0,R;W 1,r0 ).
Insert this estimate into (4.12). Then, choosing γd,p > 0 smaller in (4.10) if necessary, we arrive
at the following estimate:∥∥Zτ (mjτ + nτ)∥∥ℓq(0,R;W 1,r) ≤ Cd,q∥∥Zτ (nτ)∥∥ℓ∞(Ij−1;H1) + 12∥∥Zτ (mjτ + nτ)∥∥ℓq0 (0,R;W 1,r0) (4.13)
for any j ∈ N. This estimate with (q, r) = (q0, r0) yields∥∥Zτ (mjτ + nτ)∥∥ℓq0 (0,R;W 1,r0 ) ≤ 2Cd,p‖Zτ (nτ)‖L∞(Ij−1;H1).
By inserting this back into (4.13) and using (4.11), we obtain
‖Zτ (nτ)‖ℓq(Ij ;W 1,r) ≤ 2Cd,p‖Zτ(nτ)‖ℓ∞(Ij−1 ;H1), (4.14)
for any admissible pair (q, r) and j ∈ N. By applying this with (q, r) = (∞, 2), we finally deduce
that for any T > 0,
‖Zτ (nτ)‖ℓ∞(0,T ;H1) ≤
[2T/T1]∑
j=0
‖Zτ(nτ)‖ℓ∞(Ij ;H1)
≤
(
[2T/T1]∑
j=0
(2Cd,p)
j
)
‖Zτ (nτ)‖ℓ∞(I0;H1)
≤ exp
(2T
T1
log(2Cd,p)
)
‖φ‖H1 ,
where we have used Proposition 4.1 for the final inequality. Combining this with (4.14) we complete
the proof of Theorem 1.5. Indeed, we get an upper bound
‖Zτ (nτ)‖ℓq(0,T ;W 1,r) ≤ exp
(
Cd,pT max
{‖φ‖ 2p(p+2)4−(d−2)pH1 , ‖φ‖ 4p4−dpL2 }).
The proof is finished. 
5. More lemmas for the case of p ≥ 1.
In Section 5-6, we precisely write Zφτ and u
φ to denote the flow Zτ and the solution u corre-
sponding to the initial data φ. This notation will help to make clear our argument. Firstly, we
introduce well-known well-posedness theory on (1.1) for p ≥ 1 as follows.
Theorem B. [Theorem 5.3.1 in [2].] Let d ≥ 1, 1 ≤ p < pd, and (q, r) be any admissible pair.
For any quantity M ≥ 1, there is a time T0 = cd,pM−
2p(p+2)
4−(d−2)p with some absolute constant cd,p > 0
such that the following statements hold:
• If φ1, φ2 ∈ H1(Rd) with ‖φ1‖H1 , ‖φ1‖H1 ≤M , there is a constant Cd,p > 0 such that
‖uφ1 − uφ2‖Lq(0,T0;W 1,r) ≤ Cd,p‖φ1 − φ2‖H1 . (5.1)
• If ψ ∈ H2(Rd) with ‖ψ‖H1 ≤M , there is a constant M3 = M3(d, p,M, ψ) > 0 such that
‖uψ‖L∞(0,T0;H2) + ‖uψ‖Lq(0,T0;W 2,r) ≤M3. (5.2)
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In the following result, we obtain stability of Zφτ similarly to that of u
φ given in Theorem B. It
will be essential for the global H1 stability of Zτ for the energy-subcritical case.
Proposition 5.1. Let d ≥ 1, 1 ≤ p < pd, and (q, r) be any admissible pair. For any M ≥ 1, there
is a constant βd,p > 0
T2 := βd,pM
− 4p(p+2)
4−(d−2)p (< T0) (5.3)
such that the following statements hold:
• If φ1, φ2 ∈ H1(Rd) with ‖φ1‖H1 , ‖φ1‖H1 ≤M , there is a constant Cd,p ≥ 1 such that∥∥Zφ1τ (nτ)− Zφ2τ (nτ)∥∥ℓq(0,T2;W 1,r) ≤ Cd,p‖φ1 − φ2‖H1(Rd) (5.4)
for any τ ∈ (0, 1).
• If ψ ∈ H2(Rd) with ‖ψ‖H1 ≤M , there is a constant C(d, p,M, ψ) > 0 such that∥∥Zψτ (nτ)− uψ(nτ)∥∥ℓq(0,T2;W 1,r) ≤ τ1/2C(d, p,M, ψ) (5.5)
for any τ ∈ (0, 1).
The proof of (5.4) is motivated by the proof of (5.1), where we apply the Duhamel-type formular
(1.4) for Zφτ instead of the Duhamel-type formular (1.5) for u
φ. The idea of the proof of (5.5) is
similar to that of the proof of (1.8) in Theorem 1.4.
To establish Proposition 5.1, we introduce a technical lemma.
Lemma 5.2. Suppose that d ≥ 1 and 1 ≤ p < pd, and let (q0, r0) denote the admissible pair
(4(p+2)dp , p+ 2). Then, for any time interval I and functions v, w : I × Rd → C, we have∥∥∥∥N(τ)− Iτ v − N(τ)− Iτ w
∥∥∥∥
ℓq
′
0 (I;W 1,r
′
0 )
≤ C|I|
1
q′0
− 1q0 ‖v − w‖ℓ∞(I;H1)
[(
‖v‖ℓq0(I;W 1,r0 ) + ‖w‖ℓq0(I;W 1,r0 )
)(
‖v‖p−1ℓ∞(I;H1) + ‖w‖p−1ℓ∞(I;H1)
)
+ τ‖∇w‖ℓq0 (I;Lr0x )
∥∥|w|2p−1∥∥
ℓ∞(I;L
r0
p−1 )
]
.
Proof. The proof basically follows from Lemma 2.5 and estimates in [2, Section 4.4]. Firstly, we
apply (2.7) and Ho¨lder’s inequality, to deduce that∥∥∥∥N(τ) − Iτ v − N(τ) − Iτ w
∥∥∥∥
ℓq
′
0(I;Lr
′
0)
≤ C|I|
1
q′
0
− 1q0 ‖v − w‖ℓ∞(I;Lr0)
(
‖v‖Lq0(I;Lr0)‖v‖p−1ℓ∞(I;Lr0) + ‖w‖Lq0(I;Lr0)‖w‖p−1ℓ∞(I;Lr0)
)
≤ C|I|
1
q′
0
− 1q0 ‖v − w‖ℓ∞(I;H1)
(
‖v‖ℓq0(I;Lr0)‖v‖p−1ℓ∞(I;H1) + ‖w‖ℓq0(I;Lr0)‖w‖p−1ℓ∞(I;H1)
)
,
where the Sobolev embedding is used for the last inequality, with the fact that r0 = p+2 < pd+2.
Next, by differentiating and rearranging, we have that
∇
(
N(τ)− I
τ
v
)
−∇
(
N(τ) − I
τ
w
)
= ∇
(
eiτλ|v|
p − 1
τ
v
)
−∇
(
eiτλ|w|
p − 1
τ
w
)
= iλp
(
eiτλ|v|
p |v|p∇v − eiτλ|w|p |w|p∇w
)
+
[(
eiτλ|v|
p − 1
τ
)
−
(
eiτλ|w|
p − 1
τ
)]
∇v +
(
eiτλ|w|
p − 1
τ
)
(∇v −∇w),
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which together with Lemma 2.5 yields that∥∥∥∥∇(N(τ)− Iτ v
)
−∇
(
N(τ) − I
τ
w
)∥∥∥∥
ℓq
′
0(I;Lr
′
0)
≤ p
∥∥∥eiτλ|v|p |v|p∇v − eiτλ|w|p |w|p∇w∥∥∥
ℓq
′
0(I;Lr
′
0)
+
∥∥∥(|v|p − |w|p)|∇v|∥∥∥
ℓq
′
0(I;Lr
′
0)
+
∥∥∥|w|p|∇w −∇v|∥∥∥
ℓq
′
0(I;Lr
′
0)
.
(5.6)
Using the following identity
eiτλ|v|
p |v|p∇v − eiτλ|w|p |w|p∇w
=
(|v|p∇v − |w|p∇w)eiτλ|v|p + |w|p∇w (eiτλ|v|p − eiτλ|w|p) , (5.7)
we can decompose the first term on the right hand side of (5.6) into∥∥eiτλ|v|p |v|p∇v − eiτλ|w|p|w|p∇w∥∥
ℓq
′
0(I;Lr
′
0)
≤ ∥∥|v|p(∇v −∇w)∥∥
ℓq
′
0 (I;Lr
′
0)
+
∥∥(|v|p − |w|p)∇w∥∥
ℓq
′
0 (I;Lr
′
0)
+
∥∥∥|w|p∇w(eiτλ|v|p − eiτλ|w|p)∥∥∥
ℓq
′
0 (I;Lr
′
0)
.
(5.8)
From Ho¨lder’s inequality and the Sobolev embedding, we estimate the first right term of (5.8) as∥∥|v|p(∇v −∇w)∥∥
ℓq
′
0(I;Lr
′
0)
≤ |I|
1
q′0
∥∥|v|p∥∥
ℓ∞(I;Lr0/p)
∥∥∇v −∇w‖ℓ∞(I;L2)
≤ C|I|
1
q′0 ‖v‖pℓ∞(I;H1)‖∇v −∇w‖ℓ∞(I;L2).
Also, since p ≥ 1, we have an inequality∣∣|v|p − |w|p∣∣ ≤ C|v − w|(|v|p−1 + |w|p−1) ∀ v, w ∈ C.
Using this we estimate the second right term of (5.8) as∥∥(|v|p − |w|p)∇w∥∥
ℓq
′
0(I;Lr
′
0)
≤ |I|
1
q′0
− 1q0 ‖v − w‖ℓ∞(I;Lr0)
∥∥∥|v|p−1 + |w|p−1∥∥∥
ℓ∞(I;L
r0
p−1 )
‖∇w‖ℓq0(I;Lr0)
≤ C|I|
1
q′0
− 1q0 ‖v − w‖ℓ∞(I;H1)‖∇w‖ℓq0 (I;Lr0)
(
‖v‖p−1ℓ∞(I;Lr0) + ‖w‖p−1ℓ∞(I;Lr0)
)
.
(5.9)
For the third term, we notice that∣∣∣|w|p∇w (eiτλ|v|p − eiτλ|w|p) ∣∣∣ ≤ Cτ |w|p|∇w| (|v|p−1 + |w|p−1) |v − w|.
Then, similarly to (5.9) we obtain∥∥∥|w|p∇w(eiτλ|v|p − eiτλ|w|p)∥∥∥
ℓq
′
0 (I;Lr
′
0)
≤ Cτ |I|
1
q′
0
− 1q0 ‖v − w‖ℓ∞(I;H1)‖∇w‖ℓq0 (I;Lr0x )
∥∥(|v|+ |w|)2p−1∥∥
ℓ∞(I;L
r0
p−1 )
.
Combination of the estimates above gives the desired bound for the first term of (5.6), with help
of the Sobolev embedding H1(Rd) →֒ Lr0(Rd). The second and third terms of the right hand side
of (5.6) can be estimated as we did for the right hand sides of (5.8). The proof is done. 
Now, we ready to show Proposition 5.1.
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Proof of Proposition 5.1. In the proof, we utilize the admissible pair (q0, r0) = (
4(p+2)
dp , p+2). We
divide the proof into two parts corresponding to (5.4) and (5.5).
Proof of (5.4). Let φ1 and φ2 ∈ H1(Rd) such that ‖φ1‖H1 ≤ M and ‖φ2‖H1 ≤ M . We
consider the difference between the Duhamel formulas of Zφ1τ and Z
φ2
τ provided by (1.4). Then by
applying the Strichartz estimate (2.3), we have∥∥Zφ1τ (nτ)− Zφ2τ (nτ)∥∥ℓq(0,T2;W 1,r)
=
∥∥∥∥∥Sτ (nτ)(φ1 − φ2) + τ
n−1∑
k=0
Sτ
(
(n− k)τ)(N(τ)− I
τ
Zφ1τ −
N(τ) − I
τ
Zφ2τ
)
(kτ)
∥∥∥∥∥
ℓq(0,T2;W 1,r)
≤ C‖φ1 − φ2‖H1(Rd) + C
∥∥∥∥N(τ) − Iτ Zφ1τ − N(τ) − Iτ Zφ2τ
∥∥∥∥
ℓq
′
0 (0,T2;W
1,r′0 )
(5.10)
for any admissible pair (q, r). By the local H1 stability of Proposition 4.1 with choosing βd,p > 0
in (5.3) small enough, for (q, r) ∈ {(q0, r0), (∞, 2)}, we have
‖Zφjτ (nτ)‖ℓq(0,T2;W 1,r) ≤ ‖Zφjτ (nτ)‖ℓq(0,T0;W 1,r) ≤ 4CM, j = 1, 2, (5.11)
since T2 < T0. We proceed to use bound (5.11) to estimate the last term of (5.10). By applying
Lemma 5.2 and the Sobolev embedding in (5.10) along with (5.11), we obtain that∥∥Zφ1τ (nτ)− Zφ2τ (nτ)∥∥ℓq(0,T2;W 1,r)
≤ C‖φ1 − φ2‖H1(Rd)
+ CT
1
q′0
− 1q0
2
∥∥Zφ1τ (nτ)− Zφ2τ (nτ)∥∥ℓ∞(0,T2;H1)
(
(4CM)p + τ(4CM)
∥∥|Zφ2τ |2p−1∥∥
ℓ∞(0,T2;L
r0
p−1 )
)
.
(5.12)
To estimate the (5.12), we apply (2.13) in Lemma 2.6 to get
‖Zφ2τ (nτ)‖2p−1
L
(2p−1)(p+2)
p−1
≤ Cτ− d2 ( 1p+2− 1p+2 (p−1)(2p−1) )(2p−1)‖Zφ2τ (nτ)‖2p−1Lp+2 .
Here, d2
(
1
p+2− 1p+2 (p−1)(2p−1)
)
(2p−1) = dp2(p+2) < 1 since p < pd. Therefore, for τ ∈ (0, 1), the estimate
above together with the Sobolev embedding and (5.11) yields
τ‖Zφ2τ ‖2p−1
ℓ∞
(
0,T2;L
(2p−1)(p+2)
p−1
) ≤ Cτ1− dp2(p+2) ‖Zφ2τ ‖2p−1ℓ∞(0,T2;Lp+2)
≤ Cτ1− dp2(p+2) ‖Zφ2τ ‖2p−1ℓ∞(0,T2;H1) ≤ Cd,p(4CM)
2p−1.
(5.13)
Inserting this inequality (5.13) into (5.12), we have∥∥Zφ1τ (nτ) − Zφ2τ (nτ)∥∥ℓq(0,T2;W 1,r)
≤ C‖φ1 − φ2‖H1(Rd) + Cd,pT
1
q′
0
− 1q0
2 (4CM)
2p
∥∥Zφ1τ (nτ) − Zφ2τ (nτ)∥∥ℓ∞(0,T2;H1).
Now, we choose T2 =
[
(2Cd,p)(4CM)
2p
] q0q′0
q′
0
−q0 . Then, the estimate above with (q, r) = (∞, 2) yields
that ∥∥Zφ1τ (nτ) − Zφ2τ (nτ)∥∥ℓ∞(0,T2;H1) ≤ 2C‖φ1 − φ2‖H1(Rd).
By inserting this into (5.12) for general pairs (q, r), we obtain (5.4).
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Proof of (5.5). Assume that ψ ∈ H2(Rd) with ‖ψ‖H1 ≤ M . For our aim, it is sufficient to
estimate Zψτ (nτ)−Πτuψ(nτ) instead of Zψτ (nτ) − uψ(nτ), because we have∥∥uψ(nτ) −Πτuψ(nτ)∥∥ℓq(0,T2;W 1,r) ≤ Cτ1/2‖uψ(nτ)‖ℓq(0,T2;W 2,r)
≤ Cτ1/2M3 = τ1/2C(d, p,M, ψ)
thanks to (2.10) and (5.2). By utilizing the Duhamel formulas (1.5) and (1.4), we decompose
Zψτ (nτ) −Πτuψ(nτ) into
Zψτ (nτ) −Πτuψ(nτ)
= τ
n−1∑
k=0
Sτ (nτ − kτ)
(
N(τ)− I
τ
Zψτ (kτ)−
N(τ) − I
τ
Πτu
ψ(kτ)
)
+ τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu
ψ(kτ) − iλ
∫ nτ
0
Sτ (nτ − s)|uψ|puψ(s)ds.
(5.14)
Let (q, r) be an admissible pair. We proceed to find an estimate on the ℓq(0, T2;W
1,r) norm of
Zψτ −Πτuψ using decomposition (5.14). Firstly, we estimate the first term on the right hand side
of (5.14). For this, by applying the Strichartz estimate (2.3) and Lemma 5.2 in order, we arrive
at the following estimate∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)
(
N(τ) − I
τ
Zψτ (kτ) −
N(τ)− I
τ
Πτu
ψ(kτ)
)∥∥∥∥∥
ℓq(0,T2;W 1,r)
≤ C
∥∥∥∥N(τ) − Iτ Zψτ (kτ) − N(τ)− Iτ Πτuψ(kτ)
∥∥∥∥
ℓq
′
0 (0,T2;W
1,r′
0 )
≤ CT
1
q′
0
− 1q0
2 ‖Zψτ −Πτuψ‖ℓ∞(0,T2;H1)
[(
‖Zψτ ‖ℓq0(0,T2;W 1,r0 ) + ‖Πτuψ‖ℓq0(0,T2;W 1,r0 )
)
×
(
‖Zψτ ‖p−1ℓ∞(0,T2;H1) + ‖Πτu
ψ‖p−1ℓ∞(0,T2;H1)
)
+ τ‖∇Zψτ ‖ℓq0 (0,T2;Lr0x )
∥∥∥||Zψτ |2p−1∥∥∥
ℓ∞(0,T2;L
r0
p−1 )
]
.
On the other hand, we recall from Proposition 4.1 with the T2 ≤ T0 given in (5.3) that Zψτ enjoys
the following local stability
‖Zψτ ‖ℓ∞(0,T2;H1) ≤ 4CM and ‖Zψτ ‖ℓq0 (0,T2;W 1,r0 ) ≤ 4CM. (5.15)
Also, from (5.13), we see that
τ‖∇Zψτ ‖ℓq0(0,T2;Lr0)
∥∥||Zψτ |2p−1∥∥
ℓ∞(0,T2;L
r0
p−1 )
≤ Cd,p(4CM)2p. (5.16)
Furthermore, by (2.11) in Lemma 2.6 and (5.1) in Theorem B with ψ1 = ψ and ψ2 = 0, we have
‖Πτuψ‖ℓ∞(0,T2;H1) + ‖Πτuψ‖ℓq0(0,T2;W 1,r0 ) ≤ Cd,pM. (5.17)
By applying estimates (5.15), (5.16) and (5.17), we get∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)
(
N(τ)− I
τ
Zψτ (kτ) −
N(τ)− I
τ
Πτu
ψ(kτ)
)∥∥∥∥∥
ℓq(0,T2;W 1,r)
≤ Cd,pT
1
q′
0
− 1q0
2 (4CM)
2p‖Zψτ −Πτuψ‖ℓ∞(0,T2;H1)
≤ 1
2
‖Zψτ −Πτuψ‖ℓ∞(0,T2;H1)
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provided βd,p > 0 in T2 is small enough in (5.3). By inserting this estimate into (5.14), we obtain∥∥Zψτ −Πτuψ∥∥ℓq(0,T2;W 1,r)
≤ 2
∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu
ψ(kτ) − iλ
∫ nτ
0
Sτ (nτ − s)|uψ|puψ(s)ds
∥∥∥∥∥
ℓq(0,T2;W 1,r)
.
On the other hand, one has∥∥∥∥∥τ
n−1∑
k=0
Sτ (nτ − kτ)N(τ) − I
τ
Πτu
ψ(kτ) − iλ
∫ nτ
0
Sτ (nτ − s)|uψ|puψ(s)ds
∥∥∥∥∥
ℓq(0,T2;W 1,r)
≤ Cd,p τ1/2
(
1 + T
1
q′
0
2
)(
1 +M2p+13
)
,
(5.18)
where the constant M3 = M3(d, p,M, ψ) > 0 is referred to (5.2). The proof of (5.18) is a minor
modification of the proof in Lemma 3.1. Indeed, by applying Lemma 5.2 and (5.2) in Theorem B
into the argument of Lemma 3.1 instead of using (1.6) in Theorem A, we get (5.18).
Since T2 is determined by d, p and M , we have∥∥Zψτ −Πτuψ∥∥ℓq(0,T2;W 1,r) ≤ τ1/2C(d, p,M, ψ),
which completes the proof. 
6. Global H1 stability of Zτ for 1 ≤ p < pd.
In this section, we prove Theorem 1.6 which is the case of 1 ≤ p < pd. The structure of the
proof is to apply the local H1 stability inductively after dividing the interval (0, T ] into a set of
intervals of the same size. In doing so, the main task is to control the growth of H1 norm of Zτ .
Proof of Theorem 1.6. We take an initial data φ ∈ H1, and consider a time T > 0 such that
sup0≤t≤T ‖u(t)‖H1(Rd) < ∞. Then, from (1.6) in Theorem A, we can find a constant M1 =
M1(d, p, T, φ) ≥ 1 such that
‖u‖L∞(0,T ;H1) + ‖u‖Lq(0,T ;W 1,r) ≤
M1
2
. (6.1)
Let us take βd,p > 0 in (5.3) and choose T2 > 0 as
T2 =
βd,p
2
M
− 4p(p+2)
4−(d−2)p
1 . (6.2)
If T < 2T2, the stability follows just using the local stability result of Proposition 4.1. Thus we
may consider only the case T > 2T2.
First we consider the case τ ≤ T2/2. As in the proof of Theorem 1.4 we choose R ∈ (T2/2, T2]
such that R/τ ∈ N, and to argue an induction, we split [0, T ] as
[0, T ] = ∪N−1k=0 [kR, (k + 1)R) ∪ [NR, T )
=: ∪N−1k=0 Ik ∪ IN ,
(6.3)
where N ∈ N is chosen so that NR ≤ T < (N + 1)R. (We remark that N ∼ T/T2).
For each k = 0, 1, · · · , N − 1, take auxiliary functions ψk ∈ H2(Rd) such that
‖ψk − uφ(kR)‖H1 <
M1
(10Cd,p)N
(
<
M1
2
)
. (6.4)
Here, the constant Cd,p ≥ 1 is chosen as a larger one between Cd,p given in (5.1) of Theorem B
and that in (5.4) of Proposition 5.1. We remark that we can choose a same function ψk for any
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value τ ∈ (0, τ¯) with a small τ¯ = τ¯ (φ, d, p,M1) since u is continuous in H1 and we may choose
R ∈ (T2 − 2τ¯ , T2] for τ ∈ (0, τ¯).
Combining (6.4) with (6.1), we find that
‖u(kR)‖H1 ≤
M1
2
and ‖ψk‖H1 ≤M1 for all k = 0, · · · , N − 1. (6.5)
Given (6.5) and that ψk ∈ H2(Rd), we may apply Proposition 5.1 to obtain
sup
nτ∈[0,R]
∥∥Zψkτ (nτ)− uψk(nτ)∥∥H1 ≤ τ1/2C(d, p,M1, ψk), (6.6)
where C(d, p,M1, ψk) denotes the constant determined in (5.5). Now we set a constant
C(d, p, T, φ) :=
(10Cd,p)
N
M1
max
k=0,··· ,N−1
C(d, p,M1, ψk). (6.7)
This is valid from ψk = ψk(d, p, T, T2,M1, φ), T2 = T2(d, p,M1) and M1 = M1(d, p, T, φ). Then,
for τ < τ∗ := min
{(
C(d, p, T, φ)
)−2
, τ¯
}
, we can deduce from n (6.6) and (6.7) the following
estimate
sup
nτ∈[0,R]
∥∥Zψkτ (nτ)− uψk(nτ)∥∥H1 ≤ M1(10Cd,p)N . (6.8)
We shall first prove the theorem for τ ∈ (0, τ∗). To obtain the stability of Zφτ on [0, T ], we use
the following estimates with an induction.
Claim : For any k ∈ {0, 1, · · · , N}, we have
max
nτ∈Ik
∥∥Zφτ (nτ) − uφ(nτ)∥∥H1 ≤ (3Cd,p)k+1 M1(10Cd,p)N (6.9)
and
max
nτ∈Ik
‖Zφτ (nτ)‖H1 ≤M1 (6.10)
for all τ ∈ (0, τ∗).
We prove this claim by an induction.
Step 1. We show that the claim holds for k = 0. By the triangle inequality, we have
max
nτ∈[0,R]
∥∥Zφτ (nτ)− uφ(nτ)∥∥H1
≤ max
nτ∈[0,R]
(∥∥Zφτ (nτ) − Zψ0τ (nτ)∥∥H1 + ∥∥Zψ0τ (nτ) − uψ0(nτ)∥∥H1 + ∥∥uψ0(nτ) − uφ(nτ)∥∥H1).
Given the upper bound of initial data (6.5), we may apply (5.4) in Proposition 5.1, (6.8), and (5.1)
in Theorem B to yield that
max
nτ∈[0,R]
∥∥Zφτ (nτ)− uφ(nτ)∥∥H1 ≤ Cd,p‖φ− ψ0‖H1 + M1(10Cd,p)N + Cd,p‖φ0 − ψ‖H1
≤ 2Cd,p M1
(10Cd,p)N
+
M1
(10Cd,p)N
≤ 3Cd,p M1
(10Cd,p)N
.
By combining this with (6.1), we obtain that
max
nτ∈[0,R]
‖Zφτ (nτ)‖H1 ≤ max
nτ∈[0,R]
‖uφ(nτ)‖H1 + max
nτ∈[0,R]
∥∥uφ(nτ) − Zφτ (nτ)∥∥H1
≤ M1
2
+ 3Cd,p
M1
(10Cd,p)N
≤M1.
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Therefore, (6.10) and (6.9) hold for k = 0.
Step 2. Suppose that (6.9) and (6.10) hold for some k − 1 ∈ {0, 1, · · · , N − 1}. Then we aim to
show that (6.9) and (6.10) also hold for the (k + 1)-step. We have
max
nτ∈Ik
∥∥Zφτ (nτ)− uφ(nτ)∥∥H1 = maxnτ∈[0,R]∥∥Zφτ (nτ + nkτ)− uφ(nτ + nkτ)∥∥H1 , (6.11)
where for k = N , we assume that the interval [0, R] is regarded as [0, T −NR], abusing a notation
for the simplicity. By the triangle inequality, we estimate the right hand side as
max
nτ∈[0,R]
∥∥Zφτ (nτ + nkτ)− uφ(nτ + nkτ)∥∥H1
≤ max
nτ∈[0,R]
(∥∥Zφτ (nτ + nkτ) − Zψkτ (nτ)∥∥H1
+
∥∥Zψkτ (nτ) − uψk(nτ)∥∥H1 + ∥∥uψk(nτ) − uφ(nkτ + nτ)∥∥H1).
(6.12)
Given the estimates of initial data (6.5) and (6.10) with k − 1, we may apply Lemma 5.1 to yield
that
max
nτ∈[0,R]
∥∥Zφτ (nτ + nkτ)− Zψkτ (nτ)∥∥H1 = maxnτ∈[0,R]∥∥ZZφτ (nkτ)τ (nτ) − Zψkτ (nτ)∥∥H1
≤ Cd,p
∥∥Zφτ (nkτ)− ψk∥∥H1
≤ Cd,p
(∥∥Zφτ (nkτ) − uφ(nkτ)∥∥H1 + ∥∥uφ(nkτ)− ψk∥∥H1).
Also, by Theorem B, we have
sup
nτ∈[0,R]
∥∥uψk(nτ) − uφ(nkτ + nτ)∥∥H1 = sup
nτ∈[0,R]
∥∥uψk(nτ) − uuφ(nkτ)(nτ)∥∥
H1
≤ Cd,p
∥∥ψk − uφ(nkτ)∥∥H1
By inserting the estimates above into (6.12) and applying (6.8), we arrive at the following estimate
sup
nτ∈[0,R]
∥∥Zφτ (nτ + nkτ)− uφ(nkτ + nτ)∥∥H1
≤ Cd,p
∥∥Zφτ (nkτ)− uφ(nkτ)∥∥H1 + 2Cd,p(∥∥ψk − uφ(nkτ)∥∥H1) + 2Cd,p M1(10Cd,p)N
≤ Cd,p
∥∥Zφτ (nkτ)− uφ(nkτ)∥∥H1 + 6Cd,p M1(10Cd,p)N ,
where we used (6.4) for the second inequality. Now we apply the assumption (6.9) with the k-step
along with (6.10) in the above inequality. Then we get
sup
nτ∈Ik
∥∥Zφτ (nτ + nkτ)− uφ(nkτ + nτ)∥∥H1
≤ Cd,p
(
(3Cd,p)
k+1 M1
(10Cd,p)N
)
+ 6Cd,p
M1
(10Cd,p)N
≤ (3Cd,p)k+2 M1
(10Cd,p)N
.
Thus, we obtain the estimate (6.9) for the k-step. This, together with (6.1), implies (6.10). Hence
the claim is proved, and so we have
sup
nτ∈[0,T ]
∥∥Zφτ (nτ)∥∥H1 ≤M1 for all τ ∈ (0, τ∗), (6.13)
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which proves the theorem for (q, r) = (∞, 2). Given estimate (6.13), the stability of Zτ for general
pair follows from the local H1 stability result of Proposition 4.1 (see also Remark 4.2). The proof
is finished for τ ∈ (0, τ∗).
Now, it only remains to consider the case τ∗ ≤ τ < 1. By Ho¨lder’s inequality and Lemma 2.6,
we have
‖Zφτ (nτ)‖ℓq(nτ∈[0,T ];W 1,r) ≤
(T + 1
τ
) 1
q
sup
nτ∈[0,T ]
‖Zφτ (nτ)‖W 1,r
≤ C
(T + 1
τ
) 1
q (
1 + τ−
1
2
)
τ
d
2 (
1
r−
1
2 ) sup
nτ∈[0,T ]
‖Zφτ (nτ)‖L2
≤ 2C(T + 1) 12 ( 1
τ∗
) 1
2 sup
nτ∈[0,T ]
‖Zφτ (nτ)‖L2 .
where (q, r) is any admissible pair. On the other hand, we know that the L2 norm of Zτ does not
increase by the definition (1.2), i.e.,
‖Zφτ (nτ)‖L2 ≤ ‖φ‖L2 for all n ∈ N.
Thus we have
‖Zφτ (nτ)‖ℓq(nτ∈[0,T ];W 1,r) ≤ 2C(T + 1)
1
2
( 1
τ∗
) 1
2 ‖φ‖L2 ≤ C(d, p, T, φ),
which proves the theorem for τ∗ ≤ τ < 1. 
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