The main purpose of this study was to produce landslide susceptibility maps using various ensemble-based machine learning models (i.e., the AdaBoost, LogitBoost, Multiclass Classifier, and Bagging models) for the Sacheon-myeon area of South Korea. A landslide inventory map including a total of 762 landslides was compiled based on reports and aerial photograph interpretations. The landslides were randomly separated into two datasets: 70% of landslides were selected for the model establishment and 30% were used for validation purposes. Additionally, 20 landslide condition factors divided into five categories (topographic factors, hydrological factors, soil map, geological map, and forest map) were considered in the landslide susceptibility mapping. The relationships among landslide occurrence and landslide conditioning factors were analyzed and the landslide susceptibility maps were calculated and drawn using the AdaBoost, LogitBoost, Multiclass Classifier, and Bagging models. Finally, the maps were validated using the area under the curve (AUC) method. The Multiclass Classifier method had higher prediction accuracy (85.9%) than the Bagging (AUC = 85.4%), LogitBoost (AUC = 84.8%), and AdaBoost (84.0%) methods.
Introduction
Landslides are a highly complex natural phenomenon that cause substantial damage to people, properties, and transportation networks [1] . Landslides generally occur in mountainous areas due to their steep slopes. Korea has a large mountainous area, covering about 70% of the total land area. Mountainous areas consisting of granite or gneiss lithology tend to have steep inclines and are the most vulnerable to landslides [2] . In the rainy season, Korea have around 300 mm of average monthly rainfall on July and 280 mm on August. These conditions, as well as low soil strength due to weathering and unstable slopes and high rainfall in the rainy season, are highly influential on slope stability and vulnerability to landslides. Many government agencies have attempted to find solutions to mitigate the disastrous consequences of landslides by educating people about the severe effects of landslides and developing appropriate planning and decision-making tools. This process generally involves identifying and mapping areas susceptible to landslides based on a landslide susceptibility assessment, which is an assessment of the spatial distribution of the probability of landslide occurrence in a given area based on local geo-environmental factors [3, 4] .
In recent decades, assessments of landslide-susceptible zones have become one of the most discussed topics in the related literature because of the difficulty in predicting landslide events due to Figure 1 . Location of the study area from Landsat Imagery, acquired on 21 July 2018 [40] .
In this study, landslides in the Sacheon-myeon area were interpreted using web-based aerial photographs. The first stage in all landslide susceptibility assessments consists of the collection of existing information and data within the area of interest [3] . This step is accepted as the most important part of landslide hazard mitigation studies [41, 42] , as the reliability and accuracy of the collected data affect the success of the applied method. Therefore, the relationship between landslide occurrence and the conditioning parameters employed is also crucial for landslide susceptibility mapping.
Landslide Inventory
The preparation of a landslide inventory map is considered a primary and crucial step in landslide susceptibility assessments. The map indicates the location of previous landslide events and current conditions. In this study, the landslide inventory map was constructed based on 762 landslide locations that were identified from aerial photographs using images without ground control points (GCPs). In Korea, the aerial photographs can be freely obtained at the portal site http://map.daum.net/ [26, 43] . Images taken after landslide events were selected from each region with landslide occurrences and applied to digital topographic features using ArcMap ver. 10.4.1. For example, photos taken after landslide occurrences are shown in Figure 2b ,d,f,h. Figure 2a ,c,e,g show the areas before landslide occurrences as a comparison. The spatial distribution of landslides was determined using remote sensing and geographic information system (GIS) spatial analysis methods. Detected landslide points were plotted from aerial photographs. The landslide point were inputted to digital elevation model (DEM) data for spatial processing ( Figure 3 ). [40] .
The preparation of a landslide inventory map is considered a primary and crucial step in landslide susceptibility assessments. The map indicates the location of previous landslide events and current conditions. In this study, the landslide inventory map was constructed based on 762 landslide locations that were identified from aerial photographs using images without ground control points (GCPs). In Korea, the aerial photographs can be freely obtained at the portal site http://map.daum.net/ [26, 43] . Images taken after landslide events were selected from each region with landslide occurrences and applied to digital topographic features using ArcMap ver. 10.4.1. For example, photos taken after landslide occurrences are shown in Figure 2b ,d,f,h. Figure 2a ,c,e,g show the areas before landslide occurrences as a comparison. The spatial distribution of landslides was determined using remote sensing and geographic information system (GIS) spatial analysis methods. Detected landslide points were plotted from aerial photographs. The landslide point were inputted to digital elevation model (DEM) data for spatial processing (Figure 3) . 
Landslide Conditioning Factors
Environmental factors are important in the determination of landslide susceptibility. Therefore, we considered 20 conditioning factors related to landslide occurrence, which are listed in Table 1 . Although these factors were important controls, in practice, their spatial distribution was difficult to determine. The locations of landslides and environmental factors were denoted within 30-m × 30-m pixels. Topographic and hydrologic factors were constructed from DEM data using the terrain analysis of the SAGA (System for Automated Geoscientific Analyses) GIS module [44] (Table 1) . Meanwhile, the soil, forest, and geological factors were extracted from soil, forest, and geological maps, respectively. 
Environmental factors are important in the determination of landslide susceptibility. Therefore, we considered 20 conditioning factors related to landslide occurrence, which are listed in Table 1 . Although these factors were important controls, in practice, their spatial distribution was difficult to determine. The locations of landslides and environmental factors were denoted within 30-m × 30-m pixels. Topographic and hydrologic factors were constructed from DEM data using the terrain analysis of the SAGA (System for Automated Geoscientific Analyses) GIS module [44] (Table 1) . Meanwhile, the soil, forest, and geological factors were extracted from soil, forest, and geological maps, respectively. Topography and hydrology influence debris flow initiation through the effect of gradient on slope stability with rainfall. These factors also determine the concentration and dispersion of the Remote Sens. 2018, 10, 1252 6 of 18 material and the material balance on the slope associated with the slope stability. The extracted topographic factors were slope, aspect, maximum curvature, profile curvature, convexity, texture, mid-slope position (MSP), topographic position index (TPI), and terrain ruggedness index (TRI) (Figure 4a-i) . Slope indicated the steepness of a hill, and aspect was the steepest downhill direction. MSP is correlated with slope, thus were assigned a 0 value in the middle of slope, while maximum vertical distances from the mid-slope to peak or valley directions were assigned a 1 value. Curvature function (maximum curvature and profile curvature) represents the morphology of topography. A part of a surface can be concave or convex and affects the divergence and convergence of flow across the surface. Convexity was described as positive surface curvature and represented the percentage of convex-upward cells [45] . Texture or terrain surface texture is correlated with TRI and TPI. TRI is used to express the amount of elevation difference between surface and surrounding area, including concave and convex regions. TPI is an algorithm increasingly used to measure topographic slope positions [46] . The extracted hydrologic factors were flow accumulation, stream power index (SPI), and topographic wetness index (TWI) (Figure 4j-l) . Flow accumulation used to simulate the flow or potential flow of water creeks, stream, and rivers. From the flow accumulation, the valley shapes in the watershed were obtained. SPI represented the erosive power of a water flow and TWI is a steady state wetness index, which is commonly used to quantify topographic control on hydrological processes [45] .
The attribute column in the digital land cover map (Table 1) is land use (Figure 4m ). Land use was classified into bare land and settlement, grasses, farm, forests, paddy fields, and road. The class of soil thickness (Figure 4n ) from the soil maps was divided into four classes; namely, very shallow (0-19 cm), shallow (20-49 cm), moderate (50-99 cm), and deep (>100 cm). Soil on the slope affects the spatial distribution of debris flows. These factors are significant controls, and can be represented as spatial distribution from digital elevation models (DEM) and soil maps and land cover maps.
Plant root strength also substantially influences the occurrence of slope failure [47] . Therefore, forest factors such as forest type, forest diameter, forest density, and forest age are closely related to the strength of soil-root bonds (Figure 4o -r). This means that high-density timber has a high capacity to maintain water pressure and pore soil water under heavy rainfall. In general, older forests composed of trees with large diameters tend to have stronger roots that contribute to slope stability. Root strength and timber diameter are also influenced by forest type or existing trees type.
Because various lithological units have different susceptibilities to active geomorphologic processes such as landslides, lithology plays an important role in landslide occurrence [48] [49] [50] [51] . Therefore, lithology was considered as a geological parameter in this study ( Figure 4s ). Faults were also regarded as a critical factor in triggering landslides in tectonically active areas (Figure 4t ). Because the strengths of fracturing and shearing stresses crucially influence slope instability, the distance to faults was considered to investigate the relationship between lineaments and landslide occurrence.
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Methods
To construct the landslide models and evaluate their performance, the landslide inventory and 20 conditioning factor maps were converted into ASCII (American Standard Code for Information Interchange) format with a cell size of 30 m. All determined landslide locations from ArcGIS ver. 10.41 were divided into a training set (70%) and a validation set (30%). Because the number of landslide pixels was much smaller than the total number of pixels of the study area, we used the under-sampling method [21, 52] . Therefore, the same number of non-landslide pixels was randomly sampled from the free-landslide area, where landslide pixels were assigned a value of 1 and nonlandslide pixels were assigned a value of 0. Finally, the values for the landslide conditioning factors were extracted to build the training and validation datasets. The values for the landslide conditioning factors were collated in SPSS and then converted from ASCII into a statistical file format.
We used the open-source tool Weka in this study [38] . Weka is a data-mining tool that supports the easy application of a learning algorithm to a dataset. Weka consists of various machine learning algorithms for different data-mining applications. Therefore, we could preprocess the dataset, place it into the learning scheme, and analyze the generated classes and their performance without writing the program code. All algorithms used a single relational table in ARFF (Attribute-Relation File Format) format as their input. The ARFF format was derived from the landslide conditioning factor values collated in a statistical file and converted into ARFF format using Weka. The main focus of this research was the performance and evaluation of Meta (i.e., ensemble learning) algorithms for landslide susceptibility analysis. We classified the ARFF data and used the training set as test options to run the ensemble algorithms.
The four ensemble learning algorithms used to establish the ensemble models of landslide susceptibility in this study, namely, AdaBoost, LogitBoost, Multiclass Classifier, and Bagging, are briefly described below.
AdaBoost
AdaBoost (from "adaptive boosting") is a machine learning ensemble algorithm proposed by Freund and Schapire (1997) [31] . AdaBoost is one of the most widely used boosting algorithms, in which a series of individual classifiers is produced iteratively and each classifier in the ensemble attempts to accurately classify the training data. The classifier uses an adaptive resampling technique to select training samples. For example, a misclassified dataset produced by a previous classifier is selected more often than a correctly classified one, so that the new classifier can perform better in the new dataset. Each iteration assigns a weight to the dataset so that the next integration concentrates 
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AdaBoost
AdaBoost (from "adaptive boosting") is a machine learning ensemble algorithm proposed by Freund and Schapire (1997) [31] . AdaBoost is one of the most widely used boosting algorithms, in which a series of individual classifiers is produced iteratively and each classifier in the ensemble attempts to accurately classify the training data. The classifier uses an adaptive resampling technique to select training samples. For example, a misclassified dataset produced by a previous classifier is selected more often than a correctly classified one, so that the new classifier can perform better in the new dataset. Each iteration assigns a weight to the dataset so that the next integration concentrates on reweighted datasets that were previously misclassified. The final model is obtained from the weighted sum of all classifier base models. Furthermore, AdaBoost can be used to evaluate the relevance of variables by examining how often they are selected by weak learners. In this research, we used Weka to process the AdaBoost model. The class used for boosting was a nominal class classifier using the AdaBoost method, and only nominal class problems could be considered. This method dramatically improves performance, but sometimes results in overfitting.
LogitBoost
In the field of machine learning and computational learning theory, LogitBoost is a boosting algorithm formulated by Friedman, Hastie, and Tibshirani (2000) [53] . The original paper cast the AdaBoost algorithm into a statistical framework, where the AdaBoost model was considered as a generalized additive model to which the cost functional of logistic regression was applied. Therefore, the LogitBoost algorithm is an extension of the AdaBoost algorithm, and replaces the exponential loss of the AdaBoost algorithm with conditional Bernoulli-likelihood loss. LogitBoost uses additive logistic regression for classification, which performs classification using a regression scheme as the base learner and can handle multi-class problems.
Multiclass Classifier
In machine learning, multiclass or multinomial classification addresses the problem of classifying instances into one of three or more classes, in contrast to binary classification, which is the classification of instances into one of two classes. Although some classification algorithms naturally permit the use of more than two classes, others are by nature binary algorithms. However, these can be transformed into multinomial classifiers following a variety of strategies. Multiclass classification should not be confused with multi-label classification, where multiple labels are predicted for each instance. Existing multiclass classification techniques can be categorized into transformation to binary, extension from binary, and hierarchical classification [54] . A Multiclass Classifier is a Meta classifier that can handle multiclass datasets with two-class classifiers. This kind of classifier is also capable of applying error-correcting output codes for increased accuracy.
Bagging
Bagging is a machine learning ensemble Meta algorithm designed to improve the stability and accuracy of machine learning algorithms used in statistical classification and regression. Bagging was one of the earliest ensemble methods that used the bootstrap sampling technique [30] . The bootstrap technique involves performing random sampling with replacements to generate multiple samples that form a training set. Each of the generated subsets is used to construct a decision tree, which are later aggregated into the final model. This improves classification accuracy by decreasing the variance of the classification error. We used Bagging to obtain a more robust and accurate landslide model, as it has proven useful in landslide susceptibility models for its sensitivity to small changes in the training data, and therefore may be able to improve prediction capability [35] . Bagging uses a classifier to reduce variance, which can perform classification and regression depending on the base learner.
Results

Landslide Susceptibility Map Construction
We constructed the landslide models using a training dataset. The performance of the landslide models depended significantly on the selection of the calculation parameters. Therefore, optimization was carried out to obtain the optimal parameters that yielded the best landslide model performance. Table 2 lists the optimal parameters for the landslide models in this study. The landslide susceptibility maps were constructed after the successful completion of the model training process. First, landslide susceptibility indices were generated for all pixels in the study area, where each pixel was assigned a unique susceptibility index. Then, the susceptibility indices were reclassified using the quantile method on the basis of finding adjacent feature pairs with a relatively large difference [55] . Based on reclassification of the landslide susceptibility indices, the landslide susceptibility maps were constructed using five susceptibility classes: very low, low, moderate, high, and very high ( Figure 5 ).
Remote Sens. 2018, 10, x FOR PEER REVIEW 11 of 18 Table 2 . Calculated parameters of the algorithms used in this study. The landslide susceptibility maps were constructed after the successful completion of the model training process. First, landslide susceptibility indices were generated for all pixels in the study area, where each pixel was assigned a unique susceptibility index. Then, the susceptibility indices were reclassified using the quantile method on the basis of finding adjacent feature pairs with a relatively large difference [55] . Based on reclassification of the landslide susceptibility indices, the landslide susceptibility maps were constructed using five susceptibility classes: very low, low, moderate, high, and very high ( Figure 5 ). Figure 6 presents the distribution of the susceptibility classes in the landslide susceptibility maps. In the landslide susceptibility map constructed using the AdaBoost model, 59.65% of the study area had a very low susceptibility to landslides, while 26.23%, 0.33%, and 13.79% of the area had low, moderate, and high susceptibilities, respectively. The AdaBoost model can only classify four classes; therefore, the very high susceptibility class was excluded. In the map based on the LogitBoost model, 73.43% of the area had a very low susceptibility to landslides, while 15.05%, 2.01%, 6.43%, and 3.08% had low, moderate, high, and very high susceptibilities, respectively. In the map based on the Multiclass Classifier model, 70.38% of the area had a very low susceptibility to landslides, while 14.76%, 7.42%, 3.46%, and 3.98% of the area had low, moderate high, and very high susceptibilities, respectively. Finally, in the map based on the Bagging model, 77.45% of the area had a very low susceptibility to landslides, while 11.43%, 5.91%, 2.39%, and 2.82% of the area had low, moderate, high, and very high susceptibilities. Figure 6 presents the distribution of the susceptibility classes in the landslide susceptibility maps. In the landslide susceptibility map constructed using the AdaBoost model, 59.65% of the study area had a very low susceptibility to landslides, while 26.23%, 0.33%, and 13.79% of the area had low, moderate, and high susceptibilities, respectively. The AdaBoost model can only classify four classes; therefore, the very high susceptibility class was excluded. In the map based on the LogitBoost model, 73.43% of the area had a very low susceptibility to landslides, while 15.05%, 2.01%, 6.43%, and 3.08% had low, moderate, high, and very high susceptibilities, respectively. In the map based on the Multiclass Classifier model, 70.38% of the area had a very low susceptibility to landslides, while 14.76%, 7.42%, 3.46%, and 3.98% of the area had low, moderate high, and very high susceptibilities, respectively. Finally, in the map based on the Bagging model, 77.45% of the area had a very low susceptibility to landslides, while 11.43%, 5.91%, 2.39%, and 2.82% of the area had low, moderate, high, and very high susceptibilities.
Algorithm
Remote Sens. 2018, 10, x FOR PEER REVIEW 13 of 18 Figure 6 . Distribution of susceptibility classes in the landslide susceptibility maps constructed with the four machine learning models.
4.2.Map Validation and Accuracy Assessment
A landslide susceptibility map should be able to effectively predict future landslide areas and be validated by combining existing landslide location data with landslide locations as they occur. Therefore, the results of the landslide susceptibility analysis were confirmed using the validation data. The landslide susceptibility maps produced by various Meta-classifier models were validated by comparing the susceptibility maps with the validation data, which comprised 229 landslides (i.e., 30% of the total landslides).
The AUC (area under the curve) was used to quantitatively compare the model performance among the four models (Table 3) , where the model with the highest AUC was considered to be the best model. The success rate curve was obtained by comparing the training data with the landslide susceptibility maps. The Multiclass Classifier algorithm yielded the highest AUC (0.859), followed by the Bagging (0.854), LogitBoost (0.848), and AdaBoost algorithms (0.840) (Figure 7) . Although all models exhibited sufficient performance for application to the spatial prediction of landslide hazards in the study area, the landslide susceptibility map produced with the Multiclass Classifier algorithm had the best performance. 1 The test result variables had at least one association between the positive actual state group and negative actual state group; therefore, the statistics may be biased. 
The AUC (area under the curve) was used to quantitatively compare the model performance among the four models (Table 3) , where the model with the highest AUC was considered to be the best model. The success rate curve was obtained by comparing the training data with the landslide susceptibility maps. The Multiclass Classifier algorithm yielded the highest AUC (0.859), followed by the Bagging (0.854), LogitBoost (0.848), and AdaBoost algorithms (0.840) (Figure 7) . Although all models exhibited sufficient performance for application to the spatial prediction of landslide hazards in the study area, the landslide susceptibility map produced with the Multiclass Classifier algorithm had the best performance. Figure 7 . Receiver operating characteristic (ROC) curve of the landslide susceptibility maps created using four algorithms from the Meta classifiers.
Discussion
There is a great deal of interest in the landslide research community to improve landslide susceptibility model performance, because model quality is controlled by the method employed [52] and new machine-learning techniques have proven effective in terms of prediction performance [36] . Therefore, in this study, we investigated the application of four machine learning ensembles, namely, AdaBoost, LogitBoost, Multiclass Classifier, and Bagging, to landslide susceptibility assessments. According to the literature, such investigations are rare, particularly based on a case study in Sacheon-myeon, South Korea.
The results of this study confirmed that the landslide model performance improved with the use of machine learning ensembles. For comparison, we also considered a traditional model, frequency ratio, which had an AUC of 0.817 (Figure 8 ). The ensemble model prediction was improved by 2.3% with AdaBoost, 3.1% with LogitBoost, 3.7% with Bagging, and 4.2% with the Multiclass Classifier. These results are reasonable because the techniques used in classifier ensemble frameworks can reduce both bias and variance and avoid overfitting problems against base classifiers to improve their predictive capability [56] . Moreover, the results are in agreement with those of Tien Bui et al. (2016a) [5] , who found that the prediction performance of landslide models was enhanced with the use of a machine learning ensemble framework.
Among the four machine learning ensembles, the Multiclass Classifier model provided the greatest improvement. This can be explained by the fact that it uses feature extraction to optimize the learning sets used to train the base classifiers, which improves the predictive capability compared with other ensembles (AdaBoost, LogitBoost, and Bagging).
A major advantage of the four machine learning algorithms is that they automate the process of examining several databases to collect valuable information. Along with automating the analysis of large datasets, they can cater to specific assumptions that can be used to support planning decisions. Regardless, machine learning algorithms have several disadvantages. For example, the data must be processed before being used as an input into the preferred algorithm, and the processing method can have a major impact on the results. Moreover, data preparation before classification using machine learning algorithms is time-consuming. 
Conclusions
Landslide susceptibility modeling is one of most important methods of addressing human casualties and socioeconomic losses during disasters. Therefore, high-performance landslide prediction models are useful tools for government institutions to develop landslide hazard prevention and mitigation strategies.
We used the ensemble classifier method to determine the landslide susceptibility across the study area in Sacheon-myeon, South Korea. The results revealed that all four landslide models had high performances (AUC > 0.8). However, the Multiclass Classifier model offered the highest prediction capability (AUC = 0.859), followed by the Bagging (0.854), LogitBoost (0.848), and AdaBoost (0.840) models. Overall, all landslide models in this study had higher accuracies than the traditional frequency ratio model (AUC = 0.817). Therefore, machine learning models represent a promising method for use in landslide susceptibility assessments in landslide-prone areas worldwide.
Because these results are representative of the currently implemented versions of these techniques, the performance of susceptibility models may be improved with future changes to the algorithm codes. However, the results in this study are only representative of the study area, and investigations for other areas with different terrains and geological contexts should be considered. With changes to some of the controlling factors, such as topography or hydrology, the four tested models could be applied to other areas with different geological conditions and different terrain conditions.
Finally, the resulting landslide susceptibility maps could assist decision-makers during site selection and planning processes. Such maps could also be accepted as a basis for landslide risk management studies to be applied to various study areas. Despite a number of weaknesses of the database, the machine learning modeling approach combined with remote sensing and GIS spatial data offers reasonable accuracy for landslide predictions. 
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