This paper develops a semi-parametric Bayesian regression model for estimating heterogeneous treatment effects from observational data. Standard nonlinear regression models, which may work quite well for prediction, can yield badly biased estimates of treatment effects when fit to data with strong confounding. Our Bayesian causal forests model avoids this problem by directly incorporating an estimate of the propensity function in the specification of the response model, implicitly inducing a covariate-dependent prior on the regression function. This new parametrization also allows treatment heterogeneity to be regularized separately from the prognostic effect of control variables, making it possible to informatively "shrink to homogeneity", in contrast to existing Bayesian non-and semi-parametric approaches.
1. Introduction. The success of modern predictive modeling is founded on the understanding that flexible predictive models must be carefully regularized in order to achieve good out-of-sample performance (low generalization error). In a causal inference setting, regularization is less straightforward: In the presence of confounding, regularized models originally designed for prediction can bias causal estimates towards some unknown function of high dimensional nuisance parameters (Hahn et al., 2016) . That is, despite offering excellent predictive performance, the causal conclusions from a naively regularized nonlinear regression are likely to be substantially biased, leading to high estimation error of the target parameter. A key finding in this paper is that this effect will be especially pronounced in flexible models which allow for heterogeneous effects.
To mitigate these estimation problems we propose a flexible sum-of-regression-trees -a forest -to model a response variable as a function of a binary treatment indicator and a vector of control variables. Our work departs from existing contributions -primarily Hill (2011) and later extensions -in two important respects: First, we develop a novel prior for the response surface that depends explicitly on estimates of the propensity score as an important 1-dimensional transformation of the covariates (including the treatment assignment). Incorporating this transformation of the covariates is not strictly necessary in response surface modeling, but we show that it can substantially improve treatment effect estimation in the presence of strong confounding.
Second, we represent our regression as a sum of two functions: the first captures the prognostic impact of the control variables (the component of the conditional mean of the response that is unrelated to the treatment effect), while the second captures the treatment effect, which itself is a nonlinear function of the observed attributes (capturing possibly heterogeneous effects). We represent each function as a forest. This approach allows the degree of shrinkage on the treatment effect to be modulated directly and separately of the prognostic effect. In particular, under this parametrization, standard regression tree priors shrink towards homogeneous effects. In previous approaches, the prior distribution over treatment effects is induced indirectly, and is therefore difficult to understand and control.
Comparisons on simulated data show that the new model -which we call the Bayesian causal forest model -performs at least as well as existing approaches for estimating heterogenous treatment effects across a range of plausible data generating processes. More importantly, it performs dramatically better in many cases, especially those with strong confounding and relatively weak treatment effects, which we believe to be common in applied settings.
As we have noted, the Bayesian causal forest model directly extends ideas from two earlier papers: Hill (2011) and Hahn et al. (2016) . Specifically, this paper studies the "regularizationinduced confounding" of Hahn et al. (2016) in the context of nonparametric Bayesian models as utilized by Hill (2011) . In terms of implementation, this paper builds explicitly on the work of Chipman, George and McCulloch (2010) ; see also Gramacy and Lee (2008) and Murray (2017) .
Other notable work on Bayesian treatment effect estimation includes Gustafson and Greenland (2006) , Zigler and Dominici (2014) , Heckman, Lopes and Piatek (2014) , Li and Tobias (2014) , and Taddy et al. (2016) . A more complete discussion of how the new method relates to this earlier literature, including non-Bayesian approaches, is deferred until Section 7.
2. Problem statement and notation. Let Y denote a scalar response variable and Z denote a binary treatment indicator variable. Capital Roman letters denote random variables, while realized values appear in lower case, that is, y and z. Let x denote a length d vector of observed control 2 variables. Throughout, we will consider an observed sample of size n independent observations
When Y or Z (respectively, y or z) are without a subscript, they denote length n column vectors; likewise, X will denote the n × d matrix of control variables.
We are interested in estimating various treatment effects. In particular, we are interested in individual treatment effects (ITE) -the amount by which the response Y i would differ between hypothetical worlds in which the treatment was set to Z i = 1 versus Z i = 0 -or their aggregation over the sample, or specific subgroups. This kind of counterfactual estimand can be formalized in the potential outcomes framework (Imbens and Rubin (2015) , chapter 1) by using Y (0) i and Y (1) i to denote the outcomes we would have observed if treatment were set to zero or one, respectively.
We observe one of the two potential outcomes:
Throughout the paper we will assume that strong ignorability holds, which stipulates that
and also that
for all i = 1, . . . , n. The first condition assumes we have no unmeasured confounders, and the second condition (overlap) is necessary to estimate treatment effects everywhere in covariate space.
Provided that these conditions hold, it follows that E(
and our estimand may be expressed as
For simplicity, we restrict attention to mean-zero additive error representations (4)
The treatment effect of setting z i = 1 versus z i = 0 can therefore be expressed as
In this context, (1) can be expressed equivalently as i ⊥ ⊥ Z i | x i .
We propose new prior distributions on f that improve estimation of the parameter of interest, namely α. Previous work (Hill, 2011) advocated using a Bayesian additive regression tree (BART) 3 prior for f (x i , z i ) directly. We instead recommend expressing the response surface as
where the functions m and α are given independent BART priors andπ(x i ) is an estimate of the propensity score π(x i ) = Pr(Z i = 1 | x i ). The following sections motivate this model specification and provide additional context; further modeling details are given in section 5.
3. Bayesian additive regression trees for heterogeneous treatment effect estimation.
Hill (2011) observed that under strong ignorability, treatment effect estimation reduces to response surface estimation. That is, provided that a sufficiently rich collection of control variables are available (to ensure strong ignorability), treatment effect estimation can proceed "merely" by estimating the conditional expectations E(Y | x, Z = 1) and E(Y | x, Z = 0). Noting its strong performance in prediction tasks, Hill (2011) advocates the use of the Bayesian additive regression tree (BART) model of Chipman, George and McCulloch (2010) for estimating these conditional expectations.
BART is particularly well-suited to detecting interactions and discontinuities, can be made invariant to monotone transformations of the covariates, and typically requires little parameter tuning.
BART has been used successfully in applications, for example Green and Kern (2012) , Hill et al. (2013) , Kern et al. (2016) , and Sivaganesan, Müller and Huang (2017) . It has subsequently been demonstrated to successfully infer treatment effects in multiple, independent simulation studies (Hill et al., 2017; Wendling et al., 2017) , often outperforming competitors.
The BART prior expresses an unknown function f (x) as a sum of many piecewise constant binary regression trees. (In this section, we suppress z in the notation; implicitly z may be considered as a coordinate of x.) Each tree Individual regression trees are then additively combined into a single regression forest:
. Each of the functions g l are constrained by their prior to be "weak learners" in the sense that the prior favors small trees and leaf parameters that are near zero. Each tree follows (independently) the prior described in Chipman, George and McCulloch (1998) : the probability that a node at depth h splits is given by η(1 + h) −β , η ∈ (0, 1), β ∈ [0, ∞). A variable to split on, as well as a cut-point to split at, are then selected uniformly at random from the available splitting rules. Large, deep trees are given extremely low prior probability by taking η = 0.95 and β = 2 as in Chipman, George and McCulloch (2010) . The leaf parameters are assigned independent priors µ lb ∼ N(0, σ 2 µ ) where Here we are concerned with the impact that the prior over f (x, z) has on estimating α(x) = f (x, z = 1) − f (x, z = 0). The choice of BART as a prior over f has particular implications for the induced prior on the treatment effect that are difficult to understand: In particular, the induced prior will vary with the dimension of x and the degree of correlation with z. The next section develops a framework for investigating the prior impact on the treatment effect estimate.
4. Regularization-induced confounding. Because treatment effects may be deduced from the conditional expectation function f (x i , z i ), a likelihood perspective suggests that the conditional distribution of Y , given x and Z, is sufficient to estimate treatment effects. While this is true in terms of identification of treatment effects, the question of estimation based on finitely many observations is more nuanced. In particular, many functions in the support of the prior will yield approximately equivalent likelihood evaluations, but may imply substantially different treatment effects. This is particularly true in a strong confounding-modest treatment effect regime, where the conditional expectation of Y is largely determined by x rather than Z.
Accordingly, the posterior estimate of the treatment effect is apt to be substantially influenced by 5 the prior distribution over f for realistic sample sizes. This issue was explored by Hahn et al. (2016) in the narrow context of linear regression with continuous treatment and homogenous treatment effect. In the linear regression setting an exact expression for the bias on the treatment effect under standard regularization priors is available in closed form, which is a function of the unknown regression coefficients on the control variables; see Appendix A for details. Hahn et al. (2016) call this phenomenon "regularization-induced confounding" (RIC). With more complicated semiparametric models, a closed-form expression of the bias is infeasible -nonetheless, the problem persists. The following toy example provides a striking illustration of the RIC phenomenon, which we use to provide a heuristic understanding of the problem and motivate our solution.
Example: d = 2, n = 1, 000, homogeneous effects. Consider the following simple data generating process:
To aid intuition, this data generating process can be thought of in terms of the following narrative. Imagine that Y is a continuous biometric measure of heart distress, Z is an indicator for having received a new heart medication, and x 1 and x 2 are systolic and diastolic blood pressure (in standardized units), respectively. Suppose that due to prescription guidelines, patients with
are approximately five times as likely to receive the new drug (given by the ratio Φ(1)/Φ(−1)).
Underlying these guidelines is a biological process such that individuals with x i1 < x i2 also have higher Y measurements on average; specifically
is either 1 or −1 according to whether x i1 < x i2 or not. That is, the guidelines target individuals who, based on their blood pressure measurements, are more likely to have the symptom (high levels of heart distress) that the drug is intended to treat.
Next, we fit three BART models to n = 1, 000 observations from this process. The first model uses the "vanilla" BART prior over f (x i , z i ), the one endorsed by Hill (2011) . The second model is the infeasible "oracle" BART model that includes the true (unknown) propensity score π among its predictor variables. The third model is an empirical approximation to oracle BART, which uses a plug-in estimate forπ. In this example -and throughout the rest of the paper -we obtainπ as 6 the posterior mean from a BART fit to the treatment variable (using a probit link formulation);
we discuss alternative options in the discussion section. Figure 2 shows histograms based on posterior draws for each of the three models. The vanilla BART model (white) is substantially off-center of the truth, which is α = 1. The two models which explicitly include the selection process within the regression model are markedly closer to the truth; both of the "propensity adjusted" models contain the truth within their 95% posterior credible interval, while the vanilla model does not. More troublesome for the vanilla BART approach is that this behavior is typical across data sets; the bias, coverage and root mean squared error of the three models across 100 replications are reported in Table 1 .
In Hahn et al. (2016) , regularization-induced confounding was most evident when the sample size was small relative to the number of control variables; this example shows that the RIC problem is Many axis-aligned splits are required to approximate a step function along the diagonal; in our example m(x) = 1 above the diagonal and m(x) = −1 below the diagonal. If these two regions correspond to disparate rates of treatment, regularized regression is apt to overstate the treatment effect.
more pronounced in nonlinear models, even with a modest number of control variables (d = 2) and relatively large sample sizes (n = 1, 000).
How do we explain these results? In this example, the problem arises because the propensity function requires a substantial number of axis-aligned splits to be represented as a tree/forest (see Figure 3) ; meanwhile, the response surface itself can be parsimoniously approximated with just a few coordinate splits in the treatment variable. Thus, a prior over f that penalizes the total number of splits will, under this particular confounding structure, tend to attribute changes in the expected value of Y entirely to a treatment effect. In general, when there is strong confounding and the nature of the confounding is such that the contribution of x to the conditional expectation of Y is similar in form to some function of the propensity score, a prior that encourages parsimony may favor attributing this effect to the univariate treatment Z rather than attempting to capture a complicated function of the covariates.
Fortunately, this problem is mitigated by including an estimate of the propensity score as a predictor variable within the BART model -doing so guarantees that splits in Z (treatment effect) are penalized exactly the same as splits inπ (confounding). See section 7 for a discussion of how this modification can be viewed as a covariate dependent prior over f .
Finally, while the above example considered a homogeneous treatment effect, the problem does not become any easier when estimating heterogeneous effects. The next section extends the insights 8 of this section to a model specifically designed for estimating heterogeneous treatment effects. This new model offers demonstrable improvements over the ps-BART in terms of estimating heterogeneous effects.
5. Bayesian causal forests for heterogeneous treatment effects. In much the same way that a direct BART prior on f does not allow careful handling of confounding, it also does not allow separate control over the discovery of heterogeneous effects because there is no explicit control over how f varies in Z.
Our solution to this problem is a simple re-parametrization that avoids the indirect specification of a prior over the treatment effects:
which is a linear regression in Z with covariate-dependent functions for the slope and the intercept.
Writing the model this way sacrifices nothing in terms of expressiveness, but permits an independent prior to be placed on α, which is precisely the treatment effect:
Based on our observations in the previous section, we further propose specifying the model as
whereπ i is an estimate of the propensity score .
With a default BART prior on α we have made some progress -shrinking α towards small, additive functions with zero-centered priors on the leaf parameters (as the BART prior does) implies the desired prior bias. However, some further modification is useful. We propose two modifications.
First, note that homogeneous treatment effects correspond to "stumps", trees that are only root nodes. So it is reasonable to put more probability on trees of depth 0 than the default BART prior does. An alternative way to motivate this choice is through the observation that α(x i ,π i )z i is structurally equivalent to a forest of trees which all have at least one initial split on Z, meaning that the trees in α all effectively start at depth 1. Specifically, we adjust the BART prior by setting β = 3 (β = 2 for the default BART prior). Moreover, we may choose the splitting probability parameter η by fixing the probability of effect homogeneity (the probability of no splits) to some constant a 0 ∈ (0, 1), solving for a 0 = (1 − η) Lα , where L α are the number of trees comprising α. Finally, we decompose L, the total number of trees, as L = L α + L m , with the prior on the leaf parameters as before, but now L depends on the total number of trees in both α and m.
Second, we us a hyperprior on the scale of α. In the usual BART prior, α ( 
so α i ∈ {0, 1, 1.25, 1.5} according to the level of x i3 . We consider a smaller sample size, n = 250, to mimic more closely the situation in practice where the sample size is modest compared to the number of covariates, while keeping the number of variables as small as possible for ease of understanding. Table 2 confirms that, as anticipated, the causal forest model has reduced estimation error on the vector of heterogeneous effects.
6. Empirical analysis. as it relates to lawsuits against the tobacco industry. The lack of experimental data speaking to this question motivates the reliance on observational data. This question has been studied in several previous papers; see Zeger et al. (2000) and references therein. Here, we follow Imai and Van Dyk (2004) in analyzing data extracted from the 1987 National Medical Expenditure Survey (NMES)
by Johnson et al. (2003) . The NMES records many subject-level covariates and boasts third-partyverified medical expenses. Specifically, our regression includes the following nine patient attributes:
• age: age in years at the time of the survey
• smoke age: age in years when the individual started smoking
• gender: male or female
• race: other, black or white
• marriage status: married, widowed, divorced, separated, never married
• education level: college graduate, some college, high school graduate, other
• census region: geographic location, Northeast, Midwest, South, West
• poverty status: poor, near poor, low income, middle income, high income
• seat belt: does patient regularly use a seat belt when in a car
The response variable is the natural logarithm of annual medical expenditures, which makes the normality of the errors more plausible. Under this transformation, the treatment effect corresponds to a multiplicative effect on medical expenditure. Following Imai and Van Dyk (2004) , we restrict our analysis to smokers who had non-zero medical expenditure. After making these restrictions, our sample consists of n = 7, 752 individuals. Our treatment variable is an indicator for heavy smoking, where we define heavy smoking as smoking at least half a pack (10 cigarettes) per day. Our exploratory analysis suggests that less educated (high school graduate), married individuals with a relatively high propensity for smoking (π(x i ) > 0.63) have a higher treatment effect than everyone else. Indeed, these roughly 2,000 individuals have a posterior mean subgroup ATE of 0.16, whereas the overall ATE has posterior mean of 0.11. Figure 6 .3 shows a histogram of posterior samples of ∆ := ATE s − ATE −s , where s refers to the subgroup described immediately above. The posterior probability that ∆ > 0 is 85%, providing fairly strong evidence that this subgroup differs meaningful from other subjects in terms of treatment effect. One possibility is that education and marriage status affect smokers' perceived risk of smoking, which in turn directly impacts their consumption of medical services. It is additionally possible that an unmeasured variable is driving the heterogeneity. For example, it may be that differences in the presence or quality of health insurance drive utilization of medical services, and education and marriage status are simply correlates of the unobserved insurance coverage status. When estimating heterogeneous treatment effects it is worth emphasizing: strong ignorability does not imply that we have measured all the variables driving heterogeneity, merely that we have measured all those that are also involved in the selection process. While this analysis is far from definitive, it is promising that the BCF analysis has revealed an interesting subgroup to investigate in future studies.
7. Discussion. We have demonstrated the utility of our new model for the estimation of individual and subgroup causal effects. We conclude by reviewing the contributions made here and positioning them in the existing literature. 7.1. Zellner priors for non-and semiparametric Bayesian causal inference. In Section 4 we showed that the current gold standard in nonparametric Bayesian regression models for causal inference (BART) is susceptible to regression induced confounding as described by Hahn et al. (2016) . The solution we propose is to include an estimate of the propensity score as a covariate in the outcome model. This induces a prior distribution that treats Z i andπ i equitably, discouraging the outcome model from erroneously attributing the effect of confounders to the treatment variable.
Here we justify and collect arguments in favor of this approach. We discuss an argument against, namely that it does not incorporate uncertainty in the propensity score, in a later subsection.
Conditioning on an estimate of the propensity score is readily justified: Because our regression model is conditional on Z and X, it is perfectly legitimate to condition our prior on them as well. (Zellner, 1986) which parametrizes the prior covariance of a vector of regression coefficients in terms of a plug-in estimate of the predictor variables' covariance matrix. Nodding to this heritage, we refer to general predictor-dependent priors as Zellner priors.
In the Bayesian causal forest model, we specify a prior over f by applying an independent BART prior that includesπ(x i ) as one of its splitting dimensions. That is, becauseπ(x i ) is a fixed function of x i , f is still a function f : (X , Y) → R; the inclusion ofπ(x i ) among the splitting dimensions does not materially change the support of the prior, but it does alter which functions are deemed more likely. Therefore, although writing f (x i , z i ,π(x i )) is suggestive of how the prior is implemented in practice, we prefer notation such as
whereπ is itself a function of (X, Z). Viewing BART as a prior in this way highlights the fact that various transformations of the data could be computed beforehand, prior to fitting the data with the default BART priors; the choice of transformations will control the nature of the regularization that is imposed. In conventional predictive modeling there is often no particular knowledge of which transformations of the covariates might be helpful. However, in the treatment effect context the propensity score is a natural and, in fact, critical choice.
7.2.
Why not use only the propensity score? vs. Why use the propensity score at all?. It has long been recognized that regression on the propensity score is a useful dimension reduction tactic (Rosenbaum and Rubin, 1983) . For the purpose of estimating average treatment effects, a regression model on the one-dimensional propensity score is sufficient for the task, allowing one to side-step estimating high dimensional nuisance parameters. In our notation, if π is assumed known, then one need only infer f (π). That said, there are several reasons one should include the control vector x i in its entirety (in addition to the propensity score).
The first reason is pragmatic: If one wants to identify heterogeneous effects, one needs to include any potential modulating variables anyway, precluding any dimension reduction at the outset.
Second, if we are to take a conventional Bayesian approach to inference and we do not in fact believe the response to depend on X strictly through the propensity score, we simply must include the covariates themselves and model the conditional distribution p(Y | Z, X). The justification for making inference about average treatment effects using regression or stratification on the propensity score alone is entirely frequentist; this approach is not without its merits, and we do not intend to argue frequency calibration is not desirable, but a fully Bayesian approach has its own appeal.
Third, if our propensity score model is inadequate (misspecified or otherwise poorly estimated), including the full predictor vector allows for the possibility that the response surface model remains correctly specified.
The converse question, Why bother with the propensity score if one is doing a high dimensional regression anyway?, has been answered in the main body of this paper. Incorporating the propensity score (or another balancing score) yields a prior that can more readily adapt to complex patterns of confounding. In fact, in the context of response surface modeling for causal effects, failing to include an estimate of the propensity score (or another balancing score) can lead to additional bias in treatment effect estimates, as shown by the simple, low-dimensional example in Section 4. Wang, Parmigiani and Dominici (2012) , and Zigler and Dominici (2014) . While this approach is certainly reasonable, the Zellner prior approach would seem to afford all the same benefits while avoiding the distorted inferences that would result from a joint model if the propensity score model is misspecified (Zigler and Dominici, 2014) .
One might argue that our Zellner prior approach gives under-dispersed posterior inference in the sense that it fails to account for the fact thatπ is simply a point estimate (and perhaps a bad one). However, this objection is somewhat misguided. First, as discussed elsewhere (e.g. Hill (2011)), inference on individual or subgroup treatment effects follows directly from the conditional distribution (Y | Z, X). To continue our analogy with the more familiar Zellner g-prior, to model (Y | Z, X) we are no more obligated to consider uncertainty inπ than we are to consider uncertainty in (X X) −1 when using a g-prior for on the coefficients of a linear model. Second,π appears in the model along with the full predictor vector x: it is provided as a hint, not as a certainty, and this model is at least as capable of estimating a complex response surface as the corresponding model withoutπ, and the cost incurred by the addition of a one additional "covariate" can be more than offset by the bias reduction in the estimation of treatment effects.
On the other hand, we readily acknwoledge that one might be interested in what inferences would obtain if we used differentπ estimates. One might consider fitting a series of BCF models with different estimates ofπ, perhaps from alternative models or other procedures. This is a natural form of sensitivity analysis in light of the fact that the adjustments proposed in this paper only work ifπ accurately approximates π. However, it is worth noting that the available (z, x) data speak to this question: a host of empirically proven prediction methods (i.e. neural networks, support vector machines, random forests, boosting, or any ensemble method) can be used to construct candidatê π and cross-validation may be used to gauge their accuracy. Only if a "tie" in generalization error (predicting Z) is encountered must one turn to sensitivity analysis. heterogeneous effects, but they analyze data from experiments, whereas our data are observational.
As we have discussed, this has significant implications for how we should specify prior distributions.
Other related contributions include Su et al. (2012) and Lu et al. (2017) . Finally, Wager and Athey (2015) prove theoretical results for random forest-based estimation of heterogeneous effects from observational data. However, Wager and Athey (2015) offer little practical guidance on how to deploy their method in practice, in particular on how much regularization to impose. Although it was not our focus here, we find that in finite samples their method exhibits regularization induced
bias similar to what we report for BART. Given this landscape, we believe the Bayesian causal forest model presented in this paper represents a beneficial new tool for causal inference from observational data, especially when confounding is suspected to be strong and the general magnitude of treatment effects is thought to be relatively modest.
7.5. Extensions. Using ideas from Imai and Van Dyk (2004) , the Bayesian causal forest model can be readily extended to the case of continuous treatment. Likewise, using ideas from Albert and Chib (1993) , the Bayesian causal forest model can be extended to the case of a binary response yields (13) bias(α rr ) = − (z t z) −1 z t X (I + X t (X −X z )) −1 β.
whereX z = z(z t z) −1 z t X. Notice that the leading term is a vector of regression coefficients from p univariate regression predicting X j given z; in the presence of selection these will generally be non-zero. The middle matrix will likewise generally be non-zero, with the result that the bias on the treatment effect parameter will be a function of the unknown regression coefficients, β.
Next, we observe how including a propensity function estimate into our regularized regression can mitigate this bias. Denoting our propensity function estimate,ẑ i ≈ γ t x i , we consider the redundantly parametrized regression that includes as regressors both Z andẑ; in other words we defineX = zẑ X .
Following the above derivation, putting a flat prior over the coefficient associated withẑ yields bias bias(α rr ) = − (z tz ) −1zt X 1 (I + X t (X −X z )) −1 β ≈ 0. wherez = (zẑ) and (z tz ) −1zt X 1 denotes the top row of (z tz ) −1zt X , which corresponds to the regression coefficient associated with Z in the two variable regression predicting X j givenz.
Finally, note that these regression coefficients will be approximately zero becauseẑ captures the association between Z and X, rendering Z itself conditionally independent, givenẑ.
