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1. EINE KLASSE VON REGULARISIERUNGSVERFAHREN FOR LINEARE NICHT-
KORREKTE AUFGABEN 
1.1 Nichtkorrekte Aufgaben. Wir betrachten die Aufgabe 
(1) An= f, A: E-+F, E,F-metrische Räume. 
Der Korrentheitsbegriff für die Aufgabe (1) (siehe z.B. [5,8,26]) 
enthält: 
1. die Existenz einer Lösung für jedes f E F; 
2. die Eindeutigkeit der Lösung; 
3. die stetige Abhängigkeit der Lösung von Daten: 
-1 -1 dF(f0 ,f) -+O (ö -+O) ~dE(A f 0 ,A f) -+O (ö -+O). 
Ist eine oder mehrere der Bedingungen 1.-3. verletzt, heißt die 
Aufgabe (1) Q!~~!~Qrr~~!-
Eine parameterabhängige Abbildung R0 : F-+E heißt 8~9!:!l~ri~~!~n:: 
(oder ~~9!:!l~ri~i~r~Q9~Y~rf~~r~Q) für die nichtkorrekte Aufgabe (1), 
falls für jedes f E R{A) ~F 
-1 distE(R 0f 0 , A f)-+O (ö-+O). sup f 0EF 
dF(f 0,f) ~ ö 
Hier bezeichnet A-lf die Menge aller Urbilder von f, d.h. die 
Menge all~r Lösungen von (1). 
Zuerst konstruiert man eine parameterabhängige Abbildung Kr: F-+E, 
so daß 
-1 distE(Krf ,A f) -+O (r -+oo) 'v'f E R(A) 
(das ist die Konvergenz bei exakten Daten) und dann setzt man 
Rö = Kr(ö) oder Röfö = Kr(ö,fö) 
mit einer geeeigneten Parameterauswahl r = R(ö) oder r = r(ö,f0 ). 
In dieser Sektion 1 konstruieren wir Kr für lineare Gleichungen in 
Hilberträumen. In den Sektionen 2-5 sind die Parameterauswahlen 
r=r(ö) und r=r(ö,f0 ) untersucht. 
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1.2 Beispiele nichtkorrekter Aufgaben. 
a) !~!~9r~!9!~isb~~9-~r~!~r-~r!= 
b (Au)(t) :=af K(t,s)u(s)ds=f(t) (a ~ t ~ b), E=F=L 2(a,b). 
* Ist K(t,s) =K(s,t), >-;(A) ~ o (i =1,2, ... ), so ist A=A ~ o. 
b) ~~r~~!~i!~~g~~~f9~~~-~i!_~~9~~~br!~r-~~i!= 
au _ n _a_ ( au) n < 
-..;-rt - L " a (X)-" - ' X E n c IR • 0 < t = T. 
OT: k=l oXk oXk -
u (X' t) = 0' XE an' 0 ~ t ~ T' 
u(x,T)=w(x), xEn (anstatt u(x,o)=lP(x)); 
gesucht ist u(x,o) =: lP(X), x E n. 
Eine Umformulierung der Aufgabe: 
AlP = tjJ , E = F = L 2 ( n ) . 
Sei ncIRn beschränkt, a EC(~), a(x) >0 (x Eri), dann hat der Opera-
tor A die Darstellung 
oo ->-·T * ->.T AlP = r ( lP , u . ) e J u . ( ~ A = A > 0 , 11 A 11 = e 1 < 1 ) 
j = 1 J J 
wo >.j (0 < >. 1 ~ >. 2 ~ •.• ) und uj ( (ui ,uj) = öij) die Eigenwerte und 
Eigenfunktionen der Eigenwertaufgabe 
n ( au) L _ __Q___ \a (X)- = .AU, 
k=l axk axk 
X E n, 
u (X) = 0' X E an 
sind. 
Beweis: Fourier-Zerlegung 
00 -), ·t 
u ( x;t ) = L ( lP , u . ) e J u . 
j = 1 l J 
der Lösung der Wärmeleitungsaufgabe mit u(x,o) =lf>(X), x En. 
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* 1.3 Eine Klasse von Regularisierungsverfahren (Fall A =A ~ O) 
Betrachten wir die Aufgabe 
(1) Au= f, A E L(H,H), H-Hilbertraum 
* A=A ~ o, 11A11 ;;; a. 
~s seien gr: [0,a] -+IR (oder Q:) Borel-meßbare Funktionen mit den 
Eigenschaften 
( 2 ) 
( 3 ) 
sup lgr(A)I ;;; yr (r>O), y=const, 
O;;; t. ;;; a 
yp=const. 
Die Näherungslösung zur Gleichung (1) konstruieren wir mittels der 
Formel 
(4) ur= (I-Agr(A))u 0 + gr(A)f. 
Hier ist u
0 
die Anfangsannäherung, z.B. u
0 
=O (dann ur =gr(A)f). 
Ist A = 0JaAdP(A) die Spektralzerlegung von A, so definiert man 




gr(A)f = r (f,u.)gr(A · )u .. 
. 1 l l l l = 
1.4 Erzeugung eines Regularisierungsverfahrens durch eine Funktion 
g: [0,oo]-+ IR. Voraussetzungen: 
y = sup Jg(A)i <eo, 
O;;; x<oo 
Für gr(A) := rg(rt.) sind dann (2) ,(3) mit a =eo erfüllt. 
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* 1.5 Beispiele von Regularisierungsmethoden (Fall A=A G O). 
a) ~~~r~~!i~~~~b~-~~!b29~ ur= (r- 1 I + A)-lf entspricht der erzeu-
genden Funktion g(I..) = {1+).)- 1 , d.h. 
-1 1 -1 gr(x) = rg(rx) = r(l+r).) = (r +).) . 
Die Bedingungen (2) und (3) sind mit y=l, p
0
=1, rp=pp(l-p)l-p 
(O ~ p ~ l) erfüllt. 
Meistens benutzt man den Parameter a = r-l statt rund bezeichnet 
u = (aI + A)-lf. Für eine Integralgleichung erster Art Au= f bedeu-
a 
tet die Anwendung der Lawrentiewschen Methode ein Obergang zu der 
Integralgleichung zweiter Art au+ Au= f. 
b) ~e~~!r~!~~!~29~~ entsprechen den erzeugenden Funktionen 
und 
d . h . 
--{0, 0 ~ ). < 1 g {A) 
· 1/)., A G l 
--{l, 0 ~ ).<l g (A) 
1/)., A G l, 
bzw. 
Die Bedingungen (2) und (3) sind mit 
Ü ~ ). ~ .!_ 
- - r 
1 - ~ A <eo. r -
p 
y=l,p =oo,yp=l(O ~ p<oo)bzw.y=l,p =oo,y = p 
0 0 p (p+l)p+l 
(0 ~ p <oo) erfüllt. 
Im Falle eines kompakten Operators A mit 
A u . = ). . u . , ). l G ). 2 ~ . . .G 0 , { u . , u . ) = 6 . . , l l , l J lJ 
hat die Annäherung ( 4) die Form 
1:1 
(f,ui) 
u. u = ).. r ).. ~- 1 l 
, - r 
bzw. 
ur = 1:1 
(f,ui) 
+ r [ f - ). ~ ~.!_ { f , u i ) u i ] . ).. u . 1 A· G- l i r ,-r 
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c) ~i~~-~l!~~~-~Q~_!!~r!!iQ~~~~rf!~r~~-
Es sei g: [0,a]-+ IR eine Borel-meßbare Funktion. Betrachten wir 
die Iterationsmethode 
u n = u n _ 1 - g ( A )(Au n _ 1 -f) , n = 1, 2 , .... 




+ :L (I-Ag{A))Jg{A)f, 
n j=O . 
d . h . 
mit 
Lemma: Se.,[ g: [O,a]-+ IR be..6c.h1tänkt:, .6.t:e.t:ig fiü1t :>.. = 0, g(O) > 0, 
sup 11- g(:>..)I <1 Vr.E(O,a). 
E ~ A ~ a 
Vann -Oind fiütt gn : [ 0 ,a] -+IR die. Be.dingunge.n ( 2 J und ( 3 J mit: 
Po = CX> e.Jt & ü..t.tt: : 
sup l9n(:>..)I ~ yn (n=l,2, ... ), y= sup lg(:>..)I, 
O ~ :>.. ~ a O ~ :>.. ~ a 
sup :x.Pll-:>..gn(:>..)I ~ ypn-p (n=l,2, ... ; O ~ p<oo). 
O ~ :>.. ~ a 
Beweis: (33], S. 37-38. 
~~~li~i!~_!!~r~!i2~~Y~rf~~r~~ entsprechen den Funktionen 
2 g(:>..)::µ=const, µE(O,a)' 
und haben die Fbrm 
u =u 1-µ(Aun 1-f), n=l,2, .... n n- - p 
Es ist klar, daß gilt y =µ. Im Falleµ E (O,-a1 J ist y = (L) (0 ~ p <oo). P µe 
Diese Iterationsverfahren kann man auch benutzen, um die Wärmelei-
tungsaufgabe mit der umgekehrten Zeit (siehe Sektion 1.2) zu lösen: 
<P n = <P n - 1 - ( Aq> n -1 - iµ ) ' n = 1 ' 2 ' .... 
Die Anwendung von A zu q>n-l bedeutet hier das Lösen einer wohlge-
stel l ten Wärmeleitungsaufgabe (mit der Zeit vorwärts): Aq>n-l = u(x,T), 
wo u die Lösung der Aufgabe 
9 
~=k~l a!k (a(x)a!~)· xEn, O<t ~ T. 
U (X, 0) = 0, X E ofl, 0 :;;; t :;;; T, 
u(x,0)=<.Pn_ 1 (x), xEn 
ist. 
!~~!1~1~~---!!~r~!12~~Y~rf~~r~~ entsprechen der Funktion 
g(A) =a!>.' a >Ü (:> y ·=~, Yp = (ap)P) 
und hat die Form 
aun+Aun=aun_ 1 +f, n=l,2„ ... 
Diese Iterationsmethoden sind linear bezüglich f. Nichtlineare 
Methoden siehe z.B. in [1,15,24], sie gehen aus von Schema (2)-(4). 
d) ~!~!19~-Y~r~12~-9~r_!!~r~!12~~Y~rf~~r~~= 
u'(t) +Au(t) = f, u(O) = u 
0 
Die Lösung dieser Aufgabe 
ur:= u(t) = e-tAu
0 
+ 0Jte-(t-s)Afds (r = t) 
l- -r >. 
hat die Form (4) mit gr(A) = ~ und ist bei Funktion 
g(!.) = ,_-l(l-e-'-) erzeugt. Die Bedingungen (2) und (3) sind mit 
y=l, p
0
=oo, y =(-E-)p (O ~ p<oo) p e 
erfüllt. 
e) !!~r1~r!~-Y~r~12~-9~r_b~~r~~!1~~~~~~~-~~!~29~= 
l u 0 , a = u 0 _( An f a n g s an n ä h e r u n g ) aun +Aun =au 1 +f (n =1, ... ,m~ a>O, 1 ,a ,a n- ,a u = u r m ,a · 
ist wieder eine Methode der Klasse (4). Nämlich 
u =(!-Ag (A))u +g (A)f 
m,a m,a o m,a 
mit 
10 
Es ist leicht nachprüfbar, daß 
s u p 1 g m ( >. ) 1 = ma - l , 
Ü ~ ;\<eo ,a 
p m-p 
s u p >. p l 1- !. g (A ) i = (-E.) • { 1-E.) a p ( 0 ~ p ~ m). 
O ~ /.<eo m,a m m 
Betrachtend 
gen (2) und 
Bedingungen 
r =a-l als den Regularisationsparameter, sind Bedingun-
(3) mit p0 =m erfüllt. 
( 2 ) und ( 3 ) s i n d auch bez ü g 1 i c h r = ma - l er f ü 11 t . Das 
erlaubt uns, auch beide Parameter m und a gleichzeitzig zu vari-
ieren. Dabei p
0 
=eo, falls m-+eo, wenn r =ma- 1 -+eo. 
* 1.6 Konvergenz bei exakten Daten. (Fall A = A ;;:;; 0) 
Mit R(A) bezeichnen wir das Bild von A. 
* Sa:tz 1 E.6 .6 e..i A = A ~ 0, II A 11 ~ a und ( 3) .6 e..i etr. 0 ü.t.t:t. Va.nn g e...t:te..n 
0ün die.. Annähe..nung (4) die.. 0olge..nde..n Be..ha.up:tunge..n. 
1. Fün je..de...6 f EH gil:t Aur-+ Pf (r -+eo), wo P den On:thopnoje..k:ton zu 
l<1AJ" i .6 :t • 
2. Fün je..de...6 f E R(A) gi..l:t ur-+ u* (r -+eo), wo u* die.. zu u0 näch.6:te.. 
LÖ.6ung de..n Gleichung (7) i.6:t. Im Fa..t.te.. 
p 
u 0 -u*=Av,p ~ O, 
ge..l:te..n die.. Fe..h.te..na.b.6chä:tzunge..n 
II Aq{u -u ) II ~ y II v II r-(p+q) 
r * - p+q 
II Aq(ur-u*)ll=o(r-(p+q)) (p ~ O,q ~ 0,p+q < p0 ). 
3. Se..i 1gr(O)1 -+eo (r -+eo) e..n6üll:t.. Va.nn gil.t ßün f E R(A) 
llu 11-+eo (r-+eo). 
r 
§~~~~~~~9~ Nur die Fehlerabschätzungen benutzen die Bedingung (3) 
völlig, für die anderen Behauptungen ist das Folgende hinreichend: 
11 
( 3 1 ) S.U p 11- Ag r ( A ) 1 ~ y 0 = c 0 n s t ( r > 0 ) ' 
O ~ J. ~ a 
(3") 1-J.gr(J.)-+0 (r-+oo) V J.E(O,a]. 
Zuerst beweisen wir zwei Hilfssätze. 
Lemma 1. Au-0 ( 3') und ! 3") ßolg:t, daß 
V w EH, 
wo p
0 
de!L OJrthop!Lojek.:toJt au6 N(A) (Nu.t.tJtaum von Al .Lt,;t. 
~~'!!'~i~~ Weil P0 +P = I, (I-Agr(A))P 0 w =P 0 w, ist es nötig zu zeigen, 
daß (I-Agr(A))Pw-+O (r-+oo). 
Das Element v := pw ist zu N(A) orthogonal, deshalb hat die ein-
punktige Menge {0} bezüglich d(P(1.)v,v) das Maß 0, und die Kon-
vergenz 2 2 
11 (I-Agr{A))Pvll =ofall-1.gr('-)I d(P(1.)v,v)-+O (r-+.;.,) 
folgt aus (3') und (3 11 ) nach dem Satz von Lebesgue. 
Lemma 2. Au-0 (3) ßo . tg:t, daß ßÜ.Jt O ~ p<p 0 g-l.t:t 
rPll Ap(I-Ag (A))vll-+0 (r-+oo) V vEl<{A}. 
r 
~~'!!'~i~~ Das folgt aus dem Satz von Banach-Steinhaus, weil 
rP11AP(I-Agr(A))ll ;;; rPy r-p=y (r>O) p p 
---
und für t: >0, p+t: ;;; y
0
, gilt R(At:) =l<{AJ, 
rPll Ap(I-Agr(A))At:wll ;;; Yp+t:llwll r-t:-+O (r-+oo). 
Beweis des Satzes 1: 







r r o L.l 
Au -+f-P f =Pf. r o 
2 . u r - u * = ( I - Ag r ( A ) ) ( u 0 - u * ) , u 0 - u.* .l N ( A ) , 
ur-u*-+ P0 (u 0 -u*) = 0. L. 1 
u
0
-u* =APv=>Aq(ur-u*) =Ap+q(I-Agr(A))v, 
benutzen (3) und L.2. 
3. Sei r -+eo, 
n 
II ur II ~ const. 
n 
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Wir haben zu beweisen. daß fER(A). Aus (4) und (3 1 ) sehen wir. 
daß II gr (A)fll :;; const (n E N = {1,2,3, ... } ) • damit hat die Folge 
g (A)f ~ine schwach konvergierende Teilfolge: gr (A)f--+U 1 EH 
rn n 
(nEN' c:IN) Nach Lemma 1 Ag {A)f-+Pf. Damit Au' =pf, pfER(A). 
- rn 
Weil 
P 0 gr (A)f = 9r (O)P 0 f n n 
für n -+eo beschränkt ist, aber lgr (0) 1 -+eo, ist P0 f = O; f E R(A). 
n 
1.7 Symmetrisierung der allgemeinen linearen Aufgabe 
Betrachten wir nun die allgemeine lineare Gleichung 
(1) Au= f, A E L(H,F), H,F-Hilberträume. 
* Mit A EL(F,H) bekommen wir die Aufgabe 
(1 1 ) A*Au=A*f, A*AEL(H,H), (A*A)*=A*A ~ O. 
Aufgabe (1 1 ) ist äquivalent mit der Aufgabe 
Au = Qf, Q-Orthoprojektor zu 1f[AT = F 
und mit der Extremalaufgabe 
II Au-fll 2 -+ min. 
Wir werden die folgende Terminologie benutzen: 
Quasilösung von (1) = Lösung von (1' ); 
Def. 
Pseudolösung von (1) = Quasilösung mit minimaler Norm. 
Def. 
1.8 Regularisierungsverfahren für allgemeine lineare Aufgaben 
(Fall A E L(H,F) 
Betrachten wir wieder die allgemeire lineare Aufgabe 
(1) Au=f, AEL(H,F), llAl1 2 :;; a 
und die entsprechende symmetrisierte Aufgabe 
* * ( 1' ) A Au = A f. 
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Es sei eine Familie von Borel-meßbaren Funktionen gr: [0,a] -+IR 
(oder t), r > 0, wie in der Sektion 1.3 vorgegeben, die den Be-
dingungen (2) und (3) genügen. 
Die Annäherung zur Lösung (oder Quasilösung) von (1) konstruieren 
wir mittels der Formel 
* * * * (4') ur=(I-A Agr(A A))u 0 +gr(A A)A f 
(das ist die Formel (4), angewendet auf (1')). 
Die Beispiele konkreter Methoden sind die selben wie in der Sektion 
1.5. Der Lawrentiewschen Methode (1962) entspricht die Tichonowsche 
Methode (1963) 
* -1 * (oder u = ( a I + A A) A f, a = 1 / r) . 
a 
1.9 Konvergenz bet exakten Daten (Fall A E L(H,F)). 
Sa..tz 2. Se.i AEL(H,F), II All 2 ;;; a und (3) e.Jc.fi{Lf..l.t. Va.n.n. ge.l.te.n. fiiitt 
die. An.n.ähe.tiun.g (4' J die. fiolge.n.de.n. Be.ha.up.tun.ge.n.. 
1. Fiitt je.de..6 fEF, Aur-+Qf (r-+oo). 
2. Fa.ll.6 QfER(A.), da.n.n. Ur-+U* (r-+oo), wo u* die. zu u0 n.äc.h.6.te. Lö-
.6un.g von. (7') (Qua..6ilö.6un.g von. (7)) i.6:t. 
Im Fa.lle. 
u0 -u* = IAIPv, p ~ 0 ( IAI = (A*A) 112 ) 
ge.l.te.n. die. Fe.hle.tia.b.6ehä.tzun.ge.n. 
1 1 l q II II II -(p+q)/ 2 1 A (ur-u*) ;:;; y (p+q)/ 2 v r 
(P ~ o, q ~ o, p+q ;;; 2p 0 ), 
II IAlq(ur-u*) II= o(r-(p+q)/ 2 ) 
(p ~ o, q ~ o, p+q <2p 0 ). 
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Bewets: [33], S. 45-46, oder selbständig. Hinweise: 
* * Aur-f = ( I-AA gr{AA ) ) {Au 0 -f), 
* * * * A (Aur-f) = (I-A Agr(A A))A (Au 0 -f) 
* * ur-u* = (I-A Agr(A A))(u 0 -u*); 
man muß beachten, daß 
* * Ag(A A) = g(AA )A. 
Auch die Polarzerlegung eines Operators A E L(H,F) ist nützlich: 
A = U ( A * A) l / 2 = ( AA *) l / 2 U , U E L ( H , F) 
llUvll=llvll V vER(A*)=H, Uv=O V vER(A*)l.=N(A)=H, 
11 u * z 11 = 11 z 11 v z E "RT1ff = F, u* z = o v z E R ( A) J. = N ( A *) = F. 
Ein interessanter Vergleich verschiedener Methoden ist in [25) zu 
finden. 
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2. ANALYSIS DER OPTIMALITÄT UND QUASIOPTIMALITÄT DER REGULARI-
SIERUNGSMETHODEN 
2.1 Aufgabenstellung, Konvergenz und Fehlerabschätzungen beim un-
genauen rechten Term. 
Aufgabe: 
* (1) Au=f, AEL(H,H), A=A ;;:: O, llAll ~ a. H-Hilbertraum. 
( 2) 
( 3) 
Anstatt fER(A) ist f 6 EH, llf 6 -fll ~ ö. gegeben. 
Sei gr: [0,a)-+ IR, 0 < r «X>, eine Familie von Borel-meßbaren 
Funktionen mit den Eigenschaften (siehe Sektion 1.3) 
sup lg ('-)I ~ yr (r>O), y =const. O ~ f. ~ a r 
sup '-Pll-f.g ('-)I ~ Y r-p (r>0,0 ~ p ~ p 0 ), y=const. O ~ f. ~ a r p 
Für die Näherungslösung 
(4) ur= (I-Agr(A))u 0 +gr{A)f6 
haben wir 
(5) ur-u* = (I-Agr{A))(u 0 -u*) +gr(A){f 6 -f), 
wo u* eine (genaue) Lösung von (1) ist. Hieraus 
(5') II ur-u*ll ~ II I-Agr{A))(u 0 -u*)ll+yrö, 
weil 11gr(A)11 ~ sup lgr('-) 1 ~ yr und II f 6 -fll ~ ö. O ~ f. ~ a 
Ist u* die zu u 0 nächste Lösung, so ist u0 -u* .1 N{A) und (siehe 
Sektion 1.6, Lemma 1) 
11( I - Ag r ( A ) ) ( u 0 - u * ) 11 -+ 0 ( r -+ = ) . 
-1 Aber yrö-+=, wenn r-+=; dabei ur-+U 1 EA f 6 oder II urll-+ 00 (falls 
f 6 1ER(A)). Grenzübergang r-+= ist unvernünftig, man müßte minimi-
sieren II ur-u* II bezüglich r > 0. Ltr 
Eine solche Minimisierung ist doch • '-<* 
unmöglich, da wir u* nicht kennen. Es entsteht die Hauptfrage von 
Regularisierungsmethoden: wie soll man den Regularisierungsparameter 
r = r{ö) wählen? 
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* Sa.:tz 1 • Se-<. A = A <;; 0, 11 A 11 ~ a , f E R ( A) , II f 6 - f 11 ~ ö und e.o f.i eien 
die Bedingungen (Z),(3) e1t6üll:t. Wählen win r=r{ö) .in (4) -00, daß 
r ( ö) --. =, ö r ( ö) --. 0 , wenn ö --. 0 . 
Va.nn 
ur ( 6 ) --. u * , wenn ö _. 0 , 
wobei u* die zu u0 näch.o:te Lö-0ung von (1) iJ.i:t. 
Beweis: Das folgt aus (5 1 ) unmittelbar. 
( 6) u
0
-u*=APv, l l v l l ~ e. p>O. 
1 1 1 
p+T -p+T+ (pyp)p+T+ 
r = r ( ö ) = d e ö mi:t d = - , p p y 
Wählen w..lJt 
da.nn 1 p 
llur-u*ll ~ cpep+röp+r (O ~ p ~ p 0 ), 
1 1 p 1 
( p:rr -PIT) p:rr p:rr cp = P +p Y YP . 
Beweis: Nun 
II (I-Agr(A))(u 0 -u*)ll =II (I-Agr(A))APvll ~ II (I-Agr(A))APll e ~ 
~ sup 1.Pj1-1.g (>-)le ~ Y r-Pe, 
O ~ >. ~ a r P 
und die Ungleichung (5 1 ) nimmt die Form 
II u r - u ·* II ~ y P e r - P + y r ö . 
Minimisierend diese Abschätzung bezüglich r >0 (arithmetrische 
Rechnungen), bekommen wir die Parameterauswah l un d die Fehlerab-
schätzung des Satzes. 
~~~~!:'~~~g (Aufgabe). Sei a{A) = [0,a] und (2) und (3) gelte als 
Gleichheiten. Für jedes E > 0 existieren dann v (II v II :;;; e) und f 6 (II f 6 -fll ~ ö), so daß im Falle u0 -u* =APv (0 <p ~ p 0 ) für aller >0 
1 p 
llur-u*ll ;;;; l-E c ep+röp+r 
12 p 
(cp wie im Satze 2). 
~~i~~i~!~ Spektralmethode 




Somit gibt es eine Methode, für die 
1 p 
11 ur - u * 11 ~ e p+r o p+r ( o < p <eo) '· 
wenn Angangsfehler u0 -u* die Form (6) hat. 
Arithmetische Rechnungen zeigen auch, daß für andere Methoden von 
Sektion 1.5 cp > 1. Doch kann man hieraus nicht folgern, daß diese 
Methoden ungenauere sind: wir minimierten nicht den Fehler II ur-u*ll' 
sondern seine Abschätzung. 
Ist cp > 12, so kann man mit Hilfe der Be'merkung (Aufgabe) doch fol-
gern, daß die entsprechende Methode eine ungenauere als die Spek-
tralmethode ist. 
2.2 Optimalitätsbegriffe. Betrachten wir hier eine allgemeinere 
Aufgabe als (1): 
Au = f, A : E-+ F, E ,F-Banachräume; 
anstatt f sei wieder seine Näherung f 0 , II f 0 -fll ~ 6, gegeben. 
Jede Abbildung P: F-+E kann als eine Methode betrachtet werden: 
Pf 0 ist Näherungslösung. 
Sei Mc:E eine Menge. Die Größe 
w(ö,P) :=w(ö,P,A,M) = sup II Pf0-ull 
uEM,f 0EF 
II Au-f6 ll ~ ö 
charakterisiert den maximalen Fehler der Methode P, wenn die Lösung 
in M variiert. Eine parameterabhängige Methode P0 heißt 
- Q~!i'll~! auf M, wenn w(ö,P 0 ) = inf w(ö,P); p 
- ~~~'l1~!2!i~~~-Q~!i'l1~! auf M, wenn 
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(p ( ö 'p 0) 
lim = 1; 
ö-+O i n f <P ( 6 , P ) 
p 
- g~~~i2e!im~l (oder ordnungsoptimal) auf M, wenn 
<P(o,P 6 ) ~ tc i~f <P(ö,P), 0 <ö ~ 6 0 . 
Quasioptimalitätskonstante ( ;;; 1) 
Lemma 1. · Ve.tc.. Ope.tc..a:totc.. A : E -+ F .6 e.i .tin.e.atc.. u..n.d die. Me.n.g e M .6 ei z e.n.-
:ttc..a.t1.> ymme.:ttc..i.6 eh. Van.n. gil:t 
inf <P(6,P,A,M) ~ w(ö,A,M) .- sup II u II· 
p uEM,llAull ~ ö 
~~~~i~~ Es sei e >Ü. Nehmen wir ein uEM, so daß II Aull ~ ö. 
II ull ~ w{ö,A,M)-e. Dann ist auch -uEM (die zentrale Symmetrie von M). 
Nun ersetzen wir das Supremum in der Definition von <P(ö,P,A,M) über 
u EM durch das Maximum über zwei Elemente (u und -u): 
Die Suprema über f 6 ersetzen wir durch f 6 = 0: 
<P{ö;P,A,M) ~ max {II PO-ull ,11 PO+ull} ~ 
~ i( 11 Po-u11 +II Po+Li'll) ~ 
~ i11 (PO-u)-(PO+u)ll= 
=II u11 ~ w{6,A,M)-e; e -+O. 
2.3 Quellemengen des Operators A E L(H,F) (H,F-Hilberträume). 
So heißen die Mengen 
Mpe =Mp 8 (A) = {u EH: u = IAIPv, II vll ~ e}, p >0,e >0, 
wobei 
* A AEL(H,H). 
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1 p 
D+T D+T 62 ( * p+l' L e.mma Z • w ( 6, A, M p 8 ( A) ) = e P 6 P , we.nn -=--z E a ( A A) J-
e 
Beweis: Gemäß den Definitionen 
w ( 6 'A 'M ) = s u p 11 u 11 = s u p 11 1 A 1 p V 11. 
pe uEMpe'll Aull ~ 6 II vll ~ e.ll 1Alp+lvll ~ 6 
* Für einen Operator B = B ~ 0 gilt die 11 Momentenungleichung 11 
E. 1-E. 
llBPull ~ llBqullqllull q (O ~ p ~ q). 
Benutzen wir diese Ungleichung für B = 1A1 P mit q = p+l, so bekommen 
wir p 1 
II IAIPvll ~ II IAlp+lvll p+Tll vll p+T 
und 1 p 
w(6,A,MP 8 ) ~ ep+r6p+r. 
Nun sei (6/e) 2 ein Eigenwert von (A*A)p+l und damit 6/e ein Eigen-
wert von IAlp+l: 




p 1 p 
w(6,A,MP 8 ) ~ II IAIPv 0 ll = (%)p+Tll v 0 ll=ep+T 6p+l. 
Aus zwei Ungleichungen für w(6,A,Mp 8 ) folgt die Gleichung 1 p 
w(6,A,MP 8 ) = ePIT 6 PIT. 
Ist {6/e} 2 Ecr((A*A)p+l) kein Eigenwert, dann gehört es zu dem ste-
tigen Spektrum von (A*A)p+l, und es gibt eine Folge (vn) mit den 
Eigenschaften 
II IAlp+lv -~v II -+Ü, II vnll= e, n e n 
und der Beweis geht mit kleinen Modifikationen. 
. 1 p 2 
p+T p+T 6 ( * p+l) ~~~~!:'~~~g~ w(6,A,Mp 8 (A))<e 6 , wenn ;zEtcr (A A) ; 
es gibt eine Formel für w(6,A,Mp 8 ) auch in diesem Falle, doch ist 
die Formel zu kompliziert für die Benutzung. 
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~9!9~~~!]9~!]~ 
1. Methoden (2) mit Parameterauswahl wie in Satz 2 sind quasiopti-
mal auf Mpe (0<p :;> p0 , 6>0). 
2. Spektralmethode mit entsprechender Parameterauswahl ist optimal 
auf Mpe für alle p >0, e >0. 
* 2.4 Analysis der Optimalität. Es sei wieder A =A ~ O. 
Bezeichnen wir 
M ={uEH:u 0 -u=APv, llvll :;;; e}, peu 0 
damit Mpeo =Mpe die Quellenmenge von A. Es interessiert uns, wann 
fUr die Methode (4) die Abschätzung 
( 7 ) sup 
uEM e ,f.c:.EH p uo u 
II Au-f6 11 :;;; o 
gilt. Eine solche Methode ist, wie wir schon wissen, gegeben bei 
der Spektralmethode. 
Bisher war (5') unser Ausgangspunkt. Doch kann (5') ungenau sein -
wir haben zu (5) Dreieckungleichung benutzt. Nun gehen wir von (5) 
unmittelbar aus: 
sup II ur-u 11 = sup 
uEMpeu ,f6EH uEMpeu ,f6EH 
0 0 
II Au-f6 11 :;;; o II Au-f 6 ll :;;; ö 
= sup II ( I-Agr(A) )APv + gr(A)z 11 = 
II vll :;;; e,11 zll :;;; ö 
= sup II e(I-Agr(A))APv +6gr{A)zll 
II vll :;;; l,ll zll :;;; l 
Dieses Supremum kann man mit Hilfe von Melkman-Micchelli 's Formel 
finden (siehe [16]: 
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Für beliebige Operatoren CiEL(X,Xi)' 
gilt die Gleichung 
i =1,2,3 (X,Xi-Hilberträume) 
sup II C0 x II= inf 
II c 1 xll ~ l,ll c 2 xll ~ l O<t<l 




2 J l/ 2 ~ 1 
Diese Idee ist realisiert in [29] und [33], die Oberlegungen sind 
doch zu technisch für eine Vorlesung. Ich bringe nur das Resultat: 
* Sa..tz. 3. Se,[ A = A ~ 0, un.d 1.>e.l gr(A) = rg(n,), r > 0, wobe.l g: [0,oo)-+ IR 
eln.e d.lßßenen.z.lenba.ne Fun.~.t.lon. .l1.>.t, 
y := sup 1.Pll-t.g(t.)I < 00 (0 ;;;; p ~ P 0 ); p Q;;;; !. <oo 
es sei h'(A) <0 (O<A<oo) für h(t.) :=1-t.g(t.). Dann gelten die fol-
genden Behauptungen: 
für ein p E (O,p 0 ] gilt, dann ist die Methode (4) . mit 1 1 
r = h - 1 ( 1 ) e p+T 6 -p+T p+T 
optimal auf Mpeuo' i.e. (7) gilt. 
2. Ist (8) für ein t. E [0,oo) verletzt, so ist auch (7) bei jeder Pa-
rameterauswahl r = r(6,p,e) mindestens für 6/e E o{Ap+l) verletzt, 
d.h. die Methode (4) kann nicht auf M 8 optimal sein. p uo 
1 1 ~!:1~!?1!:1:. Lawrentiewsche Methode, g(t.) =m· Dann auch h{t.) =m, 
und (8) nimmt die Form 
(p+l)(p- 2 P1. 2 P + p J(l+t.)- 2 ~ 1 (0 ~ !. < 00 ). 
Diese Bedingung ist für 0 < p ;;>~RI0.618 erfüllt und für p >~ 
verletzt. Damit ist die Lawrentiewsc~e Methode nur für 0 < p ~  
auf M 8 optimal, wobei r =.!. = p{e/6)1J-Fi die entsprechende Parameter-p a 
auswahl ist. Dank Satz 2 ist die Lawrentiewsche Methode quasioptimal 
für p ;;;; 1. Andere Beispiele siehe in [29,30,33]; siehe auch [9]. 
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2.5 Der Fall mit nichtselbstadjungiertem Operator 
(1) Au =f, AEL(H,F), II All 2 ;;; a, H,F-Hilberträume, 
* * ( l 1 ) A Au = A f ö, 
* * * * ,(4 1 ) ur=(l-A Agr(A A))u 0 +gr(A A)A f 0 • 
Sa.tz 1 '. Se...i.. A E L(H ,F), II A II ;;;; a, Qf E R(A), II f -f II ;;; ö u.rid e..6 .6e...i..e.n. 
(2) u.nd (3) ettßüll;t. Wäh.te.n w..i..Jt r = r(ö) ..i..n (4') .60, daß 
r ( c5) -+ oo, 6 2 r ( ö) -+ 0 , we.nn 6 -+ 0 • 
Va.nn ur(ö) -+U*' we.nn 6 -+O, wobe.i u* d..i..e. zu. u0 näc.lude. Qu.a.t.ilö.t.u.ng 
( L ö .6 u. n g v o n ( 1 ' ) ) i.6 t . 
Sa;tz 2'. Vie. Be.din.gu.nge.n de..6 Satze..6 1' .t.e...i..e.n e.1t 0ü.tl;t u.nd e..6 .t.e.i 
p 
u0 -u* = IAI v, II vll ;;;e , p >0. 
Wählen wiJt 2 2 
- py 
Van.n 
r=r(ö)=d ep+rö P"+T, d =( P/ 2 
. p p y * 
y* = sup r- 112 sup 1- 112 lgr(>-) I · 
r>O 0 ;;; 1- ;;; a 
1 p 
II ur-u* 11 ;;; cp e p+r 6 p+I 
1 p p 







Sa;tz 3'. Se.i A E L(H,F) u.nd gr(>-) .t.e.i wie. ..i..n de.m Satze. 3. Vann ge.l ;te.n. 




(8') {p+l) h-l(p!l)] t-ph2(t-) + p;l h-l(p!1)>-g2{t-) ;;; 1 V .\ E [ 0 ,oo) 
für ein p E (0,2p 0 ] gilt, so ist die Methode (4') mit 
2 2 
r = h - l ( P! 1 ) e p+r 6 -p+r 
optimal auf Mpeuo = {u EH: u0 -u = IAIPv, II vll ;;; e}, i .e (7) gilt. 
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2. Ist (8 1 ) für ein A E [O,oo) verletzt, so ist auch (7) bei jeder 
Parameterauswahl r = r(ö,p,8) mindestens für (6/8) 2 E a((A*A)p+l) 
verletzt, i.e. Methode (4') kann nicht auf Mp 8 u optimal sein. 0 
* -1 * Tichonowsche Methode u
0 
= (al + A A) A f 6 mit 
optimal auf Mp 8 für 0 <p ~ 2, 8 >0. 
Andere Beispiele siehe in [29],[30],[33]. 
a =.!_(ö/8) 2/(p+l) 
p is t 
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3. PARAMETERAUSWAHL NACH DISKREPANZPRINZIP 
3.1 Aufg~benstellung wie in Sektion 2.1: 
* . (1) Au=f, AEL(H,H), A=A ~ O, llAll ~ a, H-Hilbertraum, 
( 2 ) 
( 3 ) 
g r : [ 0 , a ] ~ IR B o r e l - m e ß b a r , r > 0 , 
sup lgr(A)I ~ yr (r>O), y =const, 
O ~ >.. ~ a 
Nun wird r = r(ö) = r(6,f 0 ) mit Hilfe des Diskrepanzprinzips gewählt, 
d.h. wir wählen r so, daß II Aur-f0 11 mit ö vergleichbar wird. 
3.2 Eigenschaften der Diskrepanz. 
l im 
r-+00 
II Au -f I I = r ö inf 
uEH 
11Au-f6 11 
i-6:t gr(>..) -6:te:tig in r, -60 i-6:t II Aur-f0 ll -6:te:tig in r; 
i-6:t l 1-A.gr(A) 1 6a.llend in r, -60 i-6:t II Aur-f 6 II 6a.llend in r. 
Beweis: 
zu der ersten Behauptung: 
Zu der zweiten Behauptung (siehe Sektion 1 . 6, Satz 1.1): 
Aur-fö ~ Pf 0-f0 (r ~oo; P-Orthoprojektor zu "RTA)), 
II Aur-f6 1 1 ~ II Pf6 -f6 11 = inf II Au-f6 11. LIEH 
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zu der dritten und vierten Behauptung: 
Aur-fö =(l-Agr(A))z, z =Au
0





EQlg~r~~g~ Ist f E R{A), Au* = f, so gi 1 t 
lim l!Aur-f 6 1! ;;;; l!Au*-f6 1! ;;;; 6; r~ 
ist zusätzlich N(A) * {0} und f 6 -f EN(A), II f 6 -fl! =6, so gilt 
1 im II Au r - f 6 II =6 . r~ 
3.3 Parameterauswahl. 
~~g~l_!· Wir geben die Zahlen 
11 Au 
0 
- f 6 11 ;;;; b 26 , so w ä h 1 e n · w i r 
Näherungslösung von (1)). Ist 
ein beliebiges r=r(6), so daß 
erfüllt sind. 
b1>1 und b 2 ~ b 1 vor. Ist 
r=O (und betrachten u0 als die 
11 A u 0 - f 6 11 > b 26 , s o w ä h 1 e n w i r 
die Ungleichungen 
~~g~l-~· Wir geben die Zahlen b>l und eE(0,1) vor. Ist 
11 Au 
0 
- f 6 11 ~ b 6 , s o w ä h 1 e n w i r r = 0 a 1 s Re g,u 1 a r i s .i e r u n g s p a r am e t e r . 
Ist l!Au
0
-f6 1!>b6, so wählen wir ein beliebiges r=r{6), so 
daß 
II Aur-f6 ll ~ b6, 
11Aur,-f6 ll ~ b6 für ein r'E[er,r]. 
Regel 2 ist insbesondere bequem für Iterationsverfahren: 
unterbricht man die Iteration mit dem ersten n, für das 
II Aun-f6 ll ;;;; b, so ist für n'=n-1 automatisch II Aun_ 1-f6 ll>b6. 
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3.4 Hilfssatz. 
• 1.. Lemma 2. Se~ wEN(A) • Vann -0ind 6ü~ beliebige r=r(6) die 
6olgenden Bedingungen äquivalent: 
(i) (I-Agr(A))w~o (6~0) 
A(I-Agr(A))w~o (6-+0) 
~~~~i~~ Es ist klar, daß (i)~(ii). Für r=r(6)~ (r~) ist 
auch (ii)~(i) trivial: aufgrund von Sektion 1.6, Lemma 1, 
folgt II (I-Agr(A))wll-+O (r~). Damit genügt es den Fall zu 
betr a c h t e n , da ß r n = r ( 6 n ) ;:?; F = c o n s t , 6 n -+Ü und 11 A v n 11 -+0 f ü r 
V = n (I-Agr (A))w ; 
n 
wir haben zu zeigen, daß II vnl 1-+0. Weil II vnll ~y 0 ll wll, ist 
die Folge (vn) beschränkt und damit schwach kompakt; es sei 
vn---+v' (nEN'~IN={l,2,3, ... }). 
Da n n i s t A V n - - -+A v ' ( n E N ' ) u n d A V ' = 0 , V ' E N ( A ) . N u n f o l g t 




w e i 1 II A v n 11 -+0 , II g r ( A ) 11 ;:?;y r n;:?; y r , v ' E N ( A ) , wE N ( A ) . A 11 e 
n 
schwach konvergierenden Teilfolgen von (vn) konvergieren 
a 1 s o s t a r k g e g e n 0 . Da s b e de u t e t , d a ß 11 v n 11 ~o . 
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3.5 Konvergenz und Fehlerabschätzungen. 
Sa.tz 1. EJ.> J.>e,{_ A=A* ~ O, 11 AIJ ~ a, fER{A), 11 f0 -fll ~ 6 u.n.d d,[e 




>1 eJt 6Üll.t. Veit Re-
gu.laJt,{_J.>,{_eJtu.n.gJ.>paJtame.teJt r=r{6) J.>ei gemäß Regel 1 odeJt Re-
gel 2 gewähl.t. Van.n. gil.t 
( 6-+0 ) ' 
wobei~* die zu. u0 n.äehJ.>.te L6J.>u.n.g von. {1) iJ.>.t. Im Falle 
u0 - u* = APv, p > 0, 11 vll ~ e 











cp+l)p+I -1 b-=T 8 
Es gelten: 
u - u = 
r * 
1 




::> c ep+I p 6p+r 0 1 ' < p ~ Po - ' 
p 
p+I 




cp = {b+l) + yd p ( 6 üJt d.le Regel 
uo - u* E N(A)..L ' 
Aus (6) folgt, daß 
IJA(I-Agr(A))(u 0 -u*)ll ~ 11Aur-f6 JI + 6, 
JJA(I-Agr(A))(u 0 -u*)JI ~ l!Aur-f6 JJ - 6 
Es sei r=r{6) mittels der Regel 1 gewählt. Dann gilt 
1 ) , 
2 ) • 
( 7 ) 
( 8 ) 
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l!A(I-Agr(o)(A))(u 0 -u*)ll ~ {b 2+1)6, 
l\A(I-Agr(o)(A))(u 0 -u*)ll ~ (b 1-l)ö 
Aus (7) und Lemma 2 folgt, daß 
Das war der erste Term in (5). Für den zweiten gilt 
Gemäß Lemma 2 von Sektion 1.6 folgt 
(hier benutzen wir die Bedingung p0 >1). Zusammen mit (8) 
folgt hieraus, daß or(o)~O (ö~O), und damit erhalten wir 
auch die Konvergenz 11 ur(ö)-u* II ~o (ö~O). 
Sei nun u0 -u* = APv , 0<p;:;; p0 -l , II vll ;:;; s . Dann ist 
llA(I-Agr(A))(u 0 -u*)ll = llAp+l(I-Agr(A))vll ;:;; Yp+l s r-(p+l) 
un~ (8) nimmt die Form an: 
1 
-(p+l) 
( Yp+l )p+T+ , r(ö) ~ ~ e/ö , 
und das ist eine der Behauptungen des Satzes. 
Der zweite Term in (5) besitzt die Abschätzung 
Den ersten Term schätzen wir mit Hilfe der Momentenunglei-
chung und (7) ab: 
II (I-Agr(A))(u 0 -u*)ll = II Ap(I-Agr(A))vll ;:;; 
p 1 
;:;; I I Ap+l(I-Agr(A))vll p+Ill (I-Agr(A))vll P+T ;:;; 
29 
und damit erhalten wir die Abschätzung des Satzes für 
II ur(ö)-u*ll im Falle der Regel 1. 
Der Fall der Regel 2 bleibt als e i ne Obungsaufgabe, ebenso 
der Fall, wenn Regel 1 oder 2 r=O ergeben. 
3.6 Bemerkungen. 
1. Aus der Fehlerabschätzung des Satzes 1 folgt, daß die 
Methoden (4) mit der Parameterauswahl gemäß den Regeln 
1 und 2 auf den Quellenmengen Mpeu für 0<ps p0 -l quasi-o 
optimal sind. Bei a priori Parameterauswahl r=d{e/6) 
1 
p+r 
erhielten wir die Quasioptimalität auf M 8 für O ~ p ~ p 0 p uo 
Hier · sehen wir, daß das Diskrepanzprinzip für die Para-
m e t e r a u s w a h 1 e i n e n N a c h t e i l h a t. F ü r M e t h o de n m i t p 0 =eo 
(z.B. für Iterationsmethoden) tritt dieser Nachteil je-
doch nicht auf . 
2. Wir heben den folgenden Vorteil des Diskrepanzprinzips 
hervor: die Regeln 1 und 2 benutzen keine Information 
1 
übe r d i e L ö s u n g . V e r g l e f c h e : a p r i o r i W ah l r = d ( 8 / o ) p+r 
ist nur möglich, wenn wir p und 8 kennen, d.h. wissen, 
zu welcher Menge Mpeuo die Lösung u* gehört! 
3. Satz 1 ist für die Lawrentiew-Methode nicht anwendbar, 
da in diesem Fall p0 =1, aber im Satz p0 >1 gefordert ist. 
Und in der Tat divergiert die Lawrentiew-Methode mit der 
Parameterauswahl gemäß den Regeln 1 und 2 (sie konver-
giert jedoch schwach). 
30 
4. Die Methoden (4) mit Parameterauswahl 
11Aur-f6 11 = 6, 
divergieren (sogar im Falle N(A)={O}), siehe [28] oder 
[ 3 3]. 
3. 7 Der Fall nichtselbstadjungierter Operatoren 
(1) Au= f , A E L(H,F) , II All 2 ;;; a , H,F-Hilberträume, 
* * ( l 1 ) A Au = A f 6 , 
* * * * (4') ur= (I-A Agr(A A)u 0 + gr(A A)A f 0 , 11 f 0 -fll ;;; 6 . 
Sa.tz 1'. Se.1 AEL{H,F), i!All 2 ;;; a, fER(A), llf0 -fll ;;; 6 u.n.d 
e.-0 -0e.ie.n. (2) un.d (3) mit y 0 =1, p0 >i e.4ßüllt. Ve.4 Re.gu.la.4i-
-0ie.~un.g-0pa.4a.me.te.~ r=r(6) -0e.i gemäß de.n. Re.ge.ln 1 ode.4 2 ge-
wählt. Va.n.n. gilt 
( Ö-+Ü ) ' 
wobei u* die. zu. u0 näch-0te. Lö-0ung von (1 J i-0t. 
Im Fa..tle. 
2 2 
r(6) ;;; dp ep+r 6 p+r 
II II p!l Fr ur(ö)-u* ~ cp e 6 , 0 < p ;;; 2p 0 - 1 , 
wobei 
2 p 
dp = c(b::v 2)p+r c = (b2+1)p+r + dl/2 p y* p (Re.ge.l 1) , 
2 p 
dp ( ( P6!{12)PIT -1 ' c p (b+l)p+T + dl/2 = e = y* p (Regel 2) , 
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~~'!!~i~~ [27] oder [33]. 
Dieser Satz ist auch fUr die Tichonowsche Methode anwend-
bar (da nun nur p0 >i gefordert ist); diese Methode ist qua-
sioptimal auf Mpe fUr O < p ~ l. 
Im Gegensatz zu (4) konvergieren die Methoden (4') mit der 
Parameterauswahl (Sektion 4) 
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4. KRITISCHES NIVEAU DER DISKREPANZ 
4. 1 Aufgabenstellung (etwas abgeändert): 
(1) Au = f ; A E L(H,F) , II All 2 ~ a , H,F-Hilberträume; 
( 2 ) 
gr : [0,a] -+IR Borel-meßbar, r > 0 , 
( 3) gr('-) ~ O O ~ l-1.gr('-) ~ 
gr('-) 
(0 ~ 1. ~ a) sup g r ( >- ) 
' ' 
Kr = Kr 0 ~ >- ~ a 
( 4 ) ßr ~ K ~ yr 
' 
r > 0 
' 
ß = const > 0 
' 
y = const. 
r 
Die Parameterauswahl r=r(6) qeschieht auf dem Diskrepanzni-
veau 11Aur-f6 11 =6; bei Iterationsverfahren bleibt das Ver-
fahren stehen bis zu demjenigen n=n(o), für das zum ersten 
Mal 11Aun-f6 11 ~ 6 ist. 
~~~~r~~~g~ Aus (3) und (4) folgt, daß 
0 ~ 1 - ;i_gr(>-) ~ 1 , 
und damit 
-1 -1 ß r 
sup 1-Pll->-gr(>-)I ~ ß-pr-p (O ~ p ~ l) ; 
0~>- ~ a 
vgl. die Bedingungen an gr in den Abschnitten 1- 3 . 
4.2 Beispiele der Methoden (2), die den Bedingungen (3), (4) 
genügen: 




a = CO 
-1 K = r ( ß=A=l) r 
-1 1 - A9r( A) = r gr( A) {Gleichheit in (3)!) . 
b) Iterierte Tichonowsche Methode. 
I r O ~ A <-!_ c) Spektralmethode mit gr(A) = 11 ' r l A~ _!_. >: ' - r 
d) Stetige Version des lterationsverfahrens (r=t ~ O): 
* * u'(t) + A Au{t) = A f 6 , u(o) = u0 
e) Implizite Iterationsverfahren (r=n ~ O): 
* * aun + A Aun = aun-l + A f 6 , n=l,2, ... (a=const>O) . 
f) Explizite Iterationsverfahren (Landweber-Friedman Itera-
tionen): 
* 1 un = un-l - µA (Aun_ 1-f6 ) , n=l,2, ... (O < µ ~a) 
Man beachte die geänderte Beschränkung fürµ (früher 0 < µ ~~). 
a 
g) Die Klasse der Iterationsverfahren: 
wo g : [0,a]~IR eine Borel-meßbare Funktion ist, 
(O ~A~ a) , K : = sup g( A)<co 
O ~ A ~ a 
Für eine ausführliche Darstellung siehe [28] oder [33). 
4.3 Eine wichtige Ungleichung. 
Lemma 1. Fü~ die Nähe~ung (2) und jede~ uE H gilt die Un-
gle,i.chung 
II ur-u1 12 + Kr(11Aur-f6 11
2 
- 11Au-f6 1!
2 ) ~ 
( 5 ) 
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Beweis. Wir haben 
* * * * ur-u = (I-A Agr(A A))(u 0 -u) + gr(A A)A {f6-Au) 
und damit 
' llu -ull 2 = r 
* * * * + 2Re((I-A Agr(A A))(u 0 -u) , gr{A A)A (f6 -Au) + 
* * * * + (gr(A A)A (f 6-Au) , gr(A A)A (f6-Au)) = 
Wir zerlegen Au 0 -f6 in die Summe von A(u 0 -u) und Au-f6 und 
schreiben eine Hilfsgleichung: 
* * . * (gr(AA )(I-AA gr(AA ))(Au 0 -f6 ) , Au 0 -f6 ) = 
* * * = (gr(AA )(I-AA gr(AA ))A(u 0 -u) , A(u 0 -u)) + 
* * * + 2Re(gr(AA )(I-AA gr{AA ))A(u 0 -u) , Au-f0 ) + 
* * * + ( g r ( AA ) { I -AA g r { AA ) ) (Au- f 6 ) , Au - f ö) = 
* * * * = {A Agr(A A)(I-A Agr(A A))(u 0 -u) , u0 -u) + 
* * * + 2Re(Agr{A A){I-A Agr(A A))(u 0 -u) , Au-f0 ) + 
* * * + (gr(AA )(I-AA gr(AA )){f0-Au) , f 0-Au). 
* Man beachte die Reihenfolge der Operatoren A und A ! 
* * * * Wir haben mehrmals die Gleichung A g{AA ) = g(A A)A be-
nutzt. Nun summieren wir die erhaltenen Gleichungen glied-
weise: 
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Um (5) zu erhalten, bleibt zu bemerken, daß 
( g r ( AA * ) ( f 6 -Au) , f 6 -Au) ;;;; Kr 11 f 6 -Au II 
2 
* Die erste Ungleichung ist klar, weil II gr(AA ) 11 ;:> sup 1 gr( 1' ) 1 =K 
Q;;;;\ ;;;; a r 
Die zweite folgt aus der Ungleichung (benutze (3)!) 
gr( 1' )(1- 1' gr( 1' )) ~ Kr(l- 1' gr( 1' ))2 ' 
weil dann eine analoge Ungleichung auch für Operatoren gilt 
* * 2 Kr((I-AA gr(AA )) (Au 0 -f6 ) , Au 0 -f6 ) = 
= Kr!! (I-AA*gr(AA*)(Au 0 -f6 )11
2 
= 
2 Kr11Aur-f 6 11 = 
Für die Tichonowsche Methode und Landweber Iterationen wur-
de das Lemma 1 in [2] formuliert, allgemeiner Fall in [28). 
4.4 Ist das Niveau II Au -f~ II = 6 erreichbar? 
~~--~~~--'-'---r~u-'-'-~~~~~~~ 
N a c h S a t z 2 , S e k t i o n 1, g i 1 t A u r .... Q f 6 ( r__,) , wob e i Q de r 0 r t h o -
projektor zu ~ ::F ist. Sei f E R(A), dann folgt 
11Aur-f6 11 -• l! Qf6 -f6 11 =inf l1 Au-f6 1J :a; 11Au"'-f6 j ] = 
uEH 
= II f-f 6 11 ~ o 
Ist N(A •. ) = {0} und damit RTKT = F so gilt 
lim II Aur-f6 J I = 0 . r-ta; 
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* Ist N(A ) =t= {0} , so kann 
lim l!Aur-f6 !1 = 6 r~ 
-
auftreten, und dann ist es möglich, daß 11Aur-f6 ll > ö für 
alle (endlichen) r. In diesem Fall ist 11Qf0 -f0 ll= 6. 
eil Qf 0 das nächste Element zu f 0 in l<[Jl0 ist und f ER(A) 
mit II f-f0 ll ~ ö auch ein Element in RfAT ist, muß Qf 0 =f 
* * sein. Weil A Q=A, nimmt die Näherung (2) in diesem Fall die 
Form an: 
und es folgt ur-+u* , wenn r-+°" (Satz 2, Sektion 1). 
Zusammenfassung: in speziellen Fällen kann das Diskrepanz-
niveau II Aur-f0 ll =ö für alle r >O unerreichbar sein, aber 
dann konvergiert die Methode (2) für r-+°" auch bei gestörten 
Daten gegen die Lösung von (1). Das Diskrepanzprinzip 
11 Au r - f 6 11 = ö er g i b t i n diesem Fa l 1 r ( ö ) =°" , ur ( 6 ) = u * . 
4.5 Konvergenz und Konvergenzgeschwindigkeit. 
Satz 1. Sei A EL(H,F) , llAll 2 ~ a, f ER(A) , II f0 -fll ~ o 
und die Bedingungen (3) und (4) -O eien e~ßüllt. Wi~ wählen 
r=r(ö) ~o au-0, da.ß II Aur-f 6 11=6, wobe.i ur in (2) de.6iniett:t 
i-0t. Vann konvettgiettt 
wobei u* die zu u0 näch-0te Lö-0ung von (7) i-0t. Im Fall 
u0 - u * = 1A1 p v , 11 v 11 ~ e , gilt die F ehlviab-0 chätzung 
p 1 p 
11 II p+T p+T p+I (6) ur(ö)-u* ~ 2 e ö , O < p ~ 1 . 
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~~~~i~.:. Weil 11Aur( 6 )-f6 11= 6, 11 Au*-f6 11 ~ 6 gilt, folgt aus 
(5) für u=u* , r=r(6) die Abschätzung 
( 7) 
Für die Konvergenz ur( 6 )~u* (6~0) genügt es nun zu zeigen, 
daß 
oder (siehe Lemma 2, Sektion 3) 
* * * A A(I-A Agr(A A))(u 0 -u*) ~ 0 (6-t-0) , 
oder 
Weil 
so gilt für r=r(6) 
* * * * llA(I-A Agr(A A))(u 0 -u*)ll ~ llAur-f6 11+11 I-AA gr(AA )116 ~ 26~0 (6~0). 
Sei nun u0 -u*=IAIPv , II vll ~e . O < p ~ l 
nimmt die Form an 
Die Abschätzung (7) 
II ur-u*ll ~ II K;12 1AIPvll , Kr= I-A*Agr(A*A) . 
* Aus (3) folgt, daß Kr=Kr~ O , 
(K 112 1Alp)* = K112 1Alp ~ 0 . 
r r 
Benutzen wir für B=K 112 1A lp die Momentenungleichung, so folgt: 
r 
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(wir beachten, daß ~;l ~ 1 für O<p:;;; l und daß II Krll :;;; l). 
Damit erhalten wir (6): 
4.6 Bemerkungen. 
1. Es gibt keine Abschätzungen für r(ö), wenn r=r(ö) gemäß 
der Bedingung 11Aur-f6 1i=ö gewählt wird. 
2. Die Methoden (2) mit Parameterauswahl gemäß der Bedin-
gung II Aur-f6 11 =ö sind quasioptimal auf Mpeu (O <p:;;; l); 
p 0 
die Quasioptimalitätskonstante ist 2p+I (siehe (6)). 
3. Ist die Bedingung 
sup Ap(l-Ag ( A)) ~ y r-p 
Q :;;; >.. ~ a r p 
mit einem p0 >1 erfüllt, so kann man quasioptimale Ab-
schätzungen auf Mp e u auch für l ~ p ~ p 0 erhalten: 0 
wobei cp die Lösung der Gleichung 
oh ~ _ _!_ 
c = 2P+ + y*yp P c P (y*wie in Sekt. 2 , 3) 
i s t ( s i e h e [ 28 ] o d e r [ 3 3] ) ; o f f e n b 1 e i b t F a 1 1 p 
0 
< p ~ 2 p 
0 
- 1 . 
4. Stoppen wir die Iterationen (Beispiel g)) mit dem ersten 




p 1 p 
II un(o)-u*ll ~ 2P-IT ep+T op+T + K 1 6 (O < p ~ 1) , 
1 p 
11 11 ep+T 6p+T un(ö)-u* ~ cp (l < p < oo), 
wobei K = sup A112 g( A). Falls 1 1 Aun-f6 11~ o nicht 0~ >..~ a 
früher auftritt, kann man mit n~ö- 2 stoppen - die Konver-
genzabschätzungen bleiben gültig. 
Das Diskrepanzprinzip stammt aus Arbeiten von Ivanov [7] 
und Morozov [17). Dabei wurde für die Tichonowsche Methode 
das kritische Diskrepanzniveau II Aur-f0 i! =o benutzt. 
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5 . D I S K RE T I S I E R UN G UN D RE G U LA R I S I E R UN G 
5. 1 Aufgabenstellung. Wir betrachten wieder die Aufgabe 
(1) Au =f, AEL(H,F), llAll 2 ~ a, H,F-Hilberträume. 
Anstatt f sei ein f0 mit II f 0 -fll ~ ö gegeben. 
Es sei eine Familie von Borel-meßbarer Funktionen 
gr:[O,aJ~IR, r > O, gegeben, wobei wieder 
(2) sup lgr(>--)l ~ yr, r >O, y=const, 
0 ~>--~ a 
(3) sup >-- pll->--gr( >-- )l ~ Ypr-p, r > O, O ~ p ~ p 0 , yp=const. 0 ~ >-- ~ a 
Die Näherungslösung zu (1) wird nun durch die Formel 
* * * * (4) urh = (I-AhAhgr(AhAh))Phuo + gr(AhAh)Ahfö 
konstruiert, wobei 
und PhE L(H,H) und QhE L(F,F) endlichdimensionale Ortho-
projektoren sind. Im Folgenden wird es vorausgesetzt, daß 
für h ~ 0. 
Eine notwendige Bedingung dafür ist die Kompaktheit des 
Operators A; hinreichende Bedingungen zu (5) sind die Kom-
paktheit von A und die punktweise Konvergenz Ph~ I , Qh~r 
(h~ 0). 
Es ist möglich spezielle Projektionsmethoden zu konstruieren, 
so daß schon die Diskretisierung der Aufgabe (1) als Regula-
risierung wirkt. Diese interessante Frage bleibt im Folgenden 
jedoch unberührt. Siehe [18, 36, 6, 32]. Ober Diskretisierung 
mit einer zusätzlichen Regularisierun~ siehe auch [8, 35]. 
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5.2 Beispiele. Die Tichonowsche Methode nimmt nun die 
Form an: 
( 6) 
die expliziten und impliziten Iterationsverfahren neh-




• u o,h = Ph uo 
2 
, 0<µ <-, 
a 
n=l,2, ... , uh=Phu ,a > O o, 0 
Es seien lP 1 , .. „lPt und 'l' 1 , ... ,'l'm die Basen von PhH und 
QhF ( t =dim PhH , m=dim QhF) . Führt man die Bezeichnungen 
ein: 
t G<n = ( lP . , , lP · ) · · , l 
+' J J J,J = 
G\11 = ( 'l' . , , 'l' . ) ~ . , l 
T 1 1 1,1 = 
B = ( A<P . 'l' . ) ~ ' ~ 1 J, 1 l,J= 
f 
so erhält man die folgende Matrix-Darstellung der Ticho-
nowschen Methode (6): 
t ~ = C1) ( 6 1 ) urh = L: c .1p. j=l J J 
et 
-1 BTG; 1 s~ BTG;li r G c + = (j)-
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Die Matrix-Darstellungen der Iterationsverfahren (7) und 
(8) sind die folgenden: 
( 7 1 ) 
und 
( 8 1 ) 
wobei 





c ·(.!) • 
J J 
5J 3 Eine Konkretisierung der Beispiele. Wir illustrieren 
die Methoden von Sektion 5.2 an der Integralgleichung er-
ster Art 
b 
(Au)(t) := f K(t,s)u(s)ds = f(t) (c ::> t ::> d) . 
a 
Konkretisieren wir die Räume: 
b 
= f u(s)v(s)ds , 
a 
d 
F = L2(c,d) , (f,g)F = f f(t)g(t)dt , 
c 
wobei <.t> 1 , ... ,<.pt und 'i' 1 , ... ,'l'm stückweise konstante Funktio-




--- - - . ------------. 






s. 1 J- s. J 
ljl i ( t) 
_____ ______ ... 
c t. 1 1-








wobei Ii die Einheitsmatrix der Ordnung i ist, 









J f K(t,s)dsdt (i=l,„.,m 
s . 1 J-
f. 
l = f f 0 (t)dt (i=l,„.,m) . 
t. 1 l -
j=l,„.,i). 
Die Tichonowsche Methode (6') nimmt die Form an (mit den 
Bezeichnungen a=l/r , uj=cj) 
44 
9., 
- ( ~! \ u 
CL h = :L: u .r..p. u 
- ä ) j =l J J -
t 
CL h U 1 + - BTBu = _! BTf oder 
T T 
+ h\ BTB~ 1 BTf au = hT 
Wenn man die Approximationen 
f . R:j T f Ö ( t · 1 ) 
1 1 -"2" 
benutzt, so nimmt das letzte Tichonow-System die Form an 
CL U + 
K = (K(t. l,s. 1))'!1'~-l 
1 --z J -"2" 1 ' J -
T 
= TK g 
Dieses System kann man auch betrachten als das System, 
das man erhält, falls man die Tichonwosche Gleichung . 
* * au+A Au=A f 6 , d.h. die Gleichung 
b d 
au(s) + f [f K(t,s)K(t,s 1 )dt] u(s 1 )ds 1 
a c 
d 
= f K(t,s)f6(t)dt 
c 
mittels Quadraturformeln diskretisiert. Doch ist das er-
haltene System kein .11 reines 11 Projektionssystem und man 
müßte die folgenden Betrachtungen (Sektionen 5.5-5.8) über-
prüfen für 11 gestörte 11 Projektionsmethoden. 
In diesem Beispiel gilt für genügend glatte Kerne K(t,s) 
wobei 
45 
b (A 2u)(t) = f aK{~,s) u(s)dt (c ~ t ~ d) . a a 
Analog konkretisieren sich die Iterationsmethoden (7') 
und (8 1 ). 
5.4 Eine weitere Konkretisierung. Sei nun 
1 b 
H=W 2(a,b) (Sobolew-Raum), (u,v)H =f[u(s)v(s)+u'(s)v'(s)]ds, 
a 
F = L2(c,d), FhcF wie in Sektion 5.3 , 
wobei ~0 .~ 1 , ...• ~n die linearen B-Splinefunktionen sind: 
A 
1 sj=a+jh,j=O,l, ... ,t 




G~ = •Im (Im-Einheitsmatrix der Ordnung m) 
~ [ _: -1 2 -1 G~ = -1 2 -1 
. 







• 1 • 4 
1 ~l 
Jetzt kann man die Systeme {6 1 )-(8 1 ) konkretisieren. Mei-
stens benutzt man dabei die Approximationen 
{f6.~i) RS Tf6(t. 1) ' l -"2" 
{1/~ für j =0 und j=t ' ( A~., ~. ) RS cr .• hK(t. l,s.) 
' 
C1 • = für j=l, ... ,t-1 J l J l --z J J 
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Multiplizieren wir die erste und die letzte Gleichung von 
(6 1 ) mit 2/h und die übrigen Gleichungen mit 1/h, so er-




u. 1-2u.+u. 1 u. 1+4u.+u. 1] Cl - J- J J+ + J- J J+ + 
h2 
+ h ~ cr.,[T ~ K(t. l,s.) K(t. 1,s.,)]u., = 
j 1 = 0 J i = 1 1 -2 J 1 -2 J J 
m 
= T E K(t. 1,s .) f 6 (t. 1) , j=O,l, ... ,1 1 -.,., J 1 -.,., i=l C. L 
u 
-1 = ul ' u1+l = u1-l 
erkennt hier eine Differenz-Quadratur-Approximation 
Aufgabe 
a[-u 11 (s)+u(s)] 
b rd 
K(t,s)K(t,s' )dt]u(s' )ds' + f LJ = 
a c 
d 
= f K(t,s)f6 (t)dt, a ~ s ~ b, u'(a) = u'(b) = 0. 
c 
übrigens i·st die letzte Randwertaufgabe genau die Ticho-
nowsche Methode mit H=W~(a,b) , F=L 2(c,d) wie oben, aber 
ohne Diskretisierung (eine gute übungsaufgabe), weil in 
diesen Räumen gilt 
* J-lAT (ATf)(s) 
d 
A = = f K(t,s)f(t)dt (fEL 2 ) c 
Ju = -U II +U 
' 
D(J) = {u EW~(a,b) u 1 ( a) u'(b) = 0} 
In diesem Beispiel ist 




(hier nehmen wir an, daß aK(t,s)/at existiert und einen 
beschränkten Operator A 1 :W~-+L 2 definiert). 
Analog lassen sich die Methoden (7 1 ) und (8 1 ) konkreti-
sieren. 
5.5 A priori Parameterauswahl. 
~~-! ~ -1~ E.6 .6e.i A EL(H,F) , llAll 2 ~ a , fE R(A) , II f 6-fl l ~ 6. 
Vie. Be.dingunge.n ( 2 l, ( 3) und ( 5 l .6e.ie.n e.Jr.6ülLt. und e..6 k.on-
ve..1tgie..1te. Ph-+ I (h -+O) pu.nk.twe.i .6e.. Ve.1t Re.gu.la..1ti.6ie..1tu.ng1.>pa.-
.1ta.me.te..1t r=r{ö,h) 1.>e.i in (4) .60 a.u.1.>ge.wählt, da.ß 
2 2 
r{6,h)-+ oo , 6 r{ö,h) -+O , ~hr(6,h) ~ const (6-+0,h-+0). 
Va.nn gilt ur( 6 ,h)-+ u* (6-+0,h-+0), wobe.i u* di e. zu. u0 näeh1.>te. 





r =min {d 16-p+r , d 2 (~h+~h)- 2 } , d 1 ,d 2 = const > O . 
48 
( 10) 
Aus (5) folgt, daß 
11 A h - A 11 = 1 1 Q h A P h - A 11 ~ 11 Q h A ( I - P h ) 11 + 11 ( I - Q h ) A 11 ~ ~ h + n h ( h ... o ) . 
Be n u t z e n w i r d i e p u n k t w e i s e K o n v e r g e n z P h --. I ( h -.Q ) , s o i s t 
es mit Hilfe des Satzes von Banach-Steinhaus leicht zu be-
weisen, daß für jedes w E R(A*) 
Damit gilt 
* * (I-AhAhgr(AhAh))Ph(u 0 -u*) --. 0 (h-. 0,r-.oo) . 
Aus (2) und {3) mit p=O folgt, daß 
sup ;i.. 112 lgr{;i..)j ~ y*rl/2 (r>O), y* = const. 




gilt, folgt aus (10), daß 
( 11) * * II urh-u*ll~ II u*-Phu*ll +II (I-AhAhgr(AhAh))Ph(u 0 -u*)ll + 
+ y*r 112 {6+~hll (I-Ph)u*ll . 
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Hieraus folgt die Konvergenzaussage. 
Sei nun u0 -u*=IAIPv, u =IAIPv und damit u*=IAIPv*, 0 0 
v*=v
0
-v. Die Abschätzung {11) nimmt die Form an: 
* * p (11') llurh-u*ll S ll(I-Ph)IAIPv*ll+ll(I-AhAhgr(AhAh))PhlAI vll + 
Wir zeigen, daß 
( 12) 
Es gilt 
+ y * r 112 ( cS+ t;h 11 ( I - Ph) 1A 1 p v * 11 ) 
{ ~h ' 0 s p s 1 ' s 
11 A 11 p- l ~h ' p > 1 
II (I-Ph) IAIP II =II [(I-Ph) IAI P]*11 =II IAI p(I-Ph) II . 
Für QSp Sl schätzen wir die letzte Norm ab mit Hilfe der 
Momentengleichung: für jedes u EH gilt 
11 IAIP(I-Ph)ull S ll IAl(I-Ph)ull pll {I-Ph)ull l-p = 
=II A(I-Ph)ull Pll (I-Ph)utl l-p s ~hll ull 
Das beweist (12) für QSp Sl; der Fall p>l ist eine unmittel-
bare Folgerung aus der Abschätzung für p=l. 
2 
F·u·r ~ . {d c5 -p+I d c- 2} r - m1n 1 , 2 .,.h ; s t 
und (11') nimmt die Form (siehe (12)) an: 
Es gilt 
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und (siehe Sektion 5.7, Folgerung 2 und Lemma 2) 
( 1 3 ) 
Benutzen wir noch (12), so erhalten wir 
* * p II (1-AhAhgr(AhAh)) PhlAI vll ;:;; 
;:;; [11 (I-A~Ahgr(A~Ah)IAhlpll + c2E;~in{l,p} + c 3 n~in{ 2 ,p}]llvll 








II (1-A~Ahgr(A~Ah))PhlAIPvll ~ c·(oP+T + t;~in{l,p} + n~in{2,p}). 
Die Fehlerabschätzung (9) folgt nun aus (11" ). 
5.6 Benutzung des Diskrepanzprinzips. 
Die Diskrepanz II Ahurh-Qhf0 11 hat die folgenden Eigenschaften 
(vgl. Lemma 1, Sektion 3.2): 
~~~ II Ahurh-Qh f ö II = 1·1 AhPhuo -Qh f 611 ; 
~_:: II A h u r h - Q h f ö II = ~ ~ ~ II A h p h u - Q h f ö II ~ II A h p h u * - Q h f 0 II ;:;; 
;:;; o +shll (I-Ph)u*ll 
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ist gr(\) stetig in r, so ist II Ahurh-Qhföll stetig in r; 
ist 11-Xgr( ") 1 fallend in r, so ist II Ahurh-Qhf 6 11 fallend 
in r. 
Wir formulieren Regeln für die Parameterauswahl: 
~~9~!_!· Wir fixieren die Konstanten b1 >1 , b2 ;;; b1 , d>O . 
(a) Ist II AhPhu 0 -Qhf 6 ll ~ b 2 ö, so sei r(ö,h)=O (und u0 h=Phu 0 ); 
(b) ist II Ahurh-Qhf 6 11 >b 2 ö für alle rE(ü,d(sh+nh)~ 2 ) , so sei 
-2 
r(ö,h)=d(sh+nh) . 
(c) Sonst wählen wir ein beliebiges r=r(6,h)E(O,d(sh+nh)- 2) 
so daß 
~~g~!_g. Wir fixieren die Konstanten b>O , GE(O,l) , d>O . 
( a ) 1 s t 11 A h Ph u 0 - Q h f 6 11 ~ b 6 , s.o sei r ( 6 , h ) = 0 ( und u 0 h =Ph u 0 ) ; 
(b) ist II Ahurh-Qhf6 11 >bö für alle rE(O,d(sh+nh)-
2), so sei 
-2 
r(ö,h)=d(sh+nh) 
(c) sonst wählen wir ein beliebiges r=r(ö,h)E(ü,d(sh+nh)- 2) 
so daß 
Sa:tz Z. Se.i A E L(H,F), II All 2 ;;:; a , f E R(A) , II f 6 -f II ;;:; 6 . 
Vie. Be.düigunge.n ( Z) und ( 3) mLt p 0 > i , y 0 = 1 und die. Be.-
dingung (5) -6e.ie.n e.1tßül.t:t und e.1.i konve.1tgie.1te. Ph-+I (h-+O) 
punk:twe.i-6e.. Ve.1t Pa1tame.:te.1t r=r(ö,h) i~ de.lt Annähe.1tung (4) 
1.ie.i ge.mäß de.lt Re.ge.l 1 ade.lt Re.ge.l Z au1.ige.wähl:t. Vann 
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wobei u. die naeh~te L~~ung von 11 J zu u0 i~t. 
Im Falle 
u 0 - u * = IA 1 p V ' u 0 = 1 A 1 p V 0 
gel~en die Ab~ehä~zungen 
2 
( 1 5 J r ( 6 , h ) ~ m i n { d 1 6 -p+T 
( 1 6) II u -u ll ~ c(op/(p+l') +smin{p,l} +nmin{p,2})(0<p ~ 2p -1) r(ö,h) * - h h - o 
§~~~1~~ Wie in Sektion 3.4 kann man das Folgende beweisen: 
dann und nur dann, wenn 
( 17 ) 
dabei kann r=r(ö,h) ganz beliebig sein. 
Es gilt 
Weil 
Es sei r=r(ö,h) mittels Regel 1 ausgewählt, wobei 
sei (Fälle (b) und (c) in Regel 1). 
Dann gilt 
* * (18) 11 Ah(I-AhAhgr(ö,h)(AhAh))Ph(u 0 -u.)ll +shll (I-Ph)u.l l 6 (b 1-1)6 
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und im Falle (c) zusätzlich 
* * (18 1 ) II Ah(I-AhAhgr(c5,h)(AhAh))Ph(u 0 -u*)ll ~ (b 2 +l)c5 +~hll (I-Ph)u*ll 
Im Falle (c} folgt die Erfüllung von (17) aus (18 1 ). 
Im Falle (b) ist (17) auch erfüllt, da dann r(o,h)=d(~h+nh)- 2 -+= 
(6-+0,h-+0). Damit ist bewiesen, daß (siehe (11)) 
Außerdem erhielten wir die wichtige Ungleichung (18). Multi-
plizieren wir sie mit [r(c5,h)J 11 2 , so erhalten wir 
1/2 1/2 * * (b 1-l)ö[r(6,h)J ~ [r(ö,h)J II Ah(I-AhAhgr(ö,h)(AhAh))Ph(u 0 -u*) II+ 
+ [r(ö,h}J 112 ~hll (I-Ph)u*ll • 
-2 Weil immer r(ö,h) ~ d(~h+nh) , haben wir 
[ r ( ö , h ) ] 112 ~ h 11 ( I - Ph) u * 11 ~ d 112 11 ( I - Ph) u * 11-+ 0 ( 6-+0 , h-+0) . 
Mit Hilfe des Satzes von Banach-Steinhaus ist es leicht zu 
beweisen (vgl. Lemma 2, Sektion 1.6), daß 
r 
1/ 2 11 A h ( I -A ~ A h g r ( A ~ A h) ) Ph ( u 0 - u * ) 11 -+ 0 ( r-+=, h-+0) 
(hier ist die Bedingung p0 >i wichtig). Damit ist es bewie-
sen, daß 
6 [ r ( 6 , h ) ] 1/ 2 -+ 0 ( 6-+0 , h-+0 ) , 
[ r ( ö , h ) ] 1/ 2 ( c5 + ~ h 11 ( I - Ph ) u * 11 ) -+ 0 ( ö-+0 , h-+0 ) 
Aus (11) sehen wir, daß ur(c5,h) -+u* (ö-+0,11-+0) . 
Nun sei u0 -u* = IAIPv 
u* = IAIPv* , v* =v0 -v 
Weil 
u = IAIPv (O < p ~ 2p 0 -l) und damit 0 0 
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erhalten wir mit Hilfe von (12), (13) und (14) 
* * II Ah(I-AhAhgr(AhAh))Ph(u 0 -u*) II ~ 
p+l . 
„_ [ --z- -1/2 ( min { p, 1} + min { p, 2} )III l I 
:::. y(p+l)/ 2r +r 112 r c sh nh ~ v 
Diese Abschätzung ersetzen wir in der Ungleichung (18), die 
wir vorläufig mit [r(ö,h)J 112 multiplizieren: 
(19) (bl-l)ö[r(ö,h)]l/2 ~ cl[r(ö,h)]-p/2 +c2s~in{p,l} +c2n~in{p,2}, 
. p min{p l} (beachten wir, daß II (1-Ph)u*ll =II (I-Ph)IAI v*ll ~ csh ' 
2 
und sh[r(ö,h)J 112 ~ d 1 1 2 ). Ist r(o,h) ~ ö -p+T , so folgt aus 
(19) die Ungleichung 
(20) ö[r(ö,h)Jl/2 ~ c(op/(p+l) + s~in{p,1} + n~in{p,2}) ; 
ist r(ö,h) <o- 2/(p+l) , so ist ö[r(ö,h)J 112 ~ öp/(p+l) ' 
d.h. (20) ist wieder erfüllt. Damit ist (20) immer erfüllt, 
und das ermöglicht die Fehlerabschätzung (11) wieder zu der 
Form (11 11 ) zu führen. 
-2 Ist r(ö,h) = d(sh+nh) (Fall (b) in Regel 1) oder 
r(ö,h) ~ ö- 2 /(p+l), so können wir wie im Beweis des Satzes 
5.1 zeigen, daß 
Komplizierter ist es, diese Ungleichung auch im Falle 
r(ö,h) <min{o- 2/(p+l) , d(sh+nh)- 2} zu erhalten. Zunächst 
bemerken wir, daß, für 0<r<r 1 , O ~A~ a , 
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Tat sä c h l i c h , f Ur 0 ~ >.. ~-q- , 0 < q < 1 , f o l g t aus ( 2 ) , daß· 
yrl 
\>..gr (>..)I ;;;;q '(1->..gr (>..))2 
1 1 
und (22) gilt mit i<: = 1/(1-q) 2 . F·u·r ' ~ __ q_ · t ' / !\ lS r 1 /\ ~ q y, yrl 
und (22) gilt mit K =Y/q . Für alle >..E[O,a] gilt (22) dann 
mit K =max{l/(1-q) 2 , y/q}. Aus (22) folgt, daß, für 
O<r<r 1 , wEH , 
11 * * 2 (I-AhAhgr(AhAh))wll ;;;; 
;;;; K[ II ( l-A~Ahgr 1 (A~Ah) )w 1·1 2 + r 1 II Ah(I-A~Ahgr(A~Ah) )w II 2 ] 
und 
Nun benutzen wir die letzte Ungleichung mit 
r=r(ö,h) <r 1 : = min{o""
2/(p+l) , d(~h+nh)- 2 } , w =PhlAIPv: 
;;;; K
112 (11 (I-A~Ahgr 1 (A~Ah))PhlAIPvll + 
+ min{o-l/{p+l) ,d 1 1 2 (~h+nh)- 1 }11 Ah(I-A~Ahgr(A~Ah))Ph(u 0 -u*) II) ;;;; 
;;;; c" ( 6 p/{p+l) + ~min{p,1} + nmJn{p,2}) . 
(18 1 ),(21) h h 
(21) gilt also in jedem Fall. Aus (11") und (21) erhalten 
wir die Fehlerabschätzung (16). 
Abschätzung (15) ist eine leichte Folgerung aus (19). 
Es bleibt unklar, ob (15) auch für p>l gilt. 
In [23, 4, 3, 10, 19] sind andere Parameterauswahlen unter-
sucht. T. Raus [23] scheint der erste gewesen zu sein, der 
in Konvergenzuntersuchungen die Ungleichungen der Art (22), 
(23) benutzte. 
56 
5.7 Abschätzungen für die Potenzen von Operatoren. 
* Für einen Operator ß = B ~ O in einem H'ilbertraum gilt die 
Formel (siehe z.B. [11]) 
(23) 
übrigens, im Falle des kompakten Operators B ist diese 
Formel leicht nachprüfbar, weil wegen der Gleichheit 
beide Operatoren (Ba und der Operator in der rechten Sei-
te) gleiche Wirkung auf die Eigenelemente von B haben. 
* Ist Bh =Bh ~ O ein anderer Operator in demselben Hilbert-






J ta(tI+Bh)- 1 (Bh-B)(tI+B)- 1dt (O<a<l) 
0 
(tI+Bh)-lBh-(tI+Bf1B = [I-t(tI+Bh)-l] - [1-t(tI+B)-l] = 
= -t[(tI+Bh)-l - (tI+B)-l] = 
= -t(tI+Bh)-l[(tI+B) - (tI+Bh)](tI+B)-l = 
t(tI+Bh)-l(Bh-B)(tI+B)-l 




Formel (24). Für t ~ e:h benutzen wir die 
II (tl+Bh)- 1 11 :;; t- 1 , II (tI+B)- 1 11 :;; t-l , 
damit 
a 
11 f t a ( t I + B h ) - l ( B h - B ) ( t I + B ) - l d t II :;; e: h f t a - 2 d t = l e:_ ~ 
e:h e:h 
Für 0 < t < e:h benutzen wir zusätzlich die Ungleichungen 
damit 
e:h e:h 2 a 
a 1 1 ta-ldt = e:h II f t (tI+Bh)- (Bh-B)(tl+B)- dtll :;; 2 f -
O o a 
(eine etwas ausführlichere Oberlegung erlaubt hier <len Faktor 
2 mit 1 zu ersetzen). Als Resultat erhalten wir 
Damit ist (25) für p = a E (0,1) bewiesen. 
Im Fall p = k (k natürlich) ist (25) trivial. 
Den Fall p = k +a (k natürlich, aE(O,l)) siehe in [33], S. 92. 
~~!9~!'.:':!!'.!9_!.:. Sei A E L(H,F) , Qh E L(.F ,F) ein Orthoprojektor, 
II (I-Qh)All :;; nh. Dann gilt 
11 IQhAIP - IAIPll :;; cp n~in{p, 2 } (O :;; p < =) . 
~~~~1~~ Diese Ungleichung ist äquivalent zu 
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* * und folgt unmittelbar aus (25) mit B =A A, Bh =A QhA 
* 2 we i l 11 B- B h II = 11 A ( 1 -Q h) A II ~ Tl h . 
tQl9~!:~!:!9_~.:. Seien A E L(H,F) ' Ph E L(H,H) ' Qh E L{F ,F) 
Orthoprojektoren, II (I-Qh)All ~ nh . Dann (vgl. (13)) 
~~~~1~~ Das ist nur eine Umformulierung der Folgerung 1: 
Operator A ist durch APh ersetzt. 
Ausgehend von (20), bewies R. Plato [20) die Ungleichung 
M i t ( 1 2 ) f o 1 g e r t e e r h i e r a u s d ie f o 1 gen de Au s s a g e . 
Lemma 2. E.6 -0e.,{, A E L{H,F) und Ph E L(H,H) ein Orthoprojektor, 
11 A ( I - Ph) 11 ~ ~ h . Vann 
11 IAPhlp - IAIPll ~ cp ~~in{p,l} {O ~ P <=) . 
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6. REGULARISIERUNG DER NICHTKORREKTEN EXTREMALAUFGABEN 
6.1 Nichtkorrekte Extremalaufgaben. Eine Extremalaufgabe 
J(u) -+min , u EU
0 
, 
heißt nichtkorrekt, wenn eine minimisierende Folge (un) cU 0 
existiert (r.iit J(u )-+inf J(u)), die keine konvergierenden 
n U 
0 
Teilfolgen hat. In der Regel sind solche Aufgaben auch 
nichtstabil bezUglich Störungen von Daten, und sie benöti-
gen die Regularisierung um eine stabile Näherungslösung zu 
finden. 
Eine Gleichung Au= f mit einem (im allgemeinen nichtlinea-
ren) Operator A:E-+F zwischen Banachräumen E und F kann als 
die Extremalaufgabe 
J(u):=ll Au-fll-+min , UEU cE, 0-
formuliert werden. Eine Gleichung Au =f mit einem linearen 
* selbstadjungierten Operator A =A ~ O in einem Hilbertraum H 
kann auch als die Extremalaufgabe 
J(u) : =(Au,u)-(u,f)-(f,u)-+min , u EU 0 =H , 
formuliert werden. Hier ist U cE bzw. U cH eine Menge, 0- 0-
die die genaue Lösung enthält, z.B. U0 = E bzw. U0 = H. Ist 
der Operator A:E -+F bzw. A E L(H,H) kompakt, so sind diese 
Extremalaufgaben nichtkorrekt. 
6.2 L-Räume von Frechet. In der Theorie der Extremalaufga-
ben benutzt man oft die schwache Konvergenz, manchmal auch 
die Schwach!Konvergenz. Das war ein Anlaß, die Aufgaben-
' stellung in allgemeinen topologischen Räumen zu untersuchen. 
In der Theorie der nichtkorrekten Extremalaufgaben benutzt 
man andererseits aus der Topologie sehr wenig, man kann al-
60 
les mit Hilfe von zwei elementären Eigenschaften der konver-
gierenden Folgen aufbauen. Diese Eigenschaften (1° und 2°) 
sind bekannt als die Axiome der L-Räume (Limes-Räume) von 
Frechet. Wir werden die Aufgabenstellung in den L-Räumen 
formulieren. 
Zunächst erinnern wir uns an die Definition eines L-Raumes 
(siehe [12]). Ein ~=~~~m ist eine beliebige Menge U, in der 
man eine Klasse von sogenannten !:~2~~~~9i~~~~~~~ Folgen 
(un) cU ausgewählt hat, wobei jeder Folge u1 ,u 2 , ... ,un,··· 
dieser Klasse ein Element u EU,der sogenannte T-Limes, zu-
geordnet ist (man schreibt un 1. u oder T-1 im un = u), so daß 
g i 1 t: 
1° jede stationäre Folge mit un =u (n = 1,2, ... ) ist 
T-konvergent und T-lim un =u; 
2° wenn die Folge (un) T-konvergent ist und 
1 <k 1 <k 2 < ... <kn < ... gilt, so ist auch die Teilfol-
ge (uk ) T-konvergent und T-lim uk = T-lim u . 
n n n 
Eine Folge (un) cU heißt !:~2~e~~E' wenn jede Teilfolge 
(uk ) eine •-konvergierende Teil-Teilfolge enthält. Eine 
n 
Familie (uö)öE(O,öo) heißt !:~2~e~~E für ö-+0, wenn jede Fol-
ge (u 6 ) mit ö -+0 T-kompakt ist. n n 
~~i~ei~l~· Es sei U s.E eine Menge in einem Banach-Raum E. 
Als die T-Konvergenz kann man die folgenden Konvergenzen be-
trachten: 
( a ) starke Konvergenz, d . h . t 11 u - u 11 - ~ o u -+ u wenn 
' n ' n 
* * 
1 ( b) schwache Konvergenz, d . h . u -+ u wenn (un-u,u )-+O Vu EE n ' 
* T * * ( c ) Schwach -Konvergenz, d . h . un -+u, w e n n < u , u - u )-+ 0 V uE 
n 
* Hier E ist der Dualraum von E; im Beispiel (c) ist voraus-






6.3 L-Raum mit einem stabilisierenden Funktional. 
Es sei U ein L-Raum. Ein Funktional Q: U-+IR heißt stabili-
--------
~i~~~~9 für U, wenn die folgenden Bedingungen erfüllt sind: 
Q(u) GO Vu EU 
unlu ~ Q(u) ~ lim Q(un) 
Q(un) ;;> const (n=l,2, ... ) ~ (un) ist •-kompakt. 
~~i~~i~l~.:. 
(a) Sei U s.E eine abgeschlossene kompakte Menge in einem Ba-
nachraum E; die •-Konvergenz bedeute die starke Konver-
genz und 
Q(u) =w(llu II), 
wo w: [0,oo)-+[0,oo) eine streng wachsende stetige Funktion 
mit w(oo) =eo ist. Es ist klar, daß die drei Bedingungen 
auf Q erfüllt sind. 
(b) Sei U.s;.E eine schwach abgeschlossene Menge in einem re-
flexiven Banach-Raum E; die <-Konvergenz bedeute die 
schwache Konvergenz und Q sei definiert wie im Beispiel 
(a). Die drei Bedingungen auf Q sind wieder erfüllt (die 
dritte Bedingung folgt aus der Eigenschaft der reflexiven 
Räume: II un II ~ const ~ (un) ist schwach kompakt). Hat der 
Raum E die H-Eigenschaft (Hilbert-Raum-Eigenschaft), d.h. 
un ---+U (schwach) , II unll-+11 ul!~ll un-ull-+O, 
so gilt die folgende Aussage: 
unlu, Q(un)-+Q(u) ~II un-ull -+0. 
b (c) Es sei U =V[a,b], II ull v = lu(a)I +~(u) (der Raum der 
Funktionen mit beschränkter Variation), die <-Konver-
genz bedeute die punktweise Konvergenz auf [a,b], und 
es sei 
Q(u)=w(llullv), 
wo w [0,oo)-+[0,oo) dieselben Eigenschaften habe wie im 
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Beispiel (a). Die drei Bedingungen auf Q sind wieder er-
füllt (die dritte Bedingung nach dem Satz von Helly). Man 
kann beweisen, daß in diesem Beisoiel 
u lu 
n 
wo [a 1 ,b 1J ~[a,b] eine beliebige Strecke ist, auf der die 
Grenzfunktion u stetig ist. 
6.4 Extremalaufgabe. Wir betrachten die Extremalaufgabe 
J(u) -+min , u E U0 ~U , 
wo U ein L-Raum mit einem stabilisierenden Funktional Q ist. 
Ohne das stets zu erwähnen, wird immer das Folgende voraus-
gesetzt: 
die Menge U0 cU ist (T,Q)-abgeschlossen in deM Sinn, 
daß 
- das Funktional J: U-+ IR ist auf ganz U erklärt und 
(T,Q)-halbstetig in dem Sinn, daß 
u lu 
n ' Q(un) ~ const~J(u) ~ 1 im J(un) 
- die Aufgabe ist lösbar: 
J* := inf J ( u ) > - 00 ' 
uo 




(die Menge der Q-normalen Lösungen). Aus unseren Vorausset-
z u n g e n f o l g t l e i c h t , da ß V * * 0 . ~J i r h a b e n J * u n d e i n u * E V * 
zu finden. 
6.5 Aufgabe mit gestörten Daten. Statt U
0 
~U und J: U-+ IR 
seien U0 sU und J 0 : U0 -+ IR gegeben. Diese Näherungsaufgabe 
sieht damit so aus: 
J 0 (u) -+min , u E U0 sU (0 <o ~ o 0 ) • 
Es wird immer vorausgesetzt, daß 
( 1 ) 
( 2 ) 
( 3 ) 
0 -+ 0 
n U0n 3Un~uEU, Q(un) ~ const=>UEU 0 
J* ~ J(u)+b20Q(u) VUEUO 
TfiTI r;] (V 0 ) ~ r;]* ; o-+0 
(5) 3w6EU 6 (0 < 6 ~ 6 0 ) : lim r;2(w6 ) ~ inf Q(u) , J(w6 ) ~ const. 6-+0 uo 
Hier sind b 1 ~ 0 , b2 ~ 0 und b3 ~ 0 Konstanten, die von 6 nicht 
abhängen. Die Bedingungen (2) und (3) bedeuten, daß U0 kein 
Element enthält, das "zu entfernt" von U0 ist. Oie Bedingungen 
(4) und (5) garantieren, daß mindestens ein Element u*EV* und 
ein Element w0 EW 0 "gut approximierbar" sind, wobei 
wo= {WOEUO :Q(w) =inf Q(u)}; 
0 u 
0 
fUr die Beispiele (a), (b), {c) der Sektion 6.3 mit der zu-
sätzlichen Voraussetzung U0 30 ist W0 = {0}. l~enn U 6 ~U 0 gilt, 
so sind (4) und (5) mit v 6 = u*EV* , b3 = O , w0 = w 0 E~J 0 er-
fUl lt. Wenn u6 sU 0 , dann sind (2) und (3) mit b2 =0 erfUllt. 
Dieser Fall (U 6 sU 0 ) tritt z.B. ein, wenn wir wieder die Bei-
spiele (a), (b), (c) der Sektion 6.3 betrachten, wobei U0 sUsE 
gegeben ist und u6 = U0 n E0 , wobei E0 sE ein endlichdimensio-
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naler Teilraum ist. Wir sehen, daß die Bedingungen (1)-(5) 
es ermöglichen, die Diskretisierung der Extremalaufgabe 
einzuführen. 
Die Bedingung (3) wird in Vasiliev [34] eingeführt. Dort 
kann man man auch eine ausführliche Analyse der Bedingung 
(3) für konvexe Extremalaufgaben find~n. 
Die Beispiele {b) und. (c) von Sektion 6.3 zeigen, daß ne-
ben der Konvergenz un l u* E V* auch die Konvergenz 
n(un)-+n(u*) =Q* nützlich sein kann. Unsere endgültige Auf-
gabenstellung lautet: Ausgehend von gestörten Daten U0 und 
J 0 (statt U0 und J), finde eine Näherungslösung u0 EU 0 
(0 <6~6 0 ), so daß (u 0 ) für 6-+0 -r-kompakt ist und die -r-Li-
m e s - P u n k t e v o n ( u 6 ) z u V * g e h ö r e n u n d J ( u 6 ) -+ J * , Q ( u 6) -+ Q* 
(6 -+0) gilt. Das folgende Lemma zeigt, wie man das errei-
chen kann. 
Va.nn iJ.J:t u 6 ßÜJt 6 -+O -r-kompa.k:t, die -r-LimeJ.J-Punk:te gehöJten 
zu V* und eJ.J gil:t 
~!:'!!'!:1~~ Es ist klar, daß n(u 0 ) ~ const {ö-+0). Hegen der drit-
ten Eigenschaft des stabilisierenden Funktionals Q ist die 
Familie (u 0 ) -r-kompakt für 6 -+0. Es konvergiere ön -+0 , 
u.c lu•. Dann gilt u' EU (siehe (2)) und 
un 0 
J(u') ~ lim J(u 0 ) ~ nm J(u 0 ) = Tlm J 0 (u 0 ) ~ J*, u' EU*, n n (1) n n 
sowie 
Q ( u 1 ) ~ 1 im Q ( u 0 ) ~ Tlm Q { u 0 ) ~ Q* , u 
1 E V* . 
n n 
Alle Zeichen 11 ~ 11 müssen hier 11 = 11 sein, sonst bekommen wir 
einen Widerspruch mit den Definitionen von U* und V* (z.B. 
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J(u') <J*). Das bedeutet, daß 
1 im J ( u 6 ) = 1 im J 6 ( u 6 ) = J * , 1 im Q( u 6 ) = Q* . n n n n 
Ein indirekter Beweis ermöglicht leicht, dies für (alle) 
ö -+O nachzuweisen. 
6.6 Regularisierung. Wir regularisieren unsere Extremalauf-
gabe mit Hilfe der Tichonowschen Methode: 
<I>~(u) : = J 0 (u) + aQ(u) -+min , u E U0 (a > 0) . 
Lemma 2. Wi4 nehmen an, daß U0 (c,Q)-abge~~hlo~~en i~t 
(U 0 3un 4u, Q(un) ~ const~u EU 0 ) und J 0 (,,Q)-halb~tetig 
i~ t ( U 6 3· u n l u , Q ( u n ) ~ c o n s t ~ J 6 ( u ) ~ 1 i m J 6 ( u n ) ) . Van. n. i~ t 
die Au.ßgabe <I>~(u) -+min , u EU 0 , ßÜ4 a>(b 1+b 2 )ö ko44ekt: 
jede min.imi~ie4en.de Folge (un) cU 0 i~t •-kompakt, wobei ßÜ4 
. T 
•-kon.ve4gie4en.de Teilßolgen. u -+ u 1 (n E N' ~IN) gilt: n . 
<I>~{u 1 ) = inf <I>~(u) , 
uö 
J 0 (un)-+J 0(u') , Q(un)-+Q(u') (n EN') • 
Beweis siehe [31]. 
Wir werden dieses Lemma nicht anwenden, und daher ist es für 
das Folgende gleichgültig, ob seine Voraussetzungen erfüllt 
sind. Im Folgenden bezeichnet u~ ein beliebiges Element von 
u6 , für das 
Hier ist b4 ~ O noch eine Konstante, die von 6 und a nicht 
abhängt. Ist die regularisierte Aufgabe genau gelöst, so 
kann man b4 = 0 setzen. 
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Satz 1. E.6 .6e.i a = a(6) > 0 .60 ge.wäh.i;t, daß 
a(6) -+Ü , 6/a(6) -+Ü (6 -+Ü) 
Vann i.6;t (u~(ö)) r-k.ompak.;t 6ü.Jt 6 -+Ü, die •-Lime.6-Pu.nk.;te 
gehö1ten zu. V* und 
(6-+0). 
~~~~i~~ Wir haben (siehe (6)) 
~~(u~) ~~~(v 6 ) +b 4 ö Q {u~) , 
wo inf ~~(u) durch ~~(v 6 ) ersetzt ist mit v6 E u6 aus der 
Bedingung (4). Das heißt 
Hier ist 
und unsere Ungleichung nimmt die folgende Form an: 
Hieraus folgt, daß 
Insbesondere haben wir für a = a(6) -+Ü , 6/a(6) -+Ü (6 -+Ü) 
nm J ( ua ( ö)) s J 
6 6 - * ' 6-+0 
d.h. für u~(o) ist die erste Bedingung von Lemma 1 erfüllt. 
Nun schreiben wir (7) so um: 
(a-b 4 ö)Q(u~) ~ (a+b 16+b 36)Q(v 6 ) +[J*-J(u~)] + 
+ [ J(u~) - J 6 (u~) J . 
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Hier ist (siehe (3) und (1)) 
und die Ungleichung nimmt die folgende Form an: 
Wir sehen, daß 
d.h. auch die zweite Bedingung von Lemma 1 ist erfüllt. Die 
Behauptungen des Satzes folgen aus dem Lemma 1. 
6.7 Abschätzung von J*. 
Lemma 3. E~ gil~ 
J* + [ a-(b 1+b 2)ö ]n(u~) ~ 4>~(u~) ~ J* + [ a+ (b 1+b 3 )ö ]n(v0 ) + b 4 ön(u~) 
~~'!!~!~~Für u EU 0 haben wir gemäß (1) und (3) 
und damit 
4>~(u) =J 0 (u) +an(u) ~ J* +[a-(b 1+b 3 )o]n(u) . 
Hieraus folgt die Abschätzung von 4>~(u~) nach unten. Die Ab-
schätzung nach oben ist schon bewiesen - das ist (7). 
~~l9~!'.:~~g_!.:. Sei ß eine Konstante mit ß > b1 + b2 + b4 ; 
ßö ßö Wir setzen: 1.. 6 = 4> 0 (u 6 ) . Dann gilt 
( 8) 
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~~~~i~~ Aus (7') folgt, daß 
ßö ßö ß+bl +b3 ~ö (v 6 ) ~ ß-(b +b +b ) ~(v 6 ) ~ const {ö -+0) . 1 2 4 
Nun folgen die Behauptungen aus dem Lemma 3. 
Wir sehen, daß J* bei gestörten Daten mit O{ö)-Genauig-
keit approximierbar ist. Davon kann man bei der Parame-
terwahl Gebrauch machen. Dabei ist es wichtig zu wissen, 
wie sich u~ für große a verhält. 
Lemma 4. Vie. Familie. (u~) iJ.Jt ßÜJt. ö-+O, a -+oo -r-kompakt, 
die. -r-Lime.-6-Punkte. ge.höJt.e.n zu W0 (Sektion 6.5) und e-6 gilt: 
!:2(u~)-+ inf ~(u) {ö -+Ü,a -+=) , 
uo 
l im J 0 (u~) ~ inf J(u) . Ö-+ "(),(1-+eo w 
0 
~~~~i~~ Es gilt (siehe (6) und (5)) 
d. h. 
und 
a~{u~) ~ a~(w0 ) +J 0 (w0 ) +[J(u~) -J 6 (u~)] + 
+ [ J* - J(u~) J - J* + b 4 o~(u~) . 
Mit Hilfe von (1), (3) und (5) erhalten wir hieraus 
Hieraus folgt die T-Kompaktheit von (u~) für ö -+0 , a -+=; 
an -r . 





) ;;;; lim 12 (u 6n) ;;;; Tlm 12 (u 6n) ;;;; inf 12 (u) , n n U0 
d.h. u EW und die Ungleichungen II ;;;; " sind Gleichungen II_ II. 0 0 - . 
a 
l im r.i (u 6 n) = inf r.i (u) 
n U0 
Es ist auch klar, daß 
( 9) J*. inf J(u) < inf J(u) . 
Uo ~!o 
Für ß > b1 + b2 + b4 und b = const existieren dann ein ö ß ,b > 0 
und ein aß ,b > 0, so daß für 6 < ö ß ,b und a > a ß ,b gilt 
~~~~i§l folgt aus (8) und Lemma 4. 
Es ist klar, daß J* ;;;; inf J(u). Gilt hier die Gleichheit, 
wo 
so ist V* n W0 * ~ und unsere Extremalaufgabe 
J(u) -..min , u EU
0 
, r.i (u) -..min , 
ist äquivalent zu der einfacheren Aufgabe 
J(u) -..min , u €W
0 
• 
In Beispiel (c) und in den Beispielen (a) und (b) in 
Sektion 6.3 ist W
0 
= {0 } und die letzte Aufgabe ist tri-
vial. Also ist die Bedingung (9) ganz natürlich. 
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6.8 Parameterauswahl ( 11 Diskrepanzprinzip 11 ). Wir geben drei 
Konstanten vor: 
ß6 ß6 ß6 
wir berechnen u 6 (siehe (6)), A. 6 =<1> 6 (u 6 ) und wählen ein 
beliebiges et= et(6) 6 ß6 , für das ein et' E [et,Cet] existiert, 
so daß 
( 10) 
( 10 1 ) 
Dabei nehmen wir an, daß ein Algorithmus zur Verfügung 
et 
steht, der für alle et 6 ß6 das Funktional <t> 6 auf u6 mit Ge-
et 
nauigkeit (6) minimiert. Welches u 6 EU 6 dieser Algorithmus 
bestimmt, ist nicht wichtig, nur (6) muß erfüllt sein. 
Für et= ß6 ist (10) erfüllt, für genügend große et' und ge-
nügend kleine 6 ist (10') erfüllt (siehe Folgerung 2). 
Unsere Parameterauswahlregel liefert ein "fast maximales" et, 
für das (10) erfüllt bleibt. Man kann et= et(6) iterativ be-
a 
stimmen: berechnen wir u/ (k=O,l„ .. ,k 6+1) für et 0 = ß6 , 
ak =cak-l (k=l,2„„), wobei k 6 die letzte Zahl ist, so 
daß für a = etk (k=l,„. ,k 6 ) noch (10) gilt und für et'= etk 6
+l 
( 10') gilt. Dann genügen a = ak und et' = a den Bedin-
6 k6+1 
gungen der Regel. 
~~~~~~~~g_!.:. Im Falle b4 = 0 (genaue Minimisierung von <!>~) 
gibt es ein a6 'so daß für a<a6 (10) und für et'>a6(10') 
erfüllt ist. Im Falle b4 >0 ist dieser Grenzwert nicht 
"eindeutig". 
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~~'.!)~!:~~~9_g.:. Im Falle b4 =0 sind J 0 (u~), r2(u~) und <I>~(u~) 
monotone Funktionen von a (siehe die Zeichnung), wobei 
<I>~(u~) auch stetig ist (siehe z.B. [14]). Im Falle b4 >0 







Eine ziemlich komplizierte Parameterauswahlregel im Falle 




Satz Z. E.6 J.>ei die Bedingung (9) etr..6üllt und e.6 .6ei a =a(ö) 
gemäß de~ AuJ.>wahl~egel von Sek.tion 6.8 gewählt. Vann iJ.>t 
(u~(ö)) i:-k.ompak.t 6ü~ ö--. 0, die i:-Lime.6-Punk.te gehö~en zu 
V* und e.6 gilt 
~~~~i~~ Aus (10) und (8) folgt, daß 
a) Fall a(ön) ;;;: a* >0 
daß Tfm Q(u~(ön)) 
n 
tungen des Satzes. 
Tlm Jö(u~(ö» ~ J*. 
ö-.o 
, ö -.o. Aus (7') und (4) folgt dann, 
n 
~Q* . Aus Lemma 1 folgen die Behaup-
b) Hauptfall: a(ö) -.O (ö -.O); dann gilt auch a' (ö) --.0 
(ö -.O) mit a aus der Parameterauswahlregel. Gemäß (10') 
und (8) haben wir 
deshalb folgt 
1 1 1 <l>~ (u~ ) ~ J* + (a' + bö)Q(u~ ) 
Andererseits gilt nach (6) 
mit v6 EU 6 aus der Bedingung (4). Folglich ist 
also 
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Weil nach (1) und (4) J 0 (vt) - J* ~ (b 1 + b3 )oQ(v 0 ) , nimmt 
unsere Ungleichung die Form an: 
1 
(11) (a' + bö - b 4 o)Q(u~ ) ~ (a' + b1ö + b3o)r2(v 0 ) 
Weil b-b 4 > b1+b 3 (siehe die Bedingung auf b), gilt 
(siehe (4)). Außerdem ist es wie im Beweis des Satzes 1 
leicht nachprüfbar, daß 
Nach Lemma 1 
nm Jö(u~'(ö)) ~ J* . 
Ö-+0 
Wir bemerken, daß Q* >0 , weil im Falle Q* = O die Menge V*nW 0 nicht 
leer und inf J(u) ~ J* ist, was der Bedingung (9) wider-
Wo 
spricht. Wir schreiben die Ungleichung (11) um in die Form 
Hieraus folgt 
· ö a' 1 [ a'] 
a'(ö)+b ö+b ö Q(uö) ~ b-b -b -b Q(vö) -Q(uö) -+O 
1 3 1 3 4 
(o-+O), 
und das ist nur möglich, wenn ö/a'(o)-+0 (ö-+0). Folglich 
gilt auch ö/a(ö) -+O (ö-+0). Oie anderen Behauptungen des 
Satzes 2 folgen nun aus dem Satz 1. 
~~~~~~~~9-~! Falls J* bekannt ist, kann man die Regel der 
Parameterauswahl vereinfachen: wir geben die Konstanten 
b > b1 + b3 + b4 und c > 1 vor und wählen ein beliebiges 
a = a(ö) > 0 so daß, mit einem a' E [a,ca] , 
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Satz 2 bleibt gültig. 
6.10 Anwendungen für nichtlineare Gleichungen. 
Wir betrachten die Gleichung 
( 12) Au = f , A : E -+ F , 
wo E und F Banach-Räume sind. Die Quasilösungen dieser Glei-
chung auf einer Menge U cE sind die Extremalen der Aufgabe 
J(u) : = II Au-fll -+min , u EU . 
Statt f E F und A: E -+F seien f 6 E F und A6 : E -+F gegeben mit 
V u EU , 
wobei w: [O,oo) -+[0,oo) steti·g und streng wachsend sei mit 
w(oo) =eo, Für J 6 (u) = 11 A6u-f0 ll haben wir 
V u E E 
mit 
s-2(u)=l+w(llull) · 
Dieses Funktional ist in verschiedenen Fällen stabilisie-
rend für U ~E - siehe die Beispiele (a), (b) und (c) in 
Sektion 6.3. Eine entsprechende Bedeutung hat di e Bedingung 
von Sektion 6.4 für die (1,s-2)-Halbstetigkeit von J, z.B. 
muß im Fall (a) mit kompaktem U cE A: E -+F stetig (bezüg-
lich der starken Konvergenz in E und F) sein; im Fall (b) 
mit schwach abgeschlossenem U cE muß A: E -+F stetig bezüg-
lich der schwachen Konvergenz in E und F sein usw. Der Ein-
fachheit halber sei U0 = u6 = U ~E. Dann sind die Bedingungen 
(2)-(5) trivialerweise mit b2 = b3 = 0 erfüllt. Unsere letzte 
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Ungleichung ist die Bedingung (1) mit b1 =1. Für die Ticho-
nowsche Methode 
kann man nun die Parameterauswahlregel von Sektion 6.8 kon-
kretisieren u~d die Sätze 1 und 2 anwenden. Wir bekommen in 
den Fällen (a), (b), (c) verschiedene Konvergenzaussagen für 
verschiedene Bedingungen an U und A). Hat E die H-Eigen-
schaft, so bekommen wir auch im Fall (b) starke Konvergenz 
von u~(ö) (ö-+ 0). 
6.11 Anwendung auf die Lawrentiew-Methode. 
Wir betrachten die lineare Gleichung 
* ( 12) Au = f , A E L ( H, H) , A = A ~ 0 , f E R ( A) , 
wo H ein Hilbertraum ist. Die Lösungen von (12) minimisie-
ren das Funktional 
J(u). - (Au,u) - (u,f) - (f,u) , u EH. 
Statt f E R(A) und A E L(H,H) seien f 6 EH und A6 E L(H,H) ge-
geben mit 
mit 
r2 (u) =211 uJJ 2 +1 . 
Dieses Funktional ist stabilisierend für U =H bezüglich 
de r s c h w a c h e n K o n v e r g e n z . ~J i r s e h e n , d a ß m i t U 0 = U 6 = U = H 
für J und J6 alle Bedingungen der Sektionen 6.4 und 6.5 
erfüllt sind, wobei in (1)-(5) bJ. = 1 , b2 = b3 = 0. Die re-
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gularisierte Extremalaufgabe sieht so aus: 
Wir lösen diese Aufgabe genau, d.h. b4 =O in (6). Die Ablei-
tung von ~ ~ ist für die Extremale Null, und das bedeutet, 
daß 
A0 u + 2a.u = f 0 
(Lawrentiew-Methode für die Gleichung (12)!) 
Die Parameterauswahlregel von Sektion 6 . 8 nimmt die folgende 
Form an: Wir geben Konstanten b > 1 , ß > 1 , c > 1 vor; wir 
berechnen u~ = (2etI + A0 )-lf 6 für et= ßö und \ 5 = ~ ~ 6 (u~ 6 ) und 
wählen ein beliebiges et~ ßö, so daß mit einem et' E [et,Cet] 
die Ungleichungen 
et 1 et 1 2 Jo(uo ) ~ "o + bo(2ll uö II + 1) 
gelten. Nach Satz 2 gilt: u~(ö) __ --+ u*, Q (u~(ö))--+ Q * Q(ö--+0). 
Dank der H-Eigenschaft folgt hieraus, daß II u~(o)_u*ll--+O (ö--+0). 
Hier ist u* die normale Lösung von (12). Die Bedingung (9) 
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