Abstract. We study local convergence of critical Galton-Watson trees and critical Lévy trees under various conditionings. Assuming a very general monotonicity property on the conditioning, we show that the local limit is always Kesten's tree for Galton-Watson trees and it is always continuum Kesten's tree for Lévy trees. We also define continuum condensation tree, which should be the correct local limit for certain subcritical Lévy trees under suitable conditionings.
Introduction
Local convergence of conditioned Galton-Watson trees (GW trees) have been studied for a long time, dating back to Kesten [11] , at least. Over the years, several different conditionings have been studied. Recently in [2, 3] , Abraham and Delmas provided a convenient framework to study local convergence of conditioned GW trees, then they used this framework to prove essentially all previous results and some new ones. Also very recently, in [8] we studied a new conditioning for GW trees, that is, the conditioning of large maximal out-degree. An interesting phenomenon is that under any conditioning considered in these papers, a critical GW tree always converges locally to a tree with an infinite spine, which we call Kesten's tree throughout the present paper. Naturally one would want to ask: Is it true that critical GW trees always converge locally to Kesten's trees, under any reasonable conditioning? Is it possible to prove such a general result?
The answer is actually a partial yes. More specifically, we need to distinguish two different formulations of local convergence. We call the first formulation the tail version of local convergence, and the second the "density" version. For example, let us consider the classical conditioning of large height: If we condition the GW tree to have height greater than a large value, then we are considering the tail version; If we condition the GW tree to have height equal to a large value, then the "density" version. For the tail version, if we assume a very general monotonicity property on the conditioning, then we can prove that the local limit of a conditioned critical GW tree is always Kesten's tree. For the "density" version, it seems less possible to obtain such a general result. Nevertheless, we may impose stronger assumptions and argue with several specific conditionings in mind, to get the "density" version under any previously known conditioning. Now let us review our results on local convergence of critical GW trees. In Theorem 2.1 we prove our general result on the tail version of local convergence of conditioned critical GW trees. Although this result shows that critical GW trees always converge locally to Kesten's trees under essentially any conditioning, we only apply it to the conditioning of large width in Corollary 2.3, which is one of our main motivations of the present paper. Then we study the correponding "density" version in Theorem 2.4, where we require a more restrictive additivity property on the conditioning. Finally we apply Theorem 2.4 to three specific conditionings, which are the conditioning of large maximal out-degree, the conditioning of large height, and the conditioning of large number of nodes with out-degree in a given set.
Apart from our general result Theorem 2.1 and its immediate consequence Corollary 2.3, all other results in the present paper on local convergence of conditioned critical GW trees are already known from [2, 8] . Note that an unified method for local convergence of conditioned critical GW trees has been proposed and used in [2] and also used in [8] later. The reason that we revisit all these results here is that we have a different method. Comparing to the method in [2] , we feel that our method has some advantages: First our method seems to be somewhat more direct and intuitive; Second our method seems to be more natural for the proof of our general result Theorem 2.1; Finally our method can also be used for local convergence of conditioned critical Lévy trees, which is also one of our main motivations of the present paper. Although technically Lévy trees are more involved than GW trees, we are able to get all the corresponding results for Lévy trees. Now let us review our results on local convergence of conditioned critical Lévy trees. Here we also consider two different formulations of local convergence, the tail version and the true density version. Recall that Duquesne [5] proved the tail version of local convergence of critical or subcritical GW trees to continuum Kesten's tree, under the conditioning of large height. We prove in Theorem 4.1 a general result on the tail version of local convergence of conditioned critical Lévy trees, then apply this general result to three specific conditionings, which are the conditioning of large width, the conditioning of large total mass, and the conditioning of large "degree". Next we study the corresponding density version in Theorem 4.6, then apply it to three specific conditionings, which are the conditioning of large "degree", the conditioning of large total mass, and the conditioning of large height. Finally we also study local convergence of critical CB processes using the same method, which unifies the separate treatments in [9] .
Our method in the present paper depends crucially on the criticality of random trees, so consequently it can not be directly used for the local convergence of subcritical random trees. Recall that relying on the framework of [3] , it has been shown in [8] that under the conditioning of large maximal out-degree, the local limit of a subcritical GW tree is condensation tree, which is different from Kesten's tree but closely related to it. In the continuous-state setting, it has been shown in [9] that under the conditioning of large maximal jump, the local limit of a subcritical CB process is a certain killed continuous-state branching process with immigration. Inspired by these two results, we give a precise definition of continuum condensation tree in Section 5. Naturally we expect continuum condensation tree to be the correct local limit of a subcritical Lévy tree under the conditioning of large "degree", however the desired proof seems to be more involved and currently we do not have it yet. We are confident with this convergence, so we state it explicitly as Conjecture 5.1. Next we consider the conditioning of large total mass. It is well-known that under this conditioning, the local limit of a subcritical GW tree is condensation tree, iff the offspring distribution satisfies a certain integrability property. For a subcritical Lévy tree, we believe that assuming a similar property on the branching mechanism, the local limit under the conditioning of large total mass is also continuum condensation tree. We state this convergence explicitly as Conjecture 5.2 and it might be more challenging than Conjecture 5.1. Finally we consider the conditioning of large width. For both subcritical GW trees and subcritical Lévy trees, the local convergence under this conditioning is unknown and might be even more challenging than Conjecture 5.2. So we state it as an open problem to conclude the present paper. It is unfortunate that we have to leave all these problems for future investigations. This paper is organized as follows. In Section 2, we study local convergence of critical GW trees under various conditionings. In Section 3, we review several basic topics of Lévy trees. Section 4 is devoted to local convergence of critical Lévy trees under various conditionings. Finally in Section 5, we define continuum condensation tree and state two conjectures and one open problem related to it.
Conditioning critical GW trees
In this section first we review several basic topics of GW trees. Then we study the tail version of local convergence of critical GW trees, assuming a very general monotonicity property on the conditioning. Finally we study the corresponding "density" version assuming a more restrictive additivity property.
2.1. Preliminaries on GW trees. This section is extracted from [2] . For more details refer to [2] . Denote by N = {0, 1, 2, . . .} the set of non-negative integers and by N * = {1, 2, . . .} the set of positive integers. Set
n the set of finite sequences of positive integers with the convention (N * ) 0 = {∅}. For n ≥ 0 and u = (u 1 , . . . , u n ) ∈ U , set |u| = n the height of u. If u and v are two sequences of U , denote by uv the concatenation of the two sequences, with the convention that uv = u if v = ∅ and uv = v if u = ∅. The set of ancestors of u is the set:
A u = {v ∈ U ; there exists w ∈ U , w = ∅, such that u = vw}.
A tree t is a subset of U that satisfies:
• ∅ ∈ t.
• If u ∈ t, then A u ⊂ t.
• For every u ∈ t, there exists k u (t) ∈ N such that, for every i ∈ N * , ui ∈ t iff 1 ≤ i ≤ k u (t). The integer k u (t) represents the number of offsprings of the vertex u ∈ t, and we call it out-degree of the vertex u. The maximal out-degree M (t) of a tree t is defined by
The height H(t) of a tree t is defined by
Denote by T the set of trees, by T 0 the subset of finite trees, and by T (h) the subset of trees with height at most h,
For any t ∈ T and h ∈ N, write (t h (i), i ∈ I h ) for the collection of all sub-trees above height h. Also write Y = (Y h (t), h ∈ N) for the process corresponding to the tree t, that is, Y h (t) is the total number of nodes of tree t at height h. So for the tree t there are Y h (t) sub-trees above height h. For h ∈ N, the restriction function r h from T to T is defined by: r h (t) = {u ∈ t; |u| ≤ h}.
We endow the set T with the ultra-metric distance
Then a sequence (t n , n ∈ N * ) of trees converges to a tree t with respect to the distance d iff, for every h ∈ N, r h (t n ) = r h (t) for n large enough.
Let (T n , n ∈ N * ) and T be T-valued random variables (with respect to the Borel σ-algebra on T). Denote by dist (T ) the distribution of the random variable T , and denote
for the convergence in distribution of the sequence (T n , n ∈ N * ) to T . It can be proved that the sequence (T n , n ∈ N * ) converges in distribution to T iff for all h ∈ N, t ∈ T (h) :
Let p = (p 0 , p 1 , p 2 , . . .) be a probability distribution on the set of the nonnegative integers. We exclude the trivial case of p = (0, 1, 0, . . .). Denote by µ the expectation of p and assume that 0 < µ < ∞. A T-valued random variable τ is a Galton-Watson tree (GW tree) with the offspring distribution p if the distribution of k ∅ (τ ) is p and for n ∈ N * , conditionally on {k ∅ (τ ) = n}, the sub-trees (τ 1 (1), τ 1 (2), . . . , τ 1 (n)) are independent and distributed as the original tree τ . From this definition we can obtain the branching property of GW trees, which says that under the conditional probability P[·|Y h (τ ) = n] and conditionally on r h (τ ), the sub-trees (τ h (1), τ h (2), . . . , τ h (n)) are independent and distributed as the original tree τ .
Kesten's tree can be defined for critical or sub-critical offspring distributions. We recall the following definition from Section 1 in [3] . Let p be a critical or sub-critical offspring distribution. Let τ * (p) denote the random tree which is defined by: i) There are two types of nodes: normal and special.
ii) The root is special. iii) Normal nodes have offspring distribution p. iv) Special nodes have offspring distribution the size-biased distributionp on N defined bỹ
The offsprings of all the nodes are independent of each others. vi) All the children of a normal node are normal. vii) When a special node gets several children, one of them is selected uniformly at random and is special while the others are normal.
Notice that τ * (p) has exactly one infinite spine. We call it Kesten's tree. By the definitions of GW trees and Kesten's tree, it can be shown that for all b ∈ N and t ∈ T (b) :
2.2. The tail version of local convergence. Let A be a nonnegative integer-valued function defined on T 0 . Recall that for any t ∈ T 0 , we write (t b (i), i ∈ I b ) for the collection of all sub-trees above height b. We introduce the following monotonicity property of A:
The meaning of this monotonicity property (5) should be clear: For any b ∈ N * , the value of A on the whole tree is not less than that on any subtree above height b.
The following theorem asserts that if the monotonicity property (5) holds for A, then under the conditional probability P n , the GW tree τ (p) converges locally to Kesten's tree τ * (p).
Theorem 2.1. Assume that µ = 1 and v n > 0 for large enough n. If A satisfies the monotonicity property (5) , then as n → ∞,
Proof. By (3), we only have to prove for all b ∈ N, t ∈ T (b) ,
Recall from (4) that when µ = 1, for all b ∈ N and t ∈ T (b) ,
So it suffices to show that for all b ∈ N and t ∈ T (b) ,
To prove (6) , first recall that if the value of A on a subtree above height b is greater than n, than the value of A on the whole tree is greater than n, by the monotonicity property (5) . Then recall from the branching property in Section 2.1 that under P and conditional on r b (τ ) the probability that the value of A is greater than n on at least one subtree above height b is
So the monotonicity property and the branching property imply that
Thus we see that as n → ∞,
where for the convergence we used the well-known fact that E[Y b (τ )] = 1 for b ∈ N and dominated convergence. Note that v n → 0 as n → ∞.
From the previous paragraph we get the inequality that
Note that
This implies that all inequalities above are actually equalities, so we have proved (6) .
Note that it is easy to think of a conditioning under which the local limit of a conditioned critical GW tree is not Kesten's tree, such as the conditioning of large minimal out-degree, where the minimal degree of a tree is defined to be the minimum of positive out-degrees of all nodes in the tree. It should be clear that the minimal degree does not satisfy the monotonicity property (5).
Although Theorem 2.1 holds for any A satisfying the monotonicity property (5), one of our original motivations for this result is local convergence under the conditioning of large width. So right now we will only apply Theorem 2.1 to this specific conditioning. Here the width W (t) of a tree t is defined to be sup n∈N Y n (t). To apply Theorem 2.1, we need the following simple lemma on the width of GW trees.
Proof. The upper bound can be proved by optional sampling for supermartingales. For the lower bound, pick n ≥ 2 with p n > 0. Note that for b large enough, we have
is the probability of τ being the tree with all out-degrees under height b equal to n and all out-degrees at height b + 1 equal 0. Now by Theorem 2.1 and Lemma 2.2, we immediately get the local convergence of critical GW trees to Kesten's trees, under the conditioning of large width.
2.3. The "density" version of local convergence. The "density" version automatically implies the corresponding tail version, since the tail version can be written as a sum of the corresponding "density" versions. More precisely, we have
To get the "density" version, we have to impose a more restrictive additivity property on the function A, which is similar in spirit to the additivity property (3.1) in [2] . Let A be a nonnegative integer-valued function defined on the space of finite subsets of T 0 . Recall that r b (t) is the subtree of the tree t below height b. We introduce the following additivity property of A: For any fixed b ∈ N and s ∈ T (b) ,
where D is also a nonnegative integer-valued function on T 0 .
Define
The following Theorem asserts that if the additivity property (7) holds for A and some additional ratio properties hold for v (n) and v (n) (k), then under the conditional probability P (n) , the GW tree τ (p) also converges locally to Kesten's tree τ * (p). Theorem 2.4. Assume that v n > 0 for large enough n, the additivity property (7) holds for A,
and one of the following two conditions holds:
Note that all limits are understood along the infinite subsequence {n; v (n) > 0}.
Proof. For Case I, by the additivity property (7) and the branching property, we see that for any b ∈ N and t ∈ T (b) , when n is large enough,
Then by our assumptions and Fatou's lemma, we get
From the first paragraph and the last paragraph of the proof of Theorem 2.1, we see that the above inequality is enough to imply the local convergence. We are done with Case I. The proof of Case II is similar. We first argue that
clearly the above inequality is also enough to imply the local convergence, again by the first paragraph and the last paragraph of the proof of Theorem 2.1.
Next we will apply Theorem 2.4 to three specific conditionings, which are the conditioning of large maximal out-degree, the conditioning of large height, and the conditioning of large number of nodes with out-degree in a given set. First we show in the following lemma that Condition (8) in Theorem 2.4 is automatically satisfied when a certain maximum property holds for the function A. This result will be applied to the conditioning of large maximal out-degree and the conditioning of large height.
where the limit is understood along the infinite subsequence {n; v (n) > 0}.
Proof. Just notice that
Then since v n → 0 as n → ∞,
We turn to the conditioning of large number of nodes with out-degree in a given set, which is introduced and studied in [2] . For any A ⊂ N, denote by L A (t) the total number of nodes in the tree t with out-degree in A. For example, L N (t) is just the total progeny of the tree t, and L {0} (t) is just the total number of leaves of the tree t.
Now we show that when combined with several results from [2] (which are not directly related to local convergence), our Theorem 2.4 can also be used to prove all the known "density" versions of local convergence of critical GW trees from [2, 8] . Recall (1) and (2), the definitions of the maximal out-degree and the height of trees. For A ⊂ N, define p(A) = k∈A p k .
where the limits are understood along the infinite sub-sequences {n ∈ N * ; P(
Proof. For the conditioning of large maximal out-degree, clearly we may let A(t) = M (t), then let A(t b ) = max i∈I b A(t b (i)) and D ≡ 0. Now the local convergence follows from Lemma 3.1 in [8] , Case I in Theorem 2.4, and Lemma 2.5. For the conditioning of large height, clearly we may let A(t) = H(t), then let A(t b ) = max i∈I b A(t b (i)) and D(t) = H(t). Now the local convergence follows from(4.5) in [2] , Case II in Theorem 2.4, Lemma 2.5, and the trivial fact that P[H(τ ) = n] > 0 for any n ∈ N.
For the conditioning of large number of nodes with out-degree in a given set A ⊂ N, we may let
, which equals the greatest common divisor of {n > 0; p n > 0}. Then of course P[L N (τ ) = n] > 0 implies n = md + 1 for some nonnegative integer m. Also it is elementary to check that for large enough m, P[L N (τ ) = md + 1] > 0. Then the case of any general A ⊂ N can be reduced to the case of A = N, see Section 5.1 in [2] . Now the local convergence follows from Theorem 2.4, Dwass formula, and strong ratio theorem for random walks. See (4.6) in [2] for Dwass formula and (4.10) in [2] for strong ratio theorem. These two results combined imply Condition (8) and Condition I in our Theorem 2.4.
Note that we only have the tail version of local convergence of critical GW trees under the conditioning of large width. The corresponding "density" version seems to be more challenging.
Preliminaries on Lévy trees
This section is extracted from [5] . For more details refer to [5] .
3.1. Branching mechanisms of Lévy trees. We consider a Lévy tree with the branching mechanism
where α ∈ R + , β ∈ R + , and, the Lévy measure π is a σ-finite measure on (0, ∞) satisfying
When we talk about height processes of Lévy trees (see next subsection), we always assume the condition
which implies that
We then consider a spectrally positive Lévy process X = (X t , t ≥ 0) with the Laplace exponent Φ, that is, for λ ≥ 0,
We also consider a bivariate subordinator (U, V ) = ((U t , V t ), t ≥ 0), that is, a [0, ∞) × [0, ∞)-valued Lévy process started at 0 (see e.g., page 162 of [12] ). Its distribution is characterized by the Laplace exponent Φ(p, q):
where
3.2. The branching property of Lévy trees. The height process H = (H t , t ≥ 0) is introduced by Le Gall and Le Jan [13] and further developed by Duquesne and Le Gall [6] , to code the complete genealogy of Lévy trees. It is obtained as a functional of the spectrally positive Lévy process X with Laplace exponent Φ. Intuitively, for every t ≥ 0, H t "measures" in a local time sense the size of the set {s ≤ t : X s− = inf [s,t] X r }. Condition (10) holds iff H has a continuous modification. From now on, we only consider this modification. For any a ≥ 0, the local time L a = (L a t , t ≥ 0) of H at height a can be defined, which is continuous and increasing. Intuitively, the measure induced by L a is distributed "uniformly" on all "particles" of the Lévy tree at height a. Note that all processes introduced so far are defined under the underlying probability P, so that all these processes correspond to a Poisson collection of Lévy trees with infinite but σ-finite intensity, which in turn corresponds to a CB process with infinite initial value.
In order to talk about a single Lévy tree, a certain excursion measure N needs to be introduced. Recall the spectrally positive Lévy process X = (X t , t ≥ 0) with the Laplace exponent Φ, and its infimum process I = (I t , t ≥ 0) defined by I t = inf s≤t X s . When Condition (11) holds, the point 0 is regular and instantaneous for the strong Markov process X − I. We denote by N the corresponding excursion measure, and by ζ the duration of the excursion. We also denote by X the canonical process under N. Note that normally we need to specify the normalization of N, but for our purpose in the present paper this normalization always cancels out.
In general H is not Markov under P, but H t only depends on the values of X − I, on the excursion interval of X − I away from 0 that straddles t. Also it can be checked that a.s. for all t, H t > 0 iff X t − I t > 0. So under N we may define H as a functional of X (the canonical process under N). Consequently we may also define L a = (L a t , 0 ≤ t ≤ ζ) of H at any height a ≥ 0, under the excursion measure N. Note that it is then standard to define the Lévy tree as a random metric space T (Φ) from the height process H and in the present paper we will just regard H as the Lévy tree.
The branching property of Lévy trees is crucial for us in the present paper. For any b > 0, define the conditional probability N (b) as the distribution of the canonical process X conditioned on having height greater than b, that is,
Then intuitively the branching property says that under N (b) and conditional on all the information below height b, all the subtrees above height b i.i.d. copies of the complete Lévy tree under N, and the ancestors of all these subtrees distribute as a Poisson random measure with intensity the measure induced by
In particular, by excursion representation of CB processes, we see that under N (b) and conditional on all the information below height b, the real-valued process (L a ζ , b ≤ a < ∞) distributes as a CB process with initial value L b ζ . For a rigorous presentation of this branching property, refer to Proposition 3.1 in [5] or Corollary 3.2 in [7] . For an introduction of the excursion representation of CB processes, see e.g., Section 2.4 in [9] .
3.3. Continuum Kesten's tree. Recall (12) and (13) . Let H be the height process associated with the Lévy process X with Laplace exponent Φ and let (H ′ , X ′ ) be a copy of (H, X). Let I = (I t , t ≥ 0) and I ′ = (I ′ t , t ≥ 0) be the infimum processes of X and X ′ respectively. Let (U, V ) be a bivariate subordinator with Laplace exponent Φ(p, q). Let U −1 = (U −1 t , t ≥ 0) and
t , t ≥ 0) be the right-continuous inverses of U and V respectively. Assume that (X, H), (X ′ , H ′ ), and (U, V ) are independent. We define ← − H and
The processes ← − H and − → H are called respectively left and right height processes of continuum Kesten's tree with branching mechanism Φ. Then it is natural to define continuum Kesten's tree as a random metric space T * (Φ) from the height processes ← − H and − → H . For details refer to page 103 of [5] . In the present paper we will just regard the height processes ← − H and − → H as continuum Kesten's tree. Introduce the last time under level b for the left and the right height processes:
Now let us recall Lemma 3.2 from [5] , which relates the distribution of a Lévy tree and that of the corresponding continuum Kesten's tree. 
Note that taking F = G ≡ 1 in Lemma 3.1 gives
Conditioning critical Lévy trees
In this section we turn to local convergence of critical Lévy trees. First we study the tail version, then the true density version. Finally we also treat local convergence of critical CB processes.
The tail version of local convergence. For
, and ω(t) = 0 for t ≥ ζ.
Let A be a nonnegative measurable function defined on C e ([0, ∞), R + ). For an excursion ω ∈ C e ([0, ∞), R + ), write ω b = (ω b (i), i ∈ I b ) for the collection of all sub-excursions above height b. We introduce the following monotonicity property of A: 
Suppose that ω ∈ C e ([0, ∞), R + ) is the height process of a real tree, then the monotonicity property (15) says that for any b > 0 the value of A on the whole tree is not less than that on any subtree above height b.
The following theorem asserts that if the monotonicity property (15) holds for A, then under the conditional probability N r , the Lévy tree T (Φ) converges locally to continuum Kesten's tree T * (Φ), see Remark 4.2. (15) , then as r → ∞,
Proof. First we follow the beginning of the proof of Theorem 1.3 in [5] and for the readers' convenience we copy that part here. Let b > 0. For any ω in D([0, ∞), R) we introduce τ b (ω) = inf{s ≥ 0 : ω(s) > b}. To simplify notations we set
We only have to prove the following convergence for any bounded measurable function F ,
since it implies for any t > 0
We may deduce from a standard approximation result of L b (see (28) in [5] 
So it suffices to show that
To prove (17), first recall that if the value of A on a subtree above height b is greater than r, than the value of A on the whole tree is greater than r, by the monotonicity property (15) . Then recall the branching property from Section 3.2 and note that under N (b) and conditional on all information below height b the probability that the value of A on at least one subtree above height b is greater than r is 1 − exp(−L b ζ v r ). So the monotonicity property and the branching property imply that
which further implies that
Thus we see that as r → ∞,
where for the convergence we used the well-known fact that N[L b ζ ] = 1 for b > 0 (see 14) and dominated convergence.
From the above paragraph we get the inequality that
Clearly we may assume that 0 ≤ F ≤ 1, then apply the above inequality to 1 − F to get lim inf
Finally we have proved (17) and we are done.
Remark 4.2. Recall that the weak convergence on C([0, ∞), R 2 ) is defined with respect to the topology of uniform convergence on compacts. This corresponds to the local convergence of random real trees that we consider here. More specifically, recall that in the proof of Theorem 4.1 we have proved (16). Combining (16) with Lemma 2.3 in [7] , we see that our Theorem 4.1 says that under the conditional probability N r , the subtree of the Lévy tree T (Φ) below height b converges to the subtree of continuum Kesten's tree T * (Φ) below height b, with respect to the Gromov-Hausdorff distance on the space of all equivalence classes of rooted compact real trees.
Next we will apply Theorem 4.1 to three specific conditionings, which are the conditioning of large width, the conditioning of large total mass, and the conditioning of large "degree". We first introduce the conditioning of large width. Under N, define the width of the Lévy tree H by
, this is the conditioning of large width. Then the conditioning of large total mass. Under N, define the total mass of the Lévy tree H by
, this is the conditioning of large total mass.
Finally we introduce the conditioning of large "degree". Recall from Section 3.2 that N is the excursion measure of the strong Markov process X − I at zero. Also recall that we write X for the canonical process under N, which is rcll. Finally recall from Theorem 4.6 of [7] that Lévy trees have two types of nodes (i.e., branching points), binary nodes (i.e., vertex of degree 3) and infinite nodes (i.e., vertex of infinite degree). Infinite nodes correspond to the jumps of the the canonical process X under N, and the sizes of these jumps correspond to the masses of those infinite nodes. We call the mass of a node its "degree". Then define the maximal "degree" of the Lévy tree H by M (H) = max 0≤s≤ζ ∆X s . Note that under N we can write max 0≤s≤ζ ∆X s as a functional of H, since jumps of X correspond to jumps of
, this is the conditioning of large "degree".
Since the monotonicity property (15) is trivial to check, we then only have to check that v r ∈ (0, ∞) for at least large enough r. In the following Lemma 4.3 and Proposition 4.5, we only assume (11) . Note that to define W , M , or T M , we only need the real-valued process (L a ζ , a ≥ 0), which when (11) holds can be defined by excursion representation of CB processes (see e.g., Section 2.4 in [9] ), without the introduction of the height process H and its local times. Also note that the functions W , M , or T M can be similarly defined for CB processes. We write P x for probabilities of CB processes with initial value x. Proof. The last statement on the "degree" follows from Proposition 3.8 in [9] .
For the width, first by excursion representation of CB processes and Lemma 4. 
For the width W of Lévy trees in some special cases, we may improve upon Lemma 4.3 to get an asymptotic result on its tail, which is expected by the existence of Lemma 4.7 in [9] . Proof. By the branching property from Section 3.2, we see that for any b > 0,
where the first inequality follows from Lemma 4.7 in [9] and the last inequality follows from the well-known fact that N[L b ζ ] = e −αb ≤ 1 for b > 0. We are done with the first statement by noticing that lim
For the last statement, note that by Corollary 12.9 in [12] and explicit expressions of scale functions (see e.g., Exercise 8.2 in [12] ), we have,
The branching property and (18) imply that,
Excursion representation of CB processes and (18) imply that
We are done with the proof of the last statement. The second statement can be proved similarly, with the help of Lemma 4.7 in [9] .
4.2.
The density version of local convergence. Let A be a nonnegative measurable function defined on C e ([0, ∞), R + ). For any ω ∈ C e ([0, ∞), R + ), write ω b = (ω b (i), i ∈ I b ) for the collection of all sub-excursions above height b. We also write A(ω b ) = (A(ω b (i)), i ∈ I b ) and regard it as a point in R ∞ + . Note that when A(ω b ) contains only finite elements, we may just add countable zeros to it to make it a point in R ∞ + . Suppose that F is a nonnegative measurable function defined on R ∞ + , which is invariant under permutation. Set
So if ω ∈ C e ([0, ∞), R + ) is the height process of a real tree, then r b (ω) is just the height process of the corresponding subtree below height b. We introduce the following additivity property of A: For any fixed b > 0 and any ω ′ ∈ C e ([0, ∞), R + ) with height no more than b,
where D is also a nonnegative measurable function defined on C e ([0, ∞), R + ). Suppose that ω ∈ C e ([0, ∞), R + ) is the height process of a real tree, then the additivity property (19) says that for any height b > 0, the value of A on the whole tree is the sum of two values, where the first one is a function of the values of A on all subtrees above height b and the other one is a function of the subtree below height b.
When N[A(H) ∈ ·] has a continuous density with respect to the Lebesgue measure, we denote the density by v (r) . When v (r) > 0, we write
for the collection of all excursions in N (x) , and A(ω (x) ) = (A(ω (x) (i)), i ∈ I (x) ). Finally write v r (x) = P[F (A(ω (x) )) > r] and when P[F (A(ω (x) )) ∈ ·] has a continuous density with respect to the Lebesgue measure, we denote the density by v (r) (x). for any r ′ > 0. Then as r → ∞,
Note that all limits are understood along the unbounded set {r; v (r) > 0}.
Proof. For Case I, the additivity property (19) implies that N a.e. for large enough r,
By a disintegration theorem (see e.g., Theorem 6.4 in [10] ) and the branching property, we have as r → ∞,
Then by our assumptions and Fatou's lemma we get
By the first paragraph and the last paragraph of the proof of Theorem 4.1, the above inequality is enough to imply the local convergence. We are done with the proof of Case I. For Case II, similarly we have for r > b,
Since N[e αb L b ζ ] = 1 by (14), clearly the above inequality is also enough to imply the local convergence, again by the first paragraph and the last paragraph of the proof of Theorem 4.1.
Next we will apply Theorem 4.6 to three specific conditionings, which are the conditioning of large "degree", the conditioning of large height, and the conditioning of large total mass. First we present two lemmas. In the following lemma we show that Condition (20) in Theorem 4.6 is automatically satisfied when the function A satisfies a certain maximum property. This lemma will be applied to the conditioning of large "degree" and the conditioning of large height. Proof. By the definition of v r (x), we see that v r (x) = 1 − e −xvr . Then just notice that
Under the conditioning of large total mass, we first consider the critical and stable case, that is, Φ(λ) = cλ γ , where c > 0 and γ ∈ (1, 2] . In this case, we show in the following lemma that both Condition (20) and Condition I in Theorem 4.6 are satisfied. 
Proof. By excursion representation of CB processes and Theorem VII.1 in [4] , we may assume N[T M ∈ ·] to be the Lévy measure in the stable subordinator with Laplace (λ/c) 1/γ , and P[F (T M (ω (x) )) ∈ ·] to be the distribution of the first passage time of X below −x, where X is a Lévy process specified by E exp(−λX t ) = exp(tΦ(λ)) = exp(tcλ γ ).
Note that although we have specified the normalization of N here, it is easy to see that it has no effect on the present lemma. It is well-known that X t has a positive continuous density p t (x) for each t > 0, see Remark 14.18 in [15] . Moreover, by the scaling properties, p t (x) is also continuous in t > 0. 
where we used the scaling properties in the last identity. For v (r) , from Example 1.2.2 in [14] we get that
So to finish the proof of the present lemma, it suffices to show that
which can be verified be some standard method.
The following is the density version of local convergence of critical Lévy trees, under three specific conditionings. Then as r → ∞,
Note that the convergence is understood along the unbounded set {r; v (r) > 0} for Case I, and along the unbounded set {r; r > 0} for both Cases II and III.
Proof. For Case I, we take D = 0 and F (y) = sup i y i for y = (y i , i ≥ 0) ∈ R ∞ + . Then the local convergence follows from Lemma 4.3, Theorem 4.6, and Lemma 4.7.
For Case II, we take D = T M and F (y) = i y i for y = (y i , i ≥ 0) ∈ R ∞ + . Then the local convergence follows from Theorem 4.6, Lemma 4.8, and the simple fact that v (r) > 0 for r > 0.
For Case III, we take D = A and F (y) = sup i y i for y = (y i , i ≥ 0) ∈ R ∞ + . Then the local convergence follows from Theorem 4.6, Lemma 4.7, and the simple facts that v (r) > 0 for r > 0 and lim
For these two facts, recall that Under the conditioning of large total mass, we may also consider a special subcritical case, which can be reduced to the critical and stable case. To state the following result, we need to introduce the shifted branching mechanisms. Consider the branching mechanism Φ given in (9) . We use Θ Φ to denote all θ ∈ R such that
It is easy to see that the function Φ θ is also a branching mechanism, and
where α θ = α + 2βθ + ∞ 0 (1 − e −θa )aπ(da) and π θ (da) = e −θa π(da). Corollary 4.10. Assume that α < 0 and there exists a negative q ∈ Θ Φ such that
where c > 0 and γ ∈ (1, 2]. Then as r → ∞,
Proof. Let N Φ be the excursion measure corresponding to the branching mechanism Φ. Recall the following conditional equivalence result,
which is implied by Corollary 6.3 in [1] . We are done by combining the above identity with Case II of Corollary 4.9.
4.3. Local convergence of critical CB processes. In this subsection we treat local convergence of critical CB processes, to unify the separate treatments in [9] . To avoid repetitions of several arguments in the present paper and in [9] , in this subsection we only set up the framework and state our results. Let A be a nonnegative measurable function defined on The following proposition asserts that if the monotonicity property (21) holds for A and the ratio property (22) holds for v r (x), then under the conditional probability P x [·|A(Y ) > r], the CB process Y converges locally to a CB process with immigration (CBI process), such that the branching mechanism of this CBI process is still Φ and the immigration mechanism is Φ ′ , the derivative of Φ. Note that all limits are understood along the unbounded set {r; v (r) (x) > 0}.
The previous two propositions can be used to prove all results on local convergence of critical CB processes from [9] , with the help of several technical results from [9] , which are not directly related to the local convergence.
Continuum condensation tree
In this section first we define continuum condensation tree, more precisely we define left and right height processes of continuum condensation tree, then we state two conjectures and one open problem on continuum condensation tree. Now we define continuum condensation tree. Recall (12) and (13) . Let H be the height process associated with the Lévy process X with Laplace exponent Φ and let (H ′ , X ′ ) be a copy of (H, X). Let I = (I t , t ≥ 0) and I ′ = (I ′ t , t ≥ 0) be the infimum processes of X and X ′ respectively. Let (U, V ) be a bivariate subordinator with Laplace exponent Φ(p, q). Let U −1 = (U −1 t , t ≥ 0) and V −1 = (V −1 t , t ≥ 0) be the right-continuous inverses of U and V respectively. Also introduce a random variable ξ α , which is exponential with parameter α. Assume that (X, H), (X ′ , H ′ ), (U, V ), and ξ α are independent. We define See e.g., [3] for details. Inspired by this result and some other related ones, we have made a conjecture on the general situation of local convergence of CB processes under the conditioning of large total mass, see Remark 4.13 in [9] . We expect exactly the same situation for local convergence of Lévy trees. In particular, we have three different cases for local convergence of Lévy trees: Corollary 4.9 contains a special case of Case I in Remark 4.13 of [9] , Corollary 4.10 contains a special case of Case II, and we do not have a result on Case III yet. Now we state the core problem of Case III as the following conjecture, which corresponds to the result related to (24) that we have just recalled. Once this core problem has been proved, the complete problem of Case III will then be solved by a conditional equivalence result from [1] , which has also been used in the proof of our Corollary 4. (Open Problem) What is the local limit of a subcritical GW tree under the conditioning of large width? What is the local limit of a subcritical Lévy tree under the conditioning of large width?
