The paper has two parts. In the algorithmic part integer inequality systems of packing types and their application to integral multicommodity ow problems are considered. We give 1 ? approximation algorithms using the randomized rounding/derandomiztion scheme provided that the components of the right hand side vector resp. the capacities are in ( ?2 log m) where m is the number of constraints resp. the number of edges. In the complexity-theoretic part it is shown that the approximable instances above build hard problems. Extending a result of Garg, Vazirani and Yannakakis (1993), the Mazsnp hardness of the maximum integral multicommodity ow problem for trees with large capacities (in particular c 2 (log m)) is proved.
Introduction
In this paper we discuss three topics: Non-Approximability of integer multicommodity ow problems, solution of integer inequality systems, and approximation algorithms for multicommodity ow problems. Let us brie y state the problems formally. An instance of the multicommodity ow problem is a graph G = (V; E) (the supply graph) with jV j = n; jEj = m, and a graph Mathematisches Seminar II; Universit at zu Kiel; Ludewig-Meyn-Strasse 4, D-24098 Kiel, Germany; e-mail: asr@numerik.uni-kiel. de Zentrum f"ur Paralelles Rechnen; Universit at zu K oln; Weyertal 80, D-50931 K oln, Germany; e-mail: pstangier@mac.de H = (T; D) (the demand graph) with terminal set T V , jTj = 2k and commodity set D = f(s 1 ; t 1 ); : : :; (s k ; t k )g where s i ; t i 2 T. (s i ; t i ) 2 D are the k source-sink pairs, also called demand edges or commodities. For each commodity d = (s; t) 2 D let d be an orientation of G forming the directed graph (V; A d ) and let F(d) be an integral (s; t)? ow in (V; A d ). Then the jDj-tuple of ows F = (F(d)) d2D is called an integral multicommodity ow. It is a 0=1 multicommodity ow, if all ows are either 0 or 1. Given a capacity function c : E 7 ! ZZ + and a demand function r : D 7 ! ZZ + the multicommodity ow is feasible subject to c, if for each edge e 2 E the sum of the ows through e (in both directions) is at most c(e), and is feasible subject to r, if for each demand edge d 2 D the d?th ow value f(d) is at least r(d). The integral multicommodity ow problems considered in this paper are:
De nition 1.1 (i) (Speci ed Demands) Given (G; H; c; r), nd an integral multicommodity ow, subject to c and r, if possible.
(ii) (Maximum Integral Problem) Given (G; H; c), nd an integral multicommodity ow subject to c with maximum total ow value f opt . (iii) (Maximum 0/1 Problem) Given (G; H; c), nd a 0/1 multicommodity ow subject to c with maximum total ow value by f opt . (iv) (Demand/Integrality Gap) Let (G; H; c; r) be the speci ed demand problem. Let I : D 7 ! ZZ + and R : D 7 ! Q + be functions with the property that the reduced problems (G; H; c; r ? I ) resp. (G; H; c; r ? R )) admit an integral resp. fractional solution, and the maximum norms k I k 1 resp. k R k 1 are minimum. We call the numbers k I k 1 resp. k R k 1 the integral resp. fractional demand gap, and call the di erence k I k 1 ? k R k 1 the integrality gap for the problem (G; H; c; r).
The speci ed demand problem is NP-complete and the other problems are NP-hard GaJo79] , EIS76], GLS88].
Previous Work: Polynomial-time constructions of optimal or approximate-optimal integral multi ows are known in the following cases: Speci ed Demands: For planar supply graphs and a xed number of commodities Seb o Seb88] showed that the problem is solvable in polynomial time. For graphs with unit edge capacities and unit demands the integral multicommodity ow problem with speci ed demands is the edge-disjoint path problem. For a planar and Eulerian supply graph with terminals on the boundary, Okamura and Seymour OkSey81] gave a polynomial-time algorithm. Wagner and Weihe WaWe95] showed even a linear running time algorithm. The problem with integer capacities can be solved in polynomial-time, too, if a modi ed evenness condition holds (see WaWe95] for a discussion). Korach and Penn KoPe88] proved that the reduced problem (G; H; c; r ? 1) has an integral solution, if G H is planar and the cut-condition 1 is satis ed in G; in this case the integral solution can be constructed in polynomial time. Maximum Flows: When the union of supply and demand graph is planar and there are only two commodities then the problem can be solved in O(n p log n) time KoPe93] . In The cut-condition is: For every cut-set S E the demand of the cut is at most the capacity of the cut: P (s;t)2D; S separates s;t r(s; t) P e2 S c(e):
case that the supply graph is a tree, Garg, Vazirani and Yannakakis GVY93] gave (with the primal-dual method) a polynomial-time 1=2-factor approximation and showed the MAXSNP-hardness even in this case. For densly embedded and nearly-Eulerian supply graphs (which includes a two-dimensional mesh) the maximum edge-disjoint path problem admits a polynomial-time contant factor approximation algorithm (Kleinberg/Tardos KlTa96] ). For the maximum 0/1 problem and general supply graphs approximation algorithms based on randomized rounding have been given by Raghavan, Thompson RT87], Raghavan Ra88] and Motwani, Naor and Raghavan MRN95]. Motwani, Naor and Raghavan MRN95] gave a random walk algorithm which for every 0:62 routes an (1? ) 2 fraction of the total ow in polynomial time and probability at least 1?1=m?exp(?0:38 2 f opt ), provided that the edge capacities satisfy the typical condition under which randomized rounding for multicommodity ow problems is presently analysable, namely c 2 (log m).
Recently, Garg and K onemann GK97] gave the presently fastest combinatorial approximation algorithm which for every > 0 and large capacities (c(e) 2 ( ln((1+ )m) ln(1+ ) ) for all edges e) routes at least an (1? ) 2 fraction of the maximum integral ow in O( km 2 log m log n log(1+ ) ) time.
The Results: The aim of this paper is to show extensions and generalizations of the approximability and non-approximability results of Korach KoPe88] proved for the multicommodity ow problem with speci ed demands (G; H; c; r) that the reduced problem (G; H; c; r ? 1) has an integral solution, if G H is planar and the cut-condition is satis ed in G; in this case the integral solution can be constructed in polynomial time. Since the problem (G; H; c; r) is fractionally solvable for planar G H with cut-condition, 2 it follows from the result of Korach and Penn that for such instances the integrality gap is at most one.
We show that planarity of G H is essential: For every non-negative integer K there is an instance with planar G and non-planar G H for which the integrality gap is at least K. Furthermore, for every xed non-negative integer K it is NP-complete to decide the integral solvability of the problem (G; H; c; r? K), even if (G; H; c; r) has a fractional solution and c is any non-negative function polynomially bounded in n. For K = 0 this implies the NP-completeness of the multicommodity ow problem with speci ed demands for polynomially bounded capacity functions, extending the known result for constant capacities GaJo79].
For the maximum integral multicommodity ow problem an even sharper complexity result hold. Extending the non-approximability result of Garg, Vazirani and Yannakakis GVY93] we show that the maximum integral multicommodity ow problem is MAXSNP-hard even if the supply graph is a tree and c(e) C for all e 2 E where C is polynomially bounded in m. In particular, this implies that even the instances of the maximum integral multicommodity ow problem for which a constant factor approximation algorithm is known (c 2 (log m)) are MAXSNP-hard problems. In Section 3 and 4 we discuss the algorithmic aspects. noindent Integer Inequality Systems. In Section 3 2 It is known that the multicommodity ow problem with speci ed demand is fractionally solvable if and only if the cut-condition is satis ed GLS88], Theorem 8.6.6. section 2.1). In principle this impression is correct, but there is one problem which requires some considerations: We have to give a polynomial-time or even strongly polyno- 
Complexity
In this section we analyse the approximation complexity of the maximum integral and the integral multicommodity ow problem with speci ed demands. Hardness of both problems has been proved for unit capacities GVY93], GaJo79]. We will show how the assumptions of \large" capacities and/or fractional solvability can be invoked.
Maximum Multicommodity Flows
Let us start with some simple reductions which allow us to take large capacities into account. Let (G; H; c) be an instance of the multicommodity ow problem as de ned in the introduction (G = (V; E), jV j = n, jEj = m) and let r : D 7 ! ZZ + be a demand function.
The problem instance (G 0 ; H 0 ; c 0 ): Let C = C(n) be an arbitrary, but xed non-negative function which is polynomially bounded in n.
De ne e E := fe 2 E : c(e) < Cg (the set of edges with small capacities) andm := j e Ej.
For every edge fu; vg 2 e E introduce new nodes h uv , h 0 uv , q uv and s uv . De ne V 0 as the union of V and the nodes h uv , h 0 uv ,q uv and s uv for all fu; vg 2 e E.
The edge set E 0 is build from E as follows: for all fu; vg 2 e E replace the edge fu; vg by the path (u; h uv ; h 0 uv ; v) and insert the edges fq uv ; h uv g and fh 0 uv ; s uv g. The capacity function c 0 : The capacity of the edges fu; h uv g; fq uv ; h uv g, fh 0 uv ; s uv g and fh 0 uv ; vg is C, while the capacity of fh uv ; h 0 uv g is c(fu; vg) + C.
Let P uv denote the path (q uv ; h uv ; h 0 uv ; s uv ): Now we de ne the demand graph H 0 = (T 0 ; D 0 ) and the demand function r 0 :
T 0 is the union of T and all new nodes q uv and s uv . The commodity set D 0 is the union of D and all commodities d uv = (q uv ; s uv ), so q uv is the source and s uv is the sink for commodity d uv . The demand for d uv is r 0 (d uv ) = C. Figure 1 shows this construction for the edge e = (u; v). Otherwise, if it is less than C, delete some non-d uv -ows routed through e uv and increase the d uv -ow through P uv by the same amount. If C = C(n) is polynomially bounded in n, then the ow-exchange can be done in polynomial time.
(ii) First observe that f 0 opt f opt +mC:
(1) This is true, because an optimal integral multicommodity ow for (G; H; c) can easily be extended to an integral multicommodity ow for (G 0 ; H 0 ; c 0 ) by routing C units of every 
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Theorem 2.2 The maximum integral multicommodity ow problem is MAXSNP-hard even if the supply graph is a tree and c(e) C for all e 2 E where C is polynomially bounded in n.
Proof: The problem is in MAXSNP (see GVY93]). Suppose that there is a polynomialtime approximation scheme (A ) >0 for the problem addressed in the theorem. Let (G; H; c) be an instance of the maximum integral multicommodity ow problem where G is a tree and the capacities are 1 or 2. This problem is MAXSNP hard GVY93], thus there cannot exist a polynomial-time aproximation scheme, unless P = NP. Lemma 2.4 For every odd integer C 1 and for every non-negative integer K there is a fractionally solvable multicommodity ow problem (G; H; c; r) with r = r(C; K) and c(e) C for all e 2 E such that (G; H; c; r ? K) has no integral solution. Proof: Let C = 2 + 1, 2 ZZ + . Construct a (2K + 1) (2K + 1) grid (as shown in Figure 2 ), where every node of the grid is replaced by a C 4 and each edge has capacity C.
Let the supply graph G be this grid and let (s; t) and (s 0 ; t 0 ) be commodities with demands r(s; t) = r(s 0 ; t 0 ) = (2K + 1)C. The demands can be satis ed by routing the commodities half-integrally, thus the problem is fractionally solvable. Assume for a moment that (G; H; c; r ? K) has an integral solution and let F resp. F 0 such (s; t) resp.
(s 0 ; t 0 )-ows. Then at most K units of F resp. F 0 can be routed \around" the grid using edges incident to s or t resp. s 0 or t 0 . So for both F and F 0 there is a F-saturated (s; t)-path P resp. F 0 -saturated (s 0 ; t 0 )-path P 0 through the grid. But P and P 0 must cross in some C 4 , which is impossible because P and P 0 are saturated. One optimal routing is shown in Figure 3 (which is an optimal integer routing for = 0): First we route on each horizontal (resp. vertical) s ? t-path (resp. s 0 ? t 0 -path) units. Now we carry K units from s to t and K + 1 units from s 0 to t 0 (or vice versa) as shown in Figure 3. 2 Furthermore, nding the integrality gap is NP-hard, even if a fractional solution is known. has an integral solution.
Proof of the Claim: Suppose that the problem (G; H; c; r) has an integral solution. Then transport r(d) units from s 0 to t 0 via the node s, the graph G and the node t. Furthermore, transport K units from s 0 to t 0 \around" the lattice and transport K units from s 00 to t 00 through the grid (as shown in Figure 3 ). Hence (G 0 ; H 0 ; c 0 ; r 0 ? K) has an integral solution.
Suppose the problem (G 0 ; H 0 ; c 0 ; r 0 ?K) has an integral solution. Assume for a moment that strictly less than r(d) units are conveyed from s to t. Then at least 2K +2 units must be carried through the lattice, which is impossible by construction. Hence (G; H; c; r) has an integral solution.
In the next step we show that the multicommodity ow problem remains NP-complete, even if capacities and demand grow polynomially in n, thus the instances for which the Theorem 2.6 The decision version of the multicommodity ow problem with speci ed demands (G; H; c; r) for capacity functions c with c(e) C for all e 2 E, where C : II N 7 ! ZZ + is an arbitrary but xed function polynomially bounded in n, is NP-complete.
Using Theorem 2.6 and 2.5 we can prove the following.
Theorem 2.7 For every xed non-negative integer K it is NP-complete to decide the solvability of the reduced demand multicommodity ow problem (G; H; c; r ? K), even if the multicommodity ow problem (G; H; c; r) is fractionally solvable, C : II N 7 ! ZZ + is an arbitrary but xed odd function polynomially bounded in n, and c(e) C for all e 2 E. Proof: We modify the proof of Theorem 2.5 as follows. By Theorem 2.6 we can start with an fractionally solvable instance (G; H; c; r) where c C for an arbitrary odd function C : II N 7 ! ZZ + which is polynomially bounded in n = jV j. As in the proof of Theorem 2.5 insert the grids but with = (C?1)=2, so all grid edges have capacity C. Let (G 0 ; H 0 ; c 0 ; r 0 ) denote the instance constructed so far. In G 0 all edges -exept the edges (s; s 0 ) and (t; t 0 ) -have capacity at least C (the capacities of (s; s 0 ) and (t; t 0 ) are r(d)). We enlarge the capacities of (s; s 0 ) and (t; t 0 ) to r(d)+C as follow: rst use the large-capacity construction as shown in Figure 1 . This gives us for each of the two edges (s; s 0 ) and (t; t 0 ) new sourcesink pairs (q tt 0 ; s tt 0) and (q ss 0 ; s ss 0 ) (using the notation above) with demand C. Finally, we enlarge these demands to C + 2 (2K + 1) + 2K + 1 using the grid-construction: insert for every of the source-sink pairs (q tt 0; s tt 0 ) and (q ss 0 ; s ss 0 ) a (2K + 1) (2K + 1) grid with capacities equal to C. Let us denote this new instance by (G 00 ; H 00 ; c 00 ; r 00 ) (see Figure 6 ). Then obviously c 00 C, and since (G; H; c; r) has an fractional solution, (G 00 ; H 00 ; c 00 ; r 00 ) is fractionally solvable, too. Furthermore, combining the argumentation of the proofs of Theorem 2.5 and Theorem 2.6 it is straightforward to show that (G; H; c; r) has an integral solution if and only if (G 00 ; H 00 ; c 00 ; r 00 ? K) has an integral solution. Furthermore, we consider the integral multicommodity ow problem with speci ed demands under the assumptions of large demands and fractional solvability. Note that under such assumptions randomized rounding is able to nd a good approximation of the optimal integral ow in polynomial time (section 3). Roughly speaking the assumptions say that many commoditites can be routed through the network, at least in a fractional way. Thus one might hope to nd an optimal integral solution in polynomial time. The next theorem destroys this hope. The other direction of the proof is straightforward.
Note that R must be polynomially bounded in n, because in the worst case we must perform the ow-exchange one unit after another until all d-ows (which sum up to R) goes through Q, thus the exchange procedure is called at most R times. 2
Finally, combining Theorem 2.7, Theorem 2.8 and the grid-construction we obtain Theorem 2.9 Let (G; H; c; r) be an instance of the integral multicommodity ow problem with speci ed demands and let C; R : II N 7 ! ZZ + be functions such that C is odd, R C and C; R are polynomially bounded in n. Furthermore, suppose that Proof: A little modi cation of the proof of Theorem 2.7 is necessary. Start with an instance (G 0 ; H 0 ; c 0 ; r 0 ) where c 0 C. As in the proof of Theorem 2.8 construct from (G 0 ; H 0 ; c 0 ; r 0 ) an instance (G; H; c; r) with r R. Since R C, we have c C. Now continue as in the proof of Theorem 2.7. This gives an instance (G 00 ; H 00 ; c 00 ; r 00 ) for which all assumptions (i) { (iii) hold (assumption (ii) is true, because the \grid"-demands are C + 2 K(2K + 1) + 2K + 1 R, using K R). Observe that (G 00 ; H 00 ; c 00 ; r 00 ? K) has an integral solution i (G 0 ; H 0 ; c 0 ; r 0 ) has an integral solution. 2 3 Integer Inequality Systems
In this section we consider systems of linear inequalities which generalize packing integer programs, and bulid a framework for multicommodity ow problems. We tackle the basic problem of rounding a fractional solution of such a system to an integer one.
Let A be a rational m n matrix, C an` n matrix with 0 a ij 1 and 0 c ij 1. 
Note that the decision version of packing integer programming is a special case of (IIS).
We de ne for 0 < 1 the -relaxation of (IIS) 
An integral solution to IIS( ) can be obtained from a fractional solution to (IIS) by randomly rounding the components of the fractional solution. For`= 1 such a rounding scheme has been analysed in our previous paper SrSt96]. An extension to`> 1 is the following rounding lemma. 
) (for`= 1). With m +ì nstead of m we get for arbitrary`the claimed time bound. 2
The next sytems consists of inequalities and equations. It will be useful in the analysis of 0/1 multi ows. Let n; N; N j be non-negative integers with N 1 + : : : + N n = N. Let The vectors z j ,1 j n, are unit vectors from f0; 1g N j and z is the vector containing all the z j 's. So (IES) describes a vector selection problem under the packing constraint Az b (see also Ra88] for a similar vector selection and routing problems). In the 0/1-multicommodity ow problem the unit vectors z j in f0; 1g N j will represent the ow paths for a commodity j and the task will be to choose exactly one path from this set of ow paths.
For 0 < 1 we de ne the -relaxed system (1 ? )u jjz j jj 1 1 8j = 1; : : :; n z j 2 f0; 1g N j ; 8j = 1; : : :; n z = (z 1 ; : : :; z n ) > :
The relaxation in IES( ) are the conditions jjz j jj 1 1, j = 1; : : :; n and P n j=1 c T j z j (1 ? )u. The relaxed inequality jjz j jj 1 1 allows to choose the null vector for z j . For the 0/1 multicommodity ow problem this means that commodity j is not routed. uv 2 Q + can be constructed in polynomial time using standard LP-algorithms. Hence (G; H; c; r ? R ) is fractionally solvable and we wish to nd the integral demand gap I along with a corresponding integral multicommodity ow. By Theorem 2.5 this is a NP-hard problem. But for instances with \large" capacities and demands good approximate integral ows can be constructed in polynomial time. We prove this applying the rst rounding lemma (Lemma 3.1 ). The reformulation of the fractional solution in terms of directed ow paths is useful. Having solved the LP relaxation of (IP-Flow), standard algorithms ( MKM78] we can solve (12) within the claimed time bound using the rst rounding lemma (Lemma 3.1).
Again with Tardos' algorithm:
Corollary 4.4 If c(e) 36dlog(2m)e for all e 2 E, then we can nd in strongly polynomial time an integral multicommodity ow with total value f such that f f opt =2. 2
Maximum 0=1 Flows
In the 0/ 1 multicommodity ow problem we have to select for each commodity exactly one path among several possible paths on which fractional ows are routed. This requires the consideration of equality constraints. We invoke the second rounding lemma (Lemma 3.2).
Theorem 4.5 Let (G; H; c) be an instance of the maximum 0=1 multicommodity ow problem. Let 0 < 9 10 and c(e) 6(2? ) 2 dlog(2m)e for all e 2 E. A 0=1 multicommodity ow subject to c with total value f can be found in polynomial time such that f (1? )f opt :
The running time is the sum of the time to solve the corresponding LP, the time to compute the fractional ow paths and the derandomization time O(k 3 m 2 log m).
Proof: A linear programming formulation of the maximum 0/1 multicommodity ow problem is: Note that j?j km. The second rounding lemma is applied with the parameters N = j?j; n = k and gives a time of O(Nmn 2 log(Nmn)) = O(k 3 m 2 log(m)).
5 Discrepancies and Multi ows
In the previous sections we gave polynomial-time algorithms for nding integral multicommodity ows for the reduced problem (G; H; c; r ? r), provided that (G; H; c; r) is fractionally solvable, c 2 ( ?2 log m) and r 2 ( ?2 log k). Furthermore, we observed that the integrality gap for fractionally solvable (G; H; c; r) is unbounded. In this section
