During the first years of life, the human brain undergoes dynamic spatially-heterogeneous changes, involving differentiation of neuronal types, dendritic arborization, axonal ingrowth, outgrowth and retraction, synaptogenesis and myelination. To better quantify these changes, this article presents a method for probing tissue microarchitecture by characterizing water diffusion in a spectrum of length scales, factoring out the effects of intra-voxel orientation heterogeneity. Our method is based on the spherical means of the diffusion signal, computed over gradient directions for a fixed set of diffusion weightings (i.e., b-values). We decompose the spherical mean series at each voxel into a spherical mean spectrum (SMS), which essentially encodes the fractions of spin packets undergoing fineto coarse-scale diffusion processes, characterizing hindered and restricted diffusion stemming respectively from extraand intra-neurite water compartments. From the SMS, multiple orientation distribution invariant indices can be computed, allowing for example the quantification of neurite density, microscopic fractional anisotropy (µFA), peraxon axial/radial diffusivity, and free/restricted isotropic diffusivity. We show maps of these indices for baby brains, demonstrating that microscopic tissue features can be extracted from the developing brain for greater sensitivity and specificity to development related changes. Also, we demonstrate that our method, called spherical mean spectrum imaging (SMSI), is fast, accurate, and can overcome the biases associated with other state-of-the-art microstructure models.
indices for baby brains, demonstrating that microscopic tissue features can be extracted from the developing brain for greater sensitivity and specificity to development related changes.
II. METHOD
In this section, we will first provide a brief summary of SMT [12, 13] and then describe our method, called spherical mean spectrum imaging (SMSI), the implementation details, and the associated diffusion indices.
A. Spherical Mean Technique (SMT)
Spherical mean technique (SMT) [12] estimates per-axon parallel and perpendicular diffusivities by factoring out the effects of fiber crossing and dispersion. It is based on the observation that the spherical mean of the diffusion-attenuated signal over the gradient directions g, i.e.,
does not depend on the fiber orientation distribution. Assuming that the signal can be represented as the spherical convolution of a fiber orientation distribution function (ODF) p(ω) (p(ω) ≥ 0, S 2 p(ω)dω = 1, p(ω) = p(−ω), ω ∈ S 2 ) with an axial and antipodal symmetric kernel h b (g|ω) = h b (ω|g) ≡ h b (| g, ω |), i.e.,
it can be shown thatS
whereh b is the kernel spherical mean. Setting the kernel as an axial symmetric diffusion tensor [32] , which is parameterized by orientation ω, parallel diffusivity λ , and perpendicular diffusivity λ ⊥ , i.e.,
it is straightforward, by notinḡ
to show thath
Note thath b is not dependent on ω. In SMT, the above equation is substituted in (3) to solve for λ and λ ⊥ :
B. Spherical Mean Spectrum Imaging (SMSI) 1) Ensemble of Spin Packets: We assume the signal measurements at each voxel to be a collective outcome of an ensemble of homogeneous spin packets originating from different positions within the voxel, each undergoing local anisotropic or isotropic diffusion represented by an axial-symmetric diffusion tensor model and contributes to the signal for gradient direction g by h b (g|ω, λ , λ ⊥ ) [15] . Bigger heterogeneous spin packets, such as those assumed in [14] , can be decomposed into smaller homogeneous ones. The shapes of the spin packets are shaped by the microstructural environment, such as barriers in the intra-and extra-cellular spaces. Encoding the fractions of the spin packets using probability distribution p(ω, λ , λ ⊥ ), the diffusion-attenuated signal S can be written as Computing the spherical mean of the signal results in
The variable ω can be marginalized out, givinḡ
The signal spherical mean of each voxel can thus be seen as the weighted combination of the signal spherical means of the spin packets. Note that in the derivation, the antipodal symmetry assumption of the fiber orientation distributions is not needed. If the spin packets can be represented by a single set of diffusivities (λ * , λ * ⊥ ), p(λ , λ ⊥ ) can be defined using the delta function, i.e., p(λ , λ ⊥ ) = δ(λ − λ * )δ(λ ⊥ − λ * ⊥ ), givingS b = S 0hb (λ * , λ * ⊥ ), which is identical to (3) . Fig. 1 illustrates how the spherical mean can be used to quantify microstructural properties. We call p(λ , λ ⊥ ) the spherical mean spectrum (SMS) because it encodes the probability of diffusivity pairs (λ , λ ⊥ ) according to the spherical mean profile.
2) Spherical Mean Spectrum (SMS):
We relax the assumption of SMT and introduce a method to estimate the SMS, p(λ , λ ⊥ ), directly without imposing any constraints that restrict its shape. By studying the SMS (see Fig. 2 ), we can for example examine the fractions of spin packets undergoing isotropic (λ = λ ⊥ ) or anisotropic (λ > λ ⊥ ) diffusion and separate anisotropic diffusion into restricted (small λ ⊥ ) and hindered (larger λ ⊥ ) diffusion. Similar to RSI [9] , the SMS allows us to probe tissue microarchitecture using a spectrum of diffusion scales. Dissimilar to RSI, the SMS is invariant to the fiber ODF, and therefore avoids the limitations of the fiber ODF in regions with branching and bending axonal trajectories [33] . Not needing to estimate the fiber ODF also means less diffusion-weighted 6 (DW) images are required to probe tissue microstructure using the SMS.
The SMS map with constraint 0 < λ ⊥ < λ < λ FW . µFA ranges from 0 at the blue extreme to 1 at the red extreme. µMD increases perpendicular to the gray lines, on which µMD is constant.
For the sake of feasibility, we discretize (11) by defining
to obtainS
with volume fractions
where λ FW is the diffusivity of free water (see Fig. 2 ). Note that since λ ,λ ⊥ p(λ , λ ⊥ )dλ dλ ⊥ = 1,
) is a unique diffusion signature. In fact, it can be shown that kernel spherical means with different diffusivity pairs are linearly independent (see Section Linear Independence in Appendix).
Solving for ν using (13) is an ill-posed inverse problem since there are typically more unknowns than observations.
where n is the number of b-shells and p is the number of atoms, we propose a solution based on elastic net [34] :
Intra-cellular Extra-cellular Isotropic . SMSI determines the associated atoms and the respective volume fractions (ν). The atoms can be groups into restricted intra-cellular (green), hindered extra-cellular (red), and isotropic (blue) diffusion compartments. Note that SMSI is robust to crossing fibers (e.g., compare the fifth and last rows).
where the first term ensures data fidelity, and γ 1 and γ 1 control the lasso ν 1 ( 1 -norm) penalty and ridge ν 2 ( 2 -norm) penalty, respectively.S is a vector containing the spherical means {S b } for different b-shells. The reasons for elastic net are as follows:
1) Sparsity -Ridge penalization keeps all atoms in the model and is hence not parsimonious. Lasso penalization promotes sparse solutions and hence improves interpretability.
2) Stability -If the atoms are highly correlated, lasso tends to select only one of them indiscriminately. Elastic net has the ability to select 'grouped' predictors, a property that is not shared by lasso.
3) Super-resolution -Lasso selects at most n atoms before it saturates. Elastic net can be seen a stabilized version of lasso and can be written as an augmented problem [34] :
allowing it to potentially select all p atoms in all situations. This property was also used in [11] to improve estimation of fiber orientation distributions. Fig. 3 illustrates how SMSI determines the microstructural compartments.
3) Diffusion Indices: We divide the SMS into three compartments: isotropic, hindered, and restricted. Note that this is based on compartments commonly used in the literature, but is not the only way the SMS can be divided.
Also note that each compartment can be represented by multiple, instead of limited to one, diffusion kernels. The isotropic diffusion compartment consists of atoms with λ = λ ⊥ and a spectrum of diffusivity ranging from 0 to 3 mm 2 /s, similar to [16] . The hindered and restricted compartments are anisotropic with λ > λ ⊥ . We define the restricted compartment with λ λ ⊥ ≥ τ 2 and the hindered compartment with
where τ is the geometric tortuosity [9] . Bihan suggested a value of π 2 ≈ 1.57 for τ [35] . However, in [13] , the perpendicular diffusivity of the restricted compartment is 0, implying τ → ∞. We determine τ automatically via grid search based on the voxels in the body of the corpus callosum, where fiber dispersion and isotropic diffusion contamination are low, by exploring all possible value of τ calculated from MC-SMT model. We found that τ is typically 2.6 for the Human Connectome Project (HCP) and Baby Connectome Project (BCP) datasets. It is common to associate hindered diffusion with extra-axonal/cellular compartment and restricted diffusion with intra-axonal/cellular compartment [13, 36] and thus the terms are used exchangeably.
Microscopic Anisotropy -We present here a new measure of microscopic anisotropy for multi-compartmental models. We note that the orientations of the tensors used to represent the spin-packets in the microenvironments are between totally coherent with no dispersion and totally incoherent with full dispersion in all directions. For full dispersion, we have p(ω, λ , λ ⊥ ) = p(ω)p(λ , λ ⊥ ) = 1 4π p(λ , λ ⊥ ). Therefore, it is straightforward to show from (9) that the signal resulting from this configuration is actually the spherical mean:
For no dispersion, the signal is given by aligning the spin-packet tensors, i.e., p(ω, λ ,
for an arbitrary ω 0 :
A measure of anisotropy of the spin-packets can be defined as
We normalize (18) with the maximum anisotropy, which happens when we set for all anisotropic terms λ ⊥ [i] = 0.
Denoting the signal and mean in this case respectively as S ↑, * b (g) andS * b , the microscopic anisotropy index (MAI) is defined as
Note that MAI is free from the influence of dispersion and can be used for multi-compartmental models, including SMSI, SMT, MC-SMT, and NODDI, provided that the diffusivity and volume fraction of each compartment are known.
Orientation Coherence -In case of full dispersion, orientation coherence is minimal and should be set to a value of zero. Thus, we measure orientation coherence as the distance between the observed signal and the full dispersion signal:
We normalize the coherence with the maximum coherence when there is no dispersion, giving the orientation coherence index (OCI):
where σ is the noise standard deviation, which can be computed via maximum likelihood estimation using a set of B0 images [12] , and k is the total number of gradient directions across all shells. Operator [z] + returns z if z ≥ 0 and 0 otherwise. Similar to MAI, the OCI definition is general and compatible among different models. The relationship between MAI, OCI, and orientation heterogeneity is illustrated in Fig. 4 .
Elimination of Isotropic Diffusion -Isotropic diffusion signal can be removed to increase sensitivity to axonal changes [37] . This is done for example via free-water elimination (FWE) indices [37] . RSI models both free-water diffusivity, estimated from intra-ventricular space, and longitudinal diffusivity, estimated from white matter. SMSI allows not only free water but the whole isotropic diffusion spectrum to be discarded, resulting in isotropic diffusion eliminated (IDE) indices. This is in spirit similar to DBSI [16] . Table I lists the SMSI indices. IDE indices are marked by symbol †.
4) Implementation Details:
When the diffusivity is high, the signal decays rapidly with diffusion weighting. In regions such as the ventricles the signal will have decayed by 95% at b = 1000 s/mm 2 . We take this fact into consideration and introduce a two-step estimation procedure:
1) Use b-shells with b ≤ 1000 s/mm 2 for an initial estimate of ν using (15) . This helps improve the estimation of isotropic volume fractions.
2) Solve for the volume fractions using all b-shells via an iterative re-weighted elastic net, where at the j-th iteration we have
where w j = 1 ξ+νj−1 with ξ being a constant and ν 0 the initial estimate from Step 1. The two steps are iterated until convergence.
The regularization parameters γ 1 and γ 2 affect the estimation significantly. We develop an adaptive framework to automatically select these parameters based on the data: 1) Select a subset of voxels with "simple" microstructure (e.g., the body of the corpus callosum for anisotropic and the ventricles for isotropic diffusion). This can be done by selecting voxels with highest and lowest FA values.
2) Perform the two-step SMSI estimation described above on the selected voxels with multiple combinations of γ 1 's and γ 2 's.
3) For each combination of γ 1 and γ 2 , plug the obtained values for per-axon radial (µRD) and axial diffusivity (µAD) in (8) . The optimal parameters are selected as those that minimize the difference between the predicted and the observed spherical mean signal. 
Description
Indices Description Indices
Microscopic linearity
VF: Volume fraction, AD/RD/MD: Axial/Radial/Mean diffusivity, FA: Fractional anisotropy Trapped diffusion: 
, respectively, without isotropic compartments. k is the total number of gradient directions, σ is the noise standard deviation, and τ is the geometric tortuosity.
5) Debiasing:
Diffusion MRI signal is affected by Rician noise, especially at high b-value where the noise floor dominates the signal [38] . To reduce potential effects of this noise-induced bias, we correct the measured signal using the following steps: 1) Estimate the noise level σ voxel-wise via maximum-likelihood estimation (MLE) using a set of B0 images. This is based on the assumption that the SNR of the B0 images is high and therefore the noise distribution is approximately Gaussian. Only signal with S < 5σ goes through the subsequent debiasing steps.
2) Apply a 4-D smoothing filter to estimate E[S 2 ]. Using each measurement in each voxel in turn as a reference, the filter searches within a block of 3×3×3 neighborhood and across all gradient directions for all measurements that differs from the reference measurement by less than √ 2σ. Then, the filtered value will be the average of all the measurements fulfilling the search condition.
3) Estimate the true signalŜ
4) Following [38] , obtain the debiased Gaussian-distributed signalŜ
G is the inverse cumulative distribution function of a Gaussian distribution and P R is the cumulative probability function of a Rician distribution.
These steps do not involve solving nonlinear problems and are therefore very fast.
III. EXPERIMENTS

A. SMSI Settings
To cover the whole diffusion spectrum, one can simply set the diffusivity from 0 mm 2 /s (no diffusion) to
. However, part of the spectrum is not biological and can be removed to reduce computational complexity. For the anisotropic compartment, we determined using SMT the range of axial diffusivity based on the body of the corpus callosum For this purpose, we used the adult data from the Human Connectome Project (HCP) [39] and infant data from the Baby Connectome Project (BCP) [40] and found that the effective range for λ is from 1.5 × 10 −3 mm 2 /s to 2.0 × 10 −3 mm 2 /s. Radial diffusivity λ ⊥ was then set to satisfy
as in [9] . For the isotropic compartment, we set the diffusivity λ = λ ⊥ from 0 mm 2 /s to 3 × 10 −3 mm 2 /s with step size 0.1 × 10 −3 mm 2 /s. Regularization parameters were automatically selected from the interval of [10
as described in Section II-B4.
B. Effects of Orientation Heterogeneity and Isotropic Diffusion
Simulated diffusion data were used to investigate the effects of orientation heterogeneity and free-water diffusion.
We used a model consisting of intra-cellular (IC), extra-cellular (EC), and cerebrospinal fluid (CSF) compartments [7] with normalized signal defined as
where v iso , v ic , and v ec = 1 − v ic are the volume fractions of the isotropic, intra-cellular, and extra-cellular compartments, respectively. E iso , E ic , and E ec are the normalized signals of these compartments. was generated with 90 non-collinear gradient directions, identical to the HCP protocol [39] .
1) Orientation Heterogeneity:
To demonstrate that SMSI can correctly infer microscopic diffusivity in the presence of orientation heterogeneity, we simulated the signal from micro-environments oriented in 1 to 10 directions distributed equally over a sphere. Rician noise with signal-to-noise ratio (SNR) of 20, typical for HCP and BCP data, were added. We then compared the microscopic diffusion indices computed based on SMSI and DTI. Note that in this experiment, we included only the extra-cellular compartment because it can be sufficiently represented using DTI. Additionally, we also validated SMSI results with simulations including both intra-and extra-cellular compartments, each has volume fraction of 0.5.
2) Isotropic Diffusion: Free-water diffusion can confound estimation of microstructure [41] . The situation is prominent in infant brain due to high water content [42, 43, 44, 45] . To demonstrate that SMSI can accurately estimate microstructural properties in the presence of isotropic diffusion, we simulated the signal with intra-cellular, extra-cellular, and isotropic compartments with v ic = v ec = 0.5 and v iso ranging from 0 to 0.9 in steps of 0.1. Rician noise with SNR of 20 was added. We validated the effectiveness of SMSI via microscopic FA and MD as well as extra-cellular, intra-cellular, and isotropic volume fractions. SMSI was compared with SMT [12] , multi-compartment SMT (MC-SMT) [13] , and NODDI [8] .
C. Microscopic Anisotropy and Orientation Coherence
We compared the MAI and OCI values given by SMSI, SMT, MC-SMT, and NODDI. MAI † was used for both SMSI and NODDI since both models account for the isotropic volume fraction. MAI was used for SMT and MC-SMT. MAI and MAI † were validated with respect to different isotropic volume fractions. OCI is intrinsically robust to isotropic diffusion and is computed for micro-environments with increasing number of directions.
D. Number of b-Shells
We evaluated the minimal number of b-shells for effective SMSI estimations. We used a 21-shell data of a healthy adult with b-values ranging from 500 s/mm 2 to 3000 s/mm 2 with step size 125 s/mm 2 . There are 4 to 24 diffusion-weighted (DW) images in each shell and 13 non-DW images, resulting in a total of 307 volumes. The imaging protocol was as follows: 140 × 140 imaging matrix, 1.5 mm × 1.5 mm × 1.5 mm resolution, TE=89 ms, TR=2513 ms, multi band factor 5, gradient directions were non-collinearity. We then fitted SMSI to
1) The 21-shell dataset consisting of all images;
2) The 11-shell dataset with b-values from 500 s/mm 2 to 3000 s/mm 2 with step size 250 s/mm 2 ;
3) The 6-shell dataset with b-values from 500 s/mm 2 to 3000 s/mm 2 with step size 500 s/mm 2 ;
4) The 3-shell-1000 with b-values from 1000 s/mm 2 to 3000 s/mm 2 with step size 1000 s/mm 2 ; and 5) The 3-shell-500 dataset with b-values from 500 s/mm 2 to 2500 s/mm 2 with step size 1000 s/mm 2 .
The different sampling schemes were compared with the 21-shell dataset as the reference.
E. Longitudinal Infant Data
To demonstrate the effectiveness of SMSI in probing microstructural changes in baby brains, we used the longitudinal datasets of two infants from the Baby Connectome Project (BCP) [40] . The first subject was scanned at 54, 146, and 223 days after birth and the second subject were scanned at 318, 410, and 514 days after birth.
The diffusion data were acquired using a Siemens 3T Magnetom Prisma MRI scanner with the following protocol:
140 × 140 imaging matrix, 1.5 mm × 1.5 mm × 1.5 mm resolution, TE=88 ms, TR=2365 ms, 32-channel receiver coil, and multi-band factor 5. DW images for 9, 12, 17, 24, 34, and 48 non-collinear gradient directions were collected respectively for b = 500, 1000, 1500, 2000, 2500, 3000 s/mm 2 . A non-DW image b = 0 s/mm 2 was collected for every 24 images, giving a total of 6. Image reconstruction was performed using SENSE1 [46] , resulting in nonstationary Rician noise distribution. The magnitude signal was debiased as described in Section II-B5. Diffusion indices were compared between SMSI, SMT, MC-SMT, and NODDI.
IV. RESULTS
A. Orientation Heterogeneity µFA and µMD are significantly affected by the isotropic volume fraction. Note that even when the isotropic volume fraction is low, the results given by SMT, unlike SMSI, deviate from the ground truth. SMSI µFA † and µMD † are robust to isotropic diffusion.
2) Extra-and Intra-Cellular Volume Fractions: Fig. 5 (g ) and (h) show that NODDI underestimates the extracellular volume fraction and overestimates the intra-cellular volume fraction for all isotropic volume fractions.
MC-SMT produces correct estimates when the isotropic volume fraction is 0. However, when isotropic volume fraction increases, MC-SMT fails to yield accurate results due to the fact that it does not account for isotropic diffusion and its tortuosity assumption on the extra-cellular radial diffusivity [13] . SMSI gives correct and consistent results. Notice that estimation bias occurs even when the isotropic volume fraction is small. We will show that for in vivo data MC-SMT and NODDI exhibit similar bias in underestimating the extra-cellular volume fraction and overestimating the intra-cellular volume fraction.
DTI FA SMSI µFA SMSI OCI 3) Isotropic Diffusion Estimation: Fig. 5 (i) shows that SMSI yields accurate estimates of the isotropic volume fraction, which NODDI however tends to underestimate, especially when the actual value is less then 0.3. This will cause a significant bias in white matter where the isotropic volume fraction is typically lower. Fig. 8 shows that SMSI provides a wider range of diffusion indices than SMT, MC-SMT, and NODDI, allowing greater specificity in characterizing tissue microstructure. The discrepancies between SMSI and the other methods can be explained based on our previous observations from the synthetic data experiments. For instance, one can observe that µFA given by SMT is higher than SMSI in gray matter. This is consistent with our previous observation that SMT overestimates µFA when the actual value is low (cf. Fig. 5 
C. Microscopic Anisotropy and Orientation Coherence
D. Diffusion Indices
(e) and (f)). MC-SMT overestimates and
NODDI underestimates the extra-cellular volume fraction when its actual value is high (cf. Fig. 5 (g) and (h)), such as in gray matter. Additionally, NODDI yields higher isotropic volume fraction in deep white matter than gray matter (cf. Fig. 5 (i) ), which does not reflect the fact that isotropic diffusion should be less prominent in deep white matter in view of the tightly packed micro-architecture, particularly in the adult brain [47, 48] .On the other hand, SMSI gives more biologically feasible results with lower isotropic volume fraction in white matter than gray matter. Note that part of the isotropic volume fraction comes from the intra-soma diffusion [49] . Table I for the definitions of the indices.
E. Number of b-Shells
results with the correlation coefficient > 0.94. 3-shell-500 is better than 3-shell-1000 in estimating the isotropic volume fraction due to the b = 500 s/mm 2 shell. The signal of free water decays significantly at b = 1000 s/mm 2 .
SMSI is hence applicable to many public datasets, such as the HCP (3 shells) and the BCP (6 shells) datasets. is NODDI significantly underestimates the isotropic volume fraction (cf. Fig. 5 (i) ), giving zero values in most of gray matter across all time points. This is contradictory to the observation that infant brains typically have higher water content during early development, which decreases later during brain maturation [42, 43] due to a combination of multiple factors such as natural reduction in total water in the body [44] , the growth of neuronal and glial cells [45, 50] , and myelination [51, 52] .Note also that MC-SMT and NODDI give higher intra-cellular fraction and lower extra-cellular volume fraction (cf. Fig. 5 (g) and (h)). SMT overestimates µFA (cf. Fig. 5 (e) and (f)) especially SMT, and NODDI, SMSI does not assume a certain number of compartments in each voxel. SMSI allows the data to speak for themselves by making it possible to characterize the data using an entire diffusion spectrum that is based on the spherical mean. In addition, we have shown that proper modeling of isotropic diffusion is of paramount importance for accurate characterization of microstructural properties. Failure to do so significantly biases microstructural estimates.
F. Longitudinal Infant Data
In addition to brain development, SMSI, owing to its ability in characterizing the whole diffusion spectrum, can potentially be employed to quantify brain pathologies such as increased cellularity and vasogenic oedema associated with inflammatory demyelination and axonal injury common in multiple sclerosis [16] .
It has been reported that there is an inherent degeneracy between fiber dispersion and anisotropy [55, 56, 57, 58] .
More specifically, using the common linear tensor encoding (LTE) scheme, a coherent fiber population with high radial diffusivity (low anisotropy) could result in the same signal as a highly dispersed fiber population with low radial diffusivity (high anisotropy). Multiple methods have been proposed to break this degeneracy, for example, by assuming a single constant fiber response function in all voxels [11] , or by assuming a response function represented by a tensor with constant anisotropy across b-values [12] . Although widely used, the effectiveness of these approaches rely heavily on the correctness of the assumptions. Spherical tensor encoding (STE), introduced in [58, 59] , relaxes the assumption by diffusion sensitization to all directions. Combined with LTE data, this approach provides a way to measure microscopic anisotropy in a voxel independently of the fiber ODF [55] . While effective, STE data are not commonly available.
SMSI utilizes widely available LTE data and does not rely on the aforementioned assumption of diffusivity or anisotropy on the response function. It is based on the observation that the spherical mean is invariant to the fiber ODF. We have proven that kernel spherical meansh b (λ , λ ⊥ ) with different diffusivities are linearly independent (see Section Linear Independence in Appendix). Therefore, each kernel spherical mean is as a unique fingerprint of diffusion with a specific set of diffusivities. A simple illustration in Fig. 12 show that different combinations of SMSI involves convex and fast numerical optimization. Based on our preliminary MATLAB implementation, running SMSI on an 1.5 mm isotropic resolution infant dataset for the whole brain on a 4.2GHz Core i7 machine typically takes 15 minutes. Further refinement with a C++ implementation will likely further significantly improve the speed. Therefore SMSI is well suited for large-scale studies.
VI. CONCLUSION
We have presented in this paper a flexible method for quantification of microarchitecture, called spherical mean spectrum imaging (SMSI). The SMS encodes the volume fractions associated with a spectrum of diffusion scales. This allows a wide variety of features to be computed for comprehensive microstructural analysis. We have demonstrated the utility of SMSI in studying brain development. Future work entails applying SMSI to investigating brain pathologies and potentially identifying sensitive and specific biomarkers for disease diagnosis.
APPENDIX
Linear Independence
For b ≥ 0 and λ ≥ λ ⊥ ≥ 0, given
prove thath b (λ i , λ ⊥ i ) for i = 1, · · · n are linearly independent with each other with (
We move the term with µi ≥ 0 to the left and µi ≤ 0 to the right and rewrite (S3) as
where µi, γj are all non-negative.
As long as we can show any of the µi or γj is zero then we can finish the proof by induction. Throughout the proof, we add an indicator ( ) when reaching this terminal condition.
Let λ1 = min({λ ⊥ i : i = 1, . . . , n1}) and λ2 = min({ λ ⊥ j : j = 1, . . . , n2}).
Dividing (S4) by
Note that
where erf(·) is the error function.
Thus, take b → ∞, the left hand side goes to a non-zero value while the right hand side goes to zero. This implies that µi = 0 for {i :
Case 2. λ1 = λ2, multiply (S4) by √ b exp(bλ1) and take the derivative:
rewrite as
Denote λ11 = min({λ i : i = 1, . . . , n1} ∪ { λ ⊥ j : λ ⊥ j > λ1}), the minimum of exponent on the left and λ21 = min({ λ j : j = 1, . . . , n2}) ∪ {λ ⊥ i : λ ⊥ i > λ1}), the minimum of exponent on the right. We also denote A1 = {λ i :
Take b → ∞, the left hand side goes to a non-zero value while the right hand side goes to zero. This implies that µi = 0 for {i : λ i = λ11} ( ).
• If λ11 = λ21, say λ11 < λ21. Dividing (S11) by
and taking b → ∞, the left hand side goes to a non-zero value while the right hand side goes to zero. It implies that µi = 0 for {i : λ i = λ11} ( ).
• If λ11 = λ21
Check whether λ11 ∈ A2.
• If λ11 ∈ A2, we then have λ11 ∈ B3. This is because λ11 ∈ A2 implies that there exists i such that λ i = λ11. We also have λ ⊥ i ≥ λ11 and
Combine all these three facts and we have λ ⊥ i = λ i . Dividing (S11) by exp(−bλ11) and taking b → ∞, the left hand side goes to zero and the right hand side goes to infinity. This implies that µi = 0 ( ).
• If λ11 / ∈ A2, we then have λ11 ∈ A1 and λ11 ∈ B3. Dividing (S11) by exp(−bλ11) and taking b → ∞, the left hand side goes to zero while the right hand side goes to a positive value. This implies that µi = 0 for {i :
Subcase (iii): M1 ≡ ∅ and N1 ≡ ∅.
• If λ11 = λ21, say λ11 < λ21 and taking b → ∞, the left hand side goes to a non-zero value or infinity while the right hand side goes to zero. It implies that µi = 0 for {i : λ i = λ11} ( ).
• If λ11 = λ21, consider
• λ11 ∈ A2 or λ11 ∈ B2. Thus λ11 / ∈ (A2 ∩ B2) since there exist i and j that λ ⊥ i = λ i = λ ⊥ j = λ j = λ11, which is contradictory with
Suppose λ11 ∈ A2, then λ ⊥ i = λ i for some i. Dividing (S8) by exp(−bλ11) and taking b → ∞, the left hand side goes to zero while the right hand side goes to infinity. It implies that µi = 0 ( ).
• λ11 / ∈ A2, λ11 / ∈ B2, and (λ11 ∈ A1 or λ11 ∈ B1).
Since A1 ∩ B1 = ∅, suppose λ11 ∈ A1 and then λ11 ∈ B3 on the right hand side only.
-If λ11 / ∈ A3 Dividing (S8) by exp(−bλ11) and taking b → ∞, the left hand side goes to zero while the right hand side goes to a positive value. It implies that µi = 0, for {i :
Divide the equation (S8) by exp(−bλ11) and take derivative
Multiplying (S12) by b 3 2 and taking b → ∞, the left hand side goes to a non-zero value while the right hand side goes to zero. It implies that
• λ11 / ∈ A1, λ11 / ∈ A2, and λ11 ∈ A3. λ11 / ∈ B1, λ11 / ∈ B2, and λ11 ∈ B3.
Multiply (S8) by
√ b exp(bλ11) and take derivative
Multiply both sides with exp(−bλ11) and rearrange
Denote λ12 = min({λ i : i = 1 · · · n1}∪{ λ ⊥ j : λ ⊥ j > λ11}), the minimum of exponent on the left and λ22 = min({ λ j : j = 1 · · · n2})∪ {λ ⊥ i : λ ⊥ i > λ11}), the minimum of exponent on the right. We also denote A11 = {λ i :
Dividing (S15) by exp(−bλ 12 )
and taking b → ∞, the left hand side goes to a non-zero value while the right hand side goes to zero. It implies that µi = 0 for {i :
We have λ12 ∈ {λ i :
Dividing (S15) exp(−λ12b)/ √ b and taking b → ∞, the left hand side goes to µi 1
and the right hand side goes to
With this, (S14) becomes . This implies that µi 1 = γj 1 , which is contradictory with µi 1 (λ i 1 − λ11) = γj 1 ( λ j 1 − λ11 + λ ⊥ j 1 − λ1). Thus λ12 = λ22 does not happen.
-If M1 = ∅ or N1 = ∅ only, say N2 = ∅ (S14) becomes Check whether λ12 ∈ A21. * If λ12 ∈ A21
We also have λ12 ∈ B31. It implies that there exists i such that λ ⊥ i = λ i . Dividing (S16) by exp(−bλ12) to and taking b → ∞, the left hand side goes to zero while the right hand side goes to infinity. It implies µi = 0 ( ). * If λ12 / ∈ A21
We next see whether λ12 ∈ B31.
· If λ12 ∈ B31, we divide (S16) by exp(−bλ12) and take b → ∞. The left hand side goes to zero while the right hand side goes to infinity. It implies that µi = 0 for {i : λ ⊥ i = λ12} ( ).
· If λ12 / ∈ B31, we use the same technique when M2 = N2 = ∅ and thus get the contradiction that this case does not exist.
-If M2 = ∅ and N2 = ∅. ‡ If λ12 = λ22, say λ12 < λ22
Dividing (S14) by exp(−bλ 12 ) √ b
and taking b → ∞, the left hand side goes to a non-zero value or infinity while the right hand side goes to zero. It implies that µi = 0 for {i : λ i = λ12} ( ). ‡ If λ12 = λ22, consider * λ12 ∈ A21 or λ12 ∈ B21 This is the same with the previous case of λ11 ∈ A2 or λ11 ∈ B2. We omit the details. * λ12 / ∈ A21, λ12 / ∈ B21, and (λ12 ∈ A11 or λ12 ∈ B11).
Here we claim that λ12 / ∈ A11 ∩ B11 and everything else is the same with the previous case of λ11 / ∈ A2, λ11 / ∈ B2, and (λ11 ∈ A1 or λ11 ∈ B1). This is because if λ12 ∈ A11 ∩ B11, then we can only have λ12 ∈ {λ i : λ ⊥ i = λ1} ∩ { λ j : λ ⊥ j = λ11} or λ12 ∈ {λ i : λ ⊥ i = λ11} ∩ { λ j : λ ⊥ j = λ1} since {λ i : λ ⊥ i = λ1} ∩ { λ j : λ ⊥ j = λ1} = ∅ and { λ j : λ ⊥ j = λ11} ∩ {λ i :
Suppose λ12 ∈ {λ i : λ ⊥ i = λ1} ∩ { λ j : λ ⊥ j = λ11} W.L.O.G. Then there exist i1 ∈ {i : λ ⊥ i = λ1} and j1 ∈ {j : λ ⊥ j = λ11} such that λ i 1 = λ j 1 = λ12.
We divide (S14) by exp(−bλ12) and take derivative; then multiply the result by b 
Again, we divide (S17) by exp(−bλ12) and take derivative; then multiply the result by b , which implies that µi 1 = γj 1 . This is contradictory with µi 1 (λ i 1 − λ11) = γj 1 ( λ j 1 − λ11 + λ ⊥ j 1 − λ1). Thus, this case does not exist. * λ11 / ∈ A1 and λ11 / ∈ A21 and λ11 ∈ A31. λ11 / ∈ B11 and λ11 / ∈ B21 and λ11 ∈ B31.
We multiply (S14) by √ b exp(bλ12) and take derivative. We then repeatedly follow the same procedures in the previous case of "λ11 / ∈ A1, λ11 / ∈ A2, and λ11 ∈ A3. λ11 / ∈ B1, λ11 / ∈ B2, and λ11 ∈ B3" to finish the proof.
