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Introduction
Phase transitions and critical phenomena have fascinated and challenged
many generations of physicists and still constitute a considerable part of
modern research in theoretical condensed-matter physics.
The main ideas at the base of the description of phase transitions, first
introduced by Landau [1], are the existence of an order parameter, a physical
quantity whose mean value distinguishes different phases of the system, and
that this quantity is the only one significant near the critical point. More
specifically in the case of continuous transitions, at the critical point fluctu-
ations of the order parameter are correlated over the whole system, namely
they have a diverging correlation length, and the basic assumption is that
this is the only cause of the observed singularities.
So, as first proposed by Wilson [2], it is possible to integrate out short
distance degrees of freedom and study long distance properties of an effec-
tive Landau-Ginzburg-Wilson (LGW) φ4 field theory, where the number of
components of the field φ, which corresponds to the order parameter, and
the kind of terms contained in the effective LGW action only depends on
the symmetries of the system. This task is then performed by means of
renormalization-group (RG) transformations. One considers the RG flow in
Hamiltonian space. The critical behaviour is then determined by stable fixed
points of the RG flow. See ref. [3] for a recent review of some physically
interesting cases.
Besides classical thermal phase transitions, recently much interest has
been focused on quantum phase transitions, which are driven by quantum
fluctuations. These transitions involve the ground state properties of a sys-
tem and are obtained by varying coupling parameters in the Hamiltonian. In
recent years experimental realizations of quantum transitions have become
possible thanks to improvements in cooling techniques, magnetic trapping
and optical lattices. The same method used to describe classical thermal
transitions can also be exploited for continuous quantum phase transitions.
The partition function of a quantum system in d dimensions can be expressed
in a path integral representation and directly related to a corresponding clas-
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sical system in d+ 1 dimensions by identifying the quantum imaginary time
direction with an additional euclidean dimension [4].
Various physical systems can be modeled by SU(N) Heisenberg spins re-
siding on the sites of a lattice, with antiferromagnetic interactions. A single
SU(N) spin is an effective quantum degree of freedom for the states of a small
number of electrons or atoms. Antiferromagnetic SU(2) spin systems are rel-
evant for the description of many insulator materials and high-Tc supercon-
ductors [5, 6]. In particular there are physical systems in which the spins are
naturally dimerized, that is each spin has a stronger interaction with a single
partner on a neighboring site, such as the insulator TlCuCl3 [7] or double
layer configurations in high-Tc superconductors YBa2Cu3O7−δ, YBa2Cu4O8
[8]. SU(N) antiferromagnetic Heisenberg spin systems with N > 2 serve
to model many physical systems ranging from spin-orbit coupled transition
metal compounds [9], to ultracold atoms in optical lattice potentials, with N
as large as 10 [10, 11].
In ultracold fermionic alkaline-earth atoms, such as 87Sr and 173Yb, an
almost perfect decoupling of the nuclear spin I from the electronic angular
momentum J occurs, since J = 0 in the ground state 1S0. This decoupling
results both in the independence of the interaction strength from the nuclear
spin state and in the absence of spin-changing collisions. These features im-
ply the stability of any spin mixture and allow the realization of different
SU(N) symmetries with N ≤ 2I + 1 and up to N = 10 (87Sr has I = 9/2).
An effective antiferromagnetic SU(N) spin Hamiltonian can be realized by
loading on a bipartite optical lattice one atom on each site of sublattice A
and N − 1 atoms on each site of sublattice B, thus realizing spins transform-
ing under the fundamental representation of SU(N) on A sites and under
the correspondent conjugate representation on B sites. In this way two ad-
jacent spins can form an SU(N) singlet, providing a generalization of SU(2)
magnetism.
SU(N) antiferromagnets on 2d bipartite lattices, where spins on differ-
ent sublattices transform under rotations with relative conjugate representa-
tions of SU(N), can be described by an Hamiltonian H with simply nearest-
neighbors interactions
H =
J
N
∑
〈i,j〉
Sβα(i)S
α
β (j), (1)
where Sβα are the SU(N) generators, (α, β = 1, . . . , N), J > 0.
In the continuum semiclassical limit this model is mapped into the CPN−1
model plus an additional Berry phase term [12]. In systems in which the spins
are dimerized, because of the natural pairing of the spins, contributions to
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the Berry phase term can be grouped into mutually canceling terms, so that
they are described by the simple CPN−1 model in three dimensions:
S =
∫
ddx
1
2g
Tr(∇Q)2 (2)
where Q is a N×N traceless Hermitian matrix, which satisfies the constraint
Q2 = 1.
In this system we observe a quantum phase transition when we vary the
parameter g in the Hamiltonian. For g < gc we have an ordered phase corre-
sponding to a Ne´el state, where spins on the same sublattice are aligned and
antiparallel to the spins on the other sublattice. The low-lying excitations are
spin waves where the orientation of the Ne´el order parameter slowly varies
in space. For g > gc long range magnetic order is destroyed and the spins
tend to form independent pairs, each oriented in an arbitrary direction. This
state is called valence-bond-liquid (VBL), and in this state all symmetries of
the system are preserved. The low-lying excitations of the system correspond
now to gapped excitations of single pairs of spins.
In a one-layer isotropic SU(N) antiferromagnet where spins do not have a
natural partner and the Berry phase term is present, it is observed a continu-
ous phase transition from an ordered Ne´el state to a valence-bond-solid (VBS)
state, which is analogous to the VBL state, but now a spontaneous break-
down of the lattice symmetry occurs. A continuous transition between two
phases with different broken symmetries is forbidden by the LGW paradigm.
This transition has been explained by the deconfined quantum critical point
theory [13].
In this work we study the nature of the phase transitions described by the
CPN−1 model. We consider a LGW effective action, in which Q is a N ×N
traceless Hermitian matrix and the constraint has been relaxed.
S =
∫
ddx
[
Tr(∇Q)2 + t T rQ2 + g TrQ3 + λ TrQ4 + λ′ (TrQ2)2] . (3)
This effective action is what we obtain by taking into account only the SU(N)
symmetry of the original action. However we observe that in dealing with
staggered order parameters there is an extra Z2 symmetry (Q 7→ −Q) that
we should consider, due to the symmetry of the system for an exchange of the
even sublattice with the odd one. This extra symmetry forbids the inclusion
of odd terms in the action, therefore we will also study the theory (3) without
a cubic term.
The case N = 2 is well known, the CP 1 model is equivalent to an O(3)
non linear sigma model. The order parameter can be rewritten in terms of
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the three-dimensional Ne´el vector and we have a continuous phase transition
in the O(3) universality class.
For N = 3 and in the absence of the cubic term we find an enlarged O(8)
symmetry. The system may undergo a continuous phase transition which
is in the O(8) universality class. This is an interesting result and it is in
agreement with the prediction of a continuous transition supported by other
authors by means of Monte Carlo simulations of the CP 2 model [14]. In ref.
[15] it is shown that 3D-loop models can be mapped into the CPN−1 model,
and by means of Monte Carlo simulations it is found evidence of a continuous
phase transition for N = 3 in the g 6= 0 case.
For N ≥ 4 we do not find any stable fixed point after an analysis of
the RG flow and we conclude that the transition should be first order, as
expected also from Monte Carlo simulations [14, 15].
The contents of this work are divided as follow:
• Chapter 1 contains a brief summary of classical theory of phase tran-
sitions. After a phenomenological introduction, Landau theory and the
mean field approximation are presented.
• In Chapter 2 we introduce some concepts of renormalization theory
in quantum field theory, which will be useful for the RG method. The
renormalization procedure within the MS-scheme with dimensional reg-
ularization is outlined.
• In Chapter 3 we present the RG approach to critical phenomena. Af-
ter an abstract description we show how it can be implemented through
quantum field theory techniques.
• In Chapter 4 we outline basic properties of quantum phase transitions.
Then we focus on generalized SU(N) antiferromagnets and we show
how their critical behaviour can be described by the continuum CPN−1
model.
• In Chapter 5 we begin our study of the critical properties of the
CPN−1 model. After a brief analysis within the mean field approxima-
tion, we compute the RG β-functions and the fixed points of the RG
flow at 1-loop order in the framework of the ε-expansion.
• Chapter 6 contains a non perturbative analysis of the RG flow within
the 3d-MS scheme. We then present our final results.
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• In Appendix A we report some properties of the SU(N) algebra and
we derive some identities employed in the calculation of renormalization-
group functions.
• In Appendix B are reported the expressions of the β-functions com-
puted at 5-loop order in the 3d-MS scheme.
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Chapter 1
Introduction to critical
phenomena
In this chapter we outline phenomenological characteristics of critical phe-
nomena. We then present the classical Landau theory and show its equiva-
lence to a mean field approximation. First order corrections in a mean field
expansion will highlight the role of space dimensionality d = 4.
1.1 Continuous phase transitions. Order pa-
rameters
Observable properties of a macroscopic system are determined by the values
of some thermodynamic parameters such as the pressure P , the temperature
T , the magnetic field h.
For some particular values of these parameters the system may be found in
two or more coexisting phases, well separated from each other. Each of them
has different macroscopic properties and when the parameters are changed
slightly the whole system assumes the characteristics of one of these phases.
Transitions of this kind are called discontinuous or first-order transitions,
because some thermodynamic quantities vary in a discontinuous manner. A
simple example is the liquid-gas transition in which the density of the system
abruptly changes.
A system may also undergo another kind of transitions, namely continu-
ous or second-order transitions. The point in the thermodynamic parameters
space where a continuous transition happens is called critical point. At the
critical point macroscopic properties are the same for the whole system, they
change from a phase to the other in a continuous way. As examples we
can consider the liquid-gas critical point and a ferromagnetic-paramagnetic
11
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transition at the Curie temperature, where, respectively, the difference be-
tween liquid density and gas density and the magnetization smoothly goes to
zero. The term critical phenomena refers to the thermodynamic properties
of systems near a critical point.
Let us now make an important observation. The system in different
phases will have different symmetry properties, however at the critical point
it must have the symmetry properties of both phases. Because the symmetry
at the critical point is equal to the symmetry of one of the phases [16], it
is necessary that the symmetry of a phase is larger than that of the other
(this means that the symmetry group of a phase is a subgroup of that of
the other). Usually the more symmetrical phase (also disordered phase) cor-
responds to a greater temperature. To take into account this reduction of
symmetry we introduce a quantity called order parameter, which is equal to
zero in the disordered phase and assumes a non-zero value in the ordered
phase (the less symmetrical phase). Order parameters may have many com-
ponents, their nature depends upon the symmetry groups involved in the
transition. Considering again the paramagnetic-ferromagnetic transition, we
distinguish the two phases looking at the magnetization, which is the natural
order parameter. If the system was initially isotropic we have a reduction
of the O(3) symmetry (spatial rotations) to an O(2) symmetry (plane rota-
tions), because the magnetization selects a preferred direction in space and
the system remains invariant only under rotations around this direction.
1.2 Critical exponents. Universality
The critical point is a singular point for thermodynamic functions. Even
though the thermodynamic potential and its first derivatives are continuous
at the critical point, its second or successive derivatives present discontinu-
ities or divergences (from this property of the thermodynamic potential stems
the name second order phase transitions).
In the literature a list of critical exponents (α, β, γ, δ, ν, η) has been intro-
duced to characterize the critical behaviour of these singular quantities when
|t| ≡ |T−Tc
Tc
| → 0. Here we report their definition for a magnetic system, but
they can be generalized to other kinds of systems:
• Heat capacity: C ∼ |t|−α
• Magnetization (order parameter): m ∼ |t|β
• Magnetic susceptibility: χ ∼ |t|−γ
• Equation of state (t = 0): m ∼ h 1δ
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• Correlation length: ξ ∼ |t|−ν
• Two-point correlation function (t = 0):
W (2)(x1, x2) = 〈m(x1)m(x2)〉 − 〈m(x1)〉〈m(x2)〉 ∼ 1|x1−x2|d−2+η
Besides the equation of state, for all relations it is understood that h = 0.
The correlation length ξ characterizes the exponential decay of the two-
point correlation function of the fluctuations of the order parameter when
t 6= 0:
W (2)(x1, x2) ∼ e−
|x1−x2|
ξ . (1.1)
So we observe experimentally that at the critical point the correlation length
diverges and that the correlation function has a power law behaviour. The
importance of critical exponents lies in their universality. As experiments
have shown, many different systems have the same critical exponents. A
theoretical explanation of this phenomenon has been achieved later through
the RG approach.
These six exponents are related to each other by four equations, called
scaling laws, so that only two of them are independent:
γ = ν(2− η) (1.2)
α + 2β + γ = 2 (1.3)
γ = β(δ − 1) (1.4)
νd = 2− α (1.5)
These relations can be derived by simple dimensional analysis after the as-
sumption that the correlation length is the only characteristic length of the
system near the critical point [17]. Although this hypothesis, known as scal-
ing hypothesis, allows to derive scaling laws in a very simple way, it is not
strictly correct because fluctuations of the order parameter are correlated
over all distance scales and microscopic length scales cannot be simply ne-
glected. This observation allows us to understand why a theory expressed in
terms of only macroscopic quantities, such as Landau theory, cannot provide
reliable quantitative predictions.
1.3 Landau Theory
A first general framework for the description of continuous phase transitions
was proposed by Landau in 1937 [1]. It is a phenomenological approach that
deals only with macroscopic quantities. We consider the thermodynamic
potential Γ(T,m) as a function of the order parameter m (we will use the
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notations of magnetic systems). However, unlike the temperature and other
possible thermodynamic variables that we will assume to be constant, the
real value of m cannot be chosen arbitrarily, but must be determined by the
condition of thermal equilibrium, namely of minimum of Γ. In the neigh-
bourhood of the critical point m can be arbitrarily small, so we can expand
Γ in powers of m:
Γ(T,m) = Γ0 + Am
2 +Bm4 + . . . (1.6)
We retain only even powers of m because we assume a parity symmetry (m→
−m) of the system. The coefficients are supposed to be regular functions
of the temperature. Because in the symmetric phase the minimum of Γ
corresponds to m = 0, the coefficient A(T ) must be positive. On the other
hand in the ordered phase we should have a minimum of Γ for m 6= 0, so
A(T ) < 0. Thus we can assume A(T ) of the form A(T ) = aT−Tc
Tc
≡ a t
(a > 0), at first order in the temperature. Moreover in order to have a
minimum of Γ at the critical point we should also have B(TC) ≡ b > 0, and
in the neighbourhood of Tc it will remain positive. So a continuous phase
transition can be described by a thermodynamic potential of the form:
Γ(T,m) = Γ0 + a t m
2 + b m4 (1.7)
with a, b > 0. From the potential (1.7) classical values of critical exponents
can be derived [16], they are reported in table (1.1).
α β γ δ ν η
0 1/2 1 3 1/2 0
Table 1.1: Classical critical exponents.
The exponents in table (1.1) have a high degree of universality, they
are independent of any parameter of (1.7) and of dimensionality of space.
However, as we have anticipated at the end of section (1.2), they are not
consistent with experiments. The range of validity of Landau theory will be
better understood in section (1.4).
1.4 Mean field expansion
Another way to describe critical phenomena is that of starting from a simpli-
fied microscopic model of the system and try to solve it. However this task it
has been proved to be a very hard one, only in a few cases an exact solution
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is available. More often one is content to find an approximate solution of the
model. Here we will show that the Landau theory can be understood as a
mean field approximation and we will derive its first order corrections in a
mean field expansion. We will find that its predictions are reliable only for
d > 4.
Let us consider as example a ferromagnetic Ising-like model on a d di-
mensional lattice [18]. The degrees of freedom are classical spins Si and the
microscopic model is invariant under Si 7→ −Si. The partition function is:
Z[h] =
∫ ∏
i
dρ(Si) e
−βH(S) (1.8)
where
−βH(S) =
∑
ij
VijSiSj +
∑
i
hiSi (1.9)
and dρ(S) is the normalized distribution of the spin configurations at each
site. The potential Vij is translation invariant and is short range, that is, its
Fourier transform V˜ (k) has a convergent Taylor series expansion at k = 0.
The expansion of V˜ (k) has the form:
V˜ (k) ' v(1− a2k2 +O(k4)) (1.10)
where a is a constant microscopic length and k is restricted to the Brillouin
zone |kµ| ≤ pia .
To introduce a parameter which will order the mean field expansion, we
replace the spin Si on each site by the average σi of l independent spins with
identical distribution dρ(S):
σi =
1
l
l∑
k=1
S
(k)
i (1.11)
The σ distribution R(σ) is obtained inserting a δ-function:
R(σ) =
∫ ∏
k
dρ(S(k)) δ(lσ −
∑
S(k))
=
1
2ipi
∫ ∏
k
dρ(S(k))
∫
dλ eλ(lσ−
∑
S(k))
=
1
2ipi
∫
dλ el(A(λ)−λσ)
where the integration over λ runs along the imaginary axis. We have defined
the function A(λ) such that
eA(λ) =
∫
dρ(S) eSλ (1.12)
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The symmetry of the distribution implies that A(λ) is even and increasing
for λ > 0. Moreover A′′(λ) > 0.
We also rescale β → lβ. The partition function then reads:
Z[h] =
∫ ∏
i
dσidλi e
−lβH(σ)+l∑i(−λiσi+A(λi)) (1.13)
The partition function (1.13) can be considered as the initial partition func-
tion of a model expressed in terms of macroscopic spins, with quasi-gaussian
distribution and an effective pair interaction. A steepest descent calculation
of the partition function generates an expansion in powers of 1
l
. Mean field
theory is the leading order approximation. The saddle point equations are:
σi = A
′(λi)
λi = 2
∑
j
Vijσj + hi (1.14)
We see from the above expression that λi has the meaning of an effective
magnetic field, it is determined by (1.14) as the sum of the applied external
field and a mean field representing the action of the other spins. At leading
order we replace σi, λi in expression (1.13) by the solution of equations (1.14).
The mean field free energy is then:
W (h) =
1
l
lnZ(h) =
∑
ij
Vijσiσj +
∑
i
(hiσi − λiσi + A(λi))
= −
∑
ij
Vijσiσj +
∑
i
A(λi) (1.15)
The local magnetization mi in the mean field approximation is given by:
mi =
∂W
∂hi
= σi (1.16)
The thermodynamic potential Γ(m), Legendre transform of W (h), is:
Γ(m) =
∑
i
mihi −W (h) = −
∑
ij
Vijmimj +
∑
i
B(mi) (1.17)
where B(m) is the Legendre transform of A(λ), so B(m) is even and con-
vex. For translation invariant systems (that is, in uniform external field) the
magnetization is uniform:
Γ(m) = Ω
(−v m2 +B(m)) (1.18)
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where Ω is the total number of spins. Near the critical point the magnetiza-
tion is small and we can expand B(m) in powers of m
Γ(m) = Ω
(
−vm2 + 1
2
b2m
2 +
1
4!
b4m
4 + . . .
)
(1.19)
We recover thus the Landau model (1.7). The critical temperature corre-
sponds to vc =
b2
2
.
We now examine first order corrections. We evaluate first the integral in
dλ and we set: ∫
dλ el[A(λ)−λσ] = e−lΣ(σ,l) (1.20)
At leading order we have Σ(σ, l) = B(σ). At order 1
l
we have corrections
to the coefficients of B(σ) as an expansion in powers of σ, but universal
quantities are independent of their particular values. The partition function
then becomes:
Z[h] =
∫ ∏
i
dσi e
l[
∑
ij σiVijσj−
∑
iB(σi)+
∑
i hiσi] (1.21)
At first order the thermodynamic potential is given by:
Γ[m] = −
∑
ij
Vijmimj +
∑
i
B(mi) +
1
2l
T r ln [−2Vij +B′′(mi)δij] (1.22)
Expanding this expression in powers of m we obtain the inverse two-point
correlation function Γ(2). We introduce the propagator ∆ij:
∆−1ij = b2δij − 2Vij (1.23)
Its Fourier transform ∆˜−1(k) has for k small, the expansion:
∆˜−1(k) = b2 − 2V˜ (k) = b2 − 2v + 2va2k2 +O(k4) (1.24)
Then, in momentum representation, we find:
Γ˜(2)(p) = b2 − 2V˜ (p) + b4
2l
∫
ddk
(2pi)d
∆˜(k) +O
(
1
l2
)
(1.25)
In particular, the zero momentum value is the inverse of the magnetic sus-
ceptibility χ:
χ−1 = Γ˜(2)(0) = b2 − 2v + b4
2l
∫
ddk
(2pi)d
∆˜(k) +O
(
1
l2
)
(1.26)
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The critical value vc now is given by
0 = b2 − 2vc + b4
2l
∫
ddk
(2pi)d
∆˜c(k) +O
(
1
l2
)
(1.27)
Subtracting this equation from (1.26), we find:
χ−1 = 2(vc − v) + b4
l
∫
ddk
(2pi)d
[
V˜ (k)− V˜c(k)
]
∆˜(k)∆˜c(k) +O
(
1
l2
)
(1.28)
At order 1
l
we can replace vc by its mean field value
b2
2
. So, for v ∼ vc and k
small, we have to substitute inside the integral the following expressions:
V˜ (k)− V˜c(k) ∼ (v − vc)(1 +O(k2))
∆˜−1(k) = 2(vc − v + vca2k2) +O(k4)
We see that we can take the limit v = vc inside the integrand provided the
integral
∫
ddk
(k2)2
converges at zero momentum, that is for d > 4. In this case
χ−1 vanishes linearly in (v − vc) as in mean field theory and the exponent
γ remains γ = 1. However, for d ≤ 4, the limit v = vc is singular. When
v approaches vc the
1
l
correction becomes always larger than the mean field
term, therefore mean field theory is no longer valid.
We note that, at least at leading order, only one new parameter appears
in (1.28), that is the coefficient of the σ4 term in the small σ expansion of
B(σ). An analysis of higher order corrections reveals that the most singular
contributions are indeed generated by this σ4 term.
Chapter 2
Renormalization theory
In this chapter we will introduce some basic concepts of renormalization the-
ory in QFTs which will be useful for the RG approach to critical phenomena.
We will consider as example the so called φ4 model of a real self-coupled scalar
field φ(x) which depends on a space coordinate x belonging to Rd (Euclidean
space):
S(φ) =
∫
ddx
[
1
2
(∇φ(x))2 + m
2
2
φ(x)2 +
g
4!
φ(x)4
]
(2.1)
2.1 Generating functionals of correlation func-
tions
In QFT all physical observables can be expressed in terms of correlation
functions of the fields 〈φ(x1) · · ·φ(xn)〉. It is thus useful to introduce a single
quantity Z[J ], called the generating functional of correlation functions, from
which all correlation functions can be derived. It can be defined by the
following functional integral:
Z[J ] =
∫
[dφ] e−S(φ)+Jφ (2.2)
where the notation Jφ means
∫
ddx J(x)φ(x), with J(x) an external source.
This functional corresponds to the statistical partition function of a Hamil-
tonian S(φ) in an external field J(x).
Correlation functions are then computed as:
〈φ(x1) · · ·φ(xn)〉 =
[
1
Z
δ
δJ(x1)
· · · δ
δJ(xn)
Z[J ]
]
J=0
(2.3)
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A single functional integral is not a well defined mathematical quantity,
but a ratio of functional integrals has instead a precise definition. Since to
calculate the correlation functions we need only the ratio Z[J ]/Z[0], there
are not problems of consistency. In the following we will define Z[J ] such
that Z[0] = 1; with this normalization condition we implicitly assume the
ratio operation.
When the partition function is in the form of a Gaussian integral we know
its value in a closed form:∫
[dφ]e−
1
2
φKφ+Jφ∫
[dφ]e−
1
2
φKφ
= e
1
2
J∆J (2.4)
where we have used the following notations
φKφ =
∫
ddxddy φ(x)K(x, y)φ(y)
J∆J =
∫
ddxddy J(x)∆(x, y)J(y)
K(x, y) is a symmetric and positive operator and ∆(x, y) is its inverse oper-
ator: ∫
ddz ∆(x, z)K(z, y) = δ(x− y) (2.5)
for K(x, y) = (−∇2 +m2)x δ(x− y) we have:
∆(x, y) =
∫
ddp
(2pi)d
eip(x−y)
p2 +m2
(2.6)
Any non Gaussian integral is defined through a perturbative expansion:∫
[dφ] e−
1
2
φKφ−λV (φ)+Jφ =
∞∑
n=0
(−λ)n
n!
∫
[dφ] V n(φ) e−
1
2
φKφ+Jφ (2.7)
Thus we can express our Z[J ] (2.2) in the following form:
Z[J ] = e−
g
4!
∫
ddx( δδJ(x))
4
e
1
2
J∆J (2.8)
This perturbative definition reduces all functional integral calculations to
Gaussian expectation values of products of fields. These can be represented
graphically by the famous Feynman diagrams. It can be checked that the
perturbative definition preserves all algebraic properties of usual functional
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integrals [18].
Correlation functions defined in (2.3) contain contributions which have a
factorized form. We will call these factors connected correlation functions.
The first correlation functions can be decomposed as:
〈φ(x)〉 = 〈φ(x)〉c ,
〈φ(x1)φ(x2)〉 = 〈φ(x1)φ(x2)〉c + 〈φ(x1)〉c〈φ(x2)〉c ,
〈φ(x1)φ(x2)φ(x3)〉 = 〈φ(x1)φ(x2)φ(x3)〉c + 〈φ(x1)〉c〈φ(x2)φ(x3)〉c
+ 〈φ(x2)〉c〈φ(x3)φ(x1)〉c + 〈φ(x3)〉c〈φ(x1)φ(x2)〉c
+ 〈φ(x1)〉c〈φ(x2)〉c〈φ(x3)〉c ,
...
A connected correlation function is represented by Feynman diagrams in
which all external lines are connected to each other.
Connected correlation functions are generated by the functional W [J ],
which is defined by:
W [J ] = lnZ[J ] (2.9)
For a proof of this statement see [18]. This generating functional is propor-
tional to the free energy in statistical physics. We will also denote connected
correlation functions by:
W (n)(x1, . . . , xn) =
[
δ
δJ(x1)
· · · δ
δJ(xn)
W [J ]
]
J=0
(2.10)
We then introduce a third generating functional Γ[ϕ], called the generat-
ing functional of proper vertices, which will be very useful in the renormal-
ization procedure. It is defined as the Legendre transform of W [J ]:
Γ[ϕ] +W [J ]−
∫
ddx J(x)ϕ(x) = 0 (2.11)
and
ϕ(x) =
δW
δJ(x)
(2.12)
Legendre transformation is involutive, so we also have the relation:
J(x) =
δΓ
δϕ(x)
(2.13)
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If we set J = 0 in (2.12) we obtain:
ϕ(x)|J=0 =
[
δW
δJ(x)
]
J=0
= W (1)(x) = 〈φ(x)〉 (2.14)
that is, in the absence of an external source, ϕ is the mean value of the field φ
and from (2.13) we also see that 〈φ〉 is an extremum of Γ. In statistical physics
language Γ[ϕ] corresponds to the thermodynamic potential, the Legendre
transform of the free energy, which is a function of the magnetization 〈φ〉.
We define proper vertices as
Γ(n)(x1, . . . , xn) =
[
δ
δϕ(x1)
· · · δ
δϕ(xn)
Γ[ϕ]
]
ϕ=W (1)
(2.15)
It can be shown that proper vertices are graphically represented by one line
irreducible (or one particle irreducible (1PI), in particle physics language)
Feynman diagrams, that is, diagrams which cannot be disconnected by cut-
ting only one line [18]. From relations (2.12,2.13) we can express proper
vertices in terms of connected correlation functions:
Γ(1)(x) = 0,
Γ(2)(x1, x2) =
(
W (2)
)−1
(x1, x2),
Γ(3)(x1, x2, x3) = −
∫ [ 3∏
i=1
dyi
(
W (2)
)−1
(xi, yi)
]
W (3)(y1, y2, y3)
...
where (W (2))−1(x1, x2) is the inverse, in the sense of operators (2.5), of the
connected two-point correlation function. The above relations become sim-
ple algebraic multiplications if expressed in momentum representation. In
theories invariant under space translations it is useful to define the Fourier
transform of proper vertices and connected correlation functions factorizing
a δ-function which expresses total momentum conservation:
(2pi)dδ(
∑
pi)Γ˜
(n)(p1, . . . , pn) =
∫ [∏
k
ddxk e
ipkxk
]
Γ(n)(x1, . . . , xn)(2.16)
(2pi)dδ(
∑
pi)W˜
(n)(p1, . . . , pn) =
∫ [∏
k
ddxke
ipkxk
]
W (n)(x1, . . . , xn)(2.17)
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2.2 Divergences and regularization
In local QFTs it is absent a small fundamental distance scale. As a conse-
quence some divergences appear when we try to compute correlation func-
tions in the perturbative expansion. In momentum representation diver-
gences appear as integrals diverging at large momenta, so we speak of ultra-
violet (UV) singularities. In order to find meaningful results one needs to
regularize the theory, for example by introducing a large momentum cut-off
Λ. Then divergent diagrams will be proportional to some power of Λ. These
regularization procedures alter the physical properties of the theory and in
the end we want to recover the original theory by taking a certain limit,
which in the case of the momentum cut-off is Λ → ∞. The basic idea of
renormalization theory is the following: we try to redefine original parame-
ters in the action as function of the cut-off such that when we take the limit
Λ→∞ all correlation functions are finite. If this limit exists it can be proved
to be independent of the regularization procedure. The local field theories
for which this procedure works are called renormalizable.
2.2.1 Loopwise expansion
We define the number of loops L of a Feynman diagram as the number of
independent momentum integral involved in the evaluation of the diagram.
If we call I the number of internal lines and V the number of vertices present
in the diagram, we can see that
L = I − V + 1, (2.18)
in effect we have a momentum integral for each propagator and a momen-
tum δ-function for each vertex minus one, because we have factorized one
δ-function corresponding to total momentum conservation (2.16,2.17).
In order to systematically identify and renormalize divergent contribu-
tions to correlation functions it is convenient to reorganize perturbation the-
ory in such a way that we reproduce also an expansion in the number of loops
L of Feynman diagrams. This goal can be achieved by formally expand Z[J ]
in powers of ~, with the steepest descent method. Indeed with an action of
the form
1
~
S(φ) = 1
2~
φKφ+
1
~
V (φ), (2.19)
we see that the propagator is proportional to ~, while each vertex brings a
factor 1~ . Then we can introduce an extra factor of ~ in each diagram by
defining W [J ] as
W [J ] = ~ lnZ[J ]. (2.20)
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So each Feynman diagram with L loops will be proportional to ~L.
For later convenience we now calculate the first orders of the generating
functionals in the loop expansion. The saddle point equation is:
δS
δφ(x)
[φc(J)] = J(x) (2.21)
At leading order we just set in the functional integral φ = φc(J) and we
obtain:
Z0[J ] = e
1
~ (−S(φc)+Jφc) (2.22)
Directly from the definition (2.20)
W0[J ] = −S(φc) + Jφc, (2.23)
and because
ϕ(x) =
δW0
δJ(x)
= φc(x) +
∫
dy
δφc(y)
δJ(x)
[
J(y)− δS
δφc(y)
]
= φc(x), (2.24)
we find
Γ0[ϕ] = Jϕ−W0[J ] = S(ϕ), (2.25)
where in (2.24) we have used equation (2.21). At 1-loop order, setting in the
functional integral φ = φc(J) +
√
~χ, we obtain:
Z[J ] ' Z0[J ]
∫
[dχ] e
− 1
2
∫
dx1dx2
δ2S(φc)
δφc(x1)δφc(x2)
χ(x1)χ(x2) =
= NZ0[J ]
[
det
δ2S
δφ(x1)δφ(x2)
(φc)
]− 1
2
where N is a normalization factor. Then
W [J ] = W0[J ] + ~W1[J ] +O(~2)
with
W1[J ] = −1
2
[
Tr ln
δ2S(φc(J))
δφc(x1)δφc(x2)
− Tr ln δ
2S(φc(0))
δφc(x1)δφc(x2)
]
,
while
Γ(ϕ) = S(ϕ) + ~Γ1(ϕ) +O(~2)
with
Γ1[ϕ] =
1
2
[
Tr ln
δ2S(ϕ)
δϕ(x1)δϕ(x2)
− Tr ln δ
2S(0)
δϕ(x1)δϕ(x2)
]
. (2.26)
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At this order we have again ϕ = φc(J).
In general, for an action
S(φ) = 1
2
φKφ+
∫
dxV (φ(x)),
the term (2.26) assumes the form
Γ1(ϕ) =
1
2
Tr ln [δ(x1 − x2) + V ′′(ϕ(x1))∆(x1, x2)] (2.27)
=
1
2
∞∑
n=1
(−1)n+1
n
∫
dx1 . . . dxnV
′′(ϕ(x1))∆(x1, x2) . . .
. . . V ′′(ϕ(xn))∆(xn, x1)
2.2.2 Renormalizable theories
Since connected correlation functions can be simply deduced from proper
vertices and because the latter are simpler to analyze, we will consider only
1PI Feynman diagrams.
We define the superficial degree of divergence δ(γ) of a 1PI diagram γ
such that if all integration momenta in the diagram are scaled by a factor λ,
for λ→∞ the diagram is scaled by a factor λδ(γ) with
δ(γ) = dL−
∑
i
Iiσi +
∑
α
vαkα (2.28)
where Ii is the number of internal lines of type i, σi states the large momentum
behaviour of the corresponding propagator ∆i(λp) ∼ λ−σi , vα is the number
of vertices of type α with kα derivatives. If δ(γ) > 0 the diagram diverges
at least like Λδ(γ), if δ(γ) = 0 it diverges at least like a power of ln Λ. If
δ(γ) < 0 the diagram is superficially convergent, but could contain divergent
subdiagrams.
By means of some topological relations we can rewrite expression (2.28)
in a different manner. First we note that the sum of the lines entering all
vertices is equal to the sum of all external lines plus two times all internal
lines:
Ei + 2Ii =
∑
α
nαi vα (2.29)
where nαi is the number of fields of type i in the vertex α. Then we also use
equation (2.18) to rewrite:
δ(γ) = d−
∑
i
Ei[φi] +
∑
α
vαδ(Vα) (2.30)
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where [φi] is the canonical dimension of the field φi, defined by the large
momentum behaviour of ∆i as [φi] =
d−σi
2
, while δ(Vα) is the dimension of
vertex α, defined as δ(Vα) = −d+ kα +
∑
i n
α
i [φi].
We see that if at least a vertex has positive dimension we have an infi-
nite number of divergent proper vertices, because at fixed Ei the degree of
divergence can always become positive by adding more vertices of this type.
These theories are non-renormalizable because the renormalized theory would
depend on an infinite number of parameters. If at least one vertex has dimen-
sion zero and no other vertex has positive dimension the number of divergent
proper vertices is bounded. We will show that these theories are renormaliz-
able. Finally, if all vertices have negative dimension only a finite number of
diagrams are divergent and the theory is called super-renormalizable.
2.2.3 Dimensional regularization
As we have said before, there are different ways to regularize a theory. An-
other method, besides the introduction of a momentum cut-off, is what it is
called dimensional regularization [19]: one considers a continuation of Feyn-
man diagrams in the space dimension d to arbitrary complex values. If there
exists a domain in the d complex plane in which the integral converges, the
result gives a way to analytically continue the expression to other values of
d.
Dimensional continuation of integrals is defined by the three properties:
1.
∫
ddp f(p+ q) =
∫
ddp f(p)
2.
∫
ddp f(λp) = |λ|−d ∫ ddp f(p)
3.
∫
ddp ddq f(p) g(q) =
∫
ddp f(p)
∫
ddq g(q)
When d is an integer we recover usual integrals. In particular the second
property implies that
∫
ddp
p2n
= 0.
If we want to recover the original theory we just have to send d to its
original value. This limit will produce divergences, which can be isolated by
performing a Laurent expansion of the result.
2.2.4 Renormalization in the MS-scheme
Let us now explain how the renormalization procedure effectively works. To
make our presentation more concrete we will refer to the action S(φ) (2.1)
in d = 4 dimensions. This theory has only one vertex of dimension zero
([φ] = 1), therefore the only proper vertices superficially divergent are Γ(2)
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and Γ(4) (Γ(3) is equal to zero for symmetry reasons). We thus regularize
S(φ) by dimensional regularization. We set d = 4 − ε and we denote by
Sε(φ) the regularized action. We will also refer to the original quantities
with the prefix bare.
We introduce two renormalized parameters {mr, gr}, with dimensions
[mr] = 1, [gr] = 0. We want to show that it is possible to rescale the bare
field φ = Z1/2φr and to choose the bare parameters m and g as functions
of {mr, gr, ε} in such a way that the correlation functions of the renormal-
ized field φr have a finite limit when ε → 0, order by order in the loopwise
expansion.
We rewrite Sε in terms of renormalized variables and we call it renormal-
ized action Sr:
Sε(φ) ≡ Sr(φr) =
∫
ddx
[
1
2
∂µφr∂µφr +
1
2
m2rφ
2
r +
1
4!
mεrgrφ
4
r
+
1
2
(Z − 1)∂µφr∂µφr + 1
2
(Zm − 1)m2rφ2r +
1
4!
(Zg − 1)mεrgrφ4r
]
(2.31)
With this definition bare quantities are expressed in terms of renormalized
ones as:
φ = Z
1
2 φr (2.32)
g =
Zg
Z2
mεrgr (2.33)
m2 =
Zm
Z
m2r (2.34)
Z,Zm, Zg are called renormalization constants and, since they are dimension-
less quantities, are functions only of ε and gr. We can write them as a formal
expansion in powers of gr with ε dependent coefficients:
Zm = 1 + a1(ε)gr + a2(ε)g
2
r + · · · (2.35)
Zg = 1 + b1(ε)gr + b2(ε)g
2
r + · · · (2.36)
Z = 1 + c1(ε)gr + c2(ε)g
2
r + · · · (2.37)
Terms in (2.31) which contain renormalization constants are called counter-
terms, while the remaining part is called tree action. The relations between
bare and renormalized correlation functions follow directly from (2.32):
W (n)r = Z
−n
2 W (n) (2.38)
Γ(n)r = Z
n
2 Γ(n) (2.39)
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We expand Γr in powers of gr at
√
grϕ fixed, a kind of loopwise expansion
which takes into account the presence of the counter-terms. At leading order:
Γr,0(ϕ) = lim
ε→0
Sr,0(ϕ) =
∫
ddx
[
1
2
∂µϕ∂µϕ+
1
2
m2rϕ
2 +
1
4!
grϕ
4
]
(2.40)
At next to leading order we find one-loop contributions generated by the
tree action and counter-terms at leading order. Recalling expression (2.27)
we obtain:
Γr,1(ϕ) =
1
4
Tr
[
(m2r −∇2)−1mεrgrϕ2
]− 1
16
Tr
[
(m2r −∇2)−1mεrgrϕ2
]2
+O(ϕ6)
+
∫
ddx
[
1
2
(Z − 1)∂µϕ∂µϕ+ 1
2
(Zm − 1)m2rϕ2 +
1
4!
(Zg − 1)mεrgrϕ4
]
(2.41)
The divergent contributions from the first two terms in (2.41) are:
− gr
32pi2ε
∫
ddx
[
m2rϕ
2 +
1
4
mεrgrϕ
4
]
(2.42)
Therefore we choose the coefficients a1(ε), b1(ε), c1(ε) of Zm, Zg, Z, in order
to have a finite limit when ε→ 0. We have thus:
Z = 1 +O(g2r) (2.43)
Zm = 1 +
1
16pi2ε
gr +O(g
2
r) (2.44)
Zg = 1 +
3
16pi2ε
gr +O(g
2
r) (2.45)
The choice of these coefficients is determined up to finite additive terms.
The particular choice we have made corresponds to the minimal subtraction
(MS) scheme. In this scheme the coefficients are determined by simply their
divergent part, without more finite contributions.
It can be proven by induction that, after we have renormalized the theory
up to loop order L, at the order L + 1 new divergences come only from
contributions with L + 1 loops to Γ(2) and Γ(4), which are the superficially
divergent proper vertices of the theory. Thus proceeding in the same way
as we have shown at one loop, it is possible to have a finite theory order by
order in the loop expansion.
Chapter 3
Renormalization Group method
In this chapter we outline the main ideas behind the renormalization-group
approach to critical phenomena. We then show how they can be implemented
through quantum field theory techniques.
3.1 Renormalization Group: the general idea
We consider a general Hamiltonian H(φ), function of a real field φ(x) (x ∈
Rd). We assume that H is expandable in powers of φ:
H(φ) =
∑
n=0
1
n!
∫
ddx1 · · · ddxnHn(x1, . . . , xn)φ(x1) · · ·φ(xn) (3.1)
and that the Fourier transforms of the functions Hn are regular at low mo-
menta (assumption of short range forces). To the Hamiltonian H(φ) corre-
sponds a set of connected correlation functions W (n)(x1, . . . , xn):
W (n)(x1, . . . , xn) =
[∫
[dφ] φ(x1) · · ·φ(xn) e−βH(φ)
]
connected
(3.2)
We want to study the long distance behaviour of critical correlation functions,
that is, the behaviour of W (n)(λx1, . . . , λxn) when the dilatation parameter
λ becomes large. The RG idea is to construct a Hamiltonian Hλ(φ) which
has correlation functions W
(n)
λ (xi) satisfying:
W
(n)
λ (x1, . . . , xn)− Z−
n
2 (λ) W (n)(λx1, . . . , λxn) = R
(n)
λ (x1, . . . , xn) (3.3)
where the functions R(n) decrease faster than any power of λ for λ→∞. The
initial problem is converted into the study of the flow of a scale-dependent
Hamiltonian Hλ(φ) which has essentially the same correlation functions at
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fixed space variables. The mapping H(φ) 7→ Hλ(φ) is called a RG transfor-
mation. We define the transformation such that Hλ=1(φ) ≡ H(φ).
Various RG transformations differ by the form of R(n) and the function
Z(λ). In explicit constructions the R(n) are generated by the integration over
the large momentum modes of φ(x). Below we omit the terms R(n) and thus
equalities between correlation functions will mean up to terms decreasing
faster than any power.
The coupling constants appearing in Hλ are now all explicit functions
of λ. Let us assume that we have found a RG transformation such that,
when λ becomes large, the Hamiltonian Hλ(φ) has a limit H∗(φ), the fixed
point Hamiltonian. If such a fixed point exists in Hamiltonian space, then
the correlation functions W
(n)
λ have corresponding limits W
(n)
∗ and equation
(3.3) becomes:
W (n)(λx1, . . . , λxn) ∼ Z n2 (λ) W (n)∗ (x1, . . . , xn) (3.4)
for λ → ∞. We now introduce a second scale parameter µ and consider
W (n)(λµxi), which can be obtained from the above equation in two different
ways:
W (n)(λµx1, . . . , λµxn) ∼ Z n2 (λµ) W (n)∗ (x1, . . . , xn)
∼ Z n2 (λ) W (n)∗ (µx1, . . . , µxn)
Thus we obtain a relation involving only W
(n)
∗ :
W (n)∗ (µx1, . . . , µxn) = Z
n
2∗ (µ) W (n)∗ (x1, . . . , xn) (3.5)
with
Z∗(µ) = lim
λ→∞
Z(λµ)
Z(λ)
(3.6)
Equation (3.5) being valid for arbitrary µ immediately implies that Z∗ forms
a representation of the dilatation semi-group:
Z∗(λ1)Z∗(λ2) = Z∗(λ1λ2) (3.7)
Thus, under reasonable assumptions,
Z∗(λ) = λ−2dφ (3.8)
The fixed point correlation functions have a power law behaviour charac-
terized by a positive number dφ which is called the dimension of the order
parameter φ(x).
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Returning now to equation (3.6), we conclude that Z(λ) also has asymptoti-
cally a power law behaviour. Equation (3.4) then shows that the correlation
functions W (n) have a scaling behaviour at large distances:
W (n)(λx1, ...., λxn) ∼ λ−ndφW (n)∗ (x1, ..., xn) (3.9)
for λ→∞, with a power dφ which is a property of the fixed point.The r.h.s.
of the equation, which determines the critical behaviour of correlation func-
tions, therefore, depends only on the fixed point hamiltonian.
In other words, the correlation functions corresponding to all hamiltonians
which flow after RG transformations into the same fixed point, have the same
critical behaviour. This property is called universality. The space of hamil-
tonians is thus divided into universality classes.
3.1.1 Classification of fixed points
We now try to write the RG transformation for the Hamiltonian itself. For
this purpose we assume that the dilatation parameter can be varied con-
tinuously and perform an infinitesimal dilatation from scale λ to the scale
λ+ dλ. We can write the RG transformation in differential form in terms of
a mapping T of the space of Hamiltonians into itself and a real function η
defined on the space of Hamiltonians as
λ
d
dλ
Hλ = T [Hλ] (3.10)
λ
d
dλ
lnZ(λ) = 2− d− η[Hλ] (3.11)
A fixed point Hamiltonian H∗ is a solution of the fixed point equation:
T [H∗] = 0 (3.12)
The dimension dφ of the field φ then is
dφ =
1
2
(d− 2 + η[H∗]) (3.13)
To understand, at least locally, which Hamiltonians flow into the fixed point
it is necessary to study its stability. We apply the RG transformation to a
Hamiltonian Hλ close to the fixed point H∗. Setting Hλ = H∗ + ∆Hλ, we
linearize the RG equation:
λ
d
dλ
∆Hλ = L∗[∆Hλ] (3.14)
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where L∗ is a linear operator independent of λ. Let us assume that L∗ has
a discrete set of eigenvalues li corresponding to a set of eigenoperators Oi.
Then ∆Hλ can be expanded on the Oi’s:
∆Hλ =
∑
hi(λ)Oi (3.15)
and the transformation (3.14) becomes
λ
d
dλ
hi(λ) = lihi(λ) (3.16)
The integration then yields
hi(λ) = λ
lihi(1) (3.17)
The eigenvectors Oi can be classified into four families depending on the
values of their eigenvalues li:
• Eingenvalues which have a positive real part. The corresponding eigen-
operators are called relevant. If Hλ has a component on one of these
operators, this component will grow with λ, and Hλ will move away
from the fixed point.
• Eingenvalues with <(li) = 0. Then two situations can arise: either
=(li) 6= 0 and the corresponding component has a periodic behaviour
or li = 0. Eigenoperators corresponding to a vanishing eigenvalue are
called marginal. To determine the behavior of the corresponding com-
ponent it is necessary to expand beyond the linear approximation. Gen-
erally one finds
λ
d
dλ
hi(λ) ∼ Bh2i (3.18)
Depending on the sign of the constant B and the initial sign of hi the
fixed point then is marginally unstable or stable. In the latter case, the
solution takes for λ large the form:
hi(λ) ∼ − 1
B lnλ
(3.19)
• Eigenvalues which have negative real parts. The corresponding opera-
tors are called irrelevant. The effective components on these operators
go to zero for large dilatations.
• Some operators do not affect the physics. An example is provided by
the operator realizing a constant multiplicative renormalization of the
field φ(x). These operators are called redundant.
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Fixed points can be classified according to the number of relevant operators.
This number is also the number of parameters it is necessary to fix to impose
to a general Hamiltonian to be on the critical surface, the surface which
flows into the fixed point. Universal properties emerge not only for a critical
Hamiltonian. If we add to this Hamiltonian a small component on a relevant
operator, for small dilatations the RG flow will not be affected. For large
dilatations, instead, relevant operators induce a finite correlation length. The
maximal dilatation, which can be performed before deviating too much from
the flow of the critical Hamiltonian, is of the order of the ratio between
correlation length and microscopic scale. This domain of parameters in which
we expect universality is called critical domain.
3.1.2 RG equations
Let us return to equation (3.3). Neglecting Rn it can be rewritten as:
Z
n
2 (λ) W
(n)
λ (x1/λ, . . . , xn/λ) = W
(n)(x1, . . . , xn) (3.20)
Indicating with {h(λ)} the set of parameters of Hλ, we change notation and
rewrite W
(n)
λ as
W
(n)
λ (x1, . . . , xn) ≡ W (n)({h(λ)};x1, . . . , xn)
We then differentiate equation (3.20) with respect to λ. The r.h.s. does not
depend on λ, therefore:
λ
d
dλ
[
Z
n
2 (λ) W (n)({h(λ)};x1/λ, . . . , xn/λ)
]
= 0 (3.21)
We introduce the differential operator
DRG ≡ −
∑
l
xl
∂
∂xl
−
∑
i
βi(h)
∂
∂hi
+
n
2
(2− d− η(h)) (3.22)
with
βi(h) = −λ d
dλ
hi(λ) (3.23)
2− d− η(h) = λ d
dλ
lnZ(λ) (3.24)
so that we can rewrite equation (3.21) as:
DRGW
(n)({h(λ)};x1/λ, . . . , xn/λ) = 0 (3.25)
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In the above equation λ is not necessary anymore, so we can set λ = 1. The
equation becomes a partial differential equation for the correlation functions:[
−
∑
l
xl
∂
∂xl
−
∑
i
βi(h)
∂
∂hi
+
n
2
(2− d− η(h))
]
W (n)({h};x1, . . . , xn) = 0
(3.26)
With this notation a fixed point is defined by the common solution to all
equations
βi(h
∗) = 0
3.2 The Gaussian fixed point
To be able to quantitatively describe the critical behavior we have to con-
struct RG flows explicitly and to find their fixed points. This task is too hard
for a general Hamiltonian like (3.1), but we can find a solution if we restrict
to the subspace of quadratic Hamiltonians. We consider a Hamiltonian in-
variant under space translations and rotations, with the same assumptions
made for (3.1). This implies the Hamiltonian has a derivative expansion:
HG(φ) = 1
2
∫
ddx
∑
r=0
φ(x)u(2)r (−∇2)rφ(x) (3.27)
The simple RG transformation φ 7→ φ√Z(λ), x 7→ λx and thus
HG,λ(φ) = 1
2
Z(λ)
∫
λdddx
∑
r=0
φ(x)u(2)r λ
−2r(−∇2)rφ(x) (3.28)
implies the relation (3.3) with R(2) = 0,
W
(2)
λ (x) = Z
−1(λ) W (2)(λx)
In terms of the coefficients we have:
u(2)r 7→ u(2)r (λ) = Z(λ)λd−2ru(2)r (1) (3.29)
For λ→∞, the terms with the smallest number of derivatives are the most
important. If we take Z(λ) = λ−(d−2), which implies dφ = 12(d− 2), and thus
u(2)r (λ) = λ
2−2ru(2)r (1) (3.30)
we find the gaussian fixed point:
H∗G(φ) =
1
2
u
(2)
1
∫
ddx(∇φ(x))2 (3.31)
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We now perform an eigenoperators analysis for the gaussian fixed point
(3.31) within the subspace of even Hamiltonians. We consider perturbations
∆H of the form:
∆H(φ) =
∞∑
n=2
∞∑
r=0
∑
α
h(n,r)α On,rα (φ) (3.32)
where the operators On,rα (φ) are integrals of monomials V n,rα (φ) in φ(x) and
its derivatives, of degree n (even) in φ and with exactly r (even) derivatives:
On,rα (φ) =
∫
ddxV n,rα (φ(x), ∂µφ(x), . . . )
The index α emphasizes that to a set of values n, r correspond in general
several homogeneous polynomials. The RG transformation then yields
h(n,r)α (λ) = Z
n
2 (λ)λd−rh(n,r)α (1) = λ
d−n
2
(d−2)−r h(n,r)α (1) (3.33)
We see that these operators have eigenvalues ln,r = d− n2 (d−2)− r. We now
classify all even operators:
• The operator n = 2, r = 0 is relevant and corresponds to a deviation
from the critical temperature.
• The operator n = 2, r = 2 is redundant, it corresponds to a simple
renormalization of the field.
• Above dimension 4 all other operators are irrelevant. At dimension
4 the operator n = 4, r = 0 is marginal and we expect logarithmic
corrections. Below dimension 4 the same operator is relevant and when
dimension decreases additional operators become relevant too. The
gaussian fixed point is IR unstable.
3.3 Critical theory near dimension 4
An explicit construction of RG transformations for Hamiltonians is possible
only in a few simple examples. We will write RG equations directly for
correlation functions. The method that we will illustrate is applicable only
when there exists a fixed point that is close to the gaussian fixed point, in
a sense that will be clarified below. Suppose we can construct a critical
Hamiltonian in the neighbourhood of dimension 4, namely for d = 4 − ε
[20]. If the dimension of operators vary continuously with the dimension of
space, only the operator φ4 will be relevant. If initially the coefficient g of
φ4 is small and ε is small enough, there will be a range of dilatations large
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enough to render the amplitudes of all irrelevant operators negligible, but
small enough for g(λ) to remain small. In the leading approximation the
flow of the Hamiltonian will then be governed by the flow of g(λ). With
these assumptions the flow of g(λ) beyond the linear approximation depends
only on g(λ) itself. It is plausible that the flow equation has an expansion of
the form:
λ
dg(λ)
dλ
≡ −β(g(λ)) = εg(λ)− β2g2(λ) +O(g3) (3.34)
The flow will be determined by the sign of β2:
• β2 < 0. In this case g(λ) increases until the expansion becomes mean-
ingless, nothing can be concluded.
• β2 = 0. To determine the behavior of the flow we need the term of
order g3.
• β2 > 0. In this case we find a new fixed point g∗ ∼ εβ2 , which is stable.
The latter situation is indeed that realized in the O(N) symmetric spin
model.
As we have said at the end of section (1.4), for an Ising-like system in the
critical domain for d ≤ 4, the most divergent contributions order by order in
a mean field expansion can be reproduced by an effective local field theory
whose action is:
H(φ) ≡ βH =
∫
ddx
[
1
2
c(∇φ(x))2 + a
2
φ(x)2 +
b
4!
φ(x)4
]
(3.35)
with a, b and c regular functions of the temperature for T close to Tc. Consis-
tently, the analysis of the stability of the gaussian fixed point has shown that
for d = 4 the φ4 interaction becomes marginal, while all other interactions
are irrelevant. In general the Hamiltonian (3.35) should contain all relevant
operators compatible with symmetries of the system. Perturbative contribu-
tions generated by 3.35 have to be calculated with a momentum cut-off of
order unity (in units of the microscopic length scale), as a reflection of the
initial microscopic structure.
A convenient way to study the problem of infrared singularities is to
rescale all space variables and measure distances in units of the correlation
length or, at the critical temperature, in some arbitrary unit much larger than
the lattice spacing. After such a rescaling the momentum cut-off, which was
previously of order unity, becomes a large momentum Λ. We perform this
rescaling in such a way that the coefficient of (∇φ(x))2 becomes 1
2
:
x 7→ Λx (3.36)
φ(x) 7→ ζφ(x) (3.37)
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with ζ = c−
1
2Λ1−
d
2 . The action H(φ) then becomes:
H(φ) =
∫
ddx
[
1
2
(∇φ(x))2 + r
2
φ(x)2 +
g
4!
Λ4−dφ(x)4
]
(3.38)
with r = a
c
Λ2, g = b
c2
. Let us call rc the parameter which corresponds, at g
fixed, to the critical temperature Tc at which the correlation length diverges.
In terms of the scale Λ the critical domain is defined by ξ−1  Λ⇒ |r−rc| 
Λ2, momenta Λ. These conditions are met if Λ is identified with the cut-
off of a usual field theory.
The Hamiltonian (3.38) can now be studied by QFT methods. To study
the large cut-off limit, we then use methods developed for the construction
of the renormalized massless φ4 field theory [18]. We introduce rescaled
correlation functions, defined by renormalization conditions at a new scale
µ Λ, and functions of a renormalized coupling constant gr:
Γ(2)r (p; gr, µ,Λ)|p2=0 = 0, (3.39)
∂
∂p2
Γ(2)r (p; gr, µ,Λ)|p2=µ2 = 1, (3.40)
Γ(4)r (pi = µθi; gr, µ,Λ) = µ
εgr, (3.41)
in which θi is a numerical vector. These correlation functions are related to
the original ones by the equations (2.39):
Γ(n)r (pi; gr, µ,Λ) = Z
n
2 (g,Λ/µ)Γ(n)(pi; g,Λ) (3.42)
Renormalization theory tells us that the functions Γ
(n)
r (pi; gr, µ,Λ) have at
pi, gr and µ fixed, a large cut-off limit which are the renormalized correla-
tion functions Γ
(n)
r (pi; gr, µ). The renormalized functions do not depend on
the cut-off procedure and are therefore universal. Since the renormalized
functions and the initial ones are asymptotically proportional, the whole
information about the universal critical behaviour is contained in the renor-
malized functions. Differentiating equation (3.42) with respect to Λ at gr
and µ fixed, and considering the limit Λ→∞, we obtain the identity:
Λ
∂
∂Λ |gr,µ
Z
n
2 (g,Λ/µ)Γ(n)(pi; g,Λ) = 0 (3.43)
Then using chain rule we rewrite the above equation as:[
Λ
∂
∂Λ
+ β(g,Λ/µ)
∂
∂g
− n
2
η(g,Λ/µ)
]
Γ(n)(pi; g,Λ) = 0 (3.44)
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with
β(g,Λ/µ) = Λ
∂
∂Λgr,µ
g (3.45)
η(g,Λ/µ) = −Λ ∂
∂Λgr,µ
lnZ(g,Λ/µ) (3.46)
But the functions β and η can also be directly calculated from equation (3.44)
in terms of functions Γ(n) which do not depend on µ. So in the limit Λ→∞,
β and η do not depend on Λ/µ. Thus equation (3.44) simplifies to:[
Λ
∂
∂Λ
+ β(g)
∂
∂g
− n
2
η(g)
]
Γ(n)(pi; g,Λ) = 0 (3.47)
We have found an equation satisfied by the physical critical correlation func-
tions in the limit of large cut-off. This equation is a direct consequence of the
existence of a renormalized theory. We now proceed to integrate equation
(3.47). It can be solved by the method of characteristics. One introduces a
dilatation parameter λ and looks for functions g(λ) and Z(λ) such that:
λ
d
dλ
[
Z−
n
2 (λ)Γ(n)(pi; g(λ), λΛ)
]
= 0 (3.48)
Differentiating explicitly with respect to λ, we find that equation (3.48) is
consistent with equation (3.47) if:
λ
d
dλ
g(λ) = β(g(λ)), g(1) = g, (3.49)
λ
d
dλ
lnZ(λ) = η(g(λ)), Z(1) = 1. (3.50)
The function g(λ) is the effective coupling at the scale λ. Equation (3.48)
implies:
Γ(n)(pi; g,Λ) = Z
−n
2 (λ)Γ(n)(pi; g(λ), λΛ) (3.51)
It is convenient to rescale Λ by a factor 1/λ and rewrite the equation as:
Γ(n)(pi; g,Λ/λ) = Z
−n
2 (λ)Γ(n)(pi; g(λ),Λ) (3.52)
Equations (3.49,3.50,3.52) implement approximately (because terms sublead-
ing by powers of Λ have been neglected) the RG ideas: since the coupling
constant g(λ) characterizes the HamiltonianHλ, equation (3.49) is the equiv-
alent of equation (3.10) (up to a change λ 7→ 1
λ
); equations (3.50) and (3.11)
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differ only by the definition of Z(λ). The solutions of equations (3.49, 3.50)
can be written as: ∫ g(λ)
g
dg′
β(g′)
= lnλ (3.53)∫ λ
1
dσ
σ
η(g(σ)) = lnZ(λ) (3.54)
We assume that the RG functions β(g) and η(g) are regular functions of
g for g ≥ 0. In equation (3.52) we see that it is equivalent to increase Λ
or to decrease λ. To investigate the large Λ limit we, therefore, study the
behaviour of the effective coupling g(λ) when λ goes to zero. From equation
(3.49) we see that g(λ) increases if the function β is negative, or decreases
in the opposite case. Fixed points g∗ correspond to zeros of β(g). Those
where β′(g∗) < 0 are IR repulsive: the effective coupling moves away from
such zeros. Conversely those where β′(g∗) > 0 are IR attractive. The RG
functions β and η can be calculated in perturbation theory. For example β
at 1-loop order is:
β(g, ε) = −εg + 3g
2
16pi2
+O(g3, g2ε) (3.55)
Equations (3.49) and (3.34) are the same provided we map λ 7→ 1/λ, so the
discussion is analogous and we see that we are in the case β2 > 0. The other
zero of β(g) is:
g∗ =
16pi2ε
3
+O(ε2) (3.56)
which is a stable fixed point:
w ≡ β′(g∗) = ε+O(ε2) > 0 (3.57)
Linearizing equation (3.53) around the fixed point we find:∫ g(λ)
g
dg′
w(g′ − g∗) ∼ lnλ (3.58)
which integrated leads to |g(λ) − g∗| = O(λw) for λ → 0. From equation
(3.54) we derive the behaviour of Z(λ) for λ small. The integral in the l.h.s.
is dominated by small values of σ and in this range g(σ) ∼ g∗, so setting in
the integrand η(g(σ)) ∼ η(g∗) ≡ η, we find:
Z(λ) ∼ λη (3.59)
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for λ → 0. Equation (3.52) then determines the behaviour of Γ(n)(pi; g,Λ)
for Λ large:
Γ(n)(pi; g,Λ/λ) ∼ λ−
nη
2 Γ(n)(pi; g
∗,Λ) (3.60)
by dimensional analysis the l.h.s. can be rewritten as:
Γ(n)(pi; g,Λ/λ) = λ
−d+n
2
(d−2) Γ(n)(λpi; g,Λ) (3.61)
So we finally obtain:
Γ(n)(λpi; g,Λ) ∼ λd−n2 (d−2+η)Γ(n)(pi; g∗,Λ) (3.62)
This equation shows that the critical correlation functions have a power law
behaviour for small momenta, which is independent of the initial value of
the coupling constant g. In particular for n = 2 we find that the critical
connected two-point function behaves as:
W (2)(p) =
[
Γ(2)(p)
]−1 ∼ 1
p2−η
(3.63)
We see that η ≡ η(g∗) coincides with the critical exponent η. In perturbation
theory at order g2 we find:
η =
ε2
54
+O(ε3) (3.64)
We may say that the field φ(x), which at the gaussian fixed point had a
canonical dimension (d−2)
2
, has now acquired an anomalous dimension dφ =
1
2
(d− 2 + η).
Chapter 4
Quantum Phase Transitions
In this chapter we present some general features of quantum phase transitions
and we show how they can be analyzed with the same methods introduced
for classical phase transitions. We then consider antiferromagnetic SU(n)
spin models and we explicitly compute the resulting continuum model in the
semiclassical limit.
4.1 General definition
Phase transitions that occur in physical systems at a certain critical tem-
perature Tc are mainly induced by thermal fluctuations. However quantum
fluctuations may also induce phase transitions in systems at zero tempera-
ture along with the variation of another external parameter such as pressure,
magnetic field, sample composition. These transitions are termed quantum
phase transitions (QPTs).
A quantum system whose Hamiltonian H(g) depends on a dimensionless
coupling g may undergo a quantum phase transition if for a given value
g = gc its ground state energy has a point of nonanalyticity as a function of
g, which signals that the ground state of the system changes in a fundamental
way. A simple example is provided by the Wigner crystal. It is an orderly
arrangement of electrons, which can be formed when the electron density
is low. As the density is increased the electrons become more confined, but
then because of the uncertainty principle the fluctuations in momentum grow
and eventually the crystal melts into a conducting quantum liquid. Many
other examples of QPTs are gathered in [4].
As for thermal transitions we observe continuous QPTs, characterized by
a diverging correlation length ξ:
ξ−1 ∼ |g − gc|ν , (4.1)
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where we have used the usual notation for the critical exponent ν. Moreover
we encounter also a vanishing characteristic energy scale ∆ of fluctuations
above the ground state:
∆ ∼ |g − gc|zν . (4.2)
∆ could be the energy of the lowest excitation above the ground state, if
this is nonzero, or if the energy spectrum is gapless, ∆ is the scale at which
there is a qualitative change in the nature of the frequency spectrum from its
lowest frequency to its higher frequency behaviour. The exponent z is called
dynamical exponent and it is another universal critical exponent.
A powerful way to describe QPTs is by means of the quantum-classical
mapping (QC mapping): the critical behaviour of a quantum system in d spa-
tial dimensions at zero temperature is described by a corresponding classical
model in D = d+ 1 spatial dimensions.
The thermodynamic partition function Z of a quantum system with
Hamiltonian H(Sˆ) at temperature T is:
Z = Tr e−
H(Sˆ)
T . (4.3)
The operator density matrix e−
H
T is the same as the time-evolution operator
e−
iHt
} , provided we assign the imaginary time value t = − i}
T
to the time
interval over which the system evolves. When the trace is written in terms
of a complete set of states
Z =
∑
n
〈n|e−HT |n〉, (4.4)
Z takes the form of a sum of imaginary time transition amplitudes for the
system to start in some state |n〉 and return to the same state after an
imaginary time interval − i}
T
. The transition amplitude between two states of
the system can be calculated by summing amplitudes for all possible paths
between them. A single path is defined by specifying the state of the system
at a sequence of finely spaced intermediate time steps. Formally we write
e−
H
T =
[
e−δτH
]M
, (4.5)
with Mδτ = 1
T
. We then rewrite Z as:
Z =
∑
n
∑
m1,...,mM
〈n|e−δτH |m1〉 . . . 〈mM |e−δτH |n〉. (4.6)
This expression has the form of a classical partition function, that is a sum
over configurations expressed in terms of a transfer matrix, if we think of
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imaginary time as an additional spatial dimension. The corresponding clas-
sical system has D = d + 1 dimensions, with the imaginary time direction
of finite length 1
T
and satisfying periodic boundary conditions. At T = 0
we obtain a truly D-dimensional system. Since we should take the contin-
uum limit δτ → 0, M → ∞ with Mδτ = 1
T
, the mapping is precise only
near a continuous phase transition, where the system can be described by a
continuum quantum field theory.
4.2 SU(n) antiferromagnets
In this section we show how antiferromagnetic SU(n) Heisenberg spin models
can be described by a continuum CP (n−1) model in the semiclassical limit
(for SU(2) it is the large S limit, where S is the spin representation). We
first construct a path integral representation of the partition function of the
model and then we take the semiclassical limit. In our exposition we will
follow the presentation outlined in [21].
We consider a SU(n) antiferromagnet on a square lattice. At sites on the
A sublattice there are spins transforming as the single row Young tableau
representation with nc columns of SU(n). The spins on the B sublattice
transform as the conjugate representation, which has a Young tableau with
n − 1 rows and nc columns. For SU(2) nc = 2S and for generic SU(n) it
plays the same role of S for SU(2). The semiclassical limit will then be
nc → ∞. The choice of relative conjugate representations has been made
such that a spin on the A sublattice can form a singlet state with a spin on
the B sublattice.
The Hamiltonian of the model contains simply antiferromagnetic nearest
neighbors interactions
H =
J
n
∑
〈i,j〉
Sβα(i)S
α
β (j) (4.7)
where Sβα are the SU(n) generators, (α, β = 1, . . . , n), J > 0. They satisfy
the commutation relations[
Sαβ (i), S
µ
ν (j)
]
= δij
(
δαν S
µ
β (i)− δµβSαν (i)
)
. (4.8)
The above notation of the SU(n) generators is useful for the coherent state
path integral formulation that will be developed below. For the sake of clarity
we rewrite them for n = 2 in terms of the more familiar Sx, Sy, Sz:
S11 = Sz S
1
2 = Sx − iSy
S21 = Sx + iSy S
2
2 = −Sz
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The operator Sβα(i)S
α
β (j) can thus be rewritten as 2 S(i) · S(j), which is the
usual notation of the singlet projector operator for the pair of spins on sites
i, j.
It is useful to consider a Fermionic representation of the generators
Sβα(i) =
∑
a
c†αa(i)c
βa(i)− δβα
nc
2
(4.9)
where a = 1, . . . , nc is a color index. The fermionic states are restricted to
be color singlets on each site by the constraint
∑
α
c†αac
αb =
{
δba on sublattice A
δba(n− 1) on sublattice B
(4.10)
There are thus a total of nc ((n− 1)nc) fermions on sites of sublattice A (B).
In this way we restrict the Hilbert space on each site to the representations
of SU(n) represented by the Young tableau with one row and nc columns on
sublattice A and (n− 1) rows and nc columns on sublattice B.
The standard method to derive a path integral representation of the par-
tition function proceeds by deriving the coherent state representation of the
Hilbert space on each site.
We first define the Cartan subalgebra {Hα} of SU(n) by choosing the
operators
Hα = S
α
α =
∑
a
c†αac
αa − nc
2
. (4.11)
For the time being we consider sites on sublattice A only. The remaining
Sβα with α 6= β are the ‘raising’ and ‘lowering’ operators which complete the
canonical Cartan basis for the Lie algebra.
The coherent state basis is obtained by unitary transformations on the
highest weight state |ψ0〉 defined as follows
|ψ0〉 = C[ab...c†1ac†1b . . . ]|0〉 (4.12)
where there are nc fermion creation operators within the square brackets; C
is a normalization constant. The weight of this state is given by
Hα|ψ0〉 =

nc
2
|ψ0〉 if α = 1
− nc
2
|ψ0〉 if α ∈ [2, n]
(4.13)
The coherent states for the rectangular 1× nc Young tableau are defined as
follows
|q〉 = e(qµSµ1−q∗µS1µ)|ψ0〉 (4.14)
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where µ runs through the values [2, n]. The qµ are n−1 independent complex
numbers.
The states (4.14) are normalized to unity and obey the following impor-
tant identity
〈q|Sβα|q〉 =
nc
2
Qβα (4.15)
where the matrix Q is defined by the relationship
Q = UΛU †. (4.16)
The unitary matrix U represents the action of the unitary transformation
(4.14) in the fundamental representation and is given by
U = exp
[(
0 q
-q† 0
)]
(4.17)
where q is a 1× (n− 1) matrix with elements qµ. The constant matrix Λ is
Λ =
(
1 0
0 -1n−1
)
(4.18)
The matrix Q therefore satisfies Q2 = 1 and extends over the manifold
U(n)/(U(1)×U(n− 1)), also known as CP n−1. The trace of Q is a constant
given by
TrQ = Tr
[
UΛU †
]
= TrΛ = −(n− 2). (4.19)
The standard method of coherent state quantization, analogous to the
procedure outlined in (4.6), may now be used to obtain the following repre-
sentation for the partition function:
Z =
∫
D[Q(τ)]e
∫ β
0 dτ[
〈q(τ)|q(τ+δτ)〉−1
δτ
−H(Q(τ))] (4.20)
where H(Q) is obtained by replacing every occurrence of Sβα in the Hamil-
tonian by nc
2
Qβα, Q(0) = Q(β), and D[Q(τ)] is the invariant measure over
the CP n−1 manifold. The form of the integrand in (4.20) comes from the
following expression of the infinitesimal transition amplitudes:
〈q(τ)|e−δτH(S)|q(τ + δτ)〉 ' 〈q(τ)| (1− δτH(S)) |q(τ + δτ)〉
' 〈q(τ)|q(τ + δτ)〉 − δτH(Q(τ))
' eδτ[ 〈q(τ)|q(τ+δτ)〉−1δτ −H(Q(τ))]
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It now remains to evaluate the first term in the action, SB, the Berry phase
term. From (4.14) and the identity
d
dx
eM =
∫ 1
0
du eM(1−u)
dM
dx
eMu
follows that:
SB =
∫ β
0
dτ
∫ 1
0
du〈ψ0|e−u(qµS
µ
1−q∗µS1µ)
(
∂qµ
∂τ
Sµ1 −
∂q∗µ
∂τ
S1µ
)
eu(qµS
µ
1−q∗µS1µ)|ψ0〉
(4.21)
Using the fundamental property of the coherent states the above expression
reduces to
SB =
nc
2
∫ β
0
dτ
∫ 1
0
du
[
∂qµ
∂τ
Qµ1(τ, u)−
∂q∗µ
∂τ
Q1µ(τ, u)
]
(4.22)
where Q(τ, u) is defined as in (4.16) in terms of U(τ, u)
U(τ, u) = exp
[
u
(
0 q(τ)
-q†(τ) 0
)]
(4.23)
As a function of u, Q satisfies Q(τ, 0) = Λ and Q(τ, 1) ≡ Q(τ). As everything
is a periodic function of τ , we may freely integrate by parts and obtain
SB = −nc
2
∫ β
0
dτ
∫ 1
0
du Tr
[(
0 q(τ)
-q†(τ) 0
)
∂
∂τ
Q(τ, u)
]
(4.24)
Then using the identity(
0 q(τ)
-q†(τ) 0
)
= −1
2
Q(τ, u)
∂
∂u
Q(τ, u)
we obtain the final form of the action:
S =
∫ β
0
dτ
∫ 1
0
du
[
nc
4
Tr
(
Q(τ, u)
∂
∂u
Q(τ, u)
∂
∂τ
Q(τ, u)
)]
−
∫ β
0
dτ H(Q(τ))
(4.25)
On sublattice B we have the conjugate representation, so the highest
weight state |ψ0〉 is now defined as
|ψ0〉 = C[ab...c†2ac†2b . . . ][cd...c†3cc†3d . . . ] . . . |0〉 (4.26)
where there are n− 1 square bracketed terms. In this case
Hα|ψ0〉 =
 −
nc
2
|ψ0〉 if α = 1
nc
2
|ψ0〉 if α ∈ [2, n]
(4.27)
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Then coherent states are defined as in (4.14) with the new highest weight
state defined above. The fundamental property of coherent states now reads
〈q|Sβα|q〉 = −
nc
2
Qβα (4.28)
and SB has the opposite sign as before. Thus in a classical Ne´el state, Q is
the Ne´el order parameter which is uniform in space.
In the large nc limit the antiferromagnet behaves semiclassically and we
may decompose the Q field fluctuations into staggered and uniform compo-
nents Ω, L:
Q(i) ∼ Ωi
√
1− a2 L2i + ηi a Li (4.29)
where ηi is equal to +1 on sublattice A and −1 on sublattice B, a is the
lattice spacing, Ω2i = 1, and Li is small and satisfies LiΩi + ΩiLi = 0, so that
Q2i = 1.
Substituting this expression into the action (4.25), dropping total time
derivatives and taking the continuum limit we obtain:
S = S ′B +
1
2
∫ β
0
dτ
∫
d2xTr
[
Jn2c
4n
(∇xΩ)2 + 2Jn
2
c
n
L2 − nc
2a
LΩ∂τΩ
]
(4.30)
where S ′B = inc
∑
j ηjωj is defined in terms of the spatial field ωj
ωj =
1
4i
∫ β
0
dτ
∫ 1
0
du Tr [Ωj∂uΩj∂τΩj] (4.31)
We may now integrate out the L fluctuations and obtain the action of the
CP n−1 model with a residual Berry phase term
S = S ′B +
1
2
∫ β
0
dτ
∫
d2x
ρS
2
Tr
[
(∇xΩ)2 + 1
c2
(∂τΩ)
2
]
(4.32)
where we have introduced the spin-wave stiffness ρS =
Jn2c
2n
and the spin-wave
velocity c =
√
8J nca
n
. Since the trace of Q (4.19) was a constant, the field Ω
in (4.32) can be chosen to be traceless.
In what follows we will concentrate on systems described entirely by the
CP n−1 model without the term S ′B. This is what happens for a dimerized
system, in which each spin has a stronger interaction with a single partner
on an adjacent site. The Hamiltonian of this system can be written as
H =
J
n
∑
〈i,j〉
Sβα(i)S
α
β (j) +
K
n
∑
[i,j]
Sβα(i)S
α
β (j) (4.33)
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where [i, j] denotes a pair of spins belonging to the same dimer and K > 0
is an additional intra-dimer coupling. For K = 0 the Hamiltonian (4.33)
reduces to (4.7). If J → 0, the ground state of (4.33) is a product of singlets
on the dimers, a VBL state.
In the continuum semiclassical limit this model is mapped to (4.32) with
ρS depending on the ratio
J
K
and S ′B = 0 because all spins are coupled
pairwise and in each pair contributions to S ′B cancel each other.
Chapter 5
Perturbative analysis of the
CPn−1 model
In this chapter we begin the study of the critical behaviour of the CP n−1
model. After that we have introduced the model we highlight the particular
cases n = 2 and n = 3. Then a brief analysis of the mean field approximation
follows. The main part of the chapter is devoted to the calculation of the RG
functions at 1-loop order within the ε-expansion and to the study of the RG
flow.
5.1 The model
At temperature T = 0 (β → ∞) and identifying cτ with another spatial
direction, the action of the CP n−1 model (4.32) can be rewritten as:
S =
∫
ddx
1
2g
Tr(∇Q)2 (5.1)
where Q is a n×n traceless Hermitian matrix obeying the constraint Q2 = 1.
In the following we will consider instead an effective LGW action where
Q is an arbitrary n× n traceless Hermitian matrix:
S =
∫
ddx
[
Tr(∇Q)2 + t T rQ2 + g TrQ3 + λ TrQ4 + λ′ (TrQ2)2] . (5.2)
This is the most general theory, which has been derived taking into ac-
count only the SU(n) symmetry of the original action: Q 7−→ UQU †. How-
ever we observe that in dealing with staggered order parameters there is an
extra Z2 symmetry Q 7−→ −Q, due to the invariance of the system for an
exchange of the even sublattice with the odd one. In an infinite system the
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operation of exchanging the two sublattices leaves the system unchanged and
this operation can be expressed by a change of sign of staggered order pa-
rameters. Thus this extra symmetry forbids the inclusion of a cubic term in
the action. In our exposition we will consider both the case with the cubic
term and that one without it.
It will be useful to parametrize Q(x) in terms of n2 − 1 real scalar fields
qi(x), i = 1, . . . , n
2− 1, by expanding Q in the basis of the SU(n) generators
in the fundamental representation (see appendix A). We set Q =
∑
qiTi and
using relations (A.2, A.4) we find:
TrQ2 =
1
2
δijqiqj ≡ q
2
2
TrQ3 =
1
4
dijkqiqjqk
TrQ4 =
1
4
(
1
2
dijrdklr +
1
n
δijδkl)qiqjqkql ≡ (q
2)2
4n
+
1
4!
dijklqiqjqkql
where we have introduced the totally symmetric tensor dijkl ≡ dijrdklr +
dilrdkjr + dikrdjlr.
Therefore we can rewrite the action as:
S =
∫
ddx
[
1
2
(∇q)2 + t
2
q2 +
g
4
dijkqiqjqk +
1
4
v (q2)2 +
λ
4!
dijklqiqjqkql
]
(5.3)
where we have defined
v ≡
(
λ
n
+ λ′
)
(5.4)
5.2 Particular cases
In the particular case n = 2 the components of the tensor (A.4) are all equal
to zero and the action (5.3) reduces to
SCP 1 =
∫
ddx
[
1
2
(∇q)2 + t
2
q2 +
v
4
(q2)2
]
(5.5)
with q a three components real vector.
The action (5.5) is exactly the same of that of an O(3) symmetric vector
model. Indeed it is a well know result that low energy properties of an SU(2)
dimerized antiferromagnet can be described by an O(3) quantum rotor model
[4, 22, 23]. Thus we could use the case n = 2 as a useful check of our
calculations.
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When n = 3 another interesting simplification occurs, the term dijklqiqjqkql
reduces exactly to (q2)2, so that we are left with only one quartic term:
SCP 2 =
∫
ddx
[
1
2
(∇q)2 + t
2
q2 +
g
4
dijkqiqjqk +
u
4
(q2)2
]
(5.6)
with u ≡ (λ
2
+ λ′
)
, and q an eight components real vector.
5.3 Mean field approximation
In this section we study the model (5.2) in the mean field approximation.
The solutions to the saddle point equations are the constant Q configurations
which minimize the potential
V (Q) = t T rQ2 + g TrQ3 + λ TrQ4 + λ′ (TrQ2)2, (5.7)
with the constraint TrQ = 0. Therefore we keep track of the constraint on
Q by introducing a Lagrange multiplier µ and looking for stationary points
of the function of n2 + 1 variables
Λ(Q, µ) = t T rQ2 + g TrQ3 + λ TrQ4 + λ′ (TrQ2)2 − µTrQ. (5.8)
Differentiating Λ with respect to {Qαβ, µ} we obtain the equations:
∂Λ
∂Qαβ
= 2tQβα + 3g(Q2)βα + 4λ(Q3)βα + 4λ′(TrQ2)Qβα − µδβα = 0 (5.9)
∂Λ
∂µ
= −TrQ = 0 (5.10)
Multiplying (5.9) for Qαβ and using (5.10), we obtain
2t T rQ¯2 + 3g TrQ¯3 + 4λ TrQ¯4 + 4λ′ (TrQ¯2)2 = 0,
and we find that
V (Q¯) =
t
2
TrQ¯2 +
g
4
TrQ¯3. (5.11)
Moreover taking the trace of (5.9) we obtain
µ =
1
n
[
3g TrQ¯2 + 4λ TrQ¯3
]
(5.12)
Equation (5.9) is invariant under general SU(n) transformations Q 7→ UQU †,
so without loss of generality we can restrict to solutions in diagonal form.
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To proceed further we try the ansatz
Q¯αβ = m(δα1δβ1 − 1
n
δαβ). (5.13)
A solution of this kind would imply a symmetry breaking pattern SU(n) 7→
U(1) ⊗ SU(n − 1). We find a confirmation of this pattern from the general
solution for n = 3.
The potential at the saddle point V (Q¯) (5.11) assumes the form
V (m) =
t
2
m2
n− 1
n
+
g
4
m3
(n− 2)(n− 1)
n2
. (5.14)
Inserting (5.13) into equation (5.9) we have:
m
[
−2t− 3g
(
1− 2
n
)
m− 4λ
(
1 +
3
n2
− 3
n
)
m2 − 4λ′
(
1− 1
n
)
m2
]
= 0
(5.15)
The solutions to this equation are m0 = 0 and
m± =
−3g(n− 2)±√9g2(n− 2)2 − 32t[λ(n2 − 3n+ 3) + λ′n(n− 1)]
8
n
[λ(n2 − 3n+ 3) + λ′n(n− 1)]
(5.16)
Stability conditions imply that
λ(n2 − 3n+ 3) + λ′n(n− 1) > 0. (5.17)
Solutions (5.16) exist only if
t ≤ 9g
2(n− 2)2
32[λ(n2 − 3n+ 3) + λ′n(n− 1)] (5.18)
Substituting solutions (5.16) into (5.14), we see that V (m+) < 0 if
t <
3g2(n− 2)2 − g(n− 2)√9g2(n− 2)2 − 32t (λ (n2 − 3n+ 3) + λ′n(n− 1))
16(λ(n2 − 3n+ 3) + λ′n(n− 1))
and V (m−) < 0 if
t <
3g2(n− 2)2 + g(n− 2)√9g2(n− 2)2 − 32t (λ (n2 − 3n+ 3) + λ′n(n− 1))
16(λ(n2 − 3n+ 3) + λ′n(n− 1))
With g 6= 0 we have a discontinuous transition from m = m0 to m = m±
when one of the two above inequalities is satisfied, because m±(t = tc) 6= m0,
see figure (5.1).
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Figure 5.1: The potential V (m) obtained by inserting (5.13) into (5.7) with
n = 3, g = 3 and λ = λ′ = 1/20, for different values of the parameter t:
t = 6, t = tc = 5 and t = 4.
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Figure 5.2: The potential V (m) obtained by inserting (5.13) into (5.7) with
n = 3, g = 0 and λ = λ′ = 1/20, for different values of the parameter t:
t = 1, t = tc = 0 and t = −1.
If we were in the case g = 0 we could have a continuous transition at
t = tc = 0 with {m+,m−} equivalent minima for t < 0, because in this case
m±(t = tc) = m0, see figure (5.2).
The same is true if n = 2, independently from the value of g. When
n = 2 the ansatz (5.13) is also the most general solution to the saddle point
equations and we recover the expected symmetry breaking pattern SU(2) 7→
U(1) ∼ O(3) 7→ O(2).
We now solve the mean field equations (5.9) for n = 3 without the adop-
tion of a specific ansatz. When n = 3 we have two independent parameters
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for Q¯, thus we can write the most general solution as:
Q¯ = m
23 0 00 −1
3
+ x 0
0 0 −1
3
− x
 (5.19)
The saddle point equations (5.9) become:
2mt
(
x− 1
3
)
+ 3gm2
[(
x− 1
3
)2 − 2
3
x2 − 2
9
]
+
+4λm3
[(
x− 1
3
)3
+ 2
3
x2 − 2
27
]
+ 4m3λ′
(
x− 1
3
) (
2x2 + 2
3
)
= 0
2mt
(−x− 1
3
)
+ 3gm2
[(−x− 1
3
)2 − 2
3
x2 − 2
9
]
+
+4λm3
[(−x− 1
3
)3
+ 2
3
x2 − 2
27
]
+ 4m3λ′
(−x− 1
3
) (
2x2 + 2
3
)
= 0
The solutions to these equations are {m = 0; (m±, x = 0); (m±2 , x = ±1)},
where m± are the values (5.16) for n = 3.
When x = 0 we recover the precedent results, while solutions with x = ±1
correspond to a simple permutation of the eigenvalues of the case x = 0.
Therefore we find a confirmation at least for n = 3 of the general picture
derived from the ansatz (5.13): when g 6= 0 we have a discontinuous transition
with the symmetry breaking pattern SU(3) 7→ U(1)⊗ SU(2), while if g = 0
the transition could be continuous.
We note however that the symmetry group of the CP 2 model (5.6) for
g = 0 is the larger O(8) group instead of SU(3). The mean field solution Q¯,
up to a permutation of the eigenvalues, can be written in terms of the eight
components real vector q as q¯i = 0 (i = 1, . . . , 7), q¯8 ∼ m. Thus we see that
the symmetry breaking pattern in this case is O(8) 7→ O(7).
5.4 ε-expansion at 1-loop order
In this section we will adopt the RG approach presented in chapter 3 and
we will search for stable fixed points near the gaussian fixed point (3.31) in
d = 4−ε and in d = 6−ε dimensions. We will calculate renormalization group
beta functions at 1-loop order in the MS-scheme (2.2.4), using dimensional
regularization (2.2.3).
Let us consider the LGW action in the form (5.3)
So(q) =
∫
ddx
[
1
2
(∇q)2 + to
2
q2 +
go
4
dijkqiqjqk +
vo
4
(q2)2 +
λo
4!
dijklqiqjqkql
]
(5.20)
We will refer to So as the bare action and to {to, go, vo, λo} as bare parameters.
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5.4.1 Expansion around d = 4
When the cubic term is absent the value d = 4 is the upper critical dimension
of (5.20). We then look for fixed points in the neighbourhood of the gaussian
one in d = 4− ε dimensions, without the go term.
We define the renormalized action as
S(q) =
∫
ddx
[
1
2
Z(∇q)2 + t
2
Ztq
2 +
v
4
t
4−d
2 Zv(q
2)2 +
λ
4!
t
4−d
2 Zλdijklqiqjqkql
]
(5.21)
where the parameters {v, λ} are all dimensionless and the renormalization
constants are functions of {v, λ}. The relations between bare parameters and
renormalized ones are:
to =
Zt
Z
t
vo =
Zv
Z2
v t
4−d
2
λo =
Zλ
Z2
λ t
4−d
2
(5.22)
Generalizing to the action (5.21) the procedure exposed in (2.2.4), we
proceed to compute the divergent part of the thermodynamic potential at
1-loop order:
Γdiv1 (ϕ) =
1
2
Tr
[
ln
δ2S(ϕ)
δϕi(x1)δϕj(x2)
− ln δ
2S(0)
δϕi(x1)δϕj(x2)
]div
=
=
1
2
[∫
ddx V ′′ii (x) ∆(0) (5.23)
− 1
2
∫
ddx1 d
dx2 V
′′
ij (x1) ∆(x1 − x2) V ′′ji(x2) ∆(x2 − x1)
]
where
∆(x1 − x2) =
∫
ddp
(2pi)d
eip(x1−x2)
p2 + t
is the propagator and
V ′′ij (x) = v t
4−d
2 (ϕ2 δij + 2 ϕi ϕj) +
λ
2
t
4−d
2 dijαβ ϕα ϕβ.
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The product V ′′ij (x1)V
′′
ji(x2) in (5.23) can be rewritten in the form:
V ′′ij (x1)V
′′
ji(x2) = v
2
[
ϕ2(x1)ϕ
2(x2)(n
2 + 3) + 4ϕα(x1)ϕα(x2)ϕβ(x1)ϕβ(x2)
]
+
+2vλ
[
n2 − 4
n
ϕ2(x1)ϕ
2(x2) + dijγδ ϕi(x1)ϕj(x1)ϕγ(x2)ϕδ(x2)
]
+
+
λ2
4
dijαβdijγδ ϕα(x1)ϕβ(x1)ϕγ(x2)ϕδ(x2) =
= v2
[
(n2 + 3)δijδkl + 4δikδjl
]
ϕi(x1)ϕj(x1)ϕk(x2)ϕl(x2) +
+2vλ
[
n2 − 4
n
δijδkl + dijkl
]
ϕi(x1)ϕj(x1)ϕk(x2)ϕl(x2) +
+λ2
[
n2 − 9
n
dijrdklr − 2
n
dijkl +
n2 − 4
n2
δijδkl +
+
n2 − 4
n2
δikδjl
]
ϕi(x1)ϕj(x1)ϕk(x2)ϕl(x2) =
=
{[
v2(n2 + 3) + 2vλ
n2 − 4
n
+ λ2
n2 − 4
n2
]
δijδkl+
+
[
4v2 + λ2
n2 − 4
n2
]
δikδjl +
[
2vλ− 2
n
λ2
]
dijkl +
+ λ2
n2 − 9
n
dijrdklr
}
ϕi(x1)ϕj(x1)ϕk(x2)ϕl(x2)
where we have omitted for simplicity all t factors and we have used the
identities (A.6 - A.12).
To perform the integrals in (5.23) we expand ∆(x − y) and ϕ(x) in a
Fourier series and after the integration we set d = 4− ε.
∫
ddp
(2pi)d
1
p2 + t
= t
d−2
2
Γ(1− d
2
)
(4pi)
d
2
= − t
8pi2ε
t−
ε
2 (5.24)
∫
ddp
(2pi)d
1
(p2 + t)2
=
1
8pi2ε
t−
ε
2 (5.25)
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Thus combining all these results we obtain:
Γdiv1 =
1
2
∫
ddp1d
dp2(2pi)
dδ(p1 + p2)
[
− 1
8pi2ε
(
v(n2 + 1)+
+λ
n2 − 4
n
)]
t δijϕi(p1)ϕj(p2) +
1
4
∫ 4∏
i=1
ddpi (2pi)
dδ(
∑
pi)[
− 1
8pi2ε
(
v(n2 + 7) + 2λ
n2 − 4
n
+ 2
λ2
v
n2 − 4
n2
)]
v t
ε
2 δijδkl
ϕi(p1)ϕj(p2)ϕk(p3)ϕl(p4) +
1
4!
∫ 4∏
i=1
ddpi (2pi)
dδ(
∑
pi)[
− 3
4pi2ε
(
2v + λ
n2 − 15
3n
)]
λ t
ε
2 dijkl ϕi(p1)ϕj(p2)ϕk(p3)ϕl(p4)
From the above expression we can then extract the values of the renor-
malization constants at 1-loop order:
Z = 1
Zt = 1 +
1
8pi2ε
(
v(n2 + 1) + λ
n2 − 4
n
)
Zv = 1 +
1
8pi2ε
(
v(n2 + 7) + 2λ
n2 − 4
n
+ 2
λ2
v
n2 − 4
n2
)
Zλ = 1 +
3
4pi2ε
(
2v + λ
n2 − 15
3n
)
(5.26)
The beta functions
βλ(λ, v) = t
1
2
∂λ
∂t
1
2 |λo,vo
(5.27)
βv(λ, v) = t
1
2
∂v
∂t
1
2 |λo,vo
(5.28)
can then be obtained by differentiating the equations for {vo, λo} (5.22) with
respect to t
1
2 at {vo, λo} fixed. We find:
βλ
∂
∂λ
(
λ
Zλ
Z2
)
+ βv
∂
∂v
(
λ
Zλ
Z2
)
= −ελZλ
Z2
βλ
∂
∂λ
(
v
Zv
Z2
)
+ βv
∂
∂v
(
v
Zv
Z2
)
= −εvZv
Z2
(5.29)
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Inserting expressions (5.26) into (5.29), after some algebraic passages, we
obtain the RG beta functions at 1-loop order:
βλ = −ελ+ n
2 − 15
4pi2n
λ2 +
3
2pi2
vλ (5.30)
βv = −εv + 1
8pi2
[
(n2 + 7) v2 +
2(n2 − 4)
n
λv +
2(n2 − 4)
n2
λ2
]
(5.31)
We may check the correctness of these results by comparing them with
the particular cases n = 2 and n = 3. For n = 2 the function βv should be
equal to that one of the O(3) model (5.5). Indeed we obtain
βv = −εv + 11
8pi2
v2. (5.32)
For n = 3 the model (5.6) without the cubic term reduces to an O(8)
model. In this case the O(8) coupling constant is u =
(
λ
2
+ λ′
)
=
(
λ
6
+ v
)
,
and we should find βu = −εu+ 2pi2u2 = βv + 16βλ.
βv +
1
6
βλ =
= −εv + 1
8pi2
[
16 v2 +
10
3
λv +
10
9
λ2
]
+
1
6
[
−ελ− 1
2pi2
λ2 +
3
2pi2
vλ
]
=
= −ε
(
v +
λ
6
)
+
2
pi2
(
v2 +
5
24
vλ+
5
72
λ2 +
1
8
vλ− 1
24
λ2
)
=
= −ε
(
v +
λ
6
)
+
2
pi2
(
v2 +
1
3
vλ+
1
36
λ2
)
= −εu+ 2
pi2
u2
We now turn to the calculation of fixed points of the RG flow. They
satisfy the following equations:
βλ = −ελ+ n2−154pi2n λ2 + 32pi2vλ = 0
βv = −εv + 18pi2
[
(n2 + 7) v2 + 2(n
2−4)
n
λv + 2(n
2−4)
n2
λ2
]
= 0
We find four solutions to this system. One is the trivial {λ0 = 0, v0 = 0},
which corresponds to the unstable (in d = 4 − ε) gaussian fixed point. The
other three are:
λ1 = 0 (5.33)
v1 =
8εpi2
7 + n2
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λ2 =
4pi2nε
((
n2 − 15) (9− 20n2 + n4)+ 6√(n2 − 15)2 (81 + 18n2 − 2n4))
(n2 − 15) (567 + 315n2 − 35n4 + n6)
v2 =
4pi2ε
((
117 + n2
)−√(n2 − 15)2 (81 + 18n2 − 2n4))
567 + 315n2 − 35n4 + n6 (5.34)
λ3 =
4pi2nε
((
n2 − 15) (9− 20n2 + n4)− 6√(n2 − 15)2 (81 + 18n2 − 2n4))
(n2 − 15) (567 + 315n2 − 35n4 + n6)
v3 =
4pi2ε
((
117 + n2
)
+
√
(n2 − 15)2 (81 + 18n2 − 2n4)
)
567 + 315n2 − 35n4 + n6 (5.35)
The fixed points (5.34,5.35) exist only if (81 + 18n2 − 2n4) ≥ 0, which
implies n ≤ 3. Their stability is controlled by the eigenvalues of the matrix
Ω =
 ∂βλ∂λ ∂βλ∂v
∂βv
∂λ
∂βv
∂v
 (5.36)
A fixed point is stable if all the eigenvalues of its stability matrix have
positive real parts.
The fixed point (5.33) is stable only for n ≤ 2, and for n = 2 it is the O(3)
stable fixed point. The fixed point (5.34) is always unstable, while the fixed
point (5.35) is stable for n = 3 and unstable for n ≤ 2. For n = 3 the fixed
point (5.35) is the O(8) stable fixed point. For n ≥ 4 we do not find any
IR-stable fixed point when ε 1.
5.4.2 Expansion around d = 6
To complete the study of the RG flow we now consider an ε-expansion in
d = 6− ε dimensions. In this way we can keep go 6= 0 in the action because
now l3,0 =
ε
2
(3.33) and we may remove the quartic terms which are irrelevant
at the gaussian fixed point. The renormalized action is defined as
S(q) =
∫
ddx
[
1
2
Z(∇q)2 + t
2
Ztq
2 +
g
4
t
6−d
4 Zgdijkqiqjqk
]
(5.37)
where the parameter g is dimensionless and the renormalization constants
are functions of g.
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Bare parameters and renormalized ones are related by:
to =
Zt
Z
t
go =
Zg
Z
3
2
g t
6−d
4
(5.38)
As before we proceed to compute the divergent part of the thermodynamic
potential at 1-loop order:
Γdiv1 =
1
2
∫
ddxV ′′ii (x)∆(0)
−1
4
∫
ddx1d
dx2V
′′
ij (x1)∆(x1 − x2)V ′′ji(x2)∆(x2 − x1)
+
1
6
∫
ddx1d
dx2d
dx3
[
V ′′ij (x1)∆(x1 − x2)
V ′′jk(x2)∆(x2 − x3)V ′′ki(x3)∆(x3 − x1)
]
where
V ′′ij (x) =
3g
2
t
6−d
4 dijαϕα.
The products of V ′′ij (x) factors can be rewritten in the form:
V ′′ij (x1)V
′′
ji(x2) =
9
4
g2
n2 − 4
n
δijϕi(x1)ϕj(x2)
V ′′ij (x1)V
′′
jk(x2)V
′′
ki(x3) =
27
16
g3
n2 − 12
n
dijkϕi(x1)ϕj(x2)ϕk(x3)
where again we have omitted for simplicity all t factors and we have used
the identities (A.6 - A.12).
To perform the integrals we expand ∆(x− y) and ϕ(x) in a Fourier series
and after the integration we set d = 6− ε.
∫
ddp
(2pi)d
1
(p2 + t)2
= − 1
32pi3ε
t1−
ε
2 (5.39)
∫
ddp
(2pi)d
1
(p2 + t)3
=
1
64pi3ε
t−
ε
2 (5.40)
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We then find:
Γdiv1 =
1
2
∫
ddp1d
dp2(2pi)
dδ(p1 + p2)
[
9
256pi3ε
n2 − 4
n
g2t+
9
512pi3ε
(n2 − 5)(n2 − 4)
n(n2 − 1) g
2p21
]
δijϕi(p1)ϕj(p2) +
+
1
4
∫
ddp1d
dp2d
dp3(2pi)
dδ(p1 + p2 + p3)[
9
512pi3ε
n2 − 12
n
g2
]
g t
ε
4dijkϕi(p1)ϕj(p2)ϕk(p3)
From the above expression we then extract the values of the renormaliza-
tion constants:
Z = 1− 9
512pi3ε
(n2 − 5)(n2 − 4)
n(n2 − 1) g
2
Zt = 1− 9
256pi3ε
n2 − 4
n
g2
Zg = 1− 9
512pi3ε
n2 − 12
n
g2
(5.41)
We thus compute βg by differentiating the equation for go with respect
to t
1
2 at go fixed:
βg = −ε
2
(
g
Zg
Z
3
2
)(
∂
∂g
(
g
Zg
Z
3
2
))−1
(5.42)
Inserting expressions (5.41) into (5.42), we obtain:
βg = −ε
2
g +
9
210pi3
n4 − n2 + 36
n(n2 − 1) g
3 (5.43)
Setting βg = 0 we find a non trivial IR-stable fixed point at:
g∗ =
16pi
3
√
2pin(n2 − 1)ε
n4 − n2 + 36 (5.44)
This fixed point exists and is stable for n ≥ 2.
5.5 Results
Within the mean field approximation we have seen that the CP n−1 model
(5.2) undergoes a phase transition at a certain critical value t = tc. For t > tc
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the expectation value of Q is zero and the SU(n) symmetry of the system
is unbroken. For t < tc we have a nonzero mean value Q¯ and the SU(n)
symmetry is reduced to SU(n− 1)⊗ U(1).
The transition is expected to be discontinuous, except in the case n = 2.
A continuous transition for every value of n instead would be allowed in the
absence of the cubic term in (5.2).
If we require the original theory to be invariant under the discrete trans-
formation Q 7→ −Q then only operators which contain an even power of Q
could be included in the action (5.2). We argue that this property should
be indeed possessed by the theory relevant for the description of the SU(n)
antiferromagnets. In this case Q changes sign if we exchange the two sublat-
tices which constitute the original model. Since the system remains invariant
under such transformation, its action should reflect this symmetry.
We have then analyzed the CP n−1 model (5.3) without the cubic term in
the framework of the ε-expansion near four dimensions, at 1-loop order.
For n = 2 the model (5.5) is equivalent to an O(3) symmetric model,
so we should find the stable fixed point of the O(3) universality class. Our
calculations confirm this expectation.
For n = 3 we have found a stable fixed point which is the fixed point of
the O(8) universality class. The CP 2 model (5.6) without the cubic term
acquires an enlarged O(8) symmetry. This case is different from that of the
CP 1 model, where an exact mapping into the O(3) model can be performed.
We can see that higher order terms like
TrQ6 ∼ dijαdklβdmnγdαβγqiqjqkqlqmqn + (const.)(q2)3
cannot be reduced to (q2)3, so there is not a mapping between the two models.
The symmetry group of the coarse-grained fixed point action is larger than
that of the microscopic Hamiltonian because higher order terms are assumed
to be irrelevant.
Therefore in systems described by the CP 2 model without a cubic invari-
ant term we can expect a continuous phase transition in the O(8) universality
class. This is a remarkable result since only a few cases of enlargement of
symmetry are known so far.
The same phenomenon happens in the antiferromagnetic RP 2 model,
relevant for the description of a phase transition found in models for colossal
magneto resistance oxides [24, 25]. In ref. [26] it has been shown by means
of accurate Monte Carlo simulations that the model undergoes a continuous
transition in the O(5) universality class, despite the lower O(3) symmetry of
the microscopic Hamiltonian.
The explanation of this behaviour relies on the LGW action of the RP 2
model which is constructed in terms of the staggered magnetization Ms.
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Ms is a real 3 × 3 traceless symmetric matrix, therefore it has 5 inde-
pendent quantities. As in (5.6) TrM2s can be rewritten as ~v
2, where ~v is
a five-components real vector, and the two possible fourth-order interaction
terms result both proportional to (~v2)2. The absence of cubic interaction
terms in the action can again be ascribed to the staggered nature of the
order parameter, providing support to the symmetry argument proposed for
the SU(n) antiferromagnets.
For n ≥ 4 we have not found stable fixed points near four dimensions.
However before we can assume the transition to be first order a further
analysis of the RG flow directly in three dimensions is needed. This will
be the subject of the next chapter.
We have eventually studied the complete model (5.3) within a 1-loop
order ε-expansion near six dimensions. We have then found the existence of
a stable fixed point for n ≥ 2.
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Chapter 6
Non perturbative analysis
In this chapter we continue the study of the critical behaviour of the CP n−1
model by means of non perturbative methods. The β-functions are computed
up to five-loop order in the 3d-MS scheme and then resummed with the Pade´-
Borel method. The study of the RG flow is presented for 2 ≤ n ≤ 4, the cases
with n > 4 are analogous to n = 4.
6.1 3d-MS scheme
Within the ε-expansion we identify fixed points near four dimensions and
then we extrapolate them to three dimensions with increasing order calcu-
lations. But if a fixed point has not been found near four dimensions then
further calculations at larger order in ε are pointless. There may be fixed
points that exist in three dimensions, but are absent for ε 1, so that they
cannot be found in the ε-expansion framework. This happens for example
in the superfluid transition in 3He [27] and in the O(2) ⊗ O(n) φ4 theory
describing the critical behaviour of frustrated spin models with noncollinear
order [28, 29]. We study, therefore, the RG flow by using a three-dimensional
scheme, the 3d-MS scheme [30].
In this scheme one determines the RG functions as in the ε-expansion
framework, but no expansion in powers of ε is performed. Indeed ε is set to
its physical value ε = 1 and one analyzes the expansions in powers of the
renormalized quartic couplings.
As we have shown in section (5.4), in the ε-expansion scheme fixed points
are determined perturbatively by expanding in powers of ε. Then critical
exponents are obtained by expanding the RG functions at the fixed point in
powers of ε. Instead in the 3d-MS scheme we set ε = 1 in the β-functions and
fixed points are determined from common zeros of the resummed β-functions.
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Critical exponents are computed by evaluating the resummed RG functions
at the fixed point.
We have computed the β-functions to five loops. For this purpose we
have determined the divergent part of the two- and four-point irreducible
correlation functions Γ(2) and Γ(4) to five-loop order by using a symbolic
manipulation program that generates the diagrams (305 up to five loops)
and computes their symmetry and group factors. We have also used the
compilation of Feynman integrals of ref. [31]. We report the series expressions
in appendix B.
6.2 Summation of the series
Since perturbative expansions are divergent, summation methods must be
used to obtain meaningful results. We will employ the Pade´-Borel method
[32].
Given a generic quantity A(λ, v) expressed through a power series, in-
cluded asymptotic series,
A(λx, vx) =
∞∑
k=0
ak(λ, v)x
k, (6.1)
it is possible to sum the series with the Borel summation method. We perform
a Borel transform of the series A(x):
BA(s) =
∞∑
k=0
ak
k!
sk (6.2)
If this series converges for all real numbers to a function such that the fol-
lowing integral is well defined
A(x) =
∫ ∞
0
ds e−s BA(sx), (6.3)
we then obtain A(x) for all values of x for which the integral converges.
If we know only the first l terms of the series expansion of the function
BA(s), we can construct a Pade´ approximant [m
n
]
BA (s), with m + n ≤ l,
which is the best approximation of BA(s) by a rational function of order m
n
.
The Pade´ approximant
[
m
n
]
BA (s) has the same Taylor expansion as BA(s)
up to order m+ n.
We can then perform a Borel anti-transformation of
[
m
n
]
BA (s) and we get
an approximation of the function A(λ, v):
A(λ, v) = A(x = 1) =
∫ ∞
0
ds e−s
[m
n
]
BA
(s) (6.4)
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We have the expressions of βλ(λx, vx) and βv(λx, vx) up to order x
6, so
we can calculate Pade´ approximants with m+ n ≤ 6. We have computed βλ
and βv respectively from the approximants
[
5
1
]
Bβλ ,
[
4
1
]
Bβλ and
[
5
1
]
Bβv ,
[
4
1
]
Bβv .
We have chosen ratios of the kind m
1
because they are more stable during the
computations.
We consider the behaviour of βλ and βv reliable when the differences
|β5/1λ − β4/1λ | and |β5/1v − β4/1v | are smaller than unity. In figure (6.1) we show
the difference |β5/1λ − β4/1λ | for n = 4. The region of Borel summability of
the β-functions in the renormalized parameters space is determined by the
same conditions imposed to bare parameters to identify the region of stability
[27, 33]. Therefore stability conditions (5.17) tell us that the Borel summable
region is λ+ 3v > 0.
Indeed we can see in figure (6.1) that the difference |β5/1λ −β4/1λ | has large
values in the region λ + 3v < 0. As long as we stay in the region of Borel
summability, for v . 8 and −6 . λ . 6, numerical results are reliable. We
can come to similar conclusions when we observe the difference |β5/1v − β4/1v |
(n = 4), displayed in figure (6.2).
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Figure 6.1: Contour and 3D plot of |β5/1λ −β4/1λ |. The dashed line λ+ 3v = 0
delimits the Borel summable region λ+ 3v > 0.
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Figure 6.2: Contour and 3D plot of |β5/1v −β4/1v |. The dashed line λ+ 3v = 0
delimits the Borel summable region λ+ 3v > 0.
6.3 RG flow
For a given value of n we search possible fixed points for the model (5.3)
without the cubic term by solving the system:
βλ(λ, v) = 0
βv(λ, v) = 0
(6.5)
where the β-functions have been resummed as outlined in the previous sec-
tion.
6.3.1 n = 3 and O(8) critical exponents
We perform first the computation with n = 3 and compare our results with
that obtained directly from βu of the O(8) model, reported in the appendix
B.
We use both the approximants
[
5
1
]
and
[
4
1
]
and we find one stable fixed
point at {λ∗ = −8.20(0.69), v∗ = 8.21(0.69)}, where the error corresponds
to one standard deviation. In terms of the O(8) coupling constant (5.6)
u = v + λ
6
we have u∗ = 6.85(0.69).
The computation with βu is more precise. We employ the approximants[
5
1
]
,
[
4
1
]
,
[
4
2
]
and we find u∗ = 6.847(0.074). In figure (6.3) we show the
behaviour of the three approximants of βu. There is a well defined course in
the region 0 ≤ u . 13.
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The two values of u∗ are in good agreement with each other.
In order to compute the O(8) critical exponents we then consider the RG
functions η(u) and η2(u) of the O(8) model
η(u) =
∂ lnZ
∂ ln t
1
2 |uo
(6.6)
η2(u) =
∂ ln(Zt/Z)
∂ ln t
1
2 |uo
(6.7)
We resum the series of η(u) and η2(u)
η(u) =
5u2
64pi4
− 5u
3
128pi6
+
1125u4
16384pi8
−
5u5
(
297984 + 3968pi
4
5
− 39552ζ[3]
)
6291456pi10
η2(u) = − 5u
4pi2
+
25u2
64pi4
− 1155u
3
1024pi6
+
5u4
(
91620 + 992pi
4
5
+ 16320ζ[3]
)
196608pi8
−
5u5
(
14690496 + 152256pi
4
5
+ 482560pi
6
63
+ 7986048ζ[3]− 1436160ζ[3]2 − 104448ζ[5]
)
12582912pi10
with different Pade´ approximants (
[
4
1
]
,
[
3
2
]
,
[
2
3
]
,
[
3
1
]
) and evaluate them at
the fixed point u∗.
We obtain
η ≡ η(u∗) = 0.0290(0.0026) (6.8)
ν ≡ 1
η2(u∗) + 2
= 0.828(0.015) (6.9)
where the errors correspond to one standard deviation.
Our results are in agreement with other calculations at six-loop order in
the MZM-scheme [32]. In table (6.1) we collect all the exponents of the O(8)
universality class. The other exponents are obtained from the scaling laws.
If there were a small g 6= 0 then the RG flow would move away from the
O(8) fixed point. Indeed the term
dijkqiqjqk = dijk[qiqjqk − q
2
10
(qiδjk + qjδil + qlδij)]
is a spin 3 perturbation of the O(8) model. Its crossover exponent φ3 at the
O(8) fixed point can be evaluated using the results of ref. [34]. We find at
six-loop order in the fixed dimension MZM-scheme, φ3 = 0.971(33), and at
five-loop order in the ε-expansion, φ3 = 0.950(50) .
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ν η γ α β
0.828(0.015) 0.0290(0.0026) 1.632(0.027) -0.484(0.045) 0.426(0.036)
0.830 0.027 1.637 -0.489 0.426
Table 6.1: Critical exponents of the O(8) universality class. We compare our
results (first line) with those of [32] (second line). In [32] only mean values
are reported.
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Figure 6.3: The O(8) β-function βu computed from Pade´ approximants[
5
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]
,
[
4
1
]
and
[
4
2
]
.
6.3.2 n ≥ 4
We then consider the system (6.5) for n = 4.
In figure (6.4) we show the zeros of βλ and βv respectively. We can see
that in the region of numerical reliability there are two points in which the
curves intersect each other. One is the trivial gaussian fixed point, while the
other is found at {λ∗ = 8.369∗10−23, v∗ = 4.401(0.024)}, from a computation
with the approximants
[
5
1
]
and
[
4
1
]
.
This fixed point is unstable, the eigenvalues of its stability matrix are
ω1 = −0.65(0.01) and ω2 = 0.82(0.02). We can see that it is the point
corresponding to (5.33) obtained in the ε-expansion.
So for n = 4 there are not stable fixed points. We do not have reasons
to expect a different behaviour for n > 4. We thus conclude that transitions
should be discontinuous for n ≥ 4.
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line λ+ 3v = 0 delimits the Borel summable region λ+ 3v > 0.
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Conclusions
In this work we have analyzed the critical behaviour of those systems which
admit the CP n−1 model as a continuum effective theory.
We have shown that quantum systems described by dimerized SU(n)
spins with antiferromagnetic nearest neighbors interactions admit the CP n−1
model as a continuum semiclassical theory. These systems can undergo a
quantum phase transition from an ordered Ne´el state to a VBL state, in
which spins tend to form independent pairs.
Quantum systems of this kind with SU(2) spins have been largely studied
both experimentally [7] and theoretically [4, 8, 22, 23]. It is known that the
correspondent quantum phase transition is described by the O(3) quantum
rotor model, which in turn maps to a classical O(3) model. We have easily
recovered this result by noting the equivalence of the CP 1 model with the
O(3) model.
SU(n) spin systems with n ≥ 3 instead are less directly accessible. How-
ever they can be experimentally realized by means of ultracold atoms in
optical lattices [10, 11].
We have pointed out that for dimerized SU(3) spin systems the transition
may be continuous and in the O(8) universality class (the transition may still
be discontinuous if the system is not in the attraction domain of the fixed
point).
We have thus computed O(8) critical exponents to five-loop order in the
3d-MS scheme: η = 0.0290(0.0026), ν = 0.828(0.015).
This statement is based on the assumption that the LGW action for the
Ne´el order parameter Q cannot contain cubic interaction terms because of
the required invariance under the transformation Q 7→ −Q. An analogous
situation occurs in the antiferromagnetic RP 2 model in which is present a
continuous transition in the O(5) universality class [26].
For n ≥ 4 we have not found stable fixed points in the RG flow within the
3d-MS scheme and the ε-expansion, therefore we state that the corresponding
quantum phase transition is discontinuous.
Monte Carlo simulations of a SU(n) bilayer antiferromagnet [14] are in
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agreement with the presence of a continuous transition for n = 3 and a
discontinuous one for n ≥ 4.
In ref. [15] it is shown that 3D-loop models can be mapped into the CP n−1
model and again by means of Monte Carlo simulations it is found evidence of
a continuous transition for n = 3. However in this case the resulting CP n−1
model can contain a cubic invariant term and the continuous transition seems
to belong to another universality class.
Appendix A
SU(n) algebra
The SU(n) generators Ta, (a = 1, . . . , n
2 − 1), are Hermitian, traceless ma-
trices which generate the closed SU(n) algebra
[Ta, Tb] = ifabcTc (A.1)
with fabc the structure constants.
The generators satisfy the following normalization condition:
Tr(TaTb) =
1
2
δab. (A.2)
It is useful to define a totally symmetric tensor dabc such that:
{Ta, Tb} = 1
n
δab + dabcTc, (A.3)
and explicitly we obtain:
dabc = 2 Tr [{Ta, Tb}Tc] . (A.4)
An important property of the SU(n) generators is their completeness
relation:
n2−1∑
a=1
(Ta)ij(Ta)kl =
1
2
(δijδkl − 1
n
δklδij). (A.5)
This relation will be the basic ingredient for the proof of all the identities of
the next section.
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A.1 Useful identities
In the renormalization procedure of the CP n−1 critical theory we will need
to know some contraction properties of the tensor (A.4) with itself.
We start noting that (A.4) is a traceless tensor:
diik = 4 Tr [TiTiTk] = 4c Tr [1Tk] = 0 (A.6)
where we have used that
∑n2−1
a=1 T
2
a is a Casimir operator, that is, an operator
which commutes with all generators of the algebra and therefore, because of
Schur’s lemma, it is proportional to the identity operator in a given irre-
ducible representation.
We now want to proof the following identity:
diαβdjαβ =
n2 − 4
n
δij (A.7)
We will then operate in this way: first we will write dijk in its expanded form
(A.4) and then will applicate the completeness relation (A.5) multiple times.
dijkdijl = 4 Tr [{Ti, Tj}Tk]Tr [{Ti, Tj}Tl]
= 4 [(Ti)αβ(Tj)βγ(Tk)γα + (Tj)αβ(Ti)βγ(Tk)γα]
[(Ti)ab(Tj)bc(Tl)ca + (Tj)ab(Ti)bc(Tl)ca]
After multiplication we obtain four terms:
1.
(Ti)αβ(Tj)βγ(Tk)γα(Ti)ab(Tj)bc(Tl)ca =
=
1
2
(
δαbδaβ − 1
n
δαβδab
)
1
2
(
δβcδbγ − 1
n
δβγδbc
)
(Tk)γα(Tl)ca =
=
1
4
(
δacδαγ − 2
n
δaγδαc +
1
n2
δacδαγ
)
(Tk)γα(Tl)ca =
=
1
4
(
− 2
n
)
1
2
δkl = − 1
4n
δkl
2.
(Ti)αβ(Tj)βγ(Tk)γα(Tj)ab(Ti)bc(Tl)ca =
=
1
4
(
δαcδbβ − 1
n
δαβδbc
)(
δβbδaγ − 1
n
δβγδab
)
(Tk)γα(Tl)ca =
=
1
4
(
nδaγδαc − 2
n
δaγδαc +
1
n2
δacδαγ
)
(Tk)γα(Tl)ca =
=
1
4
(
n− 2
n
)
1
2
δkl =
1
8
(
n− 2
n
)
δkl
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3.
(Tj)αβ(Ti)βγ(Tk)γα(Ti)ab(Tj)bc(Tl)ca =
1
8
(
n− 2
n
)
δkl
4.
(Tj)αβ(Ti)βγ(Tk)γα(Tj)ab(Ti)bc(Tl)ca = − 1
4n
δkl
Adding all these terms we finally obtain:
dijkdijl =
(
n− 2
n
)
δkl − 2
n
δkl =
n2 − 4
n
δkl
Proofs of other identities that we will give below follow the same steps of
identity (A.7), they are only longer because there are more terms to add, so
we will report only the results:
dαiγdβjγdαβk =
n2 − 12
2n
dijk (A.8)
dαiγdβjγdαlδdβkδ = (A.9)
=
n2 − 4
n2
δijδkl +
1
2
δilδkj +
1
2
δikδjl − 4
n2
δilδkj +
+
n2 − 16
4n
dijσdklσ − 4
n
dilσdjkσ − n
4
fijσfklσ
Finally we write for convenience contraction properties of the tensor dijkl,
which follow directly from the previous identities.
diikl = 2
n2 − 4
n
δkl (A.10)
dαβijdαβk = 2
n2 − 8
n
dijk (A.11)
dαβijdαβkl = 4
n2 − 9
n
dijγdklγ− 8
n
dijkl+2
n2 − 4
n2
(2δijδkl+δilδkj+δikδjl) (A.12)
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Appendix B
Beta functions
In this appendix we report the values of the β-functions computed to five-loop
order in the MS scheme.
βu = −εu+ 2u
2
pi2
− 57u
3
32pi4
+
u4(389 + 186ζ[3])
128pi6
+
u5 (1984pi4 − 15(51759 + 49904ζ[3] + 60320ζ[5]))
122880pi8
− 1
5160960pi10
u6
(
430101pi4 + 75400pi6 + 315 (−243330
−333239ζ[3] + 24ζ[3]2 − 667478ζ[5]− 646947ζ[7]))
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βλ = −ελ+
λ
(
λ
(
n2 − 15)+ 6nv)
4npi2
−λ
(
λ2
(
1168− 126n2 + 3n4)+ 2n2 (77 + 5n2) v2 + λ (−800nv + 68n3v))
128n2pi4
+
1
4096n3pi6
λ
(
2n3v3
(
2903− 13n4 + 2496ζ[3] + 2n2(197 + 96ζ[3]))
+λ3
(
13n6 − n4(839 + 12ζ[3]) + 12n2(1730 + 649ζ[3])− 128(1139 + 957ζ[3]))
+2λ2nv
(
68856 + 57600ζ[3] + n4(395 + 192ζ[3])− 2n2(4969 + 3312ζ[3]))
+2λn2v2
(
4n4 + n2(1765 + 1728ζ[3])− 3(7739 + 6528ζ[3])))
+
1
1966080n4pi8
λ
(
6n4v4
(
2368pi4 + n4
(
155 + 32pi4 − 6480ζ[3])
+5n6(−29 + 48ζ[3]) + 15n2 (−9269 + 32pi4 − 8144ζ[3]− 13440ζ[5])
−15(43209 + 64016ζ[3] + 103040ζ[5]))
+8λn3v3
(
5n6(7 + 72ζ[3]) + 5n2
(−54875 + 64pi4 − 82104ζ[3]
−178560ζ[5]) + 2n4 (88pi4 − 5(2663 + 2988ζ[3] + 1920ζ[5]))
+6
(−3176pi4 + 15(58991 + 84388ζ[3] + 136960ζ[5])))
+8λ3nv
(
n6
(
32pi4 − 15(1167 + 640ζ[3] + 800ζ[5]))
+n4
(−1369pi4 + 60(11239 + 7213ζ[3] + 9755ζ[5]))
−96 (1883pi4 − 60(8940 + 12253ζ[3] + 20155ζ[5]))
+3n2
(
8387pi4 − 20(164828 + 151569ζ[3] + 234315ζ[5])))
+4λ2n2v2
(
n6
(
2895 + 16pi4 − 3600ζ[3])
+n4
(
472pi4 − 15(27977 + 16112ζ[3] + 37120ζ[5]))
+720
(
236pi4 − 3(22245 + 31004ζ[3] + 50720ζ[5]))
+n2
(−19704pi4 + 30(261395 + 279456ζ[3] + 496800ζ[5])))
+λ4
(
15n8(−67 + 32ζ[3]− 80ζ[5])
+20n4
(−164827 + 222pi4 + 18072ζ[3] + 69600ζ[5])
+24n6
(
pi4 − 50(−59 + 67ζ[3] + 57ζ[5]))
+768
(
1583pi4 − 15(29939 + 40648ζ[3] + 66940ζ[5]))
−8n2 (19283pi4 − 10(757837 + 513714ζ[3] + 566640ζ[5]))))
− 1
3963617280n5pi10
λ
(−6n5v5 (63n8 (8pi4 − 5(61 + 80ζ[3]))
−105n6 (2825 + 96pi4 + 6288ζ[3]− 4608ζ[5])
+n4
(−327264pi4 − 60800pi6 − 105 (−232007− 555024ζ[3]
+52992ζ[3]2 − 902016ζ[5]− 508032ζ[7]))
−280 (50613pi4 + 11360pi6 − 18 (396047 + 859814ζ[3]
+159456ζ[3]2 + 1761816ζ[5] + 2603664ζ[7]
))
+n2
(−3747072pi4 − 822400pi6 + 105 (5662825 + 7977168ζ[3]
+52992ζ[3]2 + 18031104ζ[5] + 21845376ζ[7]
)))
+2λ5
(
3n10
(−252pi4 + 100pi6 + 315 (−109 + 488ζ[3] + 72ζ[3]2
−1240ζ[5])) + 12n2 (156072063pi4 + 27825800pi6 + 105 (−320405039
−321971772ζ[3] + 62890272ζ[3]2 − 565354944ζ[5]
−397542978ζ[7])) + n8 (150696pi4 + 16400pi6 − 315 (−20135
+246942ζ[3] + 8688ζ[3]2 + 130440ζ[5] + 272538ζ[7]
))
81
−5n6 (515088pi4 + 149780pi6 − 63 (−2098453 + 7340118ζ[3]
+1009464ζ[3]2 + 8776380ζ[5] + 14505372ζ[7]
))
−3840 (3201429pi4 + 733615pi6 − 63 (8050214 + 15343559ζ[3]
+2643726ζ[3]2 + 31822482ζ[5] + 46957239ζ[7]
))
−n4 (62922384pi4 + 3049000pi6 + 315 (−85910707 + 26500944ζ[3]
+38740224ζ[3]2 + 47717148ζ[5] + 206290098ζ[7]
)))
+8λ2n3v3
(
315n8(−1661 + 1428ζ[3]− 672ζ[5])
+70n6
(
4239pi4 + 800pi6 + 27
(
1223− 26576ζ[3] + 3136ζ[3]2
−44808ζ[5]− 14112ζ[7]))
−2n4 (786114pi4 + 15800pi6 + 315 (1734473 + 952590ζ[3]
+558096ζ[3]2 + 2176752ζ[5] + 6435072ζ[7]
))
+3n2
(−26741946pi4 − 6962000pi6 + 105 (68941403 + 99050520ζ[3]
+21284064ζ[3]2 + 212699952ζ[5] + 346604832ζ[7]
))
+30
(
28341096pi4 + 6441920pi6 − 63 (67774897 + 135943024ζ[3]
+23837568ζ[3]2 + 282678720ζ[5] + 415570176ζ[7]
)))
+4λ4nv
(
n4
(
90741294pi4 + 17659700pi6 + 945 (−30955487− 22179684ζ[3]
+4169384ζ[3]2 − 43475712ζ[5]− 34906032ζ[7]))
+n6
(−3101868pi4 − 592100pi6 − 315 (−3952403− 1762320ζ[3]
+561336ζ[3]2 − 4239408ζ[5]− 2206764ζ[7]))
+12n8
(
5649pi4 + 1100pi6 + 105
(−18283− 10734ζ[3] + 1008ζ[3]2
−25128ζ[5]− 19845ζ[7]))
+768
(
11653656pi4 + 2672375pi6 − 315 (5811173 + 11180057ζ[3]
+1930854ζ[3]2 + 23293326ζ[5] + 34312005ζ[7]
))
−12n2 (123583257pi4 + 25545650pi6 − 105 (260175425 + 326240376ζ[3]
+3571020ζ[3]2 + 620621748ζ[5] + 757301076ζ[7]
)))
+4λ3n2v2
(
n8
(
19908pi4 + 2000pi6 + 945 (3553− 1600ζ[3]
+224ζ[3]2 − 4000ζ[5]))
+9n6
(
96271pi4 + 29650pi6 − 105 (667717 + 422598ζ[3] + 11484ζ[3]2
+774168ζ[5] + 1121904ζ[7]))
+n4
(−47288934pi4 − 11068300pi6 + 315 (53986819 + 50850816ζ[3]
+2419512ζ[3]2 + 98341848ζ[5] + 137184516ζ[7]
))
−240 (22459038pi4 + 5134580pi6 − 63 (55083763 + 107736592ζ[3]
+18706920ζ[3]2 + 224643840ζ[5] + 330506568ζ[7]
))
+15n2
(
54652101pi4 + 12461510pi6 − 21 (602360767 + 824840334ζ[3]
+92960964ζ[3]2 + 1673661168ζ[5] + 2405102868ζ[7]
)))
−3λn4v4 (382059888pi4 + 86249600pi6 + 63n8 (−805 + 48pi4 − 3760ζ[3])
−2n6 (73584pi4 + 6400pi6 + 105 (26815− 6048ζ[3] + 13824ζ[3]2
−147456ζ[5]))− 315 (176904407 + 367505072ζ[3]
+65743104ζ[3]2 + 759588096ζ[5] + 1117670400ζ[7]
)
+2n2
(
6272784pi4 + 550400pi6 + 105 (4881235 + 9364512ζ[3]
+12524544ζ[3]2 + 22345344ζ[5] + 81285120ζ[7]
))
−672n4 (6196pi4 + 1300pi6 + 15 (−94137ζ[3] + 4728ζ[3]2
−8(7163 + 18336ζ[5] + 19845ζ[7])))))
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βv = −εv +
2λ2
(−4 + n2)+ 2λn (−4 + n2) v + n2 (7 + n2) v2
8n2pi2
+
1
128n3pi4
(−2λ3 (224− 76n2 + 5n4)+ λ2n (32 + 12n2 − 5n4) v − 44λn2 (−4 + n2) v2
−6n3 (11 + 3n2) v3)+ 1
8192n4pi6
(
4λn3
(−4 + n2) v3 (1239 + 79n2 + 768ζ[3])
+2n4v4
(
2071 + 33n4 + 1632ζ[3] + 8n2(107 + 60ζ[3])
)
+2λ4
(−4 + n2) (n4(51 + 48ζ[3]) + 192(69 + 94ζ[3])− 4n2(430 + 459ζ[3]))
+λ2n2
(−4 + n2) v2 (−6540 + 3n4 + n2(1841 + 576ζ[3]))
+2λ3n
(−4 + n2) v (57n4 + 6n2(−9 + 160ζ[3])− 16(323 + 672ζ[3])))
+
1
1966080n5pi8
(
8λ3n2
(−4 + n2) v2 (5n6(−25 + 12ζ[3])
+4n2
(
76900 + 213pi4 − 19065ζ[3]− 65400ζ[5])− 80 (5985 + 110pi4 − 27114ζ[3]
−46320ζ[5])− 120n4(218 + 125ζ[3] + 80ζ[5]))
−16λn4 (−4 + n2) v4 (−302pi4 + 10n4(−7 + 9ζ[3]) + 15(9321 + 8614ζ[3]
+14560ζ[5]) + n2
(−38pi4 + 5(3985 + 3276ζ[3] + 2400ζ[5])))
−4λ2n3 (−4 + n2) v3 (n4(6095 + 6480ζ[3]) + 15n2 (20993− 32pi4
+13248ζ[3] + 24000ζ[5])− 8 (4pi4 + 15(13611 + 3898ζ[3]
+7360ζ[5]))) + 4λ5
(−4 + n2) (n4 (54650− 601pi4 + 129420ζ[3] + 130500ζ[5])
+n6
(
12pi4 − 5(113 + 528ζ[3] + 420ζ[5]))+ 6n2 (1761pi4 − 20(10478 + 20667ζ[3]
+28440ζ[5]))− 64 (941pi4 − 15(8139 + 17560ζ[3] + 30580ζ[5])))
+2n5v5
(
25n6 + 1904pi4 + 5n4
(−6335 + 16pi4 − 6048ζ[3]− 3840ζ[5])
−15(40839 + 52192ζ[3] + 85120ζ[5]) + n2 (832pi4 − 5(67801 + 61248ζ[3]
+97920ζ[5])))− λ4n (−4 + n2) v (n6 (5505 + 16pi4 + 1440ζ[3])− 8n4 (370 + 223pi4
−36330ζ[3]− 62400ζ[5])− 128 (1778pi4 − 15(10365 + 33112ζ[3] + 58120ζ[5]))
+4n2
(
9026pi4 − 5(107887 + 411048ζ[3] + 714120ζ[5]))))
− 1
7927234560n6pi10
(
8λ3n3
(−4 + n2) v3 (756n6 (32pi4
−35(205 + 234ζ[3] + 304ζ[5])) + 9n2 (382452pi4 + 116000pi6 − 35 (−21521189
−12394608ζ[3] + 4267584ζ[3]2 − 5584224ζ[5]− 3132864ζ[7]))
+7n4
(
154764pi4 + 32000pi6 + 135
(−510375− 546696ζ[3] + 52736ζ[3]2 − 770976ζ[5]
−931392ζ[7]))− 60 (2308488pi4 + 483520pi6 − 63 (−5494493 + 3392784ζ[3]
+2602368ζ[3]2 + 13215680ζ[5] + 19305216ζ[7]
)))
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+6λn5
(−4 + n2) v5 (63n6 (−805 + 16pi4 + 1360ζ[3])+ 3n4 (56448pi4
+6400pi6 + 35
(−117901− 198288ζ[3] + 41472ζ[3]2 − 693504ζ[5]))
+n2
(
2801904pi4 + 483200pi6 + 105
(−6355645− 7884912ζ[3] + 135936ζ[3]2
−12595968ζ[5]− 13208832ζ[7])) + 7 (1529376pi4 + 368000pi6 − 45 (9307313
+12251024ζ[3] + 1267968ζ[3]2 + 24460800ζ[5] + 35562240ζ[7]
)))
+3n6v6
(
315n8(−13 + 144ζ[3]) + 2n6 (31752pi4 + 3200pi6 + 315 (−6263− 10272ζ[3]
+2304ζ[3]2 − 39040ζ[5]))+ 8n4 (151074pi4 + 26000pi6 + 315 (−96355
−127684ζ[3] + 3936ζ[3]2 − 209632ζ[5]− 197568ζ[7]))
+70n2
(
100008pi4 + 22400pi6 − 9 (2533513 + 3366240ζ[3] + 209664ζ[3]2
+6780032ζ[5] + 9088128ζ[7])) + 7
(
1859472pi4 + 425600pi6 − 45 (7326939
+13255024ζ[3] + 2123520ζ[3]2 + 26946304ζ[5] + 39626496ζ[7]
)))
−4λ5n (−4 + n2) v (4n8 (693pi4 + 200pi6 − 1890 (−86− 135ζ[3]
+8ζ[3]2 − 24ζ[5]))− 5n6 (218736pi4 + 43420pi6 − 63 (76121 + 428040ζ[3]
+13944ζ[3]2 + 1176576ζ[5] + 1238328ζ[7]
))
+ 384
(
7565712pi4 + 1751900pi6
−315 (1263875 + 4955156ζ[3] + 1352856ζ[3]2 + 12334392ζ[5] + 18368532ζ[7]))
+5n4
(
7986510pi4 + 1640180pi6 − 63 (4630507 + 20069244ζ[3] + 1660776ζ[3]2
+47835792ζ[5] + 56423304ζ[7]))− 24n2 (23794197pi4 + 5135650pi6 − 105 (10436051
+41031048ζ[3] + 6948972ζ[3]2 + 97543476ζ[5] + 131024628ζ[7]
)))
+4λ6
(−4 + n2) (n4 (43607466pi4 + 6514300pi6 + 945 (−1951007− 5531112ζ[3]
+684808ζ[3]2 − 12582820ζ[5]− 8408106ζ[7]))− 18n6 (94108pi4 + 10750pi6
+35
(−38207− 236775ζ[3] + 41364ζ[3]2 − 568824ζ[5]− 276507ζ[7]))
+2n8
(
13482pi4 + 1300pi6 + 315
(
73− 3804ζ[3] + 264ζ[3]2 − 8856ζ[5]− 6615ζ[7]))
+2304
(
996947pi4 + 229625pi6 − 105 (723275 + 2088535ζ[3] + 520206ζ[3]2
+4876178ζ[5] + 7330743ζ[7]))− 420n2 (1223253pi4 + 234040pi6 − 3 (26489909
+68500092ζ[3] + 2920608ζ[3]2 + 153726720ζ[5] + 165922722ζ[7]
)))
−2λ4n2 (−4 + n2) v2 (252n8 (11pi4 − 30(−74 + 37ζ[3] + 32ζ[5]))
+5n6
(−69930pi4 + 1280pi6 − 63 (−457417− 514548ζ[3] + 68352ζ[3]2 − 607104ζ[5]
−254016ζ[7])) + n4 (−14787486pi4 − 4421800pi6 + 1260 (−2467954 + 31239ζ[3]
+947076ζ[3]2 + 3772584ζ[5] + 7810992ζ[7]
))− 480 (5869164pi4 + 1331560pi6
−63 (263441 + 16647824ζ[3] + 5561040ζ[3]2 + 45093120ζ[5] + 66615696ζ[7]))
+3n2
(
139171956pi4 + 32823800pi6 − 105 (−60710447 + 173911944ζ[3] + 77362704ζ[3]2
+569684160ζ[5] + 874132560ζ[7])))
+6λ2n4
(−4 + n2) v4 (−8429232pi4 − 3126400pi6 + 63n6 (136pi4 − 5(−753 + 6304ζ[3]
+2880ζ[5]))− 315 (−42903763− 30145648ζ[3] + 2037504ζ[3]2 − 48801024ζ[5]
−71124480ζ[7]) + n2 (4298952pi4 + 1371200pi6 − 105 (17025583 + 19371840ζ[3]
+685440ζ[3]2 + 37868544ζ[5] + 60963840ζ[7]
))
+ n4
(
655536pi4 + 84800pi6
+105
(−1420272ζ[3] + 116352ζ[3]2 − 5(299353 + 582336ζ[5] + 254016ζ[7])))))
84 APPENDIX B. BETA FUNCTIONS
Bibliography
[1] L.D. Landau, Phys. Z. Sowjetunion 11 (1937) 26
[2] K.G. Wilson, Phys. Rev. B 4 (1971) 3174
[3] A. Pelissetto, E. Vicari, Phys. Rep. 368 (2002) 549
[4] S. Sachdev, Quantum Phase Transitions, (Cambridge University Press,
1999), second edition 2011
[5] J.G. Bednorz and K.A. Muller, Z. Phys. B 64 (1986) 188
[6] M.K. Wu, J.R. Ashburn, C.J. Torng, P.H. Hor, R.L. Meng, L. Gao, Z.J.
Huang, Y.Q. Wang, and C.W. Chu, Phys. Rev. Lett. 58 (1987) 908
[7] Ch. Ru¨egg, B. Normand, M. Matsumoto, A. Furrer, D.F. Mc Morrow,
K.W. Kra¨mer, H.U. Gu¨del, S.N. Gvasaliya, H. Mutka, and M. Boehm,
Phys. Rev. Lett. 100 (2008) 205701
[8] A.J. Millis, H. Monien, Phys. Rev. B 50 (1994) 16606
[9] K.I. Kugel and D.I. Khomskii, Sov. Phys. Usp. 25 (1982) 231
[10] A.V. Gorshkov, M. Hermele, V. Gurarie, C. Xu, P.S. Julienne, J. Ye, P.
Zoller, E. Demler, M.D. Lukin, and A.M. Rey, Nat. Phys. 6 (2010) 289
[11] G. Pagano, M. Mancini, G. Cappellini, P. Lombardi, F. Scha¨fer, Hui Hu,
Xia-Ji Liu, J. Catani, C. Sias, M. Inguscio, and L. Fallani, Nat. Phys.
10 (2014) 198
[12] N. Read, S. Sachdev, Phys. Rev. B 42 (1990) 4568
[13] T. Senthil, L. Balents, S. Sachdev, A. Vishwanath, and M.P.A. Fisher,
Phys. Rev. B 70 (2004) 144407
[14] R. Kaul, Phys. Rev. B 85 (2012) 180411
85
86 BIBLIOGRAPHY
[15] A. Nahum, J. T. Chalker, P. Serna, M. Ortun˜o, and A. M. Somoza,
Phys. Rev. B 88 (2013) 134411
[16] L.D. Landau, E.M. Lifˇsits, Statistical Physics, Part 1, (Editori Riuniti
University Press, 2010)
[17] K. Huang, Statistical Mechanics, (Wiley, 1987)
[18] J. Zinn-Justin, Quantum Field Theory and Critical Phenomena,
(Clarendon Press, Oxford, 1989), fourth edition Oxford 2002
[19] G. ’t Hooft and M. Veltman, Nucl. Phys. B 44 (1972) 189
[20] K.G. Wilson and M.E. Fisher, Phys. Rev. Lett. 28 (1972) 240
[21] N. Read, S. Sachdev, Nucl. Phys. B 316 (1989) 609
[22] A.W. Sandvik and D.J. Scalapino, Phys. Rev. Lett. 72 (1994) 2777
[23] M. Matsumoto, C. Yasuda, S. Todo, and H. Takayama, Phys. Rev. B
65 (2002) 014407
[24] J.M.D. Coey, M. Viret and S. Von Molnar, Adv. in Phys. 48 (1999) 167
[25] E. Dagotto, T. Hotta and A. Moreo, Phys. Rep. 344 (2001) 1
[26] L.A. Ferna´ndez, V. Mart´ın-Mayor, D. Sciretti, A. Taranco´n, and J.L.
Velasco, Phys. Lett. B 628 (2005) 281
[27] M. De Prato, A. Pelissetto, and E. Vicari, Phys. Rev. B 70 (2004) 1874
[28] A. Pelissetto, P. Rossi, and E. Vicari, Phys. Rev. B 63 (2001) 140414
[29] P. Calabrese, P. Parruccini, A. Pelissetto, and E. Vicari, Phys. Rev. B
70 (2004) 174439
[30] R. Schloms and V. Dohm, Nucl. Phys. B 328 (1989) 328; Phys. Rev. B
42 (1990) 6142
[31] H. Kleinert and V. Schulte-Frohlinde, Critical Properties of φ4-Theories,
(World Scientific, Singapore, 2001)
[32] S. A. Antonenko and A. I. Sokolov, Phys. Rev. E 51 (1995) 1894
[33] F. Basile, A. Pelissetto, and E. Vicari, JHEP02 (2005) 044
[34] M. De Prato, A. Pelissetto, and E. Vicari, Phys. Rev. B 68 (2003)
092403
