This paper describes the use of spatially-sparse inputs to influence global changes in the behavior of Dynamic Movement Primitives (DMPs). The dynamics of DMPs are analyzed through the framework of contraction theory as networked hierarchies of contracting or transversely contracting systems. Within this framework, sparsely-inhibited rhythmic DMPs (SI-RDMPs) are introduced to both inhibit or enable rhythmic primitives through spatially-sparse modification of the DMP dynamics. SI-RDMPs are demonstrated in experiments to manage start-stop transitions for walking experiments with the MIT Cheetah. New analytical results on the coupling of oscillators with diverse natural frequencies are also discussed.
INTRODUCTION
There is a growing body of evidence that motor primitives may form the basis for a rich set of sensorimotor skills in humans and animals (Mussa-Ivaldi et al., 1994; Bizzi et al., 1995; Rohrer et al., 2004; Hogan and Sternad, 2012) . From walking to grasping, the composition of primitive attractors could provide robustness as behaviors are generalized and recycled from past experience. Primitives may, in a sense, represent a compression of experience, capturing accumulations of knowledge that may be drawn on to simplify online control. This use of motor primitive techniques in biological systems would be well supported by the underlying nature of evolutionary change. Indeed, evolution necessarily proceeds through the accumulation of stable intermediate states (Simon, 1962) , building upon existing functional frameworks through stably layered complexity.
The use of dynamic movement primitives (DMPs) (Ijspeert et al., 2012) has sought to embody these principles for the development of sensorimotor skills in robotics. Dynamic movement primitives are systems of coupled ordinary differential equations that represent a target attractor landscape for robot motion. The attractor landscapes can be learned through demonstration (Ijspeert et al., 2002) or crafted through manual design. The landscapes of DMPs may represent attractors for a wide range of rhythmic and discrete movements (Schaal, 2006; Pastor et al., 2009 ).
Rhythmic DMPs are closely related to the mimicry of biological Central Pattern Generators (CPGs) (Marder and Bucher, 2001 ) within robotics (Ijspeert, 2008) . A hallmark of CPGs in biological systems is that a lowdimensional set of inputs can be used to orchestrate coordinated patterns of high-dimensional oscillatory motor control signals. Stable oscillations of Andronov-Hopf oscillators have been employed for pattern generation in bioinspired control of locomotion in air (Chung and Dorothy, 2010) and water (Seo et al., 2010) . Stable phase oscillators (Ajallooeian et al., 2013b) have been supplemented with sensorimotor feedback to stabilize quadrupedal locomotion (Ajallooeian et al., 2013a; Barasuol et al., 2013) . Across these results, low-dimensional inputs are capable to smoothly reshape high-dimensional target behaviors for dynamic machines.
Despite the popularity of DMP/CPG frameworks, analysis of couplings between coordinated primitive modules has largely been lacking in the literature. Contraction analysis (Lohmiller and Slotine, 1998) provides modular stability tools which may help to guide the architecture of more flexible and robust DMP/CPG frameworks. A preliminary analysis of discrete DMPs through contraction theory was provided in (Perk and Slotine, 2006) , with new analysis in this paper using transverse contraction theory (Manchester and Slotine, 2014b; Tang and Manchester, 2014) . Contracting systems are characterized by an exponential forgetting of initial conditions, providing a notion of stability without committing in advance to a particular trajectory. Such a notion is desirable from a practical standpoint, as success in situations form grasping a cup to running down a cliff are hardly characterized by unique solutions.
The composition of primitive contracting systems suggests a promising approach for robust online synthesis from offline knowledge (Lohmiller and Slotine, 1998; Perk and Slotine, 2006; Slotine and Lohmiller, 2001; . As we will see, contracting systems provide an abstraction of their performance, namely a contraction metric, contraction rate, and associated contraction region, which compactly characterize properties and robustness of composition. Contraction metrics, which guide online control, might be learned offline through drawing on experience, or through evolution, enabling application in systems beyond the limitations of current control synthesis tools. Experiments in learning stable attractors from demonstration (Khansari-Zadeh and Billard, 2011) can be cast as convex problems through a contraction viewpoint (Ravichandar and Dani, 2015) . This suggests that a notion of motor stability resembling contraction could guide a form of sensorimotor learning with favorable convergence.
These burgeoning extensions of contraction analysis offer an opportunity to understand and extend seeminglycomplex robot control frameworks. The main contributions of this paper are to provide an analysis of Dynamic Movement Primitives (DMPs) within the framework of contraction and to introduce a new functional tool for DMPs through spatially-sparse inhibition. Contraction analysis of DMPs provides new results related to scaling primitives in space through general diffeomorphisms, on the stability of rhythmic DMPs in general networked combinations, and robustness to parameter heterogeneity in coupled oscillators. Aside from using low-dimensional inputs to shape rhythmic high-dimensional behavior, we show that DMPs can be globally shaped through spatiallysparse modification to the DMP vector fields. This extension, which we call sparsely-inhibited DMPs (SI-DMPs) is used to manage start/stop transitions for phase oscillators in locomotion experiments with the MIT Cheetah robot.
The paper is organized as follows. Section 2 presents DMPs and draws on commonality across varied implementations in the literature. Section 3 provides preliminaries on contraction analysis, which are then used to analyze the stability of DMPs. Section 4 builds on this analysis with an extension to sparsely inhibit Rhythmic DMPs. Section 5 presents the validation of these results to inhibit oscillations that drive locomotion in a walking gait for the MIT Cheetah robot. A short discussion and concluding remarks are provided in Section 6.
DYNAMIC MOVEMENT PRIMITIVES
Dynamic movement primitives (Ijspeert et al., 2012) are systems of ordinary differential equations which can be used to generate target kinematic behaviors for robotic systems. While there are many implementations of DMPs within the literature, a single DMP (i.e. not coupled to any others) is generally structured as a hierarchy of three separate systems: a reference system, canonical system, and transformation system (Ijspeert et al., 2012) . We begin by providing examples of these systems in the literature, and then describe their common general properties.
Discrete (Point-To-Point) Motion Primitives
Discrete DMPs encode point-to-point motions, shaping both the behavior of the kinematic targets, as well as transients along the approach. Letting g represent a goal configuration, the state (y,ẏ, x) ∈ R 3 of a point-to-point DMP may be chosen to evolve as (Ijspeert et al., 2012) τÿ
(2) where k ∈ R + , b ∈ R + provide spring and damper values for a desired attractor towards the goal g, τ ∈ R + a temporal scaling factor and f (x) a forcing function. The variables (y,ẏ) encode a position and velocity for the output of the DMP, while x is a phasing variable which smoothly decays to zero. The forcing function f (x) can shape the transient behavior through phased-based forcing through Gaussian basis functions
It is common to learn weights w i for these forcing functions through demonstration (Ijspeert et al., 2012) , with learning accomplished through least-squares methods. In order to increase smoothness of the output, reference systems may be employed to filter external commands, for instance with an externally provided goal
Beyond translating the goal, adjustable attractor landscapes through spatial and time-based scaling have been sought as key characteristics within implementations of DMPs (Ijspeert et al., 2012) .
Consistent with the literature (Ijspeert et al., 2012) (1) is called a transformation system while (2) is called a canonical system. The role of the canonical system is to provide a notion of phase, while the transformation system uses the phase to shape the attractor landscape. Rhythmic primitives generalize this framework through the inscription of oscillations into the canonical system.
Rhythmic Motion Primitives
Letting x = (x 1 , x 2 ) ∈ R 2 , represent a new canonical system state, a choice for rhythmic DMP dynamics is
2 )x 2 (7) Theẋ = f x (x) dynamics in (6)-(7) are a stable AndronovHopf oscillator at radius r.
1 The forcing function f (x) provides phase-dependent forcing through von Mises bases
where the angle of x denoted θ(x) = atan2(x 2 , x 1 ). Filters similar to (4) may be added to smoothly shape references, such as the nominal center of oscillation g or the oscillation amplitude r, in response to changes in external reference.
Commonalities
Across these examples, and across the literature, there is a great deal of commonality in the varied implementations of DMPs. As highlighted previously, we can typically decompose each DMP into three separate subsystems:
(Canonical System) (9) y = f y (x, y, r) (Transformation System) (10) where r ∈ R nr the reference state, r ext ∈ R nr an external command, x ∈ R nx the canonical (phase) state, and y ∈ R ny the transformed output. Within the categorizations provided by contraction theory, reference systems are contracting in r, canonical systems are transversely contracting in x, and transformation systems are contracting in y. The next section provides more precise definitions of these terms and details the implications for architecting complex networks of DMPs.
CONTRACTION ANALYSIS OF DMPS

Contraction Preliminaries
Consider an system with state x ∈ R n and dynamicṡ
Given an initial condition x at time t = 0, x(t) denotes the flow along (11) for t seconds. We define
with its symmetric part
For a symmetric matrix Q ∈ R n×n we define its eigenvalues in nonincreasing order λ 1 (Q) ≥ λ 2 (Q) ≥ · · · ≥ λ n (Q). We note that A(t, x) defines a linear time-varying system on virtual displacements δx around x(t) according to δẋ = A(t, x)δx. Definition 1. (Lohmiller and Slotine, 1998) A system is said to be contracting in a forward invariant region C if any two solutions of (11) from different initial conditions converge to one another exponentially. Contraction can be characterized by the existence of a symmetric, uniformly positive definite metric M(t, x) : R × C → R n×n and a contraction rate λ > 0, such thaṫ
for all t ∈ R and x ∈ C.
Contraction metrics provide a differential change of variables for the differential dynamics. Given a metric M(t, x), a smooth factorization of M(t, x) = Θ T (t, x)Θ(t, x) with Θ(t, x) ∈ R n×n provides a differential change of basis
where F = ΘA +Θ Θ −1 is called a generalized Jacobian of A associated with the differential change of coordinates Θ. Thus, the contraction conditions are equivalent to the existence of a differential change of coordinates Θ such that λ 1 (F s ) ≤ −λ. As a matter of convention, contraction rates λ will be expressed as positive numbers, and the eigenvalues of the associated generalized Jacobian uniformly negative.
All of the above results apply to the use of the Euclidean norm to characterize convergence. This can be generalized (Lohmiller and Slotine, 1998) . Take any norm | · | : R n → R, with its induced norm denoted · . The associated matrix measure µ is defined as µ(A) = lim h→0 + 1 h ( I + hA − 1), originally introduced in (Lozinskii, 1959; Dahlquist, 1959) . See (Vidyasagar, 2002 ) for a more current treatment and (Desoer and Haneda, 1972) for relevant early applications. Under the Euclidean norm, λ 1 (F s ) ≤ −λ is equivalent to µ(F) ≤ −λ. More generally a system is contracting if there exists a matrix measure such that µ(F) ≤ −λ. It is important to emphasize that the freedom in norm is separate from and in addition to the freedom in metric when it comes to obtaining contraction certificates. Throughout the manuscript, unless otherwise specified, the Euclidean norm is assumed.
For systems which possess orbits, such as Rhythmic DMPs, perturbations in phase are persistent in time and thus cannot be contracting. However, relaxing contraction along the flow the of the system provides a useful related property of Transverse Contraction. Definition 2. (Manchester and Slotine, 2014b ) An autonomous system is said to be transverse contracting in a compact, strictly forward invariant region K if any two solutions of (11) from different initial conditions converge to one another exponentially up to a monotonic reparameterization of time. Transverse contraction is characterized by the existence of a time-invariant symmetric, uniformly positive definite metric M(x) : K → R n×n and a contraction rate λ > 0. Such that
for all x ∈ K and for all δx = 0 with
Intuitively, (16) relaxes the contraction condition along the vector field f (x) by enforcing that only displacements transverse to the flow need be contracting. A main implication of a system being transverse contracting applies when the region K does not have an equilibrium. Proposition 1. (Manchester and Slotine, 2014b) If f (x) = 0 for all x ∈ K and f transverse contracting on K, then the solution to (11) from any initial condition in K approaches a unique limit cycle. Theorem 1. Suppose the system (11) is autonomous and has a compact transverse contraction region K. Then there exists a differential change of coordinates δy = Θ(x)δx such that its generalized Jacobian F satisfies λ 1 (F s ) = 0 and λ 2 (F s ) < 0 uniformly.
Proof. See Appendix A.
Scaling in Space and Time
A central requirement of DMPs is an ability to scale primitives in space and time (Ijspeert et al., 2012) . A contraction viewpoint readily provides a new result towards a general class of system scaling operations. Assume a transformation systemẏ = f y (y, x, r) contracting in y under metric M(y, x, r), and a smooth diffeomorphism y = T(y). Letting J = ∂T ∂y , time-scaled dynamics for y can be formed to follow τ (t)ẏ = J(y) f y (y, x, r)| y=T −1 (y ) (17) with τ (t) > 0 uniformly. This system is contracting in y under metric M = J −T MJ −1 . An analogous result holds for a diffeomorphism applied to a transverse contracting system. Scaled primitives in time and in space have been pursued to shape transformation systems in R 2 and R 3 (Ijspeert et al., 2012) . The above result suggests this approach can be employed more broadly to shape DMP dynamics on R n . For instance, given a an AndronovHopf oscillator in R 2 with appended state dynamicsẋ 3 = −x 3 , . . . ,ẋ n = −x n , this transverse contracting system in R n could be sought to provide a target canonical limit cycle in an n-DoF robot arm through design of a diffeomorphism T.
A useful special case of the above result pertains to homogeneous transformations with scaling. When T(y) = sRy + y T , for R ∈ SO(n y ), s ∈ R + , y T ∈ R ny , the entire attractor landscape for y undergoes rotation, scaling, and translation when applied to y . Thus, contracting systems can be viewed in a sense as mother systems, akin to wavelets, with scaling in space and time providing contracting daughter systems. Additive copies of different daughter systems could be be sought, similar to the linear combinations of primitive attractors found in frogs (Mussa-Ivaldi et al., 1994; Slotine and Lohmiller, 2001) . In this light, a contraction viewpoint may also allow primitives to be used for multi-scale approximations of attractor dynamics, providing bases for the coarse and fine grains of motion in a precise theoretical context. The optimization of such multi-scale transformations, as opposed to learning underlying contracting dynamics themselves, presents a new area for study in DMP learning.
Combination Properties
Contracting systems possess useful compositional properties, retaining contraction through system combinations such as parallel interconnections, hierarchies, and certain classes of negative feedback (Lohmiller and Slotine, 1998) . Combinations of transverse contracting and contracting systems enjoy similar properties in certain cases (See Manchester and Slotine (2014b) for details). We state three results which will simplify the stability analysis of DMPs. Proposition 2. (Lohmiller and Slotine, 1998) If f 1 (t, x 1 ) contracting, and f 2 (t, x 2 , x 1 ) contracting for each fixed x 1 , then the hierarchyẋ 1 = f (t, x 1 ),ẋ 2 = f (t, x 2 , x 1 ) is contracting. Proposition 3. (Manchester and Slotine, 2014b) If f 1 (x 1 ) contracting, and f 2 (x 2 , x 1 ) transverse contracting for each fixed x 1 , then the hierarchyẋ 1 = f (x 1 ),ẋ 2 = f (x 2 , x 1 ) is transversely contracting. Proposition 4. (Manchester and Slotine, 2014b) If f 1 (x 1 ) transverse contracting, and f 2 (x 2 , x 1 ) contracting for each fixed x 1 , then the hierarchyẋ 1 = f (x 1 ),ẋ 2 = f (x 2 , x 1 ) is transversely contracting.
Contraction Analysis of DMPs
Discrete DMPs such as (1)-(2) employ a canonical system that is exponentially stable -and thus contracting. We introduce the following generalization. Theorem 1. Assume a discrete DMP wherein (8) is contracting in r, (9) contracting in x, and (10) contracting in y. Then the overall hierarchy (8)- (10) Fig. 1 . Contraction analysis readily admits stability specifications for discrete and rhythmic DMPs.
Proof. In the spirit of Perk and Slotine (2006) . Applying Proposition 2 to (8) in hierarchy with (9) shows that (8)- (9) is contracting jointly in r, x. Repeated application of this system in hierarchy with (10) provides the desired result. This is sketched in Figure 1 . 2 A similar result holds in the case of rhythmic DMPs, wherein a transverse contracting canonical system percolates the transverse contraction property to the rhythmic DMP as a whole. Its proof follows Thm. 1, except using Propositions 3 and 4. This result is depicted in Figure 1 . Theorem 2. Assume a rhythmic DMP wherein (8) is contracting in r, (9) transverse contracting in x, and (10) contracting in y. Then, for a fixed external reference r ext the overall hierarchy (8)- (10) is transverse contracting.
In the case of N coupled DMPs (rhythmic or discrete), assume a single reference vector r, with canonical states x = {x 1 , . . . , x N }, and transformation states y = {y 1 , . . . , y N }. Theorems 1 and 2 can be used to assert contraction for the coupled attractors. We discuss the case of CPGs to illustrate the application of this result.
CPGs can be interpreted to represent a network of rhythmic DMPs with coupling exclusively through phase variables x. Assuming a common reference vector r for N DMPs, as shown in Fig. 2 for N = 4, coupled diffusively through their phase variables x 1 , . . . , x N . Assume further that coupling occurs through neighbors N i according to: r = f r (r, r ext ) (18)
for some set of gains matrices with each K ij = K ji and (K ij ) s > 0 . When f x is an Andronov-Hopf oscillator as in (6)- (7) with gains K ij = kI, the canonical systems are guaranteed to asymptotically synchronize ) (i.e. x 1 = · · · = x N ). Combining synchronization results from Wang and Slotine (2005) with contraction results from Manchester and Slotine (2014b) allows this result to be generalized. Theorem 3. Assume a network of N rhythmic DMPs (18)-(20) whose individual uncoupled dynamics (f r , f x , f yi ) satisfy the assumptions of Thm. 2. Let A i = ∂f x /∂x| xi and L K the symmetric part of the weighted block-Laplacian matrix (Wang and Slotine, 2005) from the graph G with edges ∪ i {i} × N i . If G is connected and 
uniformly, then (18)- (20) is transverse contracting.
Proof. Graph connectivity and (21) guarantee asymptotic synchronization of canonical states (Wang and Slotine, 2005) . Transverse contraction of the reduced systeṁ z = f x (z, r) (to which each x i converge) implies transverse contraction of the coupled systems. Thm. 2 then ensures transverse contraction for the coupled DMPs.
2 Remark 1. Note that the requirement of a common reference system in Thm. 3 satisfies input-equivalence conditions from previous synchronization studies (Pham and Slotine, 2007) . The results on combination properties from this previous work could be pursued to analyze couplings between yet other modules in the DMP network. Remark 2. Suppose V ∈ R n(N −1)×nN with orthonormal rows, such that its nullspace represents the synchronization subspace for the x dynamics. Then (21) can be phrased equivalently as max i µ(A i ) + µ(−VL K V T ) < 0. This follows from (Russo and Slotine, 2011, Theorem 3) and the fact that µ(A + B) ≤ µ(A) + µ(B) for any matrix measure. Recent work (Davison et al., 2016) has shown that, in comparison to a Euclidean contraction analysis, nonsmooth Lyapunov analysis can achieve tighter critical coupling strength bounds within certain parameter ranges for coupled neural oscillator models. This suggests that a practitioner may consider the conditions max i µ(A i ) + µ(−VL K V T ) < 0 under different norms to limit required coupling gains. See also (Russo et al., 2013 ) for a more general discussion on matrix measures for contraction analysis of networked systems.
Coupled Oscillators with Multiple Frequencies
Contraction analysis also sheds light onto the case when heterogeneous canonical oscillators with multiple frequencies are coupled in networked combinations. When coupling systems to the physical world, natural passive dynamics of compliant mechanisms (Williamson, 1999) or low-level control loops (Seo et al., 2010 ) might be fixed. The coupling of these systems with CPG oscillators requires reasoning about coupled heterogeneous oscillators. Despite empirical observations on the robustness of such couplings to heterogeneity (Seo et al., 2010) , analytical results are largely lacking. We provide a brief discussion below which shows the capability of tools from transverse contraction to describe these phenomena. The implications of these results extend beyond robotics, and e.g., may illuminate entrainment mechanisms when driving spiking neurons, as in (Mainen and Sejnowski, 1995) .
Assume that the feedback-coupled oscillators (19) are not identical, but instead are each parameterized continuously by parameters ω i ∈ P.
It is assumed that each uncoupled systemẋ i = f x (x i , r, ω i ) is transverse contracting for ω i ∈ P. Proposition 5. Assume a nominal parameter selection ω 0 ∈ int(P) such that, when each ω i = ω 0 , the coupled canonical systems (22) Intuitively, this result is reminiscent of how contraction at a point can be extended to contraction within a guaranteed basin of attraction (Lohmiller and Slotine, 1998) .
Note that when each ω i ∈ W, each x i is bounded due to forward invariance of K. Thus, the mismatch
Viewing the heterogeneous oscillators with ω i = ω 0 as a disturbance on the case when each ω i = ω 0 , Transverse contraction analysis allows for us to further assert a region where the limit cycle O must reside. Assume a transverse contracting system with rate λ subject to disturbance d. It is straightforward to show, using EulerLagrange conditions on the geodesics underlying M(x) (Singh et al., 2017) , that any perturbed trajectory stays within a tube of radius R λ d around its unperturbed trajectory. Again, R > 0 depends on M alone. This result is stated formally and proved in Appendix A.2. Thus, for parameters near the homogeneous parameter set, the limit cycle O for the heterogeneous oscillators varies continu- (4, 4) . New results guarantee a common period for changes in parameter heterogeneity within an open set, and continuity of the resulting periodic orbit across parameters.
ously. Figure 3 shows an example of coupling heterogeneous Van der Pol oscillators. Coupled oscillators reach a common period despite significant heterogeneity. Remark 3. It is interesting to note that transverse contraction on a simply connected K implies contraction on K (Manchester and Slotine, 2014a) due to results from (Leonov et al., 1996, Thm. 3 .1) and (Manchester and Slotine, 2014b, Thm. 4) . Thus, for parameter changes beyond W, the coupled system may remain transverse contracting but on a new, and simply connected region. In this case, parameter differences result in contracting behavior. Thus, since the system is autonomous, it will tend towards a unique equilibrium.
SPARSELY-INHIBITED RHYTHMIC DMPS
We have seen that DMPs allow a sparse set of reference inputs r ext to effectively shape the high-dimensional attractor landscape of discrete and rhythmic DMPs. This sections builds towards the ability switch between rhythmic and discrete DMPs through only spatially-sparse modification to the vector fields of the canonical system.
Local Influence of Contracting Dynamics
Here we show that if a transverse contraction region contains a contraction region, then all trajectories tend to a unique equilibrium. This will be a motivating mechanism in sparse control of transverse contraction. Theorem 4. Consider an autonomous system. Let K a transverse contraction region and C a contraction region. Furthermore, assume that K ∩ C = ∅. Then, within K ∪ C there is a unique equilibrium x * . Such x * satisfies x * ∈ K ∩ C and the solution from any initial condition x 0 ∈ K ∪ C satisfies x 0 (t) → x * exponentially as t → ∞.
Proof. Since C contracting, there is a unique equilibrium x * contained in C. Furthermore, the solution from any initial condition x c ∈ C ∩K satisfies x c (t) → x * exponentially as t → ∞. Since K strictly forward invariant, this implies that x * ∈ C ∩ K. In addition, by K transverse contracting, there exists a strictly monotonic reparameterization of time κ(t) such that the solution from any initial x k ∈ K satisfies x k (t) → x * (κ(t)) = x * exponentially. 2 Remark 4. This theorem may be combined with contraction tools for sequential composition methods (Burridge et al., 1999; Tedrake et al., 2010) as proposed in (Slotine and Lohmiller, 2001) . All states in the outer contraction region K are funneled to states in an inner contraction region C in the above theorem. In this spirit, a discrete set of controllers i = 0, . . . , n c which provide nested regions C i ⊂ K i could be sought to guide controller switching. If each C i ⊂ K i+1 , then for any initial condition x ∈ K 0 a nesting of the above theorem ensures the existence of a switching sequence which transports x(t) to C nc . Contraction metrics may represent a more flexible alternative to Lyapunov-based characterizations of composability, as existing Lyapunov-based methods rely on explicit reference trajectories.
With this theorem as motivation, we consider how the addition of a contracting vector field influences a transverse contracting system. Proposition 6. Assume two vector fieldsẋ = f 1 (x) anḋ x = f 2 (x) such that f 2 renders a compact region C contracting with rate λ 2 under a metric M(x). Then, there exists some α 0 > 0 such that for all α > α 0 the vector fielḋ
Letting α 0 = β 2λ2 it follows that any α > α 0 renders f 1 +αf 2 contracting on C under M. 
Application to Sparse Inhibition of Rhythmic DMPs
Proposition 6 can be used to sparsely inhibit networks of rhythmic DMPs. Assume a network as (18)- (20) with coupling only through canonical variables x = {x 1 , . . . , x N }. Also assume that the network satisfies the assumptions of Thm. 3. The coupled canonical dynamics for x decompose into the sum of a nominal transversely contracting component and a semi-contracting coupling component
where F x = {f x (x 1 , r), . . . , f x (x N , r)} and L is the blockLaplacian matrix of the network satisfying L s = L K as defined previously. Note that L K is positive semi-definite quantity, and due to connectedness of the graph, L K x = 0 iff x 1 = · · · = x N . Assume now that an additional influence g(x 1 ), contracting in the identity metric, is added to the dynamics forẋ 1 . Then
Letting
T , examining the symmetric part of the Jacobian in x reveals: Fig. 4 . SI-DMPs are applied to provide rhythmic oscillations for a four-beat amble gait.
Yet, since g contracting under the identity metric, the above is negative definite. Thus f inh is contracting.
Intuitively, a connected network topology allows contraction for a single node to percolate to contraction for the coupled network. In this light, (24) decomposes as the sum of a transverse contracting vector field with a contracting vector field. Prop. 6 thus ensures that for strong enough coupling gains and a strong enough influence of g(x 1 ), the entire coupled transversely contracting network will transform into a contracting network through influence of g(x 1 ) alone. Indeed, since the transverse contraction conditions admit a unique orbit, such influence can be activated locally, anywhere along the orbit, in order to capture the oscillations of the entire network.
With this general networked systems view, sparse control could likely be applied to other contexts as well, for instance to modulate biochemical oscillations in the brain (Mainen and Sejnowski, 1995; Canter et al., 2016) . When oscillations follow predictable patterns, spatially sparse control allows the natural dynamics of the system to provide convergence to a desired area before expending effort. Such mechanisms could potentially offer energetic benefits in the application of inhibition in biochemical processes.
Remark 5. The ability to sparsely influence the qualitative behavior of large networks is also reminiscent of leader-follower networks and oscillator death through topologically-sparse network modification (Wang and Slotine, 2005) . The behavior of coupled oscillators have also shown an ability to inhibit or incite oscillations through temporally-sparse forcing (Gérard and Slotine, 2006) . Remark 6. The conditions of a bidirectional coupling K ij = K ji can be relaxed to consider directional couplings in the case that K ij = K = K T > 0 for a fixed K. The sparse inhibition result holds if all nodes are reachable from the inhibited node (Caughman and Veerman, 2006) .
EXPERIMENTS WITH THE MIT CHEETAH
This section describes experiments using SI-DMPs with the MIT Cheetah robot. The MIT Cheetah is a quadrupedal robot driven by brushless DC-electric motors capable of force-controlled operation with an ability to render ground reaction forces at rates of up to 100 Hz (Wensing et al., 2016) . These actuator capabilities and simple-model-based control enable the Cheetah to bound at speeds of up to 6 m/s (Park et al., 2017) and to autonomously jump over obstacles (Park et al., 2015) . Moving towards a more diverse set of gaits, the use of CPGs provides a promising method to stabilize the gait pattern from step to step and to smoothly transition this pattern between gaits. We report here on the use of SI-DMPs to manage start-stop transitions in a four-beat amble gait as show in Figure 4 . A video is provided online at https://youtu.be/v4d4CrKX1k0.
The reference system for the application of Rhythmic DMPs consists of a desired speed v and turn rate γ. Both are provided through a first-order low-pass filteṙ
Four Andronov-Hopf oscillators are used for all-to-all phase coupling with gains K ij = kI to synchronize the leg phases. Rotational invariance of the Andronov-Hopf dynamics admits a change of variables to encode the desired phase offset φ ij 2 between each leg, which is dependent on gait. Under such a change of variables, the coupled canonical systems take the forṁ
where R(φ ij ) is a rotation matrix of angle φ ij . Three joints per leg with angles θ (Pratt et al., 2001) as in previous work (Ajallooeian et al., 2013a) . While their influence is important for the overall control of the balance, the inclusion of these terms is not expressly addressed through the present CPG analysis. Their inclusion in analyzing postural stability represents and important area of future work. T and r 0 = 0.3. Figure 6 shows the influence of this contracting dynamic on top of the nominal Andronov-Hopf dynamics. Transverse contraction of the uninhibited network guarantees that the state x 1 reaches the region C, while switching on g(x 1 ) when x 1 in C guarantees contraction of the network. At t = 112.4s, this sparse influence is disabled, and high-dimensional oscillations resume. Figure 7 shows the canonical states across this transition, with contraction through sparse inhibition, and return to transverse contraction upon removal. 
DISCUSSION
A number of additions to these frameworks could be naturally pursued. As legged systems make a break contact with the environment beyond laboratory settings, handling environmental uncertainties is of paramount importance. Contact sensing, while not available in the current experiments, could be integrated to synchronize footfall timings despite touchdown perturbations. The robustness properties of contracting systems (Lohmiller and Slotine, 1998) encourage the applicability of this method to handle such inevitable disturbances in unstructured terrains.
Additional mechanisms to provide coupling from the transformation systems in the canonical dynamics, as in (Seo et al., 2010) , could be studied to craft responses from disturbances in challenging terrain. Individual limbs could weakly inhibit oscillations, with voting from all limbs required to overcome the threshold of Prop. 6. More exactly, given dynamics g 1 , . . . , g N contracting in the identity metric, nonnegative inhibition weights α 1 , . . . , α N could be selected based on feedback such that
in (24). Note that the contraction rate of f inh increases monotonically with each α i , allowing a consensus for inhibition to render F x (x, r) + f inh contracting, even for weak couplings L. Individual gains α i could be clamped such that an effect of majority voting would be required to inhibit oscillations. Voting may be pursued within the context of winner take all networks (Rutishauser et al., 2010) which admit principled analysis via contraction. More broadly, decentralized feedback could be studied to provide networks of inhibition. Cascades of inhibition are found commonly in the brain (Pfeffer et al., 2013) perhaps providing a universal building block for complex reasoning akin to NAND-based logic.
A main challenge in the use of the DMPs for terrain robust legged locomotion rests in addressing the role of body-state feedback in the CPG dynamics. Indeed, the current work does not reason about the contact forces that the limbs are exerting on the world as they move, and it is these contact forces which must be managed to stabilize the body in more challenging scenarios. The modular nature of contraction analysis provides promise that this analysis could be addressed in stages, without immediately requiring high-dimensional verification that is beyond the range of existing tools.
