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Verarbeitungsindustrie
Hochgradig komplexe Maschinen
Sehr schnell
2300 Bonbons/min
Zusammenschaltung: 
hochautomatisierte 
Verpackungssysteme
Herstellen und Verpacken von Massenbedarfsgütern
Störungen in der Verarbeitungsindustrie
Mögliche Lösung: Assistenzsysteme
Visionen für Assistenzsysteme
Wechseln Sie Komponente X
Stellen Sie Parameter Y auf  35 
Der Operator weiß genau, was er zu tun hat
Unsicherheit wird reduziert
Trainingslücken werden kompensiert
Produktivität wird gesteigert
Das Gesamtsystem wird optimiert
Problem: Assistenzsysteme können nicht alles wissen
Die meisten Störungen gehen 
vom Produkt, Packmittel oder 
Umweltbedingungen aus 
nur bedingt messbar
Was tun Operators, wenn ihnen ein Assistenzsystem 
falsche Handlungen vorgibt?
Assistenz basiert auf unvollständiger Information  oft fehlerhaft
Computer haben Probleme mit komplexen 
Interaktionen und unbekannten Störungen 
Designer können auch nicht alles wissen
Plan für heute
Was ist Automation Bias?
Warum entsteht Automation Bias?
Wie sollten Assistenzsysteme dem Operator helfen?
Einfache Alltagssysteme vs. komplexe Arbeitssysteme
Was ist Automation Bias?
Wenn ein Entscheidungsunterstützungssystem die wachsame
Informationssuche und Informationsverarbeitung ersetzt, 
neigen Menschen dazu, Systemvorschläge unkritisch zu übernehmen
Mosier et al. (1998). The International Journal of Aviation Psychology.
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Einfluss des Automatisierungsgrads
Parasuraman et al. (2000).  Transactions on Systems, Man, and Cybernetics.
Die Geschwindigkeit  
beträgt 450 Takte/min
Reduzieren Sie die 
Geschwindigkeit
Maschine reduziert 
die Geschwindigkeit
Die Geschwindigkeit 
ist für dieses Produkt 
zu hoch
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Onnasch et al. (2014). Human Factors.
Hoher Automatisierungsgrad
fördert Routine-Leistung und reduziert mentale Belastung
beeinträchtigt Leistung bei Problemen und Situationsbewusstsein
Negative Folgen sind am wahrscheinlichsten ab Stufe 3 
(Entscheidungen)
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Sarter & Schroeder (2001). Human Factors. 
Statusanzeigen oder Handlungsanweisungen?
Statusanzeige
Markierung ob sich Eis an 
Flügel oder Heck befindet
Vereisung am Flügel oder Heck
 Erfordern entgegengesetzte 
Handlungen
Piloten ignorieren sogar entgegengesetzte sensorische Hinweise
Handlungsanweisung
Erforderliche Steigrichtung
Korrekte Einstellungen für Klappen und Schub
Handlungsanweisungen führen zu mehr Fehlern 
und schlechterer Korrektur
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Erklärungsansätze für das Verpassen von Systemfehlern
Manzey et al. (2012). Journal of Cognitive Engineering and Decision Making; Parasuraman & Manzey (2010). Human Factors.
Operators prüfen nicht mehr
Die Daten werden nicht überwacht
Look-but-not-see
Die Daten werden überwacht aber nicht interpretiert
Entscheidungsverzerrung
Die Daten werden überwacht und interpretiert aber es wird nicht darauf reagiert
“das System weiß das besser als ich”
…alle drei Phänomene konnten nachgewiesen werden
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Entstehung: 
Aufmerksamkeitsverlagerung, Feedbackschleifen
Warum entsteht Automation Bias?
Unterschiede zwischen Personen
Hoff & Bashir (2015). Human Factors.
Alter Kultur
Persönlichkeit Berufserfahrung
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Erfahrung mit Automatisierungsfehlern
Bahner et al. (2008). Proceedings of the Human Factors and Ergonomics Society Annual Meeting; 
Manzey et al. (2012). Journal of Cognitive Engineering and Decision Making.
Information allein reicht nicht, man muss Fehler des Systems
selbst erlebt haben
Problem: 
praktische 
Anwendbarkeit
Erfahrung führt auch langfristig dazu, 
dass Personen das Prüfen nicht mehr 
vernachlässigen
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Wissen über die Sicherheit des Assistenzsystems
McGuirl & Sarter (2006). Human Factors; Yang et al. (2018). HFES Europe Chapter  Annual Meeting;
Skitka, Mosier, & Burdick (2000). International Journal of Human-Computer Studies.
Situationsspezifische, fortlaufend
aktualisierte Sicherheitsinformation
reduziert Automation Bias
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Verantwortung für das sichere Funktionieren des Systems 
reduziert Automation Bias
ACHTUNG: 
Verantwortung für schnelle Leistung und Multitasking 
steigert Automation Bias
 Belohnungssysteme  angemessen gestalten
Wie kann ein Assistenzsystem helfen?
W
as
 is
t 
A
B
?
Sy
st
em
e
U
n
te
rs
tü
tz
u
n
g
W
ar
u
m
 A
B
?
Traditionelle Annahme: Es gibt eine einzige beste Lösung
Rolle von Interfaces: dem Nutzer helfen, diese zu finden
Wo muss ich was eingeben?
Wo muss ich klicken?
Hinweise: 
Salienz, Ort, Vorschläge…
Ihm den 
Weg 
erklären…
Was sind die Vorteile einer Karte?
Erlaubt es dem Nutzer, mehr Fragen zu beantworten 
als die ursprünglich gestellte:
Was kann ich tun, wenn ich den gewohnten Weg 
nicht gehen kann?
Wie viel länger würde es dauern, Weg X zu gehen?
Gibt es in der Nähe eine andere Mensa?
…versus eine Karte geben
Wie sicherstellen, dass jemand den Weg zur 
Alten Mensa findet?
Ähnlicher Unterschied zwischen traditionellen Interfaces und einer 
Unterstützung von Situationsverständnis
→ fördert Anpassung und Flexibilität, erlaubt Alternativen
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Grafische Repräsentation der Domäne 
z.B. über Configural Displays
Bennett & Flach (1992). Human Factors.
Beispiel Massenbalance : Sind die Zu- und Abflüsse gleich?
Grafische Eigenschaften 
(emergent features) 
Zufluss 1 Zufluss 2
Abfluss
Zufluss 1: 
60
Zufluss 2:
90
Abfluss:
120 Zufluss 1 Zufluss 2 Abfluss
Emergent features:
Symmetrie, Parallelität, Vertikalität
→ Veränderungen der Werte
führen zu Störungen dieser Eigenschaften
Eigenschaften des 
Systems
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in Bezug auf die Taktung
Häufige Einwände unserer technischen Partner
…aber mein Auto sagt mir doch auch einfach was ich tun soll
…aber gut nutzbare Webseiten zeigen die richtige Handlung an
…bei Apple ist doch auch alles so einfach
…wir sollten davon lernen wie das bei Smartphones umgesetzt ist
…Info über den Systemzustand und die Zusammenhänge ist eine 
nette Zusatzoption für Experten. Der einfache Arbeiter ist damit 
überfordert und braucht das nicht zu wissen
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Einfache Alltagssysteme vs. 
komplexe Arbeitssysteme
Interface sollte es dem Nutzer einfach
machen, seinen Wunsch umzusetzen
Ich möchte einen neuen Stoff zu meinem Produkt 
hinzufügen
Ich möchte das Problem mit Handlung X lösen
Problemzentriertes Design
Dem Operator ermöglichen, 
zu verstehen wie er sein Verhalten
an die Situation anpassen kann
Nutzerzentriertes Design
Anpassung an den Nutzer, 
anstatt ihn zu zwingen, 
sein Verhalten an das System 
anzupassen
Ich möchte einen Spezialeffekt einfügen
Fokus ist nicht auf den Wünschen des Nutzers
sondern auf den Anforderungen des Prozesses
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In manchen Systemen müssen Nutzer nur 
wissen ob alles ordnungsgemäß funktioniert 
(und einen Experten kontaktieren, 
wenn das nicht so ist)
In manchen Systemen müssen 
Nutzer nur wissen was zu tun ist 
(Handlungsabfolge)
In manchen Systemen müssen Nutzer nur 
wissen welche Möglichkeiten es gibt
 Notwendigkeit von Situationsverständnis hängt vom Kontext ab
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Problem: Assistenzsysteme können nicht alles wissen
Die meisten Störungen gehen 
vom Produkt, Packmittel oder 
Umweltbedingungen aus 
nur bedingt messbar
Was tun Operators, wenn ihnen ein Assistenzsystem 
falsche Handlungen vorgibt?
Assistenz basiert auf unvollständiger Information  oft fehlerhaft
Computer haben Probleme mit komplexen 
Interaktionen und unbekannten Störungen 
Designer können auch nicht alles wissen
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Diskussion
Richtung für Optimierungen
Wenn das Assistenzsystem besser wird, sollte es dann dafür 
sorgen, dass ein Vermitteln von Situationsverständnis immer 
mehr reduziert werden kann?
Wollen wir nicht, dass Operators ihrem Assistenz-
system vertrauen?
Ja, aber: Vertrauen = kennen
Wie umgehen mit Überforderung?
Ungeklärte Frage, erfordert Maschinen- und Prozessverständnis 
seitens des Psychologen  Kooperation notwendig
Es gibt noch viele spannende Forschungsfragen 
