A strong law of large numbers for d-dimensional random projections of the ndimensional cube is derived. It shows that with respect to the Hausdorff distance a properly normalized random projection of [−1, 1] n onto R d almost surely converges to a centered ddimensional Euclidean ball of radius 2/π, as n → ∞. For every point inside this ball we determine the asymptotic number of vertices and the volume of the part of the cube projected 'close' to this point. Moreover, large deviations for random projections of general product measures are studied. Let ν ⊗n be the n-fold product measure of a Borel probability measure ν on R, and let I be uniformly distributed on the Stiefel manifold of orthogonal d-frames in R n . It is shown that the sequence of random measures ν ⊗n • (n −1/2 I * ) −1 , n ∈ N, satisfies a large deviations principle with probability 1. The rate function is explicitly identified in terms of the moment generating function of ν. At the heart of the proofs lies a transition trick which allows to replace the uniform projection by the Gaussian one. A number of concrete examples are discussed as well, including the uniform distributions on the cube [−1, 1] n and the discrete cube {−1, 1} n as a special cases.
Introduction & Main Results
1.1. General introduction. One of the central aspects of the theory of high-dimensional probability is the study of convex bodies, i.e., compact and convex sets with non-empty interior, as the dimension of the ambient space R n tends to infinity. The investigation of their geometry and asymptotic shape combines methods and ideas from probability theory, classical convex geometry, and functional analysis. The understanding of such high-dimensional structures, in particular through their lower-dimensional projections, has turned out to be crucial in numerous applications, among others in statistics and machine learning in the form of dimensionality reduction, clustering, or regression [7, 16, 33] , in compressed sensing when studying general performance bounds for sparse recovery methods or low-rank matrix recovery [10, 17, 22] , or in information-based complexity when investigating the tractability of multivariate integration or approximation problems [19, 20, 21] . It has often been the probabilistic point of view that has lead to groundbreaking new results and insights into high-dimensional structures. In the classical theory as well as in modern developments, laws of large numbers and central limit theorems -describing the typical behavior of random objects -have been obtained for various quantities related to the geometry of convex bodies (see, e.g., [3, 23, 24, 35, 36, 37, 38, 39] or the textbooks [5, 9] ) and provided us with a quite deep understanding of the asymptotic behavior of convex bodies. However, the beauty of universality described by central limit phenomena comes at a price. For instance, the celebrated central limit theorem for convex bodies of Klartag [29, 30] roughly speaking says that most lower-dimensional marginals of a convex body in high dimensions are close to being Gaussian. Against this light, it is not possible to distinguish between different initial bodies via their lower-dimensional marginals on a scale of Gaussian fluctuations. On the other hand, it is well known in probability theory that, in sharp contrast to the central limit theorem, the large deviations behaviour of a sum of random variables is very sensitive to the distribution of the terms in the sum. Very recently, this point of view was transferred to high-dimensional probability and asymptotic convex geometry by Gantert, Kim, and Ramanan [18] who studied the large deviations behaviour of one-dimensional random projections of ℓ p -balls in R n , as n → ∞. In a quite short period of time, their work triggered a number of papers. Among others, the so-called annealed case in [18] was generalized to higher-dimensional marginals in [2] . The large deviations behavior of the q-norm of random points in high-dimensional ℓ p -balls was studied in [23, 24] . In [28] , Sanov-type large deviations for high-dimensional ℓ p -spheres were obtained and a non-commutative version for the empirical spectral measure of random matrices in Schatten unit balls has recently been proved in [25] . The present paper continues and complements this body of current research as we shall explain now. We start by investigating the shape of d-dimensional random projections of the n-dimensional cube, where d is fixed and n → ∞. We shall show that, after a suitable rescaling, the sequence of randomly projected cubes satisfies a strong law of large numbers, see Theorem 1.1. Roughly speaking, this result says that, typically, such random projections are close to a Euclidean ball of radius 2n/π. We then move on with a description of how the projected mass of the cube or the projections of its vertices are distributed inside this ball. More generally, we shall provide an explicit description of the large deviations of an n-fold product measure under d-dimensional random projections, where d is fixed and n → ∞, see Theorem 1.3.
Main results.
In this section we present the main results of this paper, which are stated as Theorem 1.1 and Theorem 1.3. The proof of Theorem 1.1 as well as the proof of Theorem 1.3 is build upon an analysis of Gaussian random projections and at its heart relies on a transition trick, which allows us to go from the Gaussian setting to the general one of Stiefel manifolds. We start by introducing the set-up we shall be working in. Let (g ij ) i,j∈N be an infinite array of independent standard Gaussian random variables. Given some n, d ∈ N with d ≤ n consider a Gaussian random (d × n)-matrix G = (g ij ) d,n i,j=1 : R n → R d and a pair of adjoint linear mappings I : R d → R n and I * : R n → R d given by
As we shall explain in Lemma 3.1 below, this particular choice of I and I * means that the collection of columns of I is uniformly distributed on the Stiefel manifold V n,d of orthonormal d-frames in R n . Therefore, I : R d → R n is a random isometric embedding whose image IR d is a d-dimensional linear subspace of R n distributed according to the Haar probability measure on the Grassmannian of all such subspaces. Hence, we can regard the operator II * : R n → R n as an orthogonal projection onto the random, uniformly distributed d-dimensional linear subspace IR d . We shall be interested in randomly projected objects such as the randomly projected cube II * ([−1, 1] n ). Since the operator I is an isometry between R d and its image IR d , we can use it to identify II * ([−1, 1] n ) ⊂ R n and I * ([−1, 1] n ) ⊂ R d . By abuse of language, we shall refer to the latter object as the randomly projected cube. The first object we study is the 'typical' shape of the (properly normalized) randomly projected cube I * ([−1, 1] n ), as n → ∞. To compare its shape to another one, we use the classical notion of Hausdorff distance. More precisely, we denote by K(R d ) the metric space of compact subsets of R d endowed with the Hausdorff distance d H , which, for A, B ∈ K(R d ), is given by
where B d 2 (0, r) denotes the Euclidean ball centered at the origin and having radius r > 0. The next result is a strong law of large numbers and shows that typically, after a suitable rescaling, I * ([−1, 1] n ) is close to the centered Euclidean ball of radius 2/π.
indicates that the limit is understood in the almost sure sense.
As a direct consequence of this theorem, we obtain a strong law of large numbers for the intrinsic volumes V 1 , . . . , V d of the projected cube. Here, we recall that the k-th intrinsic volume V k (K), k ∈ {1, . . . , d}, of a convex set K ⊆ R d is defined as
where L is a random k-dimensional linear subspace of R d which is distributed on the Grassmannian of all such linear subspaces according to the Haar probability measure, K|L stands for the orthogonal projection of K onto L and vol k for the k-dimensional Lebesgue measure (in L). In particular, if K has dimension d, V d (K) is the d-dimensional volume, 2V d−1 (K) is the surface area of the boundary, and V 1 (K) coincides with a constant multiple of the mean width of K. For the special case of the volume (corresponding to k = d) the next result complements the central limit theorem of Paouris, Pivovarov, and Zinn [36] . 
.
A central part of this work is to quantify how the randomly projected mass of the cube is distributed inside the ball B d 2 (0, 2/π). We do this in the framework of large deviations theory and shall approach this problem in the following more general set-up. We fix a probability measure ν on R with everywhere finite moment generating function M ν (x) = R e xu ν(du), x ∈ R, and assume that
for every ε > 0. By ν ⊗n we denote the n-fold product probability measure of ν on R n . Now, we define the random probability measure (1) . In other words, µ I ⊗n is a random projection of the product measure ν ⊗n rescaled by the factor 1/ √ n. This means that
for all non-negative measurable functions h :
Our next result shows that the sequence of random probability measures (µ I ⊗n ) n∈N satisfies an almost sure large deviations principle (LDP) and identifies the corresponding speed and rate function. For a formal definition of an almost sure LDP we refer to Definition 3.4 below, but we mention that roughly speaking this means that, almost surely,
for all 'reasonable' sets A ⊆ R d , where I is called the rate function.
Let ν be a probability measure on R satisfying (2) and let µ I ⊗n be defined by (3). Then the sequence (µ I ⊗n ) n∈N of random probability measures on R d satisfies an almost sure LDP with speed n and good rate function Λ * given as the Legendre-Fenchel transform of
where g ∼ N (0, 1) is a standard Gaussian random variable and · 2 denotes the Euclidean norm.
The rest of the paper is organized as follows. In Section 2, we take a look at a few examples of distributions ν on R and determine in some of the cases the precise rate function Λ * or extract some of its properties. Section 3 provides the necessary concepts and results that are used in the proofs. Section 4 is devoted to the analysis of large deviations in the Gaussian setting and the transition to the general case as well as the proof of Theorem 1.3 are presented in Section 5. Finally, in Section 6, we present the proof of the strong law of large numbers stated in Theorem 1.1.
Some special cases
Before we present the proofs of our main results, we discuss a few particular examples of distributions ν that satisfy (2) and for which the function Λ in Theorem 1.3 (or at least some of its properties) can be identified explicitly.
2.1. The standard Gaussian distribution. We start by taking for ν the standard Gaussian distribution N (0, 1). Then, ν ⊗n is the standard Gaussian distribution on R n , and its projection µ I ⊗n is the standard Gaussian distribution on R d rescaled by 1/ √ n. Therefore, the sequence µ I ⊗n satisfies a large deviations principle with speed n and rate function
With some effort, one can check that Theorem 1.3 gives the same result. Indeed, the moment generating function M ν is given by
Moreover, we can estimate
for any ε > 0, which implies that (2) is satisfied for all ε > 0. Next, we compute Λ(t) = E[log M ν ( t 2 g)] for t ∈ R d as follows:
In this particular situation also the Legendre-Fenchel transform of this function can be computed explicitly and is given by
since the supremum is attained at t = u.
2.2.
The uniform distribution on {−1, 1}. As we already know, the random d-dimensional projection of the cube [−1, 1] n is close to the Euclidean ball of radius 2n/π. We now investigate how the projected vertices of the cube are distributed inside this ball. To this end, we apply Theorem 1.3 in the special case when ν is the uniform distribution on {−1, 1}, that is, we take ν :
where δ x stands for the Dirac measure at x ∈ R. Then, ν ⊗n is the uniform distribution on the discrete cube {−1, 1} n . We are interested in random d-dimensional projections of this distribution, for fixed d ∈ N and as n → ∞. The moment generating function of ν is given by
Moreover, using that cosh(x) ≤ max{e x , e −x } for all x ∈ R, we see that
and g ∼ N (0, 1) is a standard Gaussian random variable. The rate function Λ * appearing in Theorem 1.3 is then given by Λ * (t) = Ψ * ( t 2 ), where Ψ * is the Legendre-Fenchel transform of Ψ. Roughly speaking, Theorem 1.3 states that the number of vertices of the cube [−1, 1] n whose projection is "close" to the point t √ n is given by 2 n e −Λ * (t)n+o(n) , for t ∈ R d , as n → ∞.
Let us check that Ψ * (u) = +∞ whenever u > 2/π and that Ψ * ( 2/π) = log 2. Indeed, for s ≥ 0 one has that
for all s ≥ 0. Moreover,
as s → ∞. If u > 2/π then (5) 
On the other hand, if u = 2/π, then 2/π s − Ψ(s) is a non-decreasing function of s by (4) , which implies that its supremum is attained as s → ∞ and hence equals log 2 in view of (5).
2.3.
The uniform distribution on [−1, 1]. Let us now consider for ν the continuous analogue of the discrete uniform distribution studied in the previous section. That is, we let ν be the uniform distribution on the interval [−1, 1] whose density is 1/2 on [−1, 1] and zero otherwise. Then, ν ⊗n is the uniform distribution on the cube [−1, 1] n and we are interested in its random d-dimensional projections. Clearly,
Since sinh(x) ≤ e x /2 for x > 0, we also have that, for any ε > 0,
Again, the rate function Λ * appearing in Theorem 1.3 is given by Λ * (t) = Ψ * ( t 2 ). Let us check that, as in the discrete case, Ψ * (u) = +∞ if u > 2/π. Indeed, we have
as s → ∞, where γ is the Euler-Mascheroni constant. By the same reasoning as in the previous section it follows that Ψ * (u) = +∞ whenever u > 2/π. On the other hand, since the expression for Ψ(s) contains the additional term − log s, we have that Ψ * ( 2/π) = +∞ in contrast to the discrete case.
Preliminaries
3.1. General notation. We start by introducing some notation that is used throughout the paper. We fix a space dimension d ≥ 1 and denote by · 2 the Euclidean norm and by · , · 2 the Euclidean scalar product in R d . For x ∈ R d and r > 0 we denote by B d 2 (x, r) the Euclidean ball of radius r centred at x, and put B d 2 := B d 2 (0, 1). Similarly, we denote by · ∞ the maximum norm on R d given by
For a subset A of a topological space we write A • and A for the interior and the closure of A, respectively. By (Ω, F , P) we denote our underlying probability space, which is implicitly assumed to be rich enough to carry all the random objects we deal with in this paper. By E we denote expectation (that is, integration) with respect to P. If more than one random object X is involved we shall use the notation E X to indicate that the expectation is taken only with respect to X. By N (0, 1) we denote the standard Gaussian distribution on R and write g ∼ N (0, 1) to say that the random variable g has distribution N (0, 1). In addition, if two random variables X and Y have the same distribution we indicate this by writing
The almost sure convergence of a sequence of random elements X n to another random element
The group of orthogonal d × d matrices will be denoted by O(d) and we shall write A * for the adjoint of a matrix A. Also, by id d×d we denote by d×d identity matrix and by id R d : R d → R d the identity map. For a linear map T : R d → R n (for some n ∈ N) we let T * be the adjoint operator satisfying T x, y 2 = x, T * y 2 for all x ∈ R d and y ∈ R n . Moreover, we denote by T op the operator norm of T , which is given by
3.2. Stiefel Manifolds. For n, d ∈ N with d ≤ n, the Stiefel manifold V n,d (over R) is defined as the set of all orthonormal d-frames in R n , i.e., the set of all ordered d-tuples of orthonormal vectors in Euclidean space R n . Alternatively, the Stiefel manifold can be thought of as the set of n × d matrices and a d-frame u 1 , . . . , u d is represented as a matrix with the d columns u 1 , . . . , u d . Formally, this means that
We denote by µ n,d the Haar probability measure on the Stiefel manifold V n,d , i.e., the unique probability measure on V n,d which is invariant under the two-sided action of the product of the orthogonal groups O(n) × O(d). We frequently refer to this measure as the uniform distribution on the Stiefel manifold. So, if A is a random matrix uniformly distributed on V n,d , then UAV d = A for every U ∈ O(n) and V ∈ O(d). The next result shows how to generate a uniform random element in V n,d using Gaussian random matrices. We include the proof for the sake of completeness. In our setting, taking T = G, I is the isometric embedding associated with the operator G.
Proof of Lemma 3.1. We show that I is uniformly distributed on the Stiefel manifold V n,d . In order to do this, we prove left and right orthogonal invariance, i.e., we show that for all U ∈ O(n) and V ∈ O(d),
For U ∈ O(n) and V ∈ O(d), we define a random linear operator
By computing the covariances between the entries of G, one easily checks that G d = G. For the random linear operator I := G * ( G G * ) −1/2 , we obtain
Therefore,
Since G d = G, we also have I d = I. Therefore, we conclude that
which shows the left and right invariance. We conclude that I is uniformly distributed on the Stiefel manifold V n,d . We remind the reader that in the previous proposition E[X] = F X dP stands for the Pettis integral of the F -valued random variable X, which we think of being defined on the probability space (Ω, F , P).
Random measures.
Consider a Polish space S. We denote by M 1 (S) the space of (Borel) probability measures on S and supply M 1 (S) with the σ-algebra B(M 1 (S)) generated by the evaluation mappings ε B : µ → µ(B), where µ ∈ M 1 (S) and B ∈ B(S), the Borel σ-algebra on S. This means that B(M 1 (S)) is the smallest σ-algebra for which all the mappings ε B become measurable. Endowed with the weak topology, the space M 1 (S) is a Polish space and B(M 1 (S)) coincides with the Borel-σ generated by the weak topology (see, e.g., [27] ). A random measure ν on S is a random element in the measurable space (M 1 (S), B(M 1 (S))), i.e., a measurable mapping ν : Ω → M 1 (S), where we recall that (Ω, F , P) is our underlying probability sapce.
3.5.
Large deviations and the Gärtner-Ellis theorem. Let us briefly present the necessary background material from the theory of large deviations, which may be found in [11, 12, 13] , for example. We start with the definition of full and weak large deviations principles. 
for all Borel sets A ⊆ R d . The rate function I is called good if its level sets {x ∈ R d : I(x) ≤ α} are compact for all α ≥ 0. We say that (µ n ) n∈N satisfies a weak LDP with speed s n and rate function I if the upper bound in (6) is valid only for compact sets A ⊆ R d .
We note that (6) is equivalent to the following two conditions: In this manuscript, we shall prove an almost sure version of a large deviations principle. In this setting, the probability measures µ n in Definition 3.4 are random and we require that (6) (or the two equivalent conditions (i) and (ii) above) hold for almost all realizations of the sequence (µ n ) n∈N . We shall use a special case of the Gärtner-Ellis theorem in our argument. To rephrase it, assume that (µ n ) n∈N is a sequence of probability measures on R d with moment generating functions ϕ n (t) :=
The Legendre-Fenchel transform of a function F : R d → R is denoted by F * and is given by
Proposition 3.6 (Gärtner-Ellis theorem). Let (µ n ) n∈N be a sequence of probability measures on R d with moment generating functions ϕ n , n ∈ N. Assume that the limit
exists finitely for all t ∈ R d and that Λ is differentiable on R d . Then (µ n ) n∈N satisfies a large deviations principle on R d with good rate function Λ * .
The case of Gaussian projections
Passing between Gaussian random matrices and random orthogonal projections in the Grassmannian sense has demonstrated to be useful in a variety of contexts as can be seen, for example, in [1, 6, 8, 14, 34, 36] and references cited therein. This will also be the spirit in our work, starting with the results for 'Gaussian projections' followed by a transition step that allows us to go over to random orthogonal projections. Of course, such a transition requires a careful analysis. Let us briefly describe the Gaussian setting. In what follows, ν will be a probability measure on R with everywhere finite moment generating function M ν satisfying (2) for all ε > 0. For n ∈ N we define the random probability measure
,n i,j=1 : R n → R d is a random Gaussian matrix with independent standard Gaussian entries. Our next result is an almost sure LDP for the sequence of random probability measures µ G ⊗n . It is the first step in the proof of our main result, Theorem 1.3.
Proposition 4.1 (LDP in the Gaussian setting). The sequence (µ G ⊗n ) n∈N of random probability measures on R d satisfies an almost sure LDP with speed n and good rate function Λ * given as the Legendre-Fenchel transform of
where g ∼ N (0, 1) is a standard Gaussian random variable.
Proof. For every n ∈ N we let ϕ n (t) := R d e x,t 2 µ G ⊗n (dx), t ∈ R d , denote the moment generating function of the random probability measure µ G ⊗n . Note that ϕ(t) is random because so is G. We have log ϕ n (nt) = log
for t ∈ R d . For n ∈ N, let X (n) := (X 1 , . . . , X n ) be a random vector with independent coordinates distributed according to ν. Also assume that X (n) is independent from the Gaussian random matrices G (and recall the dependence of G on n, which is suppressed in our notation). Then, for every t ∈ R d and all n ∈ N, we can write log ϕ n (nt) = log E X 1 ,...,Xn e GX,t 2 = log E X 1 ,...,Xn exp
Since d i=1 t i g ij has the same distribution as t 2 g j , where g 1 , . . . , g n are independent standard Gaussian random variables (that are assumed to be independent of X 1 , . . . , X n ), we obtain
Our aim is to show that 1 n log ϕ n (nt) converges almost surely, as n → ∞. To prove this, we shall use the strong law of large numbers in the Banach space C [−r, r] of continuous functions on the interval [−r, r], r ∈ (0, ∞) equipped with the · ∞ -norm (see Proposition 3.3). Consider the random element Z : Ω → C [−r, r], which assigns to each ω ∈ Ω the random continuous function
where g ∼ N (0, 1) is a standard Gaussian random variable. In order to apply the strong law of large numbers in this setting, we have to show that
Since moment generating functions are log-convex (where finite), we know that log M X 1 is a convex function on R. This means that for every ω ∈ Ω,
This estimate together with the symmetry of Gaussian random variables and the substitution y = rx implies that
where the finiteness follows from assumption (2) on the measure ν. Therefore, we obtain from the strong law of large numbers for random elements in separable Banach spaces (Proposition 3.3) that with probability 1,
uniformly for all t with t 2 ≤ r. This means that we can find a subset Ω 1 of our probability space Ω such that P(Ω 1 ) = 1 and for every ω ∈ Ω 1 the corresponding realizations of the moment generating functions satisfy
uniformly for all t with t 2 ≤ r. Since r ∈ (0, ∞) was arbitrary, we have for almost all ω ∈ Ω that the limit
exists for all t ∈ R d . We claim that the function Λ is differentiable on R d . To prove this, we can assume without loss of generality that E[X 1 ] = 0. Indeed, if E[X 1 ] = m = 0 we can write X 1 = Y 1 + m and note that
so that we can replace X 1 by its centered version Y 1 . Let us first prove that Λ is differentiable on R d \ {0}. We define the (infinitely differentiable) function f (z) := log M X 1 (z), z ∈ R. What we need to show is that the function
is differentiable on (0, ∞). This follows from the differentiation rule under the integral sign [31, Theorem 6.28] once we prove that, for all r > 0 and every interval [a, b] ⊆ (0, ∞),
Since the function f is convex, the supremum is attained either at a or at b and it suffices to prove that for all r > 0,
The differentiability of f implies that for each M > 0, sup y∈[−M,M ] |f ′ (y)| =: C M < ∞. Thus, splitting the integral into two parts, we have that, for each M > 0,
Let M 1 ∈ (0, ∞) be such that e −t 2 /(2r 2 )+log |t| ≤ e −t 2 /(4r 2 ) whenever |t| > M 1 . Then
Applying now integration-by-parts to the first integral shows that
The last expression is finite by our assumption (2), since te −t 2 /(4r 2 ) = O(e −t 2 /(8r 2 ) ). As the second integral can be handled in the same way, we conclude that Λ is differentiable on
It remains to prove that Λ is differentiable at the origin of R d . In fact, we shall show that its differential at the origin vanishes. To this end we need to prove that
as t 2 → 0. This is equivalent to
Assuming we can interchange limit and expectation we can write
To verify the assumptions of the dominated convergence theorem observe that for all |r| ≤ 1, it follows from the intermediate value theorem that
for some random variable ξ satisfying |ξ| ≤ |g 1 |. By the convexity of f we have that |f ′ (ξ)| ≤ |f ′ (g 1 )| + |f ′ (−g 1 )| and the random variables |f ′ (±g 1 )g 1 | are in fact integrable by the same arguments as we already used above. This finally completes the proof of the differentiability of the function Λ on R d .
Having established differentiability, we can now apply the Gärtner-Ellis theorem (see Proposition 3.6). From this we obtain for every ω ∈ Ω 1 that the corresponding realization µ G(ω) ⊗n n∈N satisfies a large deviations principle with speed n and good rate function Λ * being the Legendre-Fenchel transform of
In other words, this means that the sequence of random probability measures µ G ⊗n n∈N on R d satisfies the desired almost sure LDP.
The case of uniform random projections
Let n, d ∈ N with d ≤ n as in the previous section. In what follows, ν will be any probability measure on R satisfying (2) and ν ⊗n shall denote its n-fold product probability measure on R n . We want to prove an almost sure LDP for the sequence of random probability measures
is a random Gaussian random matrix with independent standard Gaussian entries. From Lemma 3.1 we know that I is uniformly distributed on the Stiefel manifold V n,d .
Proof of Theorem 1.3. We start by observing that for any measurable set A ⊆ R d (we use the notation that has just been introduced) and each ω ∈ Ω we have
The matrix (GG * ) 1/2 : R d → R d is invertible with probability one. Moreover, the entries of GG * are simply the inner products of rows of G, i.e.,
We therefore obtain from the classical strong law of large numbers that
In particular, this implies that 1 √ n (GG * ) 1/2 a.s. −→ n→∞ id d×d (9) as well. We will use the latter fact together with the almost sure LDP for µ G ⊗n n∈N provided in Proposition 4.1 to deduce an almost sure weak LDP for the sequence (µ I ⊗n ) n∈N . Weak LDP -upper bound: Let K ⊆ R d be a compact set. Let R ∈ (0, ∞) be such that K ⊆ B d 2 (0, R). As a consequence of (9), we know that on a set Ω 2 ⊆ Ω with P(Ω 2 ) = 1 the following holds. For every ω ∈ Ω 2 and ε ∈ (0, ∞) there exists some N = N(ε, ω) ∈ N such that for all n ≥ N,
This implies that for large enough n ∈ N,
on the event Ω 2 . In particular, as a Minkowski sum of two compact sets the latter set is again compact. Recalling from the proof of Proposition 4.1 that Ω 1 ⊆ Ω is the event with P(Ω 1 ) = 1 on which the almost sure LDP in the Gaussian setting holds, we obtain on Ω 1 ∩ Ω 2 that lim sup
where we used (8), (10) and Proposition 4.1 in this order. Taking the limit, as ε ↓ 0, and using the lower semi-continuity of the rate function Λ * , we obtain the desired weak LDP upper bound lim sup
Weak LDP -lower bound: We start with the case of a bounded open set U ⊆ R d . Let us define for ε > 0 the ε-interior of U as
Since U is assumed to be bounded there exists some R ∈ (0, ∞) such that U ⊆ B d 2 (0, R). Let ε > 0. Then, for every ω ∈ Ω 2 there exists N = N(ε, ω) ∈ N such that for all n > N, we have that 1 √ n
This means that, on Ω 1 ∩ Ω 2 , lim inf
where we used (8), (11) , and Proposition 4.1 in this order. Since the infimum of Λ * is attained either in (the interior of) U or on the boundary U \ U, we consider these two cases separately. First, we assume that the infimum is attained at x 0 ∈ U. Then there exists some ε 0 ∈ (0, ∞) such that B d 2 (x 0 , ε 0 ) ⊆ U . Letting ε ↓ 0, we find that x 0 ∈ U •εR once ε < ε 0 /R . Hence, for ε ↓ 0, we obtain lim inf
on Ω 1 ∩ Ω 2 . This shows the weak LDP lower bound for bounded open sets U when the infimum of Λ * is attained in U. Now, we assume that the infimum is attained at a point x on the boundary U \ U. In this case, we find a sequence (x n ) n∈N ⊂ U such that, as n → ∞,
More precisely, let δ ∈ (0, ∞). Then there exists N ∈ N such that
But for this N ∈ N and corresponding x N there exits
The latter holds in fact if ε 1 is replaced by any ε ≤ ε 1 . Therefore, letting ε ↓ 0 (and so eventually ε ≤ ε 1 ) we obtain lim inf 
This completes the proof of the almost sure weak LDP and it is left to prove almost sure exponential tightness, that is, exponential tightness on a subset of Ω with P-measure 1.
Exponential tightness: Let C ∈ (0, ∞). By Proposition 4.1 the sequence µ G ⊗n satisfies (on a set of measure one) an LDP with speed n and a good rate function. As a consequence, the sequence of measures is exponentially tight, i.e., there exists R ∈ (0, ∞) such that lim sup
on a set Ω 3 ⊂ Ω with P(Ω 3 ) = 1. As already used in (10), it follows from (9) that on Ω 2 and for sufficiently large n ∈ N, we have
Therefore, we obtain for large enough n ∈ N that
2 (0, R/2) on Ω 2 ∩ Ω 3 , were we used (13) in the last step. Taking logarithms and multiplying by 1/n, an application of the limit superior as n → ∞ together with the previous inclusion and (12) shows that lim sup We shall now proceed with a proof for the strong law of large numbers stated in Theorem 1.1.
As done before, we start in the Gaussian setting and then make a transition to the general case. Consider a Gaussian random matrix G = (g ij ) d,n i,j=1 : R n → R d with independent standard Gaussian entries. If e 1 , . . . , e n is the standard orthonormal basis of R n , then X 1 := Ge 1 , . . . , X n := Ge n are independent standard Gaussian random vectors in R d . We have that
where ⊕ stands for the Minkowski sum. By the strong law of large numbers for random convex sets [4] , we have that u, t 2 = E| u, X 1 2 |, u ∈ R d .
Since u, X 1 2 has distribution N (0, u 2 2 ), we conclude that
On the other hand, this is precisely the support function of a centered Euclidean ball in R d with radius 2/π. In other words this means that there is a set Ω 1 ⊆ Ω with P(Ω 1 ) = 1 with the following property on Ω 1 : for all ε 1 > 0 there exists N 1 ∈ N such that d H (n −1 G[−1, 1] n , E) ≤ ε 1 whenever n ≥ N 1 .
To make the transition from G to I * , we use Lemma 3.1 and write 1 √ n I * ([−1, 1] n ) = 1 √ n (GG * ) −1/2 G[−1, 1] n = √ n(GG * ) −1/2 1 n G[−1, 1] n .
According to (9) there exists Ω 2 ⊆ Ω with P(Ω 2 ) = 1 such that on Ω 2 , we have that for all ε 2 > 0 there exists N 2 ∈ N with the property that √ n(GG * ) −1/2 − id d×d op ≤ ε 2 for all n ≥ N 2 . Using (10) we conclude that, on Ω 1 ∩ Ω 2 we have that for each ε > 0 there exists N ∈ N with the property that
for n ≥ N. Similarly, using (11) , we see that on Ω 1 ∩ Ω 2 for each ε > 0 there exists N ∈ N with the property that
for n ≥ N. Letting now ε ↓ 0 and noting that P(Ω 1 ∩ Ω 2 ) = 1 proves Theorem 1.1. ✷ Proof of Corollary 1.2. The statement of the corollary follows directly from Theorem 1.1 together with the continuous mapping theorem and the fact that the intrinsic volumes are continuous functionals on the space of compact convex sets endowed with the Hausdorff distance.
