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Summary
For the first time, a full-dimensional quantum-mechanical description of excitation, dissociation
and ionization of H+2 in intense laser fields is presented. The quantum-mechanical propagation
of the nuclei is carried out approximately using time-dependent Floquet surfaces and the
Coulomb surface, switching between these surfaces is possible stochastically (”hopping”). The
impact of quantum effects in the nuclear dynamics on dissociation and ionization as well as their
interplay is investigated in detail. The results are in excellent agreement with experimental
data. It is shown in particular that quantum effects in the nuclear dynamics are essential for
the description and interpretation of the experiments.
Zusammenfassung
Erstmalig wird eine volldimensionale quantenmechanische Beschreibung von Anregung, Dis-
soziation und Ionisation von H+2 in intensiven Laserfeldern vorgestellt. Die quantenmechan-
ische Propagation der Kerne erfolgt approximativ auf zeitabhängigen Floquetflächen und der
Coulombfläche, zwischen denen stochastische Sprünge auftreten können (”hopping”). Der
Einfluss von Quanteneffekten in der Kerndynamik auf Dissoziation und Ionisation sowie deren
Zusammenspiel wird eingehend untersucht. Die Ergebnisse sind in exzellenter Übereinstim-
mung mit experimentellen Daten. Es zeigt sich insbesondere, dass Quanteneffekte in der
Kerndynamik entscheidend sind, um die Experimente zu beschreiben und zu interpretieren.
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1 Introduction
The fragmentation dynamics of H+2 have been studied extensively during the last three decades.
For atomic hydrogen, nature’s simplest atom, the nuclear degrees of freedom are quite unin-
teresting. Already for H+2 , nature’s simplest molecule, the new nuclear degrees of freedom
(vibration, rotation, orientation) lead to a rich variety of phenomenons in the dynamics when
exposing the molecule to a laser field (the reader not familiar with H+2 is encouraged to have
a look at the reviews [1, 2]). While for the atom fragmentation could be used as a synonym
for ionization, for the molecule fragmentation often refers to the dynamics of the nuclei only.
Fragmentation further splits into the channels Coulomb explosion (nuclear dynamics after ion-
ization H+2 → p + p + e) and dissociation (H+2 → p + H). The dissociation may be split into
finer channels, e.g. by including electronic excitation (H+2 → p + H∗), and/or by incorporating
the photon statistics of the light field (H+2 +n̄ω → p + H + (n̄−n)ω). The physicist’s task is to
understand the dynamics leading to these processes. This is achieved by experimental studies
and theoretical models, where the latter have to explain the versatile experimental findings
concerning the angular and energetic distribution of the fragments. The ultimate goal is not
only to observe, but also to predict, and even control the molecular dynamics by appropriate
tailored laser pulses.
Solving the time-dependent Schrödinger equation for an arbitrary molecule interacting with a
light field is practically impossible. Even for H+2 , solutions are obtained only when introduc-
ing several approximations and restrictions or simplified models. Besides generally accepted
approximations (like the dipole approximation) and inevitable practical restrictions (like finite
bases, finite grids, operator approximations), several approximations concerning the molecular
structure have been applied. A prominent model for H+2 is the two-state model, where only the
two lowest Born-Oppenheimer states are included in the calculation. A lot of results have been
obtained neglecting nuclear rotation, often with the molecular bond axis aligned towards the
laser polarisation direction, or, when considering ionization, even for fixed nuclei (for references
see [1, 2] and the next section). Besides the numerical attractiveness, describing the nuclei as
classical particles moving in some energy surface, determined by quantum-mechanical proper-
ties of the (disturbed) molecule, often comes with a good understanding of the fragmentation
mechanisms. For H+2 these are Coulomb explosion (in contrast to molecules with more than
one electron, ionization always leads to Coulomb explosion), bond softening [3], bond harden-
ing due to vibrational trapping [4], multi-photon dissociation [5], and zero-photon dissociation
[4]. Some of above effects, or e.g. bond softening due to tunneling1, or bond hardening due to
a reduced dipole coupling [6], might be missing in particular implementations of such a model.
1Similar to the ionization hopping introduced in Section 2.6.1 one could try to describe tunneling by a hopping
(better: diving) criterion, e.g. by using the Gamov factor calculated for the time-dependent barriers keeping
trajectories from dissociation. Due to the rather large nuclear mass, tunneling is probably very sensitive
to and only noticeable for a few laser parameters and initial conditions. This is not investigated further in
this work.
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In this work, an approximate quantum-mechanical treatment of the nuclear dynamics using
Floquet surfaces, which are eigenenergy surfaces of the molecule disturbed by a time-periodic
electric field, is employed to describe the dissociation dynamics of H+2 in an intense laser pulse.
The Floquet surfaces are completed by adding the eigenenergy surface after ionization, the
Coulomb surface. This new method is motivated, derived and tested in Chapter 2, in the
latter it is called Floquet hopping method (FHM).
In contrast to experiments, in theoretical calculations it is often relatively easy to disentangle
effects arising from different fragmentation mechanisms, different initial conditions, or different
laser parameters. While the last two are simply chosen for a calculation, they are only ap-
proximately known in the experiment. Not every situation desirable from the physicists view
can be realised in practice. For the fragmentation of H+2 the influence of the initial vibrational
state and the pulse parameters (shape,duration, wavelength, peak intensity) has already been
investigated in numerous works (see again [1, 2]). While these influences are also discussed to
some extend in this work, in Chapter 3 several results are presented not for single calculations,
but mixed together in some reasonable average (Franck-Condon, focal volume or even both).
This is done to get a view for the big picture, bringing theoretical and experimental results
one step closer together.
The majority of the ideas which are fundamental for this work are not new. A method
employing (Tully-) hopping between Floquet surfaces was used as a implementation of the
quantum-classical Liouville equation [7]. A method on first glance very similar to the FHM
(without ionization) was derived and applied to H+2 in [8], there are, however, some remarkably
differences in theory, implementation, and application between [8] and this work. A large
advantage of the FHM is that ionization is included at practical no extra computational cost.
The basic ideas for the treatment of ionization are taken from (Section 3.4 in) [9]. The
importance of the focal volume averaging when comparing experimental and theoretical data
also is well known. This average has been applied theoretical e.g. in [10] and can also be
applied ”backwards” experimentally (see e.g. [11]).
Besides being interesting on it’s own, the Floquet hopping method applied to H+2 so far is a
solid groundwork. It would be a nice quantum hop, if the application to larger molecules turns
out to be possible in practice.
Atomic units are used in this work unless stated otherwise.
2 Theory
2.1 Methods for the description of H+2
In this section a very brief survey of common methods which are used to deal with H+2 is given.
This overview is by no means complete, but it will help to classify the method developed in this
work. It would be nice if there where no need for such a chapter, and one could concentrate
purely on the physics, i.e. the molecule interacting with a laser field. However, even after
nearly one century of quantum mechanics, with remarkably progress in computing power, and
for a very simple molecule it is not possible to solve the underlying Schrödinger equation (for
the center of mass version see (2.3)) exactly.
A seemingly straight forward way is to integrate the Schrödinger equation on a spatial grid
using cylindrical coordinates. Problems here are the long-range Coulomb interaction (a large
grid is necessary), and singularities arising from the interaction and the cylindrical coordi-
nates. In the calculations presented by Chelkowski et al. for fixed nuclei [12], and later
for one-dimensional nuclear motion [13], an expansion in eigenfunctions of the radial kinetic
energy operator was used to deal with the singularities. Feuerstein and Thumm used a one-
dimensional model (one dimension for the nuclei and one for the electron) with a soft-core po-
tential [14]. Two more recent publications starting with grids, also addressing the dissociation-
ionization competition, are [15] (He et al.) and [16] (Yao and Zhao), in both the nuclear motion
is restricted to the laser polarisation axis. While results obtained without nuclear rotation can
be helpful for the general understanding, they are not really comparable to this work, since
geometrical and dynamical alignment have a large impact on the results. Above approaches
have in common that they allow for the description of the electronic dynamics (and therefore
ionization) and are ”non-Born-Oppenheimer” approaches.
Another rather straight forward way is to address the different time scales for electronic and
nuclear motion. By making a product ansatz for the molecular state and using the Born-
Oppenheimer approximation, one arrives at a Schrödinger equation for the nuclear degrees
of freedom. The properties of the electron, assumed to adapt instantaneously to changing
nuclear positions, are incorporated in energy surfaces and couplings (this is textbook material,
see e.g. [17]). Restricting the calculations to the two lowest Born-Oppenheimer surfaces (two-
state model) and neglecting nuclear rotation simplifies the calculations dramatically, while still
yielding fundamental insight in the dissociation dynamics. For early works see e.g. Giusti-
Suzor and Mies [4] as well as Jolicard and Atabek [18]. A lot different versions of such ”Born-
Oppenheimer”-approaches have been employed during the last years, one is the field-dressed
Born-Oppenheimer method (FBO) by Fischer et al. [19], including nuclear rotation, which is
used later in this work for some comparisons.
In a full quantum-mechanical treatment it is computationally prohibitive to include more than
a few electronic energy surfaces in such a calculation. Very often the two-state model is used,
some more states have been included in the calculations presented in [20, 21] (McKenna et al.).
While dissociation can be described very well, ionization is out of range for such an approach.
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This restriction doesn’t hold for another method especially important for this work, the non-
adiabatic quantum molecular dynamics method (NA-QMD) [22] by Kunert and Schmidt. This
is a mixed classical quantum-mechanical approach using an expansion of the electronic state
in atomic orbitals1. Using the NA-QMD method with a properly implemented absorber, it
is possible to describe ionization [23] (Uhlmann et al.). Recently the (mean-field) NA-QMD
method has been developed further to account for quantum effects in the nuclear motion via
surface hopping [24, 25, 26] (NA-QMD-H, Fischer et al.). Another approach of some impor-
tance for this work is the Floquet-based quantum-classical Liouville equation by Horenko et al.
[7], where the full quantum dynamics is approximated using a partial Wigner transformation.
An important degree of freedom, frequently neglected due to the increasing computational
cost, is the nuclear rotation. While simplified calculations may still be helpful to proof some
points, in a state-of-the-art calculation nuclear rotation should be included, at least whenever
a Born-Oppenheimer approach is used. The influence of nuclear rotation has been investigated
in many works, to name a few there are Charron et al. [27], Numico et al. [28], Uhlmann et
al. [29], Anis and Esry [30] as well as Fischer et al. [19, 31, 32].
The method presented in this work is a Born-Oppenheimer approach, including an approximate
quantum-mechanical treatment of the nuclear dynamics. For H+2 it is quite similar to the NA-
QMD-H method [24], where the difference is mainly the choice of the surfaces used for the
hopping (this is discussed in the next section), and the description of ionization. To give a
brief summary, in the FHM:
• The time-evolution of the electronic state is described using a field-dressed Born-Oppen-
heimer approach, not necessarily a two-state model.
• In the present implementation of the FHM the description of dissociation corresponds
to a two-state model.
• The nuclear dynamics, including rotation, are described using classical motion in time-
dependent Floquet surfaces and the Coulomb surface. Quantum-mechanical effects are
approximately accounted for by stochastic transitions between single surfaces.
• The transition probabilities between different Floquet surfaces are determined by the
electronic state.
• The transition probabilities to the Coulomb surface are determined by
a) the electronic state (using a large basis of dressed states and an absorber for the
propagation)
or
b) using precalculated fixed-nuclei ionization rates.
All these points are discussed in detail in the remaining sections of this chapter.
1Actually, the NA-QMD allows for the description of large molecules via density-functional theory and expands
the Kohn-Sham orbitals, not the electronic state. This doesn’t matter when H+2 is considered.
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2.2 Hopping between potential surfaces
When using a partial classical description for a molecule, one has to choose which part to
describe in which way. One choice is rather obvious: Some/all electrons should be described
quantum-mechanical, while the nuclei are approximated as classical point masses. The way
how to combine these parts is not that obvious. Applying the variational principle to the action
of a mixed classical quantum-mechanical system (given by A = Aqm + Acl) yields equations
of motion where the nuclei move on a mean-field energy surface [22]. While this approach
has shown to work in many cases (see e.g. the references in [24, 25, 26]), there are also
situations where a mean-field surface has nothing in common with the situation one wants to
describe. This has been addressed in [33], where an algorithm was proposed, which allows for
the propagation of the classical nuclei using one potential surface at a time. In contrast to the
mean-field approach (the mean-field surface is also one surface at a time), an appropriate set of
(not necessarily time-independent) surfaces has to be chosen. Instead of mixing them together
during the calculation, the nuclei are allowed to hop between single surfaces, with the hopping
probabilities determined by the quantum-mechanical evolution of the electronic system. Such
a model approximately accounts for quantum effects in the nuclear motion, which are lost in
mean-field approaches (for examples see again [24, 25, 26] and references therein).
The important point is to choose a set of surfaces which really is appropriate. It is crucial
that the surfaces are ”close-to-perfect” for the dynamics which still have to be determined.
Every flaw in the surfaces will be present in the dynamics. This is similar to the expansion of
a quantum-mechanical state in some finite basis. Using a basis containing only one state, an
optimal result is obtained if the state to be expanded is the basis state itself, in practice the
expansion will work if the original state and the basis state are ”close” enough for all times
considered. In contrast to the basis expansion picture, the quality of the approximated surface
doesn’t automatically increase when including more surfaces. However, a mean field approach
can give much better results than a surface hopping method with unsuitable surfaces chosen.
Using a very simple picture, a train mounted on a circular track won’t travel on a straight line,
even if other circumstances, e.g. the timetable, insists. As one can imagine, the passengers are
not too happy with driving a lot of circles instead of approaching their destination. In their
eyes the surface chosen for the propagation is, let’s say it politely, bad.
Finding suitable surfaces for the nuclear dynamics translates 1:1 to finding suitable single
basis states for the time evolution of the electronic system. Using undisturbed molecules as
example, the Born-Oppenheimer surfaces E(R) and Born-Oppenheimer states |ϕ(R)〉, which
are eigenstates and eigensurfaces of the undisturbed electronic Hamiltonian
H0el(R)|ϕi(R)〉 = Ei(R)|ϕ(R)〉 (2.1)
are a suitable choice. Here R denotes all relevant nuclear degrees of freedom, for field-free
H+2 this is just the bond length. Transitions (hops) between surfaces would only occur where it
is physical meaningful, namely at avoided crossings. These states and surfaces are promising
candidates for the description of field-free dynamics, e.g. relaxation dynamics following some
initial excitation. When disturbing the molecule with a laser field, the electronic state still
can be represented well by a linear combination of (many) Born-Oppenheimer states. A single
Born-Oppenheimer surface however is unsuitable for the description of the nuclear dynamics
in the laser field. The states/surfaces of first choice now are the Floquet states/surfaces. They
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arise from the diagonalisation of the Floquet Hamiltonian, which is a field-dressed electronic
Hamiltonian including the interaction with a 2π/ω-periodic laser field
HF = H
0
el − ~µ~F sinωt− i∂t. (2.2)
In (2.2) the dipole approximation and the length gauge is used, ~F is the electric field amplitude
and ~µ = q~r is the dipole operator. A possible way to arrive at the Floquet Hamiltonian is
given in Appendix A.1. The calculation and properties of the Floquet surfaces are discussed
in Section 2.4.2.
Especially for H+2 , the Floquet surfaces are frequently used to discuss the dissociation dynamics,
since for this one-electron dimer they are rather simple. The reader familiar with literature
concerning H+2 is most likely used to pictures like the upper panel of Figure 2.1. If not, it is
recommended to read Section 2.4.2 first to get an understanding of the Floquet surfaces as a
function of the interaction. Thinking of the relative motion of the H+2 nuclei as one effective
classical particle, the dissociation dynamics are understood and discussed using the motion of
this particle in the Floquet surfaces. This is normally done with words, not with calculations.
The rest of this section is used to show that, and why, a propagation with surface hopping
including the laser fails when using the Born-Oppenheimer surfaces, and works (even for short
pulses) when using the Floquet surfaces.
Figure 2.1: The
two lowest Born-
Oppenheimer surfaces
σg and σu: bare
(black), dressed with
different photon num-
bers (grey), and four
Floquet surfaces for
I ≈ 3·1013 W/cm2 and
ω = 0.057 ≈ 800 nm
(coloured lines).
The red and the
green surfaces are
also drawn for
I ≈ 1012 W/cm2 (thin
lines). In the lower
panel some couplings
between the corre-
sponding states are
shown, details are
given in the text.
Discussion of the surfaces and couplings
For lucidity a reduced model without nuclear rotation is used in this section. Only the two
lowest Born-Oppenheimer states/surfaces, labelled σg and σu, are considered. In the Floquet
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surfaces, again for lucidity, only the two lowest avoided crossings (1ω and 3ω) are included. Ne-
glecting the 5ω crossing means restricting the intensity to I . 5 · 1013 W/cm2 . The resulting
(Born-Oppenheimer, dressed state, and Floquet) surfaces are shown in Figure 2.1. Under-
standing the behaviour of the Floquet surfaces with changing laser parameters comes with an
understanding of the dissociation mechanisms bond softening (the ”opening” 1ω crossing for
some vibrational levels, here ν = 9, see Figure 2.1 at R ≈ 4.7), multiphoton dissociation (bond
softening for lower vibrational levels at higher order avoided crossings, here for ν = 3 at the 3ω
crossing, see Figure 2.1 at R ≈ 3.3 ) and vibrational trapping (in potential wells above avoided
crossings). For the Born-Oppenheimer states there is a direct coupling ~µgu(R)~F (t) sinωt be-
tween σg and σu due to the laser. For a constant F = 0.03, which is the same field amplitude
as used for the calculation of the Floquet surfaces, this coupling is shown in the lower panel of
Figure 2.1 (black line) without the oscillation ∼ sinωt. The important point is that this cou-
pling spreads over the whole range of R relevant for the propagation, the resonance points for
photon absorption are in no way distinguished from other regions. Neglecting nuclear rotation
and the pulse envelope, the coupling between two Floquet states relevant for the Tully hopping
is ∼ Ṙ(∂R)ab (see Section 2.3). These couplings are shown in Figure 2.1 for an arbitrary (but
reasonable) Ṙ = 0.01. For I ≈ 1012 W/cm2 the coupling at the 1ω crossing (thin red-green
line) spreads around the location of the 1ω resonance. For lower intensities the peak is much
narrower, similar to the coupling at the nearly closed 3ω crossing (red-blue line, shown for
I ≈ 3 · 1013 W/cm2 ). During the propagation such a coupling leads in almost every case to
a diabatic transition (hop) at the corresponding avoided surface crossing. A hop at such an
avoided crossing means ”normal” propagation, while an adiabatic transition (no hop) means
absorption or emission of a number of photons corresponding to the order of the underlying
crossing. The coupling at the widely opened 1ω crossing for I ≈ 3·1013 W/cm2 (thick red-green
line) isn’t that clear any more. There is, however, no reason why the Floquet states/surfaces
should fail for large intensities, and indeed the hops arising from such a coupling are still phys-
ical meaningful. At first glance it might look strange that the coupling doesn’t approach zero
for larger R. However, while the Floquet surfaces converge to some fixed value with increasing
R, the Floquet states don’t (see Figure A.3 on page 74). A further discussion of the hopping
between Floquet surfaces including nuclear rotation, a time dependent pulse envelope, and
larger intensities is given in Section 2.5.1.
Propagation examples
With all this considerations, the propagation using surface hopping between Floquet surfaces
looks promising. The question remains if, and how well, it works in practice. The long answer
is given in the rest of this work. As a short answer and conclusion of this section some
typical trajectories obtained with the FHM, and when using Born-Oppenheimer surfaces for
the hopping are compared. The calculations are done for laser-aligned H+2 in a laser with a sin
2-
shaped pulse envelope (pulse duration Tmax = 1000 ≈ 25 fs , ω = 0.057 ≈ 800 nm) and a peak
intensity of I ≈ 5 · 1013 W/cm2 . The FHM results are obtained using the normal FHM code
described later (a trajectory initially aligned along the laser polarisation axis doesn’t experience
any angular forces and stays aligned). The code for the Born-Oppenheimer calculations (BO)
is implemented separately, note that for the one-electron problem this is formally equivalent to
NA-QMD-H [24, 25, 26]. The trajectories presented in Figure 2.2 and Figure 2.3 are calculated
with classical initial conditions for ν = 9 (the same for both methods), these trajectories show
typical situations. There are, however, also trajectories where the differences between both
methods are not that severe.
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trajectory 1
Figure 2.2: A trajectory R(t) calculated with the FHM (lower left panel) and with Tully
hopping between σg and σu only (lower right panel). At each vertical line a hop occurs. In
the upper panels the occupation probabilities |ci(t)|2 for the involved states (dressed, Floquet,
BO) are shown, the colors of the Floquet state coefficients match the colors of the surfaces
given in Figure 2.1. The laser pulse starts at t = 0, peaks at t = 500, and ends at t = 1000.
Discussing trajectory 1 obtained with the BO (right panels in Figure 2.2), the behaviour of
the occupation probabilities (black for σg, blue for σu) is understood qualitatively in terms
of Rabi oscillations. The trajectory stays close to the 1ω resonance R ≈ 4.7, hence the high
amplitude of the oscillations. With increasing field amplitude (middle part of the pulse) the
oscillations get faster. Until now one could have hoped that the oscillating laser coupling,
the phases, and the amplitudes of the time-dependent expansion coefficients (all affecting the
hopping criterion) somehow work together in the vicinity of a resonance point, and lead to a
(one) physical meaningful transition from the σg- to the σu-surface. What happens instead
is a more or less randomly hopping to σu (vertical red lines) and back to σg (vertical green
lines). This results in an alternating repulsive and attractive force, keeping the trajectory
near the initial R. In clear contrast, the trajectory obtained with the FHM (left panels in
Figure 2.2) leads to a physical meaningful propagation (approximately) in the H+2 groundstate.
The three observed hops (vertical green lines) represent the diabatic passages at nearly closed
avoided crossings and are due to the Tully criterion (not the additional criterion explained
in Section 2.5.1 i)). The colors for the Floquet occupation probabilities are the same as for
the surfaces in Figure 2.1. The abrupt changes are due to the avoided crossings, they are
directly (and indirectly through the coupling) responsible for the hops. Note the smoother
change when the trajectory passes the 1ω crossing compared to the rough change at the 3ω
crossing (although the higher intensity). The occupation probability for the dressed states,
introduced in Appendix A.1 and used for the quantum mechanical propagation in the FHM,
are also shown. Their behaviour is again qualitatively understood in terms of Rabi oscillations
(note e.g. the small amplitude in the off-resonant case). The colors match the colors for the
Floquet surfaces of Figure 2.1 at large R. The reader may test himself with this colors after
reading Section 2.4.2. If not understanding the ”color switches” present in the Floquet values,
but absent in the dressed state values, it is recommended to read Section 2.4.2 again. One
more attempt to clarify the causality of the hops in the FHM trajectory is done: The time-
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dependent dressed state wavefunction (evolving smoothly) projected on the (laser-dependent)
Floquet states leads to a ”passive” hop in the Floquet state occupation probabilities. This
behaviour causes an ”active” hop for the nuclei (through the Tully criterion) to another surface.
Discussing trajectory 2 obtained with the BO (Figure 2.3), the situation doesn’t look much
different than for trajectory 1, besides this time, similar to the FHM result, the trajectory
dissociates. However, when examining the KER of such a trajectory, the values are more or
less random, which is not surprising with all the up-and-down hopping. Even off-resonant
(R ≈ 6) in the trailing edge of the pulse several physical meaningless hops occur. The FHM
trajectory in contrast doesn’t show a single hop. This is the situation frequently used to
explain bond softening: When the trajectory reaches the 1ω crossing at R ≈ 4.7, it takes the
adiabatic passage (no hop, it stays on the red surface), which means dissociation due to the
absorption of one photon.
trajectory 2
Figure 2.3: The same as Figure 2.2 for different initial conditions.
As a conclusion, hopping between Born-Oppenheimer surfaces fails completely in presence of
a laser. For larger intensities the oscillations of the expansion coefficients get faster, leading to
even worse behaviour. Using the dressed states for the hopping wouldn’t solve the underlying
problems. One might, however, still use a short, not too intense, laser pulse to prepare a
molecule in an excited electronic state. Once the pulse is over and nuclear initial conditions
are determined by whatever method, the Born-Oppenheimer surfaces are the first choice for
a propagation concerning the relaxation dynamics. This is exactly what is done in the FHM
for arbitrary pulse intensities: The initial conditions for the post-pulse relaxation dynamics
are determined by the nuclear coordinates and momenta at the end of the pulse, which are
explicitly obtained by the propagation using Floquet surfaces. For H+2 the relaxation dynamics
using only the σg and σu (and 1/R) surface is rather boring, but in principle this method is
applicable to arbitrary molecules.
2.3 Equations of motion
From here on, only H+2 in the center of mass frame and only a linear laser polarization is con-
sidered. While the theoretical generalization to more complicated molecules is rather straight
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forward, the practical realisation is at least demanding. The equation of motion one has to
solve is, in principle, the Schrödinger equation for the molecule interacting with a laser field.
Using the dipole approximation and the length gauge, for H+2 in the center of mass frame this
equation reads
i∂t|Ψ(t)〉 =
(
TN + Te −
1
|~r + 1
2
~R|
− 1
|~r − 1
2
~R|
+
1
R
− ~µ~F (t) sinωt
)
|Ψ(t)〉, (2.3)
with TN the (relative) nuclear and Te the electronic kinetic energy operator, ~µ = q~r = −~r
the electronic dipole operator, ~F (t) sinωt the classical laser pulse and the remaining operators
the Coulomb interaction between the three particles. Furthermore ~r is the electronic, ~R the
(relative) nuclear position operator and R ≡ |~R|. In this work it is not distinguished between
~F in the lab frame and ~F in the center of mass frame, also the reduced electronic mass is taken
to be 1 a.u.
A common starting point for the derivation of practical solvable equations of motion is an
expansion of the molecular state |Ψ(t)〉 into a suitable basis, e.g. the basis of field-dressed
Born-Oppenheimer states |φim〉 introduced in Appendix A.1. This expansion reads
|Ψ(t)〉 =
∞∑
j=0
∞∑
n=−∞
χjn(~R, t)|φjn(R)〉, (2.4)
where χjn(R, t) is identified with the position representation of the nuclear state corresponding
to the dressed state |φjn〉. Inserting this ansatz in the molecular Schrödinger equation (2.3)
would yield equations for the coefficients χjn, see e.g. [7] (where in further steps mixed classical
quantum-mechanical equations are derived by a partial Wigner transformation).
In this work, the step from the Schrödinger equation (2.3) for the molecular state |Ψ〉 to some
solvable working equations is done by
• solving Hamiltonian equations of motion for the nuclei, which are approximated as purely
classical point masses
• solving a Schrödinger equation for the electronic part of the molecular state
• coupling the equations above self-consistent, dealing with the parametric dependencies of
the electronic Hamiltonian and establishing a connection between the classical potential
surfaces and the electronic state
This steps are in accordance with the NA-QMD-Formalism [22], where the action of a mixed
classical quantum-mechanical system is defined, and used for the derivation of equations of
motion.
Before continuing, it has to be noted that an ansatz like (2.4) has some serious consequences.
Like the Born-Oppenheimer states, the dressed states depend parametric on R. One could
think of |Ψ(t)〉 in (2.3) as a state in a Hilbert space Hmolecule = Hnuclei ⊗Helectron. Instead for
|Ψ(t)〉, the ansatz (2.4) is made for |Ψ(~R, t)〉 ≡ 〈~R|Ψ(t)〉. While χjn(~R, t) can be identified
with the position representation of the nuclear state, R in |φjn(R)〉 is not a dynamic Hilbert
space variable.
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2.3.1 The classical equations of motion for the nuclei
For the nuclei of a diatomic molecule in the center of mass frame, the relevant degrees of
freedom are reduced to R, ϑ, and ϕ, where R denotes the internuclear separation, the angles ϑ
and ϕ denote the orientation of the internuclear axis to some fixed direction (see Figure 2.4).
As an additional simplification, for homonuclear molecules only the center of mass is affected
by the laser field. With the reduced mass M (approximately one half of the proton mass for
Figure 2.4: The nuclear degrees
of freedom R, ϑ and ϕ when con-
sidering H+2 in the center of mass
frame with a fixed direction given
by the amplitude ~F of the lineary
polarized laser field.
H+2 ) and potential surfaces Va, the classical Hamiltonian in spherical coordinates reads
H(R,PR, ϑ, Pϑ, ϕ, Pϕ, a, b) =
P 2R
2M
+
P 2ϑ
2MR2
+
P 2ϕ
2MR2sin2ϑ
+ Va(R, ϑ, ϕ, b),
where a is a fixed index introduced for later purposes, b is a parameter set (which may be
empty). With the canonical momenta
PR = MṘ; Pϑ = MR
2ϑ̇ and Pϕ = MR
2sin2ϑϕ̇
Hamilton’s equations of motion (Q̇i = ∂PiH and Ṗi = −∂QiH) are
Ṙ =
PR
M
ṖR = −∂RVa +
P 2ϑ
MR3
+
P 2ϕ
MR3 sin2 ϑ
ϑ̇ =
Pϑ
MR2
Ṗϑ = −∂ϑVa +
P 2ϕ cosϑ
MR2 sin3 ϑ
(2.5)
ϕ̇ =
Pϕ
MR2 sin2 ϑ
Ṗϕ = −∂ϕVa,
where it remains to choose the Floquet energies defined in Equation (A.7) on page 71 as energy
surfaces Va = Ea(R,F, ϑ, ω) as motivated in Section 2.2. This has some implications:
• With ϑ the angle between ~µ and ~F , ϕ becomes cyclic and Pϕ becomes constant.
• The electronic state affects the classical equations by the index a, which will be deter-
mined using a surface switching scheme.
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• In contrast to the Born-Oppenheimer surfaces E(R) (see (2.1)), the Floquet surfaces
depend on ϑ, therefore ϑ enters the classical equations of motion in a more satisfying
way than it would by choosing V = E(R) and introducing a ϑ-dependence by some
appropriate model (like in [34]).
An additional surface switching scheme to the Coulomb surface is used for the description of
ionization, hence Va =
1
R
is also possible in the propagation.
2.3.2 The Schrödinger equation for the electronic part
For the determination of the surface index a introduced in the last section, the quantum-
mechanical evolution of the electronic state |ψ(~R, t)〉 will be needed in the next section. For
this purpose, the electronic state |ψ(~R, t)〉 is expanded into dressed states:
|ψ(~R, t)〉 =
∞∑
j=0
∞∑
n=−∞
cjn(t)|φjn(R)〉. (2.6)
The dressed states |φjn〉 are chosen over the Floquet states |Φa〉 because of their simpler
parametric dependencies. This expansion is equivalent to (2.4) with the further restriction
χjn(~R, t) = cjn(t)δ(~R− ~R(t)), this means |ψ(~R, t)〉 is the solution of the electronic Schrödinger
equation along the classical path ~R(t):
i∂t|ψ(~R(t), t)〉 = Hel(~R(t))|ψ(~R(t), t)〉 (2.7)
=
(
Te −
1
|~r + 1
2
~R(t)|
− 1
|~r − 1
2
~R(t)|︸ ︷︷ ︸
H0el
−
[
~µ~F (t)
]
(~R(t)) sinωt
)
|ψ(~R(t), t)〉.
In contrast to (2.3) the former operator ~R now is the classical trajectory ~R(t) and ~µ in (2.7) is
not exactly the same ~µ as in (2.3). A rigorous mathematical investigation of the approximation
χ(R, t)→ δ(~R− ~R(t)) was given in [35].
Inserting the ansatz (2.6) into (2.7) yields
(Hel − i∂t)|ψ〉 = (H0el − ~µ~F sin(ωt+ α)− i∂t)
∑
j,n
cjn|φjn〉 = 0,
where for later purposes an additional carrier-envelope-phase α has been introduced. Using
the eigenvalue equation for the dressed states (A.6) and the chain rule for the parametric
R-dependence of the dressed states, the above expression reads
∑
j,n
ċjn|φjn〉 = −i
∑
j,n
cjn
{
Ej + nω −
~µ~F
2i
(
ei(ωt+α) − e−i(ωt+α)
)
− iṘ∂R
}
|φjn〉.
After applying the scalar product with another dressed state |φim〉, the result is
ċim = −icim(Ei +mω) + i
∑
j,n
cjn
{
~µij ~F
2
(
eiα
i
δn,m−1 −
e−iα
i
δn,m+1
)
+ iṘDijδmn
}
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where the abbreviation 〈φim|∂R|φjn〉 = 〈ϕi(R)|∂R|ϕj(R)〉δnm =: Dijδnm is used. Note that the
matrix elements in the dressed state basis (evaluated in the coordinate representation)
〈φim| · |φjn〉 =
1
T
T∫
0
dt e−imωt〈ϕi| · |ϕj〉einωt
include an average over one optical cycle T = 2π
ω
. Above equation is therefore not exact in
the case of interest (where R = R(t) and F = F (t)), nevertheless this approach has shown to
give reliable results even for pulses including only a few optical cycles [36]. A similar equation
of motion as given above was derived in [7], where the error due to the non-constant pulse
envelope was estimated to be of the order of the ratio between one optical cycle and the total
pulse duration.
The last step, which is important for the numerical realisation (see Appendix A.2), is to choose
the carrier envelope phase α = π
2
. This is no real restriction, since this only fixes the phase
at t = 0. The value of the carrier envelope phase at the laser peak α̃ might still be varied by
stretching the leading edge of the pulse a little. The equation for the expansion coefficients
finally reads
ċim = −icim(Ei +mω) + i
∑
j,n
cjn
{
~µij ~F
2
(δn,m−1 + δn,m+1) + iṘDijδmn
}
. (2.8)
2.3.3 The connection between classical and quantum mechanical
propagation
The classical motion affects the evolution of the electronic wavefunction trough R, Ṙ and ϑ. In
the numerical implementation this is accounted for by an alternating propagation of classical
and quantum-mechanical properties with appropriate time steps.
The quantum-mechanical evolution is used to determine the index of the energy surface for
the classical propagation. The switching/hopping between the Floquet surfaces Ea is done by
an adaption of Tully’s fewest switching algorithm [33], briefly summarized below.
Since the hopping is done between the Floquet surfaces, for this procedure the electronic state
is expanded into Floquet states |Φa〉 (see Equation (A.7) on page 71):
|ψ(~R, t)〉 =
∑
a
da(t)|Φa(P )〉, (2.9)
here P stands for the parameters R,F, ϑ, and ω which may be time-dependent. The time
evolution of the expansion coefficients (including the approximations introduced through the
time-dependent matrix elements as discussed in the last section) reads
ḋa = −idaEa − Ṗ
∑
b
db(∂P )ab
ḋa
∗ = ida
∗Ea − Ṗ ∗
∑
b
db
∗(∂P )
∗
ab,
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where the notation 〈Φa|∂P |Φb〉 = (∂P )ab is used. Assuming the index for the actual classical
surface to be a, the probability to find the electronic state in the Floquet state |Φa〉 evolves as
∂t(da
∗da) = ḋa
∗da + da
∗ḋa =
∑
b
−2Re
(
Ṗ da
∗db(∂P )ab
)
=:
∑
b
fab.
With this, according to Tully [33], for a 6= b the quantity gab is defined as
gab := ∆t
fab
|da|2
= −2∆tRe
(
db
da
Ṗ (∂P )ab
)
= −2∆tRe
(
db
da
∑
i
Ṗi(∂Pi)ab
)
, (2.10)
and if gab < 0 it is set to zero. Then, for 0 ≤ b ≤ N , b 6= a (with N < ∞ the size of the
Floquet state basis used in the implementation),
∑b
i=0 gai is compared to an uniform random
number 0 < ζ < 1. For the first value of b (if there is any) where the sum is larger than ζ, the
surface index is switched from a to b.
Several additional points like velocity adjustment and peculiarities due to the Floquet surfaces
are discussed in Section 2.5.1. Writing all relevant parameters explicitly, Equation (2.10) reads:
gab = −2∆tRe
(
db
da
(
Ṙ〈Φa|∂R|Φb〉+ Ḟ 〈Φa|∂F |Φb〉+ ϑ̇〈Φa|∂ϑ|Φb〉
))
, (2.11)
and it should be noted that (∂F )ab, arising from the laser field, is often considerably larger than
(∂R)ab, arising from the molecular structure, such that for short pulses (≈ 25 fs total time)
typical values of Ṙ(∂R)ab and Ḟ (∂F )ab are of the same order of magnitude. For the situations
considered in this work ϑ̇(∂ϑ)ab is rather small compared to the former terms and ω̇ = 0 holds
(since no chirped lasers are considered in this work).
Additionally, ionization is described with a hopping process to the Coulomb surface V = 1
R
.
The switching criterion for this is very simple: With N(t) the probability for the electron to
be found in any bound state, the probability for ionization during a finite time step ∆t is
Pi(∆t) = N(t−∆t)−N(t). In the numerical implementation this Pi is compared to a uniform
random number 0 < ζ < 1, and if ζ < Pi the calculation is continued with the Coulomb
surface. If ζ ≥ Pi, the considered trajectory stays bound, thus N(t) should be normalized
to 1. A simple way to realize this without interfering with the equations of motion for the
wavefunction is to change the hopping criterion to
Pi(∆t) =
N(t−∆t)−N(t)
N(t−∆t)
. (2.12)
The numerical details, mainly how N(t) is modelled during the propagation, are discussed in
Section 2.6.1. Possible later recombination or rescattering is neglected.
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2.4 Calculation and discussion of required quantities
2.4.1 Born-Oppenheimer states and Born-Oppenheimer surfaces
The starting point for all states and coupling matrices in this work are Gaussian basis functions
〈~r |g〉 = g(~r, ~r0, l,m, n,Γ) = Ng(x− x0)l(y − y0)m(z − z0)ne−Γ|~r−~r0|
2
. (2.13)
The Gaussian is centred at ~r0, Ng is the normalisation constant, Γ = 1/σ
2 controls the width
and the integer powers l,m, n control the angular momentum of the function.2 With a set of
such basis functions, properties like the overlap matrix Sab = 〈ga|gb〉 and basis representations
of operators like the Hamiltonian Hab = 〈ga|H|gb〉 can be calculated analytic. In addition many
values are real, which will come in handy at some steps. The calculation of Born-Oppenheimer
states then is done as follows:
i) A set of 36 Gaussian basis functions with the parameters given in Table 2.1 is placed
at the nuclear positions x0 = 0, y0 = 0, z0 = −R2 and x0 = 0, y0 = 0, z0 =
R
2
. The
parameters are taken from [34]. Although these basis sets could be chosen very large
without any impact on the computational effort in the later propagation, 2 × 36 basis
functions are found to be sufficient.
i.a) In addition to i), basis functions may be placed at fixed points (independent of R). This
necessary step for the description of ionization is used in Section 2.6.1 and discussed in
Appendix A.3.
ii) The overlap matrix Sab(R), basis representations of the field free Hamiltonian H
0
el(R) and
the dipole operator ~µ(R) as well as the nonadiabatic coupling matrix Dab(R) = 〈ga|∂R|gb〉
are calculated.
ii.a) The basis functions at each nuclear position are used to calculate atomic orbitals, which
are used as a new basis. The matrices from step ii) are transformed to the new basis.
This is not a necessary step on the way to molecular orbitals. However, the atomic
orbitals are orthonormal (Sab = δab), and somehow closer to the physical situation than
the Gaussians.
iii) The diagonalisation of the Hamiltonian yields a basis of molecular orbitals and the
corresponding eigenenergies. The matrices from step ii.a) have to be transformed.
type Γ0 n
s 16.57 6
p 1.39 4
d 0.34 3
Table 2.1: Parameters of the Gaussian basis functions centred at
the nuclear positions. The actual Γ is calculated as Γi =
Γ0f
−2i, 0 ≤ i < n with f = 1.7. The powers (lmn)
are (000) for the s-type, (100); (010); (001) for the p-type and
(200); (020); (002); (110); (011); (101) for the d-type Gaussians.
See Figure A.4 on page 76 for a picture of the molecular eigenenergies as a function of R. The
calculated energies and matrices are used to construct matrices in the basis of dressed states,
2For angular momenta l +m+ n ≥ 2 there are versions which would e.g. lead to 5 linear independent d-type
Gaussians instead of 6 linear dependent ones like (2.13), and therefore may be preferred if the number of
Gaussian basis functions is important for computational efficiency.
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e.g. the basis representation of the Floquet Hamiltonian (A.4) or the matrix A for rewriting
(2.8) as ċ = Ac.
For completeness, some additional computational details are given:
• In i), a step size ∆R = 0.1 is chosen for 0.1 ≤ R ≤ 20, it is increased for R > 20.
• The LCAO-step ii.a) yields only 10 bound atomic orbitals at each nucleus (increasing
the Gaussian basis, e.g. including f-type Gaussians, would increase this number). Re-
ducing the basis at each nucleus e.g. from 36 to 25 atomic orbitals or lesser (still using
36 Gaussians) will work fine for some calculations like the fixed nuclei ionization rates in
Section 2.6.1. Opposed to that, the Born-Oppenheimer surfaces will be affected quantita-
tively in a way not acceptable for the classical propagation (there is a small but noticeable
shift in the vibrational energies mainly affecting the classical initial conditions).
• When transforming the nonadiabatic coupling matrix to another basis, an additional
term arising from the explicit derivative of the transformation matrices has to be incor-
porated.
• The most demanding task in the whole procedure is to connect the results of the diago-
nalisation iii) at points R and R+∆R. One problem are crossings and avoided crossings
of the states and energies, which have to be sorted properly. For this task a relative
small step size ∆R (much smaller than in i)) is in order. Another problem is to patch
the pointwise results together in a way, such that the result is differentiable with respect
to R. This is discussed in Appendix A.2.
• The calculated properties are stored for later use. If values at intermediate points are
needed, they are computed by cubic spline interpolation.
2.4.2 Floquet states and Floquet surfaces
For the calculation of the Floquet states |Φ〉 and Floquet energies E introduced in Ap-
pendix A.1, a basis representation of the Floquet Hamiltonian (2.2) (see also Appendix A.1)
has to be constructed and diagonalized. While this is a relatively easy task for one point
(R,F, ϑ, ω), it is getting quickly out of hand when varying all four parameters in a physical
meaningful way. Because of this, the following restrictions are introduced:
• The frequency ω is taken to be constant. Fixing the frequency to ω = 0.057 (≈ 800 nm)
for all calculations presented in this work not only simplifies the calculations, it also
greatly increases the lucidity. With changing ω the position (in energy and R) of the
avoided crossings, and hence the dependence on the initial vibrational state of many ef-
fects change. However, the FHM in general is not restricted to fixed ω if one incorporates
an additional term ω̇〈Φa|∂ω|Φb〉 into Equation (2.11).
• Using ~F ‖ ~ez, spherical coordinates (R, ϑ, ϕ) and ~µ~eR ≡ µz, ~µ~F can be written as
~µ~F = µzF cosϑ+ µxF sinϑ cosϕ+ µyF sinϑ sinϕ.
In H+2 , fortunately, the ground state σg and first exited state σu are (energetic) well
separated from higher exited states. Since for this two states µx = µy = 0, the two
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parameters F and ϑ are reduced to Feff := F cosϑ. Restricting all (Floquet-) calculations
to these two states therefore reduces the parameter dimension by one. The validity of
this approximation depends on the coupling to the neglected states.
The restriction to the ground state σg and the first excited state σu, often called two state
model, is frequently used for H+2 calculations. While in the FHM the restriction to dressed
states and Floquet states constructed using only σg and σu yields more than two states (due to
the photon dressing), all effects arising from higher excited states are missing in the resulting
dissociation dynamics. Some higher lying states have been included in calculations in [20].
While they of course contribute, the two state model massively simplifies all ”Floquet related”
calculations and, when including ionisation, looks promising even for high intensities (see
Chapter 3).
With this restrictions, the Floquet Hamiltonian (2.2) for ϑ = 0 is diagonalized on a two-
dimensional parameter grid (Rmin ≤ R ≤ Rmax; 0 ≤ F ≤ Fmax). Using the dressed states
introduced in Appendix A.1 as basis, the elements of the Floquet matrix V are
Vimjn(R,F ) = 〈φim(R)|HF(R,F )|φjn(R)〉 (2.14)
= (Ei(R) +mω)δijδmn +
µzij(R)F
2
(δm,n+1 + δm,n−1).
With the real dipole matrix elements µzij and the choice of the carrier envelope phase α =
π
2
, all
elements of the Floquet matrix are real numbers. Diagonalizing V yields the Floquet energies
E(R,F ) and the expansion coefficients of the Floquet states |Φ(R,F )〉 in the basis of dressed
states.
Again some comments on the numerical realisation are in order:
• The sorting and patching of the pointwise results is discussed in Appendix A.2.
• For the hopping step the matrix elements 〈Φa|∂R|Φb〉 and 〈Φa|∂F |Φb〉 have to be calcu-
lated. This could be done by evaluating the difference quotient, since the used step sizes
are relatively small. Instead it is done a little bit more ambitious by taking the derivative
of the bicubic spline representation of the expansion coefficients.
• The energies and states for different orientations of the molecule are calculated by switch-
ing from F to Feff = F cosϑ (Eevaluated(R,F, ϑ) = Ecalculated(R,F cosϑ)). The matrix
elements 〈Φa|∂ϑ|Φb〉 for the hopping step are calculated with the chain rule.
• The dimension of the dressed state basis dim = n(mmax−mmin+1) with n = 2 the number
of included Born-Oppenheimer states and mmax/mmin the largest/smallest considered
relative photon numbers has to be chosen.
The coupling between two dressed states with σg+nω and σu+(n±1)ω will increase with
R and F . For vanishing coupling the expansion coefficients of the Floquet states in the
dressed state basis will behave like some Kronecker-δ (see Figure A.3 on page 74). The
larger the coupling gets, the wider the expansion coefficients will spread. For every finite
dimension of the dressed state basis and every Floquet state, there is a maximal coupling
beyond which errors due to the dimension boundaries are not longer acceptable. Instead
of converging to Ei+mω for large R, F , |m|, eventually the surfaces will noticeably bend
to higher / lower energies (depending on the sign of m). For an example see e.g. figure
18
11 in [2], but note that the reason given there (strong coupling) only indirectly causes
this behaviour.
Luckily, due to the symmetry of the Floquet Hamiltonian, it is possible to reconstruct the
energies and states for photon numbers m 6= 0 from the energies and states for m = 0.
For the calculation mmax = −mmin = 30 is taken. After the diagonalisation and sorting
all results corresponding to m 6= 0 are thrown away (for the labelling of the Floquet states
see below). Energies and states for arbitrary photon numbers are constructed from the
m = 0 quantities. As a result, surfaces for different m will have exactly the same quality.
While this also holds in principle for the states, there is always a finite dimension m′max in
practical calculations. If the coefficients of some state (constructed from data calculated
with mmax = 30) hit this boundary, the coefficients are modified in a way such that the
expected symmetry is preserved (this simply means if some coefficients have to be cut
at one side of the state vector due to the dimension boundary, the same number is set
to zero on the other side).
This whole procedure noticeably improves the quality of the coupling matrices and there-
fore the quality of the dissociation results.
Discussion of the Floquet surfaces
a) one-dimensional discussion
Figure 2.5 shows some dressed state surfaces together with two Floquet surfaces in the case
of vanishing interaction ~µ~F = 0 for ω = 0.057. The field-free case F = 0 will be used to label
the Floquet states in the following way:
If at R > R1ω Ea(R,F = 0) = E0/1(R) + mω, the Floquet state |Φa〉 is called the
to σg/u + mω corresponding Floquet state (and analogous for the surfaces), where R1ω
denotes the position of the 1ω crossing (R1ω ≈ 4.7 for ω = 0.057).
While for R > R1ω no additional crossings appear, there are infinite many avoided crossings for
R < R1ω. The highest in the numerical implementation considered avoided crossing is chosen
in a way, such that it remains closed even for the strongest considered interaction ∼ Fmax.
For ω = 0.057 and Fmax = 0.25, all crossings up to 9ω are taken into account. Switching e.g.
to ω = 0.03, already crossings up to 17ω have to be considered. In the inset of Figure 2.5
all relevant Floquet surfaces for the reconstruction of the Born-Oppenheimer groundstate are
shown.
With increasing field amplitude/intensity the avoided crossings will start to open. This be-
haviour is shown in Figure 2.6 for ω = 0.057 and different intensities at fixed orientation ϑ = 0.
For I = 1013 W/cm2 (upper left in Figure 2.6) the 1ω crossing has already widely opened,
while higher crossings remain closed, and their position matches the position of the dressed
surface crossings. For I ≤ 1013 W/cm2 the whole situation is well-arranged and therefore
commonly used for discussions concerning Floquet surfaces and dissociation dynamics. When
increasing the intensity by one order of magnitude, the picture already is much less clear.
The 3ω crossing has opened, the position of the avoided crossings are shifted to larger R and
lower energy. The avoided 1ω crossing can’t be located any more. This process continues with
further increasing intensity where higher order crossings open.
Two situations commonly discussed with Floquet surfaces are bond softening and vibra-
tional trapping. With the intensities used in Figure 2.6, both phenomena can be discussed
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Figure 2.5: Eigenenergies of the dressed states σg + mω (black for m = 0, grey for m > 0),
σu −mω (blue for m = 0, grey for m > 0) as well as two Floquet surfaces for F = 0 (green
corresponding to σg + 0ω and red corresponding to σu − 1ω). The inset shows all Floquet
surfaces necessary to reconstruct the σg-surface (thick grey line), when considering avoided
crossings as discussed in the text. While there are exact crossings between Floquet surfaces
(e.g. σg and σu − 2ω (not shown)), the exact crossings in the insets are unphysical, but not
relevant for the propagation.
e.g. by comparing the 3ω crossing in the upper left and upper right panel. While at
I = 1013 W/cm2 classical trajectories with a total energy corresponding to vibrational levels
up to ν = 5 are bound due to an outer turning point, this changes with increasing intensity.
For I = 1014 W/cm2 the potential barrier has lowered and for ν = 2 no longer an outer
turning point exists (bond softening). The outer turning point for ν = 0 is still present at a
shifted position, for ν = 4 a new potential well has formed above the 3ω crossing (vibrational
trapping gets possible). The situations for ν = 1 and ν = 3 are very sensible to changes in the
laser intensity I = F 2 (or the orientation when using the effective intensity Ieff = I cos
2 ϑ).
Similar situations appear at the other avoided crossings at different intensities and for different
vibrational levels. The surfaces are supposed to be static for such a clear interpretation, hence
the behaviour of single trajectories can get much more complicated in a laser pulse (see also
Section 2.5.1).
b) two-dimensional discussion
In Figure 2.7 the Floquet surfaces corresponding to σg and σu − ω are shown (again for
ω = 0.057). While in the two upper left panels the calculated data is presented (the surfaces
as a function of R and F ), in the remaining panels the surfaces are shown for three fixed laser
intensities as a function of R and ϑ. This are the surfaces used for the classical propagation,
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where the angular dependence is calculated by using Feff = F cosϑ, and the values for (R,Feff)
are interpolated from the calculated data. In this pictures ϑ = 90◦ always corresponds to the
field-free case. For a really insightful discussion of trajectories the dynamic surfaces within
the laser pulse are needed. Continuing instead the ”static” discussion from Figure 2.6, the
angular dependence of bond softening and vibrational trapping can be seen in Figure 2.7 for
the 1ω crossing (two upper right panels) and the 3ω crossing (two lower left panels). With
further increase of the intensity, barriers and wells form in ϑ-direction. This has already been
used in [19] to discuss the angular resolved dissociation probability of H+2 in a short laser pulse
(see also Section 2.5.2).
Figure 2.6: Floquet surfaces corresponding to σg (green) and σu (red) (with different photon
numbers) for ω = 0.057 and the intensities labelled in the plots together with some dressed
state surfaces (black, blue, grey) and the vibrational energy levels for 0 ≤ ν ≤ 14 (horizontal
grey lines). The behaviour of the surfaces is discussed in the text.
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Figure 2.7: The two-dimensional Floquet surfaces corresponding to σg and σu−ω as a function
of R and F (upper left) as well as a function of R and ϑ for three different intensities. Again
the frequency is ω = 0.057. For a better orientation note that at ϑ = π
2
all avoided crossings
are closed, therefore a profile of the surfaces is given by Figure 2.5. For ϑ = 0 the profiles
are given by the panels with matching intensity in Figure 2.6. The location of some crossings
is marked with dashed lines. The horizontal line in the lowest left panel marks the trench
responsible for the peak in the angular resolved dissociation probability discussed in [19] and
later in this work.
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2.4.3 Initial conditions
For the propagation, initial conditions for the single trajectories are needed. The H+2 Born-
Oppenheimer groundstate is chosen as initial state for the electronic wavefunction. In terms of
dressed states this is |φ00(R)〉 (or using the synonym: σg + 0ω). The initial conditions for the
classical part have to reflect the initial nuclear probability density of H+2 , they are determined
in the following way:
i) The radial part
For the radial initial conditions (R0, Ṙ0) the rovibrational energies Eνl are calculated as
eigenenergies of the Hamiltonian Hradl :
Hradl (R)ζνl(R) =
(
−∆R
2M
+ E0(R) +
l(l + 1)
2MR2
)
ζνl(R) = Eνlζνl(R), (2.15)
where ν and l are the initial quantum numbers for the vibration/rotation, M = 918 is
the reduced nuclear mass for H+2 . For each considered (ν, l) a classical trajectory with
conserved energy Eνl is propagated in E0(R). The initial conditions are picked from this
trajectories at uniform distributed random times.
Two attempts are made to introduce some more quantum mechanics in these classical
initial conditions (e.g. to mimic tunneling):
• An energy uncertainty can be introduced as ∆Eνl = 1∆tνl , where ∆tνl is the period
of the classical orbit calculated above. Several additional trajectories with initial
energies E, randomly distributed between Eνl − ∆Eνl ≤ E ≤ Eνl + ∆Eνl, are
calculated The initial conditions are chosen randomly from all these orbits. Since
|∆Eνl|  |Eνl|, the effects on the final results are found to be rather negligible.
• The initial conditions can be sampled with the Husimi distribution. This distribu-
tion is related to the expansion of the states |ζνl〉 in coherent states |α〉 centred at
R and P = MṘ:
Hνl(R,P ) = 2π|〈α(R,P )|ζνl〉|2. (2.16)
The initial conditions obtained with this procedure are spread widely in classical
forbidden phase space regions. While the final results for larger ν (e.g. vibrationally
resolved dissociation probabilities) are comparable with the results obtained using
purely classical initial conditions, the results for small ν are not.
For a pictorial comparison of the three methods see Figure 2.8. In the following, the
purely classical initial conditions are used.
For l = 0 equation (2.15) yields bound states up to ν = 19. Most calculations presented
in this work, however, are done for vibrational levels 0 ≤ ν ≤ 14 only. In Section 2.5
and Section 2.6 the results compared to are only available for these vibrational levels. In
Chapter 3 often Franck-Condon averaged quantities are shown, where results for large
ν enter with a very small weight. Additionally, it reduces the computational effort in a
direct (obviously) and indirect way (e.g. through the choice of the dissociation threshold
Rdiss).
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Figure 2.8: The Husimi representation (2.16) of |ζν0〉 for ν = 0, 5, 10 (linear color scale) and
10.000 initial conditions for ν = 5 calculated with each of the three methods discussed in
the text: purely classical (black), energy uncertainty (red) and sampled with the Husimi
representation (grey). A minimal internuclar distance Rmin = 0.3 is used in the pictures as
well as in the calculation. The dashed line shows the classical orbit for ν = 17 with an outer
turning point of R ≈ 9.7 (later the dissociation threshold will be defined as R = 10, therefore
most initial conditions outside the dashed line would lead to dissociation even in the field-free
case).
ii) The angular part
While the sampling could be done similar to i), for some practical reasons a different
procedure is used, where as the first step initial angular values ϑ0 are chosen randomly
between ϑmin(l,m) ≤ ϑ0 < π2 with ϑmin calculated by setting Pϑ = 0 in (2.17). Ini-
tial conditions for the uniform distributed angle ϕ are imitated by an initial weight
sinϑ0/
∑
i sinϑ
i
0 for each trajectory.
With the initial rotational quantum number l = 0, 1, 2, . . . and the projection on the
z−axis m = −l, . . . , l, initial conditions for Pϑ = MR2ϑ̇ and Pϕ = MR2 sin2 ϑϕ̇ are
sampled using the rotational energy
Erotlm (R) =
l(l + 1)
2MR2
=
P 2ϑ
2MR2
+
P 2ϕ
2MR2 sin2 ϑ
⇒ l(l + 1) = P 2ϑ +
m2
sin2 ϑ
. (2.17)
Each trajectory i gains an additional weight, which is calculated using the time a classical
ϑ- trajectory (obeying (2.17)) is found within the same angular bin (of appropriate size)
as the initial angle ϑi0.
The majority of the calculations presented in this work is done for initial rotationally cold
molecules, this means l,m, ϑ̇0, Pϕ = 0, and the ϑ0 are distributed uniform (no additional
rotational weighting is necessary).
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2.5 Dissociation
With all the necessary data and initial conditions calculated as discussed in Section 2.4, the
next step is the actual propagation of single trajectories. The obtained results, especially the
hopping behaviour, are analysed and discussed. The calculated dissociation probabilities and
the angular distribution of the dissociating fragments are compared to full quantum-mechanical
results.
Numerical details
• The quantum-mechanical equation of motion (2.8) is solved using ZVODE [37]. The
time step for the actualisation of R, Ṙ, ϑ, F is taken as ∆tq = 5. This is found to be
more than sufficient for the hopping. ZVODE has an internally adaptive chosen step
size, which is much smaller than ∆tq.
• Only the two lowest Born-Oppenheimer states, dressed with photon numbers −20 ≤ m ≤
11, are included in the quantum mechanical basis. While the theoretical basis consists of
64 dressed states, only half of them have to be included in the propagation (restricting
i to 0 and 1, the states |φ0,odd〉 and |φ1,even〉 are not populated). Including rather large
|m| is necessary, since no absorber is used with this small (i = 1, 2) basis. For ω = 0.057
the chosen values are again more than sufficient for convergent dissociation hopping.
• The classical equations of motion (2.5) are solved using the leap-frog algorithm. A time
step ∆tcl = 0.01 is taken during the laser pulse, afterwards it is chosen adaptive up to
∆tcl = 0.5, depending on R. The forces are calculated by taking the derivative of the
bicubic/cubic spline representation of the Floquet/Born-Oppenheimer surfaces.
• For the hopping the same time step ∆tcl = 0.01 is used. The transformation matrix to
the Floquet states and the coupling matrices for the hopping are evaluated by rounding
R(t) and F (t) to the next lower sampling point. This is computational much faster than
interpolating all matrix elements. The sampling points are rather dense, hence this is
sufficient accurate, but comes with a high memory demand.
• Trajectories reaching R = 10 are defined to be dissociated. Such trajectories are prop-
agated using the σg/u surface instead of the Floquet surfaces. They are still subject to
the ionization hopping (if this feature is activated and F > 0).
• If a trajectory isn’t bound at the end of the laser pulse, it is propagated until it reaches
Rmax = 100 or tmax, where tmax is chosen such that nearly all unbound trajectories
will reach Rmax. Stopping the calculation at a fixed distance instead of a fixed time is
somehow closer to the experimental situation. Although Rmax is much smaller than in
any experimental setup, due to the momentum conservation ϑ̇(R = 100) is already two
orders of magnitude smaller than ϑ̇(R = 10).
• For the pulse envelope two shapes are used:
• A sin2-shape of the amplitude with different total durations T .
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• A Gaussian shape
F (t) = Fmax exp
(
−
(
(t− T
2
)/τ
)2)
, (2.18)
where τ is related to the FWHM of the peak intensity as
√
2 ln 2τ = TFWHM. A
total time T = 2
√
ln 100
2 ln 2
TFWHM is chosen, such that F (0) = F (T ) =
Fmax
100
.
2.5.1 Hopping between Floquet surfaces
In this section the discussion concerning the hopping between Floquet surfaces, already started
in Section 2.2, is continued, and additional informations on the used algorithm are given.
Typical hopping situations
There are different typical situations where a hop may occur:
i) Hopping at closed avoided crossings
Using the Floquet surfaces for the classical propagation, even in the field-free case hops
at the avoided crossings are necessary for the trajectory to move in the proper H+2 ground
state (c.f. Figure 2.5). While the Tully criterion works fine in most of the cases, even-
tually due to numerical errors and finite step sizes it might fail at an (exact or nearly)
closed crossing. The result would be an unstable ground state, which is not acceptable.
For this reason, at each time step the expansion coefficient da(t) in Equation (2.9) be-
longing to the current surface Ea is compared to da of the former time step t − ∆t. If
da(t)
da(t−∆t) < 10
−3, a closed avoided crossing between Ea and Eb is assumed (the index b is
identified through db(t)). In such a case a hop to Eb is invoked, otherwise the trajectory
is subject to the Tully hopping.
In other works ([7], [8]) for very small field amplitudes the dressed state surfaces are
used for the propagation, switching to the Floquet surfaces when the field amplitude gets
strong enough during the pulse. The simple criterion presented above has shown to work
very reliably. Theoretical it leads to an underestimation of multi-photon dissociation,
with the chosen parameters this is absolutely negligible. At least for H+2 within the two
state model, it is much more straight forward to use this criterion than changing the set
of surfaces.
The change in the Floquet coefficients shown in Figure 2.2 is already smooth enough to
pass this criterion without a hop, the hops seen there are due to the
ii) Tully-hopping near avoided crossings
A typical dissociation pathway often is discussed as follows: Assuming a trajectory to
move from the inner turning point of the σg-surface, at some point it reaches the vicinity
of an avoided crossing which has already considerably opened. For Ieff = 10
14 W/cm2
this could be e.g. the 3ω crossing at R ≈ 3.3, the actual surface would be the surface
corresponding to σg − 2ω (see Figure 2.6 and remember the definition of the labels for
the Floquet surfaces, σg − 2ω corresponds to the H+2 ground state surface at this R and
F = 0).
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• If no hop occurs, the trajectory stays on the actual surface, and if Rdiss = 10 is
reached without further hops, the physical interpretation is dissociation due to the
net absorption of two photons. The somehow strange part in this picture is that
there is no real counterpart to the absorption process (such that it could be said
the absorption happened at time t or distance R).
• If a hop occurs, the trajectory switches (most likely) to the σu − 1ω surface, where
the propagation continues. While this is an clearly localized event, the physical
interpretation is that nothing happened (no absorption occurred at the 3ω crossing).
To make things a little bit more confusing, another observed situation is as follows: The
trajectory starts at the σg + 0ω surface at R & 4.5 and Ṙ ≈ 0 (which are common
initial conditions for ν & 9). With increasing intensity the 1ω crossing quickly opens.
Since Ṙ is very small, no hop occurs at the crossing, and the trajectory gets trapped
in the potential well shown in Figure 2.7 (upper right panel). With further increasing
intensity (Figure 2.7 left, second from bottom) this well gets more pronounced, and the
bottom of the well is lifted to higher energy. Depending on their position in the well and
how fast the surface changes, a trajectory may gain energy during this process. If this
energy gain is sufficient, the trajectory dissociates and contributes to the 0ω-dissociation
channel, which is in accordance with the explanation of zero-photon dissociation in [4].
Also a hop out of the well (most likely due to Ḟ ) to the σu − 1ω surface may occur. In
this case, contrary to above, the physical interpretation of the hop is the absorption of
one photon. When looking at the situation for fixed ϑ (upper green surface in Figure 2.6,
especially the upper right panel) it becomes clear that zero-photon dissociation is very
likely to happen, if a) a trajectory gets trapped, b) doesn’t escape from the well and c)
experiences a sufficiently large effective intensity Ieff = I cos
2 ϑ.
iii) Tully-hopping distant from avoided crossings
There are also commonly hops in a region where no localized avoided crossing can be
identified, e.g. the whole region for R & 5 up to R = Rdiss (c.f. Figure 2.6 upper
right panel). Due to a small but widespread coupling (see the thick red-green line in
Figure 2.1 and note that these couplings get wider with increasing intensity) hops most
likely between neighbouring surfaces may occur. Since at this points the spacing between
neighbouring surfaces is ≈ ω, these hops can be interpreted as absorption and stimulated
emission, they also occur for R < 5.
For larger field amplitudes and larger R, in general a non-vanishing coupling is found.
Although the Floquet surfaces are nearly constant at large R, the Floquet states (their
expansion coefficients in the dressed state basis, see Figure A.3) are not, since the in-
teraction further increases ∼ R. For fixed field amplitude the coupling gets constant
at R . 10, hence this behaviour is hopefully not due to the diverging dipole coupling
in the length gauge (unfortunately, the velocity gauge has shown to fail in molecular
calculations, see e.g. the discussion and references in [1]).
Energy conservation
In the propagation, the absorption/emission of a photon doesn’t mean an exact energy gain/loss
of ~ω. If the absorption doesn’t correspond to a hop, the energy gain is due to the dynamical
energy surfaces. At each hop the velocity is adjusted such that the total energy is conserved.
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If therefore the absorption corresponds to a hop, the transfer between kinetic and potential
energy reflects the spacing between the involved surfaces. As in [33], the velocity adjustment
is made in the direction of the nonadiabatic coupling vector, which in this work reads
~dab = 〈Φa|∂R|Φb〉~eR + 〈Φa|∂F |Φb〉~eF + 〈Φa|∂ϑ|Φb〉~eϑ.
For this purpose ~eF is given the direction of the actual velocity ~v = Ṙ~eR+Rϑ̇~eϑ. If a requested
hop is energetic impossible (the new kinetic energy would be negative), the hop is rejected.
The majority of these rejected hops would need typically 10% − 30% more energy to hop.
However, there are some hops which are missing the limit by < 1%. These hops often occur
near avoided crossings (c.f. Figure 2.10) and seem to be physical reasonable. Therefore, if a
hop misses the energy limit by up to 1%, instead of rejecting it, the trajectory is placed on the
new surface and the velocity component parallel to the nonadiabatic coupling vector is set to
zero. This is just an act of artistic freedom, which is justified by the above interpretation of
the hopping at avoided crossings and the dynamic character of the surfaces during the pulse.
Distribution of the hops
In Figure 2.9 the number of hops per trajectory is shown as a function of the field amplitude.
The data is calculated with a Gaussian shaped pulse envelope (TFWHM = 7 fs), deactivated
ionisation hopping, and different vibrational levels (not resolved here). No averaging is done
in this picture, each hop contributes with the same weight. The number of hops which have
to be rejected due to energy conservation increases with the field amplitude. The number
of ”forbidden, but not rejected” hops is relatively constant. The rejected hops often occur
in groups (since, if no hop is invoked, the situation nearly doesn’t change during a few time
steps), there are a lot of trajectories without rejected hops. The hops discussed in i) (black)
dominate for small F , since most avoided crossings are closed. With increasing field amplitude
an increasing part of the hops at avoided crossings is governed by the Tully criterion (green),
or doesn’t appear at all. Mainly the hops in the wings of the pulse envelope are due to i).
Therefore not surprisingly, the number of black hops is nearly unaffected by ionization, which
doesn’t hold for the green hops. Mainly the Tully hops interpretable as absorption/stimulated
emission (iii)) are suppressed by ionization, since in this short pulse trajectories often ionize
before reaching R & 6. It is worth noting that, even when increasing the intensity by 5 orders
of magnitude, the number of hops/trajectory in total nearly stays the same.
Figure 2.9: Number of hops per trajectory
for a laser pulse with Gaussian envelope
(TFWHM = 7 fs) and deactivated ionization
hopping. The hops are due to the additional
criterion at closed avoided crossings (black),
the Tully criterion (green), classical forbid-
den and rejected (yellow), forbidden but not
rejected (blue). The dashed lines (black and
green) are from the exact same calculation
with activated ionization hopping.
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Figure 2.10: R-dependence of the hopping for the Gaussian-shaped (TFWHM = 7 fs) pulse and
deactivated ionization hopping with the colors as in Figure 2.9. In the inset the peaks are
shown on a larger scale, the ticks on the x-axis mark the positions of the avoided crossings in
the field-free case. The bin width is ∆R = 0.01. Note how the additional criterion and the
Tully criterion nicely complement one another at the avoided crossings. The series of small
peaks is due to 1ω−absorption, their maxima are located at the classical outer turning points
of the included vibrational levels ν ≤ 14.
In Figure 2.10 the same data as in Figure 2.9 is shown as a function of the internuclear distance.
The black hops are peaked very sharp at the avoided crossings, which is clear from their origin
i). No peak > 9ω occurs, since these crossings are neglected during the calculation of the
coupling matrices. The peaks are broadened on their right flank by Tully hops ii), since with
increasing field amplitude the Tully criterion handles the hopping at the avoided crossings
(which shift to slightly larger R, see Figure 2.6). A large number of Tully hops are found for
R > 5, this are the hops discussed in iii). Even at the dissociation threshold RD := 10 still a
large number of hops occur. For accurate KER spectra and branching ratios of the different
photon channels (affected by the difference between absorption and emission) it seems to be
no good idea to stop the hopping at this point. Including the ionization hopping, however,
greatly reduces the number of hops for large R.
There is a series of small peaks located at the classical turning points (which leads to a long
interaction time) of trajectories with energy Eν in the σg−surface. For 5 ≤ ν ≤ 8 the peaks
are found in the rejected hops. Here trajectories try to hop to the higher lying surface, which
is rejected since their kinetic energy is close to zero. For ν = 9 there is no yellow peak (the
thin black cusp belongs to criterion i)), this is due to the softening of the rejection criterion
(see above), which results in the blue peak. For ν ≥ 10 the peaks are found in the green hops
and are due to the absorption of one photon. The peaks are still present for the short pulse
and activated ionization hopping. For both the longer pulses no such structure is found. Since
the small green peaks are only found for 1ω-transitions from the ground state, Ṙ is generally
very small at the turning points, and the peaks vanish for long pulses (small Ḟ ), these hops
are due to the situation described at the end of ii), where trapped trajectories escape from
the potential well above the 1ω crossing due to the coupling arising from the time-dependent
pulse envelope.
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Final remarks
Another modification has shown to be necessary: For the shortest pulse investigated later,
the hopping works fine as described above. When considerably increasing the pulse length,
there is also an increase in the number of meaningless trajectories, e.g. trajectories assigned
to the 1ω channel but ending up at 3ω KER. This behaviour is effectively suppressed by
introducing some threshold ζmin  1, and rejecting all hops with gab < ζmin. Note that in
the longest considered pulse with the chosen parameters each trajectory has up to 2 million
chances to hop, it is not astonishing that once in a while something goes wrong. The threshold
ζmin reduces the odds for meaningless transitions, however it will also affect the higher multi-
photon dissociation channels. This might be a quantitative problem or not, it might even be
used to adjust the photon channel branching ratios (it isn’t in this work).
At the end of this section it should be noted that there is an inconsistency in the Tully criterion
at avoided crossings. At such a crossing gab (with a, b the indices involved in the crossing and
gab defined in (2.11)) gets large, it diverges at an exactly closed crossing. This means gab > 1
and hence
∑
b gab > 1 is possible. When
∑c
i gai is compared to the random number ζ < 1,
a hop from a to c = b is very likely. While all indices c < b get their very small but finite
chance, the indices c > b are suspended from the hopping (in the criterion discussed in i) all
indices c 6= b are suspended). Circumventing this inconsistency with a renormalisation of the
gai would need a properly defined ”staying probability” gaa. In its present form, the Tully
criterion would fail in situations where more than one gab gets large at a time.
2.5.2 Comparison with full quantum-mechanical results
Especially with the points discussed in the last section the question arises, if the method
in general and the particular implementation is capable of describing the dissociation of H+2 .
Therefore, the FHM is tested against angular and vibrational resolved dissociation probabilities
calculated with the field-dressed Floquet-like propagation method FBO [9]. Since the FBO
results don’t include ionization, the ionization hopping is switched of for all calculations in
this section.
In [9], for the FBO method the full molecular wavefunction is expanded similar to (2.4)
Ψ(R, r, t) =
∞∑
j=0
∞∑
n=−∞
1
R
Ωjn(R, t)ϕj(r, R)e
inωt (2.19)
with ϕj(r, R)e
inωt = 〈r, t|φjn(R)〉. Inserting (2.19) in the time dependent Schrödinger equation
yields (after several steps) the FBO-Schrödinger equation for the nuclear wavefunctions Ω(R, t),
which then is solved numerically using an expansion in plane waves for the radial part, and
spherical harmonics for the angular part (see [9] or [19] and references therein).
The laser pulses considered in this chapter are pulses with a sin2-shaped envelope and a
total duration of T = 25, 50 and 100 fs. The calculations are done for the peak intensities
I1 = 10
14 W/cm2 and I2 = 2 ·1014 W/cm2. 1000 trajectories are calculated for each vibrational
level 0 ≤ ν ≤ 14. The dissociation probabilities Pd(ν) are calculated by summing over the
initial weights of all trajectories reaching R > 10. The angular resolved results are shown
as densities, such that
π/2∫
0
dϑ sinϑPd(ν, ϑ) = Pd(ν). If a trajectory ends up at a final angle
|ϑ| > π
2
, the angle is projected into the range 0 ≤ ϑ < π
2
in a way consistent with the angular
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and nuclear symmetry. Each dissociated trajectory is assigned to a photon channel, depending
on which surface Ea the dissociation threshold R = 10 is reached. Only initially rotational
cold molecules (l = 0) are considered. All FBO - results are taken from [9], some of these have
also been presented and discussed in [19].
Figure 2.11: Vibrationally resolved dissociation probabilities for the pulses given in the text.
The circles show the FHM results, while the triangles represent the FBO results taken from
[9]. For both methods the total dissociation probability and the 0, 1, 2 ω contributions are
shown. While the overall agreement is very good, some deviations are discussed in the text.
The dissociation probabilities for single vibrational levels are shown in Figure 2.11. The
qualitative agreement between the two methods is found to be very good. The most noticeable
difference is found for the longest pulse. For ν = 3 the FHM shows lower 2ω dissociation than
the FBO, the same holds for larger vibrational levels and the 1ω dissociation. This is most
likely due to tunnelling, present in the FBO but missing in the FHM. The lower 1ω dissociation
in the FHM then results in higher 0ω and 2ω contributions compared to the FBO. One would
expect the dissociation probability for ν = 8 also to be affected by tunnelling, which is not
seen in the data. Since the differences show up with increasing pulse length, they might also
be connected to the ratio Ḟ /ϑ̇, entering the dissociation probabilities in combination with the
coupling matrix (∂F )ab.
In Figure 2.12 the angular resolved data for the pulse with T = 25 fs and peak intensity
I2 = 2 · 1014 W/cm2 is shown. Again an overall good agreement between the FHM and the
FBO is found. The different photon contributions as well as the results for the other pulses
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are in similar good agreement. The angular distribution calculated with the FBO has been
discussed in [19] using the two dimensional Floquet surfaces. As it will be seen in Chapter 3,
the peak at ϑ ≈ π
4
present for some vibrational levels, caused by the trench indicated in
the lowest left panel of Figure 2.7, will hardly survive the intensity averaging necessary for
the comparison with experimental data. Some features of the angular resolved dissociation
probability are discussed in Chapter 3.
In [9] and [19] snapshots of the nuclear density (calculated from the FBO wavefunction) are
shown. To get meaningful corresponding results with the FHM, a lot more than 1000 trajec-
tories (& 105 for each vibrational level of interest) are needed. Instead of this, showing the
trajectories moving in the time dependent Floquet surfaces E(R, ϑ, F (t)) comes at no addi-
tional computational cost. While such movies lack the proper weighting of single trajectories,
the different dissociation pathways and the influence of the initial conditions (e.g. on the
formation of the above mentioned peak) are shown nicely.
Figure 2.12: The angular resolved dissociation probability density for the pulse with T = 25 fs
and I = 2 · 1014 W/cm2. For lucidity only the total FBO result is shown, the different photon
channels are in similar good agreement. The peak at ϑ ≈ π
4
has been discussed in [19] using
the ϑ-dependence of the Floquet surfaces.
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2.6 Ionization
With practical working dissociation dynamics, the next step is to include ionisation into the
calculations. In the following, two methods for the evaluation of the ionisation hopping crite-
rion (2.12), described at the end of Section 2.3, are presented. The results obtained with these
methods are compared to each other as well as to NA-QMD results taken from [9, 32].
2.6.1 Hopping to the Coulomb surface
In the FHM ionization is modelled by hopping to the coulomb surface. For the criterion (2.12),
the norm N(t) of the projection of the electronic state |ψ(t)〉 on all possible bound states has
to be approximated. This is done in the two ways described below.
Model 1: An absorber for the dressed states
In this approach the electronic state is expanded in a rather large basis of dressed states |φim〉
(constructed by including many Born-Oppenheimer states), which consists of bound states
(Ei−mω < 0) and continuum states (Ei−mω > 0). Since the projection on the bound states
is of particular interest, the continuum states are mainly there to allow transitions away from
bound states. Due to the numerical effort, the number of continuum states has to be kept at a
reasonable size, and therefore absorbing boundary conditions are needed. A common way to
implement these is to add an imaginary potential to the Hamiltonian: H → H + iV abs. The
absorption of probability density at the grid boundaries (in the FHM the grid points are the
dressed states) could be done in a separate step. However, by incorporating it in the regular
equations of motion, the absorbing potential acts on the wavefunction at every step chosen
internally by the ode solver.
With the matrix elements of the absorber potential V abs in the dressed state basis
〈φim|V abs|φjn〉 = V absimjn = fimδijδmn,
the equations of motion for the expansion coefficients (2.8) are modified to
ċim → ċim + cimfim .
The construction of the absorber potential adapts the method described in [34] to the dressed
states: The absorber coefficients fim are written as fim = − 12τim , where τim
τim =

∞ Ei +mω ≤ 0
τmin/ sin
2
(
π(Ei+mω)
2Eref
)
0 < Ei +mω < Eref
τmin Ei +mω ≥ Eref
is the time it takes the absorber to reduce the unperturbed population of |φim〉 to the fraction
1/e. The parameters τmin and Eref are used to configure the absorber.
It should be noted that:
• The Gaussian basis set at the nuclear positions described in Section 2.4.1 is not sufficient
for the description of ionization. Following [34], it is therefore augmented with a rather
large number of space-fixed Gaussians. Details are given in Appendix A.3.
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• If a dressed state |φim〉 is a bound or a continuum state depends on the Born-Oppenheimer
energy Ei(R) (and therefore on R) and the photon number m. This means, for instance,
there are continuum dressed states constructed from bound Born-Oppenheimer states.
• Also the projector on the bound states, used to calculate N(t) for the hopping criterion,
depends on R.
• Some effort has been made to reduce the basis size by using dressed states constructed
from Born-Oppenheimer states and photon states with different maximal/minimal pho-
ton numbers (e.g. spread around ”resonant absorption paths”). The clear result is,
that every included Born-Oppenheimer state has to be dressed with the same photon
numbers.
Figure 2.13: ionization probability of H+2 in a sin
2-shaped laser puls with ω = 0.057, T = 50 fs
and peak intensity I = 2·1014 W/cm2 calculated with four different methods. Good agreement
is found for R . 20. The unphysical behaviour of the dressed state results (green) for larger
R and small ϑ = ](~µ, ~F ), and some other features are discussed in the text. The Gaussian
basis used for the calculation with bare Born-Oppenheimer states is larger than the one used
in the DyMol calculation.
The parameters τmin = 5.0 and Eref = 1.0 are chosen by comparing the results calculated with
different methods for fixed nuclear ionization probabilities in a 50 fs sin2-shaped laser pulse with
peak intensity of 2·1014W/cm2 (see Figure 2.13). The results for DyMol (blue) and OCTOPUS
(black, only for R ≤ 12, see the references in [9]) are taken from [9] (DyMol comes with different
absorbers implemented, the ”field free” version is used for the given results). Details of the
calculations using the dressed states (green) and the bare Born-Oppenheimer states (red) are
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given in Appendix A.3. While for R . 20 all results are in reasonable agreement, the ionization
probability calculated with the dressed state method for larger R and small ϑ increases. This
is most likely due to an interplay of the strong coupling between the dressed states |φ0m〉 and
|φ1m±1〉 and the absorber acting on states |φin〉 where Ei < 0 and Ei +nω > 0. The behaviour
is clearly wrong, since for large R the ionization probability should be independent of ϑ, which
holds for the other methods. The maximum in the vicinity of the 1ω−resonance between σg
and σu (R ≈ 4.7) is again presumably due to the relatively strong coupling of these both states
(note the absence of the maximum for larger ϑ where this coupling gets weaker). Around this
resonance, the σu state / the corresponding dressed states is/are quickly populated, allowing
noticeable transitions to higher lying states, which are coupled to σu, but not (or only weak)
to σg. This leads to an increase in the ionization probability. The small cusps in the dressed
state results are due to the finite basis size, they get considerably worse when reducing the
underlying space-fixed gaussian basis set.
Model 2: ionization rates in a cw laser
In another approach the norm of the projection on all bound states N(t) is modelled by
N(t) = N0 e
−
t∫
t0
dt′ Γ(t′)
≈ N0
n−1∏
i=0
e−∆tΓi , (2.20)
with N0=1, n = (t − t0)/∆t and Γi = Γ(i∆t), where the ionization rates Γ are calculated as
given below. With this, the hopping criterion (2.12) reads
Pi(∆t) =
N(t−∆t)−N(t)
N(t−∆t)
= 1− e−∆tΓ(t) , (2.21)
and since ∆t and Γ both are 1, (2.21) reads approximately Pi(∆t) = Γ(t)∆t. The approach
above results in the same hopping criterion as used in a model presented in [9]. It should be
noted that without setting N(t) to 1 if no hop occurs, (2.21) would readN(t−∆t)
(
1− e−∆tΓ(t)
)
.
Due to the factor N(t−∆t), the ionization would be greatly suppressed e.g. for long pulses,
where N(t) can become  1 before an intensity relevant for ionization is reached. This holds
also for the above discussed approach using the absorber.
The rates Γ(t) = Γ(R(t), ϑ(t), F (t)) are calculated using a cw laser, switched on by a linear
ramp of the field amplitude, and fitting the norm as N(t) = e−Γ(t−t
′), where t′ is an properly
chosen offset. The calculations are done for fixed nuclear distances 0 < R ≤ 30, with different
fixed angles 0 ≤ ϑ ≤ π
2
between the nuclear axis and the laser polarisation, and for field
amplitudes up to F = 0.25. The rates used in the propagation are interpolated from these
values.
A cw laser seems to be perfect for the propagation in the dressed states. Calculating the matrix
exponential e−iH∆t once (at the end of the linear ramp), yields the time evolution matrix for
arbitrary large time steps ∆t. Unfortunately, the absorber needs a relative small time step,
and, in addition, the cost for computing the matrix exponential scales very unfavourably
with the size of the dressed state basis. At the end it has shown to be beneficial doing the
calculation directly with bare Born-Oppenheimer states. Some additional information is given
in Appendix A.3, the rates for two different fixed field amplitudes are shown in Figure 2.14. In
this pictures Γ(ϑ) = Γ(ϑ = 0) cos2(ϑ)+Γ(ϑ = π
2
) sin2(ϑ) is shown (for the later propagation the
angular dependence is interpolated between 20 points for ϑ ∈ [0, π
2
] instead using the above
formula). For very high intensities (≈ 1015 W/cm2 ) the angular dependence of the rates
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is much less pronounced than in Figure 2.14. This is physical meaningful, since the actual
structure of the molecule gets less significant with increasing perturbation. Looking at the
lower panel of Figure 2.14 it is interesting that there is a clear peak at R ≈ 7, like predicted
by CREI [38]. The second CREI-peak at R ≈ 10, however, is missing. For other intensities
the rates are generally high at positions R ≈ 6 − 10, but often no clear peaked structure as
predicted by CREI is found.
Figure 2.14: Fixed nuclei ionization rates in a cw laser with ω = 0.057 (≈ 800nm). The data
for Γ‖ (ϑ = 0
◦) and Γ⊥ (ϑ = 90
◦) is calculated with ∆R = 0.1, the values for other angles are
calculated as Γ‖ cos
2 ϑ+ Γ⊥ sin
2 ϑ.
Using rates calculated with a cw-laser instead of a fixed pulse (like done in [39]) seems a little
further away from the physical situation, but it is much more flexible, since one data set can be
used for arbitrary shaped pulses as long as the frequency is kept fixed. It should be emphasized
that the quality of the rates relies on the quality of the absorber and the exponential fit of the
norm decay. Especially the quality of the fit varies with the internuclear distance and the field
amplitude, furthermore the norm may decrease (very) slightly due to numerical errors. Even
in the field free case a rate of Γ ≈ 10−6 may be found. Such small but unphysical rates are
a problem for longer calculations. For a pulse with T = 20.000 (≈ 500 fs) a constant rate of
Γ = 5 · 10−6 would lead to an ionization probability Pi ≈ 1− (1− Γ)20.000 ≈ 0.1.
A little comment connecting theory and reality is in order at this point:
Consider a cw laser with a beam profile of 0.1 × 0.1 mm2 and an isotropic intensity of ≈
1014 W/cm2 . Without any losses, a power of ≈ 1010 W would be needed to operate that
device. The output of one of Germany’s largest power plants is ≈ 5 · 109 W.
Comparison between model 1 and model 2
Some results obtained with model 1 (using a large basis set of dressed states for each trajectory)
and model 2 (using precalculated ionization rates) of the ionization hopping introduced above
are compared to each other in this section.
Due to problems with the absorber in the dressed states (see Figure 2.13) the ionization
hopping in model 1 is switched of whenever a trajectory reaches R = 20. For model 2 the
ionization rates are calculated up to R = 30, for larger values they are assumed to be constant.
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The calculations are done for sin2-shaped pulses with pulse duration T = 25 fs (Fmax =
0.1, 0.15, 0.2) and T = 100 fs (Fmax = 0.1 only). For each vibrational level 0 ≤ ν ≤ 14 and
each pulse 1000 trajectories are calculated.
For model 1 30 Born-Oppenheimer states, dressed with photon numbers −11 ≤ m ≤ 3, are
used, resulting in a basis of 450 dressed states (for more details see Appendix A.3). Some
calculations are done with 60 Born-Oppenheimer states, resulting in 900 dressed states. For
model 2 the same basis as in Section 2.5, consisting of 32 dressed states, is used.
Figure 2.15: Different results obtained with model 1 (small basis: black, larger basis: green)
and model 2 (red). Left panels: Vibrational resolved ionization probabilities for different
pulses. Middle and right panels: Distribution of the hopping points and KER (ionization
only), both Franck-Condon averaged.
The vibrational resolved ionization probabilities are shown in the left panels of Figure 2.15.
For Fmax = 0.1 a good agreement between model 2 (red dots) and model 1 using the small
basis (black dots) is found for both considered pulse lengths. This is a little bit surprising,
since the basis for model 1 only includes dressed states constructed with Born-Oppenheimer
states with Ei ≤ −0.05 < 0. The same calculation with the larger basis (including Born-
Oppenheimer states up to Ei ≤ 0.05) for the short pulse (for ν = 1, 4, 7, 10, 13 only) gives
practically identical results. Increasing the field amplitude to Fmax = 0.15 and Fmax = 0.2 (for
the short pulse only, since the ionization probability for the long pulse is nearly saturated at
Fmax = 0.1) comes with discrepancies between the two models. However, the calculation with
the larger basis size reveals that model 2 gives much better results than model 1 using a too
small basis size.
In the middle/right panels of Figure 2.15 the Franck - Condon average of the KER (ionization
only) and the distribution of the hopping points Rhop (the internuclear distance where the
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trajectory undergoes Coulomb explosion) is shown for three pulses. For Fmax = 0.1, the agree-
ment between model 2 and model 1 using the small basis is found to be very good for the short
pulse, and still good for the longer pulse. For higher field amplitudes differences arise mainly
in the quantitative distribution of the hopping points around R ≈ 4 and the corresponding
KER ≈ 7 eV. This behaviour is pronounced with further increasing field amplitude. Again,
comparison to the results obtained with the larger basis shows a very good agreement between
the two models even for large field amplitudes.
As a conclusion, model 2 is found to be reasonable and will be used for the calculations in
Chapter 3. Several points enter this decision:
• The agreement between both methods is found to be good in general.
• Using model 1 comes with a rather large numerical effort. While the chosen photon
numbers are tested to be sufficient for the used laser parameters, the small basis (con-
sisting already of 450 dressed states) is not suitable for large field amplitudes and has to
be increased considerably.
• The absorber used in model 1 in it’s present implementation fails for large R & 20.
Switching off the ionization hopping at R = 20 leads to a significant underestimation of
the ionization especially for large ν (where the early 1ω dissociation channel is dominant)
in longer pulses T & 200 fs.
In the present implementation the computational effort for the ionization hopping using model
2 is negligible, once the rates are calculated. This leaves room for more advanced ideas.
However, the presented version may be the easiest meaningful one, which is a nice property
too.
2.6.2 Comparison with NA-QMD results
In this Section, the FHM is compared to some NA-QMD calculations. For the discussion of
ionization and dissociation there are some considerable differences in the methods:
• In the NA-QMD formalism [22] the (classical treated) nuclei are propagated on a mean-
field surface. This surface depends on the actual electronic state and is influenced by a
lot more Born-Oppenheimer surfaces than only the lowest two. No surface hopping is
done.
• In the NA-QMD calculations the ionization probability is determined by a weighted
sum of the norm of the single trajectories. This norm decreases due to an absorber.
Since also no hopping is done for the ionization, every fragmenting trajectory (reaching
some threshold for R) contributes to dissociation and ionization. In contrast, in the
FHM a fragmenting trajectory contributes to dissociation or ionization. The NA-QMD
description of ionization therefore also has a mean-field character, like the surface leading
to (or not to) dissociation.
The calculations are done for the same laser pulses as in Section 2.5.2. For each vibrational
level 0 ≤ ν ≤ 14 and each pulse 1000 trajectories are calculated using model 2 (the cw-rates)
for the ionization hopping. The NA-QMD results are taken from [9] (Fig. 3.11), they have
also been presented in [32].
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Figure 2.16: Comparison of NA-QMD and FHM results for vibrational resolved ionization and
dissociation probabilities for different pulse durations and peak intensities.
The results are compared in Figure 2.16. For the ionization very good agreement is found
except for the two longer pulses with the higher peak intensity. This may be influenced
by the fragmentation saturation. More likely it is due to the above discussed mean-field
nature within the NA-QMD description, where the norm of each trajectory is decreased due
to the absorber during the whole pulse length and each trajectory contributes to the ionization
channel. Another possible explanation for the high NA-QMD ionization probability could be
the used implementation of the absorber, which is different from the one used in the NA-QMD
calculations shown in Figure 2.13 and leads to a strong overestimation of ionization at large
R (see figure 3.2 in [9]). This would explain why the effect is pronounced for higher ν where
early 1ω-dissociation is dominant, and rather large R are reached during the 100 fs pulse.
Comparing the dissociation probabilities, the most noticeable difference is that in the NA-
QMD results their decrease for vibrational levels ν > 9 is much less pronounced than in the
results obtained with the FHM or the FBO. This decrease is at least partially due to vibrational
trapping, hence the NA-QMD behaviour suggests a smoothing of the underlying potential well
due to the mean-field approach. In [9] this behaviour (comparing NA-QMD and FBO) is also
subjected to the mean-field surface.
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Conclusion
When subjecting a molecule to an intense laser field, the Floquet surfaces are the surfaces
of choice for a propagation method using surface hopping. The couplings between the cor-
responding states are well suited for the application of an adapted version of Tully’s fewest
switching algorithm, the resulting hops, however, are a little ambiguous in their physical in-
terpretation. The nuclear dynamics, guided by the angular dependent Floquet surfaces, are in
very good agreement with solutions of a Schrödinger equation for the nuclear wavefunction.
The description of ionization by hopping to the Coulomb surface yields ionization KER, and,
more important, allows for the investigation of the interplay between dissociation and ion-
ization. In many methods (e.g. grid based) ionization comes with very high computational
cost. In contrast, the ionization hopping using precalculated fixed-nuclei ionization rates is
practically for free. When comparing this simple ionization model to a more complex ap-
proach (using an absorber), the former works surprisingly well. However, effects not present in
the rates calculated for fixed parameters (e.g. ”climbing-the-ladder” when concerning chirped
pulses) cannot be described without further improvement. The dynamics of the free electron
are also not governed by this approach.

3 Application: Fragmentation dynamics
of H+2 in short, intense laser pulses
With the FHM tested and found to give reliable results for dissociation (see Section 2.5) and
ionisation (see Section 2.6), the method can be applied to investigate the fragmentation dy-
namics of H+2 in short, intense laser pulses. Quantities of interest are mainly the probabilities
Pd and Pi as well as the kinetic energy release (KER) spectra for dissociation and ionisation,
which can be investigated as a function of the initial rovibrational state, and the laser parame-
ters (shape, duration, frequency and peak intensity of the pulse). This leads to a broad variety
of results worth discussing, but comes with the danger of loosing the view for the big picture,
i.e. what happens in the lab. The results presented and discussed in this chapter are done for
a Gaussian shaped laser pulse (see (2.18)) with fixed laser frequency ω = 0.057 (≈ 800 nm)
and three pulse durations only. These durations are TFWHM = 7, 45, and 135 fs, which re-
sults in total pulse durations T ≈ 25, 160, and 500 fs. Similar parameters are used frequently
in calculations and experiments concerning H+2 . The field amplitudes are chosen between
Fmin = 0.0005 and Fmax = 0.245, the intensities therefore are Imin = 8.75 · 109 W/cm2 and
Imax = 2.1 · 1015 W/cm2 . For the step sizes see e.g. the left panel of Figure 3.2.
Most presented quantities are given as Franck-Condon (FC) average with the Franck-Condon
factors taken from [40], where as in the previous sections only the vibrational levels 0 ≤ ν ≤ 14
are included. Since the calculations are done for different peak intensities anyway, it suggests
itself to also combine them to a focal volume (fv) average, which is described in Appendix A.4.
Whenever fv-averaged quantities are presented, the weights are calculated for a ”wide” ion
beam. If not stated otherwise, all calculated peak intensities are included in the average.
Note that the maximal peak intensity has zero weight here, therefore the theoretical maximal
peak intensity is a little bit larger than the largest peak intensity of the included calculations.
When comparing results for different pulse lengths, it sometimes seems to be reasonable to
compare fv-averages with different maximal peak intensities, e.g. the ionisation saturation
intensities for the different pulse lengths. A nice property of the FC- and fv-averaged results
is, in principle, their comparability to experimental results, which is utilized at the end of this
chapter.
Since a reasonable thermal average (see Appendix A.5) for most situations comes with a large
increase in the computational effort, this is not done in this work. For all calculations rota-
tionally cold initial conditions are used, besides for the ones in Section 3.3, where the influence
of rotationally excited initial conditions is examined. Each single calculation (fixed F and ν)
consists of 3000 trajectories for the short pulse and 1000 trajectories for the longer pulses.
FC- and fv-averaged results therefore contain the information of up to 1.8 · 106 respectively
6 · 105 trajectories. Some effort has been made to increase the quality of the results (mainly
by increasing the quality of the coupling matrices), unfortunately some trajectories still show
physical meaningless behaviour. Nevertheless, no trajectory is removed from the final results.
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While in the calculations often the field amplitude F is the relevant quantity, for most discus-
sions the intensity I in SI units is of interest. Some values frequently used in the latter are
given in Table 3.1. Furthermore the conversion 40 a.u. = 1 fs is used for the time.
I [W/cm2] 8.75 · 109 1010 1011 1012 1013 1014 1015 2.2 · 1015
F [a.u.] 0.0005 0.00053 0.0017 0.0053 0.017 0.053 0.17 0.25
Table 3.1: The conversion between F in a.u. and I = 3.5 · 1016F 2 W/cm2 in SI units for the
range of interest in this work.
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3.1 Dissociation and ionization probabilities
3.1.1 Time resolved probabilities
The cumulative distribution of the ionization times (time of the hop to the Coulomb surface)
and dissociation times (when a trajectory reaches Rdiss = 10) is shown in Figure 3.1. For the
short pulse ionization happens during a small time window around the peak intensity, for longer
pulses the ionization starts earlier. This is directly due to a general longer interaction time and
indirectly to dissociation (the ionization probability for trajectories limited to R . 4 is rather
small). The 1ω dissociation starts already in the rising edge of the pulse, where the vibrational
levels around ν ≈ 9 dissociate via bond softening. This channel is therefore sometimes called
”fast” or ”early” (at least in this work). Due to their low KER these trajectories move rather
slowly. The small time difference between the onset intensities for the different channels leads
to a seemingly late rise in the 1ω curve for the short pulse. For the 2ω and 3ω dissociation
(mainly via bond softening from lower vibrational levels) a higher intensity is needed. Most
contributions to the 2ω channel arise from the absorption of three photons around the 3ω
resonance, followed by emission of one photon at the 1ω resonance.
Figure 3.1: FC- and fv-averaged cumulative ionization and dissociation probabilities for dif-
ferent photon channels as a function of time. The intensity envelope is depicted by the black
lines, the maximal peak intensity is Imax ≈ 2.2 · 1015 W/cm2 .
A noticeable feature of the data is the rising slope in the odd ω channels before becoming
nearly constant (best seen for the short pulse). It is most likely due to the release of trajectories
trapped in potential wells above avoided crossings during the trailing edge of the pulse. These
released trajectories, if dissociating, will always end up in odd photon channels if no further
absorption or emission occurs. Note that the branching ratios of the photon channels for
different pulse lengths are affected by the fv-average, as discussed later.
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3.1.2 Intensity resolved probabilities
The FC-averaged dissociation, ionization and fragmentation (the sum of the former) probabil-
ities are shown in Figure 3.2. While there is practically no dissociation for the short pulse at
Imin ≈ 1010 W/cm2, for the longer pulses and ν = 9 bond softening already leads to a significant
dissociation probability. Due to the small FC-factor for ν = 9 this can’t be seen in Figure 3.2.
The onset intensity for ionization is I ≈ 1014 W/cm2 for the short and I ≈ 1013 W/cm2 for
the longest pulse. For larger intensities the dissociation is strongly suppressed by the rising
ionization probability. This is clearly not due only to fragmentation saturation Pd + Pi = 1,
but rather to dissociation followed by ionization (comparing the fragmentation probability
with activated and deactivated ionization hopping (for the short pulse only) no qualitative
difference is found). While ionization in the 7 fs pulse happens mainly at the peak intensity
in the middle of the pulse, already for the 45 fs pulse ionization often occurs before the peak
intensity is reached. Therefore no big difference between the two longer pulses is found in
some quantities like e.g. the fragmentation probability.
Figure 3.2: FC-averaged dissociation, ionization and fragmentation (d+i) probabilities as func-
tion of the field amplitude for the three different pulse lengths. With increasing field amplitude
the dissociation channel is strongly suppressed by ionization. The dashed black line is the frag-
mentation (=dissociation) probability for the calculation with deactivated ionization hopping
(calculated for TFWHM = 7 fs only).
The FC-averaged dissociation probability for different photon channels is given in Figure 3.3.
Comparing the different photon channels for the three pulses, no big qualitative difference is
found for 1ω and 2ω. The kink in the longer pulses 1ω channel is due to saturation of the
contributions from ν = 9, slowly rising contributions from ν < 9 via bond softening, and also
competition with the 0ω channel (c.f. Figure 3.5). The position of the 3ω peak is shifted
to lower intensities with increasing pulse duration, which is discussed later in this section.
For the short pulse also the results of the calculation with deactivated ionization hopping are
shown. It clearly doesn’t make much sense to use a two-state model and neglecting ionization
for the high intensities considered here. One could e.g. estimate the contributions of the
neglected next higher lying states to be of the order of the 5ω channel, which gets noticeable
for I & 5 ·1014 W/cm2 . By including ionization the higher ω channels are strongly suppressed,
and the two-state model looks promising even for rather high intensities.
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Figure 3.3: FC-average of the dissociation for different photon channels. For the calculations
with activated ionization hopping the contributions to channels > 4ω are negligible and not
shown. For the 7 fs pulse the results calculated with deactivated ionization hopping are shown
(lines without dots). The 0ω contributions are very small in the FC-average and not shown.
The dependence of the dissociation probability on the initial vibrational state has already
been examined and discussed in detail in the literature (see [1] and [2] and the references
therein). The results for several initial ν are given in Figure 3.4 for the short pulse, and in
Figure 3.5 for the longer pulses. The ionization is rather similar for all displayed cases, except
for low ν within the shortest pulse, where the ionization probability is reduced due to a small
dissociation probability (the trajectories for low ν, if not dissociating, spend a lot time in
regions R < 4 with rather small ionization probability). The dissociation mainly shows the
expected behaviour, which is 1ω bond softening for ν = 9, bond hardening for ν > 9 (a lower
Pd than for ν = 9), and multiphoton dissociation (or 3ω bond softening) for ν ≈ 3. The
1ω channel calculated with deactivated ionization hopping shows a decrease with increasing
intensity. This is, however, not due to some bond hardening, but rather to the absorption of
additional photons.
For the longer pulses a surprisingly large contribution of the 0ω channel is found for higher
ν. This is not due to stimulated emission of one photon from the 1ω channel, but rather to
trapping in the potential well above the avoided 1ω crossing. For the long pulses (small Ḟ ) a
lot of trajectories for larger ν stay trapped in this well during the pulse (see also the discussion
in Section 2.5.1). With increasing intensity the well rises and deforms (see Figure 2.6) in
a way making zero-photon dissociation possible. The angular dependence of the Floquet
surface forming the well tends to dealign trapped trajectories, which, among other effects,
is responsible for the broad angular distribution of the 1ω fragments released in the trailing
edge of the pulse. In the literature, for the zero-photon dissociation often no alignment is
expected. The necessity of a large effective intensity, however, explains the alignment of the
0ω fragments towards the laser polarisation axis (Figure 3.9). For the longest pulse and ν = 9
a lot of trajectories dissociate very early in the pulse, explaining the lower 0ω contribution
compared to the 45 fs pulse.
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Figure 3.4: Dissociation and ionization for the 7 fs pulse and different initial vibrational levels.
Again the lines without dots are the results obtained with deactivated ionization hopping.
Figure 3.5: Dissociation and ionization for the longer pulses and different initial vibrational
levels. The same colors as in Figure 3.4 are used. Note the decrease in the 1ω channel when
the 0ω contributions get larger before ionization becomes dominant.
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It remains to discuss the differences in the 3ω channel for ν = 3 and different pulse lengths
(which is responsible for the shift of the 3ω peak in Figure 3.3). In most situations where
a trajectory takes the adiabatic passage through the 3ω crossing, also an adiabatic passage
through the 1ω crossing can be expected. If no further hops occur, such a trajectory ends up
in the 2ω channel. Similar to this, a trajectory taking the adiabatic path at the 5ω and both
lower crossings (3ω and 1ω) ends up in the 3ω channel. This can be used to explain a larger
3ω dissociation yield, it doesn’t really explain the shift of the peak to lower intensities, since
the 5ω crossing continues to open with increasing intensity.
The dissociation probabilities for the 7 fs pulse calculated without ionization hopping are
shown in Figure 3.6 on a double logarithmic scale. With some indulgence most parts of the
data are fitted well by different power laws Pd(F ) ∼ F n with integer n. Ignoring the behaviour
for larger F (which is possibly due to saturation and mutual influence of the channels), one
interesting point is Pd(2ω) ∼ F 4 instead of ∼ F 2. This might be easily explained with the
underlying dissociation pathway, which is (or is assumed to be) the absorption of three photons
and later emission of one photon. The data given in Figure 3.6 therefore supports this picture
of an effective four photon process instead of a sequential absorption of two photons. With
this explanation the actual interesting point is the absence of this effect for the higher even
photon channels.
Figure 3.6: The different dissociation
photon channels for the 7 fs pulse
with deactivated ionization hopping
on a log-log scale (shifted apart on
the x-axis for lucidity). The colors
are the same as in Figure 3.3, addi-
tionally the 0ω channel is shown in
red. The data is fitted (by hand)
with different power laws Pd ∼ F n.
In Figure 3.7 the same as in Figure 3.6 is shown for the calculation with activated ionization
hopping. To account for ionization, the data is fitted with an exponential damped power law.
The powers (given in Table 3.2) don’t allow such a clear discussion as the powers used in
Figure 3.6. The powers b and exponents c are relatively stable, the factors a depend strongly
on the value used for F0.
The powers used for the fit in Figure 3.6 match the order of the photon channels. Using lowest
order perturbation theory, the expectation for a (sequential) n−photon contribution is ∼ F 2n
(proportional to the square of the coupling matrix element), so the ∼ F n behaviour has to be
explained. It turns out that when evaluating the data for single vibrational levels (instead the
FC-average) no such seemingly clear behaviour is found. Remembering the different effects
(bond softening, bond hardening, geometrical and (very important) dynamical alignment)
affecting dissociation, and their important ν−dependence, this isn’t that surprising. The
apparently well-arranged situation of Figure 3.6 seems to be merely a coincidence. However,
besides this and the rather strange fit coefficients of the 0ω and 4ω channel in Figure 3.7,
the overall picture for the FC-average is an power law for dissociation, which is exponentially
damped if including ionization.
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Figure 3.7: The same as Figure 3.6,
but with activated ionization hop-
ping. The data is fitted (numeri-
cally) by P (F ) = aF be−c(F−F0). The
powers b and exponents c are given in
Figure 3.6, an ionization onset field
amplitude F0 = 0.05 is used. The
exponential is set to 1 for F < F0.
ω 0 1 2 3 4 5 6 7
a 8.5 1.7 3.6 · 106 3 · 105 96 2 · 104 6.2 · 104 1.2 · 108
b 3.0 1.0 6.2 5.7 3.6 5.4 6.0 8.8
c 33 21 61 50 29 52 66 92
Table 3.2: The coefficients used for the fit in Figure 3.7. Using a variable onset for the damping
F0, the resulting factors a would be of the same order of magnitude. This would result in
0.04 ≤ F0 ≤ 0.12 for the different channels, while b and c are not significantly changed.
3.1.3 Angular resolved probabilities
For the discussion of the angular distribution of the fragments, the ionization and dissociation
probabilities are shown as angular resolved densities. Some fv-averaged results for the short
pulse are given in Figure 3.8. The final angles are taken at the end of the calculation, where
almost all fragmented trajectories have reached Rmax = 100, and, due to conservation of
angular momentum, the remaining angular velocity ϑ̇ is very small. The distributions are
well understood from the different dissociation mechanisms assigned to different vibrational
levels: Multiphoton dissociation for small ν needs relatively strong intensities Ieff = I cos
2 ϑ,
and thus happens at small ϑ. The result is a laser-aligned distribution of fragments assigned
mainly to the 2ω and 3ω channel. With higher ν the 1ω channel becomes dominant due to
bond softening at the 1ω resonance. Small intensities are sufficient for this process, therefore
only small (ν = 7) or nearly no (ν ≥ 9) alignment is found. The multiphoton contributions
for higher ν again show clear alignment, as does the 0ω dissociation (see the discussion to
Figure 3.5 above). The FC-average (of the already fv-averaged data) is strongly aligned due
to the large FC-factors for small ν. The FC- and fv-average for this calculation and two lower
peak intensities is shown in Figure 3.25 on page 64.
There is a remarkable difference compared to Figure 2.12 on page 31, which shows the disso-
ciation probability density for a fixed intensity of 2 · 1014 W/cm2 (for a slightly different, but
comparable pulse envelope). The peak in the distribution of the 1ω channel at ϑ ≈ π/4 is
nearly gone in the fv-average. The trench in the Floquet surface, responsible for the formation
of this peak (see Figure 2.7), needs an intensity of I ≈ 1014 W/cm2 to consolidate. The peak is
present in all calculations with sufficiently high peak intensities, but is suppressed through the
fv-average. This changes with increased pulse length, where the peak vanishes even for quite
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Figure 3.8: Angular resolved dissociation and ionization probability densities (fv averaged up
to 2.2 · 1015 W/cm2 ) for the 7 fs pulse and different initial vibrational levels.
high intensities. The reason simply is given by the dissociation dynamics. In the longer pulses
fragmenting trajectories are already at rather large R before the peak intensity is reached.
The Floquet surfaces are independent of ϑ at large R, no trench forms there. For the 45 fs
pulse (Figure 3.9) the discussed peak has completely vanished. For this pulse no alignment
is found for the 1ω channel and ν ≥ 9. In contrast, clear alignment is found for smaller ν
even for the 1ω channel. This is understood by dynamical alignment. For e.g. ν = 7 in
the long pulse it takes some time before bond softening has lowered the dissociation barrier
sufficiently. A trajectory propagating in the ground state will experience a aligning force at
low laser intensities, and therefore move to smaller ϑ, where at some point (due to the rising
pulse intensity and effective intensity Ieff = I cos
2 ϑ) dissociation via bond softening happens.
For this discussion note that, looking at the upper right panels of Figure 2.7 on page 21, prop-
agation in the ground state for e.g. ν = 7 means spending a lot time on the σu − ω Floquet
surface with R3ω < R < R1ω, where the angular force always leads to alignment. Dissociation
on that surface (1ω channel) before the trench becomes important will further increase the
alignment. For the short pulse generally geometrical alignment (the angular distribution due
to the initial conditions) is more important than dynamical alignment.
The ionization probability for the short pulse mainly follows the distribution of dissociation.
As already discussed, especially for low vibrational levels ionization is most probable for tra-
jectories which would contribute to dissociation if not ionizing. For larger ν no sign of the
(dissociation-) peak at ϑ ≈ π/4 is found. The region of the trench is reached by dissociating
trajectories mainly during the second half of the pulse, while ionization happens only during a
small time window at the peak intensity. For the short pulse the FC-average of ionization and
dissociation are nearly identical. At very large intensities the (cw-) ionization rate for ϑ ≈ π/2
is quite high, this causes the cusp at large ϑ for ν = 13.
For the 45 fs pulse the ionization is shown when fv-averaging the data up to the same intensity
as for the short pulse (solid line) and up to the intensity at which dissociation is nearly
completely suppressed by ionization (dashed line). The differences are merely quantitative.
Once more it can be seen that for small ν often ionization is preceded by dissociation (note
the absence of ionization at larger angles for ν = 3 even for the high intensity). The results
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Figure 3.9: The same as Figure 3.8 for the 45 fs pulse. The dashed line shows the ionization
probability when calculating the fv-average up to 4 · 1014 W/cm2 only. For higher intensities
nearly every fragmenting trajectory ionizes.
for the longest pulse (not shown) are generally in good agreement with the discussion done for
the 45 fs pulse.
3.2 Kinetic energy release (KER)
The KER (kinetic energy release) of the protons is undoubtedly one of the most interesting
observables in dissociation and ionization processes. It is accessible to experimentalists and
theorists, especially when treating the nuclei classically it is calculated very easy. For H+2 ,
the KER of dissociation has been discussed to some extend in the literature of the last two
decades and is well understood. The KER for ionization, of course, also has been discussed,
but the experimental findings are less clear than for dissociation. An important quantity here
is the internuclear distance Rhop where the molecule undergoes Coulomb explosion. While
Rhop can’t be measured directly in the experiment, it is very easily obtained in the FHM. In
this section the FHM results are presented and discussed, a brief comparison to experimental
findings is done in Section 3.4.
3.2.1 Angular integrated KER
In the Figures 3.10, 3.11 and 3.12 the ionization and dissociation KER for the three considered
pulse lengths is shown. The data is FC- and fv-averaged to match a experimental peak
intensity of 2.2 · 1015 W/cm2. The dissociation KER is additionally resolved into the different
photon channels up to 7ω. The data for the short pulse is discussed quickly: Dissociation and
ionization are well separated. Splitting the former in the different photon channels yields peaks
with increasing KER and nearly no substructure. The shoulder of the 3ω peak (≈ 2.5 eV)
looks a little strange, this is due to the low dissociation from ν = 0, 1, 2. No structure is found
in the ionization KER.
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Figure 3.10: ionization and dissociation KER for the short pulse and Imax ≈ 2.2 · 1015 W/cm2.
The data is FC- and fv-averaged, the bin size is 25 meV. The KER for ionization and disso-
ciation is well separated, the former is structureless. Splitting the dissociation KER into the
different photon channels results in clear peaks without much substructure. The black line
shows the ionization KER when including intensities up to Imax = 8 · 1014 W/cm2 only.
Figure 3.11: The same as Figure 3.10 for the 45 fs pulse. Dissociation and ionization are still
passably separated, the ionization still is structureless. In contrast, especially the 1ω dissocia-
tion peak starts to show a complicated substructure. The black line shows the ionization KER
when including intensities up to Imax = 4 · 1014 W/cm2 (half the intensity used in Figure 3.10)
only.
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While the ionization KER remains structureless for the 45 fs pulse (a double hump could be
guessed), this doesn’t hold for dissociation. Mainly the 1ω peak splits in several sharp, smaller
peaks. This is even more pronounced for the 135 fs pulse and will be discussed in detail.
For the longest pulse also the ionization KER, now strongly overlapping with dissociation,
shows a broad multi-peaked structure, which will be discussed together with the distribution
of the ionization hops later. Evaluating the ionization KER at lower intensities (black lines
in the discussed figures) shows a shift to larger KER values with increasing intensity. This
is easily understood, since with increasing intensity the ionization probability for smaller R
grows, resulting in contributions to high KER.
Figure 3.12: The same as Figure 3.10 for the 135 fs pulse. The structure in the different
dissociation channels and ionization is discussed in detail for this pulse in the text. The whole
situation is qualitatively remarkably different from the shorter pulses. Again the black line
shows the ionization KER when including intensities up to Imax = 4 · 1014 W/cm2 only.
Most features of the dissociation KER for the longest pulse are understood with the help of
Figure 3.13. The sharp peaks in the 1ω data are due to dissociation from the vibrational
levels ν ≥ 9. Some expected KER values KERν = Eν + n~ω + 13.6 eV (with −13.6 eV the
potential energy for the dissociated molecule at R →∞) are indicated in Figure 3.13. There
are large contributions to this channel already at low intensities < 1012 W/cm2, which are
further enhanced during the fv-average. The 0ω KER is rather broad and structureless, which
is in accordance with the process leading to zero-photon dissociation discussed in the last
section. The 2ω KER has a maximum, which is partially due to the absorption of one photon
from the 1ω channel (when looking at the left panel of Figure 3.13, note that the lower half of
the 2ω data is not seen because of the shifting). Contributions to the 1ω channel at this range
of KER appear at high intensities, where smaller ν may dissociate via 1ω bond softening, and
the high intensity makes the later absorption of another photon possible.
In the upper right panel of Figure 3.13 the 2ω KER is shown together with 3ω (shifted down
by one) and 4ω (shifted down by two photons). There is a significant peak in the 3ω data
at the expected KER for dissociation from ν = 3 (through bond softening at the avoided
3ω-crossing). This peak matches the lower 2ω KER peak, which therefore most likely is due to
emission of one photon from the 3ω channel. The higher 2ω KER not only matches absorption
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Figure 3.13: FC- and fv-averaged dissociation KER for the 135 fs pulse. Left panel: 1ω channel
(green), 0ω channel (red) and 2ω channel (blue, shifted down by ~ω). The expected positions
for different vibrational levels are indicated. Right panels: The 2ω − 5ω channels (with the
same colors as in the previous plots) shifted by integer photon energies as discussed in the
text. A bin size of 2 meV is used for the 1ω data, 25 meV and different y-scales for the other.
from the 1ω channel (as mentioned above), but also absorption of 3 photons and later emission
of one photon for ν ≈ 6. A similar discussion holds for the 4ω and 5ω KER (lower right panel
in Figure 3.13): The low KER 5ω peak matches the expected energy for dissociation from
ν = 1 through bond softening at the avoided 5ω-crossing (see Figure 2.6), which leads to a
smaller peak in the 4ω channel due to emission of one photon. The higher KER 4ω and 5ω
peaks match 3ω dissociation from ν = 3 with further absorption of one resp. two photons,
or the other way round, 5ω dissociation from ν = 3 followed by stimulated emission of one
photon for the 4ω peak. Remember that for a trajectory taking the adiabatic path (no hop)
through the 3ω crossing, stimulated emission may happen via the adiabatic path through the
1ω crossing or through a hop distant from avoided crossings. A trajectory taking adiabatic
passages through the 5ω, the 3ω and the 1ω crossing would end up in the 3ω dissociation
channel. If one of the two latter passages is diabatic, the trajectory would end up in the 2ω or
4ω channel. Since trajectories may also hop distant from an avoided crossings, the assignment
of a path to a KER-range and photon channel is not unique. Nevertheless, a lot of trajectories
follow exactly the paths often used in the literature to describe (multiphoton) dissociation of
H+2 .
It is generally expected that an adiabatic passage through a high ω crossing is followed by
adiabatic passages trough all the lower ω crossings, as long as the intensity stays large enough,
in other words, if the pulse is long compared to the vibrational period. This could be used to
explain the increasing ratio of the 3ω : 2ω KER peaks with increasing pulse length. For a fixed
intensity an adiabatic passage at the 5ω crossing is more probable with sufficiently increased
pulse length (sufficiently means that a bound trajectory may pass the crossing multiple times).
This passage is most likely followed by adiabatic passages at the 3ω and 1ω crossings, thus
increasing the 3ω dissociation yield. However, as seen in the last section, the 3ω dissociation
shifts to lower intensities when the pulse duration is increased, hence the above ratio is also
affected by changed fv-weights. Also the dissociation channels > 3ω are enhanced for the
longest pulse. This might be physical meaningful and due to the long pulse duration (making
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adiabatic passages through high ω crossings more probable). It might as well be physical
meaningless, in this case it could be easily adjusted by choosing a larger ζmin in the numerical
implementation (see the second last remark in Section 2.5.1). A systematic investigation of
the dissociation paths is complicated, since only the diabatic, not the adiabatic, passage comes
with a hop, and, to make matters worse, the position of the avoided crossings change with
changing intensity.
For the short pulse no substructure arising from the contributions of single vibrational levels
is found. A very simple attempt to explain the absence of substructure is done with the time-
energy uncertainty and the differences in the pulse lengths (and therefore the time windows
during which the intensity is large enough for dissociation) of ≈ 1 : 20. Such an uncertainty
enters the classical motion in the FHM through the time-dependent energy surfaces. Moving
on a rapidly changing energy surface (short pulse) will result in stronger changes of the total
energy of a trajectory, and therefore in broader single peaks than moving on slowly changing
surfaces. For a detailed discussion one would need to assign time scales to the different
dissociation processes, which should depend on the pulse parameters and the initial vibrational
level. This gets additionally ambiguous due to the included ionization and saturation effects.
However, when evaluating the short pulse for ν = 9 only, the 1ω KER is still peaked at the
same value as in Figure 3.13, but with a considerably wider base. The same holds for other
vibrational levels. Returning to Figure 3.10, the single maxima for ν > 9 are seen only as
small shoulders on the right flank of the large 1ω peak.
It remains to discuss the somewhat mysterious small yield of the 1ω KER for ν = 10, best seen
for the 135 fs pulse in Figure 3.13. This effect is absent in the 7 fs pulse and less pronounced
in the 45 fs pulse. It arises from small intensities, it is strongly pronounced by the fv-average.
Explaining this low yield with vibrational trapping is tempting. For trajectories starting with
ν = 10, Ṙ in the potential well above the 1ω crossing is particular low, the effect is strongest
for long pulses with low peak intensities (very small Ḟ ), thus leaving the well by a hop is
very unlikely, and for zero-photon dissociation the intensity is too low. Unfortunately, when
repeating some calculations for other wavelengths, for some laser parameters small dissociation
yields are found e.g. not for the lowest, but the second lowest vibrational level supported by
the trapping well.
Another possible explanation for small dissociation yield from single vibrational levels was
given in [6] using the dipole coupling between vibrational states and continuum states. For
800 nm this results in an expected suppression for ν = 12, not ν = 10 (this is confirmed
by repeating the calculation from [6] using exactly the surfaces/states as for the calculation
of the classical initial conditions). It might be interesting to repeat the calculations from [6]
using some already laser-disturbed vibrational wavefunctions. Also the classical radial initial
conditions used in the FHM are different from the probability density of an initial vibrational
state.
3.2.2 Angular resolved KER
The angular resolved KER spectra (shown in Figures 3.14 and 3.15) contain the combined
information about KER and angular distribution of the fragments already discussed. Like in
the other presented angular resolved densities, the calculated results are binned. This comes
with a non-constant weight 1/ sinϑ to account for the volume element ∼ sinϑ. Since a rather
small bin size for ϑ is used, this leads to strongly enhanced values in the inner angular bins,
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and suppresses the resolution of the rest of the data in the shown pictures. Instead of capping
the color scale at some fixed value, the data of the innermost angular bin is neglected.
The data is shown as P (KER, cosϑ), since a density leading to an uniform distribution (e.g.
on the unit sphere) appears uniform in such a plot. As before, all results are projected into
the range 0 ≤ ϑ ≤ π/2. This would yield results in the upper half of the area shown in
Figure 3.14. The results in the lower half are obtained by reflecting the former results at the
ϑ = 0 axis, this corresponds to calculations with reflected angular initial conditions. Finally,
to disentangle the contributions from ionization and dissociation, the results for each one are
shown only in the upper/lower half of the plot.
For dissociation in the shortest pulse (Figure 3.14) the peaks for the different photon channels
can be seen nicely. No peaks appear for ω > 9, since these channels are neglected during
the propagation. With increasing order of the channel increasing alignment is found, which
already has been explained by the larger effective intensity at such angles. The ionization is
clearly aligned in general, but shows a broader angular distribution for lower KER than for
higher KER. This is discussed later in this section. The ionization is well separated from the
dominant 1ω- and 2ω-dissociation.
Figure 3.14: FC- and
fv-averaged angular
resolved KER for the
7 fs pulse split into
the ionization and
dissociation contribu-
tion. The bin size is
10 meV×2.5 · 10−3.
Figure 3.15: The same as Figure 3.14 for the longer pulses. Note the change of the displayed
KER range. See Figure 3.24 for a magnified picture of the dissociation KER for the longest
pulse (using a lower peak intensity).
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With increasing pulse length (Figure 3.15) the ionization shifts towards lower KER, and, except
for the low KER contributions, gets stronger aligned. While the former point is discussed later
with the distribution of the ionization hops, the latter is due to dynamical alignment. The
angular broadening at KER≈ 6 − 7 eV for the longest pulse stems from ionization at very
high intensities, where the fixed nuclei ionization rates show decreasing angular dependence
already at small internuclear distances. This is also true for the shorter pulses, where the
KER originating from this effect overlaps with the (also angular broad) low KER region. The
dissociation now shows the structure arising from the contributions from different vibrational
levels, this is shown in Section 3.4 on a larger scale.
3.2.3 Distribution of the ionization hops
While the distribution of the internuclear distance Rhop and the orientation ϑhop at which a
trajectory undergoes Coulomb explosion is of general interest, it is especially helpful when
discussing the ionization KER. This KER consists of the potential energy 1/Rhop on the
Coulomb surface, converted to kinetic energy for R → ∞, and of the kinetic energy gained
before the ionization hop. This will be used to discuss the structure in the ionization KER
presented on the previous pages. There is a remarkably difference between the angular resolved
data here and the angular resolved ionization KER: While the latter shows the orientation at
the end of the propagation, the former shows the orientation at the time of the ionization hop.
They are, however, not that different, since a Coulomb exploding trajectory quickly moves
to large R without experiencing any further angular force, and hence, due to the conserved
angular momentum, ϑ̇ quickly decreases.
The distribution of the hopping points is given in Figure 3.16 for the short pulse and in
Figure 3.17 for the longer pulses. With increasing pulse length stronger alignment is found.
This is mainly due to dynamical alignment, since in the longer pulses the majority of the
trajectories has sufficient time to rotate towards the laser polarisation axis. Also the strongly
aligned multi-photon dissociation from lower vibrational levels followed by ionization (c.f.
Figure 3.9) affects this behaviour. Mainly the 2ω channel is important here. This can be seen
when sorting the data for the photon channels right before the hop (not shown).
Figure 3.16: FC- and fv-averaged dis-
tribution of the hopping points (points
where the trajectory undergoes coulomb
explosion). The red line corresponds to
the black line in Figure 3.10 (using a
lower peak intensity for the fv-average).
In the inset the angular (density) dis-
tribution is shown. R‖ ↔ ϑ = 0 and
R⊥ ↔ ϑ = π/2 is used for the presenta-
tion.
For the short pulse and not too large peak intensity the hops are centred around the 1ω-
resonance (R ≈ 4.7). With further increasing intensity a lot ionization happens at smaller R,
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Figure 3.17: The same as Figure 3.16 for the longer pulses. Note the changes in the shown
R-ranges.
leading to high KER values. Even with a high fixed-nuclei ionization rate, not much ionization
happens at R & 7. Only few trajectories (and from higher vibrational levels with small FC
factors) reach this region during the small time window where ionization happens in the short
pulse. This changes considerably with increasing pulse length. Still a lot of ionization happens
at R . 5, leading to high KER. Additionally, a wide tail to large R emerges with increasing
pulse length. For the longest pulse this tail already reaches up to R ≈ 100, mainly due to the
1ω dissociation, happening already very early during the pulse. It seems to be generally no bad
idea to think about the distribution of the hopping points as a convolution of the fixed-nuclei
ionization rates and the spatial distribution of the trajectories during the time of sufficiently
high intensity. One has to include saturation effects in this image, which is sometimes done to
explain the absence of the R ≈ 10 CREI-KER peak in experimental data. Even with no real
CREI peaks in the ionization rates used in this work, for the longer pulses there is a ”CREI
shoulder” at R ≈ 7, arising from high ionization rates at these R.
Now the structure in the ionization KER for the longest pulse (Figure 3.12) is easily explained:
The first peak from the left (KER≈ 1.5 eV) is due to 1ω-dissociation followed by ionization at
large R, hence the rather small shift to the 1ω-dissociation KER. The second and third peak
from the left are due to 2ω- and 3ω-dissociation followed by ionization. The shift between
dissociation and ionization KER is already larger, because the time between both events is
smaller than for the 1ω-process (although the dissociated trajectories are faster), leading to
ionization at smaller R. Finally the large peak at KER≈ 7 eV is due to ionization at R . 5,
where the ionization rates are very high due to the 1ω resonance (see Figure 2.13).
3.3 The role of rotationally excited initial conditions
For the comparison between experimental and theoretical data, in principle, the finite tem-
perature of the experiment has to be taken into account. Depending on this temperature, the
initial H+2 state is a mixture of rotationally excited states with quantum numbers l ≥ 0 and
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|m| ≤ l. As can be seen in Appendix A.5, a thermal average for H+2 is not a trivial task. For
all but the lowest temperatures a rather large number of initial rotational conditions becomes
important, increasing the computational effort significantly. Furthermore, the rotational sit-
uation in e.g. an ion beam used for the experiment might not be in the thermal equilibrium
at all. Therefore, instead of calculating serious thermal averages, some exemplary calculations
with excited rotational initial conditions are discussed in this section.
The calculations are done for the shortest pulse and initial conditions l = 0 (m = 0), l = 1
(m = 0, 1) and l = 2 (m = 0, 1, 2) only. The results for l = 0, m = 0 have already been
discussed in the previous sections, the whole problem is independent of the sign of m.
The quantum number m corresponds to the projection of the total rotational quantum number
l onto a preferred (or any) direction, which is the laser polarisation axis in this work. Starting
a calculation with m > 0 thus means starting with an initial angular momentum Pϕ > 0,
which is conserved during the propagation. With Pϕ 6= 0, compared to Pϕ = 0, there are three
additional terms in the classical equations of motion (2.5): An additional centrifugal force,
an uninteresting time-dependence of ϕ and a force repelling the trajectory from small ϑ. The
latter leads to a minimal classical accessible angle ϑmin, which might have interesting effects
on dissociation and ionization. Also due to l > 0 a dynamical component is introduced to the
geometrical alignment, since the trajectories start with an initial angular momentum Pϑ with
random sign and it’s value determined by the starting angle ϑ0 (see Section 2.4.3).
The minimal angle ϑmin = arcsin
√
m2/l(l + 1) isn’t constant during the propagation. Since
m is constant, ϑmin(t) is determined by l(t) via
l(l + 1) = Pϑ(t)
2 +
m2
sin2 ϑ(t)
≈ P 2ϑ + 1
where the very rough last step is used for the even rougher estimate sinϑmin ≈ ϑmin ≈ |m/Pϑ|.
The interesting point here is that even in this short pulse many trajectories accumulate angular
momenta Pϑ > 25 during the pulse, and therefore may rotate close to the laser polarisation
axis even for a large initial ϑmin. The angular momentum Pϑ = MR
2ϑ̇ at the end of the pulse
is shown in Figure 3.18, not for single trajectories, but for the arithmetic average over all
trajectories calculated with a fixed peak intensity.
Figure 3.18: The arithmetic aver-
age for |Pϑ| over all (bound and
fragmenting) trajectories at the
end of the calculation for different
rotational initial conditions. For
m = 0 each trajectory starts with
the same |Pϑ(0)| =
√
l(l + 1), for
m 6= 0 this value is lower and de-
pends on the initial angle ϑ0. For
small intensities these differences
survive, they are washed out dur-
ing the propagation for large in-
tensities.
The probability for 1ω- and 2ω- dissociation calculated with different initial conditions is
shown in Figure 3.19. Discussing the results for m = 0, the peaks for both photon channels
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are a little bit higher for l > 0 than for l = 0. Due to the initial angular momentum |Pϑ| > 0
half of the trajectories are already rotating towards the laser polarisation axis, which leads to
higher effective intensities. Centrifugal fragmentation [31] may play a (minor) role, this is not
tested. The results for the calculation with the smallest ϑmin 6= 0 (l = 2, m = 1) are similar
to the ones for m = 0. With increasing ϑmin (l = 1, m = 1 and l = 2, m = 2), the maxima
for both channels are shifted to larger intensities. The trajectories now are effectively repelled
from regions with large Ieff = I cos
2 ϑ, hence (1ω- and 3ω-) bond softening and ionization sets
in later. The latter is the reason why the 1ω dissociation probability is enhanced (better to
say less suppressed). The 2ω channel (where alignment is important) is noticeably suppressed
due to the initial rotational conditions.
Figure 3.19:
FC-average of
the dissociation
probability for
the 1ω channel
(left) and 2ω
channel (right)
calculated with
different initial
conditions.
Looking at Figure 3.20 it becomes clear that quite a lot trajectories gain enough angular
momentum to overcome the initial minimal angle ϑmin. For ν = 9 and ν = 13 there are,
however, obvious peaks around the initial ϑmin. They are easily explained, since also for many
trajectories the minimal angle ϑmin(t) remains very close to ϑmin(0). Much time is spend at
these turning points with relatively high Ieff . Additionally, for a trajectory fragmenting in
the vicinity of the turning point ϑ̇ is very small, hence the angular structure is preserved till
the end of the calculation. The situation is a bit different for ν = 3, where strong alignment
is necessary for dissociation. Still some trajectories reach small angles, where multi-photon
dissociation is possible. There is no dissociation peak around ϑmin(0), since 3ω bond softening
doesn’t happen effectively there. However, there is an ionization peak below ϑmin(0), indicating
that ϑmin(t), and therefore the classical turning point, has shifted to lower angles when the
peak intensity is reached.
As a coincidence, ϑmin(0), and therefore the peak in the angular distribution of the fragments,
for l = 1, m = 1 is located at the same position as the peak arising from the trench in the
Floquet surfaces (discussed already several times in this work). While the latter is only found
for the short pulse and sufficiently high intensities, the former is expected to be more stable
when varying pulse parameters.
Similar arguments as used above hold when discussing the distribution of the ionization hops
(Figure 3.21) and the KER spectra (Figure 3.22). As in the previous section, the angular
distribution in Figure 3.21 is recorded at the hopping times during the pulse, resulting in the
angular distribution of the ionization KER (upper panel in Figure 3.22) much later at the end
of the calculation. Mainly multi-photon dissociation and low-KER ionization is suppressed
due to the minimal classical angle.
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Figure 3.20: Angular resolved dissociation and ionization (fv-average) for different rotational
and vibrational initial conditions. The same colors as in Figure 3.8 are used. The vertical
dashed lines mark the position of the (initial) minimal angles ϑmin. Again the ionization cusps
at ϑ ≈ π/2 are due to the fixed-nuclei ionization rates at very high intensities.
Figure 3.21: Distribution of the ionization hops (FC- and fv-averaged) for different initial
conditions. The dashed lines mark the position of the initial minimal angles ϑmin.
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Figure 3.22: FC- and
fv-averaged KER
for the calculation
with l = 1 and m = 1.
Again the initial
minimal angle ϑmin
is marked by dashed
lines. See Figure 3.14
for the result calcu-
lated with l = 0.
As a short conclusion, the following effects are found/expected:
• The larger m, the stronger onset intensities for alignment-sensitive processes (e.g. multi-
photon dissociation) will shift to higher values.
• Calculations done for l = 0 will overestimate alignment.
• While alignment is still present for m 6= 0 in general, additional peaks may appear at
positions corresponding to classical angular turning points. If a large number of l is
important, these peaks located at different positions will overlap each other, and most
likely not give a noticeable structure. In full quantum-mechanical nuclear dynamics,
however, these peaks are expected to be sharper due to the quantized angular momenta.
• Understanding the (angular) dynamics of dissociation and ionization for l = 0 is sufficient
for a qualitative understanding of these dynamics for l > 0, if one considers some classical
inaccessible region at small ϑ.
3.4 Comparison with experimental data
Since now FC- and fv-averaged results are calculated, they should be at least briefly compared
to experimental findings. There are mainly two types of experiments concerning H+2 in intense
laser fields (see e.g. again the reviews [1, 2]). The first kind subjects a H2-gas to a laser
pulse, H+2 is created and may dissociate or ionize during this pulse. Obviously, this is a more
complicated situation than described in the FHM. The second kind uses an H+2 ion beam, hence
the ions are exposed to the whole laser pulse. The vibrational distribution of ions in the beam
(e.g. created by electron impact) is close to a Franck-Condon distribution, which doesn’t hold
for the gas-experiments, where lower vibrational levels are even stronger populated (see e.g.
the references given in [41]). Besides this, one has to be careful not accidentally to compare
apples to oranges. A serious quantitative comparison between theory and experiment was done
in [10]. In Figure 5 in [10] some steps (applying the fv-average, an inverse Abel transformation,
a detector resolution, and the FC-average) from the calculated data to the data comparable
to the experiment are shown nicely. In this work much less effort is made. Mainly some
results presented in the last sections are compared to experimental findings without any further
modifications.
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3.4.1 Dissociation KER
Experimental (and theoretical) results for the angular resolved dissociation KER have been
presented in [41] for 45 fs and 135 fs pulses, and in [20] and [21] for the 7 fs pulse. The
data shown there is given in the center-of-mass frame, thus no transformation like in [10] is
necessary.
In Figure 3.23 the FHM data for the 7 fs pulse is evaluated for different peak intensities
I ≈ 2 · 1013, 3 · 1014 and 2.2 · 1015 W/cm2, matching approximately the experimental data of
Figure 4 (panels b,c and d) in [21] (also shown in Figure 3.23). The following points are worth
discussing:
• The overall agreement is good. The FC- and fv-average is really important for such a
result. The KER evaluated for single ν and/or a fixed intensity looks much different.
• In the experimental data the 0ω and 3ω contributions are not seen, which explains the
differences at high and very low KER. The 0ω protons are blocked by a Faraday cup,
the 3ω contributions are not seen due to the color scale (see the text in [21]).
• In [21] also the experimental result for I = 7.5 · 1015 W/cm2 is given, which is nearly the
same as for I = 2.5 · 1015 W/cm2. This is easily understood by looking at Figure 3.2
(left panel): Already at I ≈ 2.2 · 1015 W/cm2 almost all fragmenting trajectories ionize,
hence a further increase of the intensity doesn’t change the dissociation KER.
• For the higher intensities, dissociation involving higher excited states, which are neglected
in the present implementation of the FHM, will play a role of increasing importance. In
[21] theoretical calculations are done including such higher excited states, which allows to
disentangle the KER arising from different final states. The calculations in [21], however,
are limited to rather low intensities because ionisation is neglected.
In Figure 3.24 the FHM data for the 135 fs pulse is evaluated for a peak intensity of I ≈
1014 W/cm2 and presented together with the experimental data taken from Figure 4 in [41].
Obviously, no good agreement is found in this case, the structure arising from the single
vibrational levels is nearly absent in the experimental data (for the angular integrated result
using a higher peak intensity see Figure 3.13 on page 53). An easy and hopefully not to cheap
explanation could be given by effects simply not present in the calculation. One candidate
for such an effect is a peak broadening due to initial rotational excitation. A more promising
candidate is the (unknown) exact carrier frequency during the pulse. The Ti:sapphire laser has
a very broad gain profile, the interplay of typically many thousand longitudinal modes leads to
pulses lengths on the fs scale. Computing the coherent sum of many modes results in a sharp
peak with a carrier frequency close to the central frequency, but not strictly constant during
the pulse. Through the hence non-constant photon energy this would translate to broadened
KER peaks. If at some points the deviation from the central frequency is large enough, this
may even affect the dissociation mechanisms by making bond softening more effective for ν = 8
than for ν = 9.
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Figure 3.23: The dissociation KER for the 7 fs pulse and different peak intensities (in W/cm2)
labelled in the plots. Left panels: Experimental results (the graphics are taken from [21]).
Right panels: FHM results (the calculations are only done up to 2.2 · 1015 W/cm2, in the
middle panel an intensity of 3 · 1014 W/cm2 is used to enhance the difference to the higher
intensity). Note the different ranges spanned by the color scales.
Figure 3.24: The dissociation KER for the 135 fs pulse at a peak intensity of I = 1014 W/cm2.
Left panel: The experimental data (graphic taken from [41]). Right panel: The FHM result.
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3.4.2 Angular distribution of dissociating fragments
In Figure 10 in [21] (the 7 fs pulse experiment) also the angular distribution of the dissociating
fragments, which is the KER-integrated data from the left panels of Figure 3.23, is shown.
This data is fitted with different cosnϑ -laws (see [21], note that the data there (Figure 10)
is plotted over cosϑ). For the lowest intensity (I = 2 · 1013 W/cm2) Pd(ϑ) ∼ cos2ϑ is well
suited. With increasing intensity the stronger alignment is accounted for by adding a term
∼ cos10ϑ (I = 6 ·1014 W/cm2) respectively ∼ cos14ϑ (I = 2.5 ·1015 W/cm2). The experimental
angular distribution doesn’t change with further increasing intensity, this is again very easily
understood by looking at the FHM results shown in Figure 3.2 (left panel). At these high
intensities almost all fragmentation ends up in the ionization channel.
In Figure 3.25 the corresponding FHM results are given, fitted with the same laws as in [21].
The data agrees very nice with the fit, if one is willing to ignore the two innermost bins. The
alignment in the 1ω channel for the largest intensity arises from more effective bond softening,
leading to larger 1ω contributions from vibrational levels ν < 9. The 1ω channel is nearly
saturated at I ≈ 3 · 1014 W/cm2, as seen by comparing the 1ω channel fit coefficients for the
two higher intensities.
Comparing the innermost bins, the FHM results are clearly stronger aligned than the exper-
imental results (and the fit). There are several possible reasons for this. Besides non-exact
FC- and/or fv-factors, a overestimation of alignment for initially rotationally cold calculations
was one of the conclusions drawn at the end of Section 3.3. Looking at Figure 3.20 this ex-
planation is very promising. Combining the results calculated for l = 0, 1, 2 (for whatever
reasonable temperature) is unfortunately not enough. For a serious thermal average large l
have to be included, leading to a ”smooth” distribution of classical angular turning points (see
Section 3.3). This would lead to a still aligned, but less narrow angular distribution, which is
supposed to look like the dashed red line in the right panel of Figure 3.25 (just the same as
the orange line with slightly larger coefficients for both cosn terms).
Figure 3.25: The angular resolved, FC- and fv-averaged dissociation probability for the 7 fs
pulse and different peak intensities (this is the same data as shown in Figure 3.23 (right
panels) integrated over all KER). The dashed line in the right panel is the expected result
when applying a serious thermal average.
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3.4.3 ionization KER
Short pulse
In the 7 fs experiment [21] also the ionization KER (for H+2 and D
+
2 ) was obtained. In Fig-
ure 3.26 the angular resolved experimental ionization KER for I = 7.5 · 1015 W/cm2 (Figure
16 in [21]) is compared to the FHM data for I ≈ 2.2 · 1015 W/cm2 (the highest intensity con-
sidered in the calculations). The qualitative agreement (strong alignment) between the data is
quite good, the FHM result, however, is concentrated at higher KER. The difference between
H+2 and D
+
2 ionization KER was discussed in [21] with the influence of the mass difference on
the nuclear dynamics. The wider the molecular bond stretches before ionization happens, the
lower is the resulting KER. A lower KER was thus predicted for longer pulses (more time for
the molecule to reach larger R), and confirmed experimentally. This effect of the pulse length
on the ionization KER is also seen in the FHM data (see Section 3.2). Since the centre of
density for the FHM result is located somewhere between the experimental H+2 and D
+
2 result,
this might be due to relatively small differences in pulse length (≈ 1 fs), or the pulse shape.
When using a lower intensity, also a shift to lower KER is seen in the FHM results (Section 3.2)
as well as in the experiment. The differences between FHM and experiment should be further
enhanced when using the same intensities. Of course the quality of the fixed-nuclei ionization
rates, especially at very high intensities, will play a role here too, as indicated also by the
differences for the longer pulses discussed below.
Figure 3.26: The ionization KER for the 7 fs pulse: Experimental result (upper panels, graphic
taken from [21]) and FHM result (lower panel). Note the different range of the color scales.
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In [21] a experimental problem concerning the ionization KER at low energies is mentioned.
Due to the large dissociation contribution at KER . 3 eV a large number of false ion-ion coin-
cidences is probable, therefore no ionization results for low KER are shown in [21]. Using the
FHM results from Section 3.2 this seems to be no problem for the very short pulse considered
here, since there is practically no ionization KER . 3 eV (see Figure 3.14). In contrast to this,
one would loose a lot of information neglecting the low ionization KER for the longer pulses
(Figure 3.15).
Longer pulses
For longer pulses (TFWHM & 45 fs) and high intensities experiments yield a relatively broad
and structureless ionization KER, see e.g. [42] and references therein. Comparing the ion-
ization KER shown in Figure 3.11 and Figure 3.12 to experimental results, the high KER
contributions seem to be overestimated in the calculations. This is connected with the rather
large fixed-nuclei ionization probability around the 1ω resonance at R ≈ 4.7 (see Figure 2.13),
translating directly into the large ionization probability for R < 5 during the propagation (see
Figure 3.17). This strongly increases the ionization probability for small vibrational levels
(bound trajectories), and is thus even further enhanced in the FC-average.
Limiting the experimental intensity to the order of the ionization appearance intensity, sev-
eral experiments revealed a clear structured ionization KER. A possible explanation is given
by the above threshold Coulomb explosion (ATCE) model [43]. This model, utilizing curve
crossings between Floquet surfaces and the Coulomb surface dressed with several photons, has
been applied to experimental data in [43], and later in [44] to explain the experimental find-
ings presented in [45]. The ATCE model conceptually combines the R-dependent ionization
probability and the H+2 dissociation dynamics, as does the FHM, but in a different way. The
structure in the ionization KER obtained in this work is discussed with the structure already
arising through the dissociation process (see the discussion to Figure 3.12 in Section 3.2). Only
the largest KER peak is attributed directly to a large ionization probability at a particular
R-range.
In [46] also a clearly structured ionization KER (if choosing the intensity low enough) was
presented. It was explained there by the structure arising from the dissociation of different
vibrational levels, followed by ionization at a critical internuclear distance of Rc ≈ 13. This Rc
has to be nearly the same for all vibrational levels, otherwise the structure would be smeared
out by different 1/Rc contributions. In the FHM data no sign of enhanced ionization at R ≈ 13
is found. However, the vibrational structure is clearly resolved in the 1ω dissociation KER.
This structure should transfer to the ionization KER if the ionization happens at sufficiently
large R. In this way the structure isn’t smeared out, though the peaks would be located at
smaller energy than measured in [46]. Some testing calculations for a 100 fs pulse (as used in
[46]) at intensities around I = 5 · 1013 W/cm2 unfortunately didn’t yield a clear result.
To summarize this, when comparing the ionization KER for longer pulses obtained in this work
to experimental findings, there are several qualitative (no enhanced ionization at particular
R) and quantitative (high yield at high KER) disagreements. This might be solved by a
advanced method for the calculation of the fixed-nuclei ionization rates. Note however, that
the present method, using Born-Oppenheimer states and an absorber, yields results in excellent
agreement with the somehow similar NA-QMD, and the very different OCTOPUS method (see
Figure 2.13).
4 Summary, conclusion, and outlook
In this work, a novel method for the description of molecules interacting with intense laser
pulses was developed and applied to the benchmark system H+2 . The dissociation dynamics
are very well governed by the propagation on Floquet surfaces (during the laser pulse) and on
Born-Oppenheimer surfaces (after the pulse), with non-adiabatic transitions between the po-
tential surfaces via an adapted version of Tully’s fewest switches algorithm. The ionization was
described on an equal footing, employing a switching criterion to the Coulomb surface. Using
pre-calculated fixed-nuclei ionization rates to evaluate this criterion has shown to give surpris-
ingly good results. Compared to other methods, this allows for a computational extremely
cheap description of ionization.
The computational efficiency of the present implementation allows for a rather extensive study
of the dissociation and ionization dynamics of H+2 . Many features of the H
+
2 dissociation
(bond softening, bond hardening, multi-photon dissociation, zero-photon dissociation), often
discussed in the literature using Floquet surfaces, are very well represented by the FHM.
While all the results are self-consistent, especially the branching ratios of the multi-photon
dissociation channels might be affected by (mainly) numerical problems. In disagreement with
some discussions in the literature, clear alignment was found for the zero-photon dissociation.
This alignment can, however, be explained using the same zero-photon dissociation mechanism
as usual.
Comparing the FHM calculations to experimental findings, a good agreement is found for
dissociation and ionization when considering very short pulses. Increasing the pulse length
yields qualitative differences in the dissociation KER (probably mainly due to peak broadening
in the experimental data). It also leads to partial, quantitative and qualitative, disagreement
between calculated and experimental ionization KER (probably mainly due to the particular
fixed-nuclei ionisation rates used in the calculations). This disagreement hopefully could be
decreased by an advanced description of the electronic properties during the calculation.
So far no information concerning the ionized electron is obtained with the FHM. Even using a
rather large basis of dressed states for the propagation of the electronic state can’t close this
gap. Maybe a separate propagation for the electronic dynamics would work, starting at the
ionization hop and using the dressed state wavefunction as initial conditions for e.g. a Volkov
wavepacket. However, serious attempts will probably strongly increase the numerical effort.
The FHM is not restricted to small molecules. Practically, applying it to larger molecules comes
with the necessity of calculating surfaces and couplings on the fly, while maintaining a high
quality and computational efficiency. A rather minor future task could be an implementation
of the FHM for H+2 , including more Floquet surfaces than the ones arising from the two
lowest Born-Oppenheimer surfaces. A large task is the practical generalisation of the FHM to
arbitrary molecules. For polyatomic molecules an on the fly calculation of all involved surfaces
and couplings is inevitable. For systems with more than one active electron, exchange and
correlation interactions have to be considered. A density functional theory version of the FHM
will become essential for practicability. Other points of general interest are the inclusion of
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electron-nuclear coherences in the used trajectory based description, and spontaneous emission
during the relaxation dynamics.
A Appendices
A.1 Field-dressed states and Floquet states
Addressing the differences between electrons and nuclei, it is convenient to factorize the molec-
ular state into (a linear combination of) two components. The coordinate representation of
the state then reads (R and r denote all nuclear respectively all electronic degrees of freedom):
Ψ(R, r, t) =
∞∑
i=0
χi(R, t)ϕi(R, r, t).
This is still quite general, and so for further progress the usual next step is to define the ϕi
by a conditional equation. Like in many works, the ϕi are chosen as eigenfunctions of the
field-free electronic Hamiltonian H0el
H0el(R, r)ϕi(R, r) = Ei(R)ϕi(R, r), (A.1)
where of course other choices are possible, see e.g. [47] or [48] and references therein.
Equation (A.1) has several implications:
• H0el is time independent, therefore ϕ and E are.
• H0el depends parametric on R, therefore ϕ and E do.
• For fixed R, the set {|ϕi〉} with 〈r|ϕi〉 = ϕi(r) serves as an orthonormal basis in some
Hilbert space Hel (which can be identified with a subspace of Hmolecule), and (A.1) may
be written as H0el(R)|ϕi(R)〉 = Ei(R)|ϕi(R)〉.
• Varying the parameter R in a continuous way, |ϕ(R)〉 and E(R) may be read as func-
tions of the variable R. This functions are called Born-Oppenheimer states and Born-
Oppenheimer surfaces.
• Evaluating the action of the full molecular Hamiltonian on |ϕ(R)〉, approximations are
usually necessary due to the nuclear kinetic energy operator.
Since in this work only the electronic part of the molecule is described quantum mechanically,
the interaction of this part with a time periodic field is especially important. Approaching
this physical situation is possible in several ways, e.g. by defining a Floquet Hamiltonian
and steady states like in [49], or by expanding the wavefunction in a Fourier series. One
nice feature of such approaches is that at the end the number of exchanged photons can be
extracted directly from the theory, instead of calculating it from energy spectra or similar. A
very graphic way how to describe the exchange of single photons while treating the light field
classical is outlined in the following. Some mathematical basics how to describe the combined
system ”electron(s)+field” are helpful for the understanding.
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With Hel the above introduced Hilbert space for the electrons and Hfield a Hilbert space for
the quantum-mechanical description of the photon field, the Hilbert space for a combined
description of field and electrons is H := Hel ⊗Hfield. With {|αi〉} an arbitrary orthonormal
basis in Hel and {|βn〉} an arbitrary orthonormal basis in Hfield, the set of tensor products
{|γin〉} with |γin〉 := |αi〉 ⊗ |βn〉 (A.2)
yields an orthonormal basis in H, such that 〈γin|γjm〉 = δijδnm holds.
With operators A and B acting on Hel respectively Hfield, any operator C acting on H can be
written as a linear combination
C =
∞∑
k=0
ckAk ⊗Bk with (A⊗B) (|α〉 ⊗ |β〉) := (A|α〉)⊗ (B|β〉) .
The Hamiltonian for the combined system therefore is
Htot = H
0
el ⊗ Ifield + Iel ⊗H0field +W (A.3)
with H0el the field-free electronic Hamiltonian, Hfield the Hamiltonian of the field, the identity
operators I on the corresponding subspaces, and W the interaction between molecule and
field.
For a single field mode in a cavity with volume V , the field Hamiltonian can be written as
H0field = ωa
†a with annihilation/creation operators a, a†. Using the dipole approximation
and the length gauge, the interaction takes the simple form W = −µ ⊗ iε(a − a†), where
ε =
√
2πω/V and µ = ~µ~eε, with the electronic dipole operator ~µ and the polarisation direction
of the field ~eε. Equation (A.3) now reads
Htot = H
0
el ⊗ Ifield + Iel ⊗ ωa†a− µ⊗ iε(a− a†).
With this Hamiltonian, one obvious choice of the bases in (A.2) are the eigenstates of H0el and
the photon number operator N = a†a, such that {|αi〉} = {|ϕi〉} and {|βn〉} = {|n〉}.
The connection from the cavity to an unconfined system is established in [50], where the limit
of above described situation is examined for infinite cavity Volume V →∞ and large photon
number average n̄ → ∞, while keeping the photon density % = n̄/V constant. To achieve
this, an isomorphism between the Fock space F (spanned by {|n〉}) and the space of square-
integrable T -periodic functions L2T is constructed (T = 2πω ), which maps a photon number
state |n̄ − n〉 to a basis function of the latter space einωt(t) (a coordinate representation via
〈t|einωt〉 = einωt(t)). In the limit n̄→∞ the whole spaces F and L2T are isomorph. The possibly
most enlightened step in this procedure is that, at this point and in the considered limit, the
relative photon number operator Nr = a
†a− n̄ (acting on the photon number states ∈ F) can
be identified with Nr = −i∂ωt (acting on above given basis states ∈ L2T ). A further restriction
to small deviations from the photon number average n n̄ allows for the identification of the
operators iε(a− a†) and
√
8π%ω sinωt (for intermediate steps and details see [50]). Therefore,
the above considerations yield
Htot − ωn̄→ H0el ⊗ IL2T − µ⊗
√
8π%ω sinωt+ Iel ⊗ iω(−∂ωt).
Finally, lifting the operators onto the space Hel ⊗ L2T in an appropriate way (but without
relabelling them, a step which is done tacitly several times in this work) the result is recognized
as the Floquet Hamiltonian
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HF = H
0
el − ~µ~F sinωt− i∂t, (A.4)
which consists of the field-free electronic Hamiltonian H0el, the interaction between electrons
and a classical electromagnetic field in dipole approximation and length gauge ~µ~F sinωt, and
finally the operator −i∂t, which, thanks to the considerations above, can be interpreted as a
”deviation from an average field energy” operator. The connection between the classical field
amplitude |~F | and
√
8π%ω is established with the laser intensity per unit surface c
8π
F 2 = I =
ω%c (remember that 1/4πε0 = 1 a.u.).
With the basis sets {|ϕi〉} and {|einωt〉}, the tensor products
|φjn〉 = |ϕj〉 ⊗ |einωt〉 (A.5)
form an orthonormal basis in Hel ⊗L2T and will be labelled electronic field dressed states
(or just dressed states). These states solve the eigenvalue equation for HF without interaction:
(HF + ~µ~F sinωt)|φjn〉 = (H0el − i∂t)|φjn〉 = (Ej + nω)|φjn〉. (A.6)
For example, the state |φ2,−1〉 describes the molecule being in the second excited electronic
state with one photon absorbed from the field (the field mode described by this state contains
n̄ − 1 photons, the missing photon has to be absorbed by the molecule, since no further
environment is considered).
It remains to declare Floquet states and Floquet energies simply as eigenstates and
eigenenergies of HF:
HF|Φa〉 = Ea|Φa〉, (A.7)
or, emphasizing the parametric dependencies,
HF(R,F, ϑ, ω) |Φa(R,F, ϑ, ω)〉 = Ea(R,F, ϑ, ω) |Φa(R,F, ϑ, ω)〉,
where ϑ = ](~µ, ~F ). Of course the set {|Φa〉} also forms an orthonormal basis in Hel ⊗ L2T .
A.2 Sorting and patching of pointwise results
The Born-Oppenheimer states |ϕ(R)〉 and surfaces E(R) as well as the Floquet states |Φ(R,Feff)〉
and surfaces E(R,Feff) needed for the propagation are calculated pointwise by diagonalizing the
corresponding Hamiltonian. Unfortunately, using the results exactly as given by the diagonal-
isation algorithm may not result in discrete functions which represent the pointwise evaluation
of the desired surfaces and states as differentiable functions of the relevant parameters. This
is due to possible crossings of energy surfaces and the gauge freedom of the eigenstates at each
point. Treating continuous functions as discrete ones in the implementation comes with some
problems in terms of mathematics and language. In this section no strictness in the formu-
lation is aimed for. For the discussions below a pointwise diagonalisation of the Hamiltonian
with python’s scipy.linalg.eigh[51] or similar is assumed.
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1) Sorting the surfaces
The eigenstates and eigenenergies calculated by the algorithm are returned in a list, typically
sorted in ascending order of the energies. Considering the Born-Oppenheimer energies, the
surface En(R) could be constructed by taking the n-th value of the list at each point R.
This would work if no crossing (or only avoided crossings) occur for En in the whole range
of interest [Rmin, Rmax]. If a crossing with surface Em occurs, the surface indices n,m have
to be associated with the switched list indices m,n from this point on (the same holds for
the states). While this couldn’t be any simpler, the problem is to identify the crossings and
distinguish between exact and avoided crossings. For the Born-Oppenheimer surface En this
is done in the following way:
i) At point R it is checked if En is well separated from all other surfaces. If this is the case,
no sorting is necessary. Otherwise the close surfaces Ei are identified (the meaning of
close depends on the stepsize ∆R).
ii) The overlap |〈ϕn(R−∆R)|ϕi(R)〉| for all relevant indices i (including i = n) is calculated.
The absolute value has to be taken at this point (see 2)).
iii) The list index i for which the overlap takes the largest value is the most probable one
to be used for En(R). If i 6= n, the lists of eigenenergies and eigenstates are sorted
accordingly.
Figure A.1: Avoided crossing between two Born-Oppenheimer surfaces. Panel (a), full lines:
Energy surfaces calculated with a LCAO (see Figure A.4 for the situation on a larger scale).
The energy gap at the avoided crossing is ∆E ≈ 0.001. The dashed lines are discussed in the
text. Panel (b): The LCAO-coefficients of the states involved in the avoided crossing. Panel
(c): The same as (b), but on a smaller scale, showing the smooth behaviour of the coefficients
when looking close enough. The step size is ∆R = 0.005.
While this algorithm will reliably identify crossings, a small step ∆R is needed to separate
the exact crossings from avoided ones (c.f. the apparently abrupt behaviour of the expansion
coefficients on the scale of Figure A.1 (b), and the smooth behaviour on the magnified scale
Figure A.1 (c)). Even for small step-sizes the criterion is sometimes ambiguous. This is
monitored and fortunately found to be the case for very small R and large indices / energies,
and therefore practically irrelevant for the propagation. In Figure A.1 an avoided crossing
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Figure A.2: Several Floquet surfaces at I = 2·1013 W/cm2. The insets show different situations
for the sorting algorithm: (a) and (c): Exact crossings sorted by the overlap criterion. (b):
Avoided 3ω crossing sorted by the overlap criterion. (d): Avoided 5ω crossing at which the
overlap criterion fails due to small F and/or too large ∆R. It is sorted by identifying it as
5ω crossing through the involved expansion coefficients. The same holds for the 7ω and 9ω
crossings. Higher crossings (e.g. 11ω, first crossing from the left) are not considered for this
frequency, and therefore always treated as exact (which is self-consistent as long as F doesn’t
get too large).
between Born-Oppenheimer surfaces is shown, calculated with a LCAO basis using all atomic
orbitals originating from the Gaussian basis set (full lines in panel (a)), and using only 10
atomic orbitals (dashed lines, only two surfaces are shown). Interestingly, the restriction to a
few atomic orbitals causes the avoided crossing to open considerably. For the dashed crossing
no sorting would be needed at all. Treating an avoided crossing as exact crossing leads to
severe problems within the coupling matrices.
When sorting the Floquet surfaces, the same steps as above are done for every calculated field
amplitude F . Since only the σg and σu surfaces are included, the crossings between surfaces
corresponding to dressed state surfaces with even/odd photon number difference are known
to be exact/avoided. Telling the algorithm which crossings are the avoided ones allows for a
proper sorting at F = 0 and of nearly closed avoided crossings. Several possible situations are
shown in Figure A.2.
2) Sorting the states
If |ϕ(R)〉 is an eigenstate of H0el(R) with eigenvalue E(R), then the same holds for |ϕ̃〉 =
eiθ|ϕ(R)〉. This gauge freedom exists at every point for the parameter R, and the eigenfunctions
returned by the algorithm may be augmented with a phase factor eiθ(R). When switching from
the parameter R to the variable R this local gauge freedom has to be sacrificed, since the
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Figure A.3: Expansion coefficients of the Floquet states corresponding to σg + 0ω and σu + 0ω
in a basis of 122 dressed states for the fixed intensities labelled in the plot. Floquet states for
photon numbers m 6= 0 are constructed from this calculated data. The stronger the interaction
(larger I, larger R), the more expansion coefficients (and therefore dressed states with larger
photon numbers) become relevant. The step size is ∆R = 0.01.
function |ϕ(R)〉 has to be differentiable and therefore continuous. The pointwise results have
to be checked and modified (if necessary), such that θ(R) is continuous and differentiable.
Assuming the worst case, the algorithm will return the eigenstates with a random phase.
There seems to be practically no way to distinguish between the ”wrong” phase and ”right”
changes due to variation of R. Fortunately, due to the real Gaussian basis sets, the Born-
Oppenheimer states are calculated as a vector of real-valued expansion coefficients, hence
the gauge freedom is drastically simplified to eiθ(R) = ±1. The same holds for the Floquet
eigenstates as functions of the variables R and Feff , as long as the carrier-envelope phase is
chosen such that the Floquet matrix becomes real (see Section 2.5.1).
It remains to sort the pointwise results for the expansion coefficients in a way, such that
only meaningful sign changes occur. The result for the Floquet states is shown in Figure A.3
for three fixed intensities. The location of the avoided crossings and their behaviour with
increasing intensity is nicely reflected in the behaviour of the expansion coefficients.
A.3 Extended Gaussian basis sets
For the description of ionization using an absorber (directly in the propagation or for the cal-
culation of the fixed-nuclei ionization rates, see Section 2.6.1), the Gaussian basis set centred
at the nuclear positions (see Section 2.4.1) is not sufficient. As shown in [34], complementing
the nuclei-centred basis functions by Gaussians fixed in space works for the description of ion-
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ization within the NA-QMD formalism [22], respectively its numerical implementation DyMol.
Some details concerning basis sets used in this work are given below. It should be noted that
• DyMol is a much more powerful tool for the simulation of molecular dynamics than
the code developed for this work. It allows for the description of many electrons via
density functional theory. For the propagation, the Kohn-Sham orbitals are expanded
into atomic orbitals. The space-fixed basis functions are therefore included 1:1, and really
are fixed during the propagation. Contrary to this, in the FHM molecular orbitals are
used (this is possible only due to the restriction to diatomic molecules). The space-fixed
Gaussians are assembled into the molecular orbitals, which will rotate with the molecule
during the propagation.
• Distributing the space-fixed Gaussians in a three-dimensional pattern would result in a
very sparse grid or a computational catastrophe. By restricting the initial conditions to
rotational cold molecules, a two-dimensional grid is sufficient. The y-z plane is chosen
in this work.
• Using a large basis set within the calculations will strongly affect the computational
effort. This is a serious problem when the large basis is used for the propagation itself.
Sticking to computational reasonable basis sizes, it is practically no problem for the
calculation of the cw-rates. However, the testing takes it’s time too, since it includes a
lot of calculations.
Following [34], space-fixed Gaussians are distributed on the y-z plane in a hexagonal pattern
(such that all neighbouring functions of the same type are evenly spaced, c.f. Figure A.4 right
panel). For the discussion, four basis sets are of interest:
basis 0: The nuclei-centred Gaussians without any space-fixed functions.
basis 1: Some additional s-type Gaussians (gray circles in Figure A.4). The exponent Γ is
chosen such that 〈g1|g2〉 ≈ 12 for nearest neighbours. This basis set is roughly comparable
to the one used for the DyMol-calculations shown in Figure 2.13.
basis 2: Basis 1 with additional p-type Gaussians. A py- and pz- Gaussian is placed at every
green point in Figure A.4. This basis is used for the calculations with absorber in
Section 2.6.2.
basis 3: All functions from basis 2 and additional s-type Gaussians with half the spacing and
suitable larger Γ placed at every red point in Figure A.4. This basis is used for the
calculation of the cw-rates.
The Born-Oppenheimer surfaces (without repulsion) calculated with three different basis sizes
are shown in Figure A.4. While the limit for R→∞ is far from perfect, the σg (and hopefully
the σu) surface is found to be of high quality. This is established by the considerations in
[34] and by comparing the vibrational energies (calculated as in Section 2.4.3) to the values
from [52]. The vibrational energies are rather sensitive to changes of the σg surface. They are
nearly the same for all four basis sets, but they change remarkably when reducing the number
of included atomar orbitals only slightly (a LCAO is done within the nuclei-centred gaussians).
While this doesn’t affect the ionization probability, the initial conditions, and therefore some
vibrational resolved results are shifted with the vibrational energies.
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Figure A.4: Spatial distribution of the space-fixed gaussians (right panel, R ‖ z is used in
the calculations) and Born-Oppenheimer surfaces calculated with different bases (left panel).
While the density of energy levels around E = 0 increases nearly 1:1 with the number of
space-fixed gaussians, the ground state surface is rather unaffected (see discussion in the text).
The green arrows mark the expected energies for He+ (Rmin = 0.3 is used in the calculation
because of diverging antisymmetric expansion coefficients). The red arrows mark the expected
Hydrogen-atom energies +1/R. The description of this seperate atom limit would be greatly
improved by using more nuclei-fixed Gaussians. The grey area is shown in Figure A.1 (upper
left) on a larger scale.
As shown in Figure A.4, including many space-fixed Gaussians yields a dense structure of
energy levels around E = 0, which is the desired result. Such a structure is necessary, if one
wants to describe the transfer of probability to states with positive energy (where the absorber
acts).
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A.4 The focal volume average
When comparing theoretical calculations to experiments, the focal volume averaging as ex-
plained in the following is necessary.
In an experiment with e.g. a collimated H+2 -beam subjected to a laser pulse, the molecules at
different locations will experience different intensities due to the spatial inhomogeneous laser
field. The situation is simplified by the following considerations:
• For a H+2 beam accelerated to a kinetic energy of ≈ 10 keV, the distance a molecule
moves during the pulse durations considered in this work doesn’t exceed some µm. This
movement can be neglected in the following.
• A homogeneous distribution of the molecules within the beam is assumed.
• Assuming a Gaussian laser beam ‖ ~ez with peak intensity I0 and focused to a focal radius
w0, the intensity reads
I(%, z) = I0
(
w0
w(z)
)2
e−2(%/w(z))
2
≈ I0e−2(%/w0)
2
. (A.8)
The profile along the z-axis is determined by w(z) = w0
√
1 +
(
z
z0
)2
, where the Rayleigh-
length z0 =
πw20
λ
is the point at which the focal radius has broadened to w(z0) =
√
2w0.
With a typical z0 much larger than the ion beam thickness, w(z) ≈ w0 may be used,
hence it is sufficient to consider a two-dimensional intensity profile.
There are two qualitatively different situations, determined by the ratio of the ion beam width
b and the diameter of the iso-intensity shell of the onset intensity for e.g. dissociation. These
situations are illustrated in the inset of Figure A.5, where a broad (b = 8w0) and a narrow
(b = 2w0) ion beam is shown together with the intensity profile of the laser. A peak intensity
of I0 = 2.2 · 1015 W/cm2 and a cut-off intensity of Imin = 8.75 · 109 W/cm2 is used as for the
most calculations in Chapter 3. The green circles are iso-intensity lines with equal spacing ∆I
(which is also the intensity spacing between the cut-off intensity (black line) and the first green
line). It becomes immediately clear that many ions are subjected to intensities much lower
than I0 in such an experiment, therefore quantities of interest P are automatically averaged
according to
P =
∫
A
dA P (A).
If the width of the ion beam is large enough (such that the surfaces dA of all relevant isoin-
tensity shells are circular rings) a simple substitution using (A.8) yields
dA ∼ dI
I
∼ dF
F
.
Otherwise, switching from dA to dI doesn’t yield such a simple result, and therefore the
geometric picture from above is used to obtain the weights necessary for the focal volume
averaging in Chapter 3. The pulse area is divided into circular rings corresponding to the
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Figure A.5: The weights needed for the focal volume average when modelling a pulse with peak
intensity Imax = 2.2 · 1015 W/cm2 and considering intensities starting at 8.75 · 109 W/cm2 for
the two situations (narrow and wide ion beam) shown in the inset. The y-axis is shown in
units of the maximal involved weight (belonging to the lowest intensity bin of beam 1). The
binwidths dI are illustrated with the dashed black line (an equidistant
√
dI = dF = 0.001 is
used). In both cases the area under the curves is properly normed to 1 (sic). Some isointensity
lines (green) are drawn in the pulse area. The width of beam 2 is two times the 1
e2
-radius of
the laser profile, hence the cusp in the weights at I0
e2
≈ 0.3 · 1015 W/cm2.
peak intensities of single calculations I ∈ [Imin, I0) by solving (A.8) for %. The weight for a
single calculation is given by the normalized overlap of the corresponding circular ring and the
ion beam surface. For the wide beam in Figure A.5 the whole ring surface has to be taken,
which leads to the 1/I-dependence of the weights. The same holds for the narrow beam at
high intensities, where for low intensities two segment surfaces have to be subtracted.
The resulting weights are shown in Figure A.5 in multiples of the largest involved weight. Since
for the width of the narrow beam b = 2w0 is chosen, the cusp in the weights for this situation
is located at I = I0e
−2. For larger intensities the simple 1/I-dependence holds, while for lower
intensities only a part of the circular ring contributes to the weight. The large quantitative
differences in the weights for both presented situations, however, doesn’t arise directly from
the cusp, but from the increasing differences between the weights for both situations at low
intensities. Through the normalisation this affects the ratio of the weights even when the
behaviour ∼ 1/I holds for both situations.
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When it comes to the comparison between theoretical and experimental data, using only
rotationally cold initial conditions for the former might not be sufficient. If an average over
different rotationally excited initial conditions is necessary, calculations have to be done for
different initial rotational quantum numbers of the nuclear state. In the FHM this quantum
numbers enter the classical initial conditions as described in Section 2.4.3. It remains to choose
(yet another set of) weights how to combine the results obtained with different initial rotational
quantum numbers. Since rotational excitation often stems from the finite temperature T in
the experiment, the average discussed here will be called thermal average in the following.
Considering e.g. the total dissociation probability Pd(I, ν, T ) for a fixed peak intensity I and
a fixed initial vibrational state ν, the thermal average reads
Pd(I, ν, T ) =
∞∑
l=0
l∑
m=−l
clmν(T )Pd(I, ν, l,m).
The weights may be written as
clmν(T ) =
bl
Nν
exp
(
−Eνl − Eν0
kT
)
.
In this expression bl accounts for the nuclear spin-statistics (occurrence of para- and ortho-
hydrogen) with bl = 1 for even l and bl = 3 for odd l. These values for b are not valid for
T → 0, where even l start to dominate and b = δl0 holds for T = 0. The rovibrational energies
Eνl are given by Equation (2.15), and k is the Boltzmann constant. The proper normalisation∑
lm clmν = 1 is assured through Nν . No summation over ν is done, since the Franck-Condon
factors are not included in the thermal average (as a matter of choice). The clmν are not sup-
posed to be independent of ν, therefore N is not to be confused with the rotational partition
function for a molecule with negligible interaction between rotational and vibrational degrees
of freedom.
Using (2.15), the energy difference may be written as Eνl−Eν0 = 12MR2ν with the bond lengths
(neglecting centrifugal forces) Rν := 〈ζν0|R|ζν0〉. Using the moment of inertia J = MR2ν to
introduce characteristic rotational temperatures Tν :=
1
2kJν
= 1
2kMR2ν
and performing the trivial
sum over m, the weights can be written as
clν(T ) =
(2l + 1)bl
Nν
exp
(
−l(l + 1)Tν
T
)
. (A.9)
Some values for Rν and Tν are given in Table A.1, the weights clν calculated with lmax = 50
are shown in Figure A.6 and discussed in the following:
• As seen in the upper panels of Figure A.6, assuming ν−independent weights is not valid
for H+2 . Even for l = 0 an indirect ν−dependence is found through the normalisation.
• for T = T0, 10 T0, 100 T0 using lmax = 3, 10, 50 is sufficient for nearly convergent results.
The change of the slope for large T in the lower panels of Figure A.6 is due to the finite
lmax.
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• For smaller T , the ν−dependence of weights with larger l gets stronger. The weights
increase with ν, causing the opposite effect on weights with small l through the normal-
isation. While this behaviour is moderate at T ≈ 10T0, for small T . T0 and l ≥ 3
larger ν are strongly enhanced over smaller ν. However, for low T the weights for large
l are in general much smaller than the one for small l, where the ν−dependence is less
pronounced.
• For T ≥ T0 the weight for l = 0 doesn’t give the largest contribution. Especially for
large T it needs a rather large number of l until the Boltzmann factor (in (A.9)) damps
out the degeneracy factor l(l + 1). For T < T0 quickly all weights besides the one of
the rotational groundstate get unimportant. The lower limit of the temperature scale is
chosen as T = 0.1 T0 to show this expected behaviour. In practice, Hydrogen is already
close to the solid phase at this temperature.
Figure A.6: The weighting factors clν as a function of ν and fixed temperature (upper panels),
and as a function of the temperature for ν = 0, 7, 14. The temperatures are given in multiples
of T0 ≈ 40 K. The largest l included in the calculation is lmax = 50, it is intentionally chosen
too low for large T > 100T0.
As a conclusion it can be said that, assuming the H+2 ions are in rotational thermal equilibrium
in the experiment at all, even for the rather large Tν of H
+
2 a lot of rotational states will con-
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ν 0 2 4 6 8 10 12 14
Rν 2.06 2.34 2.64 2.98 3.36 3.83 4.42 5.25
Tν [K] 40 31 25 19 15 12 9 6
Table A.1: The bond lengths Rν and characteristic rotational temperatures Tν for some vibra-
tional levels of H+2 . The deviation of R0 from the σg-minimum Rmin = 2.0 is already due to
the non-symmetrical groundstate surface. The spacing between different vibrational levels of
H+2 is roughly ∆E/k ≈ 50 T0, the boiling point of hydrogen is ≈ 12T0.
tribute to the results. While already for diatomic molecules the computational effort increases
significantly with lmax, this gets worse for larger molecules.
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