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Abstract. We analyze the difference in the local distinguishability among the
following three restrictions; (i) Local operations and only one-way classical
communications (one-way LOCC) are permitted. (ii) Local operations and two-way
classical communications (two-way LOCC) are permitted. (iii) All separable operations
are permitted. We obtain two main results concerning the discrimination between a
given bipartite pure state and the completely mixed state with the condition that the
given state should be detected perfectly. As the first result, we derive the optimal
discrimination protocol for a bipartite pure state in the cases (i) and (iii). As the
second result, by constructing a concrete two-way local discrimination protocol, it
is proven that the case (ii) is much better than the case (i), i.e., two-way classical
communication remarkably improves the local distinguishability in comparison with
one-way classical communication at least for a low-dimensional bipartite pure state.
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1. Introduction
Recently, quantum communication has been investigated among many groups as a
future technology. Similar to conventional information technology, practical quantum
communication technology will require distributed information processing among two
or more spatially separated parties. In order to treat this problem, it is necessary
to clarify what kind of information processing is possible under respective constraints
for permitted operations. In the quantum case, when our quantum system consists
of distinct two parties A and B, we often restrict our operations to local (quantum)
operations and classical communications (LOCC) because sending quantum states over
long distance is technologically more difficult than sending classical information[1]. Even
in this restriction, we can consider the following two formulations; (i) The classical
communication is restricted to the direction A to B (We can similarly treat the
restriction of the opposite direction.) (ii) All parties are allowed to communicate
classically with each other as much as they like. The case (i) is called the one-way
LOCC, and the case (ii) is called the two-way LOCC.
Since, by definition, the two-way LOCC apparently includes the one-way LOCC, the
two-way LOCC is always more powerful than the one-way LOCC in principle. However,
due to the following two reasons, it is not easy to characterize the difference between
the both performances. As the first reason, it is mathematically hard to rigorously
evaluate the performance of a given two-way LOCC protocol, because the mathematical
description of two-way LOCC is too complicated. As the second reason, for several
simple tasks, the performance of the two-way LOCC was actually shown to be the same
as the performance of the one-way LOCC. In fact, there are several settings that has
no difference between one-way LOCC and two-way LOCC, e.g., LOCC convertibility
of bipartite pure state [2], Stein’s lemma bound in the simple asymptotic hypothesis
testing of the n-tensor product of identical states[3].
On the other hand, in several settings, the two-way LOCC is strictly powerful
than the one-way LOCC. For example, the distillable entanglement (the amount of
maximally entangled states which can be derived from a given state by LOCC) with
two-way classical communication is proven to be greater than that with one-way
classical communication[4]. Also, this type comparison also has been done by several
papers[5, 6, 7] only on the discrimination among orthogonal states. Although several
researchers treated this problem, they did not treated the discrimination among non-
orthogonal states. In this paper, we compare the both performances quantitatively
on the “local discrimination” among states that are not necessarily orthogonal, whose
purpose is discriminating given states by only LOCC with the single copy. In fact,
general discrimination problem is closely related to sending classical information via
quantum channel[8] and quantum algorithm [9, 10].
In order to quantify the difference of the two-way LOCC and the one-way LOCC,
in this paper, we concentrate on a simple setting: the local discrimination of the first
state ρ on a bipartite system H from the second state ρ˜ under the condition where
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the first state ρ should be detected perfectly. When the both states ρ and ρ˜ are pure,
there is no difference between one-way LOCC and two-way LOCC because any global
discrimination protocol can be simulated by one-way LOCC[11, 12]. Surprisingly, as
our result, we found that there usually exists non-negligible difference between two
restrictions when the second ρ˜ is the completely mixed state ρmix := I/ dimH. At
the first glance, this setting seems specific, however, due to the following six reasons,
it is closely related to several research topics. First, this type analysis produces a
bound of the number of perfectly locally distinguishable states. Second, as is explained
later, there is a relation between the performance of local distinguishability and amount
of entanglement in the case of pure states. Third, this kind of distinguishability is
often treated in quantum complexity as Triviality of Coset State [10, 13]. Fourth,
when the second state ρ˜ is close to the completely mixed state ρmix, we obtain a
similar conclusion because the power of our test is continuous concerning the second
state. Fifth, in the community of classical statistics, the problem of discriminating the
given two distributions is widely accepted as the fundamental problem of hypothesis
testing because general hypothesis testing problem can be treated by using this type
problem[14]. Sixth, as was mentioned in the preceding papers [8], hypothesis testing
with two candidates states is closely related to quantum channel coding. Hence, it is
suitable to treat this kind of local discrimination problem.
In order to analyze this problem in the respective settings, we introduce the
minimum error probabilities to detect the complete mixed state β→(ρ), β↔(ρ), and
βsep(ρ) by the one-way LOCC, the two-way LOCC, and the separable operations,
respectively. Indeed, these functions are considered as appropriate measures of the local
distinguishability because they give not only the minimum error probability of the above
problem, but also the upper bound of the size of locally distinguishable sets in general
perfect local discrimination problems[15]. Under this formulation, we first analyze the
local distinguishability by means of one-way LOCC and separable operations, and derive
the optimal discrimination protocol with one-way LOCC and separable operations; we
should note that the minimum error probability βsep(ρ) with separable operations gives a
lower bound for the minimum error probability β↔(ρ) with two-way LOCC. After that,
constructing a concrete two-way local discrimination protocol, we show that two-way
classical communication remarkably improves the local distinguishability in comparison
with the local discrimination by one-way classical communication at least for a low-
(less than five) dimensional bipartite pure state. Indeed, since the power of our test is
continuous concerning the first and the second states, our result indicates that two-way
classical communication remarkably improves the local distinguishability in a wider
class of the first and the second states. Moreover, as a byproduct, we extend the
characterization of locally distinguishability by one-way LOCC by Cohen [7] to a set of
mixed states.
This paper is organized as follows: In Section 2, we introduce the discrimination
problem between an arbitrary given state ρ and a completely mixed state ρmix on a
bipartite system H under the condition that the given state is detected perfectly. Then,
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we explain another meaning of β→(ρ), β↔(ρ), and βsep(ρ) from the viewpoint of general
local discrimination problems. In Section 3, constructing the optimal separable POVM
for the local discrimination, we prove thatDβsep(|Ψ〉)−1 coincides with the entanglement
monotone called robustness of the entanglement for a bipartite pure state, where D is
the dimension of the bipartite Hilbert space H. In Section 4, we show that the amount
Dβ→(|Ψ〉) with one-way LOCC coincides with the Schmidt rank (the rank of the reduced
density matrix) of the states. Also, as a corollary, we extend Cohen’s characterization to
a set of mixed states. Finally, in section 5, constructing a concrete three-step two-way
LOCC discrimination protocol, we derive an upper bound for β↔(ρ). Calculating this
upper bound analytically and also numerically, we show that β↔(|Ψ〉) is strictly smaller
than β→(|Ψ〉), and moreover, β→(ρ) and βsep(ρ) give almost the same value for a lower
dimensional bipartite pure state; this results can be seen in Figures 2,3,4,5,6. As a
result, we conclude that the two-way classical communication remarkably improves the
local distinguishability in comparison with the one-way classical communication for a
low-dimensional pure state at least in the present problem settings.
2. Local discrimination between an arbitrary state and the completely
mixed state
In this paper, we treat the bipartite system H := HA ⊗HB (dimH = D) composed of
two finite-dimensional subsystems HA and HB. In the following sections, we often focus
on the case when ρ is pure. In such a case, we assume that the dimension d of HA is
equal to that of HB. Note that the given pure state belongs to the composite system
of the same-dimensional subsystem. Then, the dimension (D) of the Hilbert space H is
equal to d2. In the composite system H, we call a positive operator T with 0 ≤ T ≤ I
a one-way LOCC POVM element, where I is an identity operator on H, if the two-
valued POVM {T, I − T} can be implemented by the one-way LOCC; we also define a
two-way LOCC POVM element and a separable POVM element in the same manner by
using the two-way LOCC and the separable operations in stead of the one-way LOCC,
respectively [16]. We write a set of one-way LOCC, two-way LOCC, separable POVM
elements, and all (global) POVM elements as T→, T↔, Tsep, and Tg. Obviously, they
satisfy the relation T→ ⊂ T↔ ⊂ Tsep ⊂ Tg. We can see that the condition T ∈ Tc is
equivalent with the condition I − T ∈ Tc, where c can be either →,↔, sep, or g.
In this paper, we discuss the comparison of the performance of the local
discrimination in the case of the one-way LOCC, the two-way LOCC, and the separable
operations. In order to find this difference, although there are many problem settings
for the local discrimination, we especially focus on one of the simplest problem settings
as follows: We consider local discrimination of an given arbitrary state ρ and another
state ρ˜, and investigate how well we can detect ρ˜ under the additional condition that
we do not make any error to detect ρ when the second state ρ˜ is the completely mixed
state ρmix
def
= IAB
D
(D = dimH); namely, by only LOCC, how well we can distinguish
a given entangled state ρ from the white noise state ρmix without making any error to
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judge the given state is ρmix when the real state is ρ.
Our problem can be written down rigorously as follows. We measure an unknown
state chosen from two candidates {ρ, ρ˜} by the two-values POVM {T, I − T}, where
T ∈ T→, T↔, Tsep, or Tg; that is, if we get the result corresponding to T , then we decide
that the unknown state is in ρ, and if we get the result corresponding to I − T , then
we decide that the unknown state is in ρ˜. We consider two kinds of error probability as
follows: the type 1 error probability Tr ρ(I−T ), and the type 2 error probability Tr ρ˜T ;
these are common terms in the field of “quantum hypothesis testing” [3], where these
two different error probabilities are treated in an asymmetric way. In this case, the type
1 error probability corresponds to the error probability that the real state is ρ and our
decision is ρ˜, and the type 2 error probability corresponds to the error probability that
the real state is ρ˜ and our decision is ρ. Thus, our problem is to minimize the type 2
error probability Tr ρ˜T under the additional condition that the type 1 error probability
Tr ρ(I − T ) must be 0. Thus, we focus on the following minimum of the type 2 error
probability:
βc(ρ‖ρ˜) := min{Tr(ρ˜T )|T ∈ Tc,Tr ρT = 1}, (1)
where c =→(one-way LOCC), ↔(two-way LOCC), sep(separable operations), and
g(global operations). When the both states ρ and ρ˜ are pure states |Φ〉 and |Ψ〉, this
quantity does not depend on whether c =→,↔, sep, or g, and is calculated as
βc(|Φ〉‖|Ψ〉) = |〈Φ|Ψ〉|2 (2)
for c =→, ↔, sep, and g. This is because any discriminating protocol between two
pure bipartite states can be simulated by one-way LOCC when we focus only on the
distribution of the outcome[11, 12]. In this paper, we focus on the minimum of the type
2 error probability in the case of ρ˜ = ρmix:
βc(ρ) := βc(ρ‖ρmix) = tc(ρ)
D
, (3)
where tc(ρ) is defined as
tc(ρ) = min{TrT |T ∈ Tc,Tr Tρ = 1}. (4)
and D is the dimension of the whole system H. That is, tc(ρ) is in proportion to
the minimum of the type 2 error probability βc(ρ) of one-way LOCC, two-way LOCC,
separable POVM and global POVM in the case where c =→,↔, sep, and g, respectively.
Trivially,
tg(ρ) = rank ρ. (5)
Obviously, tc(ρ) satisfies the inequality tg(ρ) ≤ tsep(ρ) ≤ t↔(ρ) ≤ t→(ρ); as a matter of
course, βc(ρ) also satisfies the similar inequality. Note that by normalizing βc(ρ) as the
above Eq.(3), the resulting function tc(ρ) is no more a function depending both on ρ
and ρmix, but a function depending only on ρ.
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Remark 1 In quantum information community, many papers treats the Bayesian
framework, in which the Bayesian prior distribution is assumed [17, 18, 19]. However,
in statistics community, non-Bayesian framework is more widely accepted, in which no
Bayesian prior distribution is assumed[14]. This is because it is usually quite difficult to
decide the Bayesian prior distribution based on the prior knowledge. In order to resolve
this difficulty, they often treat the two kinds of error probabilities in an asymmetric way
in hypothesis testing without assuming prior distribution because the importance of both
error are not equal in a usual case, e.g., Neyman-Pearson lemma[14], Stein’s lemma[20],
Hoeffding bound[21]. These quantum cases are treated by several papers[22, 23, 24, 25].
In this paper, according to conventional statistics framework, we focus on the error
probabilities of the first and second, and minimize the second kind of error probability
under the constraint for the first one.
Here, we explain the reason why we choose the above special problem of
discrimination of an arbitrary state ρ from the completely mixed state ρmix, and the
reason why we add the above additional condition of perfect detection of ρ. As we
already said before, the first reason is that this additional condition makes the analysis
of the problem extremely easier. Actually as we will see later in this paper, we can
derive the optimal POVM of this restricted local-discrimination problem with respect
to each one-way LOCC and separable operations for a bipartite pure state. As a result,
we make the difference between one-way LOCC and two-way LOCC clear for our local-
discrimination problem; this is our main purpose in this paper. Note that it is generally a
hard problem to find an optimal protocol for a local-discrimination problem, and only in
very limited situations, optimal local-discrimination protocols are known [5, 11, 12]. The
second reason is that we can clearly see the relationship between local distinguishability
and entanglement of a state in this problem setting. In the previous paper [15], we
showed the relationship between local distinguishability of a set of states and an average
of the values of entanglement monotones for the states in terms of inequalities. However,
in this paper, we will show that the minimum error probability βc(ρ) of our problem
is proportion to entanglement monotones in the case of one-way LOCC (c =→) and
separable operations (c = sep) at least for bipartite pure states except an unimportant
constant factor. The third reason is that the minimum error probability βc(ρ) can
give a bound of local distinguishability for a more general local discrimination problem:
Suppose that a set of states {ρi}Nci=1 is perfectly locally distinguishable by one-way LOCC
(c =→), two-way LOCC (c =↔), or separable (c = sep) POVM. From the result obtain
in the the previous paper, tc(ρi) (which corresponds to d(ρ)) gives an upper bound of
Nc as [15],
Nc ≤ D/tc(ρi) = 1/βc(ρi), (6)
where tc(ρi) and βc(ρi) are the average of {tc(ρi)}Nci=1 and {βc(ρi)}Nci=1, respectively [15].
Thus, βc(ρ) can be considered as an appropriate measure of local distinguishability in a
original operational sense, and also as a function whose average gives an upper bound
for the locally distinguishable sets of states. Therefore, we investigate the difference
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of local distinguishability of ρ by one-way LOCC POVM, two-way LOCC POVM, and
separable POVM in terms of βc(ρ) in the following sections.
3. Local discrimination by separable POVM
In this section, we investigate the minimum type 2 error probability βsep(ρ) =
tsep(ρ)
D
in terms of separable POVMs, which are given by {Ni ⊗ Mi}i with the conditions∑
iNi ⊗Mi = I, Ni ≥ 0, and Mi ≥ 0. The main purpose of this section is proving the
following theorem:
Theorem 1 The inequality
tsep(ρ) ≥ max{(Tr√ρA)2, (Tr√ρB)2} (7)
holds for a bipartite state ρ onHA⊗HB, where ρA and ρB are the reduced density matrix
of HA and HB, respectively. Any pure state satisfies its equality. In other words, the
following inequality concerning the minimum error probability βsep(ρ) holds:
βsep(ρ) ≥ 1
D
max{(Tr√ρA)2, (Tr√ρB)2}. (8)
For a bipartite pure state, the right-hand side of Eq.(7) is proportional to an
entanglement monotone called the global robustness of entanglement Rg(|Ψ〉) except
an unimportant constant term [26].
Applying Theorem 1 for Eq.(6), we can immediately derive the following corollary
concerning the perfect discrimination of a given set of states in term of separable
operations:
Corollary 1 If a set of states {ρi}Ni=1 is perfectly distinguishable by separable
operations, then, the set of states {ρi}Ni=1 satisfies the following inequality:
N ≤ D/max{(Tr√ρiA)2, (Tr√ρiB)2}, (9)
where max{(Tr√ρiA)2, (Tr√ρiB)2} is the average of max{(Tr√ρiA)2, (Tr√ρiB)2} for
all 1 ≤ i ≤ N .
The above inequality is weaker than the inequality (6). However, the inequality (9) is
superior to the inequality (6) in terms of the efficiency of the computation; that is, in
general, we can not efficiently compute the bound in Eq.(6), since the function tsep(ρ)
includes the big variational problem.
3.1. Pure states case
First, for a technical reason, we concentrate the pure states case, and define a set of
POVM elements Tfsep by,
Tfsep def=
{
T
∣∣∣∣∣ T ≤ IAB, T =∑
i
Ni ⊗Mi, ∀i, Ni ≥ 0,Mi ≥ 0
}
.
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Tfsep is a set of POVM elements can be decomposed into a separable form; we say
a positive linear operator M has a separable form, if M/TrM is a separable state.
Since the definition of Tfsep is equivalent to the definition of Tsep except the condition
I−T ∈ Tsep, Tsep is a subset of Tfsep. Note that even if T ∈ Tfsep, I−T does not necessary
satisfy I − T ∈ Tfsep; that is, Tsep does not coincide with Tfsep. For example, suppose a
set of states {|Ψi〉}mi=1 ⊂ HA ⊗HB (m < dimH) is an unextendable product basis, and
a POVM T is defined as T
def
=
∑
i |Ψi〉 〈Ψi|. Then, T belongs to Tfsep, but not to Tsep
since I − T = I −∑mi=1 |Ψi〉 〈Ψi| is proportion to a (bound) entangled state, and does
not a separable form [27]. Similarly, we can define tfsep as,
tfsep(ρ)
def
= min {Tr T |T ∈ Tfsep,Tr ρT = 1} . (10)
By definition, tfsep(ρ) apparently gives a lower bound of tsep(ρ) = d2βsep(ρ), that is,
for all ρ ∈ S(H),
tfsep(ρ) ≤ tsep(ρ) = d2βsep(ρ). (11)
Then, we can see that tfsep(ρ) is actually equal to d(ρ) which is defined in Theorem 1 of
the paper [15] as:
d(ρ)
def
= min
{
1
Tr ρω
∣∣∣0 ≤ ω
Tr ρω
≤ I, ω ∈ SEP
}
, (12)
where SEP is the set of all separable states. We can easily check this fact just by defining
T
def
= ω
Tr ρω
; then, T satisfies 0 ≤ T ≤ I, Tr ρT = 1, and T ∈ Tfsep. From Theorem 2 of
the paper [15], for an arbitrary multipartite pure state |Ψ〉, tfsep(ρ) satisfies the following
inequality:
tfsep(|Ψ〉) = d(|Ψ〉) ≥ 1 +Rg(|Ψ〉), (13)
and Rg(|Ψ〉) is the global robustness of entanglement [26] defined as:
Rg(ρ)
def
= min
{
t ≥ 0
∣∣∣∃a state ∆, s.t. 1
1 + t
(ρ+ t∆) ∈ SEP
}
. (14)
For a bipartite pure state, we can know a more detail of tfsep(|Ψ〉) as follows. First,
it was proven that tfsep(|Ψ〉) coincides with the robustness of entanglement Rg(|Ψ〉) for
an arbitrary pure bipartite state |Ψ〉 [28]. This fact can be seen by checking that the
optimal states of Rg(ρ), which was derived in [26] satisfies the condition of d(ρ); the
optimal state of Rg(ρ) is also an optimal state of d(ρ). Moreover, we know that the
value of Rg(|Ψ〉) is given by the following formula for a bipartite state |Ψ〉 [26]:
Rg(ρ) =
(∑
i
√
λi
)2
− 1,
where {λi}di=1 is the Schmidt coefficients of |Ψ〉; |Ψ〉 can be decomposed as |Ψ〉 =∑
i
√
λi |ei〉⊗ |fi〉 by choosing an appropriate orthonormal basis sets of the local Hilbert
spaces {|ei〉}di=1 ⊂ HA and {|fi〉}di=1 ⊂ HB. Thus, we derive
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Lemma 1 For a bipartite pure state |Ψ〉 ∈ HA ⊗HB,
tfsep(|Ψ〉) = d(|Ψ〉) = 1 +Rg(|Ψ〉) =
(∑
i
√
λi
)2
. (15)
Although this lemma is a known result [28], as a preparation of the proof of the next
theorem, we give a complete proof of Eq.(15), in which we prove directly the equation
tfsep(|Ψ〉) =
(∑
i
√
λi
)2
from the definition of tfsep(|Ψ〉).
Proof This proof is divided into two-steps. In the first step, we prove that
(∑
i
√
λi
)2
is the lower bound of tfsep(|Ψ〉). Then, in the second step, we construct POVM element
T which attains this lower bound. For convenience, we define |MΨ〉 = 1√d
∑d
i=1 |ei〉⊗|fi〉
where {|ei〉}di=1 and {|fi〉}di=1 are the Schmidt basis of |Ψ〉; thus, |MΨ〉 is the maximum
entangled state sharing the Schmidt basis with |Ψ〉. Then, we derive d| 〈MΨ|Ψ〉 |2 =(∑
i
√
λi
)2
.
As the first step, we prove the following inequality;
tfsep(|Ψ〉) = min{TrT |0 ≤ T ≤ I, T is sep, 〈Ψ| T |Ψ〉 = 1}
≥ min{d 〈MΨ|T |MΨ〉 |0 ≤ T ≤ I, T is sep, 〈Ψ|T |Ψ〉 = 1}
≥ d| 〈MΨ|Ψ〉 |2. (16)
To prove the first inequality (16), since both Tr T and d 〈MΨ|T |MΨ〉 are linear for T ,
it is enough to prove only in the case that T can be written down as T = |a〉 〈a|⊗ |b〉 〈b|
by using un-normalized vectors |a〉 and |b〉. Suppose |a〉 = ∑di=1 αi |ei〉 and |b〉 =∑d
i=1 βi |fi〉. Then, using Schwarz’s inequality, we can prove as follows
Tr T = (
∑
i
|αi|2)(
∑
i
|βi|2) ≥ |
∑
j
αjβj|2 = d 〈MΨ|T |MΨ〉 .
For the second inequality (16), since the relations 〈Ψ|T |Ψ〉 = 1 and T ≤ I deduce that
|Ψ〉 is an eigenvector of the largest eigenvalue 1 of T , we derive T ≥ |Ψ〉 〈Ψ|. Therefore,
the inequality d 〈MΨ|T |MΨ〉 ≥ d| 〈MΨ|Ψ〉 |2 is derived by taking the mean value with
respect to |MΨ〉.
As the second step, we construct an example of POVM element T which achieves
the lower bound we derived above. Define T0 as T0 = |a〉 〈a| ⊗ |b〉 〈b| where |a〉 =∑d
i=1(λi)
1/4 |ei〉 and |b〉 =
∑d
i=1(λi)
1/4 |fi〉; then, T0 satisfies Tr T0 =
(∑
i
√
λi
)2
.
Moreover, since P0T0P0 = |Ψ〉 〈Ψ| where P0 =
∑d
i=1 |ei〉 〈ei| ⊗ |fi〉 〈fi|, T0 satisfies
〈Ψ|T0 |Ψ〉 = 1. Since T0 apparently satisfies 0 ≤ T0, the inequality T ≤ I is the
only remaining condition which the optimal POVM element T attaining the equality
Tr T = tfsep(|Ψ〉) must satisfy. Since T0 does not generally satisfies the inequality T0 ≤ I,
we construct a new POVM element T which satisfies 0 ≤ T ≤ I from T0. In order to
construct the POVM element T from T0, we use twirling technique here. We define a
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family of local unitary operators U−→
θ
parameterized by
−→
θ = {θi}di=1 as follows,
U−→
θ
= (
d∑
j=1
eiθj |ej〉 〈ej |)⊗ (
d∑
k=1
e−iθk |fk〉 〈fk|). (17)
Note that
(
H⊗2, U−→
θ
)
is a unitary representation of the compact topological group
n︷ ︸︸ ︷
U(1)× · · · × U(1); by means of a unitary representation of a compact topological group,
we implement the ”twirling” operation (the averaging over the compact topological
group) for a state (or POVM) [29]. Then, we define T as the operator which is
constructed by twirling U−→
θ
T0U
†−→
θ
over parameters
−→
θ = {θi}di=1. Since by an action of
twirling operation, a given state is projected to the subspace of all invariant elements
of the group action [29], we can calculate T as follows:
T
def
=
∫ 2pi
0
· · ·
∫ 2pi
0
U−→
θ
T0U
†−→
θ
dθ1 · · ·dθd
= (
d∑
j=1
|ej〉 〈ej | ⊗ |fj〉 〈fj|)T0(
d∑
j=1
|ej〉 |ej〉 ⊗ |fj〉 〈fj |)
+
∑
j 6=k
(|ej〉 〈ej | ⊗ |fk〉 〈fk|)T0 (|ej〉 〈ej | ⊗ |fk〉 〈fk|)
= (
d∑
i=1
√
λi |ei〉 ⊗ |fi〉)(
d∑
i=1
√
λi 〈ei| ⊗ 〈fi|)
+
∑
i 6=j
√
λiλj |ei〉 〈ei| ⊗ |fj〉 〈fj| .
Since
√
λiλj ≤ 1, T ≤ I. Moreover, T satisfies 0 ≤ T ≤ I, 〈Ψ|T |Ψ〉 = 1, and is in
the separable form; we only applied the local unitary U−→
θ
to un-normalized product
state T0, and, then, took an average over parameters
−→
θ . Thus, we derive the inequality
tfsep(|Ψ〉) ≤ Tr T =
(∑
i
√
λi
)2
. Since we have already proven the converse inequality,
we conclude tfsep(|Ψ〉) =
(∑
i
√
λi
)2

Finally, by means of Lemma 1, we can derive the following theorem, i.e., Theorem 1 in
the pure states case:
Theorem 2 For a bipartite pure state |Ψ〉,
βsep(|Ψ〉) = 1
d2
tsep(|Ψ〉) = 1
d2
(1 +Rg(|Ψ〉))
=
1
d2
(∑
i
√
λi
)2
=
1
d2
(Tr
√
ρA)
2 =
1
d2
(Tr
√
ρB)
2, (18)
where {λi}di=1 is the Schmidt coefficients of |Ψ〉.
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Proof Since by the definition tfsep(|Ψ〉) ≤ tsep(|Ψ〉), all what we need to prove is that
the optimal POVM T for tfsep(|Ψ〉) is also the optimal POVM for tsep(|Ψ〉); that is, I−T
also has a separable form.
As we have already shown in the proof of Lemma 1, the optimal POVM T for
tfsep(|Ψ〉) can be written down as
T = (
d∑
i=1
√
λi |ei〉 ⊗ |fi〉)(
d∑
i=1
√
λi 〈ei| ⊗ 〈fi|) +
∑
i 6=j
√
λiλj |ei〉 〈ei| ⊗ |fj〉 〈fj | , (19)
where {|ei〉 ⊗ |fj〉}ij and {λi}di=1 are the Schmidt basis and the Schmidt coefficients
corresponding to |Ψ〉 =∑di=1√λi |eifj〉, respectively. Suppose
T0
def
=
1
2
∑
i 6=j
|aij〉 〈aij| ⊗
∣∣bij〉 〈bij∣∣+∑
i 6=j
{
∑
k 6=i,j
λk + (
√
λi −
√
λj)
2} |eifj〉 〈eifj | ,
where |aij〉 and
∣∣bij〉 are defined as |aij〉 def= (λj) 14 |ei〉− (λi) 14 |ej〉 and ∣∣bij〉 def= (λj) 14 |fi〉+
(λi)
1
4 |fj〉 for i 6= j, respectively. Then, as is proven in Appendix A, the relation∫ 2pi
0
· · ·
∫ 2pi
0
U−→
θ
T0U
†−→
θ
dθ1 · · · dθd = I − T (20)
holds, where a local unitary operator U−→
θ
is defined as Eq.(17). By the definition,∫ 2pi
0
· · · ∫ 2pi
0
U−→
θ
T0U
†−→
θ
dθ1 · · · dθd is apparently a separable POVM element. Therefore,
we can conclude the equality tfsep(|Ψ〉) = tsep(|Ψ〉) for a bipartite pure state. By means
of Lemma 1, we derive Eq.(18). 
Thus, tsep(|Ψ〉) is equivalent to 1 + Rg(|Ψ〉), and the minimum type 2 error
probability βsep(|Ψ〉) only depends on the global robustness of entanglement Rg(|Ψ〉)
for a bipartite pure state |Ψ〉. In this case, the optimal POVM {T, I − T} can be
derived by using Eq.(19) as the definition of the POVM element T .
We should note that Theorem 2 not only gives a way to calculate the minimum
type 2 error probability under separable operations βsep(|Ψ〉), but this theorem gives
a complete relationship between the local distinguishability of a bipartite state under
separable operations and the entanglement of the state. In the previous paper [15], it
was shown the global robustness of entanglement Rg(|Ψ〉) gives an upper-bound for the
maximum number of distinguishable states under separable operations. However, the
present result shows that Rg(|Ψ〉) is nothing but the local distinguishability (against the
completely mixed state) itself at least for a bipartite pure state. In other words, it is
shown that robustness of entanglement has rigorously operational meaning for bipartite
pure states in terms of the local discrimination from the completely mixed state ρmix.
3.2. Mixed states case
Now, we prove Theorem 1 for a general mixed bipartite state.
Proof (Theorem 1) First we prove the inequality tsep(ρ) ≥ (Tr√ρA)2. Adding the
system B′, we choose a purification |Φ〉 of ρ. In the following, we will prove the inequality
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tfsep(ρ) ≥ tfsep(|Φ〉). If this inequality holds, applying Eq.(11) and Eq.(15), we obtain
tsep(ρ) ≥ tfsep(ρ) ≥ tfsep(|Φ〉) = (Tr√ρA)2.
Define a separable positive operator T =
∑
i pi|ei〉〈ei| ⊗ |fi〉〈fi| (ei ∈ HA, fi ∈
HB, ‖fi‖ = 1, ‖ei‖ = 1) such that 0 ≤ T ≤ IAB and Tr ρT = 1. Thus, 〈Φ|
∑
i pi(|ei〉〈ei|⊗
|fi〉〈fi| ⊗ IB′)|Φ〉 = 1. Now, we focus on the bipartite system A and BB′. Then,
we choose the state |f˜i〉 (‖f˜i‖ = 1) on HBB′ such that TrA(|Φ〉〈Φ|)(|ei〉〈ei| ⊗ IBB′) =
ci|f˜i〉〈f˜i|, where ci is the normalizing constant. Define the state |f ′i〉 (‖f ′i‖ = 1) on HBB′
by
|f ′i〉〈f ′i | :=
1
〈f˜i|Pi|f˜i〉
Pi|f˜i〉〈f˜i|Pi ≤ Pi, (21)
where the projection Pi is defined by Pi := |fi〉〈fi|⊗IB′ . Since 〈f˜i|Pi|f˜i〉 = 〈f˜i|f ′i〉〈f ′i |f˜i〉,
Tr ρ(|ei〉〈ei| ⊗ |fi〉〈fi|) = 〈Φ|(|ei〉〈ei| ⊗ |fi〉〈fi| ⊗ IB′ |)|Φ〉 = 〈Φ|(|ei〉〈ei| ⊗ |f ′i〉〈f ′i |)|Φ〉.
Thus, the relations
T ′ :=
∑
i
pi|ei〉〈ei| ⊗ |f ′i〉〈f ′i | ≤
∑
i
pi|ei〉〈ei| ⊗ |fi〉〈fi| ⊗ IB′ ≤ IABB′
〈Φ|T ′|Φ〉 = Tr ρT = 1
hold. Moreover, T ′ satisfies the equality Tr T ′ =
∑
i pi = Tr T . Thus, the inequality
tfsep(ρ) ≥ tfsep(|Φ〉) holds. Therefore, the relations tsep(ρ) ≥ tfsep(ρ) ≥ tfsep(|Φ〉) =
(Tr
√
ρA)
2 hold.
Similarly, we can show the inequality tsep(ρ) ≥ (Tr√ρB)2. Thus, we obtain (7) in
the mixed states case. 
4. Local discrimination by one-way LOCC
In this section, we prove the following theorem concerning the local discrimination
problem in terms of one-way LOCC in the direction A→ B:
Theorem 3 The inequality
t→(ρ) ≥ rank ρA (22)
holds for a bipartite state ρ on HA ⊗ HB. Any maximally correlated state ρ satisfies
the equality. In other words, the following inequality concerning the minimum error
probability β→(ρ) holds:
β→(ρ) ≥ 1
D
rank ρA (23)
In the above theorem, a maximally correlated state is defined as a state which can be
decompose in the following form:
ρ =
∑
1≤i,j≤d
αij |ui, vi〉 〈uj, vj| , (24)
where {|ui〉}di=1 and {|vj〉}dj=1 are orthonormal bases of HA and HB, respectively [30];
apparently, a pure state is a maximally correlated state. Thus, t→(|Ψ〉) = Dβ→(|Ψ〉) is
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equal to the Schmidt rank of a state for a bipartite pure state |Ψ〉. In the case when ρ is a
maximally correlated state satisfying Eq.(24), the optimal way to discriminate between
ρ and the completely mixed state is the following: Suppose there are two parties called
Alice and Bob. Both Alice and Bob measure their local states HA and HB in the bases
{|ui〉}di=1 and {|vj〉}dj=1, respectively, (of course, they only need to detect the support of
the local states). Then, Alice informs her measurement result to Bob. Suppose Alice’s
result is |uk〉 and Bob’s result is |vl〉. If k is equal to l, then, they judge that the given
state is ρ. Otherwise, they judge that the given state is the completely mixed state.
By comparing Theorem 1 and Theorem 3, we can easily see that if a bipartite
pure state |Ψ〉 is not a maximally entangled state nor a product state, then, the strict
inequality βsep(|Ψ〉) < β→(|Ψ〉) holds. Thus, we can conclude that there is a gap
between the one-way local distinguishability and the separable local distinguishability
for a bipartite pure state at least in the present problem settings from these results.
Applying Theorem 3 for Eq.(6), we can extend Cohen’s characterization [7]
concerning the perfect discrimination of a given set of pure states in term of one-way
LOCC to a set of mixed states:
Corollary 2 If a set of bipartite states {ρi}Ni=1 on HA⊗HB is perfectly distinguishable
by one-way LOCC, then,
N∑
i=1
rankρiA ≤ D. (25)
This bound of the size of locally distinguishable sets for one-way LOCC is much stronger
than the known bound for separable operations [15].
As a preparation for our proof of Theorem 3, we see the fact that there are several
equivalent representations of the definition of one-way LOCC POVM elements. We start
from the following representation which we can see immediately from the definition; that
is, in a bipartite system H = HA⊗HB , if T ∈ T→, there exist sets of positive operators
{Mi}i and {N ij}j such that
T =
∑
ij
Mi ⊗N ij , (26)
∑
iMi ≤ IB, and
∑
j N
i
j ≤ IA, where {Mi}i is the POVM of the local measurement on
HA and {N ij}j is the POVM of the local measurement on HB depending on the first
measurement result i. Further, redefining N ij as Ni =
∑
j N
i
j , we derive the following
equivalence relation:
T ∈ T→
⇐⇒ ∃{Mi}i and {Ni}i
s.t.∀i, 0 ≤Mi, 0 ≤ Ni ≤ IB,
∑
i
Mi ≤ IA, and T =
∑
i
Mi ⊗Ni. (27)
Using this characterization, we obtain the following lemma.
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Lemma 2 A one-way LOCC POVM element T =
∑
ij Mi⊗N ij ∈ T→ satisfies Tr ρT = 1
if and only if Tr(ρA
∑
Mi) = 1 and Tr(ρB,Mi
∑
j N
i
j) = 1 for all i, where ρA
def
= TrB ρ
and ρB,Mi
def
= TrA ρMi ⊗ IB/Tr ρMi ⊗ IB.
Proof We can calculate Tr ρT as follows:
Tr ρT =
∑
ij
Tr ρMi ⊗N ij =
∑
ij
Tr{(TrA ρ(Mi ⊗ IB))N ij}
=
∑
i
Tr ρAMi · Tr ρB,Mi(
∑
j
N ji ) = 1.
Since
∑
iTr ρAMi ≤ 1 and Tr ρB,Mi(
∑
j N
i
j) ≤ 1 for all i, we derive
∑
iTr ρAMi = 1 and
Tr ρB,Mi(
∑
j N
i
j) = 1. The opposite direction is trivial. 
Now, we prove Theorem 3 using the above lemma.
Proof (Theorem 3) In order to detect a state perfectly, we need to detect the reduced
density operator of the local system A, ρA as well as that of the other local system B,
ρB,Mi , perfectly in each step. Thus, we can assume that Ni is a projection on B without
loss of generality. Hence, Tr T =
∑
iTrMi · TrNi ≥
∑
iTrMi. Since we have to detect
the reduced density operator of the local system A, ρA, we obtain Tr
∑
iMiρA = 1,
i.e., (22). When the state ρ is a maximally mixed state
∑
1≤i,j≤d ai,j|ui, vi〉〈uj, vj |, the
reduced density ρA is
∑d
i=1 ai,i|ui〉〈ui|. Thus, rank ρA = d. In this case, we can perfectly
detect this state by the one-way LOCC test
∑d
i=1 |ui〉〈ui| ⊗ |vi〉〈vi|. 
We should note the following fact: Although a maximally correlated state satisfies
the equality of Eq.(22), the converse is not necessarily true. Even if vi is not orthogonal,
we can perfectly detect this state by the one-way LOCC test
∑d
i=1 |ui〉〈ui| ⊗ |vi〉〈vi|.
When the rank of the state
∑
1≤i,j≤d ai,j 〈vj |vi〉 |ui〉〈uj| is d, the rank of ρA is d. That
is, this gives a counter example of the converse.
5. Local discrimination by two-way LOCC
So far, we have calculated the minimum error probability of the local discrimination
problem for one-way LOCC β→(|Ψ〉), and separable operations βsep(|Ψ〉). In this
section, we focus on discrimination protocols by two-way LOCC. Since the two-way
LOCC is mathematically complicated, it is difficult to derive the minimum two-way
LOCC discrimination protocol, and as a result, it is difficult to derive the exact value of
β↔(|Ψ〉). However, in order to show the difference of the efficiency of one-way and two-
way local discrimination protocols, (which is actually our main purpose of this paper,)
it is enough to find the upper-bound of the two-way error probability β↔(|Ψ〉). Thus,
we concentrate ourselves on driving an upper-bound of β↔ by constructing a concrete
two-way LOCC discrimination protocol. For simplicity, we only treat three-step LOCC
discrimination protocols on a bipartite system, which are in the simplest class of genuine
two-way LOCC protocols. As a result, we show that even three-step LOCC protocols
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can discriminates a given state from the completely mixed state much better than by
one-way (that is, two-step) LOCC protocols.
We can generally describe a three-step LOCC protocol to discriminate a pure
state |Ψ〉 from ρmix = Id2 on a bipartite system HA ⊗ HB without making any error
to detect |Ψ〉 as follow: Suppose there are two parties called Alice and Bob. First, Alice
performs a POVM {Mi}i on her system HA, and sends the measurement result i to
Bob. Second, depending on i, Bob performs a POVM {N ij}j on his system HB, and
sends the measurement result j to Alice. If the given state is ρ, by easy calculation, we
can check that the Alice’s state after this step is
σijA
def
=
√
Mi
√
ρAN
iT
j
√
ρA
√
Mi
Tr
(
Mi
√
ρAN
iT
j
√
ρA
) , (28)
where ρA
def
= TrB |Ψ〉 〈Ψ|, and the transposition is taken in the Schmidt basis of |Ψ〉.
Thus, in order not to make an error to detect the above state, finally, Alice should make
a measurement in {{σijA > 0}, IA−{σijA > 0}}, where {σijA > 0} is a projection operator
onto the support of σijA (the subspace spanned by eigenvectors corresponding to non-zero
eigenvalue of σijA ), IA is an identity operator in HA. Then, if she detects {σijA > 0},
she judges that the first state was |Ψ〉, and if she detects IA − {σijA > 0}, she judges
that the first state was ρmix. Suppose {T, IAB − T} is the POVM corresponds to the
above local discrimination protocol, where T corresponds to |Ψ〉, and I−T corresponds
to ρmix Then, we can check that the whole POVM {T, I − T} can be written down as
follows,
T =
∑
i
∑
j
(√
Mi{σijA > 0}
√
Mi
)
⊗N ij , (29)
where σijA is defined by Eq.(28), and all Mi and N
i
j are positive operators satisfying∑
iMi = IA and
∑
j N
i
j = IB. We can also check that T defined by Eq.(29) satisfies
〈Ψ|T |Ψ〉 = 1 as follows:
〈Ψ|T |Ψ〉 =
∑
ij
〈Ψ|
(√
Mi{σijA > 0}
√
Mi
)
⊗N ij |Ψ〉
= d
∑
ij
(〈
Φ+
∣∣√ρA ⊗ IB) (√Mi{σijA > 0}√Mi)⊗N ij (√ρA ⊗ IB ∣∣Φ+〉)
= d
∑
ij
〈
Φ+
∣∣ (√N ij T√ρA√Mi{σijA > 0}√Mi√ρA√N ijT
)
⊗ IB
∣∣Φ+〉
=
∑
ij
Tr
√
N ij
T√
ρA
√
Mi{σijA > 0}
√
Mi
√
ρA
√
N ij
T
=
∑
ij
Tr
√
Mi
√
ρAN
iT
j
√
ρA
√
Mi{σijA > 0}
=
∑
ij
(
TrMi
√
ρAN
iT
j
√
ρA
) · (Tr σijA{σijA > 0})
=
∑
ij
Tr
(
N ij (
√
ρAMi
√
ρA)
T
)
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=
∑
ij
Tr ρAMi
= 1,
where |Φ+〉 is the maximally entangled state sharing the Schmidt basis with |Ψ〉, and
the transposition T is always taken in the Schmidt basis of |Ψ〉. In the second line of
the above equalities, we used the equality |Ψ〉 = √ρA ⊗ IB |Φ+〉. In the third line, we
used the equalities IA⊗X |Φ+〉 = XT ⊗IB |Φ+〉, which is valid for an arbitrary operator
X . In the sixth line, we used Eq.(28).
The above three-step LOCC protocol is enough general. However, it is too
complicated to optimize Tr T over all choices of POVM {Mi}i and {N ij}j . In this section,
our aim is only to find a good (not necessary optimal) two-way LOCC protocol by which
we can discriminate a state from the completely mixed state better than by any one-way
LOCC protocols. Thus, to make a problem simpler, we make the following assumptions
on Alice’s POVM {Mi}i and Bob’s POVM {N ij}j: First, without losing any generality,
we can write |Ψ〉 as |Ψ〉 =∑dk=1√λk |k〉⊗|k〉 with λi > 0 and λi ≥ λi+1, where {|k〉}dk=1
is an arbitrary fixing computational basis of HA and HB, and d = dimHA = dimHB;
since our definition of t↔(|Ψ〉) (Eq.(4)) does not depend on the dimension of the whole
system, we can always choose the whole system in order that the Schmidt rank of
|Ψ〉 is d. Second, we assume that the number of POVM element Mi is d, and Mi is
diagonalizable in the computational basis {|k〉}dk=1 as,
Mi =
i∑
k=1
δki |k〉 〈k| , (30)
where rankMi = i, and the coefficients δki ≥ 0 satisfy
∑d
i=k δki = 1 for all k.
Moreover, we assume that {N ij}j is a von Neumann measurement corresponding to
a mutually unbiased basis [11, 31] {∣∣ξij〉}rankMij=1 of an orthonormal set of eigen vectors of
ωB
def
=
√
ρBM
T
i
√
ρB
Tr
√
ρBM
T
i
√
ρB
corresponding to non-zero eigenvalues; that is, {ξij}rankMij=1 only spans
Ran
√
ρBM
T
i
√
ρB
Tr
√
ρBM
T
i
√
ρB
. In other words, an orthonormal set of states {∣∣ξij〉}rankMij=1 satisfies
〈
ξij
∣∣ √ρBMTi √ρB
Tr
√
ρBM
T
i
√
ρB
∣∣ξij〉 = 1rankMi . (31)
Note that ωB is the Bob’s state after the Alice’s first measurement in the case where
the given state is |Ψ〉, and thus, Bob only needs to detect the subspace RanωB in this
case. That is, Bob’s POVM consists of {∣∣ξij〉 〈ξij∣∣}rankMij=1 and IB −∑rankMij=1 ∣∣ξij〉 〈ξij∣∣; if
Bob derives the measurement result corresponding to IB −
∑rankMi
j=1
∣∣ξij〉 〈ξij∣∣, then, he
judges that the given state is ρmix. We also should note that due to this Bob’s mutually
unbiased measurement, our three-step protocol can not be reduced to a two-step one-
way LOCC protocol. If all Bob’s POVMs are commutative with the eigen basis of ωB,
the whole protocol can be reduced to a one-way LOCC protocol; however, ωB never
commutes the projection onto the mutually unbiased basis of the eigen basis of ωB.
Finally, under the above assumptions, we can write down the trace of the whole POVM
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element Tr T as follows,
TrT = Tr
(
d∑
i=1
rankMi∑
j=1
(√
Mi{σijA > 0}
√
Mi
)
⊗N ij
)
=
d∑
i=1
rankMi∑
j=1
Tr
((√
Mi
(√
Mi
√
ρA(
∣∣ξij〉 〈ξij∣∣)T√ρA√Mi〈
ξij
∣∣√ρAMTi √ρA ∣∣ξij〉
)√
Mi
)
⊗ ∣∣ξij〉 〈ξij∣∣
)
=
d∑
i=1
rankMi∑
j=1
〈
ξij
∣∣√ρA(MTi )2√ρA ∣∣ξij〉〈
ξij
∣∣√ρAMTi √ρA ∣∣ξij〉
=
d∑
i=1
rankMi
Tr
√
ρA(M
T
i )
2√ρA
Tr
√
ρAMTi
√
ρA
=
d∑
i=1
i ·
∑i
k=1 λkδ
2
ki∑i
k=1 λiδki
.
In the second line of the above equalities, we used Eq.(28) (the definition of σijA ) and
the equality
{√
Mi
√
ρA(|ξij〉〈ξij|)T√ρA√Mi
〈ξij|√ρAMTi √ρA|ξij〉 > 0
}
=
√
Mi
√
ρA(|ξij〉〈ξij|)T√ρA√Mi
〈ξij|√ρAMTi √ρA|ξij〉 . In the fourth
line of the above equalities, we used the relation ρA = ρB and the condition of mutually
unbiased basis Eq.(31). Therefore, our problem is reduced to the optimization of∑d
i=1 i ·
Pi
k=1 λkδ
2
kiPi
k=1 λiδki
over {δki}ki subjected to the constraints δki ≥ 0 and
∑d
i=k δki = 1.
In other words, we can summarized the above discussion in the form of the following
lemma.
Lemma 3 For a bipartite pure state |Ψ〉 ∈ HA ⊗ HB, β↔(|Ψ〉) satisfies the following
inequality,
β↔(|Ψ〉) ≤ βf↔(|Ψ〉)
def
=
1
d2
min
{δki}1≤k≤i≤d
{
d∑
i=1
i ·
∑i
k=1 λkδ
2
ki∑i
k=1 λkδki
∣∣∣∀k, ∀i, δki ≥ 0, and ∀k, d∑
i=k
δki = 1
}
,(32)
where {λk}dk=1 is the Schmidt coefficients of |Ψ〉, and satisfies λk ≥ λk+1 for all k, and
the indices (k, i) moves among all of the triangle region 1 ≤ k ≤ i ≤ d.
Then, the above inequality can write as β↔(|Ψ〉) ≤ βf↔(|Ψ〉). Together with the
results of the past sections, we derive the following inequalities related to the minimum
type 2 error probability for a bipartite pure state:
βg(|Ψ〉) = 1
d2
≤ βsep(|Ψ〉) = 1
d2
(∑
i
√
λi
)2
≤ β↔(|Ψ〉) ≤ βf↔(|Ψ〉) ≤ 1
d2
rankTrB(|Ψ〉 〈Ψ|) = β→(|Ψ〉). (33)
For a two-qubit system, we can analytically calculate the exact value of the upper-
bound βf↔(|Ψ〉), and can derive the following lemma.
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Lemma 4 In a two-qubit system,
βf↔(|Ψ〉) = 1
2
− (1−
√
2λ)2
4 (1− λ) , (34)
where {1− λ, λ} is the Schmidt coefficient of |Ψ〉 satisfying 1 ≤ λ ≤ 1
2
.
Proof Without losing generality, we can write a bipartite state as |Ψ〉 = √1− λ |00〉+√
λ |11〉. Then, by a straightforward calculation, we derive
βf↔(|Ψ〉) = 1
4
min
0≤δ≤1
{
2− δ {(1− 2λ) + δ(1− λ)}
1− δ(1− λ)
}
, (35)
where we substitute λ1 = 1− λ, λ2 = λ, δ11 = δ, δ12 = 1− δ, and δ22 = 1 into Eq.(32).
Suppose t′f↔(λ, δ)
def
= 2− δ{(1−2λ)+δ(1−λ)}
1−δ(1−λ) . Then, we can calculate the derivative of t
′
f↔(λ, δ)
as
∂t′f↔(λ, δ)
∂δ
= −{(1− λ)δ − (1−
√
2λ)}{(1− λ)δ − (1 +
√
2λ)},
for fixed 0 ≤ λ ≤ 1
2
. Thus, under the condition 0 ≤ δ ≤ 1, t′f↔(λ, δ) attains its minimum
when δ = 1−
√
2λ
1−λ . Therefore, we derive
βf↔(|Ψ〉) = 1
4
min
0≤δ≤1
t′f↔(λ, δ) =
1
2
− (1−
√
2λ)2
4 (1− λ) .

Therefore, for a two-qubit state |Ψλ〉 =
√
1− λ |00〉 +√λ |11〉, the inequality (33) can
be reduced as follows,
βg(|Ψ〉) = 1
4
≤ βsep(|Ψ〉) = 1
4
+
1
2
√
λ(1− λ) ≤ β↔(|Ψ〉) ≤ 1
2
− (1−
√
2λ)2
4 (1− λ)
≤ 1
2
= β→(|Ψ〉),
where the equality of the last inequality holds, if and only if the state is a product state
or a maximally entangled state. We present the graph of these bounds in Figure.1.
From this figure, we can see that there is a big gap between β→(|Ψ〉) and β↔(|Ψ〉)
and the difference between β→(|Ψ〉) and βsep(|Ψ〉) is (if the difference exists) relatively
small. Thus, for any non-maximally entangled pure states, there is a gap between the
one-way and two-way local distinguishability at least for two-qubit systems in terms of
β→(↔)(|Ψ〉).
In a system with a dimension of local systems d ≥ 3, the optimization in
the definition of βf↔(|Ψ〉) (Eq.(32)) is too complicated to be solved by an analytical
calculation, anymore ‡. Thus, we numerically calculate the right hand side of Eq.(32)
for a C3 ⊗ C3 (two-qutrit) system and a C4 ⊗ C4 system. For a C3 ⊗ C3 system, we
calculate Eq.(32) for three different one-parameter families of pure states:
‡ In a strict sense , we can show that there exists an analytical solution for the optimization problem
in Eq.(32) by means of Lagrange multiplier. However, even for a 3× 3 dimensional system, the general
solution is too complicated and too ugly to write here.
Two-way classical communication remarkably improves local distinguishability 19
0.0 0.1 0.2 0.3 0.4 0.5
0.25
0.30
0.35
0.40
0.45
0.50
Λ
Ty
pe
2
er
ro
r
Pr
ob
.
Figure 1. The bound as a function of λ (the Schmidt coefficient of |Ψ〉 ). The thin
line: βsep(|Ψ〉), the broken line: βf↔(|Ψ〉) (an upper bound of β↔(|Ψ〉)), the thick line:
β→(|Ψ〉), the thin broken line: βg(|Ψ〉).
(i) |Ψλ〉 =
√
1− 2λ |11〉+√λ |22〉+√λ |33〉 , (0 ≤ λ ≤ 1
3
): In this case, βg(|Ψλ〉) = 19 ,
βsep(|Ψλ〉) = 19(
√
1− 2λ + 2√λ)2 and β→(|Ψλ〉) = 13 . We give the results of
numerical calculation of βfsep(|Ψλ〉) in Figure.2.
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Figure 2. The bound as a function of λ for a family of states |Ψλ〉 =
√
1− 2λ |11〉+√
λ |22〉+
√
λ |33〉. The thick broken line: results of a numerical calculation of βf↔(|Ψλ〉)
(a lower bound of β↔(|Ψλ〉), the thin line: βsep(|Ψλ〉), the thick line: β→(|Ψλ〉): the
thin broken line: βg(|Ψλ〉).
(ii) |Ψλ〉 =
√
1− 3λ |11〉+√2λ |22〉+√λ |33〉 , (0 ≤ λ ≤ 1
5
): In this case, βg(|Ψλ〉) = 19 ,
βsep(|Ψλ〉) = 19(
√
1− 3λ+ (1 +√2)√λ)2 and β→(|Ψλ〉) = 13 . We give the results of
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a numerical calculation of βfsep(|Ψλ〉) in Figure.3
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Figure 3. The bound as a function of λ for a family of states |Ψλ〉 =
√
1− 3λ |11〉+√
2λ |22〉 + √λ |33〉. The thick broken line: results of a numerical calculation of
βf↔(|Ψλ〉) (a lower bound of β↔(|Ψλ〉), the thin line: βsep(|Ψλ〉), the thick line:
β→(|Ψλ〉), the thin broken line: βg(|Ψλ〉).
(iii) |Ψλ〉 =
√
1− 4λ |11〉+√3λ |22〉+√λ |33〉 , (0 ≤ λ ≤ 1
7
): In this case, βg(|Ψλ〉) = 19 ,
βsep(|Ψλ〉) = 19(
√
1− 4λ+ (1 +√3)√λ)2 and β→(|Ψλ〉) = 13 . We give the results of
a numerical calculation of βfsep(|Ψλ〉) in Figure.4
From Figures 2, 3, and 4, we can confirm that the shapes of the graphs of βsep(|Ψλ〉),
and βf↔(|Ψλ〉) hardly depend of the choice of a one-parameter family |Ψλ〉 in C3 ⊗ C3.
For a C4 ⊗ C4 system, we calculate Eq.(32) for two different one-parameter families of
pure states:
(i) |Ψλ〉 =
√
1− 3λ |11〉 + √λ(|22〉 + |33〉 + |44〉), (0 ≤ λ ≤ 1
4
): In this case,
βg(|Ψλ〉) = 116 , βsep(|Ψλ〉) = 116(
√
1− 3λ + 3√λ)2 and β→(|Ψλ〉) = 14 . We give
the results of numerical calculation of βfsep(|Ψλ〉) in Figure.5.
(ii) |Ψλ〉 =
√
1− 9
2
λ |11〉 + √2λ |22〉 +
√
3
2
λ |33〉 + √λ |44〉 , (0 ≤ λ ≤ 2
13
): In
this case, βg(|Ψλ〉) = 116 , βsep(|Ψλ〉) = 116
(√
1− 9
2
λ+
(
1 +
√
3
2
+
√
2
)√
λ
)2
and
β→(|Ψλ〉) = 14 . We give the results of numerical calculation of βfsep(|Ψλ〉) in
Figure.6
From Figures. 5, and 6, we can confirm that the shapes of the graphs of βsep(|Ψλ〉),
and βf↔(|Ψλ〉) hardly depend of the choice of a one-parameter family |Ψλ〉 in C4⊗C4 as
well as in C3⊗C3. Note that, for the all above families of states, we choose a parameter
λ so that |Ψλ〉 can be converted to |Ψλ′〉 by LOCC for all λ ≥ λ′, and |Ψ0〉 is a product
state; that is, in a naive sense, the degree of entanglement increases monotonically when
Two-way classical communication remarkably improves local distinguishability 21
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
Λ0.10
0.15
0.20
0.25
0.30
Type 2 error prob.
coefficients:H1-4Λ, 3Λ, ΛL
Figure 4. The bound as a function of λ for a family of states |Ψλ〉 =
√
1− 4λ |11〉+√
3λ |22〉 + √λ |33〉. The thick broken line: results of a numerical calculation of
βf↔(|Ψλ〉) (a lower bound of β↔(|Ψλ〉), the thin line: βsep(|Ψλ〉), the thick line:
β→(|Ψλ〉), the thin broken line: βg(|Ψλ〉).
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Figure 5. The bound as a function of λ for a family of states |Ψλ〉 =
√
1− 3λ |11〉+√
λ(|22〉 + |33〉 + |44〉). The thick broken line: results of a numerical calculation
of βf↔(|Ψλ〉) (a lower bound of β↔(|Ψλ〉), the thin line: βsep(|Ψλ〉), the thick line:
β→(|Ψλ〉), the thin broken line: βg(|Ψλ〉).
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Figure 6. The bound as a function of λ for a family of states |Ψλ〉 = |Ψλ〉 =√
1− 9
2
λ |11〉 +
√
2λ |22〉 +
√
3
2
λ |33〉 +
√
λ |44〉. The thick broken line: results of
a numerical calculation of βf↔(|Ψλ〉) (a lower bound of β↔(|Ψλ〉), the thin line:
βsep(|Ψλ〉), the thick line: β→(|Ψλ〉), the thin broken line: βg(|Ψλ〉).
λ increases. From Figures 2,3,4,5,6, as well as for a two-qubit system (Figure.1), we
can see that there is always a big gap between β→(|Ψ〉) and β↔(|Ψ〉) and the difference
between β→(|Ψ〉) and βsep(|Ψ〉) is (if the difference exists) relatively small for C3 ⊗ C3
and C4 ⊗ C4 systems. Moreover, since the shape of graph corresponding to βf↔(|Ψ〉)
seems not to change depending on a dimension of a system, we may guess that, for any
non-maximally entangled pure states (even in a high dimensional system), there is a gap
between the one-way and two-way local distinguishability in terms of β→(↔)(|Ψ〉). That
is, the two-way classical communication remarkably improves the local distinguishability
compared to the local discrimination by the one-way classical communication at least
for bipartite pure states.
6. Conclusion
In this paper, in order to clarify the difference of the two-way LOCC and the one-
way LOCC on local discrimination problems, we concentrated ourselves on the local
discrimination of a given bipartite state from the completely mixed state ρmix under
the condition where the given state should be detected perfectly while the previous
researches [11, 12] treated the same problem between two bipartite pure states. We
defined β→(ρ), β↔(ρ), and βsep(ρ) as the minimum error probability to detect the
completely mixed state by the one-way LOCC, the two-way LOCC, and the separable
operation, respectively, under the condition that a given state ρ is detected perfectly.
First, in Section 3, for separable operations, we showed that the minimum error
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probability tsep(ρ) coincides with an entanglement measure called the global robustness
of entanglement for a bipartite pure state except an unimportant constant term. Then,
in Section 4, for one-way LOCC, we showed that the minimum error probability β→(ρ)
coincides with the Schmidt rank for a bipartite pure state except an unimportant
constant term. Finally, in Section 5, by constructing a concrete three-step two-way
LOCC discrimination protocol, we derived an upper bound for the minimum error
probability β↔(ρ) for a bipartite pure state. By calculating this upper bound analytically
and also numerically, we showed that β↔(ρ) is strictly smaller than β→(ρ), and moreover,
β↔(ρ) and βsep(ρ) give almost the same value for a lower dimensional bipartite pure
state; this results can be seen in Figures 2,3,4,5,6. As a result, although there is
no difference between the one-way LOCC and the two-way LOCC concerning local
discrimination between two bipartite pure states [11, 12], we conclude that the two-way
classical communication remarkably improves the local distinguishability in comparison
with the one-way classical communication for a low-dimensional pure state at least in the
present problem setting. Due to our quantitative comparison, from the continuity of the
second kinds of error probabilities, a similar result should holds when the second state
ρ˜ belongs to the neighborhood of the completely mixed state. Further, we are preparing
a forthcoming manuscript concerning this kind of problem in the case of multi-partite
case in the near future [32].
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Appendix A. Proof of Eq.(20)
Now, we prove Eq.(20), which is used in proof of Theorem 2. Suppose P
def
=
1
2
∑
i 6=j |aij〉 〈aij| ⊗
∣∣bij〉 〈bij∣∣ and Q def= ∑i 6=j{∑k 6=i,j λk + (√λi − √λj)2} |eifj〉 〈eifj|;
that is, T0 = P + Q. Then, by applying twirling operation over U−→θ , we drive the
following equality:∫ 2pi
0
· · ·
∫ 2pi
0
U−→
θ
PU †−→
θ
dθ1 · · · dθd
= (
d∑
j′=1
|ej′〉 〈ej′| ⊗ |fj′〉 〈fj′|)P (
d∑
j′=1
|ej′〉 〈ej′| ⊗ |fj′〉 〈fj′|)
+
∑
i′ 6=k′
(|ei′〉 〈ei′| ⊗ |fk′〉 〈fk′|)P (|ei′〉 〈ei′| ⊗ |fk′〉 〈fk′|)
This equality can be proven as follows: The action of a twirling operation (group-
averaging) over a unitary representation of a compact topological group is equal to the
action of the projection onto the subspace of all invariant elements under the group
action [29]. For the action of U−→
θ
and U †−→
θ
, the subspace (of operator-space B(H))
consisting of all the invariant element is spanned by the operators {|ejfk〉 〈ejfk|}j 6=k and
{|ejfj〉 〈ekfk|}ij . Therefore, we can easily see the above equation. For i 6= j, i′ 6= k′, we
have
(
d∑
j′=1
|ej′〉 〈ej′| ⊗ |fj′〉 〈fj′|) |aij〉
∣∣bij〉 =√λj |eifi〉 −√λi |ejfj〉
(|ei′〉 〈ei′ | ⊗ |fk′〉 〈fk′|) |aij〉
∣∣bij〉 = δi′,iδk′,j(λjλj) 14 |eifj〉 − δi′,jδk′,i(λjλj) 14 |ejfi〉 .
Since
(
√
λj |eifi〉 −
√
λi |ejfj〉)(
√
λj 〈eifi| −
√
λi 〈ejfj|)
= λj |eifi〉 〈eifi|+ λi |ejfj〉 〈ejfj| −
√
λj
√
λi |eifi〉 〈ejfj | −
√
λi
√
λj |ejfj〉 〈eifi| ,
we obtain∫ 2pi
0
· · ·
∫ 2pi
0
U−→
θ
PU †−→
θ
dθ1 · · · dθd
=
∑
i 6=j
(
λj |eifi〉 〈eifi|+ λi |ejfj〉 〈ejfj| −
√
λj
√
λi |eifi〉 〈ejfj | −
√
λi
√
λj |ejfj〉 〈eifi|
)
+
∑
i 6=j
√
λiλj |eifj〉 〈eifj|
= (
d∑
i
|eifi〉 〈eifi|)− (
d∑
i=1
√
λi |eifi〉)(
d∑
i=1
√
λi 〈eifi|) +
∑
i 6=j
√
λiλj |eifj〉 〈eifj | .
In the same way, we can also show the equality
∫ 2pi
0
· · · ∫ 2pi
0
U−→
θ
QU †−→
θ
dθ1 · · · dθd = Q; Q
is invariant under the twirling operation.
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Finally, we can calculate
∫ 2pi
0
· · · ∫ 2pi
0
U−→
θ
T0U
†−→
θ
dθ1 · · · dθd as follows:∫ 2pi
0
· · ·
∫ 2pi
0
U−→
θ
T0U
†−→
θ
dθ1 · · · dθd =
∫ 2pi
0
· · ·
∫ 2pi
0
U−→
θ
(P +Q)U †−→
θ
dθ1 · · · dθd
= (
d∑
i
|eifi〉 〈eifi|)− (
d∑
i=1
√
λi |eifi〉)(
d∑
i=1
√
λi 〈eifi|) +
∑
i 6=j
√
λiλj |eifj〉 〈eifj |
+
∑
i 6=j
{
∑
k 6=i,j
λk + (
√
λi −
√
λj)
2} |eifj〉 〈eifj |
= (
d∑
i
|eifi〉 〈eifi|) + (
∑
i 6=j
|eifj〉 〈eifj |)− (
d∑
i=1
√
λi |eifi〉)(
d∑
i=1
√
λi 〈eifi|)
−
∑
i 6=j
√
λiλj |eifj〉 〈eifj |
= I − T,
which proves Eq.(20). 
