Using local neighbors (contextual information) to measure similarities between images is an effective re-ranking method in image retrieval, which has many advantages (e.g., low time complexity, easy promotion for new images). However, traditional methods usually cannot take neighbors into account comprehensively for the influence of noises (the more neighbors chosen, the more noises involved). To solve this problem, we propose Local Stretch Similarity Measure algorithm (LSSM). LSSM chooses multiple layers of neighbors to measure similarities, through which more contextual information can be considered and less noises will be introduced. Furthermore, we propose Auto Query Expansion (AQE) re-ranking method to transform the original single-query problem to a multi-query problem. By means of AQE, the robustness of LSSM can be enhanced. Extensive experiments are conducted on Corel-1K, Corel-10K and UK-bench datasets. Experimental results validate that our methods outperform other state-of-the-art methods.
INTRODUCTION
In recent years, context-sensitive similarity measurement (CSSM) has attracted great attention in the field of image retrieval. The core idea of CSSM is that similarities between images can be measured more accurately than pairwise distance when taking neighbors (or contextual information) into account. In this way, CSSM can bridge the semantic gap between image and image representation to some extent.
CSSM methods can roughly be divided into two categories, one is global CSSM and another is local CSSM. Global CSSM is a kind of PageRank-like method, which is also called Affinity Learning [1] or Diffusion Process [2] [3] [4] . These methods are commonly operated on affinity graph, with nodes representing images and weights denoting pairwise similarity. When conducting global CSSM method, similarities are diffused along graph paths iteratively. Finally, similarities between images can be recalculated. Manifold Ranking (MR) [5] is a typical example of global CSSM, which can be regarded as a semi-supervised method. It performs well in image retrieval tasks, however, it is time consuming. To solve this problem, Cai et al. propose an effective manifold algorithm (EMR) [6] . EMR not only conquers the problem of MR, but also gives a solution for out-of-sample image retrieval. Though EMR can largely reduce time complexity of MR, it is still an iterative algorithm. With image set get bigger and bigger, computation time grows rapidly. To tackle this problem, local CSSM was proposed.
In global CSSM, the entire contextual information of affinity graph is used when measuring similarity between two images. In contrast to that, only local contextual information is exploited in local CSSM, i.e. when measuring similarity of two images, we can simply take k nearest neighbors (KNN) into account. GD [7] and SCA [8] are two of local CSSM methods. GD regards Jaccard coefficient of two KNN sets as similarity of two images. In this method, every neighbor has equal weight with others. Bai et al. think it is inappropriate because different neighbors have different distances. Thus they propose SCA, in which different neighbors are given different weights according to pairwise distance and then a variant Jaccard coefficient is applied to calculate similarities. Whatever GD or SCA, they follow the same steps when measuring similarities. First, selecting neighbors of each image. Second, using some similarity measurements to calculate the similarities between sets of neighbors. Beside Jaccard coefficient, other measurements are also used [9] [10] . A fatal flaw exists in this kind of methods that their performance is sensitive to the size of neighborhood k. If k is too small, similarities of images in the same class may not be measured. As Figure  1 To solve the problem above, we propose two methods named Local Stretch Similarity Measure (LSSM) and Auto Query Expansion (AQE). Being different from GD and SCA in which only one layer of neighbors is exploited when measuring similarities, LSSM takes multiple layers of neighbors into consideration. Comparing to other methods using multiple layers of neighbors like TTNG [11] , LSSM is more scalable. AQE is a query expansion method used to enhance the robustness of LSSM. It is different from traditional query expansion methods in which new queries will be reissued according to features of top ranked images [12] [13] . AQE regards top ranked images as a query group. By the means of LSSM and AQE, more contextual information can be considered.
The rest of this paper is organized as follows. In section 2, we describe our methods in detail. In section 3, extensive experiments on three famous datasets will be presented, as well as parameters analysis. In section 4, we will give our conclusion. 
PROPOSED METHODS
Before describing our methods, we first give notations used below. In this paper,
denotes image dataset, n is the total number of images. 
Local Stretch Similarity Measure
In traditional local CSSM methods, () ki Nx is commonly used to measure similarity between images. These methods have a fatal flaw that their performance is sensitive to k whose value is always hard to set. Mx in a recursive way:
, 1
Then, similarity between two images can be calculated as below:
Auto Query Expansion
Although LSSM can largely reduce noises when selecting neighbors, noises are inevitable. In data distribution showed by Figure 3 , when three layers of neighbors of A are selected, B is included. Thus, similarity between A and B is not zero which will be noise. To address this problem, Auto Query Expansion (AQE) is proposed. AQE turns the original single-query problem to a multi-query problem. In ranking stage, ranking score of an image is the sum of similarities with all queries. In Figure 3 , ranking score of B is 
According to ranking score of each image, we can get new rank list beyond pairwise distance.
EXPERIMENTS

Dataset and Methods
To evaluate the effectiveness of our approaches, we conduct our experiments on three famous dataset: Corel-1K, Corel-10K, UK-bench. And four feature extraction methods are applied on each dataset. They are HSV [14] , MSD [15] , CDH [16] , PUD [17] .
We compare our algorithms with two state-of-art local CSSM methods: GD and TTNG. In GD, only one layer of neighbors is used when measuring similarities. To exploit more contextual information, TTNG takes two layers of neighbors into account. In addition to GD and TTNG, we also give the comparison between our methods and L1 distance.
There are two parameters in our methods. One is the number of layers when selecting neighbors ( m ). Another is the number of neighbors selected in each layer ( k ). In AQE, the number of expanded queries is equal to k . Based on our experience, m should be no more than 3 and k should be no more than 10. Detail parameter setting is shown in TABLE I. Section 3.3 gives the analysis of parameters. Result and Analysis TABLE II-IV show the results of different methods on different datasets. Comparing to L1 distance, it is easy to find that methods exploiting contextual information achieve better result. In Corel-1K, the improvement reaches 8% on PUD.
On all datasets and features, LSSM achieves better result than GD. The improvement generally reaches 1% comparing to GD. As TABLE II shows, the precision of LSSM is 2% greater than GD on HSV and PUD. Comparing to TTNG, which also exploits more than one layer of neighbors, LSSM usually gets better result and is more stable (GD win TTNG on Corel-10K when feature is MSD, and on Corel-1K when feature is PUD). From TABLE II-IV, it is also easy to find that AQE is effective on all datasets and features. And improvement on some datasets and features is remarkable. On Corel-1K and Corel-10K, improvement reach 1% when feature is MSD or PUD.
Parameter Analysis
We conduct two experiments on Corel-1K. First, we fix k to 8 (other values give the same result) and change m . Then we get the curve of precision of first 20 images shown by Figure 4 . It is easy to find that the precision improved greatly when m is 185 smaller than 3. And when m gets bigger, the precision decreases. Second, we fix m to 3 and change k . The result is shown by Figure 5 . We can see that the precision is improved when k is small and tends to be steady when k gets bigger.
Based on the observation above, we suggest that the number of layers m should be no more than 3 and the number of neighbors k in each layer should be no more than 10. 
CONCLUSIONS
In this paper, we propose two algorithms. One is LSSM, which is a similarity measure method using local contextual information. In contrast to traditional methods of this kind, multiple layers of neighbors are taken into consideration, through which more contextual information can be considered and less noises will be introduced. Another algorithm is AQE which turns the original single-query problem to a multi-query problem, so that it enhances the robustness of LSSM. We conduct lots of experiments on three famous datasets. Results validate that LSSM and AQE are effective. Combining LSSM with AQE, the precision of image retrieval is up to state-of-art.
