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Primárním zamy²lením práce je implementace metody strojového p°ekladu. V textu jsou po-
psány základy pro pochopení problematiky, bliº²í informace o realizaci strojového p°ekladu
a návrhy na moºný budoucí vývoj.
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Primary objective of thesis is implementation of one chosen machine translation method.
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Jazyk a jeho pochopení £lov¥kem je komplikovaná záleºitost. Zapsaná my²lenka m·ºe nabýt
naprosto jiného smyslu p°i p°e£tení osobou druhou. Stejn¥ tak neexistuje správná metoda,
jak p°eloºit libovoln¥ dlouhý text, aby stoprocentn¥ vyhov¥l ve²kerým pot°ebám a nárok·m
na kvalitu. Smysl slov se ztrácí v záplav¥ synonym, slangových výraz·, r·znorodostí jazyk·
i vlastní osob¥ £tená°e.
Rychlý informa£ní p°enos v dne²ní dob¥ ale nedovoluje odv¥tví strojového p°ekladu
zanedbat. Informace si p°edávají lidé po celém sv¥t¥ v reálném £ase. Fenomén internetu
za°ídil sdílení my²lenky kamkoliv, s kýmkoliv a kdykoliv, stále v²ak existuje jazyková bariéra
mezi lidmi. Pro prolomení této bariéry nesta£í lidský p°eklad, £asové nároky a nedostatek
kapacit takovou moºnost nedovolují. A práv¥ zde hraje klí£ovou roli strojový p°eklad schopný
na poºádání p°eloºit cokoliv tak°ka okamºit¥.
Cílem této bakalá°ské práce je prozkoumat metody automatického p°ekladu a navrhnout
a implementovat vlastní variaci vhodné známé metody. Není p°edpokládáno poko°ení stáva-
jících °e²ení, ale je d·leºité se zamyslet nad jejich slabinami, tyto slabiny prokázat v praxi
a navrhnout moºné zlep²ení.
Práce £tená°e v úvodní kapitole seznámí s teoretickým základem nutným pro pochopení
strojového p°ekladu, v dal²í kapitole £tená°e provede ukázkovou realizací zvolené metody
(statistického p°ekladu) a následn¥ na testech prokáºe kvalitu £i nekvalitu realizace. Poslední




Tato kapitola £tená°e seznámí s teoretickým základem nutným pro pochopení smyslu ba-
kalá°ské práce a metodám v ní uºitých. Není zde popsáno nic z praktické £ásti bakalá°ské
práce (návrh, implementace, testování), proto je moºno v p°ípad¥ znalosti tématu kapitolu
p°esko£it. Pro ty, kte°í cílové znalosti nemají, ale z ur£itého d·vodu cht¥jí kapitolu p°esko£it,
poslouºí k orientaci v oblasti malý slovní£ek pojm· (podkapitola 2.4).
2.1 Strojový p°eklad
Jak jiº bylo nazna£eno, automatický p°eklad bude hrát v budoucích ºivotech lidstva stále
v¥t²í a v¥t²í roli. Vývoj jde stále kup°edu, od po£áte£ních snah byla p°ekonána velice dlouhá
cesta. Stále v²ak dlouhá cesta zbývá, nic není dokonalé, kvalita p°ekladu se li²í jazyk od ja-
zyku (angli£tina má v¥t²í pokrok v kvalit¥ systém· a zásob¥ dat neº nap°íklad thaj²tina) a
stále je pot°eba aplikovat lidský faktor pro kontrolu výsledk·.
2.1.1 Stru£ná historie
Proces automatizace £inností byl p°edm¥tem zájmu uº za£átku historie lidstva, nejinak
tomu bylo i v p°ípad¥ sdílení informací skrze jazykovou bariéru. P°edstava £lov¥kem ne°íze-
ného p°ekladu inspirovala mnoho v¥dc·, první znatelný pokus s reálným vyuºitím ale p°i²el
aº ve 30. letech 20. století, kdy ruský v¥dec Petr Troyanskii podal patent na p°ekladový
systém, který zohled¬oval bilinguálním slovníkem, formát mezi-jazykových gramatických
pravidel a dokonce nastínil i analýzu a syntézu jazyka. Jeho práce ale z·stala nepov²imnu-
tou aº do 50. let, kdy uº byl na sv¥t¥ první po£íta£[4].
S vynálezem po£íta£e se p°eklad stal znovu st°edem pozornosti. Alespo¬ do chvíle, neº
snahy ztroskotaly na nízkém výkonu. Milníkem se dá povaºovat návrh na p°ekladový systém
(vyuºívající statistické a kryptoanalytické poznatky) americkým v¥dcem Warrenem Weave-
rem v roce 1949. Tato událost odstartovala aktivní vývoj na amerických univerzitách a v
roce 1954 byly prezentovány první výsledky. I p°es slabou slovní zásobu se jednalo o dosud
nevídaný úsp¥ch, kterým byl inspirován zbytek sv¥ta. Následné vzniklé systémy pracovaly na
bázi dvojjazy£ného slovníku, ale syntaktická pravidla takových snah byly p°íli² komplexní
a speciﬁcká, proto se pohled v¥dc· upnul k výzkumu formálních gramatik, od kterých si
slibovali výrazné zlep²ení p°ekladu. Studená sprcha p°i²la v podob¥ sémantických bariér,
které systémy pracující pouze se syntaxí jazyka nemohly p°ekonat. Technická zpráva komise
ALPAC z roku 1966, která zve°ejnila porovnání lidského a strojového p°ekladu (strojový
byl pomalej²í, nep°esn¥j²í a dvakrát draº²í neº lidský), ochladila oblast vývoje strojového
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p°ekladu na dlouhá léta. Místo n¥j se výzkum zam¥°il na vývoj slovníkových nástroj· pro
lidské p°ekladatele[4].
Strojový p°eklad byl ve fázi útlumu, byli zde ale lidé, kte°í povaºovali zprávu za siln¥
p°edpojatou a z hlediska budoucích vizí krátkozrakou. B¥hem této doby vzniklo velice malé
mnoºství operativních systém·, nap°íklad Systran z roku 1970, který pomalu roz²i°oval
databázi moºných jazyk·. Postupující globalizace trhu v²ak zcela vy£erpala lidské zdroje a
v 80. letech p°i²el £as na obrodu zájmu o strojový p°eklad[4].
Nové moºnosti poskytl vývoj v oblasti mikropo£íta£·, který dovolil sníºit náklady reali-
zaci a provoz nov¥ vzniklých systém·, stejn¥ tak novátorské p°ístupy na principu sémantické
a morfologické analýzy. B¥hem 80. let vzniklo velké mnoºství experimentálních systém·, na-
p°íklad GETA-Ariane, SUSY, Eurotra a CICC[4].
Nastala 90. léta. Do této doby byly v²echny systémy zaloºené na principu pravidel. V
tuto chvíli byly ale zve°ejn¥ny systémy zaloºené na rozdílných principech. Podskupina IBM
vyvinula systém Candide zaloºený £ist¥ na statistice a z Japonska p°i²el na sv¥t systém
zaloºený na p°íkladovém p°ekladu. Ob¥ metody nevyuºívají sémantických ani syntaktických
pravidel a £erpají pouze z dat poskytnutých korpusem. Také byl zaznamenán pokrok v
oblasti rozpoznávání °e£i, coº vedlo k jeho integraci do p°ekladových systém·. Systémy
zaloºené na pravidlech v²ak nebyly ukon£eny a pokra£ovaly nezávisle na ostatních principech
(projekty Catalyst a Pangloss), £i byly vytvá°eny hybridní systému spojující více p°ístup·[4].
Jak je poznat, systémy uº nebyly mí°eny pouze pro v¥deckou obec, ale i pro obchodní
spole£nosti, státní ú°ady a b¥ºné uºivatele. Pro tyto v²echny skupiny se stal po£íta£ b¥ºn¥
dostupným artiklem. Automatický p°eklad se vyuºíval i p°i lokalizaci softwaru, kterého
neustále p°ibývalo a který pot°eboval cílit na ²ir²í uºivatelskou obec platformy osobních
po£íta£·. S rozvojem internetu je poptávka po p°ekladu stále siln¥j²í, integrované p°eklada£e
v emailových klientech a internetových prohlíºe£ích jsou b¥ºnou záleºitostí, stejn¥ tak i
pokusy o automatické titulkování prohlíºeného videa[4].
Vývoj jde stále kup°edu a s ním i kvalita výstupu p°ekladu. Stále v²ak existují neprobá-
dané sm¥ry a je jen otázkou £asu, kdy p°ijde dal²í revolu£ní my²lenka. Vývoj sm¥r· ukazuje
obrázek 2.1.





Pravidlový p°eklad je nejjednodu²²í metodou na pochopení a nejsloºit¥j²í na implementaci.
Pro svou my²lenkovou jednoduchost byl proto po dlouhá léta sou£ástí pokus· o automatizaci
p°ekladu. My²lenku pravidlového p°ekladu popisuje obrázek 2.2.
Obrázek 2.2: Vauquois·v trojúhelník.
Zdroj: <http://mttalks.ufal.ms.mff.cuni.cz/images/f/f1/Pyramid.png>
Pravidla, kterými se tento p°ístup °ídí, jsou deﬁnována kombinací syntaktického zápisu,
sémantikou, morfologií a dvojjazy£ného slovníku. Existuje více variant, které jsou popsány
níºe.
P°ímý systém
Jak jiº název nejstar²ího a nejjednodu²²ího p°ístupu ke strojovému p°ekladu napovídá, p°e-
klad je dosaºen mapováním vstupního textu ve zdrojovém jazyce na text v jazyce cílovém.
Kaºdá implementace p°ímého p°ekladového systému je vytvo°ena pro jeden pár jazyk· pouze
v jednom sm¥ru[5].
Analýza vstupního textu existuje pouze v nejzákladn¥j²í form¥  vstupní text je rozd¥-
len na jednotlivá slova a ta jsou p°evedena na jejich základní tvary. Kaºdý z nich je dále
p°edán vyhledáva£i ve dvojjazy£ném slovníku. P°eklad m·ºe být zakon£en i jednoduchým
p°eskládáním slovosledu.
V kostce se jedná o p°eklad slovo od slova s men²ími zm¥nami v po°adí slov. Smysl
systému je zachycen na diagramu 2.3.
Obrázek 2.3: P°ímý p°eklad
P°íklad p°ekladu je zachycen v tabulce 2.1.2. Vstupním jazykem je pro názornost pouºita
angli£tina a výstupním £e²tina.
Absence pam¥ti pro syntaktické a sémantické stavy jsou v²ak tou nejv¥t²í limitací to-
hoto systému. O£ekává se, ºe výsledný p°eklad obsahuje nevhodné p°eklady, slovní tvary a
chybný slovosled. Pro £tená°e s velikou fantazií, £i omezenými zdroji, v²ak m·ºe být vý-
sledek dosta£ující. Omezenost p°ímého typu pravidlového p°ekladu vedla k roz²í°en¥j²ímu
výzkumu pro vyuºití lingvistiky a následnému vzniku dal²ích typ·.
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Vstupní text
He went for a milk
Základní formy slov
He go for milk
Výstupní p°eklad
On jít pro mléko
Tabulka 2.1: P°íklad p°ekladu
P°enosový systém
Druhý typ pravidlového p°ekladu roz²i°uje p°ímý p°ístup a opravuje n¥které jeho chyby.
Více se zam¥°uje na správnou prezentaci výstupního textu a to jak po stránce slovosledu,
tak sklo¬ování. P°eklad probíhá ve t°ech fázích[2].
1. Analytická
Lingvisticky popisuje vstup a vyuºívá p°i tom slovník zdrojového jazyka.
2. P°enosová
Zaji²´uje abstraktní reprezentaci, lingvistické a strukturální ekvivalenty mezi jazyky,
tentokrát za pouºití dvojjazy£ného slovníku.
3. Generovací
Generování výstupního dokumentu s pouºitím zji²t¥ných lingvistických dat ze vstup-
ního textu.
Stále platí, ºe implementace systému existuje pouze pro jeden jazykový pár a je je²t¥
více sloºit¥j²í na rozvoj a údrºbu kv·li existenci p°enosové fáze.
Interlingua
P°ízra£ný název interlingua vyjad°uje jazykov¥ nezávislou reprezentaci, tzn. co je sd¥lením,
ze které m·ºe být generován jakýkoliv implementovaný jazyk, a to bez znalosti vstupní ana-
lýzy, nebo´ tento mezijazyk obsahuje v²echny d·leºité informace. Fáze analýzy i generování
existují jako nezávislé moduly, které v ideálním p°ípad¥ nechávají abstraktní reprezentaci
netknutou.
I p°es teoretickou kvalitu je stále roz²í°en¥j²ím typem p°enosový systém. Nejv¥t²ím d·-
vodem je sloºitost vývoje jazykov¥ nezávislé reprezentace i pro velice blízké jazyky. P°idání
dal²ího jazyka k jiº existujícímu systému m·ºe být velice problematické, pokud s jazykem
návrh nepo£ítal. Abstraktní reprezentace musí být pouºitelná pro v²echny zamý²lené jazyky,
protoºe je sdílená pro celý implementovaný systém. Nutno také podotknout, ºe univerzální
interlingua je²t¥ nebyla vytvo°ena[5].
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Nutnost jiných technik p°ekladu
Hlavní nevýhodou tohoto p°ístupu jsou nejasná jazyková pravidla, která se m¥ní a ohýbají
jak od rodilých mluv£í (slang), tak od cizinc·. Hraje zde roli i faktor, kdy text ze zdrojového
jazyka není po gramatické a pravopisné stránce z r·zných d·vod· v po°ádku.
Implementovaných pravidlových systém· je v dne²ní dob¥ pouze malé mnoºství, vývoj
systému na zelené louce zabere p°íli² dlouhou dobu. P°íkladem stále aktivního systému je
kanadský p°eklada£ Meteo, který dosahuje úsp¥ch· díky úzké jazykové domény  p°ekládá
p°edpov¥di po£así.
Pro deﬁnitivní rekapitulaci shrnuje obrázek 2.4 princip pravidlového p°ekladu po jed-
notlivých fázích.




Kdyº Warren Weaver deﬁnoval ideu p°eklada£e na základ¥ statistiky, nev¥d¥l, ºe takový
systém nespat°í sv¥tlo sv¥ta po desítky let. Dnes se jedná o b¥ºný pojem v oblasti zpracování
p°irozeného jazyka. Statistický p°eklad je i základem této práce. Statistický p°eklad na
základ¥ frází. Co ale tento výraz znamená v praxi?
Na rozdíl od pravidlového p°ekladu si statistický p°ístup generuje pravidla jazyka z
poskytnutých dvojjazy£ných u£ebních text·1. Na problém p°ekladu nahlíºí z hlediska stro-
jového u£ení. Jiº ne£erpá z oboru lingvistiky, nýbrº z podobor· po£íta£ových v¥d jako for-
mální jazyky a vyhledávací algoritmy. Tímto p°ístupem je schopen p°eloºit i d°íve nevid¥né
jazykové konstrukce[7].
Formáln¥ °e£eno je cílem zjistit vztah mezi slovy ve v¥t¥ jednoho jazyka a slovy ve
v¥t¥ jazyka druhého na základ¥ výskyt· podobného vztahu v u£ebních textech. Jazykové
jednotky, které k sob¥ mají ur£itý vztah, jsou nazývány jako zarovnané a kolekce t¥chto
zarovnaných jednotek tvo°í základ p°ekladového modelu. P°íklad takového zarovnání je
na obrázku 2.5.
Obrázek 2.5: P°íklad zarovnání frází
Zdroj: <statmt.org/wpt05/mt-shared-task/phrase-mt.gif>
T¥mito jazykovými jednotkami m·ºou být jednotlivá slova. První modely s touto jed-
notkou pracovaly, ale r·znorodost jazyk· zp·sobuje nejednozna£nost p°ekladu. Jedno slovo
m·ºe mít více význam· podle daného kontextu. Vytvo°il se proto dal²í model, kdy jednot-
kou je fráze. Frází m·ºe být jakákoliv posloupnost slov, nemusí být nutn¥ n¥jak lingvisticky
provázána[7].
P°i zji²´ování p°ekladu je cílová v¥ta p°eloºena do více kombinací zmín¥ných jednotek.
Kaºdá kombinace je z pohledu systému validní p°eklad, ne v²echny z nich jsou v²ak valid-
ními konstrukcemi v cílovém jazyce. Krom¥ vzájemných vztah· jazykových jednotek hraje
d·leºitou roli i plynulost p°ekladu. Ta se zjistí podle ostatních konstrukcí v korpusu cílového
jazyka. Vzniká tak jazykový model. Oba tyto modely jsou vyuºity p°i zji²´ování výsled-
ného p°ekladu. Kaºdý z t¥chto model· udává ur£itou pravd¥podobnost p°ekladu jazykové
jednotky danou po£tem výskyt· p°eloºeného jevu ve zdrojovém u£ebním textu. ím vy²²í
pravd¥podobnost p°ekladu fráze, tím lépe. Více do hloubky je matematický princip p°ekladu
vysv¥tlen v podkapitole 2.1.4. Základní princip statistického p°ekladu zachycuje obrázek 2.6.
1Názvy se mohou li²it, n¥kdy se lze setkat s výrazy bitext £i paralelní korpus.
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Výhodou je také nízká £asová náro£nost na tvorbu nového p°eklada£e pro jiný jazykový
pár za p°edpokladu dostatku u£ebních text·. Výkon dne²ních po£íta£· dovoluje vytvo°it
p°ekladový model i b¥hem n¥kolika hodin.
Hlavní nevýhodou je silná závislost p°ekladu na podmnoºin¥ jazyka, ze kterého systém
£erpá. Pokud jsou poskytnuty u£ební texty o informatice, nebude schopen p°ekládat knihy
recept·, protoºe jeho slovní zásoba takovou moºnost neumoº¬uje.
Jestli nazvat absenci jazykových pravidel výhodou £i nevýhodou, je diskutabilní. Statis-
tický p°eklad si lépe poradí s výrazy, které nejsou podle pravidel validní, pravidlový p°eklad
zaru£í gramatickou správnost p°ekladu.
Obrázek 2.6: Zjednodu²ený pohled na SMT
Zdroj:
<kuiwon.files.wordpress.com/2013/05/statistical-machine-translation2.png>
2.1.4 Matematické principy statistického p°ekladu
Základním kamenem statistického p°ekladu je princip za²um¥ného kanálu (noisy channel),
který se pouºívá i nap°íklad p°i rozpoznávání hlasu nebo znak· v psaném textu. P°i p°enosu
informací po ur£itém informa£ním kanále m·ºe vzniknout ²um, který informaci zkreslí.
Krásným ukázkovým p°íkladem je d¥tská hra na tichou po²tu. Zdrojovým slovem m·ºe
být Babi£ka, ale slovo, které vyjde z úst posledního dít¥te v °ad¥, je Evropská unie.
Zkreslení této informace zp·sobil ²um (²epotu, ²patná artikulace) na p°enosovém kanálu
(°ada d¥tí). Z matematického hlediska lze °íci, ºe na výstupu je zkreslená informace inoisy pro
originální informaci iorig. Tu ale neznáme, snaºíme se ji zjistit. Existují hypotézy originální
informace i, které mají pouze ur£itou pravd¥podobnost být informací originální[8].
iorig = argmaxp(i|inoisy)
Jak lze vid¥t, tento princip p°evrací sm¥r toku informací  od výsledku se je pot°eba
dostat k originálnímu zn¥ní. Tato metoda je základem pro statistický p°eklad, kdy víme
za²um¥lý výsledek (frázi v cílovém jazyce) a chceme zjistit originál (frázi ve zdrojovém
jazyce). Jako hypotézy moºné zdrojové fráze máme mnoºinu kombinací slov, které by mohly
danou frázi tvo°it. Obrázek 2.7 vizualizuje moºné hypotézy pro p°eklad.
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Obrázek 2.7: Moºné p°eklady vzniklé na základ¥ kombinace frází
Zdroj:
<kuiwon.files.wordpress.com/2013/05/statistical-machine-translation2.png>
Pro rozvinutí vý²e zmín¥ného vzorce vzorce se aplikuje Bayesova v¥ta.
P (A|B) = P (B|A)× P (A)
P (B)
Jmenovatel P (B) = P (inoisy) je v tomto p°ípad¥ v²ak konstantní, proto ho lze z rovnice
opomenout. Aplikací této v¥ty nám vznikne ﬁnální vzorec pouºívaný v statistickém p°ekladu.
iorig = argmaxP (inoisy|i)× P (i)
iorig je výsledný p°eklad, funkce argmax je dekódovací algoritmus pouºitý v dekodéru,
P (inoisy|i) je p°ekladový model a p(i) je jazykový model.
2.2 Výhody a nevýhody obou p°ístup·
Oba p°ístupy mají své výhody i nevýhody, které jsou popsány v tabulce níºe[9].
Výhody Nevýhody
Pravidlový p°eklad
Zaloºený na existujících lingvistických pravidlech Vyºaduje lingvistická pravidla a slovníky
Vhodné pro jazyky s nedostatkem zdroj· Nekonzistence lidského projevu
Nevyºaduje mnoho výpo£etních kapacit Problémy s dvojsmysly
Snadná analýza chybovosti Jedno °e²ení aplikovatelné pouze pro jeden jazyk
Sloºité na rozvoj a údrºbu
Statistický p°eklad
Nejsou pot°eba ºádné znalosti jazyka Nutnost paralelních text·
Niº²í pot°eba lidských kapacit Vyºaduje mnoho výpo£etních kapacit
Jednoduché na vytvo°ení Sloºitá analýza chybovosti
Jednoduché na údrºbu (pokud existují data) Problémy s r·zným slovosledem
U£ení na lidských p°ekladech ádný základ v lingvistice
Nezávislé na jazykových párech
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2.3 Blízké jazyky
Dal²ím pojmem pro vysv¥tlení je termín blízké jazyky.
Jazykem je my²len zp·sob verbální komunikace, kterou se ur£itá skupina dorozumívá.
Pro kaºdou skupinu je jazyk rozdílný. Rozdílná m·ºe být gramatika, slovní zásoba, nebo na-
p°íklad morfologie slovní zásoby. Rozdíly mohou být markantní, coº deﬁnuje novou instanci
jazyka, nebo malé, coº deﬁnuje podskupinu existujícího jazyka.
P°íkladem markantního rozdílu m·ºe být porovnání anglické v¥ty a n¥mecké.
I ﬁnished my homework.
Ich habe mein Haufaufgaben gemacht.
Rozdíly jsou více z°ejmé u jazyk·, které se vyvíjely ve v¥t²í geograﬁcké vzdálenosti
skupin od sebe, nap°íklad thaj²tiny a sloven²tiny. Autor této práce ale neumí thajsky a
proto nebude podán p°íklad.
Druhou skupinou jsou jazyky pocházející ze stejné jazykové rodiny. P°íkladem budiº
£e²tina a sloven²tina.
P°ipojení k internetu je nespolehlivé.
Pripojenie k internetu je nespo©ahlivé.
Speciální kategorií jsou ná°e£í.
Podej mi nab¥ra£ku.
Podej mi ²ufánek.
Jak lze vid¥t, n¥které jazyky k sob¥ mají blíºe neº jiné. ím blíºe k sob¥ jsou, tím
je moºnost p°ekladu jednodu²²í a výsledek je £iteln¥j²í, protoºe se ne°e²í rozdílná grama-
tická pravidla. P°eklad angli£tiny do £e²tiny bude z teoretického hlediska mén¥ kvalitní neº
p°eklad z £e²tiny do sloven²tiny.
2.3.1 Rozdíly mezi £e²tinou a sloven²tinou
e²tina i sloven²tina pat°í do stejné jazykové skupiny  jazyk· slovanských, p°esn¥ji zápa-
doslovanských. Uº od útlé historie se sousední státy kulturn¥ ovliv¬ovaly a ni£eho nez·stal
u²et°en ani jazykový projev. P°esto se n¥jaké rozdíly najdou. Nejvíce z°ejmý je rozdíl zápisu
ur£ité skupiny hlásek, nap°íklad
mouka  múka,
k·¬  kô¬.
Jak je moºno vid¥t, zápis a výslovnost £ásti hlásek se li²í, a s ním i výslovnost daných
frází. e²tin¥ chybí hlásky ä, dz, dº, ¨, ©, ô, ¯ a sloven²tin¥ ° a ·. Tento jev z hlediska
statistického p°ekladu ni£emu nevadí (není závislý na zm¥n¥ výslovnosti; u rozpoznávání
hlasu uº ano).
Slovosled mají oba jazyky velice podobný, coº p°ispívá ke kvalit¥ p°ekladu, u kterého
nemusí být aplikováno razantní p°eskládávání frází.
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V¥t²í rozdíly jsou tak pouze morfologické. Viditelné jsou u vykání, kde se pro sloveso
pouºívá mnoºné £íslo (stejn¥ tak jako v n¥m£in¥), u neexistence pátého pádu a u sloves v
1. pádu jednotného £ísla (zakon£ena na -m).
Co jste to, sousedko, povídala?  o ste to, susedka, hovorili?
Sousedko!  Susedka!
Slibuji.  Slibujem.
Relativn¥ nejv¥t²í propast zaznamenávají jazyky ve slovní zásob¥. Tento jev, stejn¥ jako
u zm¥ny hlásek, ale nijak nenaru²uje statistický p°eklad. Slovní zásoba je vytvo°ena z kolekce
paralelních text·.
Jak je moºno posoudit, jazyky jsou si velice podobné. Není divu, spadají do velice úzké
jazykové skupiny. Proto se neo£ekávají technické problémy p°i p°ekladu mezi jazyky a vý-




Tato £ást obsahuje malý slovní£ek pojm·, který ve stru£n¥ osv¥tlí pojmy související s baka-
lá°skou prací. Pojmy jsou více popsány v odpovídajících podkapitolách, proto jsou vhodné
pro £tená°e, který se je rozhodl p°esko£it.
Strojový p°eklad: Automatický p°eklad bez zásahu lidského faktoru.
SMT: Zkratka pojmu statistical machine translation, p°ekladu zaloºeného na statistice
vycházející z paralelních text·.
RBMT: Zkratka pojmu rule-based machine translation, p°ekladu zaloºeného na speciﬁko-
vaných jazykových pravidlech.
Blízké jazyky: Jazyky s ekvivalentní £i alespo¬ podobnou gramatikou.
Zdrojový jazyk: Jazyk ze kterého se p°ekládá.
Cílový jazyk: Jazyk do kterého se p°ekládá.
Noisy channel: Výpo£etní model °e²ící p°enos signálu po kanálu obsahující ²um. Výpo-
£etní základ pro SMT.
n-gram: Kolekce n slov; fráze.
Korpus: Obsáhlý zdroj jazykových dat ve form¥ souvislého textu.
P°ekladový model: Pravd¥podobnost p°ekladu frází. N¥kdy ozna£uje i kolekci v²ech mo-
del· vyuºitých p°i výpo£tu p°ekladu.
Jazykový model: Pravd¥podobnost plynulosti p°ekladu.
Dekodér: Aplikace, která vypo£ítává ohodnocení p°ekladu na základ¥ hodnot z p°eklado-
vého modelu, a která podle vypo£tených hodnot vybere nejvhodn¥j²í p°eklad.
Ohodnocení/cena p°ekladu: Vynaloºené úsilí pro p°eklad textu. ím v¥t²í, tím hor²í.
Nep°ímá úm¥ra k pravd¥podobnosti p°ekladu.
Moses: Systém pro statistický p°eklad.




Hlavním ú£elem bakalá°ské práce je praktická £ást v podob¥ implementace experimentál-
ního dekodéru, který bude schopen p°eloºit text z jednoho jazyka do druhého, na základ¥
prom¥nných1 parametr· popisujících dané jazyky.
Pro jeho správnou £innost je nutné p°ipravit data esenciáln¥ pot°ebná pro p°eklad (ta-
bulka frází a jazykový model vytvo°ený v rámci systému Moses) a vytvo°it dodate£né ná-
stroje pro optimalizaci p°ekladu (vyuºití databáze BabelNet k vytvo°ení ohodnoceného slov-
níku).
3.1 Pouºité nástroje
P°i implementaci dekodéru jsou pouºity voln¥ dostupné nástroje t°etích stran. Jedná se o:
CMake 2
Nástroj pro generování Makeﬁle podle pravidel zapsaných v souboru CMakeLists.txt.
Moses 3
Systém pro strojový p°eklad na bázi statistiky obsahující skripty pro práci s korpusem,
nástroje pro optimalizace a dekodér.
KenLM 4
Knihovna pro práci s jazykovým modelem.
BabelNet 5
Vícejazy£ná databáze slov popisující jejich vzájemné vztahy a p°eklady.
NetBeans IDE 6
Prost°edí pro psaní zdrojových kód· v jazyce Java.
1Prom¥nných ve smyslu moºnosti budoucího nahrazení jinými kompatibilními popisy jazyk· z d·vodu








Moses je systém pro statistický (frázový) strojový p°eklad, který umoº¬uje trénovaní p°e-
kladového modelu a práci s ním. Obsahuje i funkcionalitu p°ipravení korpusu, aby bylo
trénovaní modelu co nejp°esn¥j²í[6].
V této práci je Moses pouºit pro vytvo°ení p°ekladového modelu a jako referen£ní deko-
dér, který zajistí správnou funkcionalitu implementace p°i stejném zdroji dat.
Trénink modelu
Základem pro vytvo°ení p°ekladového modelu je bilinguální korpus. Korpus by m¥l pokrývat
co nejv¥t²í mnoºství slov a jejich jazykových modiﬁkací vyuºitých v co nejv¥t²ím mnoºství
v¥t.
P°ed samotným tréninkem modelu musí být korpus upraven, aby do²lo k co nejmen²í
chybovosti p°i tréninku. Pro p°ípravu je vytvo°en skript prepare.sh, který £erpá z oﬁciál-
ního manuálu Moses.
První fází p°ípravy korpusu je jeho tokenizace  odd¥lení slov od interpunkce a tento
proces je povinný, protoºe jinak by slovo s p°ilehlou interpunkcí bylo povaºováno za jeden
celek. Takový výsledek by znateln¥ zhor²il kvalitu modelu, slova by tak byla vyuºita jen v
ojedin¥lých p°ípadech[6].
Dále je nutno provést truecasing, neboli p°evod velkých a malých písmen ve slovech.
Problémem nep°evedení p°ed tréninkem (u jazyk·, které rozli²ují velikost slov) je následné
rozd¥lení slov s r·znou velikostí písmen na separátní entity. Slovo korpus pak znamená
n¥co jiného neº Korpus. Tato distinkce je v²ak d·leºitá u jmen a názv·, proto je d·leºité
správn¥ odhalit, kde zám¥nu velikosti písmen provést a kde ne. Moses ve své implementaci
p°ed p°evedením obstará z korpusu statistiky textu, které následn¥ vyuºije p°i rozhodování
o p°evodu.
Poslední fází je vy£i²t¥ní korpusu od v¥t p°íli² dlouhých, prázdných, nebo ²patn¥ zarov-
naných.
Po t¥chto krocích nastává chvíle pro vytvo°ení jazykového modelu pro zaji²t¥ní plynulosti
p°ekladu. Tvo°í se pouze pro cílový jazyk, ale v p°ípad¥ pot°eby zm¥ny sm¥ru toku jazy-
kových informací (£esko-slovenský/slovensko-£eský) nic nebrání vytvo°ení obou model·7.
Vytvo°ený 3-gramový model lze pouºít jak v textové podob¥ (soubor arpa), tak i v binární
(blm), která zaji²´uje rychlej²í na£tení.
Zde uº nastává £as tréninku modelu. To se provádí automatickým zarovnáním8 kor-
pusu nástrojem MGiza++9, extrakcí frází, jejich ohodnocením, vytvo°ením p°eskládávací
tabulky10 a souboru moses.ini obsahujícím konﬁguraci modelu. Pro leh£í postup byl vy-
tvo°en skript train.sh, který (stejn¥ jako ten minulý) kopíruje £ásti z oﬁciálního manuálu.
Po vytvo°ení p°ekladového modelu stále je²t¥ nebude zaru£ena efektivita výpo£t· - váhy
pouºité p°i výpo£tu ceny p°ekladu nejsou optimalizované. Tento nedostatek se dá vy°e²it
lad¥ním modelu, kdy se hledá kombinace vah, která maximalizuje správnost p°ekladu
paralelního textu (men²ího neº korpus pro trénink modelu). Moses standardn¥ pouºívá k
ohodnocení p°ekladu metriku BLEU (viz 4.2.5). Korpus pouºitý pro lad¥ní vah musí být
7Tato práce po£ítá s vytvo°ením obou variant, nicmén¥ po pozd¥j²ím zhodnocení z·stala vyuºita pouze
jedna. Pro vytvo°ení modelu byla pouºita knihovna IRSTLM.
8Odhalení p°ekladových souvislostí mezi slovy.
9Modiﬁkace nástroje Giza++, která dokáºe vyuºít více jader procesoru. Pro obsáhlé korpusy je doba
tréninku v rámci jednotek hodin, vyuºitím více jader se tato doba razantn¥ zkrátí (stále jednotky hodin).
10V implementaci vlastního dekodéru není zohledn¥na.
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upraven podobným stylem, jako korpus pro trénink modelu11. Pro lad¥ní byl vytvo°en skript
tuning.sh, jako ostatní £erpá z oﬁciálního manuálu.
P°ekladový model je p°ipraven, váhy nastaveny, nic nebrání p°ekladu.
P°eklad
Pro samotný p°eklad slouºí dekodér, který dokáºe vybrat nejvhodn¥j²í p°eklad na základ¥
£ty° model·[6]:
P°eklad fráze zaru£uje p°ekladový vztah frázemi.
Jazykový model zaru£uje plynulost p°ekladu.
Model zkreslení dovoluje p°eskládání slov p°ekládaného textu pod penalizací.
Penalizace za po£et slov zaru£uje délku p°ekladu v rozumných mezích.
Operuje podle vzorce
p(e|f) = φ(f |e)wφ × LM(e)wLM ×D(e, f)wd ×W (e)ww
p(e|f)12 je pravd¥podobnost p°ekladu, φ(f |e) je pravd¥podobnost p°ekladu fráze, LM(e)
jazykový model, D(e, f) model zkreslení (p°eskládání) a W (e) = exp(pocetslov(e)) je pe-
nalta za po£et slov. Kaºdý model má svou vlastní váhu.
V praxi je ale vyuºit alternativní logaritmický vzorec13.
p(e|f) = exp (wφ × log(φ(f |e)) + wLM × log(LM(e)) + wd × log(D(e, f)) + ww × log(W (e)))
Z tohoto vzorce jde poznat, ºe správn¥ nastavené váhy siln¥ ovlivní výsledek. Bohuºel
neexistují hodnoty vah, které by vºdy platily, a proto se musejí zjistit pro kaºdý korpus
zvlá²´.
Na tomto výpo£etním základ¥ staví vlastní dekodér popsaný v podkapitole 3.3. Není v
n¥m v²ak zohledn¥n model zkreslení a penalizace za délku p°ekladu. Tuto chyb¥jící funkci-
onalitu je moºno £asem doplnit.
Spu²t¥ní dekodéru se základní funkcionalitou pro ov¥°ení funk£nosti p°ekladového mo-
delu se provádí p°íkazem moses -f moses.ini ve sloºce mosesdecoder/bin.
11Ve skriptu pro p°ípravu korpusu sta£í odkomentovat a upravit poslední °ádky.
12Z historických d·vod· je výstupní jazyk ozna£en e a vstupní f (francouz²tina->angli£tina).
13Vynásobení logaritmu pravd¥podobnosti modelu a váhy a následné s£ítání v²ech hodnot je rychlej²í neº
umocn¥ní a násobení[8]. Exponenciální funkci lze vynechat, výsledkem výrazu je poté cena za p°eklad  £ím
men²í penalizace, tím lep²í
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3.1.2 KenLM
Pro zji²t¥ní ohodnocení fráze z jazykového modelu se pouºívá vzorec




kde wn1 je n-gram a hodnoty p(wn|wn−1f ) a b(wn−1i ) jsou známé z jazykového modelu. Vzhle-
dem k po£tu ohodnocených n-gram· v modelu (po£ty snadno p°esáhnou ²estimístnou cifru)
je práce s modelem £asov¥ i pam¥´ov¥ náro£ná a pouºívají se pro ni knihovny, které se snaºí
vyhodnocení co nejvíce zefektivnit.
KenLM je jedna z t¥chto knihoven. Pouºívá se nap°íklad u dekodér· Moses, cdec14
a Joshua15. Ke své funkci vyuºívá dvou datových struktur Probing a Trie, kdy první
jmenovaná cílí na rychlost, zatímco druhá na nízké nároky na pam¥´[3]. Není to jediná
knihovna pracující s jazykovým modelem, existují nap°íklad i
SRILM 16 vyuºívá trie, obsaºen v Moses.
IRSTLM 17 vyuºívá trie, obsaºen v Moses, pouºit pro konstrukci jazykového modelu (viz
3.1.1).
MITLM 18 vyuºívá trie a vektory.
RandLM 19 vyuºívá variantu na Bloom·v ﬁltr, obsaºen v Moses.
BerkeleyLM 20 vyuºívá trie i hashovací tabulky.
I p°es existenci ostatních je v této práci up°ednostn¥na KenLM, p°edev²ím kv·li integraci
v systému Moses, rychlosti a pam¥´ové náro£nosti. Pro potvrzení domn¥nek o efektivnosti
provedl autor knihovny testy a zve°ejnil následující data21:










Rand Backoﬀ 8 bits 56 1.30+2.82
Jak je z tabulky jasné, p°i porovnání rychlosti ku pam¥´ovým nárok·m vychází KenLM
jako vít¥z.
Pro pouºití knihovny p°i implementaci dekodéru bylo nutné vytvo°it soubor CMakeLists.txt








21Za°azeny jen n¥které knihovny, o pozadí testování lze nalézt v[3, s. 7]
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3.1.3 BabelNet
BabelNet je vícejazy£ný encyklopedický slovník a zárove¬ sémantická sí´, popisující vzá-
jemné vztahy mezi slovy. Pokrývá 271 jazyk· a ob¥ £ásti - p°ekladová i sémantická  lze
teoreticky pln¥ vyuºít k optimalizaci p°ekladu. Zatímco data ze slovníku lze pouºít k vylep-
²ení tabulky frází, kde zaplní mezery vytvo°ené ze slov nepokrytých ve zdrojovém korpusu,
sémantická £ást zajistí kontext p°ekládaného textu (viz 5.3).
P°ístup k systému zaji²´uje ve°ejné API psané v jazyce Java, které vyuºívá online funk-
cionalitu dotaz-odpov¥¤. Dotazem je slovo, pro které je nutno zjistit dostupné informace.
Standardn¥ má kaºdý zaregistrovaný uºivatel moºnost zaslat aº tisíc dotaz·, limit lze ale
zvý²it osobním poºadavkem na správce systému.
Realizace aplikace pracující s API se nachází na CD ve sloºce BabelNetExtractor. P°i
implementaci bylo vyuºito prost°edí NetBeans verze 7.1.1.
Základní principy
BabelNet byl postaven na principu vytvo°ení sémantické sít¥ vyuºitím internetové encyklo-
pedie Wikipedia a lexikální databáze WordNet. Provázanost a kategorizace £lánk·Wikipedie
s propojením s databází WordNet umoº¬uje vytvo°it vztah jednoho slova k ostatním.
Wikipedie není jednojazy£ná, pro záznamy poskytuje alternativy v dal²ích jazycích.
Tento fakt umoº¬uje p°eloºit £ást vytvo°ené databáze se zachováním sémantiky slov. Chy-
b¥jící výrazy se snaºí doplnit strojové p°eklada£e, £i slovníky. Zajímavostí je, ºe a£koliv je
dnes pouºit jako strojový p°eklada£ Google Translate, v minulosti byl pouºit Moses s korpu-
sem EuroParl[11]. Kombinace byla zavrhnuta pro nedostatek technických i b¥ºných termín·,
které se v zápise z euro-parlamentu nevyskytují. Stejný korpus byl mimo jiné pouºit i v této
práci.
S roz²í°ením WordNet do jiných jazyk· (existuje i £eský22 a slovenský23) se roz²i°uje i
seznam zdroj·, ze kterých BabelNet automaticky generuje informace. V²echny zdroje, ze
kterých BabelNet £erpá:
WordNet lexikální databáze anglického jazyka
Open Multilingual WordNet modiﬁkace databáze WordNet v r·zných jazycích
Wikipedia internetová encyklopedie
OmegaWiki internetový slovník s roz²í°enou funkcionalitou
Wiktionary internetový výkladový slovník





Rozhraní systému BabelNet pro jazyk Java lze stáhnout z adresy <www.babelnet.org/
download>. Po rozbalení staºeného archivu je nutno nastavit p°ístupový klí£, který je moºno
obdrºet po zaregistrování na stránkách BabelNetu. Nachází se po p°ihlá²ení v proﬁlu pod
poloºkou RESTful key. Zárove¬ s ním lze zobrazit zbývající limit pro dotazy, který se
resetuje kaºdou p·lnocí.
Pro pouºití p°ístupového klí£e je nutno nastavit prom¥nnou babelnet.key v souboru
config/babelnet.var.properties. Spu²t¥ním skriptu run-babelnetdemo.sh se ov¥°í úsp¥²-
nost snahy.
Realizace aplikace
Originální p°íkladový soubor BabelNetExtractor.java ve sloºce src/babelnetextractor
slouºí jako základ implementace slovníkové aplikace. Vynecháním nepot°ebné funkcionality
zbývají funkce main(...) a testTranslations(...). První jmenovaná zaji²´uje práci se
vstupními a výstupními soubory. Vstupní soubor obsahuje seznam slov, pro které chceme
zjistit p°eklad, ve formátu jedno slovo na jeden °ádek. Výstupní soubor je formátován stylem
slovo p°eklad ohodnocení. P°eklad a jeho ohodnocení se zji²´uje ve druhé jmenované funkci,
kdy po obdrºení vektoru v²ech moºných p°eklad· zdrojového slova ze systému BabelNet
se v²echny moºnosti zapí²í do cílového souboru. Data z cílového souboru jsou dále vyuºita
k vylep²ení tabulky frází za pomoci získaného ohodnocení p°ekladu. Ke konverzi slovníku
slouºí nástroj babelToPT, který vynásobí hodnocení konstantou 0.1 a v²e p°evede do formátu
systému Moses.
Pro osv¥tlení funkce aplikace poslouºí p°íklad 1.










Tento soubor je následn¥ p°eveden do formátu kompatibilního se systémem Moses a p°i-
dán k existující tabulce frází.
akumulátor ||| sekundárny elektrochemický £lánok ||| 0.2 0.2 0.2 0.2 ||| ...
akumulátor ||| akumulátor ||| 0.2 0.2 0.2 0.2 ||| ...
akumulátor ||| akumulátor energie ||| 0.1 0.1 0.1 0.1 ||| ...
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3.2 Návrh systému
V tuto chvíli není na ²kodu zrekapitulovat, co o funk£nosti systému víme.
Funkce programu za£íná uºivatelským vstupem ve form¥ slov a v¥t zdrojového jazyka,
pro které chce uºivatel znát vhodný p°eklad do jazyka cílového. Podle vstupu jsou vytvo°eny
kombinace frází, kdy kaºdá kombinace je ohodnocena na základ¥ hodnot z tabulky frází a
jazykového modelu. Následn¥ je vybrán nejlépe ohodnocený p°eklad, který je navrácen zp¥t
uºivateli.
Z této stru£né rekapitulace funk£nosti systému a znalosti z p°edchozích podkapitol vy-
vstávají hlavní problémy, se kterými se p°i návrhu bude muset po£ítat:
• práce s tabulkou frází
 parsování rozsáhlého souboru
 efektivní vyuºití opera£ní pam¥ti
 rychlost vyhledávání
• práce s jazykovým modelem
 vyuºití ve°ejného API KenLM v implementaci dekodéru
• generování frází ze vstupního textu
 omezení stavového prostoru generovaných frází
• ohodnocení a výb¥r p°ekladu
 optimalizace výpo£tu ohodnocení
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3.2.1 Práce s tabulkou frází
Velikost tabulky frází vytvo°ené systémem Moses se pohybuje v rámci stovek megabyt·
a obsahuje stovky tisíc frází a dodate£ných informací ke kaºdé z nich. Nedbalá práce s
tak rozsáhlým souborem dokáºe velice rychle zaplnit opera£ní pam¥´ po£íta£e. V návrhu lze
proto po£ítat se zhor²enou odezvou vyhledávání vyváºenou úsporou vyuºití pam¥ti. Rychlost
inicializace aplikace v tomto p°ípad¥ nehraje kritickou roli.
P°i vycházení z t¥chto fakt· se naskýtá moºnost udrºovat v pam¥ti pouze klí£e pro
vyhledávání ze souboru tabulky frází uloºeném na pevném disku. Je sice známý fakt, ºe
p°ístup k dat·m na pevném disku je n¥kolikanásobn¥ pomalej²í neº z opera£ní pam¥ti,
nicmén¥ toto riziko je moºné podstoupit s poºadavkem na budoucí p°idání jiných postup·
(viz podkapitola 5).
Jedním z moºných p°ístup· je zpracování frází vstupního jazyka do struktury podobné
vyhledávacímu stromu (variaci ne nepodobné DNS24), kdy klí£em kaºdého uzlu je znak a
primární ú£el uzlu je odkaz to souboru tabulky frází na p°esné místo (v tomto p°ípad¥ daný
°ádek, protoºe soubor je koncipován stylem jeden °ádek, jedna fráze), kde se informace k ur-
£ité frázi nacházejí. Cesta od ko°enového uzlu k cílovému uzlu vytvá°í text fráze. Vizualizaci
je moºno vid¥t na obrázku 3.1.
Obrázek 3.1: Vyhledávacím stromem  trie
Zdroj: <https://ksp.mff.cuni.cz/tasks/24/k4trie.png>
3.2.2 Práce s jazykovým modelem
Pro p°ístup k dat·m jazykového modelu p°es knihovnu KenLM je moºné vyuºít ve°ejné API,
coº velice usnad¬uje vývoj aplikace a odbourává nutnost implementovat vlastní zpracování
a interpretaci dat, ale i výpo£et ohodnocení pro danou frázi, jelikoº na toto je API také
p°ipraveno.
Silnou nevýhodou je pouze velice strohá dokumentace, av²ak vyuºití API nebude nikterak
rozsáhlé.
24Struktura je v podstat¥ ekvivalent trie.
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3.2.3 Generování frází
Aby mohla být vyuºita tabulka frází, musí dekodér rozsekat obdrºený text na men²í £ásti
(fráze, n-gramy), které se mohou v tabulce vyskytnout a pro které je moºno získat ohodno-
cení.
Po£et kombinací takového rozsekání roste s délkou textu25 a p°i velkém mnoºství je
práce s nimi £asov¥ náro£ná. Proto je vhodné hledat cesty ke sníºení po£tu generovaných
kombinací za co nejmen²ího p°ekladového postihu.
Nejo£ividn¥j²í metodou je omezení délky vstupního textu, protoºe £ím men²í text, tím
men²í stavový prostor kombinací, který je nutné prohledat a ohodnotit. Jaký je v²ak správný
postup k omezení délky textu? Lze vyuºít p°irozených d¥li£· textu  interpunkce  a rozd¥lit
text na v¥ty. Je v²ak rozdíl mezi v¥tou jednoduchou a v¥tou ze souv¥tí.
V p°ípad¥ jednoduché v¥ty neztratíme nic na p°ekladu, protoºe fráze, která obsahuje
konec jedné jednoduché v¥ty a za£átek druhé, je pro nás bezcenná. P°íkladem takové fráze
je pes. Obloha. M·ºe být obsaºena v tabulce frází, ale bude jí p°i°azena malá pravd¥po-
dobnost p°ekladu z d·vod· malé frekvence výskytu.
U souv¥tí jiº riskujeme zhor²ený p°eklad. Fráze £lov¥k, který, £i jen  , který (také
validní fráze) má reálnou ²anci, ºe se v textu vyskytne a ºe slova ve frázi k sob¥ mají stejný
vztah, jaký zamý²lel uºivatel. Navíc zdrojový a cílový jazyk nemusí ve v²ech p°ípadech
souhlasit p°i zápisu interpunkce.
Je nutné se p°i návrhu rozhodnout  up°ednostnit kvalitu p°ekladu p°ed £asovou a
pam¥´ovou náro£ností, nebo naopak. Po£et frází pro p°edchozí v¥tu dosahuje £ísla 65 000.
Kdyby m¥la o slovo více, po£et kombinací by byl dvojnásobný. S ohledem na pam¥´ a £as
bude aplikace po£ítat s rozd¥lením vstupního textu na men²í £ásti za pomoci interpunk£ních
znamének, krom¥ spojovníku, apostrofu a lomítka. Tyto znaménka ovliv¬ují více význam
p°iléhajících slov, neº strukturu textu.
Je rozhodnuto o omezení stavového prostoru generovaných kombinací frází, zbývá uº jen
jediné  vygenerovat fráze, ze kterých se budou kombinace generovat.
Nech´ existuje bitový vektor. Velikost vektoru je rovna po£tu slov ve v¥t¥. Hodnota jedna
znamená za£átek fráze a hodnota nula její pokra£ování. P°i vygenerování v²ech moºností v
platném rozsahu nalezneme v²echny kombinace frází v dané v¥t¥. Následující demonstrace
osv¥tlí nastín¥nou vizi. Pro v¥tu Dnes je krásný den. existuje bitový vektor o délce 4.
Vektor m·ºe nabývat hodnot v rozmezí 1000 a 1111. V²echna £ísla mezi t¥mito krajními
hodnotami (v£etn¥) formulují moºnou kombinaci. Kombinace 1000 znamená, ºe celá kom-
binace obsahuje jedinou frází Dnes je krásný den, a naopak 1111 znamená, ºe kombinace
obsahuje fráze Dnes, je, krásný a den.
25Po£et vygenerovaných kombinací je 2n, kde n je po£et slov ve v¥t¥.
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3.2.4 Ohodnocení a výb¥r p°ekladu
Externí soubory jsou na£teny a p°ipraveny k pouºití, kombinace frází jsou vygenerovány,
zbývá uº pouze kombinace ohodnotit a vybrat nejlep²í moºný p°eklad.
Kaºdá kombinace bude ohodnocena na základ¥ hodnot z tabulky frází a jazykového
modelu. Následn¥ se realizuje pr·chod stavovým prostorem kombinací a nalezne se nejlépe
ohodnocená kombinace, která bude p°edána na výstup. V tuto chvíli je nutné doplnit chy-
b¥jící interpunkci ohrani£ující v¥tu, která byla odebrána p°i omezení délky vstupního textu
(sekce 3.2.3). Zde nastává problém se zp¥tnou kompatibilitou interpunkce, kdy pravidla jed-
noho jazyku nebudou následovat pravidla druhého. Pohybujeme se v²ak v rovin¥ blízkých
jazyk·, kde se ur£itá vzájemná podobnost nachází.
T¥mito metodami se vygenerují a ohodnotí fráze ze v²ech v¥tných celk· vstupního textu.
A£koliv se návrh li²í od metod vyuºitých v systému moses (sekce 3.1.1), stále si zachovává
jistou efektivitu p°ekladu za ceny vykrácení u²et°eného £asu vzniklém omezením stavového
prostoru. V kombinaci s navrhovanými optimalizacemi v p°edposlední kapitole (5.1) nebude
tento problém p°íli² znatelný.
3.2.5 Diagram systému
Obrázek 3.2: Diagram návrhu systému
O generování kombinací frází a výpo£et jejich ohodnocení (funkce dekodéru) se stará
t°ída Decoder. Tato t°ída ke své práci vyuºívá dvou dal²ích t°íd, LM pracující s jazykovým
modelem a SearchTree pracující s tabulkou frází. Funkcí dvou posledních zmín¥ných t°íd je
pouze poskytování informací t°íd¥ Decoder.
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3.3 Implementace
Aplikace je psána v programovacím jazyce C++ za pouºití standardu C++11. P°i kom-
pilaci je vyuºita aplikace CMake, která automaticky vygeneruje Makeﬁle podle pravidel
zapsaných v souboru CMakeLists.txt. Tento soubor se vyskytuje v ko°enových adresá°ích
kompilovaných £ástí projektu (dekodér a knihovna KenLM).
Pouºití aplikace je následující:
mt_sk6_decoder -pt phrase_table -lm language_model
phrase_table je cesta k tabulce frází vytvo°ené v kompatibilním formátu v systému Moses a
language_model je cesta k jazykovému modelu. ádné jiné p°epína£e aplikace nepodporuje.
Následující sekce popisují klí£ové £ásti implementace obsaºené ve zdrojových kódech
decoder.cpp, lm.h a searchtree.cpp a p°íslu²ných hlavi£kových souborech.
3.3.1 Vyhledávací strom
Vyhledávací strom navrºený v sekci 3.2.1 je implementován v souboru searchtree.cpp.
Strom je inicializován funkcí createSearchTreeFromFile(string filePath), která p°ebírá
jako argument cestu k tabulce frází a na£ítá soubor °ádek po °ádku. Na£tený kompatibilní
°ádek vypadá nap°íklad takto:
kterou agentury ||| ktorú Agentúry ||| 0.1666 0.0428 0.0333 0.0403 ||| 0-0 1-1 ||| 6 30 1 |||
Sloupce jsou odd¥leny °et¥zcem ||| a hodnoty znamenají:
1. Fráze ve zdrojovém jazyce.
2. Fráze v cílovém jazyce.
3. Invertované a p°ímé ohodnocení p°ekladu.
4. P°eskládání slov v p°ekladu.
5. Po£ty celkových a ekvivalentních p°eklad· v korpusu.
Poslední dv¥ hodnoty a invertované ohodnocení nejsou v implementaci vyuºity.
V pr·b¥hu zpracování tabulky frází je aktualizován vyhledávací strom. Kaºdý uzel je
deﬁnován klí£ovým identiﬁkátorem (znakem), vektorem adres do tabulky frází a vekto-
rem odkaz· na v²echny existující poduzly. Správa vyhledávacího stromu probíhá funkcí
addNode(string nodeName,int fileAddress), kdy je v p°ípad¥ existence uzlu uzel aktu-
alizován o dal²í adresu.
Po inicializaci je moºno s vyhledávacím stromem pracovat za pomoci funkce
getDataFromPhraseTable(string phrase), která nahlédne na p°esné adresy tabulky frází
a data znovu je zpracuje. Zp¥t navrací vektor struktur se zji²t¥nými informacemi.
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3.3.2 Jazykový model
Práci s jazykovým modelem zaji²´uje t°ída LM implementována v souboru lm.cpp. P°i im-
plementaci je vyuºito ve°ejné API knihovny KenLM. Vyuºití této t°ídy je moºno zhlédnout
ve funkci initKenLM(string filePath), kde je vytvo°ena instance t°ídy Model slouºící k
p°ímé práci s jazykovým modelem. Zji²t¥ní ohodnocení fráze lze skrze funkci
getLMCost(string phrase). Pro kaºdé slovo fráze se z jazykového modelu extrahuje p°í-
slu²né ohodnocení s p°ihlédnutím k p°edchozím slov·m fráze.
3.3.3 Generování frází
V souboru decoder.cpp se nachází implementace rozd¥lení textového vstupu do v¥tných
celk· a následné generování kombinací frází z t¥chto celk·.
Funkce getSentencesFromInput(string input) rozd¥lí vstup na základ¥ jeho inter-
punkce do v¥t. Konkrétn¥ se jedná o interpunk£ní znaky:
. ! ? ; , ( ) [ ] { } " '
Tyto celky jsou dále zpracovány funkcí getPhrasesFromSentence(string sentence),
která vygeneruje bitové vektory kombina£ních stav· a následn¥ navrátí v²echny moºnosti
kombinací.
Ani jedna funkce není ve°ejn¥ dostupná, ob¥ jsou pouºity pouze p°i výb¥ru nejlep²ího
moºného p°ekladu.
3.3.4 Výb¥r p°ekladu
Stejn¥ jako p°edchozí £ást dekodéru, i tato funkcionalita se nachází v souboru decoder.cpp.
Základem k výb¥ru je jediná ve°ejná funkce t°ídy getBestTranslation(string input). V
pr·b¥hu této funkce se rozd¥lí vstup na v¥ty a fráze.
Kaºdá v¥ta je v tuto chvíli deﬁnována vektorem v²ech moºných kombinací frází. Skrze
funkci scorePhrases(vector<string> phrases) je kaºdá kombinace ohodnocena podle
vzorce P (e|f) = P (f |e) × p(e)26, kde e je zdrojový jazyk a f je jazyk cílový. P (f |e) je
hodnocení z tabulky frází, p(e) je ohodnocení jazykovým modelem. Kaºdé slovo a kaºdá
fráze m·ºe mít vícero zastoupení v tabulce frází, proto se musí ohodnotit v²echny moºné
p°eklady a následn¥ vybrat p°eloºenou v¥tu, která dosáhla nejlep²ího cenového ohodnocení.
Zp¥t ve funkci getBestTranslation(string input) se ohodnocení kombinace porovná
s ostatními kombinacemi, zvolí se nejvhodn¥j²í p°eklad, doplní se interpunkce a p°eklad
v¥tného celku je hotov.
26V implementaci je pouºita alternativa s logaritmy a váhami cena = 1 × log(p(f |e)) + 0.5 × log(p(e)).




Testy p°esnosti p°ekladu systému jsou realizovány ve sloºce test-cases, kde pro kaºdý
test existuje soubor se zdrojovým textem (input) a referen£ním p°ekladem (expected).
P°eklad je ohodnocen automatickými metrikami a porovnán s jinými strojovými p°eklada£i.
Nejd·leºit¥j²ím m¥°ítkem je ov²em systém Moses, který vychází se stejných dat.
4.1 Konﬁgurace
Testování dekodéru probíhalo s primárním zdrojem dat1 (tabulka frází, jazykový model)
vygenerovaných z bilinguálního £esko-slovenského korpusu EUbookshop[12]. Dal²í vyuºité
korpusy pro testování jsou EC-Europa (Evropská komise), KDE4 (lokalizace KDE4), PHP
(lokalizace PHP) a DGT[13] (legislativní texty Evropské unie).
Jako zdroj dat aplikace BabelNetExtractor je pouºit retrográdní slovník lemmat[1].
Kaºdá z testovacích sad je popsána v p°íslu²né podkapitole.
4.2 Porovnání s jinými systémy
V adresá°i pro kaºdý test se krom¥ zdrojového a referen£ního textu vyskytují i p°eklady z




O£ekává se, ºe implementovaný dekodér nebude dosahovat výsledk· systém· s del²ím
vývojem.
1Velký zdroj korpusových dat se nachází na <http://opus.lingfil.uu.se>
2Pouºívá stejný bilinguální korpus jako implementovaný dekodér, d·leºité pro porovnání kvality p°ekladu
mezi systémy p°i stejném zdroji dat.
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4.2.1 Hodnocení WER
Word Error Rate (WER) je metrika pro zji²t¥ní po£tu slov nutných ke vloºení, smazání, £i
nahrazení pro dosaºení poºadovaného referen£ního výsledku. Hlavní nevýhodou této jedno-
duché metody je absolutní závislost na referen£ních datech a nejsou zohledn¥ny dal²í moºné
správné p°eklady. Tato nevýhoda se ale týká i ostatních metrik[14].
4.2.2 Hodnocení PER
Position-independent word error rate (PER) je modiﬁkací hodnocení WER. Zatímco origi-
nální varianta vynucuje p°esné po°adí slov, zde je slovosled ignorován. Výslednou hodnotou
je po£et zm¥n¥ných slov pod¥lený celkovým po£tem slov v textu[10].
4.2.3 Hodnocení TER
Translation Error Rate (TER) je znovu modiﬁkací hodnocení WER. V této variant¥ je
moºno pohybovat s bloky textu za cenu ekvivalentní jedné b¥ºné modiﬁkaci[10].
4.2.4 Hodnocení CDER
Cover Disjoint Error Rate (CDER) je dal²í modiﬁkací hodnocení WER. P°esuny zde lze
°e²it tzv. dlouhými skoky, kdy slovo £i blok m·ºe být p°esunuto na jakoukoliv pozici ve
v¥t¥. Tato metoda nezaru£uje pokrytí v²ech slov ve v¥t¥ v p°ípad¥ opakujících se slov[8].
4.2.5 Hodnocení BLEU
Bilingual Evaluation Understudy (BLEU) je algoritmus pro zji²t¥ní kvality strojového p°e-
kladu. Kvalita se ur£uje ze vztahu strojového p°ekladu k referen£nímu lidském p°ekladu.
Tato metrika pracuje podle vzorce








P°i£emº BLEU je hodnocení p°ekladu, BP je penalizace za krátký p°eklad, N je kon-
stanta 4, wn je váha rovna 1/N a pn je zji²t¥ná p°esnost pro n-gram.
Pro výpo£et v²ech hodnocení je pouºit skript, který je sou£ástí systému Moses.
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4.3 Zji²t¥né hodnoty pro jednotlivé korpusy
Následují zji²t¥ná data ke kaºdé testovací konﬁguraci. Pro nam¥°ené hodnoty platí £ím v¥t²í,
tím lep²í.
4.3.1 EU Bookshop
Základní data o testovací sad¥
Zam¥°ení korpusu








4.3.2 Legislativní texty Evropské unie
Základní data o testovací sad¥
Zam¥°ení korpusu Legislativa









Základní data o testovací sad¥
Zam¥°ení korpusu Technická dokumentace










Základní data o testovací sad¥
Zam¥°ení korpusu Technická dokumentace








4.3.5 Zápisy z Evropské komise
Korpus byl vyhodnocen jako nevyhovující kv·li p°eklep·m a chybám v paralelních textech.
4.3.6 Porovnání s ostatními systémy
P°i p°ekladu b¥ºného textu byly hodnoceny následovn¥.
Nam¥°ené hodnoty
Moses Vlastní systém Google Translate esílko
WER 0.5165 0.4835 0.8352 0.7033
TER 0.5165 0.4835 0.8352 0.7033
PER 0.5495 0.4945 0.8462 0.7143
CDER 0.5165 0.4835 0.8352 0.7033




Tato krátká kapitola obsahuje návrhy na metody sm¥°ující k vylep²ení p°ekladu nebo ke
sníºení nárok· na hardware.
5.1 Optimalizace dekodéru
Funkcionalita dekodéru není optimální, ztrácí hlavn¥ v p°íli² dlouhém vyhledávání p°ekladu.
Velká £asová náro£nost aplikace lze °e²it:
1. Lep²í prací s tabulkou frází.
V tuto chvíli se p°i inicializaci aplikace na£tou z tabulky frází pouze fráze ze zdrojového
jazyka a t¥m je p°i°azena v pam¥ti adresa do tabulky. Pravd¥podobnosti p°ekladu
fráze jsou £teny z disku. Tato operace je p°i výpo£tu celkového ohodnocení neustále
opakována, coº negativn¥ ovliv¬uje dobu b¥hu výpo£tu.
2. Vypo£ítáním pravd¥podobností frází pouze jednou.
V pr·b¥hu výpo£tu je £asto jedna fráze ohodnocena vícekrát. Tento jev lze obejít
spo£ítáním hodnocení pro v²echny moºné fráze. Pro ohodnocení kombinace frází sta£í
pouze se£íst známé hodnoty.
3. Vytvo°ením indexovacího souboru tabulky frází.
Pouºitelné pro zrychlení inicializace aplikace.
5.2 Analyzátor morfologie jazyka
Velkým zlep²ením kvality by bylo provázání statistického p°ekladu s pravidlovým. Jak bylo
°e£eno d°íve (2.1.2), p°eklad zaloºený na pravidlech má svá omezení plynoucí p°edev²ím z
nutnosti autora zdrojového textu dodrºet validitu gramatiky a pravopisu. Pro její zaji²t¥ní






P°eklad lze vylep²it roz²í°ením, které bude vyuºívat slovníku s váºenými oblastmi významu.
Analýzou zdrojové v¥ty a i celého korpusu by bylo moºné zjistit oblast v¥ty pro p°eklad a
podle toho vybírat moºné p°eklady.
5.4 Funk£ní interlingua
Osobním snem je vid¥t v praxi p°eklada£, který by byl schopen odhalit my²lenku slov a
v¥t a text p°eloºit do metajazyka, který by nebyl závislý na pravidlech zdrojového, ani
cílového jazyka. Bohuºel sou£asné technické nedostatky nedovolují, aby n¥co podobného
bylo realizováno pro p°eklad libovolného textu, i kdyº snahy lze nalézt. Stále v²ak dne²ní




Cílem této práce bylo shrnout poznatky o strojovém p°ekladu a implementovat variaci na jiº
existující koncept. Zvolen byl statistický frázový p°eklad mezi £eským a slovenským jazykem.
Práce spo£ívala v realizaci dekodéru, který stav¥l na známých základech ov¥°ených v praxi
jako p°ekladový systém Moses, knihovna pro práci s jazykovým modelem KenLM a lexikální
a sémantická sí´ BabelNet.
Vzniklý dekodér byl prov¥°en standardními metrikami. Hlavním poznatkem z t¥chto
test· je, ºe kvalita výsledného p°ekladu je p°ímo úm¥rná kvalit¥ zdrojových dat. Kvalita
£esko-slovenských dat není ale dosta£ující, aby mohl být p°eklad aplikován na libovolný
text  data se zabývají jen omezenou oblastí, bu¤ se jedná o technickou dokumentaci nebo
o záznamy z evropských institucí.
Ale ze v²ech experiment·, povedených i nepovedených, lze vyt¥ºit poznatky pro budo-
vání nových cest. Vzniklá aplikace ale m·ºe poslouºit pro dal²í roz²í°ení, navázat lze dal²í
funkcionalitou, optimalizací p°ekladu £i roz²í°ením zdroj· podp·rných dat.
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Stru£ný popis adresá°· obsaºených na CD
mt_sk6_decoder Implementace vlastního dekodéru
BabelNetExtractor Implementace aplikace pracující se sítí BabelNet.
BabelNetExtractor 2.51 Implementace aplikace pracující se sítí BabelNet pod verzí 2.5.1.
babelToPt Konvertor výsledk· aplikace BabelNetExtractor do formátu tabulky frází
testcases Testovací p°íklady
Suites P°íkladové skripty pro práci se systémem Moses, obsahuje sady paralelních text·
tex Zdrojové soubory textu bakalá°ské práce
README Soubor ReadMe
run_suites.sh Skript pro spu²t¥ní tréninku model·
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