Following previous work, we consider the hierarchical load balancing model on two machines of possibly different speeds. We first focus on maximizing the minimum machine load and show that no competitive algorithm exists for this problem. We overcome this barrier in two ways, both related to previously known models. The first one is fractional assignment, where each job can be arbitrarily split between the machines. The second one is a semi-online model where the sum of jobs is known in advance. We design algorithms of best possible competitive ratios for both these cases. Furthermore, we show that the combination of the two models leads to the existence of an optimal algorithm (i.e., an algorithm of competitive ratio 1). This algorithm is clearly optimal for the makespan minimization problem as well. For the latter problem, we consider the fractional assignment model and design an algorithm of best possible competitive ratio for it.
Introduction
We study load balancing on two machines for cases where the two processors or machines do not have the same capabilities.
We consider online algorithms. For an algorithm A, we denote its cost by A as well. The cost of an optimal offline algorithm that knows the complete sequence of jobs is denoted by opt. In this paper we measure the performance of algorithms using the (absolute) competitive ratio. For minimization problems, the competitive ratio of A is the infimum R ≥ 1 such that for any input, A ≤ R · opt. For maximization problems, the competitive ratio of A is the infimum R ≥ 1 such that for any input, opt ≤ R · A.
If the competitive ratio of an online algorithm is at most C we say that it is C-competitive. If no R satisfying the inequality exists, we say that the competitive ratio is unbounded or ∞.
The most general non-preemptive online scheduling model assumes m machines 1, . . . , m and n jobs, arriving one by one. The information associated with a job j is a vector of p j of length m, where p i j is the processing time or size of job j if it is completely assigned to machine i. Each job is to be assigned to a machine before the arrival of the next job. The load of a machine i is the sum of the processing times on machine i of jobs assigned to this machine. The typical goal is to minimize the maximum load of any machine but other goals such as maximizing the minimum load of any machine [5, 3] and minimizing the p norm of the load vector [2] were studied as well.
This model is known as unrelated machines [1] . Many simplified models were defined, both in order to allow the design of algorithms with good performance (which is often difficult, or even impossible, for unrelated machines), and to make the studied model more similar to reality. In the sequel we describe a few models which are relevant to our study.
Uniformly related machines [1, 7] are machines with speeds associated with them, thus machine i has speed s i and the information that a job j needs to provide upon its arrival is just its size, or processing time on a unit speed machine, which is denoted by p j . Then we have p i j = p j /s i . If all speeds are equal, we get identical machines [11] .
Restricted assignment [4] is a model where each job may be run only on a subset of the machines. A job j is associated with a processing time p j which is the time to run it on any of its permitted machines M j . Thus if i ∈ M j we have p i j = p j and otherwise p i j = ∞. The hierarchical model represents a situation where there is a clear order between the strength of machines, in terms of the jobs they are capable of performing. Thus, the set M j is a prefix of the machines for any j.
In this paper we consider the restricted related hierarchical model, where machine i has speed s i , job j has a processing time of p j on a unit speed machine, and may run on machines 1, . . . , g j . Therefore,
We study the case of two machines. In this case, it is reasonable to assume that the machine that is capable of running any job is faster, since this is a stronger machine. However, the opposite case can occur in real life as well, when the machine that cannot run any job, is more specialized, and works faster when it is running the jobs that it is capable of running.
Since we consider the case of two machines, we have g j = 1, if the job may run only on the first machine, and g j = 2 if it can run on both. We denote by D the sum of jobs j such that g j = 1. Throughout the paper, we denote the speed of the first machine by q and assume that the second machine has unit speed. Since the machines are different, we need to consider both cases q ≥ 1 and q < 1, together or separately. The jobs are denoted by j 1 , j 2 , . . ., in the order of arrival and have respective processing times p 1 , p 2 , . . .. Their hierarchies are denoted by g 1 , g 2 , . . .. We denote the final loads of the two machines by L 1 and L 2 , and the total processing time assigned to the machines by P 1 and P 2 . We have P 2 = L 2 and P 1 = q · L 1 . We denote the sum of all processing times by Σ, and if the value of Σ is known in advance, we assume Σ = 1 (which can be achieved by scaling). Previous results. The hierarchical model for general m was studied in [6] (see also [8] ). They designed a non-preemptive e + 1 ≈ 3.718-competitive algorithm.
Park, Chang and Lee [13] and independently Jiang, He and Tang [12] studied the problem on two identical speed hierarchical machines. They both designed 5 3 -competitive algorithms and showed that this ratio is best possible. In [13] , the semi-online variant where the sum of job processing times is known in advance was studied as well. A The paper [12] considered a restricted type of a preemptive model in which idle time is not allowed. They designed a 3 2 -competitive algorithm and showed this is best possible. Additional work on preemptive models can be found in [9] .
Another model where each job can be arbitrarily split between the machines, and parts of the same job can run on different machines, possibly in parallel, was studied in the restricted assignment model [4] . It was shown there that this option does not change the order of growth of the best possible competitive ratio, which is Θ(log n). We refer to this model as fractional assignment and to the model where each job is assigned completely to one machines as integral assignment. Our results.
We provide a complete solution for several problems, for which we consider a setting of two hierarchical machines, and all possible speed combinations.
The max-min model is the one where the goal is to maximize the load of the least loaded machine. The min-max model is the one where the goal is to minimize the load of the most loaded machine.
In this paper we first focus on the max-min model. We show that no competitive algorithm exists for this problem. To overcome this barrier, we study two more specific previously known models. The first one is fractional assignment, defined above. The second one is a semi-online model where the sum of jobs is known in advance. We design algorithms of best possible competitive ratios for both these cases. Furthermore, we show that the combination of the two models leads to the existence of an optimal algorithm (i.e., an algorithm of competitive ratio 1). Note that the overall competitive ratio for fractional assignment (i.e., the supremum competitive ratio for any speed) turns out to be 2, whereas the overall competitive ratio for our semi-online model is unbounded. The values of these ratios for q = 1, i.e., for identical speed machines are 3 2 and 2, respectively. The optimal algorithm for the combined model is clearly optimal for the makespan minimization problem as well. For this latter problem, we consider the fractional assignment model and design an algorithm of best possible competitive ratio for it. The overall competitive ratio of this algorithm is 4 3 , and this value is achieved for q = 1. Note that this is the only case we find in this paper, where the competitive ratio is the same for two machines of speed ratio q, no matter which one of them is the stronger machine in terms of hierarchy.
We summarize our results in table 1. All bounds are tight, thus there is a single entry for each problem.
Note that for two uniformly related machines of speed ratio q, the best competitive ratio for the max-min model is q + 1, which is achieved by a greedy algorithm [10] .
Standard assignment in the max-min model
In this section we show that no algorithm with bounded competitive ratio exists in this model, and thus more specific models need to be studied. The next theorem is valid for any q ∈ (0, ∞).
Scheduling Problem
Integral semi-online assignment, max-min 1 +
Fractional semi-online assignment (both max-min and min-max) 1 1
Fractional online assignment, min-max Proof Consider an algorithm A and the following sequence of jobs. The first job has the properties p 1 = 1, g 1 = 2 and we must assign it to the second machine, else a second job with p 2 = q, g 2 = 1 arrives and after it is assigned (to machine 1) we get opt = 1 and A = 0. This implies R = ∞. Otherwise, let M be a sufficiently large number. The second job has p 2 = qM, g 2 = 2 and we must assign it to machine 1 else we get A = 0 and opt ≥ 1 and R = ∞ again.
Finally, a third job with p 3 = q(qM + 1) and g 3 = 1 arrives. We must assign it to machine 1 and get A = 1, since this is the load on the second machine. However, opt = qM + 1 which implies that R → ∞ as M grows, for any fixed q.
Fractional assignment in the max-min model
In this section we design an algorithm for fractional assignment. The next algorithm is defined for any q ∈ (0, ∞).
Algorithm 1
Upon arrival of a new job j,
, assign j completely to the first machine.
2. If g j = 2, split it into two parts in the ratio q : q + 1. The first machine receives a part of size 
Proof
Denote by alg the cost of Algorithm 1. If no job has g j = 2 then opt = 0 and alg = 0, thus the competitive ratio is 1. Otherwise we have
We use the following bounds on opt. Due to the sum of processing times, opt ≤ 
and the minimum load is on machine 2, using opt ≤
. Otherwise, the sequence is continued by an additional job with g 2 = 1, p 2 = q. After this job we have opt = 1. Clearly, this job must run on the first machine, and the minimum load, which is δ < 1, is on machine 2, the competitive ratio is now
Semi-online assignment in the max-min model
In this section we show algorithms for the cases q ≥ 1 and q < 1. The two cases use the same basic algorithm with different choices of parameter.
Note that the competitive ratios for q 1 > 1 and q 2 = 1 q 1 < 1, i.e., two cases where the speed ratio is the same, we get different competitive ratios.
In the definitions of algorithms, we denote by 2 the current load of the second machine at each time. Recall that the total sum of processing times is 1. Let R q = max{q + 
If
(c) Otherwise assign j to machine 2.
Theorem 3 Algorithm 2 has a competitive ratio of at most R q , which is best possible.
Proof Denote by alg the cost of Algorithm 2. If there is no job with g j = 2 then opt = 0 and alg = 0 and the competitive ratio is 1. Otherwise if D >+1 , then all the jobs such that g j = 2 will be assigned to machine 2 by step 2(a). We can show that all jobs with g j = 2 are assigned to this machine, and thus its load will be 1 − D ≤ 1 q+1 . The inequality
is equivalent to R q ≥ 1, and thus all jobs with g j = 2 are assigned to machine 2 by step 2(a). As a result, the minimum load will be on machine 2, so opt = 1 − D and alg ≥ 1 − D, which gives a competitive ratio of 1 as well. If
Rq , then the minimum load will be on machine 1, and opt ≤
, and thus opt alg ≤ R q . If
, the minimum load will be on machine 2, then alg ≥
Rq , then the minimum load is on machine 2. There are two cases that it can be happen. D >+1 , which we already considered, and else, some job j such that g j = 2 was assigned to machine 1 by step 2(b) of the algorithm, then by the definition of the algorithm, the following conditions hold at the time of arrival of this job j.
, since job j was not assigned by step 2(a).
qR q
, since the job was assigned by step 2(b).
We argue that this is the only job such that g j = 2 on machine 1. If there are at least two such jobs i, j then p i + p j > 2(1 − 1 Rq ) ≥ 1 since R q ≥ 2 for every value of q, in contradiction to Σ = 1. Therefore all the future jobs j such that g j = 2 (if such jobs exist) will be assigned to machine 2. If opt assigns the job j to machine 1, then using the load of machine 2, opt ≤ 1 − p j − D. Since j is the only job assigned by the algorithm to machine 1 among jobs that machine 2 can run, we have alg = 1 − p j − D. In this case, the competitive ratio is 1. Otherwise if opt assigns this job j to machine 2, by the load of the first machine opt ≤ We show that such an assignment can only happen once. If it happens for a job j, then after job j is assigned we have a load of more than 1 − q (q+1)R q on machine 2, and for every i > j for which the algorithm reaches step 2(b), q+1 ≤ q. Therefore each such job i is assigned to machine 1. If step 2(b) is not reached, since no further job can be assigned by step 2(a), this means that job i is assigned by step 1, and thus it is assigned to machine 1.
Denote by S 2 the load of machine 2 before the arrival of job j. Job j was not assigned by step 2(a) and we have qR q S 2 + p j ≤ 1, since j was not assigned by step 2(b) when this step was reached.
The smaller load is on the first machine, so alg ≥
). Since the job p j must be assigned to one of the machines, opt ≤ max{1 − p j ,
) using the definition of R q . This implies that
To prove a lower bound for q ≥ 1, we consider an algorithm A and the following sequence of jobs. The first job has p 1 = 1 (q 2 +1)(q+1)
arrives. It must be assigned to machine 1. If the sequence of the jobs terminates here it leads to an infinite competitive ratio since A = 0 and opt ≥ p 1 . Thus the first job must be assigned to machine 2. A second job arrives, where p 2 =+1 , g 2 = 2. If it is assigned to machine 2, a third job arrives with p 3 = q 2 (q 2 +1)(q+1)
, g 3 = 2, and it must be assigned to machine 1 (else we get zero load on the first machine and an infinite competitive ratio). For the sequence of three jobs, the optimal assignment is to assign the second job to the first machine and the other jobs to the second machine. This gives opt =
and opt alg ≥ q + 1 q . Otherwise if the second job is assigned to machine 1, a third job, where
, g 3 = 1 arrives, which must be assigned to machine 1. We terminate the sequence of jobs, and get opt ≥ (q+1) 2 arrives. It must be assigned to machine 1. If the sequence of the jobs terminates here it leads to an infinite competitive ratio since A = 0 and opt > p 1 . Thus the first job must be assigned to machine 2. A second and third jobs arrive, where
For the sequence of three jobs, the optimal assignment is to assign the second job to the second machine and the other jobs to the first machine. This gives opt = 5 Fractional Semi-online assignment for both the max-min and the min-max models
In this section we show a simple algorithm which achieves an optimal solution and thus has competitive ratio 1 both for maximization of the minimum load and minimization of the maximum load. We denote by 2 the current load of the second machine at each time. Recall that the total sum of processing times is 1. The algorithm below has the invariant that 2 ≤ 1 q+1 .
Algorithm 3
Upon arrival of a new job j, . In this case the algorithm is optimal since the machines are balanced. Otherwise, the load of the second machine is smaller than the load of the first machine. In this case, all jobs with g j = 2 were assigned to machine 2, and machine 1 only got jobs with g j = 1, so this is an optimal schedule as well.
Fractional assignment in the min-max model
In this section we design an algorithm for fractional assignment. The next algorithm is defined for any q ∈ (0, ∞) and is similar to the algorithm for the max-min model, but uses different parameters.
Algorithm 4
Upon arrival of a new job j, 1. If g j = 1, assign j completely to the first machine.
2. If g j = 2, split it into two parts in the ratio q 2 : q + 1. The first machine receives a part of size
of the job and the second machine receives a part of size
of the job.
Theorem 5 Algorithm 4 has a competitive ratio of at most
, which is best possible.
Proof
Denote by alg the cost of Algorithm 4. We have L 2 = P 2 = q+1 q 2 +q+1 (Σ − D) and 
D.
We use the following bounds on opt. Due to the sum of processing times, opt ≥ . To prove a lower bound, we consider an algorithm A and the following sequence of jobs. The first job has g 1 = 2, p 1 = 1. Let δ be the part of this job assigned by A to the second machine. At this time the best way to split the job is into parts of size , then the loads of the second machine is L 2 = δ and the competitive ratio is at . Otherwise, the sequence is continued by an additional job with g 2 = 1, p 2 = q. After this job we have opt = 1. Clearly, this job must run on the first machine, and we
which is also the competitive ratio.
