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Name: Saeed Omar Aljabri. 
Title:   Electrochemical Impedance Spectroscopy Using High Order Statistics 
Deconvolution and Adaptive Filtering Algorithms. 
Major Field: Electrical Engineering. 
Date of Degree: January 2012 
 
Electrochemical impedance spectroscopy (EIS) is one type of nondestructive testing (NDT) 
methods where the material’s impedance is analyzed over wide range of frequencies and based 
on the impedance parameters, the material quality in terms of corrosion rate is determined. In 
this thesis, two different approaches for estimating the electrochemical impedance spectroscopies 
(EIS) are presented which are High Order Statistic (HOS) based deconvolution and Adaptive 
Filtering (AF). These two methods are proposed to overcome the drawbacks of the existing EIS 
techniques in terms of noise sensitivity in the case of time domain methods and the slow process 
speed in the case of frequency domain methods. The HOS based method treats the impedance 
spectrum as the unknown system frequency response in a convolution problem. Given the input 
signal (applied signal) and the response signal (output signal), the impedance spectrum could be 
estimated by the HOS based deconvolution using the third order moments of both the input and 
output signals. For the AF based method, the impedance spectrum is measured by estimating the 
parameters of the equivalent circuit representing the impedance system.  Each proposed 
approach is analyzed with different material models and different noise statistics that usually 
corrupt the measurement data. MATLAB simulations and experimental results are used in the 
performance assessment of the two proposed methods as well as comparisons with existing 
methods. In comparison with the existing methods, it is shown that the proposed algorithms 
perform very efficiently even with the present of Gaussian and non-Gaussian distributed noises 
at low signal to noise ratio (SNR).    
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CHAPTER 1 
INTRODUCTION 
In all types of industries, the field of failure detection is very important factor that 
will insure the safe and quality aspects of the field operation. In the Oil and Gas 
industries, the corrosion is considered as the most dangerous failure that could affect 
a wide range of industrial components. Usually, a nondestructive testing technique 
(NDT) is used to insure the quality of the material and the corrosion rate without 
breaking down the material.  
Electrochemical impedance spectroscopy (EIS) is one type of NDT method where the 
material’s impedance is analyzed over wide range of frequencies and based on the 
impedance parameters, the material quality in terms of corrosion rate is determined. 
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The impedance’s estimation is done over wide range of frequencies and this is the 
reason for naming this method as spectroscopy. 
EIS has been introduced in the electrochemistry science since around one century and 
its history is thoroughly explained in references [1-5]. The research done by Oliver 
Heaviside in the time frame of 1880-1900 was the foundation of the EIS technology 
[2]. Oliver Heaviside created a useful transformation that solves differential equations 
in terms of simple (simultaneous) algebraic equations in the Laplace domain. These 
transformations which are (s=d/dt) and (1/s=∫dt) are considered as the foundation of 
the operational calculus. The Heaviside transformation defines the term “impedance” 
in terms of voltage and currant as follows: 
( )( )
( )
V sZ s
I s
=
                                                                                                            (1-1)
 
where V(s) and I(s) are the Laplace transform of the voltage and current signals 
respectively. It is worth to mention that the previous impedance relation is valid in the 
case of steady state linear system (LS). In order to have a linear impedance system, 
the following four conditions should be satisfied [2]: 
1. The system response is written by linear differential equations and hence the 
superposition principle is applicable. 
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2. The system is stable. 
3. The system is causal. 
4. The impedance should be finite.  
The second revolution in the EIS techniques was done by Warburg in 1899 where he 
wrote a remarkable paper on the analysis of diffusion impedance for an electrocative 
species. In 1950, the main EIS’s application was the determination of interfacial 
impedance using reactive bridge techniques such as Wheatstone and Berberian-Cole 
bridges [2, 4]. The main disadvantage of the bridge technique is the low frequency 
limitation such that the minimum measurable frequency is 100 Hz. Despite its 
limitation, the reactive bridge based EIS was utilized heavily in the measurement of 
double layer capacitance at solid and liquid metal electrodes. At that time, the EIS 
was not used in the analysis of corrosion and electro dissolution reaction until the 
work done by Epelboin and his group in 1960 in Paris. The Epelboin’s group along 
with SOLARTRON instruments, Ltd developed the instrument called frequency 
response analyzer (FRA). The FRA is a device which determines the frequency 
response of a measured system and the FRA called SOLARTRON 1172 is considered 
as the leader in this filed [3]. The FRA has a minimum measured frequency of 0.1m 
Hz which enables the analysis of corrosion reaction, coupling between charge 
transfer, chemical, and mass transfer process. The FRA is applicable for measuring 
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frequency response of linear systems that satisfythe previous four conditions. For the 
past fifteen years, a method called Kramers-Kronig (K-K) transformation is used to 
check the compelling of the impedance data with the constraints of the linear system 
theory [6]. The K-K transforms were initially developed in 1920 to examine optical 
data. The K-K transforms depends on the Cauchy’s theorem which relates the realand 
imaginary parts of the impedance data to each other as per the following equations: 
2 2
0
2 2
0
2 2
0
( ) ( )2( ) ( )
( / ) ( ) ( )2( ) (0)
( ) ( )2( )
imag imag
real real
imag imag
real real
real real
imag
XZ x wZ w
Z w Z dx
x w
or
w x Z x Z wwZ w Z dx
x w
Z x Z wwZ w dx
x w
π
π
π
∞
∞
∞
−
= ∞ +
−
−
= +
−
−
= −
−
∫
∫
∫
              
(1-2) 
where 𝑍𝑟𝑒𝑎𝑙(𝑤) and 𝑍𝑖𝑚𝑎𝑔(𝑤) are the real and imaginary parts of the impedance 
spectrum Z (w) respectively. In order to have a valid impedance data, the K-K 
transform equations should be satisfied.However, the utilization of the K-K 
transforms is limited by two drawbacks, which are: limited frequency range and the 
presence of the noise [6].  
The FRA based EIS measurement had two main weaknesses such that it requires long 
data acquisition time and it is costly ($20,000 for the basic FRA) [4]. 
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To overcome the FRA’s drawbacks and the demand for real time EIS applications, a 
Fast Fourier Transform (FFT)-based EIS was developed recently. In this technique, a 
perturbation signal (voltage or current) is applied across the electrochemical system 
and the impedance is measured in terms of the Fourier transform of voltage and 
current signals. Although the FFT-based method gives a fast impedance spectroscopy 
measurement, it is affected by noise since the response for all frequencies are 
measured at the same time. This applies for dynamic range system as corrosion 
coating model where magnitude of the system response is varying dramatically across 
the frequency spectrum. This is clearat the high frequency side of the spectrum where 
the measured current is high because of low impedance and vice versa at the low 
frequency end of the spectrum. As a result, noisy measurement data is obtained at the 
low frequency side and clipped data at the high frequency side [4]. 
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1.1 Thesis Objective 
The EIS’s history shows that there are two main categories of EIS techniques: 
frequency domain methods and time domain methods. The FRA is one example of 
the frequency domain methods which gives reliable impedance measurements at the 
expense of long acquisition time, cost and complexity. Therefore, the FRA is not 
applicable for real time applications. On the other hand, the FFT based method which 
belongs to the time domain techniques is much faster than the FRA but with less 
reliability and accuracy because of the dynamic range deficiency. So, the main 
objective of this thesis is to propose simple and fast EIS techniques that will produce 
reliable impedance data in noisy environment.  
In this thesis, two different approaches for estimating the electrochemical impedance 
spectroscopy are presented which are High Order Statistic deconvolution based 
methods (HOS) and Adaptive Filtering based method (AF). For each technique, the 
estimation performance is analyzed for different electrochemical models with 
additive Gaussian and non-Gaussian noise signals. 
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The overall objectives of this thesis are: 
1. Applying High Order Statistic (HOS) based Deconvolution technique for 
determining the impedance spectrum of a coated metal pipe.  
2. Using different adaptive filtering (AF) algorithms in determining directly the 
parameters of the equivalent circuit representing the electrochemical systemof 
acoated metal pipe. 
3. Analyzing the performance of both proposed approaches in the case of 
additive Gaussian and non-Gaussian noise. The performance assessment is 
measured in terms of normalized estimation error versus different signal to 
noise ratio (SNR). 
4. Determining the factors that could affect the accuracy of the two methods. 
5. Comparing the performance of the two proposed methods with existing EIS 
techniques based on MATLAB simulation and experimental result.    
1.2 Thesis Organization 
This thesis consists of 8 chapters. Chapter 2 gives an overall review and analysis of 
the existing electrochemical impedance spectroscopy methods. The background and 
basics of high order statistics deconvolution based method are described in chapter 
3.In chapter 4, simulation results using MATLAB software are illustrated to 
demonstrate the performance index of the HOS-based EIS method. The second 
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proposed EIS measurements technique which is AF is explained thoroughly in 
chapter 5. The AF-based EIS performance using simulation results are summarized in 
chapter 6 while chapter 7 compares the performance of the two proposed method with 
spectroscopy instrument called VMP3. Finally, summary of the main results and 
conclusion are given in chapter 8.      
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CHAPTER 2 
Review of Existing Electrochemical Impedance 
Spectroscopy (EIS) Techniques 
 
 
The EIS technology development is a continuous and challenging task where several 
scientific researches are conducted in this filed on yearly bases. The main objective of 
these researches is to enhance the capabilities and reliability of the EIS technique.    
The EIS has wide range of applications such as material evaluation, corrosion 
protection, evaluation of properties, quality control and capacity estimation of 
batteries [7]. There are different EIS techniques, which could be classified into three 
main categories: Phase Sensitive Detection (PSD) based method, Frequency response 
analyzer (FRA) based method and Fast Fourier Transform (FFT) based methods.  
2.1 Phase Sensitive Detection based method 
The phase sensitive detection is utilized in the lock-in amplifier which has the 
capability to extract a signal from noisy measurement. In PSD, the impedance 
spectrum is estimated by measuring the frequency response at each frequency in 
10 
 
terms of amplitude and phase (polar form). An AC voltage is applied across the 
impedance system at particular frequency and the amplitude and phase of the 
response current signal are calculated. The output current signal is usually distorted 
by additive noise signal that could be filtered out using the PSD algorithm. In PSD, 
the output signal will pass through two consecutive stages. In the first stage, the 
output signalis multiplied bya reference signal and the output of the multiplication 
processis: 
            (2-1) 
While (E1, 1ϕ ) and (E2, 2ϕ ) are the amplitudes/phase of the output currentand the 
reference signals respectively, w is the angular frequency. The main objective of the 
second stage is to eliminate the time dependent components of the above signal and 
this can be achieved by passing the multiplication output signal through a low pass 
filter that produces the following signal: 
                                                                                                              (2-2) 
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The amplitude of the filter’s output signal is proportional to the amplitude of the 
output current signal (𝐸1) and it reaches its maximum value when the phase 
difference between the current and the reference signals is zero. The phase part of the 
frequency response is obtained in similar way as the amplitude component. The only 
modification is related to the reference signal, which needs to be shifted by (π/2). 
Since the PSD measures the frequency response at a particular frequency, the two 
PSD’s steps are repeated for all frequencies in order to produce the complete 
impedance spectrum. The operational frequency range of the PSD is between 0.5-
100000 Hz with a precision of 0.1 to 0.2% [8]. 
The main advantages of PSD are noise removal, sensitivity, harmonic distortion 
reduction and low cost. On the other hand, the PSD has limited operational frequency 
and consumes a lot of time and these two criteria’s are considered as the main 
disadvantages. A schematic operation diagram of PSD is shown below: 
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Figure 2.1 A schematic operation diagram of PSD 
 
2.2 Frequency Response Analyzer based method 
The FRA shares with the PSD the same principle of measuring the impedance 
spectrum which is applying a sinusoidal signal at a particular frequency. However, 
the FRA estimates the impedance spectrum in terms of the real and imaginary parts of 
the frequency response (rectangular form). In FRA, the output signal is multiplied by 
sine and cosine signals whose frequency is same as the input signal. After that, the 
real and imaginary parts of the response signal are obtained by integrating the 
multiplication’s output signal over one or more periods: 
1 1
0
1 1
0
1 1Re( 1) 1sin( )sin( ) cos( )
2
1 1Im( 1) 1sin( ) cos( ) sin( )
2
T
T
EE E wt wt dt
T
EE E wt wt dt
T
ϕ ϕ
ϕ ϕ
= + =
= + =
∫
∫
                                                       (2-3)
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This process is repeated for all frequencies in order to measure the impedance’s 
frequency response. FRAcan reject all harmonic signals that could affect the accuracy 
of EIS measurements [8].The FRA based methods has several advantages such as fast 
analysis compared with PSD based method, wide frequency range, harmonic 
distortion removal, direct output to external device and easy standalone 
measurements [8].The main disadvantages of FRA are the need of a complex signal 
generator/phase sensitive devices, limited noise removal compared with the PSD 
based method, limited sensitivity and long measurement time to get the impedance of 
wide frequency range [8, 9]. Also, the reference signal is applied at least for two 
periods in order to eliminate the transient effect.  
2.3 Fast Fourier Transform (FFT) based method 
The recent scientific papers and researches conducted in the EIS field are mainly in 
the area of Fast Fourier Transform based EIS method [10, 11]. This is because the 
ability of this technique to measure the impedance in real time basis. FFT-based 
algorithm is used in many applications when the measurement’s speed is essential 
factor such as estimation of battery impedance, analysis of transient electrochemical 
processes and studying the characteristics of biological materials [12, 13]. The FFT 
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technique depends on the fact that the system impedance is the ratio of the Laplace 
transform of voltage and current signals: 
                                                                                                                                    
(2-4) 
For the purpose of estimating the impedance spectrum, a perturbation signal is 
applied to the system and the impedance spectrum is measured by getting the ratio of 
the Fourier transform of both the input and output signals. The Fast Fourier transform 
is a quick and an efficient method for calculating the Fourier transform of a signal 
and it is used here to reduce further the time required of the EIS process.There are 
several requirements that need to be satisfied in selecting the applied signal. First, the 
magnitude of the applied signal should be small such that the response of the system 
remains linear [7]. Second, the applied signal’s frequency spectrum needs to be wide 
as possible. Also, there should be no coincidence of harmonics frequencies in order to 
minimize the non-linear faradic current interference [14]. The fourth requirement is 
related to the sampling rate of the signal which should be calculated as per the 
Nyquist theorem. While the sampling rate determines the maximum measurable 
frequency of the electrochemical system, the lowest measured frequency (frequency 
resolution) is specified by the reciprocal of the total sampling time [14].The applied 
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signal could be any arbitrary signal having wide range of frequency and in practice 
the input signal is either:a pulse,a noise or sum of sine waves [14, 15].  
For noise perturbation, white noise is usually utilized as applied signal since it has a 
continuous frequency spectrum. However, the immunity of the noise is weak because 
the amplitude of single frequency component of the white noise obtained by the FFT 
is relatively low [8].  
The sum of sine waves signal consists of a fundamental harmonic frequency 𝑓𝑜 and 
number of odd harmonics frequencies ((2𝑛 + 1)𝑓𝑜) [15].A proper selection of both 
the amplitude and phases of the individual sine wave are made to reduce the peak-to-
peak amplitude of the signal. At the same time, the amplitude of the individual 
frequency components is increased. Accordingly, the linear nature of the studied 
system is maintained as well as the noise immunity of the impedance measurement is 
improved. The drawback of this applied signal is the need of a sophisticated hardware 
and it does not measure the impedance spectrum over the whole range of the low 
frequency band. This is because the applied signal should have the property of non-
overlapping of the second harmonics [9,16].  
Alternative choice of the applied signal is a pulse with wideband frequency such as 
Dirac’s delta function (δ (t)). However, such a function cannot be generated 
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practically and it is replaced by a pulse of short duration, which has weak frequency 
response at high frequencies. This will make a low-level noise signal affects the 
impedance measurement significantly [8]. To utilize the advantages of the delta 
function and overcome the difficulties in generating such signal in practical, the delta 
function could be substituted by its integrated form. After that, the equivalent delta 
pulse’s response is obtained by taking the derivate of the system response [16, 17, 
18]. 
In general, the main advantage of the FFT based method is that the impedance 
spectrum is measured quickly compared with the FRA based method andhence it is 
utilized in the real time EIS applications. In addition, there is no need for the phase 
sensitive detector that will simplify the required hardware [9]. However, the FFT 
based method has several disadvantages like the PSD and FRA based methods. First, 
it has limited converge at the low frequency side of the impedance spectrum. 
Moreover and unlike the FRA based method, the output signal is usually noisy and 
weak [8].The reference “Fully Integrated Impedance Spectroscopy Systems for 
Biochemical Sensors Array” [19] compares the performance of the FRA and FFT 
based methods. 
17 
 
It is clear that there is a contradiction between the time required of the impedance 
measurement and the immunity of noise. It is noticed also that both the FRA and FFT 
methods do not consider the removal of the noise during the impedance measurement. 
It is obvious that the noise could lead to wrong impedance spectrum estimation and as 
a result the EIS will not meet the planned objectives [20]. This raises the need of 
alternative algorithms, which will accomplish both the removal of the noise and 
measuring the system impedance in a reasonable time. 
 
 
 
 
 
 
 
 
 
18 
 
CHAPTER 3 
REVIEW OF HIGH ORDER STATISTICS BASED 
DECONVOLUTION  
 
There are different types of deconvolution algorithms such as wiener filtering, least 
square error and High Order Statistics based deconvolution. The first two types 
depend on the first and second order statistics (SOS), which are the mean and 
variance. Both wiener filtering and least square error can only estimate the system 
impulse response for high signal to noise ratio (SNR). The precision of the 
deconvolution estimation depends on the nature of the system (minimum phase 
system or non-minimum phase system) and noise statistics 
(Gaussian/uniform/Rayleigh). Alinear time invariant system is considered to be 
minimum-phaseif the system and its inverse are causal and stable. Whilea non-
minimum phase system is stable, its inverse is not stable. The SOS deconvolution 
does not estimate the impulse response properly for non-minimum phase systems, 
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which is the nature of the majority of the electrochemical system representing a 
coated metal. 
In addition, the SOS deconvolution performance in terms of noise removal is 
optimum for the additive Gaussian noise corrupting the output signalonly. [21] 
On the other hand, advanced deconvolution approaches (HOS) show significant 
improvement in terms of deconvolution accuracy in the case of non-minimum phase 
systems and non-Gaussian distributed noise signal that distorts both the input and 
output data. Therefore, this thesis investigates the possibility of utilizing the HOS 
deconvolution in the EIS application measurements. 
3.1 High order Statistic (HOS) Deconvolution 
The HOS technique is utilized in many applications such as identification of finite 
impulse response (FIR) system, detection of non-Gaussian noise, identification of 
linear time invariant system (LTI) and stochastic realization... etc. [22]. This 
technique has the ability to keep the phase information, which is helpful in NDT 
applications [21].  
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The HOS deconvolution depends on high order moment (cumulant), which equals 
zero for Gaussian signals, and hence the HOS can distinguish the nature of the 
process.  
The cumulant determines how close the distribution of a random process from being 
Gaussian distributed signal and it is calculated as follows [22]: 
.                                        (3-1) 
Where (x) is defined as the nth order moment for a stationary random process and 
it is defined as: 
.                                            (3-2) 
whereE { } is the statistical expectation operator. 
𝑚𝑛
𝐺(..)  is the nth order moment for a Gaussian random process that has the same 
second order statistics of the signal (x).Note that, for a Gaussian random process, the 
high order cumulants are identically zero. 
For a random process whose mean equals zero, the first, second, third and fourth 
cumulants could be simplified to the following: 
1 2 1 1 2 1 1 2 1( , ,.. ) ( , ,.. ) ( , ,.. )
n x G
k n n n n nc k k k m k k k m k k k− − −= −
x
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1 2 1 1 1( , ,... ) { ( ) ( )... ( )}
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n n nm k k k E x k x k k x k k− −= + +
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In HOS deconvolution, other measurements are used which are nth order spectrum 
and nth order cepstrum. The nth order spectrum is the Fourier transform of the 
correlation function of a stationary ransom process.  
The 2nd order spectrum (bi-spectrum) is: 
.(3-3) 
While the 3rd order spectrum (tri-spectrum) is: 
.                                                                        (3-4) 
The nth order cepstrum is the inverse Fourier transforms of the above equations. 
There are two HOS techniques for identifying the impulse response, which are the 
parametric and the non-parametric approaches. For the parametric technique, the first 
step is to find the parameters of nominator and denominator representing the Z-
transform of the system frequency response [23]. After that, the impulse response is 
obtained by taking the inverse Fourier transform of the estimated frequency 
response.The non-parametric methoduses the cumulants, bi-cepstrum and tri-
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cepstrum to determine directly the impulse response of the system. In this thesis, a 
specific type of parametric HOS deconvolution is employed which depends on 3rd 
order cumulant. 
3.2 HOS Deconvolution using 3rd order cumulants 
This technique is fully explained in references [24-28]. InHOS based Deconvolution, 
the tested system is usually assumed to be a linear time invariant, causal and stable 
with absolutely summable impulse response. In addition, the input signal should be 
non-Gaussian, zero-mean and i.i.d signal with non-zero high order moments. 
Moreover, the input’s noise and output’s noise are considered to be zero-mean, 
mutually correlated Gaussian random process and independent of the input signal. 
The last assumption is that the estimated model order satisfies the following 
inequalities: 
                                                                                                        (3-5) 
while and  are the estimated system order of the dominator and nominator 
respectively, m and n are the true system order. 
In HOS based Deconvolution, the system model is [29]: 
,a bn m n n≥ ≥
an bn
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                                                                     (3-6) 
where w (t) and v (t) are the output and input signals respectively and and are 
the unknown parameters of the system frequency response: 
                                                                                            
(3-7) 
Usually, both the input and output are distorted by noise signals resulting to the 
following modified input and output signals: 
.                                                                                                          (3-8) 
Where the and are the output and input noise respectively. The system 
block diagram is shown below [29]: 
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Figure 3.1 Block diagram of the system model [18] 
 
 
As a result, the system model can be rewritten as: 
.                                                           (3-9) 
where  
.                                                                   (3-10) 
The third order cross-cumulants between the input and output signals is defined as 
follows [29]: 
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                                                                         (3-11) 
This cross cumulants can be approximated from the sample average of both the input 
and output data as follows: 
.                                                            (3-12) 
where N equals the number ofsamples. The 3rd order cumulants based deconvolution 
is based on several cumulants’s properties, which are: 
 
1. Multilinearity: 
The cumulants are linear with respect to each of their arguments: 
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3. The third order cumulants of a random variable which has symmetric 
distribution density function is zero [30]. 
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Based on the previous properties, the impulse response of a linear system is written in 
terms of the auto and cross cumulants: 
   .                                                                   (3-13) 
where h (t) is the system impulse response. The (3.13) can be rewritten as the 
following formula using compact notation: 
.                                                                             (3-14) 
where is the unit delay operator. The proof of the previous relation is explained 
below [30]: 
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Using the noisy input and output signals (y(t),x(t)) instead of  w(t) and v(t),an error 
signal (e) is generated: 
.                                           (3-15) 
 
The objective of 3rd order cumulant based deconvolution is to find the system 
parameters, the vector , by minimizing the following cost function, which is in 
terms of the error signal (e): 
.                                                                   (3-16)  
In order to find the least square solution for the above cost function, the error signal is 
rewritten as: 
   .                                                             (3-17) 
where, 
(3-18) 
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Giving the specific value (e.g., =0), the least square algorithm yields the 
following solution: 
.                   (3-19) 
The HOS deconvolution using 3rd order cumulants correctly estimates the impulse 
response of digital MPS and NMPS [29]. There are many factors that affect the 
accuracy of the estimation such as the model assumed order ( ,a bn n ). If the difference 
of the assumed nominator and denominator orders is the same as for the true system, 
the estimation of the HOS based deconvolution is perfect [29]. Another factor that 
affects the deconvolution precision is the parameter ‘M’ which is used in the 
definition of the cost function and it is called the cumulants maximum lag [30, 31]. 
The effect of these two parameters is analyzed further in the next chapter. To 
demonstrate the performance of the 3rd order cumulants based deconvolution-based 
method; consider the following two digital minimum and non-minimum phase 
systems: 
                                                               (3-20) 
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The impulse response of these two digital systems has oscillatory nature in order to 
test the robustness of the HOS based deconvolution [21]. The two systems are excited 
by the input signal: 
 that will generate an output signal, whichis 
sequentially distorted by a Gaussian/Non-Gaussian noises signals. The noisy output 
will be the input of the HOS deconvolution filter. Figure (3.2) shows both the true 
and estimated system impulse response for the minimum phase and non-minimum 
phase system with output’s SNR of 20 dB. 
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Figure 3.2a: Actual (blue line) and estimated (red line) impulse responses for output’s SNR = 
20 dB Gaussian noise for Minimum Phase System (MPS) 
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Figure 3.2b: Actual (blue line) and estimated (red line) impulse responses for output’s SNR = 
20 dB Gaussian noise for non-Minimum Phase System (NMPS) 
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Table 3.1 shows the reset of the estimation results obtained at different values of 
output’s SNR: 
System SNR(dB) Estimation error (%) 
Minimum phase 20 (Gaussian) 5.33e-2 
Minimum phase 5   (Gaussian) 0.75 
Minimum phase 20 (non-Gaussian) 6.38e-2 
Minimum phase 5   (non-Gaussian) 3.5 
Maximum phase 20 (Gaussian) 7.87e-2 
Maximum phase 5   (Gaussian) 4.12 
Maximum phase 20 (non-Gaussian) 1.3 
Maximum phase 5   (non-Gaussian) 5.8 
                     Table 3.1: Impulse response’s estimation error vs. output’s SNR using 3rd order    
HOS based Deconvolution 
 
As per the above results, the HOS based deconvolution using 3rd order cumulants 
precisely estimates the impulse response of digital MPS and NMPS. The HOS based 
deconvolution keeps the perfect performance even when the output data is 
contaminated with additive Gaussian or non-Gaussian noises.  
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3.3 EIS Measurements Using 3rd Order Cumulants 
HOS Deconvolution based method:  
The HOS based EIS measurement is modeled as a convolution problem[29]. Here, the 
required impedance spectrum is assumed to be the unknown frequency response that 
can be estimated using a deconvolution filter. The inputs of the deconvolution filter 
are the arbitrary applied signal of the system as well as the output signal. The main 
advantage of this approach is the ability to estimate the impedance spectrum (system 
response) perfectly even with present of the noises unlike the FFT-based method.   
In this thesis, the electrochemical system is considered as a coated metal pipe, which 
can be represented by several electrical circuit models. Figure 3.3 shows the most 
generic electrical circuit representing a coated metal pipe.  
 
 
Figure 3.3: Equivalent Circuit of pipeline coating [41] 
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Figure 3.4:Coating modeling example. [8] 
 
𝑅𝑠 represents the electrolyte resistance whereas 𝑅𝑝𝑜and 𝐶𝑐represent the polarization 
resistance and coating capacitance respectively. On the other hand, 𝑅𝑐𝑡is the charge 
transfer resistance, which is inversely proportional to the corrosion rate. 𝐶𝑑𝑙 is the 
double layer capacitance at the electrode-electrolyte interface. Usually, the value of 
these model’s parameters are changing during the life of the coating such that 𝑅𝑝𝑜, 
𝑅𝑐𝑡 and 𝐶𝑑𝑙 do not exist when the coating is new [32]. While 𝑅𝑐𝑡 and 𝐶𝑑𝑙 will be seen 
in the picture as the corrosions starts, the 𝐶𝑐 and 𝑅𝑝𝑜become unfeasible when the 
coating breaks up.  
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The EIS measurement of the electrochemical system (coated metal) is models as 
convolution problem as shown in Figure 3.5. 
 
Figure 3.5: EIS Convolution model 
 
In this convolution model, the input signal is either a current (galvonostatice mode) or 
a voltage (potentiostatice mode) signals.in addition, the input and output signals are 
distorted by noise signals generated by different probability density function 
(Gaussian, Uniform and Rayleigh). The mathematical expression of this model is: 
𝑦(𝑡) = 𝑖(𝑡) ⊗𝑍(𝑡) + 𝑛(𝑡)                                                                                   (3-21) 
Z (t) is the inverse Fourier transform of the impedance spectrum Z (w) and n (t) is the 
noise. Once the Z (w) is estimated, a curve fitting technique is used to estimate the 
electrical circuit’s parameters based on complex nonlinear Least squares method 
   EIS System Input 
Output 
Noise 
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(CNLS) [33, 34]. The goal of the CNLS is to find a set of parameters P that will 
decrease the following cost function: 
2
( ) ( )j j j
M
S P W Y YC P = − ∑
                                                                                              
(3.22) 
M is the number of measurement data and 𝑊𝑖 is the weight associated with𝑗𝑡ℎ  
observation point 𝑌𝑗. 𝑌𝐶𝑗(𝑃)is a function in terms of the parameters (P) whose curve 
tracks the observation’s curve. This technique can handle complex data by splitting 
the real and imaginary part in a single array which double the data point’s number 
from M to 2M.   
The original objective of 3rd order cumulants Deconvolution is to estimate the 
impulse response of LTI digital system [24,25,26].On the other hand, the EIS aims to 
find the impedance spectrum of continuous electrochemical system rather than the 
impulse response. There are two approaches in order to find the impedance spectrum 
using the HOS based method. In the first approach, the Fast Fourier transform is 
utilized to convert the estimated impulse response to the required frequency response. 
However, this approach will not estimate the amplitude of the spectrum perfectly as 
the phase side. The amplitude of the estimated impedance spectrum needs to be 
amplified to match the true impedance. 
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The second approach is to find the impedance spectrum from the estimated Z-
transformof the equivalent digital system directly rather than the estimated impulse 
response. The continuous  transfer function (Laplace transform) is obtained by 
converting the transfer function from the Z-domain to the S-domain using the 
available methods such as zero-order hold, first –order hold, Tustin approximation 
and  matched poles and zeros methods. As a result, the use of the Fast Fourier 
Transform (FFT) is avoided. The FFT of a digital signal is defined as follow: 
1
( ) ( ) exp(-j*2* *(K-1)*(n-1)/N)N
n
X K x n π
=
= ∑                                                   (3-23) 
Where, N is the length of the digital sequence. The precision and the speed of the FFT 
calculation depend on the length of the signal (N).As the signal is padded with zero, 
the accuracy of the FFT increases. In addition, the final result of the FFT needs to be 
normalized with the signal’s length (N). So, the length N could affect the accuracy of 
the estimated impedance spectrum and this could be the reason of the amplitude 
estimation error.  Fortunately, the use of the FFT would be avoided by using the 
second approach and hence it will be used in this thesis.  
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CHAPTER 4 
PERFORMANCE OF EIS HOSDECONVOLUTION 
BASED METHOD (SIMULATION RESULT) 
 
 
In this chapter, a comparison is done between the performance of the HOS-based EIS 
and the conventional method (FFT-based) in estimating the impedance spectrum of 
electrochemical system representing a coated metal. This comparison considers 
additive Gaussian noise distorting either the output signal only or both the input and 
output signals. Also the test is done for both new coating metal model and bad 
(corroded) coating metal model in order to measure the robustness of the proposed 
method during the life cycle of the coating. The parameters of the circuit model 
representing the new and corroded coating are listed in the Table below [32].  
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Parameter New Coating corroded coating 
R1(Rpo)Ω 100e6 1e6 
R2(Rct)Ω 500e6 5e6 
C1(Cc)F 100e-12 400e-12 
C2(Cdl)F 10e-12 10e-9 
Table 4.1: Circuit parameters representing new and bad coating metal pipe 
The electrolyte resistance (Rs) is neglected in the test.A MATLAB program simulates 
the test and the Toolbox named “High order Spectral-Analysis’’ is utilized for the 
pre-defined functions used in the program [31]. The simulation tests consists of four 
different cases: 
1. The new coating model with noisy output (Gaussian noise). 
2. The new coating model with noisy input/output (Gaussian noise). 
3. The corroded coating model with noisy output (Gaussian noise). 
4. The corroded coating model with noisy input/output (Gaussian noise). 
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4.1 Case#1(The new coating model with noisy output 
(Gaussian noise)  
In this test, the performance of the two methods is measured in terms of the 
normalized estimation error: 
ˆ( ) ( )
100
( )
H f H f
H f
−
×
                                                                                                       (4-1) 
( )H f and ˆ ( )H f are the true and estimated impedance spectrums respectively. The 
normalized estimation error is calculated at different output’s SNR. The result of the 
comparison is summarized in Table 4.2 and Figure 4.1: 
SNR(dB) Normalized 
Estimation Error (%) 
HOS-based method 
Normalized Estimation 
Error (%) 
Conventional (FFT)method 
30 0.027 0.1 
20 0.057 1.00 
10 0.32 10.16 
5 0.5 32.10 
Table 4.2Case#1 Normalized estimation error for HOS and FFT based methods.  
41 
 
Figure 4.1:Normalized estimation error Vs. output’s SNR using HOS and FFT based methods 
of new coating model (Gaussian noise). 
 
From the results presented in Table 4.2 and Figure 4.1, it is clear that the normalized 
estimation error increases as the SNR reduces which is expected. Moreover, the 
performance of the HOS-based method is much better than the FFT based method 
such that the estimation error does not exceed 0.5% at 5dB while it is 32% in the case 
of FFT based method.   
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4.2 Case#2(The new coating model with noisy 
input/output (Gaussian noise): 
 
In this part, both the input and output are distorted by additive Gaussian noise. The 
input’s SNR is fixed at 10 dB while the output’s SNR is changed so that the 
normalized estimation error is measured at different SNR values. The result of 
comparison is summarized in Table 4.3 and Figure 4.2: 
 
SNR(dB) Normalized 
Estimation Error (%) 
HOS-based method 
Normalized Estimation Error 
(%) 
Conventional  (FFT)method 
30 0.05 13 
20 0.19 17 
10 0.34 22 
5 1.5 52 
Table 4.3Case#2 Normalized estimation errors for HOS and FFT based methods 
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Figure 4.2Normalized estimation error Vs.output’s SNR using HOS and FFT based methods of 
new coating model with input’s SNR of 10 dB (Gaussian noise) 
 
Although the case#2 result is similar to the findings presented in case #1, the gap 
between the performance of the FFT and HOS based method is much wider. This is 
because the ability of the HOS based method to eliminate the noise signals 
contaminating both the input and output data. 
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4.3 Case#3(The corroded coating model with noisy 
output (Gaussian noise): 
Case #3 is similar to case #1 except that the system model represents a corrode 
coating. The result of comparison is summarized in Table 4.4 and Figure 4.3: 
SNR(dB) Normalized 
Estimation Error (%) 
HOS-based method 
Normalized Estimation 
Error (%) 
Conventional (FFT)method 
30 1.3 0.1 
20 1.4 1 
10 5.2 10 
5 10 30 
Table 4.4 Case#3 normalized estimation errors for HOS and FFT based methods 
 
Figure 4.3:Normalized estimation error Vs.output’s SNR using HOS and FFT based methods 
of bad coating model (Gaussian noise). 
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4.4Case#4(The corroded coating model with noisy 
input/output (Gaussian noise): 
Case #4 is similar to case #2 except that the system model represents a corrode 
coating. The result of comparison is summarized in Table 4.5 and Figure 4.4: 
SNR(dB) Normalized 
Estimation Error (%) 
HOS-based method 
Normalized Estimation Error 
(%) 
Conventional  (FFT) method 
30 1.6 10 
20 1.9 12 
10 7.2 22 
5 12 46 
Table 4.5Case#4 Normalized estimation errors for HOS and FFT based methods 
Figure 4.4: Normalized estimation error Vs.output’s SNR using HOS and FFT based methods 
of bad coating model with input’s SNR of 10 dB 
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As a result of the HOS and FFT-based methods comparison, it is cleared that the 
HOS-based method performs much better than the FFT-based method in the case of 
noisy measurements. The improvement in terms of estimation error reduction 
becomes more significant in the case of noisy input/output signals. This is related to 
the ability of HOS-based deconvolution method in estimating the impulse response in 
present of noisy input signals unlike the conventional deconvolution algorithms. 
Figures 4.5a (amplitude) and 4.5b (phase) show the estimated impedance spectrum 
using the HOS-based deconvolution with output’s SNR of 20 dB (Case#1), while 
Figures 4.6a (amplitude) and 4.6b (phase) illustrate the estimated spectrum using the 
conventional method for the same output’s SNR. Similarly, Figures 4.7 a, b and 
Figures 4.8 a, b show the impedance spectrum estimated by the HOS and FFT based 
methods respectively for input and output’s SNR of 10 dB (Case#2). 
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Figure 4.5a The true and estimated impedance spectrum (amplitude) using HOS-based 
method with output’s SNR=20dB (Gaussian noise, case#1). 
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Figure 4.5b The true and estimated impedance spectrum (phase) using HOS-based method 
with output’s SNR=20dB (Gaussian noise, case#1). 
 
Figures 4.5 a, b show that the HOS-based deconvolution accurately estimates the 
impedance spectrum. However, for the phase part of the spectrum, there is a 
mismatch at the high frequency band and this is related to the frequency aliasing. This 
could be avoided by increasing the sampling rate and using bilinear transforms 
(Tustin approximation) for digital analog to conversion [43].    
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Figure 4.6a The true and estimated impedance spectrum (amplitude) using FFT-based 
method with output’s SNR=20dB (Gaussian noise,case#1). 
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Figure 4.6bThe true and estimated impedance spectrum (phase) using FFT-based method 
with output’s SNR=20dB (Gaussian noise, case#1). 
 
As per Figures 4.6 b, the FFT based method does not produce an accurate impedance 
spectrum (phase part) even with moderate output’s SNR (20dB).The phase mismatch 
happens clearly at the high frequency side.  
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
-4
-3
-2
-1
0
1
2
3
4
Frequency (Hz)
ph
as
e(
de
g)
 
 true impedance Spectrum
estimated impedance spectrum
51 
 
 
Figure 4.7a The true and estimated impedance spectrum (amplitude) using HOS-based 
method with output and input’s SNR=10dB (Gaussian noise,case#2). 
 
 
10
-1
10
0
10
1
10
2
10
3
10
4
0
1
2
3
4
5
6
7
x 10
8
Frequency (Hz)
M
ag
ni
tu
de
(d
B
)
 
 
true impedance Spectrum
estimated impedance spectrum
52 
 
 
Figure 4.7b The true and estimated impedance spectrum (phase) using HOS-based method 
with output and input’s SNR=10dB (Gaussian noise, case#2). 
 
From the results presented in Figure 4.7a, b, it is obvious that the HOS based method 
is robust algorithm such that it measures the impedance spectrum precisely 
(amplitude and phase). The HOS-based method maintains the perfect performance 
even with low input and output’s SNR (10dB). Note that, the high frequency band’s 
mismatch is present here also and increasing the sampling frequency can eliminate it.    
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Figure 4.8a The true and estimated impedance spectrum (amplitude) using FFT-based 
method with input and output’s SNR=10dB (Gaussian noise, case#2). 
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Figure 4.8b The true and estimated impedance spectrum (phase) using FFT-based method 
with input and output’s SNR=10dB (Gaussian noise, case#2). 
 
As per Figures 4.8a, b and unlike the HOS based method, the FFT based method is 
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spectrum. 
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improvement will occur both in the amplitude and phase spectrum as shown in 
Figures 4.7a,b and 4.8a,b. 
Another observation form the result is that the HOS based deconvolution performs 
better in the case of new coating model compared with the corroded coating model. In 
the former, the normalized estimation error reaches 0.5% in the case of noisy output 
data while for the later; the normalized estimation error is 10%. Actually, the 
frequency band of the impedance spectrum and the applied signal (input) play role in 
this performance dissimilarity. The frequency spectrum of the impedance 
representing the corroded coating is wider (Maximum frequency ≈ 16000 Hz) than 
the one representing the new coating (Maximum frequency ≈ 1600 Hz) as shown in 
Figure 4.9. During the simulation, the applied signal is identical for the two cases, 
which is a short rectangle shaped pulse with frequency spectrum shown in the Figure 
4.10. In order to have a better estimation performance, the frequency band of the 
applied signal should be as wide as the impedance spectrum or even more.   
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Figure 4.9The bode diagram for the new and corroded coating model  
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Figure 4.10The amplitude frequency response of a short rectangle pulse (the input signal)  
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4.5 Factors Affecting the Performance of HOS-based 
EIS Measurements: 
In order to achieve a better estimation performance the frequency spectrum of the 
input signal needs to be wide as possible. At the same time, the third order moment of 
the input signal should not equal zero. In other words, the applied signal has to be 
non-Gaussian signal with a wider bandwidth. However, there is a contradiction 
between the two properties. This means that as the signal becomes non-Gaussian, its 
frequency bandwidth becomes narrower. To see the effect of the third order 
momentson the performance of the HOS based method, consider the following input 
signal used as applied signal to estimate the impedance spectrum of the new coating 
model: 
i=10exp(-t/0.05)n
                                                                                 (4-2) 
As the power (n) increases, the signals becomes narrower in the time domain which 
expands the frequency spectrum of the signals and reduces the 3rd order moments as 
shown in Figure 4.11 andTable 4.6. 
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Figure 4.11: 3rd order moment Vs. the power (n) for the applied signal, i=10exp(-t/0.05)n  
Power (n)  Cutoff 
Frequency 
(Hz) 
3rd order 
Moment 
Normalized 
estimation 
error (%) 
1 1 13 0.2 
2 2 7 0.1 
3 3 5 0.07 
4 4 3.8 0.005 
10 10 1.5 0.1 
20 20 0.7 0.8 
40 30 0.3 1.6 
60 40 0.2 3.6 
80 60 0.1 5 
Table 4.6: The normalized estimation error Vs. the input signal’s 3rd order moment. 
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As per Figure 4.11 and Table 4.6, the power (n) manipulates the precision of the 
HOS-based method and by increasing the power (n), the estimation error decreases 
until the 3rd order moments reaches zero. At this point, the HOS-based method 
becomes inapplicable and the estimation error increase dramatically.So, in order to 
estimate the impedance spectrum properly, the 3rd order moment of the applied signal 
should be greater than zero. 
 
It is noticed also that the assumed order of the nominator and dominator ( ,a bn n ) of 
the impedance spectrum, which should be defined in the algorithm, could affect the 
performance of the estimation. When the assumed system’s order is greater than the 
true model’s order, the normalized estimation error reduces. Consider case#1 when 
the new coating model is estimated with noisy output data. While the true system 
order is (2, 3), theassumed order isvaried to see the effect on the estimation error and 
the result is summarized in Table 4.7: 
Order ( ,a bn n ) Normalized estimation error (%) 
(2,2) 0.1237 
(3,3) 0.1178 
(4,4) 0.0701 
(5,5) 0.0710 
(6,6) 0.0632 
Table 4.7: The normalized estimation error Vs. the assumed system order ( ,a bn n ). 
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Another factor influences the deconvolution precision is the cumulants maximum lag 
‘M’ which should be specified in the cost function (3.16) [30,31]. The parameter M is 
selected between 50 and 100 and the following estimation error produced: 
Parameter (M) Normalized estimation error (%) 
50 2.43 
70 0.2615 
90 0.1 
100 0.08 
200 0.04 
300 0.02 
400 0.03 
500 0.04 
600 0.04 
1000 0.05 
Table 4.8: The normalized estimation error Vs. the cumulant maximum lag, parameter M 
From the result, the estimation error reduces as the parameter “M” increase until M 
=400 where the error starts to increase. This relation is identical to the findings 
obtained in reference [30]. There are region in which the parameter “M” gives best 
estimation results and it depends on the system and experiment conditions (empirical 
determination) . 
62 
 
The final goal of the EIS measurement is estimating the parameters of the equivalent 
circuit model representing electrochemical system. The HOS-based method estimates 
circuits’ parameters more accurate compared with the FFT based method. This is 
because the error associated with the estimated impedance spectrum propagates to the 
estimation of the circuit parameters. To prove this outcome, LEVM (complex 
nonlinear least square curve fitting program) software [33], is used to estimate the 
parameters of the circuit representing the bad coating model. The inputs of the LEVM 
program are the impedance spectrum estimated by HOS and FFT-based methods 
(case#4 input and output’s SNR=10 dB). The result is shown in Table 4.11.   
parameter Estimation error 
(%) 
HOS-based 
method 
Estimation error 
(%) 
Conventional (FFT) 
method 
R1(1e6Ω) 2 4 
R2(5e6Ω) 1 2 
C1(400e-12F) 2 5 
C2(10e-9F) 9 14 
              Table 4.9 The estimation error of equivalent circuit parameters estimated by the 
HOS and FFT based method.  
 
So, it is clear from Table 4.11 that the HOS based method is lower in parameter 
estimation error compared with the FFT method. The improvement here is about 50% 
reduction in the estimation error.   
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4.6 Performance of the HOS-based deconvolution in 
the case of non-Gaussian noise: 
 
In addition of the additive Gaussian noise scenarios, the behavior of the HOS-based 
deconvolution is tested for non-Gaussian distribution noises (Uniform and Rayleigh). 
Table 4.9 shows the measured estimation error for approximating the impedance 
spectrum of the new coating model in the case of noisy output (Gaussian, Uniform 
and Rayleigh). In Table 4.10, a noisy input is also considered. The results show that 
the HOS-based method is robust in both the Gaussian and non-Gaussian noise 
distortion. HOS-based method has perfect performance in the case of Gaussian and 
Uniform noise than the Rayleigh noise. The similarity in the Gaussian and Uniform 
noise cases relates to the fact that they both have symmetric distribution with zero 3rd 
order moments. 
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SNR 
(dB) 
Estimation error (%) 
(Gaussian) 
Estimation error (%) 
(Uniform) 
Estimation error (%) 
(Rayleigh) 
30 0.02 0.01 0.01 
20 0.05 0.03 0.02 
10 0.3 0.2 0.4 
5 0.5 0.9 1 
Table 4.10 Estimation errors Vs. output’s SNR at different noise distributions using HOS-
based EIS for new coating model. 
 
SNR 
(dB) 
Estimation error (%) 
(Gaussian) 
Estimation error (%) 
(Uniform) 
Estimation error (%) 
(Rayleigh) 
30 0.05 0.02 0.1 
20 0.1 0.1 0.2 
10 0.3 0.2 0.7 
5 1 1 2 
Table 4.11 Estimation error Vs. output’s SNR at different noise distributions using HOS-
based EIS for new coating model with input’s SNR=10 dB. 
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4.7Discussions and Conclusions: 
In this chapter, HOS (3rd Order Cumulants) Deconvolution based method used for 
EIS measurement is proposed. A comparison is done between the proposed method 
and the conventional FFT based method in estimating the impedance spectrum of a 
new and corroded coating metal model. The comparison is measured in terms of 
normalized estimation error considering additive Gaussian noise which distorts either 
the output signal only or both the input and output signals. A MATLAB program 
simulates the experiment and the following points are the main results of the test: 
1. The HOS-based method estimates the impedance spectrum with lower 
estimation error compared with the FFT based method. 
2. When both the input and output signals are contaminated by additive Gaussian 
noise, the improvement in the estimation precision using the HOS-based 
method is much clear. 
3. A proper selection of the applied signal is required such that the third order 
moment of the signal should be greater than zero. In addition, the frequency 
spectrum of the input signal needs to be as wide as possible. 
4. When the assumed model’s orders are greater than the true model’s order, the 
normalized estimation error starts reduce. 
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5. There are regions in which the cumulants maximum lag “M” gives best 
estimation results and it depends on the system and experiment conditions 
(empirical determination). 
6. The HOS-based method is robust algorithmfor both Gaussian and non-
Gaussian noise distributions. 
7. HOS-based method has perfect performance in the case of Gaussian and 
Uniform noise compared with the Rayleigh noise. 
8. Using the direct approach in estimating the frequency spectrum using digital 
to continuous transfer function conversation rather than using the FFT method 
gives better results. This direct method does not require any amplitude 
modification of the estimated frequency spectrum. 
9. The HOS-based method estimates parameters of the equivalent circuit 
representing the coated metal more precisely compared with the FFT based 
method. The improvement is about 50% reduction of the normalized 
estimation error.  
10. Although there is a big gap between the performance of the HOS-based and 
FFT based methods in estimating the impedance spectrum. The estimated 
circuit parameters using the two methods are similar in some cases. This 
happens when the level of the noise is low. The reason of this similarity is 
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theability of LEVM software in filtering out the noise by matching the output 
data to the required impedance spectrum.  
 
The second part of this thesis focuses on the second step in the EIS, which is finding 
the circuit model’s parameters. The CNLS estimates the circuit parameters using 
curve fitting of the EIS data produced either by FFT or FRA [34-38],[42]. There is 
possibility to find directly the circuit parameters in a noisy environment by one step. 
This can be achieved using a suitable adaptive filtering technique with a proper cost 
function in terms of the current and voltage across the tested system. This is discussed 
in detail in the next chapter.  
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CHAPTER 5 
ADAPTIVE FILTERING 
In the case of the HOS deconvolution, the electrochemical system’s components are 
obtained indirectly. The frequency response is measured followed by the components 
estimation using the curve fitting techniques. On the other hand, using different 
adaptive filtering techniques (least square and steepest Descent) can give a direct 
estimation of the system’s components. This could be accomplished by building the 
cost function in terms of the circuit’s parameters: 𝑅𝑆, 𝑅𝑝𝑜, 𝑅𝑐𝑡 ,𝐶𝐶 and 𝐶𝑑𝑙,. In this 
section, a combination of least square and steepest descent adaptive filtering is used. 
Adaptive filters are systems that react to variations in their environment by adapting 
their internal structure in order to meet certain performance specifications. It is 
considered as optimization tool that could be used to estimate specific variables in a 
noisy environment. 
The adaptive filtering systems are widely used in communications, signal processing 
and control. 
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The applications of the adaptive filtering are found in many areas. For example, it is 
used in signal processing applications such as noise cancellation, deconvolution and 
adaptive beam forming. The telecommunication application includes channel 
equalization, channel estimation and echo cancelation. Moreover, adaptive filtering 
systems are utilized in control system applications for inverse control systems, active 
control of sound / Vibration and elimination of plant disturbance. 
One of the main adaptive filtering applications is the channel estimation in which the 
channel properties in term of fading, scattering and power attenuation are defined. 
The main objective of the electrochemical impedance spectroscopy is to determine 
the impedance spectrum which could be treated as channel. So, there is possibility to 
apply adaptive filtering techniques in order to estimate the impedance spectrum. The 
two main AF techniques (Least Squares and Steepest Descent), which are used in 
proposed AF-based EIS, are explained briefly in the next sections. 
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5.1 Least Squares 
 
If there is an (n × 1) vector y and (n× m) observation matrix H, the least squares 
problem looks for  (m×1) weight vector w that solves the following cost function 
[39]:  
2min
w
y Hw−
                                                                                     
(5-1) 
The solution of the above cost function (weight vector w) is unique if, and only if the 
column of data matrix H are linearly independent. This requires that the number of 
rows is greater than or equal the number of column (n ≥ m). By validating the above 
condition, the weight vector is given by: 
                                                                              (5-2) 
 
In some cases, there are many solutions of the vector w when the product *H H is 
singular.   
 
* 1 *( )Hw H H y−=
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5.2 The Steepest Descent 
The Steepest Descent [SD] is a method that will approximate the optimal solution of a 
linear estimator in iterative manner [39]. The need of the SD highlights when the 
optimal solution of linear estimation problem cannot be described in closed form. 
Consider a zero-mean random variable d with variance 2dσ , zero mean random row 
vector u and correlation matrix uR = 
*Eu u >0. The solution of a linear least squares 
estimation problem: 
2min
w
E d uw−
                                                                                        
(5-3) 
is given by the weight vector w: 
1 .u duw R R
−=
                                                                                              (5-4) 
In this situation, the cost function is quadratic in w and it has a global minimum at 
𝑤𝑜. However, in some cases, the correlation matrix uR is not invertible and hence 
there is no closed form solution. The SD algorithm can determine the optimal solution 
(w) recursively with initial guess 1w − : 
                                                                       (5-5) 1
, 0i iw w p iµ−= + ≥
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µ is the step size and p is the update direction vector which equals the gradient of the 
cost function with respect to the weight vector: 
 
2( )J w E d uw= −
                                                                                          (5-6)
 
In order to have a success estimation of the weight vector (w), the value of the step 
size µ should be in the region (0 < µ < 2/ maxλ ). The ( maxλ ) is the maximum 
eigenvalue of the correlation matrix uR . In addition and to insure the fastest 
converges of the solution, the step size µ should equal max min2 / ( )λ λ+ , where minλ  
represents the smallest eigenvalue of the correlation matrix uR .   
 
 
 
 
 
 
 
*
1[ ( )]w ip B J w −= − ∇
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5.3 EIS measurement using Adaptive Filtering 
Algorithm 
 
The main objective of EIS is to determine the frequency response of the impedance 
system. There is another approach of the previous objective which is finding directly 
the parameters of the equivalent circuit representing the impedance system. The 
adaptive filtering techniques could estimate these parameters by minimizing a pre-
defined cost function in terms of the required circuit’s parameters. 
Consider the following simple RC circuit: 
 
 
 
Z R jwC= +  
Figure 5.1: RC circuit 
 
If a galvanostaticmode is used in the analysis of the above circuit where a constant 
current is across this circuit applied at different frequencies, different output voltages 
are obtained. In this case, there will be two data vectors for the applied current and 
the output voltage, which are equivalent to the vectors y and H respectively used in 
R C 
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the Least Squares solution. As a result, the least square AF algorithm could estimate 
the parameters R and C by solving (5.1) using (5.2): 
 
 
 
 
Where w is the circuit parameters (R&C),H is the current matrix at which the circuit 
is stimulated and y is the output voltage data. 
The second model circuit, which can be analyzed using AF, is the circuit representing 
the Randles cell model shown in the Figure (5.2): 
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1
ct
s
ct dl
RZ R
jwR C
= +
+  
Figure 5.2: Randles Cell circuit model [41] 
 
The Randles cell is one of the simplest and most common cell models. It includes a 
solution resistance (𝑅𝑠), a double layer capacitor (𝐶𝑑𝑙) and a charge transfer or 
polarization resistance (𝑅𝑐𝑡, 𝑅𝑝𝑜). In addition to being a useful model in its own right, 
the Randles cell model is often the starting point for other more complex models. 
For the Randles Cell model, the equivalent circuit impedance is not a linear 
combination of the parameters. So, the LS method cannot be utilized in this case. 
Alternatively, the Steepest Descent can be used with the following cost function: 
2( )   J Z E V IZ= −
                                                                                  (5-7) 
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while Z is the required impedance, V and I are the Z-transform of the voltage and 
current signals respectively.The solution of the cost function (5.7) is the recursive 
equation (5.5) and the weight vector is function of the circuit’s parameter .To find the 
update direction vector P, a partial gradient of the cost function is calculated with 
respect of the circuit parameters as outlined below: 
                                                  (5-8) 
                                                                                           (5.9) 
                                                                     (5-10) 
 
Where, L=1 for the mean square error optimization and the error (e) equals the cost 
function (5.7) 
                                                                                                             (5-11) 
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                                                                                                                     (5-12) 
                                                                                          (5-13) 
                                                                                              (5-14) 
 
Finally, the following recursion equation estimates the circuit parameters R1, R2 and 
C1: 
 
                                          (5-15) 
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The parameters of the circuit representing the coated metal (Figure 3.3) are estimated 
by the same SD algorithm used for the Randles cell model. The recursion equation 
estimates the circuit parametersof the coated metal is: 
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CHAPTER 6 
PERFORMANCES of EIS ADAPTIVE FILTERING 
BASED METHOD (SIMULATION RESULT) 
 
In this chapter, the performance of the AF based method is examined in terms of the 
normalized error of the estimated parameters. A MATLAB program simulates a 
galvonostatice mode test where a constant current (frequency domain) is applied to 
the electrochemical cell producing output voltage. In order to measure the robustness 
of the AF algorithms, a noise signals are added to both the input and output signals 
with either Gaussian or non-Gaussian distribution. The test is done for both Randles 
cell as well as coated metal models. 
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6.1 Randles Cell model 
A dummy Randles cell model is selected with the following parameters: 
 
Parameter  Value  
R1(solution resistance) 10Ω 
R2(Polarization resistance) 100Ω 
C1(double layer capacitance) 100e-6 F 
Table 6.1: Randles Cell’s Parameters. 
 
In this test, two different cases for each noise distribution is made such that in case#1, 
the noise is introduced in the output side only, While in case #2, the noise was added 
at the input (fixed at 20 dB) and output sides. As explained in chapter 5.2, a SD 
algorithm is utilized for the parameter estimation for the Randles model.  
6.1.1 Case #1 (The Randles Cell model with noisy 
output (Gaussian noise) : 
 
At the beginning, it is noticed that the SD algorithm gives an accurate estimate for 
R1. However, the estimation for the other parameters (R2&C1) is imperfect. In order 
to take the advantage of the R1 estimation, the LS method is used after the voltage 
contribution of R1 is removed fromthe voltage output data. This means that a voltage 
division rule is utilized to get the voltage dropped across the parallel section of the 
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circuit (R2, C1). After that and since the LS circuit is suitable for the series circuit 
configuration, the LS method will estimate the admittance instead of the impedance 
according to the new voltage data resulted from the voltage division. Table 6.2 shows 
the result of the circuit estimation: 
 R1 R2 C1 
SNR(dB) Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 10 0 99 1 47e-6 53 
10 10 0 101 1 6.1e-6 100 
5 10 0 113.6 13.6 0.2e-6 100 
Table 6.2 The estimated values and estimation error of the Randles Cell’s parameters Vs. 
output’s SNR. 
 
The result shows accurate R1 estimation while the precision for the other parameters 
decreases as the SNR increases. Fortunately, the accuracy of R2&C1 could be 
improved if they are estimated at the low frequency band of the spectrum (see Table 
6.3). 
SNR(dB) 
Frequency bandwidth included in the test (Hz) 
1000 500 100 
20 1.3 0.0% 0.0% 
10 14% 4% 0.2% 
5 33.2 12 0.9 
Table 6.3 C1’s Estimation error Vs. Frequency points processed for different SNR values.  
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In the low frequency side of the spectrum, there is a contribution of the parallel 
section of the circuit to the overall impedance. This is because the impedance of the 
capacitor (C1) is very large at the low frequency band and it decrease as the 
frequency increases. At the high frequency part of the spectrum, the R1 is the 
dominant part of the circuit.  
Table 6.4 shows the final result of the AF algorithm in estimating the circuit 
parameters of the Randles cell model after implementing the following modification 
steps:    
1. Applying SD algorithm to estimate the R1 while using LS algorithm to 
estimate the R2 and C1. The LS method will be used after getting the voltage 
dropped across the parallel section of the circuit based on the estimated value 
of the R1. 
2. While R2 and C1 are estimated at the low frequency band of the spectrum, 
the data measured at the full frequency spectrum is considered for estimating 
R1.  
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 R1 R2 C1 
SNR(dB) Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 10 0 100 0 100e-6 0 
10 10 0 101 1 99.8e-6 0.2 
5 10 0 101 1 98 2 
 
Table 6.4 The estimated values and estimation error of the Randles Cell’s parameters Vs. 
output’s SNR(Gaussian noise). 
 
6.1.2 Case #2 (The Randles Cell model with noisy 
input/output (Gaussian noise) : 
 
The test’s result is summarized in Table 6.5: 
 R1 R2 C1 
SNR(dB) Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 10 0 100 0 101e-6 
 
1 
10 10 0 101 
 
1 102e-6 
 
2 
5 9 
 
10 105 
 
5 97e-6 
 
3 
 
Table 6.5The estimated values and estimation error of the Randles Cell’s parameters Vs. 
output’s SNR with input’s SNR of 20 dB(Gaussian noise).  
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The result shows that AF based method is capable to estimate the Randles Cell’s 
parameters directly with maximum estimation error of 2% with output’s SNR of 5 
dB. However, this performance is not met for noisy input/output data such that the 
minimum input SNR at which the AF-based method is operational is 20 dB while it is 
10 dB for HOS-based method. In cases 3, 4, 5 and 6, Uniform and Rayleigh noise are 
considered to see the flexibility of the AF based method with different noise statistics.   
6.1.3 Case #3 (The Randles Cell model with noisy 
output (Uniform noise) : 
The test’s resultis summarized in Table 6.6: 
 R1 R2 C1 
SNR(dB) Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 10 0 101 
 
1 100e-6 0 
10 10 0 101 1 97.4e-6 
 
2.5 
5 10 0 99 
 
1 94e-6 
 
6 
 
Table 6.6 The estimated values and estimation error of the Randles Cell’s parameters Vs. 
output’s SNR( uniform noise).  
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6.1.4 Case #4 (The Randles Cell model with noisy 
input/output (uniform noise) : 
The test’s resultis summarized in Table 6.7: 
 R1 R2 C1 
SNR(dB) Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 10 0 101 
 
1 99e-6 
 
1 
10 10 0 102 
 
2 97e-6 
 
3 
5 12 
 
20 106 
 
6 88e-6 
 
12 
 
Table 6.7 The estimated values and estimation error of the Randles Cell’s parameters Vs. 
output’s  SNR with input’s SNR of 20 dB (uniform noise). 
6.1.5 Case #5 (The Randles Cell model with noisy 
input (Rayleigh noise) : 
The test’s resultis summarized in Table 6.8: 
 
 R1 R2 C1 
SNR(dB) Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 11.6 
 
16 98 
 
2 103e-6 
 
3 
10 15 
 
50 94 
 
6 111e-6 
 
11 
5 19 
 
90 89 
 
11 120e-6 
 
20 
 
Table 6.8 The estimated values and estimation error of the Randles Cell’s parameters Vs. 
output’s SNR ( Rayleigh noise).  
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6.1.6 Case #6 (The Randles Cell model with noisy 
input/output (Rayleigh noise) : 
The test’s resultis summarized in Table 6.9: 
 
 R1 R2 C1 
SNR(dB) Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 11 
 
10 94 
 
6 107e-6 
 
7 
10 15 
 
5 91 
 
9 86e-6 
 
14 
5 19 
 
90 86 
 
14 125e-6 
 
25 
Table 6.9 The estimated values and estimation error of the Randles Cell’s parameters Vs. 
output’s SNR withinput’s SNR of 20 dB(Rayleigh noise).  
 
For Uniform noise conditions, the estimation error is usually greater than estimation 
error resulted in the case of Gaussian noise signals. In addition, the AF could not 
estimate the circuit parameters with accepted accuracy figures in the case of Rayleigh 
noise signals.   
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6.2 Coated Metal Model: 
In order to compare between the performances of the AF and the HOS-based 
methods, the same corroded coated model tested in chapter 4 is considered in this 
chapter. The AF estimation method consists of five main steps: 
1. Applying the SD method to estimate the R1 (solution /electrolyte resistance). 
2. A Voltage division tool is used to find the voltage dropped across the parallel 
section of the circuit followed by a LS method in order to estimate C1 (coating 
capacitor). 
3. A current division algorithm is used to find the current passing through the 
(R2+R3//C2) section of the circuit.  
4. Based on the current resulted from step#3, a SD method is applied to estimated 
R2 (polarization resistance). 
5. Finally, the R3 (charge transferresistance) and C3 (double layer capacitance) are 
measured using the LS method in terms of admittance after the voltage across 
them is obtained by the voltage division rule.  
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Table 6.10 and 6.11 show the parameters’ normalized estimation error for the noisy 
output and noisy input/output cases respectively with Gaussian distributions: 
 
 R1 R2 C1 C2 
SNR 
(dB) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 1.01e6 1 5e6 0 402e-12 0.5 10e-9 0 
10 1.0e6 0 5e6 0 394e-12 1.5 9.9e-9 1 
5 1.0e6 0 5.1e6 2 377e-12 6 9.9e-9 1 
 
Table 6.10 The estimated values and estimation error of the Coated  metal model’s 
parameters Vs. output’s SNR (Gaussian noise) 
 
 R1 R2 C1 C2 
SNR 
(dB) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 1.0e6 0 4.8e6 4 408e-12 2 10e-9 0 
10 9.8e6 2 4.7e6 6 460e-12 15 10.3e-9 3 
5 1.1e6 10 5.4e6 8 384e-12 4 9.1e-9 1 
 
Table 6.11 The estimated values and estimation error of the Coated  metal model’s 
parameters Vs. output’s SNR with input’s SNR of 20 dB(Gaussian noise). 
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Tables 6.10 and 6.11 show that the AF –based method estimates directly the circuit’s 
parameters of the coated metal with higher estimation error (6%) compared with 
Randles Cell model (2%). This is related to the number of steps involved in the 
coated metal estimation and the possibly of error propagation. 
 
For the non-Gaussian noises distributions (Uniform & Rayleigh), it is noticed that, the 
performance is similar to the Gaussian case (see Tables 6.12 and 6.13). However, the 
AF based method does not estimate the circuit parameters adequately when the input 
is also disturbed by noise signals.  
 
 
 R1 R2 C1 C2 
SNR 
(dB) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 1.0e6 0 4.8e6 4 397e-12 1 10e-9 0 
10 1.0e6 0 5.1e6 2 400e-12 0 9.9e-9 1 
5 1.01e6 1 5.1e6 2 371e-12 7 9.9e-9 1 
 
Table 6.12 The estimated values and estimation error of the coated metal model’s parameters 
Vs. output’s SNR (Uniform noise). 
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 R1 R2 C1 C2 
SNR 
(dB) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(Ω) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
Estimated  
Value(F) 
Estimation 
error (%) 
20 1.01e6 1 4.96e6 1 399e-12 0.2 10e-9 0 
10 1.01e6 1 4.96e6 1 397e-12 1 10.0e-9 0 
5 1.01e6 1 4.96e6 1 394e-12 2 10.0e-9 0 
 
Table 6.13 The estimated values and estimation error of the coated metal model’s parameters 
Vs. output’s SNR ( Rayleigh noise). 
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6.3 Discussion and Conclusion: 
In this chapter, theAF based method used for EIS measurement is proposed. The 
accuracy of the AF-based method is tested for estimating the equivalent circuit’s 
parameters representing Randles cell as well as the corroded coated metal models. 
The normalized estimation error is calculated for the two models in the case of noisy 
input and output data. A MATLAB program simulates the experiments and the 
following points are the main results of the test: 
1. The AF –based method is adequate technique for impedance spectrum 
estimation in the case of noisy output. The maximum estimation error is2% 
for Randles Cell and 6% for coated metal at 5 dB SNR (Gaussian noise).  
2. Compared with the HOS and FFT-based methods, the AF-based method 
estimates the impedance spectrum with same accuracy as the HOS and better 
than the FFT in the case of noisy output data with Gaussian distribution noise. 
3. The AF –based method could not estimate the impedance spectrum properly 
in the case of noisy input. The minimum input’s SNR at which the AF-based 
method is operational is 20 dBwhile it is 10 dBfor HOS-based method. 
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4.   For electrolyte resistance (R1) estimation, the data measured at the whole 
frequency spectrum will be considered. For the rest of the parameters, the 
estimation is carried out at the low frequency band of the spectrum. However, 
the determination of the low frequency bandwidth is empirical.   
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CHAPTER 7 
EIS DIFFERENT MEASUREMENTS 
COMPARISON (PRACTICAL EXPERIMENT): 
 
In order to support the theoretical results obtained in chapters 5 and 6, an experiment 
is done using the instrument called Biologic VMP3 Multichannel workstation shown 
in Figure 7.1.[40] 
 
Figure 7.1 Biologic VMP3 Multichannel workstation EIS system 
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The VMP3 is equipped with potentiostats and galvanostatic modes of operation 
which are capable of performing Electrochemical Impedance Spectroscopy (EIS) 
measurements. This option provides an integrated sine wave generator and frequency 
response analyzer features which are built onto the plug-in potentiostat module. The 
frequency range of the VMP3 is from 10 μHz to 1 MHzand it depends on the Fourier 
transform technique for measuring the impedance spectrum.  
In the practical experiment, the VMP3 is used to measure the impedance spectrum of 
three systems: 
1. Electrical circuit #1: represents a Randles Cell model with the parameters 
R1=10Ω, R2=100Ω and C1=100e-6F.(see Figure 7.2) 
2. Electrical circuit #2: represents a coated metal model with the parameters 
R1=9.84KΩ, R2=9.77KΩ, R3=9.83KΩ, C1=8e-6F and C2=86e-6F.(refer 
toFigure 7.3) 
3. Electrical circuit #3: The VMP3text Box -1 which is used for a calibration 
purposes. This box is an electrical circuit which can represents a coated metal. 
The parameters of the circuits are R1=599Ω, R2=1000Ω, R3=3570Ω, 
C1=10e-9F and C2=2.2e-6F. 
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Figure7.2: Randles cell circuit model. 
 
Figure7.3: Coated metal circuit model. 
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Figure 7.4: VMP3 Test Box-1. 
7.1VMP3& HOS-based method Comparison: 
In the experiment, the tested circuit is connected to one of the 16-independent VMP3 
channels and software called EC-Lab measuresboth the impedance spectrum and 
parameters of the tested circuit. Figure 7.5 shows the setup of the experiment while 
Figure 7.6 displays a snapshot of the EC-Lab software.  
97 
 
 
Figure 7.5: The Experiment Setup. 
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Figure 7.6: The EC-Lab configuration and result page. 
For the Randles cell circuit model, it is observed that the VMP3 produces a very 
efficient estimation of the impedance spectrum with normalized estimation error of 
0.01%.  
In comparison with the HOS-based method, the same input and output signals 
produced by VMP3 obtained through the data acquisition property could not be used 
in the HOS-algorithm. This is because the obtained input signal is not sampled as per 
the Nyquist sampling rate. In addition, the 3rd order moment of the input signal is 
around zero which will make the HOS-based technique inactive. So, the comparison 
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is done between the experimental results of the VMP3 and the theoretical results 
(MATLAB simulation) of the HOS-based method. Based on the above comparison, 
the HOS-based method performs better than the VMP3 such that normalized 
impedance estimation error does not exceed 0.0006% while it is 0.01% in the case of 
VMP3. Figure 7.7a, b and c show the estimated impedance spectrum produced by 
both the HOS-based method and VMPS3 over two frequency sections (low and high). 
 
Figure 7.7a: The true amplitude impedance spectrum, experimental 
amplitude impedance spectrum (VMP3) and estimated amplitude 
impedance (HOS) spectrum over the low frequency side (Randles Cell 
model).  
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Figure 7.7b: The true amplitude impedance spectrum, experimental 
amplitude impedance spectrum (VMP3) and estimated amplitude 
impedance (HOS) spectrum over the high frequency side (Randles Cell 
model). 
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Figure 7.7c: The true phase impedance spectrum, experimental phase 
impedance spectrum (VMP3) and estimated phase impedance 
(HOS) spectrum (Randles Cell model). 
 
Moreover, the HOS-based method shows efficient estimation even with the exist of 
the noise and its normalized estimation error at low output’s SNR is close to the 
estimation error of VMP3 (see Table 7.1) 
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SNR(dB) Normalized estimation error (%) 
20 0.01 
15 0.02 
10 0.03 
5 0.06 
 
Table 7.1: Output’s SNR (Gaussian) vs. the normalized estimation error of the 
estimated impedance spectrum for the Randles cell by the HOS-based method 
 
Regarding the direct parameter estimation using AF techniques, it estimates the 
circuit parameters better than the VMP3 such that it gives the exact values of the 
parameters in the case of 20dB output’s SNR (refer to Table 6.4). 
The comparison ismade with other circuits that represent a coated metal. The coated 
metal can be represented with several models such as the two models shown in the 
Figure below [29]: 
 
 
 
Figure 7.8: Circuit models for coated metal. 
R1 R1 
R2 
R2 
R3 
R3 
C1 
C1 C2 
C2 
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For both models, the experiment shows that he HOS –based method measures the 
impedance more precisely than the VMP3 in the frequency range : 1Hz-10kHz  as 
shown in Figures 7.9 a, b (model A) and 7.9 c, d (model B): 
 
Figure 7.9a: The true amplitude impedance spectrum, experimental amplitude 
impedance spectrum (VMP3) and estimated amplitude 
impedance (HOS) for coated metal model A. 
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Figure 7.9b: The true phase impedance spectrum, experimental phase 
impedance spectrum (VMP3) and estimated phase impedance 
spectrum (HOS) for coated metal model A. 
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Figure 7.9c: The true amplitude impedance spectrum, experimental amplitude 
impedance spectrum (VMP3) and estimated amplitude 
impedance spectrum (HOS) for coated metal model B. 
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Figure 7.9d: The true phase impedance spectrum, experimental phase 
impedance spectrum (VMP3) and estimated phase impedance 
spectrum (HOS)for coated metal model B. 
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In addition, the normalized estimation error is reduced using the HOS-based method 
compared with VMP3 as per Table 7.2.  
 
Circuit 
Model 
Normalized Estimation Error 
HOS-based method 
Normalized Estimation Error 
VMP3 
A 0.06 0.1 
B 0.0003 0.003 
 
Table 7.2: Normalized estimation error for HOS-based method and VMP3 in 
estimating the circuit model A&B.  
 
 
7.2VMP3 &AF-based method Comparison: 
The test box-1 is used to compare the performance of the direct parameter estimation 
using AF-based method and the VMP3. The VMP3’s input and output data could not 
be used as input to the AF algorithm since they are not uniformly spaced. So, the 
comparison is done between the experiment results of the VMP3 and the theoretical 
results (MATLAB simulation) of the AF-based method. The result illustrates that the 
AF-based method approximates the circuit parameters more accurately than the 
VMP3 as shown in Table 7.3. 
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Parameter Estimator error (%) 
AF-based method 
Estimator error (%) 
VMP3 
R1 1.8 1 
R2 0 1 
R3 0.02 0.5 
C1 5 12 
C2 0 1 
 
Table 7.3: Normalized estimation error for HOS-based method and VMP3 in 
estimating the circuit’s parameters for Test Box-1.  
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7.3 Discussion and Conclusion: 
In this chapter, the performance of the HOS and AF based methods is compared with 
experimental results produced by spectroscopy instrument called VMP3 (Bio-
Logic).The results show that both the HOS and AF based methods execute the 
impedance measurements more accurate than the VMPS3 when a proper input signal 
is applied. For HOS-based method, the applied signal should be sampled as per the 
Nyquist theorem and the frequency band should be wide enough to cover the whole 
impedance spectrum. In addition, the 3rd order cumulant of the applied signal should 
be greater than zero. For the AF based method, the input and output signals need to be 
uniformly sampled in the frequency domain.  
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CHAPTER 8 
Conclusion 
In conclusion, two new EIS measurements techniques are proposed in this thesis 
which are HOS deconvolution and AF based methods. These approaches are 
recommended to overcome the drawbacks of the existing EIS techniques in terms of 
noise immunity for time domain methods and long measurement timefor frequency 
domain methods. The HOS deconvolution based method depends on the third order 
moments of both the input and output signals which eliminates the symmetrical 
distribution noise signals. To reach the optimum performance of the HOS based 
technique, a proper selection of the applied signal is required to insure that the signal 
is non-Gaussian and has a wide frequency bandwidth. In addition, a suitable selection 
of the system’s assumed order and the cumulant maximum lag parameter (M) are 
needed. Experimental and simulation results show the robustness of the HOS-based 
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method in the case of Gaussian and non-Gaussian noise distributions. The maximum 
normalized estimation error is 1% in the case of noisy output and 2% in the case of 
noisy input/output data. This maximum normalized estimation error is calculated at 
the worst scenario where the input and output signals are disturbed with non-Gaussian 
noise (Rayleigh) with input and output’s SNR of 10dB and 5dB respectively.  
The second proposed EIS method is applying adequate adaptive filtering (AF) 
algorithms in order to directly estimate the parameters of the equivalent circuit 
representing an electrochemical system. This is could be achieved by designing a cost 
function in terms of circuit parameters and choosing specific AF algorithm that 
performs optimistic minimization of the cost function. As per experimental and 
simulation results, the AF estimates the circuit’s parameters precisely in the case of 
noisy output data.The maximum normalized estimation error is 2% for Randles Cell 
circuit and 6% for coated metal modelat 5 dB output’sSNR (Gaussian noise). 
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AF                                   Adaptive Filtering 
EIS                                   Electrochemical Impedance Spectroscopy 
SD                                   Steepest Descent 
LS                                    Least Square 
HOS                                 High Order Statistics 
SNR                                 Signal to Noise Ratio 
NDT                                 Non Destructive Testing 
FAR                                 Frequency Response Analyzer 
PSD                                 Phase Sensitive Detection 
FFT                                  Fat Fourier Transform 
K-K                                  Kramers-Kronig 
LTI                                   Linear Time Invariant  
FIR                                   Finite Impulse Response 
MPS                                 Minimum Phase System 
NMPS                              Non minimum Phase System 
CNLS                              Complex Nonlinear Least Square 
i.i.d                                   Independent and identically distributed 
𝑐𝑛
𝑥(𝐾1,𝐾2, …𝐾𝑛−1)          Nth order Cumulant of random process (x) 
𝑚𝑛
𝑥(𝐾1,𝐾2, …𝐾𝑛−1)        Nth order moment of random process (x) 
𝑚𝑛
𝐺(𝐾1,𝐾2, …𝐾𝑛−1)        Nth order moment of Gaussian random process (G) 
𝐶3
𝑥(𝑤1,𝑤2)                      2nd order Spectrum (bi-spectrum) of random process (x) 
𝐶4
𝑥(𝑤1,𝑤2,𝑤3)                3rd order Spectrum (tri-spectrum) of random process (x) 
𝑛𝑎                                    Estimated dominator’s order of H (Z), system frequency response 
𝑛𝑏                                    Estimated nominator’s order of H (Z), system frequency response 
𝑐𝑣𝑤𝑣(𝜏1, 𝜏2)                     3rd order cross Cumulant between the input (v) and output (w)  
𝑐𝑣𝑣𝑣(𝜏1, 𝜏2)                      3rd order Auto Cumulant of the input signal (v)  
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