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We use refined Strichartz estimates to prove profile decompositions for the wave equation in
Ḣ1/2(Rd) and for the Klein-Gordon equation in H1/2(Rd); the former is an alternative proof
of a result originally obtained by Ramos, while the latter is a new result.
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Sequentially compact sets - that is, sets in which every sequence has a convergent subsequence
- have many useful analytical properties, such as the result that continuous functions attain
their extrema on compact sets. The Heine-Borel theorem asserts that every closed and
bounded subset of a finite-dimensional normed space is compact. However, this result fails
in infinite-dimensional spaces, such as Sobolev spaces (which are the focus of this paper).
Thus the question arises as to whether we can find a weaker form of compactness which still
allows us to extract some useful results such as locating extrema of continuous functions.
A corollary of the Banach-Alaoglu theorem tells us that every bounded sequence in a
Hilbert space has a weakly convergent subsequence [4]. This is an important result, but
its applications are limited by the difficulty of establishing the continuity of functions with
respect to the weak topology.
An alternative approach is to construct what is known as a profile decomposition: roughly
speaking, given a bounded sequence fn in a Sobolev space, we try to prove the existence of a





n are known symmetries acting on the space.






converges to zero in some weaker norm - in our case, an appropriate Lp norm. We can think
of the symmetries p
(j)
n as characterising all the ways in which compactness can fail (i.e. all
the ways a bounded sequence can fail to converge); often these symmetries include operations
such as translations and rescalings (dilations). Note that in general it is impossible to show
that the error terms converge to zero in the Sobolev norm itself, as there are too many ways
for a sequence to fail to converge with respect to this stronger norm. In order to ensure
that the profiles are decoupled from each other, we have to prove that the symmetries p
(j)
n
exhibit so-called ‘asymptotic orthogonality’; as the name suggests, this implies that the inner
product of any two distinct profiles approaches zero as n→∞.
The principles underpinning the profile decomposition and compactness defects were first
studied in detail by Lions in [13]. In this paper, Lions applied these ideas to the calculus
of variations, in particular giving a proof of the existence of maximisers to the Sobolev
embedding. These concepts were developed further by Gérard in [9] to give a description of
the compactness defects of the Sobolev embedding.
The profile decomposition in its current form first appeared in [18], as part of an analysis
of the Palais-Smaile condition. The profile decomposition was used in [12] to determine the
optimal constant in the classical Sobolev embedding inequality.
The profile decomposition for Sobolev spaces can be found in [1]; profile decompositions
were proven for the Schrödinger equation in [15], [3] and [7], and for the wave equation in
[16]. A profile decomposition for the Klein-Gordon equation in the Sobolev space H1(R2)
was proven in [11].
Applications of the profile decomposition include proving the existence of maximisers to
various inequalities, and investigating properties of solutions to non-linear dispersive partial
differential equations; see [12] and the references therein.
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In this paper, we construct three profile decompositions. In all three cases, the proof
of the profile decomposition itself is very similar once we have established the appropriate
symmetries and asymptotic orthogonality conditions, and proven some necessary properties.
First, we construct a profile decomposition for elements of `2(Z). As we will see, the
only symmetry that causes a defect in compactness in this space is the translation operator,
which means that the calculations involved are quite simple. This allows us to focus on the
general structure of the proof of the profile decomposition itself, as a ‘warm-up’ for the more
complicated profile decompositions in the later chapters.
Secondly, we construct a profile decomposition for weak solutions to the wave equation
of the form eit|∇|f , where f is an element of the homogeneous Sobolev space Ḣ1/2(Rd). A
version of this result was already proven in [16], but we take an alternative approach to the
proof, inspired in part by [11].
Finally, we prove the main result of this paper - a profile decomposition for weak solu-
tions to the Klein-Gordon equation of the form eit
√
1+|∇|2f, where f is an element of the




We define N to include 0, thus
N := {0, 1, 2, 3, . . . }.
We also define the dyadic integers
2Z := {2m : m ∈ Z},
with subsets 2N and 2−N defined in the obvious way.
Given a tuple x = (x1, x2, . . . , xd), we let
x′ := (x2, . . . , xd)
(so that x = (x1, x




Furthermore, given α = (α1, α2, . . . , αd) ∈ Nd we set
xα = xα11 x
α2
2 · · · x
αd
d .
We also introduce some notation for partial derivatives: letting ∂mj f denote the mth
partial derivative of f with respect to the jth variable, we set
∂αf := ∂α11 ∂
α2
2 · · · ∂
αd
d f.
We let C∞(Rd) denote the set of all smooth (infinitely differentiable) functions on Rd,
and we let C∞0 (Rd) denote the set of all C∞(Rd) functions with compact support. Given a
set S ∈ Rd, we let 1S denote the characteristic function (i.e. indicator function) of S.
Given an integer j, we let ej be the tuple or sequence (as appropriate from the context)
with jth component equal to 1 and all other components equal to 0.
The unit (d − 1)-sphere in Rd is denoted by Sd−1, i.e. Sd−1 consists of all ω ∈ Rd such
that |ω|= 1.
We use Id to denote the d× d identity matrix. Recall that a d× d rotation matrix R is
a matrix with R−1 = RT and detR = 1; it is easy to see that this implies |Rx|= |x| for any
x ∈ Rd. Given ω ∈ Sd−1, we let Rω be a d × d rotation matrix such that Rωω = e1. Note
that in general Rω is not uniquely defined, but to simplify matters we assume that Re1 = Id
and R−ω = −Rω for every ω ∈ Sd−1.
Given two functions A and B, the expression A . B means that there exists some c > 0
such that A ≤ cB. The expression A ≈ B means A . B and A & B. The expression A B
means there exists a small constant 0 < c < 100−d, say, such that A < cB. The constant c
in both of these definitions is assumed to be independent of any relevant parameters (which
should be clear from the context), an important exception being that c is always allowed to
depend on the dimension d.
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We define ψ ∈ C∞0 (R) to be a function such that suppψ ⊂ {r ∈ R+ : r  1}, ψ(r) ∈ [0, 1]
for every r, and ψ(r) = 1 for r small enough.
Finally, we note that throughout this paper we deal extensively with subsequences of
existing sequences. In order to simplify the notation, we do not relabel the subsequences.
Sometimes we reduce to a subsequence multiple times within a single proof, but by a standard
diagonalisation argument, we can always assume that we have a single subsequence satisfying
all the requisite properties.
2.2 Hilbert spaces and weak convergence
Recall that a Hilbert space is an inner product space which is complete with respect to the
norm induced by the inner product. It is well known that L2(X,A, µ) is a Hilbert space for








is a Hilbert space, with inner product defined in the obvious way.
Given a Hilbert space H, we say that a sequence (xn)n∈N ⊂ H converges weakly to x ∈ H
(denoted xn ⇀ x) if for every y ∈ H we have
〈xn, y〉 → 〈x, y〉.
The following result proves useful for our profile decomposition in `2(Z):
Lemma 2.1. Suppose the sequence (xn)n∈N ⊂ `2(Z) is bounded in `2(Z), and let φ ∈ `2(Z).
Then xn ⇀ φ weakly in `
2(Z) if and only if (xn)h → φh for every h ∈ Z. (Here (xn)h denotes
the h-th element of xn ∈ `2(Z).)
Proof. Suppose xn converges to φ weakly in `
2(Z), and fix h ∈ Z. Then we have
(xn)h = 〈xn, eh〉`2(Z) → 〈φ, eh〉`2(Z) = φh.
Now suppose (xn)h → φh for every h ∈ Z. We want to show that 〈xn, y〉`2(Z) → 〈φ, y〉`2(Z)
for every y ∈ `2(Z).
So let us suppose we have some y ∈ `2(Z) and ε > 0. Then there exists H ∈ N such that∑
|h|≥H
|yh|2< ε.
There also exists N ∈ N such that whenever n ≥ N we have
max
|h|<H
|(xn)h − φh|< ε.
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Thus we have for any n ≥ N,

























≤ ε‖y‖`2(Z)+ε1/2‖xn − φ‖`2(Z).
Since (xn)n∈N is bounded in `
2(Z), the result follows.
The following important result is a consequence of the Banach-Alaoglu Theorem; see, for
instance, [4], for a proof:
Theorem 2.2. Let H be a Hilbert space and let (xn)n∈N ⊂ H be a bounded sequence. Then
(xn)n∈N has a weakly convergent subsequence.
2.3 The Fourier transform
We begin by introducing an important class of functions which is well-behaved with respect
to the Fourier transform.
Definition 2.3. The Schwartz space S(Rd) is the space of smooth, rapidly decreasing func-





It is not hard to see [21] that C∞0 (Rd) is dense in S(Rd).
We can now define the Fourier transform on the Schwartz space:


















It can be seen [8] that the Fourier transform extends uniquely to L2(Rd), and also to the
space of tempered distributions S ′(Rd).
We now introduce the Fourier multiplier: a tool from harmonic analysis that essentially
reshapes the frequencies involved in a particular function.
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Definition 2.5. Let m : Rd → C be a locally integrable function of at most polynomial






The following stationary phase result will be essential to the proof of our main asymptotic
orthogonality results in Chapter 5:










Proof. This follows by applying rescaling to (2.8) in [14], together with integration by parts.
2.4 Sobolev spaces
Given s ∈ R, we define the homogeneous Sobolev space Ḣs(Rd) to be the space of all f ∈
S ′(Rd) such that
‖f‖Ḣs(Rd):= ‖|∇|
sf‖L2(Rd)<∞,
and similarly we define the inhomogeneous Sobolev space Hs(Rd) to be the space of all
f ∈ S ′(Rd) such that
‖f‖Hs(Rd):= ‖〈∇〉sf‖L2(Rd)<∞.
We can also define the homogeneous and inhomogeneous Sobolev inner products by
〈f, g〉Ḣs(Rd) := 〈|∇|
sf, |∇|sg〉L2(Rd)
and
〈f, g〉Hs(Rd) := 〈〈∇〉sf, 〈∇〉sg〉L2(Rd)
respectively, so that both the homogeneous and inhomogeneous Sobolev spaces are Hilbert
spaces [19]. It is not hard to see that S(Rd) is dense in both Ḣs(Rd) and Hs(Rd) for any
s ≥ 0.




















In this paper we work with the Sobolev spaces Ḣ1/2(Rd) and H1/2(Rd).
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3 Profile decomposition in `2(Z)
In this chapter we prove a profile decomposition for elements of `2(Z).
We start by defining the relevant symmetries:
Definition 3.1. Let h ∈ Z. Then the operator sh acts on elements of `2(Z) as follows:
sh(xm)m∈Z := (xm−h)m∈Z.
We also define S by:
S := {sh : h ∈ Z}.
As touched on in Chapter 1, the symmetries are defined so as to completely describe
all the failures of compactness in a particular space, so that any bounded sequence in this
space can be decomposed into a sum of profiles, each of which has a subsequence that
converges modulo these symmetries. In this case, the relevant space is `2(Z), and we define
two sequences to be symmetric if they are translations of each other (that is, if we can ‘shift’
one sequence by a certain number of places to obtain the other).
The simplicity of these symmetries allows us to focus on the broader arguments involved
in the proof of the profile decomposition. For brevity, we introduce the following notation:
Definition 3.2. Let (hn)n∈N, (h̃n)n∈N be sequences of integers.




Strictly speaking, this clashes with the notation used in Definition 3.1 for h ∈ N, but in
practice there will never be any ambiguity.
We now define asymptotic orthogonality as it relates to elements of S:
Definition 3.3. We say that two sequences (sn)n∈N, (s̃n)n∈N ⊂ S are asymptotically orthogonal




The main result of this section is as follows:
Theorem 3.4. Let (xn)n∈N ⊂ `2(Z) be bounded in `2(Z). Then, after passing to a sub-
sequence, there exists J∗ ∈ N ∪ {∞}, and for every integer 1 ≤ j ≤ J∗ there also exist
φ(j) ∈ `2(Z) and (s(j)n )n∈N ⊂ S satisfying the following properties, where





for each integer 0 ≤ J ≤ J∗:













for each J .










(d) The sequences (s
(j)
n )n∈N are pairwise asymptotically orthogonal.




Note that it would be impossible to prove that the error terms x
(J)
n approach zero in
`2(Z): the best we can do is proving convergence to zero in the weaker `∞(Z) norm.
Example 3.5. As a simple illustrative example, let us consider the sequence (en+e−n)n∈N ∈
`2(Z) (as defined in Chapter 2). Clearly this sequence does not converge in `2(Z) despite
being bounded: essentially it is the superposition of one ‘profile’ that travels off to ∞ and
another that travels off to −∞. Both of these profiles converge to e0 modulo the translation
symmetry.
Theorem 3.4 essentially tells us that any bounded sequence in `2(Z) can similarly be
decomposed into the sum of profiles that converge modulo translations; in more complicated
examples, this is not so intuitively clear. To see that the theorem holds for this sequence,
observe that we can simply take J∗ = 2 and φ(1) = φ(2) = e0, with s
(1)
n defined by hn = n
and s
(2)
n defined by hn = −n.
The inspiration for this chapter comes from the proof of the profile decomposition for
`1(Z) appearing in [20].
3.1 Properties of the symmetries
In this section we discuss some properties of the symmetries sh.
First, we note the following easy result:
Proposition 3.6. Let sh ∈ S. Then sh is a linear isometry on `2(Z).
Proof. For any x = (xm)m∈Z, x̃ = (x̃m)m∈Z ∈ `2(Z) and a ∈ R we have
sh(ax+ x̃) = sh(axm + x̃m)m∈Z = (axm−h + x̃m−h)m∈Z = ashx+ shx̃.
This establishes linearity; the fact that sh is an isometry is trivial.
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We also note that sh : `
2(Z)→ `2(Z) is clearly a bijection with inverse s−1h : `2(Z)→ `2(Z)
given by:
s−1h (xm)m∈Z = (xm+h)m∈Z.
The following proposition is iterated in the proof of the profile decomposition in order to
extract the profiles.








‖xn‖`2(Z) =: A ∈ (0,∞).
Then there exists φ ∈ `2(Z) and a sequence (sn)n∈N ⊂ S such that along a subsequence
we have
s−1n xn ⇀ φ (2)






= ‖φ‖`2(Z)& ε. (3)
Proof. For every n ∈ N there exists hn ∈ Z such that |(xn)hn| ≈ ‖xn‖`∞(Z) (here (xn)hn
denotes the hn-th element of xn ∈ `2(Z).) We use this value of hn to define sn.
By Proposition 3.6, ‖s−1n xn‖`2(Z). A. Hence by Theorem 2.2 we have some φ ∈ `2(Z)
satisfying (2).






Now by Lemma 2.1 we have
‖φ‖`2(Z)≥ |φ0|= lim
n→∞
|(s−1n xn)0| ≈ ε.
This establishes the lower bound in (3); to prove the equality in (3) we observe that, by
Proposition 3.6 and (2), together with the fact that isometries preserve inner products, we
have:
‖xn‖2`2(Z)−‖xn − snφ‖2`2(Z) = ‖xn‖2`2(Z)−(‖xn‖2`2(Z)−2 Re〈snφ, xn〉`2(Z) + ‖snφ‖2`2(Z))
= 2 Re〈φ, s−1n xn〉`2(Z) − ‖φ‖2`2(Z)
→ ‖φ‖2`2(Z).
Observe that the implied constant in (3) can be taken independent of φ and ε: indeed,
we can simply take it to be 1.
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3.2 Asymptotic orthogonality
We now prove two key results which together show that we chose an appropriate definition
for asymptotic orthogonality.
Proposition 3.8. Suppose (sn)n∈N, (s̃n)n∈N ⊂ S are not asymptotically orthogonal. Then
for any x ∈ `2(Z) there exists x∗ ∈ `2(Z) such that along a subsequence we have:
s̃nx = snx
∗.
Proof. Since the sequence of non-negative integers |h̃n − hn| does not tend to ∞, it has a
constant subsequence. Upon taking a further subsequence, we may assume without loss of
generality that h̃n − hn = h∞ for some h∞ ∈ N. Now define x∗ by:
x∗m = xm−h∞ .
Then we have for any m ∈ Z,
(snx
∗)m = xm−hn−h∞ = xm−h̃n = (s̃nx)m
as required.
Example 3.9. To illustrate this, we let x = e0: recall that this is the profile we extracted
in Example 3.5.
Consider the sequences of symmetries (sn)n∈N and (s̃n)n∈N defined by hn = n and h̃n =
n+ 1 respectively; clearly these are not asymptotically orthogonal.
To see that the proposition holds, observe that we can simply take x∗ to be e1, that is,
the original sequence shifted by 1 to the right.
Intuitively, the proposition tells us that if we have two sequences of symmetries in our
profile decomposition that are not asymptotically orthogonal to each other, then one of them
is redundant: that is, we can replace s̃nx with snx
∗, and absorb it into the existing sn profile.
The following proposition illustrates why the name ‘asymptotic orthogonality’ was chosen
for this phenomenon.
Proposition 3.10. Suppose (sn)n∈N, (s̃n)n∈N ⊂ S are asymptotically orthogonal. Then for
any x, x̃ ∈ `2(Z) we have
lim
n→∞
〈snx, s̃nx̃〉`2(Z) = 0
along a subsequence.







Furthermore, after reducing to a subsequence, there exists N ∈ N such that whenever
n ≥ N we have |hn − h̃n|> 2k and hence {m : |m− hn|< k} ∩ {m : |m− h̃n|< k} = ∅.



































Since ‖x‖`2(Z) and ‖x̃‖`2(Z) are fixed, finite quantities, the result follows.
Example 3.11. Let (sn)n∈N, (s̃n)n∈N be defined by hn = n and h̃n = −n respectively: recall
from Example 3.5 that these are the asymptotically orthogonal symmetries obtained from
applying Theorem 3.4 to the sequence (en + e−n)n∈N.
Let us take x = x̃ = e0, since both of the profiles in Example 3.5 were equal to e0. This
proposition tells us that snx and s̃nx̃ are orthogonal in the limit: that is, as we take n to∞,
their inner product approaches 0 along a subsequence. In this simple example, we see that
the inner product is in fact equal to 0 for any n ≥ 1.
3.3 Proof of the profile decomposition
We now have all the tools needed to prove Theorem 3.4.
Proof of Theorem 3.4. Let x
(0)








‖x(0)n ‖`∞(Z)≤ A(0) <∞.
If ε(0) = 0, then the result follows immediately: we simply take J∗ = 0.
So let us assume that ε(0) > 0 and hence A(0) > 0 also.
Then by Proposition 3.7, there exists φ(1) ∈ `2(Z) and a sequence (s(1)n )n∈N ⊂ S such that









‖x(0)n ‖2`2(Z)−‖x(0)n − s(1)n φ(1)‖2`2(Z)
)1/2
= ‖φ(1)‖`2(Z)& ε(0).
Now we define (after passing to a subsequence):
x(1)n := x
(0)







‖x(1)n ‖`∞(Z)≤ A(1) <∞.
If ε(1) = 0, then we let J∗ = 1.
If not, then we repeat the above argument to obtain φ(2) ∈ `2(Z) and a sequence
(s
(2)








‖x(1)n ‖2`2(Z)−‖x(1)n − s(2)n φ(2)‖2`2(Z)
)1/2
= ‖φ(2)‖`2(Z)& ε(1). (4)
Continuing in this manner (and taking further subsequences), we obtain (x
(j)
n )n∈N ⊂
`2(Z), (s(j)n )n∈N ⊂ S, φ(j) ∈ `2(Z), ε(j) ≥ 0 and A(j) ≥ 0 satisfying:
x(j)n = x
(j−1)
















= ‖φ(j)‖`2(Z)& ε(j−1). (9)
If we eventually find some j such that ε(j) = 0, then we let J∗ = j and stop. Otherwise,
we let J∗ =∞.
Now we move to proving the claimed properties:
Firstly, (1) follows from repeated applications of (5).
It is clear that (a) follows directly from (9).
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Hence the result follows by Proposition 3.6.
If J∗ <∞ then (c) is trivial. If J∗ =∞, we note from (b) and (6) that for any J we have
J∑
j=1




























orthogonal for all j′ < k < j.





−1x(m−1)n − φ(m) ⇀ 0. (10)
Also, by Proposition 3.8, Proposition 3.6 (together with the fact that isometries preserve





n 〉`2(Z) = lim
n→∞





















〈φ(j), (s(j)n )−1x(j)n 〉`2(Z)
= lim
n→∞














〈s(j)n φ(j), s(j)n φ(j)〉`2(Z)
= −〈φ(j), φ(j)〉`2(Z),
which contradicts (a). This establishes (d).
Finally, to prove (e), we let ϕ ∈ `2(Z), and observe that by Proposition 3.6, (5), (d),
Proposition 3.10 and (8), we have along a subsequence:
lim
n→∞
〈ϕ, (s(j)n )−1x(J)n 〉`2(Z) = lim
n→∞
〈s(j)n ϕ, x(J)n 〉`2(Z)
= lim
n→∞




〈s(j)n ϕ, s(k)n φ(k)〉`2(Z)
= lim
n→∞
〈ϕ, (s(j)n )−1x(j−1)n 〉`2(Z) − lim
n→∞
〈s(j)n ϕ, s(j)n φ(j)〉`2(Z)




4 Profile decomposition for the wave equation
In this chapter we prove a profile decomposition for solutions eit|∇|f to the wave equation,
where f ∈ Ḣ1/2(Rd). As mentioned in the introduction, a version of this result was proven in
[16], but our approach to the proof is more similar to [11]’s proof of a profile decomposition
for the Klein-Gordon equation in H1(R2).
We start by defining the relevant symmetries.
Definition 4.1. Let α ∈ 2−N, λ ∈ 2Z, ω ∈ Sd−1, t ∈ R and x ∈ Rd. Then the operator
wα,λ,ω,t,x acts on elements of S(Rd) (on the Fourier side) by:






where `α,ω : Rd → Rd is defined by:
`α,ω(ξ) :=




ω + ξ − (ξ · ω)ω.
We also define W by:
W = {wα,λ,ω,t,x : (α, λ, ω, t, x) ∈ 2−N × 2Z × Sd−1 × R× Rd}.
When the context is clear, we sometimes omit the subscripts and write w. We later
see that w extends to an isometric isomorphism on Ḣ1/2(Rd). In this paper we only work
with elements of W on the Fourier side, but it is worth noting that when applied to a
solution to the wave equation eit|∇|f (for some fixed t), w essentially consists of a rescaling,
a translation in time and space, and a Lorentz transform. That is, two elements of Ḣ1/2(Rd)
are symmetric to each other if one can be obtained from the other by rescaling, spacetime
translation and/or Lorentz transformation. These symmetries are constructed specifically so
as to completely describe all failures of compactness in the Ḣ1/2(Rd) solution space of the
wave equation.
The relative complexity of these symmetries leads to more involved computations than
in the `2(Z) case, but the underlying structure of the proof is very similar.
For brevity, we introduce the following notation:
Definition 4.2. Let (αn, λn, ωn, tn, xn)n∈N and (α̃n, λ̃n, ω̃n, t̃n, x̃n)n∈N be sequences in 2
−N ×





We now define asymptotic orthogonality as it relates to elements of W:
Definition 4.3. We say that two sequences (wn)n∈N, (w̃n)n∈N ⊂W are asymptotically orthog-



















|tn − t̃n +
√
1− α2n(xn − x̃n) · ωn|+|(xn − x̃n) · ωn +
√
1− α2n(tn − t̃n)|







|tn − t̃n +
√
1− α̃2n(xn − x̃n) · ω̃n|+|(xn − x̃n) · ω̃n +
√
1− α̃2n(tn − t̃n)|
+ α̃n|xn − x̃n − ((xn − x̃n) · ω̃n)ω̃n|
)
=∞. (15)
First we should check that this definition makes sense, i.e. that swapping the roles of
(wn)n∈N and (w̃n)n∈N does not change the definition. Letting (11), (12) and so on denote
the conditions obtained from swapping the roles of (wn)n∈N and (w̃n)n∈N, we observe that
that if (13) holds, then either (12) holds, or αn ≈ α̃n along a subsequence, in which case (13)
must hold. By the same argument, if (13) holds, then either (12) or (13) must hold. Now
it is easy to see that if at least one of (11), (12), (13), (14), (15) holds, then at least one
of (11), (12), (13), (14), (15) holds and vice versa, and hence the definition indeed remains
unchanged upon swapping the roles of (wn)n∈N and (w̃n)n∈N.
The main result of this section is as follows:
Theorem 4.4. Let d ≥ 2 be an integer and let p = 2(d+1)
d−1 . Let (fn)n∈N ⊂ Ḣ
1/2(Rd) be
bounded in Ḣ1/2(Rd). Then, after passing to a subsequence, there exists J∗ ∈ N ∪ {∞}, and
for every integer 1 ≤ j ≤ J∗ there also exist φ(j) ∈ Ḣ1/2(Rd) and (w(j)n )n∈N ⊂W satisfying
the following properties, where





for every integer 0 ≤ J ≤ J∗:











for each J .
20
(c) If J∗ <∞ we have
lim
n→∞
‖eit|∇|f (J∗)n ‖Lp(R×Rd)= 0,





‖eit|∇|f (J)n ‖Lp(R×Rd)= 0.
(d) The sequences (w
(j)
n )n∈N are pairwise asymptotically orthogonal.
(e) Whenever j ≤ J we have
(w(j)n )
−1f (J)n ⇀ 0
weakly in Ḣ1/2(Rd).
The key result used to prove this theorem is a refined Strichartz estimate originally
appearing in [16]; we use the slightly sharper estimate which appears in [6] and is inspired
by a similar estimate for the Schrödinger equation appearing in [12].
To state the estimate, we first need to introduce an operator that restricts the support
of f̂ to a small region of interest:
Definition 4.5. Let α ∈ 2−N, λ ∈ 2Z and ω ∈ Sd−1. Then we define the operator Pα,λ,ω :
Ḣ1/2(Rd)→ Ḣ1/2(Rd) on the Fourier side by









For brevity, we sometimes write Pn instead of Pαn,λn,ωn .
Remark 4.6. Note that the volume |supp (Pα,λ,ωf)̂| of the support of (Pα,λ,ωf)̂ satisfies
|supp (Pα,λ,ωf)̂| ≈ αd−1λd.
The estimate is as follows:
Theorem 4.7 ([6]). Let d ≥ 2 be an integer and let p = 2(d+1)
d−1 . Let f ∈ Ḣ
1/2(Rd). Then















This estimate is a refinement of the classical Strichartz inequality:
Theorem 4.8 ([17]). Let d ≥ 2 be an integer and let p = 2(d+1)





4.1 `α,ω and its properties
Here we introduce and explore some properties of the function `α,ω appearing in the definition
of the symmetries.
To begin with, we consider a simpler version of the function, denoted by `α, which is
essentially a rotated version of `α,ω to the e1 direction. This simplifies the calculations, and
by applying a rotation we easily extend all the results for `α to `α,ω.
Definition 4.9. Let α ∈ 2−N and let d ≥ 2 be an integer. Then we define the function









We now collect some basic properties of `α:
Lemma 4.10. Let α ∈ 2−N. Then the following properties hold:
(a) The function `α : Rd → Rd is a bijection with inverse `−1α : Rd → Rd given by:























(c) For any ξ ∈ Rd and c ≥ 0 we have
`α(cξ) = c`α(ξ).
(d) For any integrable function g : Rd → Rd we have the change of variables formulas:∫
Rd
























































































This establishes (a) and (b).











Finally, to establish (d), we let η = `α(ξ) so that we have ξ = `
−1
α (η) and hence the









































We now show that a bound on |`α(ξ)| corresponds to a bound on ξ1 and |ξ′|:
Lemma 4.11. Let α ∈ 2−N and M ≥ 1. Suppose
|`α(ξ)|≤M.
Then we have





|ξ′|2.M2α(α + |ξ1|). (20)
Remark 4.12. Here and throughout the thesis, the implied constants in . and ≈ symbols
can be assumed to be independent of all relevant parameters, except for the dimension d,
unless otherwise specified. For example, here the implied constants must be independent of
M , α and ξ, or else the statements would be meaningless.
Proof. We first prove (19). Suppose α = 1. Then we have |ξ|≤M and hence
−M ≤ −|ξ| ≤ ξ1 ≤ |ξ| ≤M
as required.


































Now we turn to proving (20).








































|ξ′|2.M2α2 ≤M2α(α + |ξ1|)
as required.
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Now we consider `α,ω itself. Note that, as expected, we have `α = `α,e1 .
The following lemma allows us to extend the properties of `α to `α,ω:













e1 +Rωξ − (Rωξ · e1)e1
)
=




ω + ξ − (ξ · ω)ω
= `α,ω(ξ)
as required.
We now prove a version of Lemma 4.10 for `α,ω.
Lemma 4.14. Let α ∈ 2−N and ω ∈ Sd−1. Then the following properties hold:
(a) The function `α,ω : Rd → Rd is a bijection with inverse `−1α,ω : Rd → Rd given by:
`−1α,ω(ξ) = `α,−ω(ξ).




1− α2ξ · ω
α
.
(c) For any ξ ∈ Rd and c ≥ 0 we have
`α,ω(cξ) = c`α,ω(ξ).
(d) For any integrable function g : Rd → Rd we have the change of variables formula:∫
Rd








Proof. Note that in Lemma 4.10 we proved the result in the case that ω = e1.































1− α2ξ · ω
α
as claimed.







































Lemma 4.15. Let α ∈ 2−N, ω ∈ Sd−1 and M ≥ 1. Suppose
|`α,ω(ξ)|≤M.
Then we have




|ξ − (ξ · ω)ω|2.M2α(α + |ξ · ω|). (22)
Proof. By Lemma 4.13 we have
|`α(Rωξ)|< M,
and hence from Lemma 4.11 we obtain:





|ξ − (ξ · ω)ω|2= |(Rωξ)− (Rωξ) · e1)e1|2 .M2α(α + |(Rωξ) · e1|) = M2α(α + |ξ · ω|),
establishing (22).
We finish this section with a somewhat technical lemma that depends crucially on the
difference between two directions ω and ω̃.


































Proof. First we find an upper bound for |`α̃,ω̃(`α,−ω(ξ)) · ω̃|. Suppose α and α̃ are not both
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equal to 1. Then a computation gives:
`α̃,ω̃(`α,−ω(ξ)) · ω̃ =



















= ξ · ω
(




















1− α2|ω − ω̃|2
2αα̃
)






































≈ 1, so we obtain:








































On the other hand, if α and α̃ are both equal to 1, then (23) holds with |ξ| coefficient
equal to 0, so by following the same calculation with the |ξ| terms omitted, we see that (25)
still holds.
Now we turn to finding an upper bound for |`α̃,ω̃(`α,−ω(ξ))− (`α̃,ω̃(`α,−ω(ξ)) · ω̃)ω̃|.
Since `α̃,ω̃ leaves the component of its argument perpendicular to ω̃ unchanged, we have
`α̃,ω̃(`α,−ω(ξ))− (`α̃,ω̃(`α,−ω(ξ)) · ω̃)ω̃
= `α,−ω(ξ)− (`α,−ω(ξ) · ω̃)ω̃
= (ξ · ω +
√
1− α2|ξ|)ω − (ω · ω̃)ω̃
α
+ ξ − (ξ · ω)ω
− ((ξ − (ξ · ω)ω) · ω̃)ω̃











+ ξ − (ξ · ω)ω
− ((ξ − (ξ · ω)ω) · ω̃)ω̃, (26)
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and hence
























The claimed upper bound now follows from (25) and (27).


















for any η ∈ Rd. Letting η = `α̃,ω̃(`α,−ω(ξ)), we obtain the claimed lower bound.
4.2 Properties of the symmetries
In this section we discuss some properties of the symmetries w.
Proposition 4.17. Let α ∈ 2−N, λ ∈ 2Z, ω ∈ Sd−1, t ∈ R and x ∈ Rd. Then for any
f ∈ S(Rd) we have
‖wf‖Ḣ1/2(Rd)= ‖f‖Ḣ1/2(Rd).
Thus w extends uniquely to a linear isometry on Ḣ1/2(Rd).





















as claimed. The second claim follows from the density of S(Rd) in Ḣ1/2(Rd).
Proposition 4.18. Let α ∈ 2−N, λ ∈ 2Z, ω ∈ Sd−1, t ∈ R and x ∈ Rd. Then w : Ḣ1/2(Rd)→
Ḣ1/2(Rd) is a bijection with inverse given on the Fourier side by:




























∣∣∣∣∣ `α,ω(ξ)αλ ∣∣∣ f̂(ξ)
= f̂(ξ)
as required.
We now start working towards an analogue of Proposition 3.7. To do this, we intro-
duce and prove some properties of a sequence of functions Kαn,ωn , and then show that this
sequence is uniformly bounded by a compactly supported function (in order to facilitate a
later application of the dominated convergence theorem).
Definition 4.19. Let (αn)n∈N ⊂ 2−N and (ωn)n∈N ⊂ Sd−1. Then we define the sequence of




ψ(|ξ · ωn +
√
1− α2n|ξ|−1|)ψ(|ξ − (ξ · ωn)ωn|),
with K̂αn,ωn(0) := 0.
For brevity, we often write Kn instead of Kαn,ωn .
Note that given any sequences (αn)n∈N ⊂ 2−N and (ωn)n∈N ⊂ Sd−1, there exists α∞ ∈
{0} ∪ 2−N and ω∞ ∈ Sd−1 such that along a subsequence we have αn → α∞ and ωn → ω∞.




ψ(|ξ · ω∞ +
√
1− α2∞|ξ|−1|)ψ(|ξ − (ξ · ω∞)ω∞|)
(with K̂∞(0) := 0) we have K̂n → K̂∞ pointwise (up to a subsequence).
Lemma 4.20. Let (αn)n∈N ⊂ 2−N and (ωn)n∈N ⊂ Sd−1. Then, after reducing to a subse-
quence, we have
suppK̂n ⊂ {|ξ|≈ 1},
and hence K̂n ∈ C∞0 (Rd).
Proof. Suppose ξ ∈ suppK̂n.
Then there exists 0 < ε 1 such that for every n we have
|ξ · ωn +
√
1− α2n|ξ|−1| ≤ ε (28)
and
|ξ − (ξ · ωn)ωn| ≤ ε. (29)
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To show that |ξ|& 1, we simply observe that by (28) we have
1 ≈ 1− ε




Now we turn to showing that |ξ|. 1.
First we consider the case when αn = 1 along some subsequence. Then by (29) and (28)
we have along this subsequence:
|ξ| ≤ |ξ − (ξ · ωn)ωn|+ |ξ · ωn − 1|+ 1
≤ 1 + 2ε
as required.
So now, after reducing to a subsequence, we can assume αn 6= 1: this implies αn ≤ 12 and
hence
√
1− α2n ≈ 1.




≤ 1− ξ · ωn + ε,
so it suffices to show −ξ · ωn . 1 along a subsequence.
We may assume ξ ·ωn < 0 along a subsequence (otherwise the result follows immediately).
Hence by (28) and (29) we have along this subsequence:
1 ≤ ξ · ωn +
√
1− α2n|ξ|+ ε
≤ ξ · ωn + |ξ − (ξ · ωn)ωn|+ |ξ · ωn|+ ε
≤ 2ε,
contradicting that ε 1. Hence the result follows.
Corollary 4.21. Let (αn)n∈N ⊂ 2−N and (ωn)n∈N ⊂ Sd−1. Then, after reducing to a subse-
quence, we have
|K̂n(ξ)|. 1{|ξ|≈1}(ξ).
Proof. Using Lemma 4.20 together with the fact that ψ(ξ) ∈ [0, 1] for every ξ ∈ Rd, we have






Remark 4.22. Since K̂n → K̂∞ pointwise along a subsequence, Lemma 4.20 and Corollary
4.21 extend to the case when n =∞.
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Now we see that P , K and w are related in the following way:
Lemma 4.23. Let (αn)n∈N ⊂ 2−N, (λn)n∈N ⊂ 2Z and (ωn)n∈N ⊂ Sd−1. Then for any f ∈
Ḣ1/2(Rd), any n ∈ N and any (t, x) ∈ R× Rd we have
(αnλn)
−d+1
2 eit|∇|(Pnf)(x) = 〈w−1αn,λn,ωn,t,xf,Kn〉Ḣ1/2(Rd).


















































































ψ(|ξ · ωn +
√
1− α2n|ξ|−1|)ψ(|ξ − (ξ · ωn)ωn)|)ŵ−1n f(ξ)dξ
= 〈w−1n f,Kn〉Ḣ1/2(Rd)
as claimed.
Roughly speaking, the following lemma says that we can safely take limits in Lemma
4.23:
Lemma 4.24. Let (wn)n∈N ⊂W. Suppose (fn)n∈N is a sequence in Ḣ1/2(Rd) such that
lim
n→∞
‖fn‖Ḣ1/2(Rd) =: A <∞
and
w−1n fn ⇀ φ
weakly in Ḣ1/2(Rd), for some φ ∈ Ḣ1/2(Rd).





2 eitn|∇|(Pnfn)(xn) = 〈φ,K∞〉Ḣ1/2(Rd).
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Proof. By Lemma 4.23 it is sufficient to show that along a subsequence we have
lim
n→∞
〈w−1n fn, Kn〉Ḣ1/2(Rd) = 〈φ,K∞〉Ḣ1/2(Rd).
Furthermore, by the assumed weak convergence of w−1n fn to φ, it is in fact sufficient to
show that along a subsequence we have
lim
n→∞
〈w−1n fn, Kn −K∞〉Ḣ1/2(Rd) = 0. (30)




Now Corollary 4.21 together with Remark 4.22 imply








Therefore by the the pointwise convergence (along a subsequence) of K̂n to K̂∞, together






|ξ| |K̂n(ξ)− K̂∞(ξ)|2dξ → 0
as n→∞ (along a subsequence).
Therefore by applying the Cauchy-Schwarz inequality to the left-hand side of (30) we
obtain the claimed result.
We are now finally ready to prove the following analogue to Proposition 3.7 which is
iterated in the proof of the profile decomposition:
Proposition 4.25. Let d ≥ 2 be an integer and let p = 2(d+1)









‖fn‖Ḣ1/2(Rd) =: A ∈ (0,∞).
Then there exists φ ∈ Ḣ1/2(Rd) and (wn)n∈N ⊂W such that along a subsequence we have
w−1n fn ⇀ φ (31)








= ‖φ‖Ḣ1/2(Rd)& ε. (32)
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Proof. By Theorem 4.7, for every n ∈ N along a subsequence there must exist θ ∈ (0, 1) and





We use these values of αn, λn, ωn, tn, xn to define wn.
By Proposition 4.17, ‖w−1n fn‖Ḣ1/2(Rd). A along a subsequence, so by Theorem 2.2 there
exists φ ∈ Ḣ1/2(Rd) such that the identity (31) holds.





where the last step follows because ‖K∞‖Ḣ1/2(Rd) is clearly a finite quantity independent of
n.
Together with Theorem 4.8, this establishes the lower bound in (32); to prove the equality
in (32) we observe that, by Proposition 4.17 and (31), we have
‖fn‖2Ḣ1/2(Rd)−‖fn −wnφ‖
2
Ḣ1/2(Rd) = 2 Re〈φ,w
−1






In this section we investigate asymptotic orthogonality in W. Unsurprisingly, the proofs are
significantly more involved than in the `2(Z) case.
The following result is a slightly weaker analogue of Proposition 3.8, which is nevertheless
sufficient for our purposes.
Proposition 4.26. Suppose (wn)n∈N, (w̃n)n∈N ⊂W are not asymptotically orthogonal.
Then for every f ∈ Ḣ1/2(Rd) there exists f ∗ ∈ Ḣ1/2(Rd) such that along a subsequence
we have
‖w̃nf −wnf ∗‖Ḣ1/2(Rd)→ 0. (34)
Proof. We begin by remarking that (34) together with Proposition 4.17 implies that
‖f ∗‖Ḣ1/2(Rd)= ‖f‖Ḣ1/2(Rd),
so in particular we do not explicitly need to prove that f ∗ ∈ Ḣ1/2(Rd) (provided we can
show that (34) holds).
First we consider the special case when tn = t̃n, xn = x̃n for every n.






















By inspecting (24) and (26) we see that there exists a continuous function `∞ : Rd → Rd
such that the pointwise convergence
`α̃n,ω̃n(`αn,−ωn(ξ))→ `∞(ξ)
holds along a subsequence for every ξ ∈ Rd, and by Lemma 4.16 we have
|`∞(ξ)|≈ |`α̃n,ω̃n(`αn,−ωn(ξ))|≈ |ξ|≈ |`αn,ωn(`α̃n,−ω̃n(ξ))| (35)
along a subsequence.






this follows from two applications of Lemma 4.14(d) together with (35), and then taking
limits.
For any M ∈ N we define fM ∈ Ḣ1/2(Rd) to be such that f̂M has support contained in
the region {|ξ|≤ M} ∩ {|f̂(ξ)|≤ M}, and that |f̂M |≤ |f̂ | everywhere with f̂M = f̂ on the
region {|ξ|≤M/2} ∩ {|f̂(ξ)|≤M/2}.
We also define f ∗ on the Fourier side by











We claim that it suffices to show:
‖w̃nfM −wnf ∗M‖Ḣ1/2(Rd)→ 0 (37)
along a subsequence (in n) for every M ∈ N.
To see this we note that, by Proposition 4.17, (35) and (36), we have
‖(w̃nf −wnf ∗)− (w̃nfM −wnf ∗M)‖2Ḣ1/2(Rd)
. ‖f − fM‖2Ḣ1/2(Rd)+‖f




























‖(w̃nf −wnf ∗)− (w̃nfM −wnf ∗M)‖Ḣ1/2(Rd)→ 0
as M →∞, uniformly in n. This establishes the claim.
Any implicit constants in ≈ and . symbols are now permitted to depend on M .




































pointwise along a subsequence.


















|ξ| |(w−1n w̃nfM)̂(ξ)− f̂ ∗M(ξ)|2 . 1{|ξ|.1}(ξ)
along a subsequence, so the desired result follows by the dominated convergence theorem
and Proposition 4.17.
Now we consider the special case when αn = α̃n, λn = λ̃n and ωn = ω̃n for every n.
After taking a subsequence, we may assume that there exists a ∈ R and z ∈ Rd such that
lim
n→∞
λn(tn − t̃n +
√




λn(((xn − x̃n) · ωn +
√
1− α2(tn − t̃n))ωn + αn(xn − x̃n − ((xn − x̃n) · ωn)ωn)) = z.
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Let us define fM as before for any M ∈ N, but now let us define f ∗ on the Fourier side
by
f̂ ∗(ξ) := ei(a|ξ|+z·ξ)f̂(ξ),
with f ∗M = (fM)
∗ defined analogously.
Again we claim that it suffices to show (37) along a subsequence (in n) for every M ∈ N.
To see this, we note that, by Proposition 4.17, we have:
‖(w̃nf −wnf ∗)− (w̃nfM −wnf ∗M)‖2Ḣ1/2(Rd)
. ‖f − fM‖2Ḣ1/2(Rd)+‖f









By the same argument as before, this establishes the claim.
Any implicit constants in ≈ and . symbols are now permitted to depend on M .
















pointwise along a subsequence.
Clearly we have
|ξ||(w−1n w̃nfM)̂(ξ)− f̂ ∗M(ξ)|2 . 1{|ξ|.1}(ξ)
along a subsequence, so the desired result follows by the dominated convergence theorem
and Proposition 4.17.
Finally, we prove the general case. Clearly (wαn,λn,ωn,t̃n,x̃n)n∈N is asymptotically orthog-
onal to neither (wn)n∈N nor (w̃n)n∈N. Therefore by the two previously considered special
cases, there exist f∗, f
∗ ∈ Ḣ1/2(Rd) such that
‖w̃nf −wnf ∗‖Ḣ1/2(Rd)




Proposition 4.27. Suppose (wn)n∈N, (w̃n)n∈N ⊂ W are asymptotically orthogonal. Then
for any f, f̃ ∈ Ḣ1/2(Rd) we have
lim
n→∞
〈wnf, w̃nf̃〉Ḣ1/2(Rd) = 0
along a subsequence.
Proof. First we focus on proving the result in the case that one of (11), (12) or (13) holds;
we consider (14) and (15) separately.
For any M ∈ N let fM ∈ Ḣ1/2(Rd) be defined on the Fourier side by
f̂M(ξ) := f̂(ξ)1{|ξ|≤M}∩{|f̂(ξ)|≤M},






converges pointwise to f̂ , so by the dominated convergence theorem
we have:





|ξ||f̂(ξ)− f̂M(ξ)|2dξ → 0
as M →∞, and similarly
‖f̃ − f̃M‖Ḣ1/2(Rd)→ 0
as M →∞.




〈wnfM , w̃nf̃M〉Ḣ1/2(Rd) = 0. (38)
To see this, we suppose (38) holds, and try to prove the result. So let us fix ε > 0. Then
there exists M0 ∈ N such that whenever M ≥M0 we have
‖f − fM‖Ḣ1/2(Rd)≤ ε
and
‖f̃ − f̃M‖Ḣ1/2(Rd)≤ ε.
Also there exists M1 ∈ N such that for every M ≥ M1 there exists NM ∈ N such that
whenever n ≥ NM we have ∣∣∣〈wnfM , w̃nf̃M〉Ḣ1/2(Rd)∣∣∣ ≤ ε.
Hence for any M ≥ max{M0,M1} and any n ≥ NM we have by the Cauchy-Schwarz
inequality and Proposition 4.17:∣∣∣〈wnf, w̃nf̃〉Ḣ1/2(Rd)∣∣∣ ≤ ∣∣∣〈wn(f − fM), w̃nf̃〉Ḣ1/2(Rd)∣∣∣+ ∣∣∣〈wnfM , w̃n(f̃ − f̃M)〉Ḣ1/2(Rd)∣∣∣
+
∣∣∣〈wnfM , w̃nf̃M〉Ḣ1/2(Rd)∣∣∣





This establishes the claim.
Note that any implicit constants in ≈ or . symbols from this point forward are permitted
to depend on M .





, and furthermore we define
Ωn := {ξ : −αn . ξ · ωn .
1
αn
, |ξ − (ξ · ωn)ωn|2. αn(αn + |ξ · ωn|)}
and similarly
Ω̃n := {ξ : −α̃n . ξ · ω̃n .
1
α̃n
, |ξ − (ξ · ω̃n)ω̃n|2. α̃n(α̃n + |ξ · ω̃n|)}.




































We claim that for any 0 < r < R and −1
2
< a < 1
2










(Here the implied constant in the ≈ symbol is permitted to depend on a).















































































Then by (39) and the Cauchy-Schwarz inequality we have for any −1
2
< b < 1
2
:


























Now, applying the rotation ξ 7→ RTωnξ to the first integral and ξ 7→ R
T
ω̃nξ to the second
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Taking b = ±1
4
we obtain
〈wnfM , w̃nf̃M〉Ḣ1/2(Rd) → 0
as required.
Now we assume that (12) holds. We can assume λn ≈ λ̃n along a subsequence, since

































































Putting these two estimates together, we see that again we have
〈wnfM , w̃nf̃M〉Ḣ1/2(Rd) → 0
as required.
Now we assume that (13) holds. We may assume along a subsequence that λn ≈ λ̃n and
αn ≈ α̃n, since otherwise (11) or (12) hold and we are done. Note that this implies that
γn ≈ 1 ≈ γ−1n . We also clearly have αn → 0.
We claim that |ξ · ωn|. 1|ωn−ω̃n| for any ξ ∈ Ωn ∩ Ω̃n.
To see this, we first consider the case when |ωn + ω̃n|6→ 0. Then, after reducing to a
subsequence we may assume |ωn + ω̃n| ≈ 1.
Therefore along this subsequence we have for any ξ ∈ Ωn ∩ Ω̃n:
ξ · ωn|ωn − ω̃n|2 ≈ ξ · ωn|ωn − ω̃n|2|ωn + ω̃n|2
≈ ξ · ωn
(
1− (ωn · ω̃n)2
)
= (ξ − (ξ · ω̃n)ω̃n) · (ωn − ω̃n) + (ξ − (ξ · ωn)ωn) · (ω̃n − ωn)(ωn · ω̃n)
and hence
|ξ · ωn| .
|ξ − (ξ · ω̃n)ω̃n|+|ξ − (ξ · ωn)ωn|
|ωn − ω̃n|
.














So now we consider the case when |ωn+ω̃n|→ 0 and hence −ωn ·ω̃n → 1 and |ωn−ω̃n|→ 2.
Then along a subsequence we can assume |ωn + ω̃n| 1, −ωn · ω̃n ≈ 1 and |ωn − ω̃n| ≈ 1.
43
Therefore along this subsequence we have for any ξ ∈ Ωn ∩ Ω̃n:
ξ · ωn ≈ −(ξ · ωn)(ωn · ω̃n)
= (ξ − (ξ · ωn)ωn) · (ωn + ω̃n)− ξ · ω̃n
≤ |ξ − (ξ · ωn)ωn| |ωn + ω̃n| − ξ · ω̃n
. (αn(αn + |ξ · ωn|))1/2 + α̃n








Since we also have









This establishes the claim.














If 1|ωn−ω̃n| ≤ αn then by (41) we have







≈ αd−1n → 0,
giving the required result. On the other hand if αn <
1




again giving the required result.
Now we move to proving the result assuming that (14) holds; the proof in the case that
(15) holds then follows by symmetry.
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We claim that it suffices to show that
〈wnf,wαn,λn,ωn,t̃n,x̃n f̃〉Ḣ1/2(Rd) → 0 (42)
for every f, f̃ ∈ Ḣ1/2(Rd).
To see this, let us suppose that (42) holds and try to prove the result. We can safely
assume that w̃n and wαn,λn,ωn,t̃n,x̃n are not asymptotically orthogonal, since if they were
asymptotically orthogonal then one of (11), (12) or (13) must hold, and we are done.
Now, for any f, f̃ ∈ Ḣ1/2(Rd), we obtain by the Cauchy-Schwarz inequality, Proposition




along a subsequence, as required.
So now it just remains to prove (42).
Since C∞0 (Rd) is dense in Ḣ1/2(Rd), it suffices to consider the case when f, f̃ ∈ C∞0 (Rd)













































h(λn(((x̃n − xn) · ωn +
√
1− α2n(t̃n − tn))ωn + αn(x̃n − xn)− αn((x̃n − xn) · ωn)ωn))
where h ∈ S(Rd) is such that ĥ(ξ) := |ξ|f̂(ξ)̂̃f(ξ).
The result then follows from taking m = 0, t = λn(t̃n − tn +
√
1− α2n(x̃n − xn) · ωn)
and x = λn(((x̃n − xn) · ωn +
√
1− α2n(t̃n − tn))ωn + αn(x̃n − xn)− αn((x̃n − xn) · ωn)ωn) in
Proposition 2.6.
4.4 Proof of the profile decomposition
We now have everything we need to prove the main result of this chapter. Note the similarity
to the proof of Theorem 3.4.
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Proof of Theorem 4.4. Let f
(0)





and (by Theorem 4.8):
ε(0) := lim
n→∞
‖eit|∇|f (0)n ‖Lp(R×Rd). A(0) <∞.
If ε(0) = 0, then the result follows immediately: we simply take J∗ = 0.
So let us assume that ε(0) > 0 and hence A(0) > 0 also.
Then by Proposition 4.25, there exists φ(1) ∈ Ḣ1/2(Rd) and a sequence (w(1)n )n∈N ⊂ W
such that along a subsequence we have
(w(1)n )
−1f (0)n ⇀ φ
(1)










Now we define (after passing to a subsequence):









‖eit|∇|f (1)n ‖Lp(R×Rd). A(1) <∞.
If ε(1) = 0, then we let J∗ = 1.
If not, then we repeat the above argument to obtain φ(2) ∈ Ḣ1/2(Rd) and a sequence
(w
(2)
n )n∈N ⊂W such that along a subsequence we have
(w(2)n )
−1f (1)n ⇀ φ
(2)










Continuing in this manner (and taking further subsequences), we obtain (f
(j)
n )n∈N ⊂
Ḣ1/2(Rd), (w(j)n )n∈N ⊂W, φ(j) ∈ Ḣ1/2(Rd), ε(j) ≥ 0 and A(j) ≥ 0 satisfying:
f (j)n = f
(j−1)
n −w(j)n φ(j), (44)
A(j) = lim
n→∞
‖f (j)n ‖Ḣ1/2(Rd)<∞, (45)
ε(j) = lim
n→∞
‖eit|∇|f (j)n ‖Lp(R×Rd). A(j) <∞, (46)
46
(w(j)n )
−1f (j−1)n ⇀ φ
(j) (47)










If we eventually find some j such that ε(j) = 0, then we let J∗ = j and stop. Otherwise,
we let J∗ =∞.
Now we move to proving the claimed properties:
Firstly, (16) follows from repeated applications of (44).
It is clear that (a) follows directly from (48).






















Hence the result follows by Proposition 4.17.
























To prove (d), we argue by contradiction. So let us assume that there exist j′, j with









asymptotically orthogonal for all j′ < k < j.
Observe that by (44) and (47), we have for any m,
(w(m)n )
−1f (m)n = (w
(m)
n )
−1f (m−1)n − φ(m) ⇀ 0. (49)
Also, by Proposition 4.26, Proposition 4.17 (together with the fact that isometries pre-









































〈φ(j), (w(j)n )−1f (j)n 〉Ḣ1/2(Rd)
= lim
n→∞
〈w(j)n φ(j), f (j)n 〉Ḣ1/2(Rd)
= lim
n→∞
〈w(j)n φ(j), f (j
′)










which contradicts (a). This establishes (d).
Finally, to prove (e), we let ϕ ∈ Ḣ1/2(Rd), and observe that by Proposition 4.17, (44),
(d), Proposition 4.27 and (47), we have along a subsequence:
lim
n→∞
























5 Profile decomposition for the Klein-Gordon equation
In this chapter we prove a profile decomposition for solutions eit〈∇〉f to the Klein-Gordon
equation, where f ∈ H1/2(Rd). Parts of the proof are inspired by the proof of a similar profile
decomposition for the Klein-Gordon equation in H1(R2) appearing in [11]. The arguments
used in this chapter are similar to those used in the previous chapter, but complications arise
due to the fact that 〈·〉, unlike |·|, lacks positive homogeneity.
Again, we start with the relevant definitions, starting with the symmetries:
Definition 5.1. Let α ∈ 2−N, λ ∈ 2N, ω ∈ Sd−1, t ∈ R and x ∈ Rd. Then the operator gα,λ,ω,t,x
acts on elements of S(Rd) (on the Fourier side) by:












where `α,ω : Rd → Rd is defined by:
`α,ω(ξ) :=




ω + ξ − (ξ · ω)ω.
We also define G by:
G := {gα,λ,ω,t,x : (α, λ, ω, t, x) ∈ 2−N × 2N × Sd−1 × R× Rd}.
When the context is clear, we sometimes omit the subscripts and write g. We later see
that g extends to an isometric isomorphism on H1/2(Rd). In this paper we only work with
elements of G on the Fourier side, but it is worth noting that when applied to a solution
to the Klein-Gordon equation eit〈∇〉f (for some fixed t), g essentially consists of a rescaling,
a translation in time and space, a Lorentz transform, and an additional Fourier multiplier.
This additional Fourier multiplier is necessary to ensure that gα,λ,ω,t,x is an isometry; in the
wave equation case it was not necessary due to the positive homogeneity of |·| (and hence
`α,ω).
Analogously to earlier chapters, these symmetries are constructed so as to completely
describe all failures of compactness in the H1/2(Rd) solution space of the Klein-Gordon
equation. However, unlike in previous chapters, there is no direct physical interpretation as
to what it means for two elements of H1/2(Rd) to be symmetric to each other, due to the
complexity added by the additional Fourier multiplier.
For brevity, we introduce the following notation:
Definition 5.2. Let (αn, λn, ωn, tn, xn)n∈N and (α̃n, λ̃n, ω̃n, t̃n, x̃n)n∈N be sequences in 2
−N ×





We now define asymptotic orthogonality as it relates to elements of G:
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Definition 5.3. We say that two sequences (gn)n∈N, (g̃n)n∈N ⊂ G are asymptotically orthog-


















|tn − t̃n +
√
1− α2n(xn − x̃n) · ωn|+|(xn − x̃n) · ωn +
√
1− α2n(tn − t̃n)|







|tn − t̃n +
√
1− α̃2n(xn − x̃n) · ω̃n|+|(xn − x̃n) · ω̃n +
√
1− α̃2n(tn − t̃n)|
+ α̃n|xn − x̃n − ((xn − x̃n) · ω̃n)ω̃n|
)
=∞. (54)
Note that this is the exact same definition for asymptotic orthogonality as given in the
previous chapter, so by the same reasoning we see that swapping the roles of (gn)n∈N and
(g̃n)n∈N does not change the definition.
The main result of this section is as follows:
Theorem 5.4. Let d ≥ 2 be an integer and let p = 2(d+1)
d−1 . Let (fn)n∈N ⊂ H
1/2(Rd) be
bounded in H1/2(Rd). Then, after passing to a subsequence, there exists J∗ ∈ N ∪ {∞}, and
for every integer 1 ≤ j ≤ J∗ there also exist φ(j) ∈ H1/2(Rd) and (g(j)n )n∈N ⊂ G satisfying
the following properties, where





for every integer 0 ≤ J ≤ J∗:













(c) If J∗ <∞ we have
lim
n→∞
‖eit〈∇〉f (J∗)n ‖Lp(R×Rd)= 0,





‖eit〈∇〉f (J)n ‖Lp(R×Rd)= 0.
(d) The sequences (g
(j)
n )n∈N are pairwise asymptotically orthogonal.
(e) Whenever j ≤ J we have
(g(j)n )
−1f (J)n ⇀ 0
weakly in H1/2(Rd).
As in the wave equation case, the proof relies crucially on a refined Strichartz estimate.
The estimate we use originally appeared in [5], but we use the slightly sharper form appearing
in [6].
To state the estimate, we first need to introduce an operator that restricts the support
of f̂ to a small region of interest:
Definition 5.5. Let α ∈ 2−N, λ ∈ 2N, ω ∈ Sd−1 and r ∈ [0,∞). Then we define the operator
Rα,λ,ω,r : H
1/2(Rd)→ H1/2(Rd) on the Fourier side by









For brevity, we sometimes write Rn instead of Rαn,λn,ωn,rn .
Remark 5.6. Note that the volume |supp (Rα,λ,ω,rf)̂| of the support of (Rα,λ,ω,rf)̂ satisfies
|supp (Rα,λ,ω,rf)̂|≈ αd−1λd min{1, αλ}.
The estimate is as follows:
Theorem 5.7 ([6]). Let d ≥ 2 be an integer and let p = 2(d+1)
d−1 . Let f ∈ H
1/2(Rd). Then
























This estimate is a refinement of the classical Strichartz inequality:
Theorem 5.8 ([10]). Let d ≥ 2 be an integer and let p = 2(d+1)





5.1 `α,ω and its properties
Here we introduce and explore some properties of the function `α,ω, appearing in the definition
of the symmetries. The formula for `α,ω is identical to that of `α,ω except with |·| replaced
with 〈·〉, so the arguments are very similar. Again, we begin by considering the e1 version
of `α,ω, denoted by `α, and then apply a rotation to extend the results to `α,ω.
Definition 5.9. Let α ∈ 2−N and let d ≥ 2 be an integer. Then we define the function









We now collect some basic properties of `α:
Lemma 5.10. Let α ∈ 2−N. Then the following properties hold:











(b) For any ξ ∈ Rd we have










(c) For any integrable function g : Rd → Rd we have the change of variables formulas:∫
Rd




















Proof. For any ξ ∈ Rd we have




1− α2ξ1〈ξ〉+ (1− α2)〈ξ〉2
α2







and since 〈ξ〉 >
√
1− α2ξ1, we have


















































This establishes (a) and (b).
Finally, to establish (c), we let η = `α(ξ) so that we have ξ = (`α)−1(η) and hence the











































Now we consider `α,ω itself. Note that, as expected, we have `α = `α,e1 .
The following lemma allows us to extend the properties of `α to `α,ω:













e1 +Rωξ − (Rωξ · e1)e1
)
=




ω + ξ − (ξ · ω)ω
= `α,ω(ξ)
as required.
We now prove a version of Lemma 5.10 for `α,ω.
Lemma 5.12. Let α ∈ 2−N and ω ∈ Sd−1. Then the following properties hold:
(a) The function `α,ω : Rd → Rd is a bijection with inverse (`α,ω)−1 : Rd → Rd given by:
(`α,ω)−1(ξ) = `α,−ω(ξ).
(b) For any ξ ∈ Rd we have
〈`α,ω(ξ)〉 = 〈ξ〉 −
√
1− α2ξ · ω
α
.
(c) For any integrable function g : Rd → Rd we have the change of variables formula:∫
Rd







Proof. Note that in Lemma 5.10 we proved the result in the case that ω = e1.





























1− α2ξ · ω
α
as claimed.


































The final result in this section is analogous to Lemma 4.16.

































Proof. First we find an upper bound for
∣∣∣ `α̃,ω̃(`α,−ω(cξ))c · ω̃∣∣∣. Suppose α and α̃ are not both
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equal to 1. Then a computation gives:
`α̃,ω̃(`α,−ω(cξ))
c
· ω̃ = `





















= ξ · ω
(
























1− α2|ω − ω̃|2
2αα̃
)



































+ |ξ|2 ≤ 〈ξ〉
min{c, 1}
.
Also note that min{α, α̃} ≤ 1
2








≈ 1. Therefore we
obtain:∣∣∣∣`α̃,ω̃(`α,−ω(cξ))c · ω̃
∣∣∣∣ . |ξ · ω|( |ω − ω̃|2αα̃ + αα̃ + α̃α + αα̃
)
































On the other hand, if α and α̃ are both equal to 1, then (58) holds with 〈cξ〉
c
coefficient
equal to 0, so by following the same calculation with the 〈cξ〉
c
terms omitted, we see that (60)
still holds.
Now we turn to finding an upper bound for
∣∣∣ `α̃,ω̃(`α,−ω(cξ))c − ( `α̃,ω̃(`α,−ω(cξ))c · ω̃) ω̃∣∣∣.
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ω − (ω · ω̃)ω̃
α
+ ξ − (ξ · ω)ω
− ((ξ − (ξ · ω)ω) · ω̃)ω̃
=
(















+ ξ − (ξ · ω)ω




















































































































for any η ∈ Rd. Letting η = `
α̃,ω̃(`α,−ω(cξ))
c
, we obtain the claimed lower bound.
5.2 Properties of the symmetries
In this section we discuss some properties of the symmetries g.
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Proposition 5.14. Let α ∈ 2−N, λ ∈ 2N, ω ∈ Sd−1, t ∈ R and x ∈ Rd. Then for any
f ∈ S(Rd) we have
‖gf‖H1/2(Rd)= ‖f‖H1/2(Rd).
Thus g extends uniquely to a linear isometry on H1/2(Rd).






















〉 ∣∣∣∣f̂ ( ξαλ
)∣∣∣∣2 dξ
= ‖f‖2H1/2(Rd)
as claimed. The second claim follows from the density of S(Rd) in H1/2(Rd).
Proposition 5.15. Let α ∈ 2−N, λ ∈ 2N, ω ∈ Sd−1, t ∈ R and x ∈ Rd. Then g : H1/2(Rd)→
H1/2(Rd) is a bijection with inverse given on the Fourier side by:









































We now start working towards an analogue of Proposition 4.25. First we need to introduce
a sequence of functions Lαn,λn,ωn,rn which plays the same role as Kαn,ωn did in the previous
chapter.
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Definition 5.16. Let (αn)n∈N ⊂ 2−N, (λn)n∈N ⊂ 2N, (ωn)n∈N ⊂ Sd−1 and (rn)n∈N ⊂ [0,∞) be
such that αnλn 6→ 0 and 〈rn〉 ≈ λn. Then we define the sequence (Lαn,λn,ωn,rn)n∈N : Rd → C
on the Fourier side by
(Lαn,λn,ωn,rn)̂(ξ) := (αnλn)1/2〈ξ〉1/2 〈αnλnξ〉1/2ψ





For brevity, we often write Ln instead of Lαn,λn,ωn,rn .
Note that given any sequences (αn)n∈N ⊂ 2−N, (λn)n∈N ⊂ 2N, (ωn)n∈N ⊂ Sd−1 and
(rn)n∈N ⊂ [0,∞) with αnλn 6→ 0 and 〈rn〉 ≈ λn, there exists α∞ ∈ {0} ∪ 2−N and ω∞ ∈ Sd−1






there exists ρ∞ ∈ [0,∞) such that along a subsequence we have rnλn → ρ∞.
If we make the further assumption that αnλn 6→ ∞, then there exists β∞ ∈ (0,∞) such
that along a subsequence we have αnλn → β∞. On the other hand, if αnλn → ∞, then we





















∣∣∣∣ξ · ω∞ + √1−α2∞β∞ 〈β∞ξ〉 − ρ∞
∣∣∣∣
min{1, β∞}
ψ(|ξ − (ξ · ω∞)ω∞|)





(∣∣∣ξ · ω∞ +√1− α2∞|ξ|−ρ∞∣∣∣)ψ(|ξ − (ξ · ω∞)ω∞|)
(with L̂∞(0) := 0) if αnλn → ∞, then along a subsequence we have L̂n → L̂∞ pointwise
except possibly at ξ = 0. In fact, the pointwise convergence also holds for ξ = 0, as can be
seen from the following result:
Lemma 5.17. Let (αn)n∈N ⊂ 2−N, (λn)n∈N ⊂ 2N, (ωn)n∈N ⊂ Sd−1 and (rn)n∈N ⊂ [0,∞) be
such that αnλn 6→ 0 and 〈rn〉 ≈ λn. Then, after reducing to a subsequence, we have
suppL̂n ⊂ {〈ξ〉 ≈ 1},
and hence L̂n ∈ C∞0 (Rd).
Moreover, if αnλn →∞, then we have the stronger result
suppL̂n ⊂ {|ξ|≈ 1}
along a subsequence.
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Proof. Suppose ξ ∈ suppL̂n.







∣∣∣∣∣ ≤ εmin{1, αnλn} ≤ ε (64)
and
|ξ − (ξ · ωn)ωn|≤ ε. (65)
Trivially we have 〈ξ〉 ≥ 1. So we turn to showing that 〈ξ〉 . 1.
First we consider the case when αn = 1 along some subsequence. Then by (65), (64) and
(63) we have along this subsequence:
〈ξ〉 ≤ 1 + |ξ − (ξ · ωn)ωn|+
∣∣∣∣ξ · ωn − rnλn
∣∣∣∣+ rnλn . 1
as required.
So now, after reducing to a subsequence, we can assume αn 6= 1: this implies αn ≤ 12 and
hence
√
1− α2n ≈ 1.
Let us assume |ξ|& 1 (since otherwise the result is trivial). Then by (64) we have along
a subsequence

















− ξ · ωn.
Hence by (63), it suffices to show −ξ · ωn . 1 along a subsequence. We may assume
ξ · ωn < 0 along a subsequence (otherwise the result follows immediately).
Let us first consider the case that λn 6→ ∞; then, after reducing to a subsequence we
may assume λn ≈ 1. Since we have both αnλn 6→ ∞ and αnλn 6→ 0, along a subsequence we
have αnλn ≈ 1 and hence αn ≈ 1.
By (64) and (65) we have along a subsequence:












(1 + αnλn|ξ − (ξ · ωn)ωn|+αnλn|ξ · ωn|) + ε
≤ (1−
√



















giving the claimed result.
So we now may assume λn → ∞, which implies
√
1 + r2n → ∞ and hence rn → ∞. So








Together with (63) this implies (up to a subsequence) rn
λn
≈ 1 and hence
rn
λn
− ε ≈ 1. (66)
Since ξ · ωn < 0 up to a subsequence, we have by (64):
rn
λn











+ (ξ · ωn)2 + |ξ − (ξ · ωn)ωn|2
along a subsequence.
Therefore, noting that by (66) we have rn
λn











ξ · ωn + (ξ · ωn)2 ≤
1
(αnλn)2














Thus by (66) and the fact that αnλn & 1 along a subsequence, we have







completing the proof that supp L̂n ⊂ {〈ξ〉 ≈ 1} along a subsequence.
Now let us suppose αnλn →∞ and try to prove |ξ| ≈ 1. Clearly we have |ξ|< 〈ξ〉 ≈ 1, so
it is enough to prove |ξ|& 1.
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We have λn →∞ and thus (66) holds up to a subsequence.














Since αnλn →∞, the result follows.
Corollary 5.18. Let (αn)n∈N ⊂ 2−N, (λn)n∈N ⊂ 2N, (ωn)n∈N ⊂ Sd−1 and (rn)n∈N ⊂ [0,∞)
be such that αnλn 6→ 0 and 〈rn〉 ≈ λn. Then, after reducing to a subsequence, we have
|L̂n(ξ)|. 1{〈ξ〉≈1}(ξ).
Proof. First we consider the case when αnλn 6→ ∞. Then, since we also have αnλn 6→ 0,
along a subsequence we can assume αnλn ≈ 1.
So, using Lemma 5.17 together with the fact that ψ(ξ) ∈ [0, 1] for every ξ ∈ Rd, we have








Now let us suppose αnλn →∞, and hence 1αnλn  1 along a subsequence.
Then, using Lemma 5.17 together with the fact that ψ(ξ) ∈ [0, 1] and 〈ξ〉 ≥ 1 for every
















Remark 5.19. Since L̂n → L̂∞ pointwise along a subsequence, Lemma 5.17 and Corollary
5.18 extend to the case when n =∞.
Now we see that R, L and g are related in the following way:
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Lemma 5.20. Let (αn)n∈N ⊂ 2−N, (λn)n∈N ⊂ 2N, (ωn)n∈N ⊂ Sd−1 and (rn)n∈N ⊂ [0,∞)
be such that αnλn 6→ 0 and 〈rn〉 ≈ λn. Then for any f ∈ H1/2(Rd), any n ∈ N and any
(t, x) ∈ R× Rd we have
(αnλn)
−d+1
2 eit〈∇〉(Rnf)(x) = 〈g−1αn,λn,ωn,t,xf, Ln〉H1/2(Rd).















































































































〈αnλnξ〉 − rnλn |
min{1, αnλn}
ψ(|ξ − (ξ · ωn)ωn)|) 〈ξ〉1/2〈αnλnξ〉1/2
ĝ−1n f(ξ)dξ
= 〈g−1n f, Ln〉H1/2(Rd)
as claimed.
Roughly speaking, the following lemma says that we can take limits in Lemma 5.20:
Lemma 5.21. Let (αn)n∈N ⊂ 2−N, (λn)n∈N ⊂ 2N, (ωn)n∈N ⊂ Sd−1, (rn)n∈N ⊂ [0,∞),
(tn)n∈N ⊂ R and (xn)n∈N ⊂ Rd be such that αnλn 6→ 0 and 〈rn〉 ≈ λn. Suppose (fn)n∈N
is a sequence in H1/2(Rd) such that
lim
n→∞
‖fn‖H1/2(Rd) =: A <∞
and
g−1n fn ⇀ φ
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weakly in H1/2(Rd), for some φ ∈ H1/2(Rd).





2 eitn〈∇〉(Rnfn)(xn) = 〈φ, L∞〉H1/2(Rd).
Proof. By Lemma 5.20 it is sufficient to show that along a subsequence we have
lim
n→∞
〈g−1n fn, Ln〉H1/2(Rd) = 〈φ, L∞〉H1/2(Rd).
Furthermore, by the assumed weak convergence of g−1n fn to φ, it is in fact sufficient to
show that along a subsequence we have
lim
n→∞
〈g−1n fn, Ln − L∞〉H1/2(Rd) = 0. (67)




Now Corollary 5.18 together with Remark 5.19 imply








Therefore by the the pointwise convergence (along a subsequence) of L̂n to L̂∞, together
with the dominated convergence theorem, we have





〈ξ〉 |L̂n(ξ)− L̂∞(ξ)|2dξ → 0
as n→∞ (along a subsequence).
Therefore by applying the Cauchy-Schwarz inequality to the left-hand-side of (67) we
obtain the claimed result.
We are now finally ready to prove the following analogue to Proposition 4.25 which is
iterated in the proof of the profile decomposition.
Proposition 5.22. Let d ≥ 2 be an integer and let p = 2(d+1)









‖fn‖H1/2(Rd) =: A ∈ (0,∞).
Then there exists φ ∈ H1/2(Rd) and (gn)n∈N ⊂ G such that along a subsequence we have
αnλn 6→ 0, (68)
g−1n fn ⇀ φ (69)








= ‖φ‖H1/2(Rd)& ε. (70)
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Proof. By Theorem 5.7, we see that for every n ∈ N along a subsequence there exists
θ ∈ (0, 1) and (αn, λn, ωn, rn, tn, xn) ∈ 2−N×2N×Sd−1× [0,∞)×R×Rd with 〈rn〉 ≈ λn such









2 min{1, αnλn}−1/2|eitn〈∇〉(Rnfn)(xn)|. (71)
We use these values of αn, λn, ωn, rn, tn, xn to define gn.
First we consider the case when αnλn → 0.
Note that for any ξ ∈ supp (Rnfn)̂ we have:
〈ξ〉 ≈ 1 + |ξ|
≥ 1 + rn − |ξ · ωn − rn|
≈ λn,
where in the last step we used the fact that 1 + rn ≈ 〈rn〉 ≈ λn and that |ξ · ωn − rn| λn.





























But this contradicts our assumption that ε > 0 and A > 0. So we can in fact assume
that αnλn 6→ 0.
By Proposition 5.14, ‖g−1n fn‖H1/2(Rd). A along a subsequence, so by Theorem 2.2 there
exists φ ∈ H1/2(Rd) such that the identity (69) holds.





where the last step follows because ‖L∞‖H1/2(Rd) is clearly a finite quantity independent of
n.
Together with Theorem 5.8, this establishes the lower bound in (70); to prove the equality
in (70) we observe that, by Proposition 5.14 and (69), we have
‖fn‖2H1/2(Rd)−‖fn − gnφ‖
2
H1/2(Rd) = 2 Re〈φ,g
−1





In this section we investigate asymptotic orthogonality in G.
The following result is an analogue of Proposition 4.26.
Proposition 5.23. Suppose (gn)n∈N, (g̃n)n∈N ⊂ G satisfy αnλn 6→ 0, α̃nλ̃n 6→ 0, and are
not asymptotically orthogonal.
Then for every f ∈ H1/2(Rd) there exists f ∗ ∈ H1/2(Rd) such that along a subsequence
we have
‖g̃nf − gnf ∗‖H1/2(Rd)→ 0. (72)
Proof. We begin by remarking that (72) together with Proposition 5.14 implies that
‖f ∗‖H1/2(Rd)= ‖f‖H1/2(Rd),
so in particular we do not explicitly need to prove that f ∗ ∈ H1/2(Rd) (provided we can
show that (72) holds).
First we consider the special case when tn = t̃n, xn = x̃n for every n.

























By inspecting (59) and (61) we see that there exists a continuous function `∞ : Rd → Rd










Again by Lemma 5.13 we have
〈`α̃n,ω̃n(`αn,−ωn(ξ))〉 ≈ 〈ξ〉 ≈ 〈`αn,ωn(`α̃n,−ω̃n(ξ))〉 (74)
along a subsequence.





















pointwise along a subsequence.










this follows from two rescalings and two applications of Lemma 5.12(c) together with (74),
then taking limits.
For any M ∈ N we define fM ∈ H1/2(Rd) to be such that f̂M has support contained in
the region {〈ξ〉 ≤ M} ∩ {|f̂(ξ)| ≤ M}, and that |f̂M | ≤ |f̂ | everywhere with f̂M = f̂ on the
region {〈ξ〉 ≤M/2} ∩ {|f̂(ξ)| ≤M/2}.
We also define f ∗ on the Fourier side by










We claim that it suffices to show
‖g̃nfM − gnf ∗M‖H1/2(Rd)→ 0 (78)
along a subsequence (in n) for every M ∈ N.
To see this, we note that, by Proposition 5.14, (76) and (77), we have
‖(g̃nf − gnf ∗)− (g̃nfM − gnf ∗M)‖2H1/2(Rd)
. ‖f − fM‖2H1/2(Rd)+‖f



























‖(g̃nf − gnf ∗)− (g̃nfM − gnf ∗M)‖H1/2(Rd)→ 0
67
as M →∞, uniformly in n. This establishes the claim.
Any implicit constants in ≈ and . symbols are now permitted to depend on M .




















pointwise along a subsequence.




















〈ξ〉|(g−1n g̃nfM)̂(ξ)− f̂ ∗M(ξ)|2 . 1{〈ξ〉.1}(ξ)
along a subsequence, so the desired result follows by the dominated convergence theorem
and Proposition 5.14.
Now we consider the special case when αn = α̃n, λn = λ̃n and ωn = ω̃n for every n.
After taking a subsequence, we may assume that there exists a ∈ R and z ∈ Rd such that
lim
n→∞
λn(tn − t̃n +
√




λn(((xn − x̃n) · ωn +
√
1− α2(tn − t̃n))ωn + αn(xn − x̃n − ((xn − x̃n) · ωn)ωn)) = z.
68
Let us define fM as before for any M ∈ N, but now let us define f ∗ on the Fourier side by
f̂ ∗(ξ) := ei(a(c
2
∞+|ξ|2)1/2+z·ξ)f̂(ξ),
with f ∗M = (fM)
∗ defined analogously.
Again we claim that it suffices to show (78) along a subsequence (in n) for every M ∈ N.
To see this, we note that, by Proposition 5.14, we have:
‖(g̃nf − gnf ∗)− (g̃nfM − gnf ∗M)‖2H1/2(Rd)
. ‖f − fM‖2H1/2(Rd)+‖f









By the same argument as before, this establishes the claim.
Any implicit constants in ≈ and . symbols are now permitted to depend on M .



















pointwise along a subsequence.
Clearly we have
〈ξ〉|(g−1n g̃nfM)̂(ξ)− f̂ ∗M(ξ)|2 . 〈ξ〉|f̂ ∗M(ξ)|2 . 1{〈ξ〉.1}(ξ),
along a subsequence, so the desired result follows by the dominated convergence theorem
and Proposition 5.14.
Finally, we prove the general case. Clearly (gαn,λn,ωn,t̃n,x̃n)n∈N is asymptotically orthogonal
to neither (gn)n∈N nor (g̃n)n∈N. Therefore by the two previously considered special cases,
there exist f∗, f
∗ ∈ H1/2(Rd) such that





Proposition 5.24. Suppose that (gn)n∈N, (g̃n)n∈N ⊂ G are asymptotically orthogonal, and
satisfy αnλn 6→ 0, α̃nλ̃n 6→ 0. Then for any f, f̃ ∈ H1/2(Rd) we have
lim
n→∞
〈gnf, g̃nf̃〉H1/2(Rd) = 0
along a subsequence.
Proof. First we focus on proving the result in the case that one of (50), (51) or (52) holds;
we consider (53) and (54) separately.
For any M ∈ N let fM ∈ H1/2(Rd) be defined on the Fourier side by
f̂M(ξ) := f̂(ξ)1{〈ξ〉≤M}∩{|f̂(ξ)|≤M},
and let f̃M ∈ H1/2(Rd) be defined analogously.
By the same argument given in the proof of Proposition 4.27, it suffices to to show that
for every sufficiently large M ∈ N we have
lim
n→∞
〈gnfM , g̃nf̃M〉H1/2(Rd) = 0. (79)
Note that any implicit constants in ≈ or . symbols from this point forward are permitted
to depend on M .
Let δn := (αnλnα̃nλ̃n)



















































































α2n + (δnξ · ωn −
√





((1− α2n)(δnξ · ωn)2 − 2
√






1− α2nδnξ · ωn)2 + 2
√



















1− α2nδnξ · ωn)2 −
√








































































where, as in the proof of Proposition 4.27, we define
Ωn := {ξ : −αn . ξ · ωn .
1
αn
, |ξ − (ξ · ωn)ωn|2. αn(αn + |ξ · ωn|)}
and
Ω̃n := {ξ : −α̃n . ξ · ω̃n .
1
α̃n
, |ξ − (ξ · ω̃n)ω̃n|2. α̃n(α̃n + |ξ · ω̃n|)}.
We have now obtained the exact same bound as in (39); by following the rest of the proof
of Proposition 4.27, we obtain the required result.
Now we move to proving the result assuming that (53) holds; the proof in the case that
(54) holds then follows by symmetry.
We claim that it suffices to show that
〈gnf,gαn,λn,ωn,t̃n,x̃n f̃〉H1/2(Rd) → 0 (81)
for every f, f̃ ∈ H1/2(Rd).
To see this, let us suppose that (81) holds and try to prove the result. We can safely
assume that g̃n and gαn,λn,ωn,t̃n,x̃n are not asymptotically orthogonal, since if they were
asymptotically orthogonal then one of (50), (51) or (52) must hold, and we are done.
Now, for any f, f̃ ∈ H1/2(Rd), we obtain by the Cauchy-Schwarz inequality, Proposition
5.14 and Proposition 5.23 the existence of some f ∗ ∈ H1/2(Rd) such that∣∣∣〈gnf, g̃nf̃〉H1/2(Rd)∣∣∣ ≤ ∣∣〈gnf,gαn,λn,ωn,t̃n,x̃nf ∗〉H1/2(Rd)∣∣
+ ‖f‖H1/2(Rd)‖g̃nf̃ − gαn,λn,ωn,t̃n,x̃nf
∗‖H1/2(Rd)
→ 0
along a subsequence, as required.
So now it just remains to prove (81).
Since C∞0 (Rd) is dense in H1/2(Rd), it suffices to consider the case when f, f̃ ∈ C∞0 (Rd)






































































h(λn(((x̃n − xn) · ωn +
√
1− α2n(t̃n − tn))ωn + αn(x̃n − xn)− αn((x̃n − xn) · ωn)ωn)),
where h ∈ S(Rd) is such that ĥ(ξ) := 〈ξ〉f̂(ξ)̂̃f(ξ).
The result then follows from taking m = αnλn, t = λn(t̃n − tn +
√
1− α2n(x̃n − xn) · ωn)
and x = λn(((x̃n − xn) · ωn +
√
1− α2n(t̃n − tn))ωn + αn(x̃n − xn)− αn((x̃n − xn) · ωn)ωn) in
Proposition 2.6.
5.4 Proof of the profile decomposition
We now have everything we need to prove the main result of this chapter.
Proof of Theorem 5.4. Let f
(0)





and (by Theorem 5.8):
ε(0) := lim
n→∞
‖eit〈∇〉f (0)n ‖Lp(R×Rd). A(0) <∞.
If ε(0) = 0, then the result follows immediately: we simply take J∗ = 0.
So let us assume that ε(0) > 0 and hence A(0) > 0 also.
Then by Proposition 5.22, there exists φ(1) ∈ H1/2(Rd) and a sequence (g(1)n )n∈N ⊂ G





−1f (0)n ⇀ φ
(1)










Now we define (after passing to a subsequence):
f (1)n := f
(0)







‖eit〈∇〉f (1)n ‖Lp(R×Rd). A(1) <∞.
If ε(1) = 0, then we let J∗ = 1.
If not, then we repeat the above argument to obtain φ(2) ∈ H1/2(Rd) and a sequence
(g
(2)





−1f (1)n ⇀ φ
(2)






n − g(2)n φ(2)‖2H1/2(Rd)
)1/2
= ‖φ(2)‖H1/2(Rd)& ε(1).
Continuing in this manner (and taking further subsequences), we obtain (f
(j)
n )n∈N ⊂
H1/2(Rd), (g(j)n )n∈N ⊂ G, φ(j) ∈ H1/2(Rd), ε(j) ≥ 0 and A(j) ≥ 0 satisfying:
f (j)n = f
(j−1)
n − g(j)n φ(j), (82)
A(j) = lim
n→∞
‖f (j)n ‖H1/2(Rd)<∞, (83)
ε(j) = lim
n→∞
‖eit〈∇〉f (j)n ‖Lp(R×Rd). A(j) <∞, (84)
α(j)n λ
(j)
n 6→ 0, (85)
(g(j)n )
−1f (j−1)n ⇀ φ
(j) (86)








= ‖φ(j)‖H1/2(Rd)& ε(j−1). (87)
If we eventually find some j such that ε(j) = 0, then we let J∗ = j and stop. Otherwise,
we let J∗ =∞.
Now we move to proving the claimed properties:
Firstly, (55) follows from repeated applications of (82).
It is clear that (a) follows directly from (87).






















Hence the result follows by Proposition 5.14.























To prove (d), we argue by contradiction. So let us assume that there exist j′, j with









asymptotically orthogonal for all j′ < k < j.
Observe that by (82) and (86), we have for any m,
(g(m)n )
−1f (m)n = (g
(m)
n )
−1f (m−1)n − φ(m) ⇀ 0. (88)
Also, by (85), Proposition 5.23, Proposition 5.14 (together with the fact that isometries














n 〉H1/2(Rd) + lim
n→∞























〈φ(j), (g(j)n )−1f (j)n 〉H1/2(Rd)
= lim
n→∞
〈g(j)n φ(j), f (j)n 〉H1/2(Rd)
= lim
n→∞
〈g(j)n φ(j), f (j
′)












which contradicts (a). This establishes (d).
Finally, to prove (e), we let ϕ ∈ H1/2(Rd), and observe that by Proposition 5.14, (82),
(d), (85), Proposition 5.24 and (86), we have along a subsequence:
lim
n→∞
〈ϕ, (g(j)n )−1f (J)n 〉H1/2(Rd) = lim
n→∞
〈g(j)n ϕ, f (J)n 〉H1/2(Rd)
= lim
n→∞







〈ϕ, (g(j)n )−1f (j−1)n 〉H1/2(Rd) − lim
n→∞
〈g(j)n ϕ,g(j)n φ(j)〉H1/2(Rd)
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