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Abstract 
A graph is said to be a sum graph if there exists a set S of positive integers as its node set, 
with two nodes adjacent whenever their sum is in S. An integral sum graph is defined just as 
the sum graph, the difference being that S is a subset of 2~ instead of N*. The sum number of 
a given graph G is defined as the smallest number of isolated nodes which when added to G 
result in a sum graph. The integral sum number of G is analogous. 
We are interested in some problems and conjectures posed by Harary (1994) in [4], mainly 
proving the conjecture that the integral sum numbers equal sum numbers for all complete graphs 
with at least four nodes and disproving the conjecture that every tree T with integral sum number 
if(T) = 0 is a caterpillar. In addition, we also generalize some results of [4]. @ 1999 Elsevier 
Science B.V. All rights reserved 
Keywords: Sum graph; Sum number; Integral sum graph; Integral sum number; Tree; Complete 
graph; Cycle; forest; Caterpillar 
I. Introduction 
We use Bondy and Murty [3] and Harary [4] for terminology and notation not 
defined here and consider simple graphs only. 
Harary [4] introduced sum graphs and integral sum graphs. The sum graph G ~ (S) 
of a finite subset SC  N* is the graph (V,E) where V=S and uvEE i f  and only if 
u + yES. A graph G is a Sum Graph i f  it is isomorphic to the sum graph G+(S) 
of some S C N*. The integral sum graph G+(S) is defined just as the sum graph, the 
difference being that S C 7/ instead of  S C N*. The sum number of a given graph G, 
denoted by a(G),  is defined as the smallest normegative integer s such that GUsKI 
is a sum graph. Analogously, the integral sum number of G, denoted by ~(G), is 
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the smallest nonnegative integer s such that G U sKI is an integral sum graph. For 
convenience, an integral sum graph is written as f X-graph and integral sum number 
as f 2-number. By definition, it is clear that ((G)<~a(G) for all graphs, and G is an 
f Z-graph iff ~(G) = 0. 
It is very difficult to determine a(G) and ~(G) for a given graph G in general. But 
for some special classes of graphs, such as cycles, trees, complete graphs and complete 
bipartite graphs, etc., the sum numbers have still been derived, and in the following, 
we list those that will be useful to obtain our main results. 
Theorem 1.1 (Bergstrand et al. [2]). For all complete graphs K, of order n with n ~>4, 
tr(K,) = 2n - 3. 
A tree T is said to be nontrivial if T ~ K1. 
Theorem 1.2 (Bergstrand et al. [1]). For all nontrivial trees T, or(T)= 1. 
Theorem 1.3 (Harary [4]). For all cycles Cn of order n, 
a(Cn) = { 32 whenn=4, 
when n ¢ 4. 
The sum numbers of complete bipartite graphs have been given in [4]. However, 
up to now, in the graphs of the above four classes, few f 2~-numbers are known, and 
the f S-numbers eem more difficult to compute than the sum numbers. The following 
problems and conjectures were posed by Harary in [4], where he showed that all paths 
and matchings are f X-graphs. 
Problem 1.4. Characterize the trees T satisfying ( (T)= O. As a special case, what & 
the criterion when T is a caterpillar? 
Conjecture 1.5. Every tree T with ( (T )= 0 is a caterpillar. 
Problem 1.6. Characterize the graphs G which satisfy (( G)= tr(G). 
Conjecture 1.7. For all complete graphs Kn with n >/4, ~(Kn)= a(K,) . 
We prove that Conjecture 1.7 is true but 1.5 false. As a class of counterexamples 
to Conjecture 1.5, all three-path trees (i.e. three paths with a common end-node), are 
shown to be f S-graphs. In addition, by discussing a class of special caterpillars and 
the unions of some graphs, we obtain some generalizations of the results of [4]. In the 
final section we show that ~(Cn)~< 1 for all cycles Cn except C4. 
2. Trees 
In order to disprove Conjecture 1.5 and generalize some results of [4], let us inves- 
tigate two classes of special trees and show that they are f X-graphs. 
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Fig. 1. P(6,5,4) realized as an f Z-graph. 
A tree T is said to be a three-path tree i f  it consists of three paths with a common 
end-node. It is a special case of  a star-like tree. Such a tree is denoted by P(m.n,t )  
when its corresponding three paths are P,,,Pn and Pt, respectively. For example, the 
tree shown in Fig. 1 is written as P(6,5,4) .  For simplicity, the path Pm of order 
m is written Pm = (al ,a2 . . . . .  am), where E(P,, ,)= {aiai+l l i= 1,2 . . . . .  m - 1}. We will 
sometimes identify the nodes of a graph with their integer labels. 
Theorem 2.1. All three-path trees are f S-graphs. 
Proof .  Let T=P(m,n , t )  be any three-path tree, its corresponding three paths are 
written as follows 
Pm =(al,a2,a3 . . . . .  am), 
P,, = (am, b2, b3 . . . . .  b,,), 
Pt = (am, C2, C3 . . . . .  C, ). 
Note that am is their common end-node. Without loss of  generality, we may sup- 
pose m>~n>~t>~l. It is clear from [4] that P(m,n, 1)=Pm+,,-i and P (2 ,2 ,2 )=KI ,3  
are two fX-graphs.  And further, P(3 ,2 ,2 )~G+(1 ,2 , -1 ,3 , -3 ) ,  P(3 ,3 ,2 )~ 
G÷(3, -1 ,2 ,  1, -3 ,6 )  and P(3, 3, 3 )~ G+(2, 5 , -3 ,7 , -10 ,4 ,  1). 
So, we can suppose that m ~>4 and t ~>2. 
Let 
a l . - -1 ,  a2=2,  ai=ai  2 -a i -1  ( i=3 ,4  . . . . .  m), 
ci = ( -2 )  i 2(am I - -2am)  ( i=2,3  . . . . .  t). 
b2 = am-I --am, bi+l =-c i  ( i=2 ,3  . . . . .  t -  1). 
When n = t, all nodes of  T have been labelled, which realizes the f S-graph. 
When n > t, those unlabelled nodes will be labelled one by one as follows: 
Let 
bt+l=-G,  bt+2=ct -bt+l ,  b i=bi  2 -b i - I  ( i=t+3, t+4 . . . . .  n). 
From these labels we have seen that T is an f Z-graph, thus Theorem 2.1 
holds. 
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Fig. 2. sequence ofS(1,3,2,0,3,2). 
Using the labelling method above, we number the nodes of P(6,5,4) in Fig. 1. 
Conjecture 1.5 is disproved by this theorem when min{m, n, t}/> 3. 
Next, we consider a class of special caterpillars. I f  Pn =(al ,a2 . . . . .  a,)  is a path of 
order n, let T = S(xl ,  x2 . . . . .  xn) be the caterpillar which is obtained by putting xi leaves 
(end-edges) at the node ai of en ( i= 1,2 . . . . .  n). Clearly, order of T is n + Y'~i~=lxi. 
The path P, is also written T t, called spine of T in [4]. 
Theorem 2.2. For any integer xi/> 0 (i = 2, 3 . . . . .  n) and n >1 2, S( 1, x2, X3 . . . . .  X n ) is an 
f X-graph. 
Proof. Let T=S(1 ,x2 ,x3  . . . . .  Xn). All nodes of T can be arranged into the sequence 
17" = {bl, b2 . . . . .  bm} satisfying the following three properties (m = IV(T)[): 
(1) Let b2 be such an end-node of T t =Pn as is adjacent o exactly one pendant-node 
of T, and this pendant-node is written as bl. 
(2) For each i=  1,2 . . . . .  m-  1, the distance between any two consecutive nodes bi and 
bi+l is not more than 2. 
(3) For each k E {1,2,3 . . . . .  m}, the subgraph induced by Ak = {bl,b2 . . . . .  bk} is a sub- 
tree of T. 
The sequence V= {bl,b2 . . . . .  bin} is illustrated in Fig. 2. 
Obviously, for each i E {2,3 . . . . .  m}, there exists a unique integer (node) j ( i )< i  
such that bi is adjacent o bj( i )  in T. 
Let bl =-3 ,  b2 = 1, b3 =-2 ,  b4 =-1 .  
From i = 5 to i = m, we define one by one: 
= [mi -1  - bj(i) when b/(i)>0, 
bi I.Mi_~ - b/(i) when bj(i)<0, 
where mi- i  =min{bk  lk<<.i -- 1}, Mi-t = max{bk I k<<.i - 1}, 
It is easy to check that T has been realized by the labels above as an f X-graph. 
Thus the proof of Theorem 2.2 is complete. [] 
By the way, it was observed by Harary [4] that not all caterpillars are f S-graphs, 
such as the double star S(2, 2). However, the assertion in [4] that S(1, 3) is not an f 2~- 
graph is false. In fact, it can be realized as the f X-graph of S= {-3, 1, -2 , -1 ,3 ,5} .  
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3. Union of special graphs 
All matchings are verified to be f Z-graphs in [4], and many generalizations of this 
result are possible. In this section, our main result is Theorem 3.7. 
Theorem 3.1. I f  Gl and G2 are two-node-disjoint graphs and A(Gi)<IV(Gi)I - 1 
(i = 1,2), then ~(Gl U Gs)<~(GI) + if(G2). 
Proofl By definition, / / /=  GiU((Gi)Kl is an f S-graph. Let fi denote its labelling 
function, by which //1- can be realized as an f S-graph ( i= 1,2). It is obvious that 
zero cannot be labelled in Hi for A(Gi)< Iv(ai)l- 1 (i = 1,2). 
Let M = max{lfl (V)I: v E V(HI )}, we define the labelling function f of HI U He as 
follows: 
f f l (v )  when vC V(H1), 
f (v )= I,(2M + 1)fs(v) when vc  V(Hs), 
Hi U H2 is realized as an f S-graph, i.e. ((G1 U Gs)~<((Gi)+ ((Gs). [] 
The following two statements are immediate from Theorem 3.1. 
Corollary 3.2. I f  Gl and G2 are two f S-graphs, with A(Gi)< I V(G~)I- 1 ( i= 1,2), 
then G1 U G2 is also an f S-graph. 
Corollary 3.3. I f  2G and 3G are both f Z-graphs, then mG (m ~>2) is an f S,-graph. 
Using the two corollaries above, we can easily find many f S-graphs. For instance, 
/£3 ~ G+(0, 1,-1),  2/£3 ~ G+( -2 , -5 , -7 ,2 ,5 ,7 )  and 3/£3 ~ G+(4, 10 , -14 , -4 , -10 ,  14, 
-19, 9, 5), thus we have the following result: 
Corollary 3.4. For an arbitrary integer m >~ 1, inK3 is an f Z-graph. 
Theorem 3.5. For any tree T and star Kl,n, T U Kkn is an f Z-graph. 
Proof. This theorem is obvious when T =KI.  Suppose T is a nontrivial tree. By 
Theorem 1.2, T U KI is a sum graph in which all its nodes are identified with their 
labels. Let M = max { v I v E V(T U Kl ) }, m = min{ v I v E V(T U K1 )}, note that M is the 
isolated node of T U Kl. Let G = T U Khn, V(G) = V(T) U {a0, al, a2 .. . . .  an}, where a0 
is the center-node of Kl,n. We define the labelling function f of G as follows: 
v when v E V(T), 
f (v )= M whenv=ao,  
m - iM whenv=ai  ( i=1,2  . . . . .  n). 
T U KI., has been realized as an f Z-graph, thus this proof has been completed. 
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Theorem 3.6. The union of any three stars is an f S-graph. 
Proof. We suppose G =Kl ,m UKI,n UKI , t ,  and 
V(KI,m) = {ao, al,a2 . . . . .  am}, 
V(gl ,n)  = {bo, bl ,  b2 . . . . .  bn}, 
g(Kl , t )  = {co, el ,  c2 . . . . .  ct}, 
where ao, bo and co are the center-nodes of Kl,m, Kl,n and KI,t, respectively. 
Let 
a0=2,  a i=2 i -1  ( i=1 ,2  . . . . .  m), 
b0=2m+l ,  b i= l - i (2m+l )  ( i=1 ,2  . . . . .  n), 
c0=x0, c i= l -n (2m+l ) - ixo  ( i= l ,2 , . . . , t ) ,  
where x0 is a large enough integer, for example, x0 > 2n (2m + 1). 
It is easy to see from the above that G is realized as an f X-graph. Hence, we have 
completed this proof. 
Using Corollary 3.2 and Theorems 3.5 and 3.6, we have obtained the following main 
result. 
Theorem 3.7. I f  every component of a forest is an f X-graph, then this forest itself 
is also an f S-graph. 
We have tried without success to find a forest (disconnected) which is not an 
f X-graph. Therefore, it remains open whether all disconnected forests are f S-graphs. 
4. Complete graphs 
The aim of this section is to prove that ~(Kn) = 6(Kn) for all complete graphs Kn with 
n >14. This was conjectured by Harary in [4], who observed that ~(K4)= a(K4)= 5. 
Theorem 4.1. For any integer n/>4, ~(Kn) = cr(Kn) = 2n - 3. 
The proof of this theorem is based on Theorem 1.1 and needs the following two 
fundamental lemmas. 
Lemma 4.2. For any integer n~4, the complete graph Kn of order n is not an 
f S-graph. 
Proof. Assume, to the contrary, that K~ may be realized as an f X-graph of some 
S= V(Kn)= {al,a2 . . . . .  an}, with the increasing sequence al <a2 <. . .  <an. I f  a2~>0 
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then a,,- i  + an ~ V(Kn); I f  a2 <0 then al + ae f~ V(Kn). This contradicts the definition 
of an f S-graph, thus Lemma 4.2 holds. [] 
The next lemma requires no proof. 
Lemma 4.3. Suppose G = (V, E)  is" an f S-graph and a, b, c, and d are any Jour nodes 
of  G for which a + b = c + d. Then ab E E iff cd c E. 
We now tum to prove Theorem 4.1. 
Proof. Let ~(Kn)= m, G =Kn U mKt be an f S-graph. We know from Lemma 4.2 
that m>~ 1 for n>~4, and hence V(G) does not contain zero. By Theorem 1.1, or(K,,)= 
2n-  3>~m. So, we need only to prove m>~2n-  3. First, V(G) is divided into three 
subsets as follows: 
V(G) =K + UK-  UL, 
where 
x + = {~ v(xn) lv>O},  
/~ = {v ~ v(K,,)I v<0},  
L = V(mKi ) 
and further, we divide L as follows: 
L =L  + UL-  UL; 
where 
L + = {x E L I there exist u, v E K + such that x = u + v(u ¢ v)}, 
L -  = {x E L I there exist u, v E K -  such that x = u + v(u ¢ v)}, 
L* = L/(L + U L -  ). 
Let [K+[ = s and IK [= t, clearly, s + t = n. We can suppose s ~>t (otherwise, each 
node of  G multiplied by - 1 ), it is easy to see that the subgraph induced by K + U L * in 
G is a sum graph. By Theorem 1.1 we obtain [L+l>~2s-3. Analogously, [L-[~> 2t -  3. 
We now consider the following three cases: 
Case 1: t = 0 (and hence s = n), obviously, m ~> [L+I ~> 2s - 3 = 2n - 3. 
Case 2: t= l ;  s=n-  1>~3 andL  =0 (empty set). Let K -={a},  K~={bl ,b2 ,  
b3, . . . ,bs} so that 0<bl<b2<. . .  <b~, note that a<a +b l<b l ,  which results in 
a+bl  6L*.  
To prove that [L*I~>2, we will show that L* contains at least one of a + b2 and 
a+b3.  
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Assume, to the contrary, that neither of them belongs to L*, then a + b2 has to 
belong to K +, this implies 
a + b2 = bl (1) 
and a + b3 has to be contained in K+UL +. 
Subcase 2.1: a + b3 EK+;  it follows that, since a + b3 ¢b l  by (1), a + b3 =b2, 
associated with (1), we get b3 + (a + b l )=bl  + b2, which contradicts Lemma 4.3. 
Subcase 2.2: a + b3 cL+;  it implies a + b3 =b l  + b2 EL +. Combining with (1), we 
have b i ÷ b3 = a + b2 ÷ b3 = b2 + (bl + b2 ). By Lemma 4.3, a contradiction again. In fact, 
we have proved that IL*I t> 2. Hence, m = IZ+l + IL- [ + IL* [/> 2s - 3 + 0 + 2 = 2n - 3. 
Case 3:t~>2 (note that s>>,t and s+t=n) :  
Let K+= {bl,b2,. . . ,bs} and K -= {al,a2 . . . .  ,at)  so that they satisfy 
0>a l>a2> ' ' '  >at, 
0<bl<b2<. . .  <bs. 
In this case we shall prove IL*I~> 3. 
Now, consider the four nodes: as ÷ bl, as + b2, az + bl and a2 ÷ b2. Obviously, as + 
bl c L*, and L* contains at least one of  as + b2 and a2 + bl (otherwise, 
as + b2 =bl  EK  +, a2 + bl ----as EK-  and as + be + a2 + bl =a l  + bl, which yields 
a2 + b2 -- 0, a contradiction with a2bz C E(G)). 
Without loss of generality, we may suppose as + b2 c L*, namely {al + bl, 
as + b2} _CL*. 
In order to prove [L*[~>3, we assume that, to the contrary, L* ={as  +bl,al  +be}. 
Two other nodes a2 + bl and a2 + b2 are considered as follows: 
Subcase 3.1:a2 + bl - -a l .  (2) 
In this subcase, it is clear that a2 + b2 ~ L + U L -  U K - .  Further, if a2 ÷ b2 E K +, then 
a2 + b2 =bl .  Associating with (2), we get (as + b2) + a2 =as  + bl, this contradicts 
Lemma 4.3. 
Thus, a2 + b2 has to belong to L*, it implies a2 + b2 = as + bl. Combining with (2), 
we have al + b2 = (a2 + bl ) + b2 -- bl + (al + bl ), which contradicts Lemma 4.3. 
Subcase 3.2:a2 + bl ¢a l .  (3) 
It implies a2 + bl EL*,  that is, 
a2 + bl = ax + b2. (4) 
It is easy to see that a2+b2 ~L  + UL- .  Further, if a2+b2 EK-  then a2+b2 =as .  Asso- 
ciating with (4), we get bi = 2b2, which contradicts the fact b2 > bl > 0; 
if a2 + b2 EK  + then a2 + b2=bl. Combining with (4), we have al =2a2,  but it is 
impossible for a2 <a l  <0. 
Thus a2 ÷ b2 has to be contained in L*, which implies a2 ÷ b2 =as + bl. By (4), 
we can derive a~ = a2, a contradiction again. 
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To sum up, in Case 3 we proved IL*[~3 and hence m = IL+I + IL - [+ IL*I~ 
2s -  3 + 2t -  3 + 3 =2n - 3. 
The proof of Theorem 4.1 is complete. [] 
Using Theorem 4.1, we can easily obtain the following result, which was listed as 
a question in [4]. 
Corollary 4.4. I f  n >~4 then ~(K, - e) = 2n - 4. 
5. A remark on cycles 
It is very difficult to characterize the graphs G which satisfy the following equality: 
~(G) = a(G). (*) 
In the previous section, we have showed that ( . )  holds for all complete graphs 
with at least four nodes. An interesting open problem is to determine the f S-numbers 
of cycles. It follows from [4] that ((C4)=~r(C4)=3. Next, we will see that from 
Theorem 1.3 and the following theorem, ( (C , )= ~r(C,) if and only if n--4. 
Theorem 5.1. I f  nO4 then ~(C~)~<I. 
Proof. When 3 ~<n ~< 10 and n ¢ 4; we have C3~G+(0, 1, -1  ), C5~G+(2, 1, -2,  3, - 1 ), 
C7 = G+(1,2, -5,  7, -3,  4, 3), C9 -~ G+(2, -5,  7, - 12, 17, -20, 8, -3 ,  5), C6UKI 
G÷(2,5 , -3 , -12 ,7 , -5 , -15) ,  C8UK~-~G + ( -3 ,5 ,2 , -5 ,7 , -12,20,8 ,28) ,  C~oUK1 
G ÷ (19, -12,7 , -5 ,2 ,  5 , -3 ,  8 , -20 , -39 , -59) .  
When n >~ 11, Cn U KI can be realized as an f Z-graph: 
C, UK1 ~ G+(3x + 3, -x ,2x  + 3,x,x + 3, -3,5,2, -5,7,a l l ,a12 .. . . .  a, ,a ,  + 3x + 3). 
Here let 
a9=-5 ,  a l0=7, a i=a i -2 -a i -1  ( i=  11,12 .. . . .  n), 
where x~>3lanl. 
It is easy to check that Cn U Kl is an f S-graph for every n ¢ 4. Thus, the proof of 
Theorem 5.1 is complete. [] 
We can also observe from the proof of Theorem 5.1 that C2n+l is an f Z-graph when 
l~<n~<4, and Cll ~G + ( -40 ,8 , -5 ,3 ,5 , -2 ,7 , -12 ,20 , -32 ,35) .  From these results, 
we put the following: 
Question: Is it true that any odd cycle is an f Z-graph? 
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