Abstract. The plant hormone auxin is regulating many aspects of plant development and one striking dynamical feature is the self-organisation of leaf venation patterns driven by high auxin within vein cells and a facilitated transport of auxin mediated by specialised membranelocalised proteins. Highly important for correct venation patterns are polarly localised effluxmediator proteins of the PIN family. Here, we investigate a model of auxin transport with a positive feedback between auxin fluxes and transport capacities that are not necessarily polar, adapted from a recently proposed model for transport networks. We show global existence and nonnegativity of solutions to the model, and demonstrate the validity of Murray's law for the steady states of the model. In the numerical simulations, we further show the ability of the model to connect an auxin source-sink pair with a mid-vein and that it can also produce a branching vein pattern. In addition, we derive and analyse a macroscopic formulation of the model which can be extended to include network growth.
Introduction
The hormone auxin is important for a multitude of developmental processes in plants [23, 26, 28, 14, 35, 34, 33] . During leaf development, a connected network of veins is formed in a highly predictable order, generating a well defined pattern in the final leaf [15] . Auxin is present at high levels in the forming vein cells compared to neighboring tissues, and the membrane localized PIN-FORMED (PIN) family of auxin transport mediators have been shown to be essential for the correct patterning of the vein network [31, 35] . It has been suggested that the pattern could be the result of a canalisation mechanism where auxin flux itself feeds back to a polarised transport connecting sources and sinks of auxin [32, 21, 22] , and this idea has been revisited in models including polarised PIN transporters [29, 11, 10] . No flux-sensing mechanism has been identified experimentally, but models have been used to suggest alternatives [19, 5] . While newer models have solved the initial drawback of flux-based models having low auxin within the veins [11] , there is still a question on how looped veins can form [29, 8] , where specified auxin production can provide a solution.
PIN proteins are involved in several patterning processes in plants, and alternative models, not based on auxin flux, have been proposed for example for producing turing-like dynamics in the context of phyllotaxis [17, 38, 4] , and for single cell polarity resulting in planar polarity [1] .
While much attention has been on polarised transport via PINs in models for veins since their discovery, recent data suggest that polar auxin transport mediated by PINs is not crucial for forming veins [34, 33] . Although the characteristic vein pattern and leaf shape are perturbed, veins form when PIN-mediated auxin transport is blocked in chemical perturbations, or when multiple membrane-localised PIN proteins are mutated. This raises the question if alternative mechanisms can be working in parallell or together with the PIN-based polar transport during the initiation of veins.
Here, we analyse an alternative model for leaf venation, which is not dependent on polar localisation of auxin transport mediators. It is based on a recent continuous model for transport networks [16] , where there is a feedback between gradients and transport capacity. We first perform a thorough analysis of a discrete version of the model, and adapt it to a plant context. We then provide numerical simulations showing that it is capable of generating a mid-vein pattern as well as simple branched patterns.
Description of the model
Hu and Cai considered a discrete model for describing the formation of biological transport networks in [16] . This model was studied in terms of the existence of solutions, its formal continuum limit as well as its qualitative behavior in [13] . Based on this model we propose an adapted model in the cellular context for describing the auxin and PIN transport. The plant model which seems to be most similar to our new model is the one introduced by Mitchison in [21] where the transport capacity is updated as a function of the flux (gradient) between cells. The main difference of this model to all current plant models is that an asymmetry in transport in one direction versus the opposite is usually considered. [16] . The discrete model introduced by Hu and Cai [16] and reformulated in [2] is posed on a given, fixed undirected connected graph G = (V, E), consisting of a finite set of vertices V of size N = |V | and a finite set of edges E. Any pair of vertices is connected by at most one edge and no vertex is connected to itself. We denote the edge between vertices i ∈ V and j ∈ V by (i, j) ∈ E. Since the graph is undirected, (i, j) and (j, i) refer to the same edge. For each edge (i, j) ∈ E of the graph G we consider its length and its conductivity, denoted by L ij = L ji > 0 and C ij = C ji ≥ 0, respectively. The edge lengths L ij > 0 are given as a datum and fixed for all (i, j) ∈ E. With each vertex i ∈ V there is associated the fluid pressure P i ∈ R. The pressure drop between vertices i ∈ V and j ∈ V connected by an edge (i, j) ∈ E is given by (∆P ) ij := P j − P i .
Model of Hu and Cai
(2.1)
Note that the pressure drop is antisymmetric, i.e., by definition, (∆P ) ij = −(∆P ) ji . The oriented flux (flow rate) from vertex i ∈ V to j ∈ V is denoted by Q ij ; again, we have Q ij = −Q ji . Since the Reynolds number of the flow is typically small for biological networks and the flow is predominantly laminar, the flow rate between vertices i ∈ V and j ∈ V along edge (i, j) ∈ E is proportional to the conductance C ij and the pressure drop (∆P ) ij = P j − P i ,
The local mass conservation in each vertex is expressed in terms of the Kirchhoff law
Here N (i) denotes the set of vertices connected to i ∈ V through an edge, and S = (S i ) i∈V is the prescribed strength of the flow source (S i > 0) or sink (S i < 0) at vertex i. Clearly, a necessary condition for the solvability of (2.3) is the global mass conservation
which we assume in the sequel. Given the vector of conductivities C = (C ij ) (i,j)∈E , the Kirchhoff law (2.3) is a linear system of equations for the vector of pressures P = (P i ) i∈V . With the global mass conservation (2.4), the linear system (2.3) is solvable if and only if the graph with edge weights C = (C ij ) (i,j)∈E is connected [2] , where only edges with positive conductivities C ij > 0 are taken into account (i.e., edges with zero conductivities are discarded). Note that the solution is unique up to an additive constant. The conductivities C ij are subject to an energy optimization and adaptation process. Hu and Cai [16] propose an energy cost functional consisting of a pumping power term and a metabolic cost term. According to the Joule's law, the power (kinetic energy) needed to pump material through an edge (i, j) ∈ E is proportional to the pressure drop (∆P ) ij = P j − P i and the flow rate Q ij along the edge, i.e.,
The metabolic cost of maintaining the edge is assumed proportional to its length L ij and a power of its conductivity C γ ij , with an exponent γ > 0 of the network. For models of leaf venation the material cost is proportional to the number of small tubes, which is proportional to C ij , and the metabolic cost is due to the effective loss of the photosynthetic power at the area of the venation cells, which is proportional to C 1/2 ij . Consequently, the effective value of γ typically used in models of leaf venation lies between 1/2 and 1, [16] . The energy cost functional is thus given by
where Q ij [C] is given by (2.2) with pressures calculated from the Kirchhoff's law (2.3), and ν > 0 is the so-called metabolic coefficient. Note that every edge of the graph G is counted exactly once in the above sum. Hu and Cai [16] propose an energy optimization and adaptation process for the conductivities C ij based on the gradient flow of the energy (2.5),
with parameters σ, τ > 0, constrained by the Kirchhoff law (2.3), see [13] for details.
2.2.
Mitchison model [22] . As described in the introduction, auxins are a class of plant hormones (or plant growth regulators) that play a cardinal role in coordination of many growth and behavioral processes in the plant's life cycle and are essential for plant body development including for developing its own transport network. This has been captured in a model proposed by Mitchison [21] , where auxin dynamics within an array of cells with indices i ∈ V is considered. For two cells i, j ∈ V with signal concentrations s i , s j , respectively, the diffusion constant at the interface between the cells is denoted by D ij = D ji ≥ 0 and can be specified independently for each cell-cell interface. The oriented flux from vertex i ∈ V to j ∈ V is given by Fick's law [6] ,
where L ij = L ji > 0 denotes the (average) length of cells i and j. In particular, we have the antisymmetry φ ij = −φ ji . The dependence of the diffusion constant D ij on the flux φ ij is of the form
for a suitable function f such that |φ ij |/D ij decreases as |φ ij | increases. For instance, f can be chosen such that D ij ≈ φ 2 ij at least in a neighborhood of f −1 (0). Assuming that cell i ∈ V receives fluxes φ ji for j ∈ N (i), the evolution of the signal s i is of the form
As before, N (i) denotes the index set of neighboring cells of cell i ∈ V . The parameter σ i is the source activity for signal production in cell i ∈ V . All cells have volume v > 0 and A ij = A ji > 0 is the area of the interface between cell i and its neighbor j ∈ N (i). Note that the term j∈N (i) A ij φ ji can be regarded as the difference between influx and outflux since φ ij = −φ ji for j ∈ N (i). For the conservation of the signal we require that the source activity σ i for signal production and degradation is chosen such that
It is worth noting that while it was well established that auxin was important for generating the vascular or vein patterns (e.g. [32] ), auxin 'transporters' were not identified at the time when these models were introduced. The models received great attention later, when auxin transport mediator proteins with similar polar localisation as predicted by the models were identified [35] . In particular, PIN proteins are integral membrane proteins that transport the anionic form of auxin across membranes. Most of the PIN proteins localize at the plasma membrane where they serve as secondary active transporters involved in the efflux of auxin. They show asymmetrical localizations on the membrane and are therefore responsible for polar auxin transport. Still, while PIN loss of function mutants generate phenotypes in venation patterns, they do not completely abolish the formation of veins [34] , and as such alternative mechanisms can contribute to the dynamics of vein formation. While individual mutants do not show strong phenotypes, this is also implied by the existence of other auxin transport proteins, such as AUX1/LAX influx mediators [18, 27, 34] , regulating intracellular and intercellular transport. In the following discussion we will often use PIN as a descriptor of the auxin transporter protein for simplicity, but it should be seen as a more general description of auxin transport mediated by polar and/or nonpolar membrane proteins.
2.3.
Adapted Hu-Cai model in cellular context. Given the known auxin flows generated from sources to sinks in a plant tissue, the sometimes clear expression but unclear polarisation of PIN auxin transporter proteins in these veins, and the ability to generate veins without any PIN transport, it is of interest to investigate alternative mechanisms for the vein dynamics in an auxin context. Such an alternative can be given by the Hu and Cai model for transport networks [16] . The mechanism where pressure differences feeds back on conductance between elements has similarity with the auxin transport case, as described in the flux-based models [21, 22] , where auxin sources and concentration differences (pressure in the Hu-Cai model) generates diffusive fluxes between cells (spatial elements), which positively feeds back on transport rates between the cells (conductance). To modify the Hu and Cai model to a cellular context of plant venation dynamics we consider n = |V | cells with indices i ∈ V and replace the pressure P i at vertex i ∈ V in the Hu and Cai model with the auxin concentration a i ≥ 0.
The conductance C ij in edge (i, j) ∈ E in the Hu and Cai model is replaced by the PIN concentration P ij = P ji ≥ 0 in the membrane connecting cells i ∈ V and j ∈ V . Consequently, we define the auxin flow rate Q ij = −Q ji ∈ R from cell i ∈ V to cell j ∈ V by
where L ij = L ji > 0 denotes the (average) length of cells i and j. Based on the framework of Mitchison (2.8) and Hu and Cai (2.6) we propose to describe the auxin transport in the cellular context by the ODE system 9) where N (i) denotes the index set of neighboring cells of cell i ∈ V and the parameter δ > 0 denotes the (scaled) diffusion rate. To account for the auxin production and destruction in the cells, we introduced the source terms S i ≥ 0 and decay rates I i ≥ 0 for i ∈ V . For simplicity, we assume S i and I i to be independent of time.
For the PIN concentration in the membrane we consider the evolution
where γ > 0 is a control parameter and σ, κ, τ are nonnegative parameters denoting, respectively, the conductance update rate, the flux feedback and the conductance degradation rate.
In particular, the flux feedback κ is an important parameter of the model and is also a relevant parameter in the Mitchison model [21, 22] . The system (2.9)-(2.10) shall be equipped with the initial datum
Clearly, the PIN evolution equation (2.10) satisfies the symmetry requirement P ij = P ji . The conductance equation (2.6) and the PIN equation (2.10) are of similar form. However, the term Q 2 ij in the conductance equation (2.6) is replaced by the more general term |Q ij | κ in the PIN equation (2.10) so that (2.10) reduces to (2.6) for κ = 2. Besides, the linear algebraic system (2.3) is relaxed by the introduction of the time derivative of the auxin concentration in (6.1), leading to a system of linear ordinary differential equations. Remark 1. While the system (2.6), (2.3) is a constrained gradient flow for the energy (2.5), the system (2.10), (2.9) does not seem to have a gradient flow structure.
We usually denote the total amount of transporter in a cell by P tot . Cells produce or degrade transporter proteins and these proteins are then cycled back and forth to the membranes such that P tot = j∈N (i) P ij .
3. Global existence and nonnegativity of solutions to the adapted Hu-Cai model Theorem 1. Let 0 < κ − γ ≤ 1 and fix T > 0. The system (2.10), (2.9) subject to the initial datum (2.11)-(2.12) has a solution
Moreover, if S i = 0 for all i ∈ V in (2.9), then a i is uniformly globally bounded, i.e., there exists a constant α > 0 such that
Proof. Nonnegativity for P ij . With (2.10) we have
as long as the solution exists. Consequently, P ij (0) ≥ 0 implies P ij (t) ≥ 0 on the interval of existence.
Boundedness for |a i |. Let us denote the adjacency matrix of the graph G = (V, E) by A ∈ R n×n , i.e. its entries are given by
For the solutions a i of the auxin equation (2.9) on their joint interval of existence we have
where we used the nonnegativity of I i in the estimate and the usual symmetrization trick (recall that both A ij and P ij are symmetric). Now, due to the nonnegativity of P ij , we have
implying at most quadratic growth of a 2 i in time, i.e., at most linear growth of |a i | = |a i |(t). Clearly, if S i = 0 for all i ∈ V , then we have the uniform bound (3.2) with
Boundedness for P ij . Due to the nonnegativity of P ij we have
and the boundedness of |a i | on bounded time intervals implies
and, therefore, for 0 < κ − γ < 1, P ij = P ij (t) grows at most algebraically in time, while for κ − γ = 1 the growth is at most exponential. Positivity for a i . According to the assumption, there exists a > 0 such that a i (0) ≥ a for all i ∈ V . Let us assume that t 0 < +∞ is the first instant when any of the curves a i = a i (t) hits zero. Due to continuity, we have t 0 > 0, and, clearly, a i (t) > 0 for t ∈ [0, t 0 ) for all i ∈ V . With the nonnegativity of the sources S i ≥ 0, (2.9) implies
and with the nonnegativity of P ij we have
Finally, since P ij = P ij (t) grow at most exponentially in time, there exist constants C, λ > 0 independent of t 0 such that
Therefore, a i (t 0 ) > 0 for all i ∈ V , a contradiction to the assumption t 0 < +∞.
Note that under the relaxed initial condition
with an initial auxin concentration i∈V a i (0) > 0 some cells may get no auxin over time. If a i (0) = 0 for some i ∈ V , it follows from (2.9) that cell i gets no auxin as long as its neighboring cells have zero auxin. However, if a i (0) = 0 for some i ∈ V and a j (0) > 0 for some j ∈ N (i), then (2.9) implies that
In particular, the relaxed initial condition (3.4) guarantees the nonnegativity for a i .
Murray's law
In this section we demonstrate the validity of the Murray's law [24, 25] for the steady states of both the original model of Hu and Cai (2.6), (2.3) and the Auxin-PIN model (2.10), (2.9). Murray's law is a basic physical principle for transportation networks which predicts the thickness or conductivity of branches, such that the cost for transport and maintenance of the transport medium is minimized. This law is observed in the vascular and respiratory systems of animals, xylem in plants, and the respiratory system of insects [37] .
Let us first consider the stationary version of (2.6),
which implies that either C ij = 0 or
Note that C ij = 0 implies Q ij = 0, so that the above formula is valid for all edges (i, j) ∈ E. Now, the Kirchhoff law (2.3) written in terms of the fluxes Q ij reads
Let us write the set of neighbors N (i) as the disjoint union
Then, we can rewrite (4.2) as
and, further,
Using then (4.1), we arrive at
This is the (generalized) Murray's law for the Hu-Cai model with γ > 0. The stationary version of the Auxin-PIN model (2.10), (2.9) consists of the algebraic system
3)
Noting as before that Q ij = 0 if P ij = 0, (4.4) implies
Then, we rewrite (4.3) in the form
Using (4.5), we have
In particular, when all I i = 0, we obtain the analogue of the Murray's law
for all i ∈ V.
Numerical simulation
In this section, we provide numerical results for the discrete model (2.9)-(2.10). Since the problem is stiff, implicit formulas are necessary and we consider a multi-step solver based on the numerical differentiation formulas of orders 1 to 5 [36] .
We consider a planar graph G = (V, E), whose vertices and edges define a diamond shaped geometry embedded in the two-dimensional domain Ω = (−0.5, 2) × (−1.5, 0.5) with |V | = 81 vertices and |E| = 208 edges. Let (x i , y i ) denote the position of vertex i ∈ V . We assume that the source terms S i ≥ 0 are positive on the subset of vertices
and vanish on its complement V \V + ,
where ξ S := 100, implying that we have a single source in the bottom corner of the diamond. The decay terms I i , i ∈ V, are assumed to positive on the complement V \V + ,
where ξ I := 1. Note that in terms of the distribution of source and sink terms, we consider the same situation as in [13] . We prescribe the initial condition P ij := 1 for every (i, j) ∈ E and a i := 1 for all i ∈ V , unless stated otherwise. Besides, we consider δ := 1, σ := 1, κ := 2, γ := 0.5 and τ := 1 in the numerical simulations, if not stated otherwise.
In the sequel, we present the stationary solutions obtained by solving the system (2.9)-(2.10). We plot the value of the PIN P ij for every edge (i, j) ∈ E in terms of its width and color. The auxin concentration in each cell i ∈ V is indicated by the color of that cell.
In Figure 1 , we show the stationary PIN concentration for perturbed initial data P ij , i.e., we consider P ij + εU(0, 1) instead of P ij as initial data, where U(0, 1) denotes a uniformly distributed random variable on [0, 1]. In particular, the resulting network is stable under small perturbation. This can be seen by comparing the results with Figure 2(H) where the same parameters without perturbation are considered. In Figure 2 we vary the strength ξ S of the source in the bottom corner of the diamond. As ξ S increases, auxin is transported over a larger area, resulting in lower auxin and PIN concentrations close to the source in the bottom corner of the diamond. Note that the area of large auxin and PIN concentrations coincide in the steady states. Further note that not the entire graph is covered with auxin and PIN for ξ S ∈ {1, 10, 50} and the resulting pattern is symmetric due to symmetric initial data for the auxin and PIN concentrations.
Figure 2. Steady states for auxin concentration and PIN concentration for different background source strengths ξ S with initial data P ij , a i .
Similarly, we vary the background sink strength ξ I in Figure 3 . While for sink strengths sufficiently small, i.e., ξ I ∈ {0.5, 1}, the auxin and PINs are concentrated on the entire graph, the area of auxin and PIN concentration shrinks as the parameter ξ I increases. As before, the area of auxin and PIN concentration is of the same size and their absolute values increase as ξ I increases. In Figure 4 , we vary the strength of the sink in the top corner, denoted by ξ C I , while keeping the values of I i for all other vertices i ∈ V as before. Similarly as for the variation of ξ I , the area of the network decreases as ξ C I increases for both auxin and PIN concentrations. In this case, however, it decreases outside a neighborhood of the line connecting the source at the bottom corner and the increasing sink of size ξ C S in the top corner. In particular, the network structure for large ξ C S is given by a high auxin and PIN concentration along the line of cells, connecting the source at the bottom corner with the strong sink at the top corner. Moreover, this variation of the size of the source ξ S , as well as, of the sinks ξ I and ξ C S , illustrates how crucial the choice of sources and sinks for the resulting pattern formation is.
In Figures 5 and 6 , we investigate the dependence of the stationary states on the model parameters δ and τ in (2.9)-(2.10). For small values of δ, more complex stationary patterns for the PIN distribution can be seen in Figure 5 and the entire graph is covered with auxin and PINs. As δ increases, the auxin and PIN concentration increase close to the source, but they are no longer transported over the entire graph. As before, the area covered by auxin and PINs is of a similar size, i.e., PINs and auxin are co-existent. The increase of τ shows a similar change of steady states of both auxin and PINs as the increase of δ.
In Figures 7-9 , we vary the initial PIN concentration and no longer consider the initial data P ij . In Figure 7 , the steady states for the PIN concentration are shown where the initial PIN concentration is chosen as θ + 0.00001ε for parameter ε ∈ {0.5, 5, 50, 100} and a random variable θ with θ = 1 with probability 0.2 and θ = 0 with probability 0.8. In particular, the resulting patterns of the PINs have no symmetries and the location of the mid-veins strongly depend on the choice of parameters, illustrating that model (2.9)-(2.10) can produce complex vein patterns. Note that the size of the stationary pattern increases as ε and, thus, as the absolute value of the initial PIN data increases.
In Figure 8 , we consider the initial PIN concentration εU(0, 1) for ε ∈ {0.5, 1, 5, 100}. These numerical results demonstrate that model (2.9)-(2.10) is capable to produce different complex stationary state, not only on subdomains as in Figure 7 , but on the entire underlying network. In particular, the stationary PIN concentration connects auxin sources and sinks. . Steady states for auxin concentration and PIN concentration for different sink strengths ξ C I with initial data P ij , a i . In Figure 9 , we consider the same initial condition for the PIN concentration as in Figure 8 (D), i.e. 100U(0, 1), but we vary the strengths 10ε and ε of the auxin background source strengths ξ S and sink strengths ξ I , respectively, where ε ∈ {1, 5, 50, 100}. One can clearly see in Figure 9 that the auxin sources and sinks are not strong enough for ε = 1 for PINs to connect the top and bottom corners of the underlying network, while for larger values of ε mid-veins become visible and get stronger as auxin sources and sinks increase. This shows that complex stationary PIN patterns with no symmetries and major mid-veins can be obtained.
Model (2.9)-(2.10) describes the auxin transport with a positive feedback between auxin fluxes and PIN transport where the PINs are not necessarily polar. The above numerical results . Steady states for PIN concentration for initial PIN concentration θ + 0.00001ε where θ is a random variable with θ = 1 with probability 0.2 and θ = 0 with probability 0.8. illustrate that the model (2.9)-(2.10) is able to connect an auxin source-sink pair with a midvein and that branching vein patterns can also be produced. A nice feature of the model is that the veins end up with high auxin levels. This was not achieved with the original Mitchinson models and this has been discussed in some detail. A solution to this has been to adapt the conservative approach P tot = j∈N (i) P ij = const for the PINs which (together with feedback on PIN localisation from auxin flux) can lead to high auxin in veins. Figure 9 . Steady states for PIN concentration for initial PIN concentration 100U(0, 1) with source 10ε and sink ε.
We want to stress here that our model (2.9)-(2.10) is able to generate a venation/transport network without a polar input, as seen in the case when PINs are knocked out in the various numerical examples.
The formal continuum limit
The main reason for focusing on discrete models is that the patterns form when the leaves have very few cells, e.g. the (first) mid-vein forms when the leaf is about five cells wide. Cells split over time, resulting in a larger number of cells and network growth. Besides, there is an auxin peak at the tip before the high auxin/PIN1 vein forms downwards from this. Still, this does not discard alternative mechanisms setting up an intitial pattern that connects the leaf tip with the vasculature in the stem (thought to be auxin sink). These phenomena can be modeled much better in a diffusion driven setting instead of the discrete setting and motivates us to consider the associated macroscopic model.
The goal of this section is to derive the formal macroscopic limit of the discrete model (2.10), (2.9) as the number of nodes and edges tends to infinity, and to study the existence of weak solutions of the resulting PDE system. The derivation requires an appropriate rescaling of the auxin production equation (2.9). Moreover, since the derivation of macroscopic limits of systems posed on general (unstructured) graphs is a highly nontrivial topic, see, e.g., [20] , we restrict ourselves to discrete graphs represented by regular equidistant grids, i.e., tessellations of a rectangular domain Ω ⊂ R d , d ∈ N, by congruent identical rectangles (in 2D) or cubes (in 3D) with edges parallel to the axis. The results can be generalized to parallelotopes, see [13, Section 3] for details of the formal procedure applied to the Hu-Cai model (2.6)-(2.3), and [12] for the rigorous procedure in the spatially one-and two-dimensional setting.
6.1. The formal derivation of the continuum limit of the system (2.10), (2.9). Given the graph G = (V, E) as a rectangular tesselation of the rectangular domain Ω, let us denote the vertices left and right of vertex i ∈ V along the k-th spatial dimension by (i − 1) k and, resp., (i + 1) k . Moreover, let us denote h k > 0 the equidistant grid spacing in the k-th dimension. The rescaled auxin production equation (2.9) is then written as
The rescaling of the sum on the right hand side by h k is reflecting the fact that the edges of the graph are inherently one-dimensional structures, embedded into the d-dimensional space, cf. [13, Section 3] . A straightforward calculation reveals that (6.1) is a finite difference discretization of the parabolic equation
on the regular grid G = (V, E), where a = a(t, x) is a formal limit of the sequence of discrete auxin concentrations (a i ) i∈V as |V | → ∞, and I = I(x) is a formal limit of the sequence (I i ) i∈V . P = P(t, x) is the diagonal tensor
where P k is the formal limit of the sequence (P ij ) i,j∈V on edges (i, j) ∈ E oriented along the k-th spatial direction. A formal continuum limit of (2.10) yields the family of ODEs for P = P(t, x),
with q k = P k ∂ x k a. Note that the product P∇a is the vector P∇a = (
Observe that (6.4) is in fact a family of ODEs for P k = P k (t, x), parametrized by x ∈ Ω. Consequently, in analogy to [13] , we introduce the diffusive terms D 2 ∆P k that model random fluctuations in the medium. Thus, the updated version of (6.4) reads
with the diffusion coefficient D 2 > 0. Biological observations suggest that the auxin dynamics takes place on a faster time scale than the dynamics of the transporter proteins order of minutes for auxin movement [7] , and order of hours for e.g. PIN1 reorientation [14] . Consequently, we consider a formal fast time scale limit of (6.2), leading to the elliptic equation
The system (6.2), (6.5) is equipped with the no-flux boundary condition
where ν = ν(x) is the outer unit normal vector on ∂Ω. The no-flux boundary condition reflects the modeling assumption that there is no flow of auxin or the PIN proteins through the boundary of the domain. More general boundary conditions can be considered, leading to only slight modifications in the forthcoming analysis. Moreover, we prescribe the initial datum for the PIN concentration
Remark 2. The choice to work with the elliptic-parabolic system (6.5), (6.6) instead of the parabolic-parabolic system (6.2), (6.5) simplifies the mathematical analysis, since one can apply the so-called weak-strong lemma for the elliptic equation (6.6), see Lemma 2 below. The analysis of the full parabolic-parabolic PDE system (6.2), (6.5) will be the subject of a further work.
6.2. Existence of weak solutions for the system (6.5), (6.6). The weak formulation of (6.6), subject to the no-flux boundary condition (6.7), with a test function φ ∈ C ∞ (Ω) reads
for almost all t > 0, and the weak formulation of (6.5), (6.7) with a test function
for almost all t > 0. The system is subject to the initial datum (6.8) with
We assume the uniform positivity P 0 k ≥ P 0 > 0 almost everywhere on Ω, which prevents degeneracy of the elliptic term ∇ · (P∇a) in (6.2). Moreover, we assume that
To prove the existence of solutions of the system (6.9), (6.10) subject to the initial condition (6.11) we shall use the Schauder fixed point iteration in an appropriate function space. We start by proving suitable a-priori estimates. (6.12) . Let the diagonal tensor P ∈ L 2 (Ω) be uniformly positive on Ω, i.e., let there be P > 0 such that P k ≥ P almost everywhere on Ω, for k = 1, . . . , d. Then there exists a unique solution a ∈ H 1 (Ω) of (6.9) and a constant C > 0 depending only δ, P, S and I, such that
Proof. Let us consider a sequence of uniformly positive diagonal tensors P n ∈ L ∞ ((0, T ) × Ω), P n k ≥ P almost everywhere on Ω for all n ∈ N, such that P n → P in the norm topology of L 2 ((0, T ) × Ω) as n → ∞. For each n ∈ N a unique solution a n ∈ H 1 (Ω) of (6.9) is constructed using the Lax-Milgram Theorem, see, e.g., [9] . The continuity of the bilinear form B :
follows from a straightforward application of the Cauchy-Schwart inequality. The coercivity of B follows from
and the uniform boundedness I(x) ≥ I. Using φ := a n as a test function in (6.9) gives
and by (6.12) and the Cauchy-Schwartz inequality we have
14)
The uniform boundedness P n k ≥ P > 0 gives then
and thus a uniform bound on a n in H 1 (Ω). Consequently, we can extract a subsequence converging to some a weakly in H 1 (Ω) and strongly in L 2 (Ω). Then, it is trivial to pass to the limit in (6.9), where the term P n ∇a n converges to P∇a due to the strong convergence of P n in L 2 (Ω). Consequently, the limiting object a verifies the weak formulation (6.9). Moreover, it satisfies the a-priori estimates (6.15) due to the weak lower semicontinuity of the respective norms. Uniqueness of the solution follows from (6.15) and the linearity of the equation.
Remark 3. With a straightforward modification of its proof, we shall apply Lemma 1 for timedependent permeability tensors P ∈ L ∞ (0, T ; L 2 (Ω)) in the sequel. We then obtain the unique solution a ∈ L 2 (0, T ; H 1 (Ω)) satisfying the uniform estimate
with C = C(δ, P, S, I) > 0.
The following Lemma is an instance of the so-called weak-strong lemma for elliptic problems, see, e.g. [12, Lemma 1]. Here we formulate it in the time-dependent setting with a = a(t, x).
) be a sequence of diagonal tensors in R d×d such that for some P > 0, P n k ≥ P > 0 almost everywhere on (0, T ) × Ω, k = 1, . . . , d, n ∈ N. Moreover, assume that P n → P in the norm topology of L 2 ((0, T ) × Ω). Let (a n ) n∈N be a sequence of weak solutions of (6.9) with the permeability tensors P n . Then ∇a n converges to ∇a strongly in L q ((0, T ) × Ω) for any q < 2, where a is the solution of (6.9) with permeability tensor P.
Proof. Due to the uniform estimate on a n in L 2 (0, T ; H 1 (Ω)) of Lemma 1, a n that converges weakly in L 2 (0, T ; H 1 (Ω)) to some a. Since a n → a strongly in L 2 ((0, T ) × Ω), we can pass to the limit n → ∞ in (6.9) . With the uniform estimate on √ P n ∇a n in L 2 ((0, T ) × Ω) provided by (6.16) , the weak lower semicontinuity of the L 2 -norm implies
for almost all t > 0. Consequently, we can use a as a test function in the time-integrated version of (6.9) to obtain
Then, using a N as a test function in (6.9) with P n , we have
Consequently,
so that we have the strong convergence of
and the first term of the right-hand side converges to zero due to the assumed strong convergence of P n in L 2 ((0, T )×Ω), while the second term does so due to the strong convergence of √ P n ∇a n . Consequently, we have the strong convergence of ∇a n to ∇a in L 1 ((0, T ) × Ω). Since ∇a n is also uniformly bounded in L 2 ((0, T ) × Ω), a simple consequence of the interpolation inequality [30, Chapter 1] implies strong convergence in L q ((0, T ) × Ω) for q < 2. Then there exists a unique solution
of (6.10) subject to the initial datum (6.11) with P 0 k ≥ P 0 > 0 almost everywhere on Ω. Moreover, the solution stays uniformly bounded away from zero on (0, T ) × Ω, i.e., there exists P > 0 depending on P 0 , T , D 2 and τ , but independent of a, such that
Moreover, there exists a constant K 0 > 0 independent of P and a such that
Remark 4. Observe that the necessary condition for the mutual validity of the assumptions κ > γ and (6.18) is γ, κ < 2 for d ∈ {1, 2} and γ, κ ≤ 5/3 for d = 3.
Proof. Let us fix k ∈ {1, . . . , d} and use ψ := P k as a test function in (6.10),
where we used the identity q k = P k ∂ x k a. Using the Hölder inequality with exponents p and p ,
for ε > 0 and a suitable constant C ε . Due to the assumed L 2 -integrability of ∂ x k a, we choose κp = 2, so that p = 2 2−κ . Denote α := (κ − γ + 1)p and observe that α > 0 due to the assumption κ > γ. Let us now distinguish the following two cases: If α ≤ 2, then by the Hölder inequality we have
so that (6.22) and (6.23) imply
and choosing ε > 0 such that τ − εC Ω > 0 directly implies the a-priori estimates (6.20) and (6.21) . On the other hand, if α > 2, we apply the Sobolev inequality [9]
with C S = C S (Ω) the Sobolev constant. Depending on the space dimension, we have:
for any α < ∞, i.e., we admit any p > 1 and, consequently, κ < 2.
• For d = 3 we have (6.24) for α ≤ 6, i.e., we need
which gives the condition κ ≤ 4 . Consequently, we have
and choosing ε > 0 such that εC S < min{D 2 , τ } directly implies the a-priori estimates (6.20) and (6.21).
The uniform positivity (6.19) follows from the fact that solutions u = u(t, x) of the linear parabolic equation
are subsolutions to (6.4), and they remain uniformly positive on bounded time intervals for uniformly positive initial data, see, e.g., [9] . Finally, note that we have the identity (in distributional sense)
An easy calculation reveals that, for the aforementioned range of κ and γ, Then the system (6.9)-(6.10) subject to the initial datum (6.11) with P 0 k ≥ P 0 > 0 almost everywhere on Ω admits a weak solution (P, a) on (0, T ) such that
Proof. We construct a solution using the Schauder fix-point theorem on the set
d×d diag denotes the space of diagonal d×d-tensors with entries in L ∞ (0, T ; L 2 (Ω)), and K 0 and P are the constant defined in Lemma 3; note that they depend only on P 0 , T , and the parameters κ, γ, D 2 and τ . Moreover, we denoted
The set B T shall be equipped with the norm topology of L 2 ((0, T ) × Ω). Obviously, B T is nonempty, convex and closed. We define the mapping Φ : 27) where given P ∈ B T we construct a the unique weak solution of (6.9) by Lemma 1, and, subsequently, constructP as the unique weak solution of (6.10) by Lemma 3. Clearly, due to the a-priori estimates (6.13) and (6.20),P ∈ B T . To prove the continuity of the mapping Φ, let us consider a sequence (P n ) n∈N ⊂ B T , converging to P ∈ B T in the norm topology of L 2 ((0, T ) × Ω). Denote (a n ) n∈N and, resp., a, the solutions of (6.9) corresponding to P n and, resp., P. Then, due to Lemma 2, ∇a n converges to ∇a in the norm topology of L q ((0, T ) × Ω) for any q < 2. LetP n := Φ(P n ) andP := Φ(P). Due to Lemma 3 and the Aubin-Lions theorem, a subsequence ofP n converges strongly to someP * in L 2 (0, T ; L q (Ω)) with q < ∞ if d ∈ {1, 2} and q = 6 if d = 3. The limit passage n → ∞ in (6.10) is trivial for the linear terms. For the term |∂ x k a n | κP κ−γ n we observe that, due to Lemma 2, the term |∂ x k a n | κ converges to |∂ x k a| κ in the norm topology of L q ((0, T ) × Ω) for q < 2/κ. Moreover:
with q < ∞ implies thatP n is uniformly bounded, and thus converges, in the norm topology of L q ((0, T )×Ω) for q < 4. Consequently, since κ < 2, the product |∂ x k a n | κP κ−γ n converges strongly in (at least)
which is equivalent to κ < γ+4 3 .
plies thatP n is uniformly bounded in the norm topology of L 10/3 ((0, T ) × Ω). Then the sufficient condition for L 1 -convergence of the product |∂ x k a n | κP κ−γ n reads κ 2 + 3(κ − γ) 10 < 1, which is equivalent to κ < 10+3γ 8 . This condition is weaker than (6.25). By the uniqueness of solutions of (6.9), we conclude thatP * =P, i.e., the mapping Φ is continuous on B T with respect to the norm topology of L 2 ((0, T ) × Ω).
To prove the compactness of the mapping Φ, we employ the Aubin-Lions lemma [3] . Let us again consider a sequence (P n ) n∈N ⊂ B T and denoteP n := Φ(P n ). Due to the a-priori estimates (6.13) and (6.20) , (6.21) , the sequenceP n is bounded in L ∞ (0, T ; L 2 (Ω)) and in L 2 (0, T ; H 1 (Ω)). Moreover, ∂ tPn is bounded in L 1 (0, T ; H −1 (Ω)). Then, since H 1 (Ω) is compactly embedded into L 2 (Ω) and L 2 (Ω) ⊂ H −1 (Ω), the Aubin-Lions theorem provides the relative compactness of the sequenceP n with respect to the norm topology of L 2 ((0, T ) × Ω)). Consequently, an application of the Schauder fix-point theorem provides a solution (P, a) of the system (6.9)-(6.11), satisfying (6.26).
Remark 5. For the case κ = γ = 2 the system (6.5) simplifies to
Then, (6.6), (6.28 ) is similar to the system studied in [13] and [12] , the main difference being that the permeability tensor in the elliptic equation is of the form rI + P in [13] , [12] , where r > 0 is a constant. The significant property of (6.6), (6.28) is its energy-dissipation structure. Indeed, defining
where a = a[P] is the unique weak solution of (6.6), a simple calculation (see [13, Lemma 3] ) reveals that, formally,
along the solutions of (6.6), (6.28). The energy dissipation naturally provides uniform a-priori estimates on P and a in the energy space. However, these still do not allow us to extend the validity of Theorem 2 to κ = γ = 2. The problem is that in the proof of continuity of the fix-point mapping Φ, it is not clear how to pass to the (weak) limit in the sequence (∂ x k a) 2 . Note that Lemma 2 only provides (strong) convergence of ∂ x k a in L q ((0, T ) × Ω) with q < 2. Due to the presence of the characteristic functions χ k , this is a strongly degenerate elliptic equation, rendering its analysis a very challenging task, which we leave for a future work. Let us only note that the degeneracy in (6.31) induces strong nonuniqueness of its solutions. Consequently, it is necessary to equip (6.31) with suitable selection criteria in order to obtain unique solutions. This is to be done through further modeling inputs. On the other hand, for κ = γ > 0, (6.30) gives P k = τ −1 |∂ x k a| κ , and (6.29) reads −δτ for all test functions ψ ∈ C ∞ (Ω). Weak solutions a ∈ W 1,κ+2 (Ω) of (6.33) are constructed as the global minima of the functional F : W 1,κ+2 → R,
Obviously, for κ > 0 the functional is uniformly convex. Moreover, a straightforward application of the Cauchy-Schwartz inequality implies boundedness below and coercivity of F with respect to the norm of W 1,κ+2 (Ω). Then the classical theory (see, e.g., [9] ) provides the existence of a unique minimizer a ∈ W 1,κ+2 (Ω) of F, which is the unique solution of the corresponding Euler-Lagrange equation (6.33).
