In this paper, we established a connection between a square matrix "A" of order "n" and a matrix (where x 1 is any column matrix with n real elements). Now the new matrix n X +1 gives us a characteristic equation of matrix A and we can find the exact determination of Eigenvalues and its Eigenvectors of the matrix A. This new approach was invented by using Two eigenvector theorems along with some examples. In the subsequent paper we apply this approach by considering some examples on this invention.
Introduction
In this article, we present results connecting the Eigenvalues and vectors [1] - [5] of a square matrix "A" of order "n" and a matrix ( )
, , , , n n n x x x x + + = X  defined (where x 1 is any column matrix with n elements) through the recursion relation 1 i i x x + = A . these results will be useful in the context of exact determination of Eigenvectors of a matrix associated with a specific Eigenvalue when the minimal polynomial is known. However this problem, of considerable interest in the field of numerical matrix analysis, is being considered in a separate study.
Basic Points
Before presenting these Eigenvector theorems, it is useful to introduce a few notations and some rather obvious lemmas.
Let A be a matrix with n Eigenvalues i λ and associated Eigenvectors ( ) ( )
, a singleton, we shall write
: the Vander monde matrix [7] , defined by 
Main Results
The following useful lemmas are rather obvious:
LEMMA 1:
( )
( ) 
We shall now state 
The Second Eigenvector Theorem (The Generalized Eigenvector Theorem)

Summary
Extensions of these two theorems and their corollaries to cases where the minimal polynomial is a proper factor of the characteristic polynomial and hence, for some of the multiple Eigenvalues at least, the associated Eigenspace is of dimension more than one is obvious though explicit proof is slightly cumbersome. The proposed method can be used in many mathematical subsequence applications viz., in most of the big data analysis, image processing and multivariate data analysis.
