We systematically analysed shear wave splitting (SWS) for seismic data observed at a temporary array and two permanent networks around the San Andreas Fault (SAF) Observatory at Depth. The purpose was to investigate the spatial distribution of crustal shear wave anisotropy around the SAF in this segment and its temporal behaviour in relation to the occurrence of the 2004 Parkfield M 6.0 earthquake. The dense coverage of the networks, the accurate locations of earthquakes and the high-resolution velocity model provide a unique opportunity to investigate anisotropy in detail around the SAF zone. The results show that the primary fast polarization directions (PDs) in the region including the SAF zone and the northeast side of the fault are NW-SE, nearly parallel or subparallel to the SAF strike. Some measurements on the southwest side of the fault are oriented to the NNE-SSW direction, approximately parallel to the direction of local maximum horizontal compressive stress. There are also a few areas in which the observed fast PDs do not fit into this general pattern. The strong spatial variations in both the measured fast PDs and time delays reveal the extreme complexity of shear wave anisotropy in the area. The top 2-3 km of the crust appears to contribute the most to the observed time delays; however substantial anisotropy could extend to as deep as 7-8 km in the region. The average time delay in the region is about 0.06 s. We also analysed temporal patterns of SWS parameters in a nearly 4-yr period around the 2004 Parkfield main shock based on similar events. The results show that there are no appreciable precursory, coseismic, or post-seismic temporal changes of SWS in a region near the rupture of an M 6.0 earthquake, about 15 km away from its epicentre.
I N T RO D U C T I O N
Shear wave splitting (SWS) in the crust surrounding active fault zones has been studied extensively (e.g. Zhang & Schwartz 1994; Bouin et al. 1996; Peng & Ben-Zion 2004; Mizuno et al. 2005) , including numerous efforts targeted on the segment of the San Andreas Fault (SAF) near Parkfield, California (Liu et al. 1997; Boness & Zoback 2004 Cochran et al. 2006) . Liu et al. (1997) analysed recordings at UC-Berkeley High Resolution Seismic Network (HRSN) stations around the SAF to search for spatial and temporal variations in SWS. Boness & Zoback (2004 systematically investigated seismic anisotropy in the San Andreas Fault Observatory at Depth (SAFOD) Pilot Hole and Main Hole using dipole sonic and microearthquake data. Cochran et al. (2006) analysed SWS on data from two temporary arrays right on the SAF trace near Parkfield. These studies have provided rich information about the anisotropic properties of rocks within the fault zone and nearby crust in relation to the fault zone structure and local stress fields.
SWS is caused by the anisotropy of the medium through which waves propagate. The mechanisms for anisotropy in the upper crust can be divided into two major categories (Boness & Zoback 2006) . The first category is stress-induced anisotropy related to alignment of cracks in response to the in situ stress field. In two related models, extensive dilatancy anisotropy of microcracks (e.g. Crampin 1987 ) and the preferential closure of fractures in rock (Boness & Zoback 2004) , the fast polarization direction (PD) of the vertically propagating shear wave is parallel to the maximum horizontal compressive stress σ H . The second category is structural anisotropy associated with aligned planar features such as fault zone fabrics (e.g. Mueller 1991) , sedimentary bedding planes (e.g. Leary et al. 1990) , and aligned minerals/grains (e.g. Kern & Wenk 1990) . In this case, the strike of the structural fabrics will control the fast PD of vertically propagating shear waves. Previous studies of SWS in the Parkfield area found that both mechanisms seem to play roles in observed fast PDs depending on the station location. Due to limitation of station coverage in these studies, the detailed spatial distribution of anisotropy in the area has remained unclear. In this study, we take advantage of the dense coverage of the temporary and permanent networks, a catalogue of accurate earthquake locations, and a high-resolution velocity model to study systematically the spatial distribution of anisotropy in the SAF zone and its vicinity.
SWS has been claimed to be an effective tool for detecting possible temporal variations of crustal anisotropy around active fault zones associated with earthquakes (e.g. Crampin & Chastin 2003) . Findings of temporal changes of SWS have been controversial. A number of studies reported temporal changes before (e.g. Crampin et al. 1990; Liu et al. 1997) , or around (e.g. Saiga et al. 2003; Piccinini et al. 2006 ) the occurrence of large or moderate earthquakes. Many other studies have not observed appreciable changes of crustal anisotropy near the epicentral areas of moderate to large earthquakes (e.g. Aster et al. 1990 Aster et al. , 1991 Munson et al. 1995; Cochran et al. 2003; Liu et al. 2004) . Peng & Ben-Zion (2004) and Liu et al. (2004 Liu et al. ( , 2005a showed that spatial variations of anisotropy can be erroneously mapped into temporal changes. The most effective way to separate temporal variations from spatial changes is to use similar events that provide almost identical ray paths. In this study we also analysed SWS using a number of clusters of similar events to investigate the temporal behaviour of crustal anisotropy around the SAF zone in relation to the 2004 M 6.0 Parkfield earthquake.
D ATA S E T A N D G E O L O G I C A L S E T T I N G
Seismic waveforms analysed for SWS were recorded by the stations of a temporary array known as the Parkfield Area Seismic Observatory (PASO) , the HRSN and the USGS Northern California Seismic Network (NCSN). The PASO array was installed around the SAFOD site beginning in July 2000. The primary motivation for the deployment was to improve the accuracy of the location of microearthquakes along the SAF in the SAFOD drilling target zone and the knowledge of the three-dimensional (3-D) velocity structure in the vicinity of the drill site. latitude ( Our study area is located near the town of Parkfield in central California (Fig. 1) , along a segment of the SAF that fails through a combination of aseismic creep and regularly recurring microearthquakes. The Parkfield fault segment is recognized as the transition zone between the 170-km-long creeping part of the SAF to the northwest and the 300-km-long locked portion of the fault that ruptured during the 1857 great earthquake to the southeast. There were a number of magnitude six events, including the 2004 Parkfield earthquake, which occurred in this portion of the fault. The geological features in the area are dominated by the northwest-southeast trend of the right lateral strike-slip plate boundary at the SAF and associated subparallel strike-slip and reverse faults. The Salinian block covered by Tertiary and Quaternary sediments is on the southwest side of the SAF. On the northeast side of the fault, the basement of Franciscan melange is overlain by Cretaceous and younger sediments of the Great Valley sequence. The stress orientations measured in the SAFOD Pilot Hole indicate a rotation of σ H with depth from approximately north-south at the surface to an angle of 70
• to the SAF at depth (Hickman & Zoback 2004 ). The latter is compatible with the measurements of regional σ H (e.g. Townend & Zoback 2004) .
A N A LY S I S M E T H O D A N D D ATA P RO C E S S I N G
Both visual inspection methods and automated methods have been used in SWS analysis. Visual inspection methods (e.g. horizontal particle motion analysis) have problems of subjectivity or observer bias that might affect measurements. However, visual inspection methods are useful for checking results from automatic processing. Automated methods are required to analyse large data sets effectively, in an unbiased and systematic manner. The cross-correlation (CC) method (e.g. Fukao 1984) , the covariance matrix (CM) method (e.g. Silver & Chan 1991) , and the aspect ratio (AR) method (Shih et al. 1989) are three automated methods commonly used in SWS analysis. They can be viewed as eigenvalue-based measures of linearity of particle motion (Silver & Chan 1991) . In an ideal situation, all these methods should give identical results. For real data, the analysed results may vary with the employed method.
In the CC method, the two horizontal seismograms are rotated in the horizontal plane at a 1
• increment of azimuth α from 0 • to 180
• . For each azimuth, the cross-correlation coefficients (CCCs) between the two orthogonal seismograms are calculated for a range of time delays (TDs) τ in a selected time window. When the absolute value of the CCC c(α, τ ) reaches a maximum, the corresponding values of αand τ are chosen as the PD of the fast shear wave (FSW) and the time delay of the slow shear wave (SSW), respectively. The underlying assumption of the CC method is that the fast and slow horizontal components have similar waveforms. However, for local earthquake seismograms, the fast and slow horizontal components may or may not display similar waveforms, as the polarizations respond differently to the structure between source and receiver (Aster et al. 1991; Liu et al. 1997 Liu et al. , 2005b . Similar to the CC method, the CM method finds the SWS parameters based on minimizing the smaller eigenvalue of a 2 × 2 covariance matrix constructed from the horizontal-component seismograms. The AR method maximizes the ratio between the larger and smaller eigenvalues of the covariance matrix to determine the fast PD. The ideal window for calculating the AR value should start at the onset of the FSW and end right before the arrival of the SSW. An optimal window is obtained by testing various window lengths. Once the PD is resolved, the TD is estimated by cross-correlating the FSW with the SSW. The AR method excels in estimating the PD when the TD of the SSW is large (e.g. >0.1 s) and signal-to-noise ratio (SNR) is high, regardless of the similarity between the fast and slow components (Liu et al. 2004) . However, we found that the CC method gives much more robust results than the AR method for our data set, in which the S phases are usually contaminated with the coda of the P phases and the TDs between the fast and slow shear waves are usually not very large. Since both the CC method and the CM method perform a grid search over the α − τ space to find the best solution that produces the most linear particle motion, the CC method and the CM method had very similar results, as expected. Thus, we only present the results from the CC method in the following discussion. Rau et al. (2000) adopted a method based on a 2-D normal distribution (Kreyszig 1970) for confidence interval estimation. We use their scheme to estimate the measurement uncertainty with a 95 per cent confidence interval. Fig. 2 illustrates the SWS analysis process using the CC method. The original short period three-component seismograms are given in Fig. 2(a) . The shaded areas indicate the time window for SWS analysis. A contour plot of the CCC values is shown in Fig. 2(b) . The maximum CCC value is indicated by the cross and its corresponding azimuth and time delay give the PD (here 174
• ± 16 • ) and the TD (here 0.110 ± 0.020 s). Fig. 2 (c) is a slice through Fig. 2(b) at the determined PD. Fig. 2(d) shows the horizontal component waveforms rotated into the determined PDs of the FSW and the SSW. Fig. 2 (e) shows the horizontal particle motion of the original seismograms. As a check, we advance the SSW with the estimated TD and show the resulting horizontal particle motion and the shifted seismograms in Figs 2(f) and (g), respectively. The linear particle motion in Fig. 2 (f) and well-matched seismograms in Fig. 2(g ) indicate that the above measurement is valid.
An ideal time window for SWS analysis should begin right before the fast arrival and end after the slow arrival. Peng & Ben-Zion (2004) chose an optimal window by sliding a 0.6-s time window around the fast S arrival to account for the picking errors of the S arrivals. However, the analysis window in such a method may include a significant portion of waveform before the S arrival, thus the P coda could affect the SWS measurements. Since our data set has excellent S picks and picking error is generally below 0.02 s, we fixed the start of the window at 0.02 s before the S arrival pick. A suitable endpoint for the window may vary with different seismograms with different time delays and different shear wave properties. Thus, we use a variable length window to determine the end position that gives the maximum CCC value between the fast and slow components. The fast and slow components may match best at a certain window length when one of the two components skips a cycle. This will lead to erroneous measurements of SWS parameters. However, searching the maximum value over a space of three parameters α, τ and window length provides an effective way to reduce the possibility of cycle skipping.
The S-P wave conversion at the ground surface will affect SWS measurements. Its effect can be avoided by using steep rays within the shear wave window [i.e. rays with incidence angles less than (Nuttli 1961) ]. The average i 0 calculated from an updated local velocity model of Thurber et al. (2004) is about 43
• . Considering the high velocity gradient near the surface, we use data with epicentral distance less than the focal depth. The calculated incidence angles confirm that the rays corresponding to the event-station pairs conforming to this criterion are well within the estimated shear wave windows.
Prior to the analysis, the seismograms are bandpass filtered at 1-10 Hz using a two pole, one pass Butterworth filter. Most of the original seismograms are sampled at 100 samples per second (sps) but some are recorded at 250 sps. Therefore, we interpolated the data to 200 sps to form a homogenous data set for SWS analysis.
We use the following criteria similar to some of those used by Peng & Ben-Zion (2004) to ensure reliability of the results. (1) The CCC value between the fast and slow component is larger than 0.75. (2) The SNR is larger than 2.5. The SNR is measured from the ratio of the averaged amplitude in the SWS analysis window to that in a 0.2 s window before the S arrival. (3) The change of the measured TD is less than 0.02 s when the window size is varied by ± 0.02 s. (4) The change of the measured fast PD is less than 10
• when the window size is varied by ± 0.02 s. Criterion (1) is to ensure similarity between the fast and slow shear waves. Criterion (2) is to eliminate data with a suspected contamination by the P coda. Criteria (3) and (4) guarantee that the measured results are insensitive to the window size. This is required for a robust analysis of SWS. Obviously, there is a trade-off in data quality versus data quantity. The cut-off value for each criterion was chosen to be compatible with previous studies and also to make sure that the majority of measurements remain. For instance, a high CCC threshold can ensure that the measured results are reliable, but it may result in loss of some useful measurements in case the fast and slow shear waves are not sufficiently similar.
T H E S PAT I A L D I S T R I B U T I O N O F A N I S O T RO P Y

The polarization direction of the fast shear wave
The splitting of a shear wave can occur anywhere along the ray path. It is not an easy task to map the spatial distribution of anisotropy from the observed SWS parameters. Rose diagram statistics of the PDs for each station have commonly been used to analyse the distribution of the measured PDs. Fig. 3 shows such rose diagrams for the measured PDs for all 67 stations. As shown in Fig. 1 , the events are mainly located within the SAF zone. Stations away from the SAF have only a few deep events within the shear wave window. Most stations have scattered PD measurements. To analyse consistency of the measured PDs at each station quantitatively, we applied the Von Mises method to calculate the mean PD α and the mean resultant length R (Mardia & Jupp 2000; Cochran et al. 2003) . R varies between 0 and 1 and is an inverse analogue of the variance. R = 1 corresponds to a totally aligned distribution, whereas R = 0 can arise in very different ways, such as with a uniform circular distribution or with clusters of values 180
• apart. The method is suitable for circular data ranging from 0
• to 360
• . Since the PDs are normally defined from 0
• to 180
• , we doubled the measured PDs to form a circular data set. The following eqs (1)- (4) show steps in the calculations of α and R for N measurements,
and
We list the calculated α, R and sample size N along with the mean TD and the associated standard deviation for all stations in Table 1 . There are 13 stations for which the measured PDs are well clustered in a single direction (with R > 0.65). Of them, STGI, POLE and AHAB are right on the southwest side of the SAF. The mean PDs for these stations are around 100
• . NOXV and ALEX are located on the southwest and northeast sides of the fault, respectively, and both are several kilometres away from the fault. Their mean PDs are approximately parallel to the SAF trace. SLAK, CANS, SMNB, RCKY and GLEN are located on the southwest side of the fault and their mean PDs are nearly in a north-south orientation. RMNB, RAIN and PRIS are located near ALEX. However, their mean PDs vary significantly. Among the stations with lower R values (<0.4), many are located along the fault, namely LAST, TANK, POND, KOOL, CVCR, HOTF, PIES, CRAB, SAGE, PINE, POKE and PAKD. The rest of the stations with medium R values (0.4-0.65) are distributed through the area. The rose diagram in the lower left corner of Fig. 3 shows the distribution of all the 5627 PD measurements. There are two notable peaks in the rose diagram. One is around 110
• , subparallel to the SAF, and the other is around 170
• , approximately parallel to σ H measured from the SAFOD Pilot Hole near the surface. These two peaks likely correspond to the two possible major sources of the anisotropy in the area: fault zone related structural fabric and stress induced alignment of cracks (Boness & Zoback 2004 . We note that the regional σ H and the measured σ H from the SAFOD Pilot Hole at depth are oriented NNE. It is possible that the shallow crustal structure affects the orientations of the measured PDs more than the deeper structure. As we can see from Fig. 3 , a significant amount of the measured PDs are different from either the SAF strike or the σ H direction. This illustrates the complexity of anisotropy in the area. The localized anisotropy structure and the mixed anisotropy mechanisms might be responsible for the scattered PD distribution.
The ray paths
Due to local extreme velocity contrasts across the fault (Thurber et al. , 2006 , it is expected that the ray paths in the area will be accordingly very complicated. To analyse the measured SWS parameters in detail, accurate knowledge of the ray paths is important. Fortunately, the study region has a high quality, high-resolution crustal velocity model. We calculate the ray paths based on an updated version of the Thurber et al. (2004) model and the corresponding event locations and show the results for three representative Table 1 . Statistics of the PDs and TDs for each station. R is the mean resultant length of PDs, SD is the standard deviation of TDs, and N is the sample size. Fig. 4 . We also plot slices through the shear velocity model in the figure. The large velocity contrast across the fault frequently results in rays bending to the southwest side of the SAF where the velocity is higher. As shown in Fig. 4(a) , for station BURN located about 2 km southwest of the SAF, the rays from some deep events approach the station from the southwest side of the station, even though these events are located within the SAF zone to the northeast. POST is right at the northeast side of the fault. The deep rays also bend to the other side of the fault (Fig. 4b) . Much less bending occurs for the rays propagating to SCYB, a station located 2 km northeast of the fault (Fig. 4c) . The colour of each ray in the figures represents the TD associated with the ray path. As is evident from the figures, groups of nearby rays often have similar colours; however, the measured TDs vary greatly for rays propagating through different crustal regions.
Lateral distribution of polarization direction and time delay
There are several ways of data presentation used to look for systematic patterns in the measured SWS results. Cochran et al. (2006) plotted PDs at earthquake locations or station locations and found no coherent patterns present in either plot. As discussed in the previous section, the distributions of PDs are scattered for most of the stations. This indicates that the near-station region does not completely dominate the measured PDs. It is very likely that both the PD and TD are dependent on the path, that is, which part of the region is sampled by the ray. An alternative way commonly used to display data is to plot the SWS parameters at the midway point between the source and station. However, as pointed out in the previous section, the ray paths often bend severely from the straight lines linking the sources and stations. Thus, this method will result in a false representation of the spatial character of the SWS measurements. For this reason, we use a different strategy of data presentation to account for the complexity of the ray paths in the area. We plot the SWS parameters at the positions where the rays intersect with horizontal sections at different depths to search for systematic patterns in the data. Fig. 5 shows such a plot for station BURN. Bars in the figure are oriented parallel to the PDs and scaled to the TDs. The colour of each bar is related to event depth with the colour scale shown in Fig. 1 . The left and right panels of the figure correspond to depths of 1.5 and 3 km below sea level, respectively. The orientations of the PDs for BURN are moderately scattered with an R value of 0.62. From the figure, it is evident that a clear spatial pattern exists for both the PDs and TDs in the 1.5-km section. The features are more coherent in the 3.0-km section. The measured PDs associated with ray paths that sample the region northeast of the station are generally oriented at small angles to the SAF, while those associated with ray paths that sample the area southwest of the station are nearly perpendicular to the SAF. The former group of measurements has much smaller TDs than the latter group. The difference in TDs between these two groups of measurements could be related to both their different ray lengths and different anisotropy strengths along their ray paths. Considering the significant differences between these two groups of measurements both in PDs and TDs, the lateral variation of anisotropy must be substantial in the area. This is also supported by the observation that the measured TDs associated with ∼7-km deep events (green bars) are much larger than those associated with ∼11-km deep events (red bars). As shown in Figs 4(a) and 5, the ray paths from 1.5 km below sea level to the station elevation of ∼0.5 km sample a small volume of the crust beneath the station. It is unlikely that there is a dramatic change of anisotropy both in orientation and intensity within such a small domain. However, the ray paths from 1.5 to 3.0 km or deeper propagate through a relatively extensive volume, which is more feasible to accommodate a strong variation of anisotropy. Thus it is likely that there is pervasive anisotropy in this part of the region. Similar plots for all stations are included as supplementary material online (Fig. S1 ).
To illustrate the lateral distribution of anisotropy in the study area, we plot the measurements for all stations in Fig. 6 (a) using grey bars in a similar way as in Fig. 5 . Each grey bar is located at the position where the ray goes through the 1.5 km deep horizontal section. An area could be sampled by various ray paths related to different eventstation pairs. The scatter in both the orientations and lengths of the bars in some areas is expected, since both the corresponding PD and TD could also be affected by the other region that the ray propagates through, but it is evident that there are some coherent patterns in the plot. We averaged the measurements on gridpoints (0.5 km × 0.5 km) and plot the results in the figure using red bars. The orientation and length of the red bar represent the mean PD and the mean TD, respectively, within an averaging radius of 0.36 km. The averaging radius was chosen to have each measurement counted at least once. Fig. 6(b) is similar to Fig. 6(a) except the red bar is scaled to the mean resultant length to show the variance of the PDs. The average R in the figure is 0.60. A plot at 2.0 km depth gives very similar patterns with an average R of 0.58. Thus the lateral patterns in the plot at 1.5 km depth are slightly more coherent than those in the one at 2.0 km depth.
From Figs 6(a) and (b), we can see that, in general, the orientations of bars in the region including the SAF zone and the northeast side of the fault are parallel or subparallel to the SAF, while those on the southwest side of the fault are more or less oriented to the direction of σ H in the region; however, there are some regions in which the measurements do not conform to this general pattern. The fault parallel or subparallel PDs around the SAF likely reflect the structural anisotropy due to aligned fault zone fabrics. The Table Mountain (TMT) thrust fault ( Fig. 1) located to the northeast of the SAF probably plays a major role in the measurements in the area around the position (4, −4) in the figure. The observed PDs in the area between the positions (4, −2) and (2, 3) are orientated NW and might be associated with a branch of the TMT fault, which has a similar orientation, starting around station MINE and ending around POST. One of the regions with abnormal orientations of PDs is around the position (−1, 1). The SAF-parallel PDs are significantly different from nearby measurements. A possible interpretation is that they might be related to a concealed fault in the region (Thayer & Arrowsmith 2005) . The other abnormal PDs are observed in the region around the positions (2, 1) and (2, −2). These SAF-normal PDs could be related to the localized anisotropy structure in the region due to aligned sedimentary beds or small faults. From Fig. 6 (a) we can also see that although the average TDs are coherent over a small area, the average TDs vary with different regions and the observed TDs in any given region are scattered as well. Similarly, the average TD for each station (Table 1) changes significantly and its standard deviation is as large as its mean value. We note that some portion of these TD variations should be due to the different ray lengths that the associated event-station pairs have.
Depth extent of anisotropy
The events used in this study extend from about 1.8 to 16 km deep. This provides a good opportunity to constrain the depth extent of anisotropy in the upper crust. Fig. 7 shows plots of the measured TDs versus the event depths for four typical stations. The circles in the figure give the average TDs in a 1-km-depth interval and the vertical lines indicate the associated standard deviations. The measured TDs for stations BURN, CABU and LAST display a depth dependence in the depth range ∼2-8 km, whereas those for station PIES do not. The average TDs for the 1.5-2.5 km interval in each subplot illustrate anisotropy strength in the top 2-3 km of the crust beneath the corresponding station. Apparently this portion of the crust beneath BURN has relative weak anisotropy. In contrast, for station PIES the measured TDs are dominated by the top 2-3 km of the crust. The large scatter present in all these plots is probably in part due to the strong lateral variations of anisotropy in the study area. We average the measured TDs for all stations within a 1 km interval of depth and show the results in Fig. 8 . The average TDs increase from about 0.05 to 0.07 s from 2 to 7 km in depth, and then fluctuate around 0.06 s within the depth range of 8-16 km. As indicated in the figure by the vertical bars, the standard deviations of TDs are almost as large as their average values. This is anticipated since we averaged the TD measurements over a region with a strong lateral variation of anisotropy. The systematic depth dependence of the average TDs indicates that the significant anisotropy could extend to 7 km deep. The unexpected observation that the average TDs for the events deeper than 8 km become smaller might be related to the strong lateral variations of anisotropy. We note that there are only about 18 per cent of the TD measurements that are associated with the events deeper than 7 km. Therefore, the fluctuation of the average TDs in the 8-16 km section could be due in part to small sample size. Including the section from stations to sea level, the top 2-3 km of the crust contributes to about an average value of 0.05 s in TDs. This indicates that, on average, this portion of the crust likely plays a major role in the observed TDs. This should be in part due to the fact that the shear wave also takes a substantial portion of the total traveltime in this section of the crust (Liu et al. 2004) . Shallow crustal anisotropy was also reported by a number of studies in Parkfield (Cochran et al. 2006 ) and other regions (e.g. Zhang & Schwartz 1994; Cochran et al. 2003; Peng & Ben-Zion 2004; Liu et al. 2004) . However, this is a general result obtained by averaging all measurements and the observed anisotropy is apparently much more pervasive in some areas as we discussed before. The substantial anisotropy in some areas might extend to as deep as 7-8 km below sea level. There is no evidence that significant anisotropy exists in the depth range 8-16 km below sea level.
In this section, we have employed several ways to map the spatial distribution of anisotropy from SWS measurements. The rose diagram statistics for each station can illustrate the orientation of anisotropy well in case SWS is controlled by the shallow structure underneath the given station. Taking into account the complicated ray paths, plots displaying the measured PDs and TDs in the positions where the rays reach at a certain depth appear to give coherent patterns when more pervasive anisotropy contributes to the SWS measurements. The various presentations of the SWS parameters provide a detailed view of the spatial distribution of anisotropy in the study area. 
T E M P O R A L B E H AV I O U R O F A N I S O T RO P Y
Most of the previous studies on temporal changes of crustal anisotropy were based on an analysis of seismic data with a mixture of ray paths sampling different regions of crust (e.g. Piccinini et al. 2006) . As shown in the previous sections, the observed SWS parameters are strongly dependent on ray paths. It is difficult to extract reliable temporal signals without carefully eliminating spatial effects. The most robust way of separating temporal changes from spatial variations is to analyse SWS using clusters of similar earthquakes (e.g. Aster et al. 1990; Liu et al. 1997 Liu et al. , 2004 Peng & Ben-Zion 2005) . In the time periods before and after the 2004 Parkfield M 6.0 earthquake, numerous microearthquakes were recorded by local temporary and permanent networks. These seismic waveforms provide a rare opportunity to investigate temporal behaviour of SWS associated with a nearby M 6.0 earthquake using clusters of similar events. We identified similar events by performing waveform cross-correlation on a total of 2330 events recorded by NCSN stations using BCSEIS (Du et al. 2004) . These events span the period 2000 January-2005 June. The time windows for the cross-correlation calculation are from 0.32 s before the P arrival to 0.96 s after. The window size was chosen to avoid including the S-wave arrival, so that we would not rule out those potential candidates with dissimilar S waves due to a possible change of anisotropy. Many clusters of similar events with CCC values larger than 0.98 were found. The NCSN stations are mainly vertical component only, thus we instead analysed SWS from available three-component HRSN waveforms for a number of representative clusters. Fig. 9 shows waveforms for seven clusters of similar events. The waveforms were rotated into the fast component (red) and slow component (blue) with the measured PDs, and the slow components were advanced with the obtained TDs. The vertical lines indicate the window length for SWS analysis. Similarity between the fast and slow shear waveforms within these windows clearly shows the existence of SWS. The locations of these clusters are indicated in Fig. 1 by cluster numbers. Fig. 10 shows the observation times for each cluster, and the obtained SWS parameters from these waveforms are listed in Table 2 . In order to estimate TD variations in each cluster more accurately, we employed another scheme as described in Bokelmann & Harjes (2000) and Peng & Ben-Zion (2005) and list the calculated results in Table 2 as well. We rotated the horizontal seismograms into the fast and slow components using the obtained fast PDs and aligned them by cross-correlating P phases. Then we calculated the S-P traveltime variations, in relation to the first event in each cluster, for both the fast and slow components by waveform cross-correlation in a window the same as the one used in SWS analysis. The difference in the S-P traveltime variation between the fast and slow components gives the TD change for the given event in each cluster. The great similarity (usually CCC > 0.99) in the fast and slow S-wave shapes for these events in a given cluster guarantees a very accurate measurement of the S-P traveltime variation, and therefore, the TD change.
Clusters 1, 4, 5 and 7 are located midway between station MMNB and the town of Parkfield. This portion of the SAF ruptured in the 2004 M 6.0 Parkfield earthquake. Cluster 1 has two events spanning a ∼400 d period right before the main shock. Clusters 4 and 5 each have two events and each pair has one event right before and the other after the main shock. Cluster 7 consists of three aftershocks. Clusters 2 and 3 are located near station SCYB and each has several events including one aftershock. Cluster 6 is located at the far northwest portion of the SAF in the study region and has four events spanning a ∼1000 d period before the earthquake. From Table 2 we can see that the measured TDs from both methods for each cluster at a given station vary within a few milliseconds, and the corresponding PDs are also very stable with variations much less than the measurement errors. We note that cluster 6 might be out of the SWS windows. However the observed clear SWS and stable SWS parameters for these events also give meaningful temporal signals of anisotropy. The great similarity (with CCC values for entire traces around 0.99) in waveforms indicates that events within each cluster have an almost identical location. Thus spatial variation of anisotropy can be effectively eliminated. The temporal behaviour of SWS parameters extracted from these clusters shows that there is no observable systematic temporal change in crustal anisotropy around the time of the 2004 M 6.0 Parkfield earthquake. The temporal change of TDs in the same area before an M 4.0 earthquake based on analysing similar events was reported in Liu et al. (1997) . However, the CCC values between the 'similar events' used in their study are within the range 0.51-0.96. The locations for events in such groups could vary significantly. Therefore, their findings may not have effectively eliminated the contamination of spatial variations. Peng & Ben-Zion (2005) found the systematic S-P traveltime variations, which are appreciably larger than the measured TD variations, around the 1999 M 7.1 Düzce earthquake. However, from Table 2 we can see that the S-P traveltime variations are not larger than the TD variations in our measurements. This is probably due to the fact that the borehole recordings for these HRSN stations are less affected by ground shaking caused by the main shock (e.g. Rubinstein & Beroza 2005) .
D I S C U S S I O N
We systematically analysed SWS on a waveform data set observed at 67 temporary and permanent stations in an area around the SAFOD site. Our analysis results from these densely deployed stations give a comprehensive view of the spatial distribution of anisotropy in the area surrounding the SAF zone near Parkfield. Rose diagrams show that the distributions of PDs are scattered for most of the stations. This is probably due to a strong variation of anisotropy present in the crust beneath each station at certain depth range. As a complementary way to map the lateral distribution of anisotropy from the observed SWS parameters, we also plot PDs and TDs at the positions where the ray paths intersect with a horizontal section at a certain depth. The results show clear patterns with strong lateral heterogeneity. In general, the measured PDs around the SAF zone and to the northeast are parallel or subparallel to the SAF strike, whereas some of the measurements on the southwest side of the 
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Figure 9. Waveforms for seven clusters of similar events. The red and blue lines represent the fast and slow components, respectively. The fast components are aligned at the P arrivals and the slow shear waves are advanced with the observed TD. Vertical lines in each pair of traces indicate the time windows for SWS analysis. The number above each waveform pair gives the event information consisting of four-digit year, three-digit day in the year, two-digit hour and two-digit second of the earthquake occurrence time. Figs (1)-(7) correspond to clusters 1-7, respectively. fault are oriented NNE, which approximates the direction of local maximum horizontal compressive stress. The fault zone parallel PDs likely reflect the structural anisotropy associated with the SAF and its subsidiary faults, while the σ H parallel PDs probably indicate the existence of the stress-induced anisotropy in the region away from the main fault. However, in some regions, the measured PDs don't conform to this pattern. There is also a strong spatial variation of TDs in the area. It seems that due to a strong velocity gradient in the near-surface crust, the measured TDs, on average, are mainly accumulated in the top 2-3 km of the crust. However, there could be much deeper anisotropy in some areas and substantial anisotropy could extend to as deep as 7-8 km.
The structural fabric in the study region is controlled by the northwest-southeast trend of the SAF. Aligned macroscopic fractures or bedding planes contribute to the observed structural anisotropy in the area (Boness & Zoback 2006) . Observations of spot core taken at the SAFOD revealed that shear fractures within the SAF damage zone display strong preferred orientations, which define a conjugate pattern consistent with strike-slip faulting and a maximum principal compressive palaeostress oriented at 80
• to the fault plane (Almeida et al. 2005) . These aligned mesoscale subsidiary shears with orientations similar to many measured PDs around the SAFZ might also play a role in observed anisotropy in the region. The observed fault zone parallel PDs are also sometimes interpreted as 90
• flips in polarizations associated with high pore-fluid pressures in active fault zones (e.g. Crampin et al. 2002) . Preliminary results from the SAFOD experiment indicate near-hydrostatic pressure at 3-3.5 km depth . Since the observed anisotropy in the region is mainly distributed within this depth range, such mechanism based on high pore-fluid pressures is unlikely to be responsible for the observed fault zone parallel PDs. However, it is still possible that pore pressure increases rapidly in the deeper crust where higher temperature leads to more rapid hydrothermal reaction (Tembe et al. 2006 ). Thus we cannot rule out the possible existence of anisotropy in the deeper crust associated with this hypothesis. The scatter in both the PDs and TDs is related in part to the complicated ray paths around the fault zone. We note that for stations near the fault zone ray paths often bend to the southwest side of the SAF where there is higher velocity. This means that the anisotropic structures both inside and outside the fault zone contribute to the observed SWS for stations close to the fault zone. Since almost all the events are located within the SAF zone, ray paths for stations outside the fault also sample the medium within or close to the fault zone. If structural anisotropy dominates in the fault zone whereas stressinduced anisotropy controls the area outside the fault, as suggested by Boness & Zoback (2006) , the measured SWS could be affected by both types of crustal anisotropy. It is also possible that anisotropy associated with sedimentary bedding plane and aligned minerals or grains play roles in the region. Therefore, such a mixture of mechanisms for anisotropy might be responsible for the complexity of shear wave anisotropy in the region.
We have searched for possible temporal variations of SWS in relation to the occurrence of the 2004 M 6.0 Parkfield earthquake using similar events. The results from seven representative clusters with clear SWS show that the waveforms belonging to a given cluster are almost identical for the entire trace. The variation of TDs is within a few milliseconds and the change in PDs within a few degrees, much less than the measurement errors (Table 2) . These clusters cover a nearly four year time period around the 2004 Parkfield M 6.0 earthquake and the measured SWS parameters sample the crust close to the rupture area of the earthquake. The results show that there are no appreciable precursory, coseismic or post-seismic temporal changes in SWS.
We note that the temporal change of anisotropy might only be observable with certain ray paths with incidence angles to the crack plane between about 15 to 40
• (e.g. Crampin et al. 1990 ). As mentioned above, the ray paths often curve severely from the straight lines and observed anisotropy is too complicated to be described by a set of vertical cracks. Thus the incidence angles to the crack plane vary along the ray paths. With various geometrical relationships between the stations and the similar events that we employed in temporal analysis, it is evident that there should be at least certain segments of ray paths with incidence angles to the crack plane suitable for observing the temporal change of anisotropy. Therefore, lack of temporal variations in SWS is unlikely due to the ray paths.
A lack of temporal changes of SWS around faults is not surprising if the associated anisotropy is due to alignment of structural fabrics, because such aligned features should be insensitive to changes of stress field. It is also possible that the change in the stress field related to the main shock has no measurable impact on stress-induced anisotropy associated with alignment of cracks in response to the in situ stress field. We note that pore fluid pressures might govern the aspect ratio of cracks, and hence play an important role in stressinduced anisotropy related to crack alignment. Apparently the pore fluid pressures measured at SAFOD are not high enough to support the hypothesis of crack-critical crust, which is commonly used in interpreting possible temporal changes in SWS (e.g. Crampin & Chastin 2003) . However, it is not clear whether there is no significant change of pore fluid pressure associated with earthquakes or the change in pore fluid pressures does not indeed affect anisotropy measurably.
