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Functional Limit Theorems for Non-Markovian Epidemic Models
GUODONG PANG AND E´TIENNE PARDOUX
Abstract. We study non-Markovian stochastic epidemic models (SIS, SIR, SIRS, and SEIR), in
which the infectious (and latent/exposing, immune) periods have a general distribution. We provide
a representation of the evolution dynamics using the time epochs of infection (and latency/exposure,
immunity). Taking the limit as the size of the population tends to infinity, we prove both a functional
law of large number (FLLN) and a functional central limit theorem (FCLT) for the processes of
interest in these models. In the FLLN, the limits are a unique solution to a system of deterministic
Volterra integral equations, while in the FCLT, the limit processes are multidimensional Gaussian
solutions of linear Volterra stochastic integral equations. In the proof of the FCLT, we provide an
important Poisson random measures representation of the diffusion-scaled processes converging to
Gaussian components driving the limit process.
1. Introduction
There have been extensive studies of Markovian epidemic models, including the SIS, SIR, SIRS
and SEIR models, see, e.g., [1, 2, 8] for an overview. Limited work has been done for non-Markovian
epidemic models, with general infectious periods, exposing and/or immune periods, etc. Chapter
3 of [8] provides a good review of the existing literature on the non-Markovian closed epidemic
models. There is a lack of functional law of large numbers (FLLN) and functional central limit
theorems (FCLT) for non-Markovian epidemic models.
In this paper we study some well known non-Markovian epidemic models, including SIR, SIS,
SEIR and SIRS models. In all these models, the process counting the cumulative number of
individuals becoming infectious is Poisson as usual with a rate depending on the susceptible and
infectious populations. In the SIR and SIS models, the infectious periods are assumed to be
i.i.d. with a general distribution, including deterministic, exponential, and many non-exponential
distributions (see the conditions imposed on the distribution in Assumption 2.1). In the SEIR
model, the exposing (latent) and infectious periods are assumed to be i.i.d. random vectors with
a general joint distribution (correlation between these two periods for each individual is allowed),
see Assumption 3.1. The same conditions are imposed for the infectious and recovered (immune)
periods in the SIRS model.
We provide a general representation of the evolution dynamics in these epidemic models, by
tracking the time epochs that each individual experiences. In the SIR model, each individual has
two time epochs, times of becoming infectious and immune (recovered). In the SEIR model, each
individual has three time epochs, times of becoming exposed (latent), infectious and immune (re-
covered). Then the process counting the number of infectious individuals can be simply represented
by using these time epochs. Similarly for the other models of interest.
With these representations, we proceed to prove the FLLN and FCLT for these non-Markovian
epidemic models. The results for the SIS model directly follow from those of the SIR model, and
similarly, the results for the SIRS model follow from those of the SEIR model, so we focus on the
studies of the SIR and SEIR models, and the results of the SIS and SIRS are stated without proofs.
The fluid limits for these non-Markovian models are given as the unique deterministic solution to
a system of Volterra integral equations. The limits in the FCLT are solutions of multidimensional
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linear Volterra stochastic integral equations driven by continuous Gaussian processes. These pro-
cesses are, of course, non-Markovian, but if the initial quantities converge to Gaussian random
variables, then the limit processes are jointly Gaussian. The Gaussian driving force comes from
two independent components. One corresponds to the initial quantities: in the SIR model, these
are initially infected individuals and in the SEIR model, these are initially exposed and infected
individuals. The other corresponds to the newly infected individuals in the SIR model, and the
newly exposed individuals in the SEIR model. These are written as functionals of a white noise
with two time dimensions (which can be also regarded as space–time white noise). Although the
limit processes appear very different in the Markovian case, they are equivalent to the Itoˆ diffusion
limit driven by Brownian motions, see, e.g., the proof of Proposition 2.1 for the SIS model.
In the proof of the FCLT for the SIR model, we construct a Poisson random measure (PRM) with
mean measure depending on the distribution of the infectious periods, such that the diffusion-scaled
processes corresponding to the Gaussian process driving the limit can be represented via integrals
of white noises. This helps to establish tightness of these diffusion-scaled processes. For the SEIR
model, the PRM has mean measure depending on the joint distribution of the exposing (latent) and
infectious periods. It is worth observing the correspondence between the diffusion-scaled processes
represented via the PRM and the functionals of the white noise mentioned above. The PRMs are
also used to prove tightness in the FLLNs. These PRM representations may turn out to be useful
for other studies in future work.
1.1. Literature review. One common approach to study non-Markovian epidemic models is by
Sellke [21]. He provided a construction to define the epidemic outbreak in continuous time using two
sets of i.i.d. random variables, with which one can find the distribution of the number of remaining
uninfected individuals in an epidemic affecting a large population. Reinert [20] generalized Sellke’s
construction, and proved a deterministic limit (LLN) for the empirical measure describing the
system dynamics of the SIR model, using Stein’s method. From her result, we can derive the fluid
model dynamics in Theorem 2.1; however, no FCLTs have been establish using her approach.
Ball [3] provided a unified approach to derive the distribution of the total size and total area under
the trajectory of infectives using a Wald’s identity for the epidemic process. This was extended
to multi-type epidemic models in [4]. See also the LLN and CLT results for the final size of the
epidemic in [8]. Barbour [5] proved limit theorems for the distribution of the time between the first
infection and the last removal in the closed stochastic epidemic. See also Section 3.4 in [8].
Clancy [9] recently proposed to view the non-Markovian SIR model as a piecewise Markov de-
terministic process, and derived the joint distribution of the number of survivors of the epidemic
and the area under the trajectory of infectives using martingales constructed from the piecewise
deterministic Markov process. Go´mez-Corral and Lo´pez-Garc´ıa [13] further study the piecewise de-
terministic Markov process in [9] and analyze the population transmission number and the infection
probability of a given susceptible individual.
For the SIS model with general infectious periods, without proving an FLLN, the Volterra integral
equation was developed to describe the proportion of infectious population, see, e.g., [7, 10, 12, 14,
22].
It may be worth mentioning the connection with the infinite-server queueing literature. It may
appear that the infectious process in the SIS or SIR model can be regarded as an infinite-server
queue with a state-dependent arrival rate, and the infectious process in the SIRS or SEIR model can
be regarded as a tandem infinite-server queue with a state-dependent arrival rate; however there
are also delicate differences. See detailed discussions in Remark 2.1 and Section 3.1. We refer to the
study of G/GI/∞ queues with general i.i.d. service times in [15], [11], [18] and [19]. Although the
representation of the epidemic evolution dynamics resembles those in [15], our methods to prove
the FLLN and FCLT are new by taking into account the distinct characteristics of the epidemic
models.
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1.2. Organization of the paper. In Section 2, we first describe the SIR model in detail, state
the FLLN and the FCLT for the SIR model, and then state the results for the SIS model. This is
followed by the studies of the SEIR and SIRS models in Section 3. The proofs of the FLLN and
FCLT of the SIR model are given in Sections 4 and 5, respectively. Those for the SEIR model are
then given in Sections 6 and 7. In the Appendix, we state the auxiliary result of a system of two
linear Volterra equations, and also prove Proposition 2.1.
1.3. Notation. Throughout the paper, N denotes the set of natural numbers, and Rk(Rk+) denotes
the space of k-dimensional vectors with real (nonnegative) coordinates, with R(R+) for k = 1. For
x, y ∈ R, denote x ∧ y = min{x, y} and x ∨ y = max{x, y}. Let D = D([0, T ],R) denote the space
of R–valued ca`dla`g functions defined on [0, T ]. Throughout the paper, convergence in D means
convergence in the Skorohod J1 topology, see chapter 3 of [6]. Also, D
k stands for the k-fold product
equipped with the product topology. Let C be the subset of D consisting of continuous functions.
Let C1 consist of all differentiable functions whose derivative is continuous. For any function x ∈ D,
we use ‖x‖T = supt∈[0,T ] |x(t)|. For two functions x, y ∈ D, we use x ◦ y(t) = x(y(t)) denote their
composition. All random variables and processes are defined in a common complete probability
space (Ω,F ,P). The notation ⇒ means convergence in distribution. We use 1(·) for indicator
function. We use small-o notation for real-valued functions f and non-zero g: f(x) = o(g(x)) if
lim supx→∞ |f(x)/g(x)| = 0.
2. SIR and SIS Models with general infectious period distributions
2.1. SIR Model with general infectious periods. In the SIR model, the population consists
of susceptible, infectious and recovered (immune) individuals, where susceptible individuals get
infected through interaction with infectious ones, and then experience an infectious period until
becoming immune (no longer subject to infection). Let n be the population size. Let Sn(t), In(t)
and Rn(t) represent the susceptible, infectious and recovered individuals, respectively, at time
t ≥ 0. (The processes and random quantities are indexed by n and we let n→∞ in the asymptotic
analysis.) WLOG, assume that In(0) > 0, Sn(0) = n−In(0) and Rn(0) = 0, that is, each individual
is either infectious or susceptible at time 0.
An individual i going through the susceptible-infectious-recovered (SIR) process has the following
time epochs: τni and τ
n
i +ηi, representing the times of becoming infected and immune, respectively.
Here we assume that the infectious period distribution is independent of the population size. For
the individuals In(0) that are infectious at time 0, let η0i be the remaining infectious period. Assume
that the ηi’s are i.i.d. with c.d.f. F , and η
0
i are also i.i.d. with c.d.f. F0. Let F
c = 1 − F and
F c0 = 1− F0. Let λ be the rate at which infectious individuals infect susceptible ones.
We make the following assumption on F .
Assumption 2.1. The c.d.f. F can be written as F = F1+F2, where F1(t) =
∑
i ai1(t ≥ ti) for a
finite or countable number of positive numbers ai and the corresponding ti such that
∑
i ai ≤ 1 and
t0 < t1 < . . . tk < . . . , and F2 is Ho¨lder continuous with exponent
1
2 + θ for some θ > 0, that is,
F2(t+ δ) − F2(t) ≤ cδ1/2+θ for some c > 0.
Let An(t) be the cumulative process of individuals that become infected by time t. Then we can
express it as
An(t) = A∗
(
λn
∫ t
0
Sn(s)
n
In(s)
n
ds
)
(2.1)
where A∗ is a unit rate Poisson process. The process An(t) has event times τni , i ∈ N. Assume that
A∗, In(0), {η0i } and {ηi} are mutually independent.
We first observe the following balance equations:
n = Sn(t) + In(t) +Rn(t),
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Sn(t) = Sn(0) −An(t) = n− In(0) −An(t),
In(t) = In(0) +An(t)−Rn(t),
for each t ≥ 0. The dynamics of In(t) is given by
In(t) =
In(0)∑
j=1
1(η0j > t) +
An(t)∑
i=1
1(τni + ηi > t), t ≥ 0. (2.2)
Here the first term counts the number of individuals that are initially infected at time 0 and remain
infected at time t, and the second term counts the number of individuals that get infected between
time 0 and time t, and remain infected at time t. Rn(t) counts the number of recovered individuals,
and can be represented as
Rn(t) =
In(0)∑
j=1
1(η0j ≤ t) +
An(t)∑
i=1
1(τni + ηi ≤ t), t ≥ 0.
Remark 2.1. We remark that the dynamics of In(t) resembles that of an M/GI/∞ queue with
a “state-dependent” Poisson arrival process An(t) and i.i.d. service times {ηi} under the initial
condition (In(0), {η0j }). However, the “state-dependent” arrival rate λnS
n(s)
n
In(s)
n not only depends
on the infection (“queueing”) state In(t), but also upon the susceptible state Sn(t). On the other
hand, Sn(t) = n − In(0) − An(t), so the “state-dependent” arrival rate is “self-exciting” in some
sense.
Assumption 2.2. There exists a deterministic constant I¯(0) ∈ (0, 1) such that I¯n(0) → I¯(0) in
probability in R+ as n→∞.
Define the fluid-scaled process X¯n := n−1Xn for any process Xn.
Theorem 2.1. Under Assumptions 2.1 and 2.2, the processes
(S¯n, I¯n, R¯n)→ (S¯, I¯, R¯) in D3
in probability as n → ∞, where the limit process (S¯, I¯ , R¯) is the unique solution to the system of
deterministic equations
S¯(t) = 1− I¯(0)− λ
∫ t
0
S¯(s)I¯(s)ds, (2.3)
I¯(t) = I¯(0)F c0 (t) + λ
∫ t
0
F c(t− s)S¯(s)I¯(s)ds, (2.4)
R¯(t) = I¯(0)F0(t) + λ
∫ t
0
F (t− s)S¯(s)I¯(s)ds, (2.5)
for t ≥ 0. S¯ is in C. If F0 is continuous, then I¯ and R¯ are in C; otherwise they are in D.
Remark 2.2. We remark that the conditions on the c.d.f. F in Assumption 2.1 is required to prove
tightness in D, see Lemma 4.2. Without these conditions, we can prove the convergence of S¯n in
D, but of I¯n and R¯n only in L2(0, T ), see Remark 4.1 below, and thus in Lp([0, T ]) for any p > 0
since the processes take values in [0, 1]. Similarly for the FLLN in the SIS, SEIR, SIRS models,
which we omit for brevity.
Remark 2.3. (the Markovian case) The ODE (2.3) for S¯(t) is the same as in the Markovian case:
S¯′(t) = −λS¯(t)I¯(t), with S¯(0) = 1− I¯(0).
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When F (t) = F0(t) = 1 − e−µt, that is, the infectious period is exponentially distributed with
parameter µ > 0 (mean µ−1), we have
I¯(t) = I¯(0)e−µt + λ
∫ t
0
e−µ(t−s)S¯(s)I¯(s)ds,
and by taking derivatives,
I¯ ′(t) = −µI¯(0)e−µt + λS¯(t)I¯(t)− λµ
∫ t
0
e−µ(t−s)S¯(s)I¯(s)ds
= λS¯(t)I¯(t)− µI¯(t) = µI¯(t)
(
λ
µ
S¯(t)− 1
)
.
This is the well-known ODE for I¯(t) in the Markovian case. Similarly, we have
R¯(t) = I¯(0)(1 − e−µt) + λ
∫ t
0
(1− e−µ(t−s))S¯(s)I¯(s)ds,
and its ODE representation reads
R¯′(t) = µI¯(t), t ≥ 0.
These ODEs of (S¯, I¯ , R¯) are referred to as the Kermack-McKendrick equations [1, 8].
Define the diffusion-scaled processes
Sˆn(t) :=
√
n
(
S¯n(t)− S¯(t)) = √n(S¯n(t)− (1− I¯(0) − λ∫ t
0
S¯(s)I¯(s)ds
))
,
Iˆn(t) :=
√
n
(
I¯n(t)− I¯(t)) = √n(I¯n(t)− I¯(0)F c0 (t)− λ∫ t
0
F c(t− s)S¯(s)I¯(s)ds
)
,
Rˆn(t) :=
√
n
(
R¯n(t)− R¯(t)) = √n(R¯n(t)− I¯(0)F0(t)− λ∫ t
0
F (t− s)S¯(s)I¯(s)ds
)
. (2.6)
These represent the fluctuations around the fluid dynamics. Observe that
Sˆn(t) + Iˆn(t) + Rˆn(t) = 0, t ≥ 0.
Assumption 2.3. There exist a deterministic constant I¯(0) ∈ (0, 1) and a random variable Iˆ(0)
such that Iˆn(0) :=
√
n(I¯n(0)− I¯(0))⇒ Iˆ(0) in R as n→∞. In addition, supn E
[
Iˆn(0)2
]
<∞ and
thus by Fatou’s lemma, E
[
Iˆ(0)2
]
<∞.
Theorem 2.2. Under Assumptions 2.1 and 2.3, we have
(Sˆn, Iˆn, Rˆn)⇒ (Sˆ, Iˆ, Rˆ) in D3 as n→∞. (2.7)
The limit process Sˆ is
Sˆ(t) = −Iˆ(0)− Aˆ(t)
= −Iˆ(0)− λ
∫ t
0
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds− MˆA(t), t ≥ 0, (2.8)
where S¯(t) and I¯(t) are the fluid limits given in Theorem 2.1. The limit process Iˆ is
Iˆ(t) = −Sˆ(t)− Rˆ(t), t ≥ 0,
which can be represented by
Iˆ(t) = Iˆ(0)F c0 (t) + λ
∫ t
0
F c(t− s)
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds + Iˆ0(t) + Iˆ1(t), t ≥ 0, (2.9)
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where Iˆ0(t) is a continuous mean-zero Gaussian process with the covariance function
Cov(Iˆ0(t), Iˆ0(t
′)) = I¯(0)(F c0 (t ∨ t′)− F c0 (t)F c0 (t′)), t, t′ ≥ 0.
The limit process Rˆ is
Rˆ(t) = Iˆ(0)F0(t) + λ
∫ t
0
F (t− s)
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds+ Rˆ0(t) + Rˆ1(t), t ≥ 0, (2.10)
where Rˆ0 is a continuous mean-zero Gaussian process with covariance function
Cov(Rˆ0(t), Rˆ0(t
′)) = I¯(0)(F0(t ∧ t′)− F0(t)F0(t′)), t, t′ ≥ 0,
and has the covariance function with Iˆ0:
Cov(Iˆ0(t), Rˆ0(t
′)) = (F (t′)− F (t))1(t′ ≥ t)− F c0 (t)F0(t′), t, t′ ≥ 0.
The limit processes (MˆA, Iˆ1, Rˆ1) are a continuous three-dimensional Gaussian process, independent
of (Iˆ0, Rˆ0, Iˆ(0)), and have the representation
MˆA(t) =WF ([0, t] × [0,∞)),
Iˆ1(t) =WF ([0, t] × [t,∞)),
Rˆ1(t) =WF ([0, t] × [0, t]),
where WF is a Gaussian white noise process on R
2
+ with mean zero and
E
[
WF ((a, b]× (c, d])2
]
= λ
∫ b
a
(F (d− s)− F (c− s))S¯(s)I¯(s)ds,
for 0 ≤ a ≤ b and 0 ≤ c ≤ d.
The limit process Sˆ has continuous sample paths and Iˆ and Rˆ have ca`dla`g sample paths. If the
c.d.f. F0 is continuous, then Iˆ and Rˆ have continuous sample paths. If Iˆ(0) is a Gaussian random
variable, then (Sˆ, Iˆ, Rˆ) is a Gaussian process.
Remark 2.4. The processes (Sˆ(t), Iˆ(t), Rˆ(t)) in (2.8), (2.9) and (2.10) can be regarded as the solu-
tion of a three-dimensional system of Gaussian-driven linear Volterra stochastic integral equations.
The existence and uniqueness of a solution is not hard to establish. From the representation of the
limit processes (MˆA, Iˆ1, Rˆ1) using the white noise WF , we easily obtain their covariance functions:
for for t, t′ ≥ 0,
Cov(MˆA(t), MˆA(t
′)) = λ
∫ t∧t′
0
S¯(s)I¯(s)ds,
Cov(Iˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
F c(t ∨ t′ − s)S¯(s)I¯(s)ds,
Cov(Rˆ1(t), Rˆ1(t
′)) = λ
∫ t∧t′
0
F (t ∧ t′ − s)S¯(s)I¯(s)ds,
Cov(MˆA(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
F c(t′ − s)S¯(s)I¯(s)ds,
Cov(MˆA(t), Rˆ1(t
′)) = λ
∫ t∧t′
0
F (t′ − s)S¯(s)I¯(s)ds,
Cov(Iˆ1(t), Rˆ1(t
′)) = λ
∫ t
0
(F (t′ − s)− F (t− s))1(t′ > t)S¯(s)I¯(s)ds.
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In addition, if the processes MˆA and Rˆ1 are treated individually, we can also use Brownian
motions to represent them, that is,
MˆA(t) = B
(
λ
∫ t
0
S¯(s)I¯(s)ds
)
,
Rˆ1(t) = B
(
λ
∫ t
0
F (t− s)S¯(s)I¯(s)ds
)
,
where B is a standard Brownian motion.
Remark 2.5. For the FCLT, the regularity conditions in Assumption 2.1 are required in our proof
of the weak convergence (see Lemmas 5.3 and 5.4). Without that assumption, we would be able to
establish weak convergence in D× (L2(0, T ))2 of the triple (Sˆn, Iˆn, Rˆn), see Remark 5.1 below. The
same remark applies to the other models below : SIS, SEIR and SIRS. We will however not repeat
this remark, for the sake of brevity.
Remark 2.6. When the infectious periods have an exponential distribution of parameter µ, the
process In(t) can be represented as
In(t) = In(0) +An(t)− L∗
(∫ t
0
µIn(s)ds
)
, t ≥ 0,
and I¯(t) as
I¯(t) = I¯(0) + λ
∫ t
0
(1− I¯(s))I¯(s)ds − µ
∫ t
0
I¯(s)ds.
By martingale convergence theory, we can show that under Assumption 2.3,
(Sˆn(t), Iˆn(t))⇒ (Sˆ(t), Iˆ(t)) in (D2, J1) as n→∞,
where
Sˆ(t) = −Iˆ(0)− λ
∫ t
0
(Sˆ(s)I¯(s) + S¯(s)Iˆ(s))ds −BA
(
λ
∫ t
0
S¯(s)I¯(s)ds
)
Iˆ(t) = Iˆ(0) + λ
∫ t
0
(Sˆ(s)I¯(s) + S¯(s)Iˆ(s))ds − µ
∫ t
0
Iˆ(s)ds
+BA
(
λ
∫ t
0
S¯(s)I¯(s)ds
)
−BI
(
µ
∫ t
0
I¯(s)ds
)
,
where BA and BI are independent Brownian motions. These diffusion processes are analyzed in [8,
Section 2.3]. In comparison with the limits (Sˆ, Iˆ) for the SIR model with general infectious periods,
the Gaussian-driven Volterra linear stochastic integral equation reduces to the linear SDEs driven
by Brownian motion. The proof of their equivalence in distribution follows a similar argument as
in the proof of Proposition 2.1.
Remark 2.7. The approach in this paper can be slightly modified to allow the rate λ to be non-
stationary λ(t). In epidemic models, a non-stationary λ(t) can represent seasonal effects. The
process An is written as
An(t) = A∗
(
n
∫ t
0
λ(s)
Sn(s)
n
In(s)
n
ds
)
.
For the SIR model, the fluid equation for I¯ becomes
I¯(t) = I¯(0)F c0 (t) +
∫ t
0
λ(s)F c(t− s)S¯(s)I¯(s)ds,
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and the FCLT limit Iˆ becomes
Iˆ(t) = Iˆ(0)F c0 (t) +
∫ t
0
λ(s)F c(t− s)
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds+ Iˆ0(t) + Iˆ1(t), t ≥ 0,
where Iˆ0(t) is the same as in the stationary case, and Iˆ1(t) has covariance function
Cov(Iˆ1(t), Iˆ1(t
′)) =
∫ t∧t′
0
λ(s)F c(t ∨ t′ − s)S¯(s)I¯(s)ds, t, t ≥ 0.
The same applies to the other processes, and the study of other models.
2.2. SIS Model with general infectious periods. In the SIS model, individuals become suscep-
tible immediately after they go through the infectious periods. With a population of size n, we have
Sn(t)+ In(t) = n for all t ≥ 0. The cumulative infectious process An has the same expression (2.1)
as in the SIR model. Suppose that there are initially In(0) infectious individuals whose remaining
infectious times are η0j , j = 1, . . . , I
n(0), and each individual that become infectious after time 0
has infectious periods ηi, corresponding to the infectious time τ
n
i of A
n. We use F0 and F for the
distributions of η0j and ηi, respectively. Then the dynamics of I
n has the same representation (2.2)
as in the SIR model. The only difference is that Sn(0) = n− In(0) and Sn(t) = n− In(t) so that
the dynamics of (Sn, In) is determined by the one-dimensional process In. Thus we will focus on
the process In alone. We will impose the same conditions as in Assumptions 2.2–2.1. Define the
fluid-scaled process I¯n = n−1In.
Theorem 2.3. Under Assumptions 2.1 and 2.2, the processes
I¯n → I¯
in probability as n→∞, where
I¯(t) = I¯(0)F c0 (t) + λ
∫ t
0
F c(t− s)(1− I¯(s))I¯(s)ds, t ≥ 0. (2.11)
I¯ ∈ D; if F0 is continuous, then I¯ ∈ C.
Remark 2.8. In the Markovian setting, assuming that F0(t) = F (t) = 1− e−µt, we have the ODE
I¯ ′(t) = λ(1− I¯(t))I¯(t)− µI¯(t).
Indeed, it is easy to check that by (2.11), we have
I¯ ′(t) = I¯(0)µe−µt + λ(1− I¯(t))I¯(t)− µλ
∫ t
0
e−µ(t−s)(1− I¯(s))I¯(s)ds
= λ(1− I¯(t))I¯(t)− µI¯(t).
Note that the ODE has two equilibria, I¯∗ = 0 or I¯∗ = 1−µ/λ if µ < λ. For a general distributions
F , if F0 is the equilibrium (stationary excess) distribution of F (F has mean µ
−1), that is,
Fe(t) :=
∫ t
0 F
c(s)ds∫∞
0 F
c(s)ds
= µ
∫ t
0
F c(s)ds, (2.12)
an equilibrium I¯∗ must satisfy
I¯∗ = µI¯∗
∫ ∞
t
F c(s)ds+ λI¯∗(1− I¯∗)
∫ t
0
F c(s)ds,
hence either I¯∗ = 0, or else by differentiating the last expression we find again I¯∗ = 1− µ/λ.
Define the diffusion-scaled process Iˆn =
√
n(I¯n − I¯). Then we have the following FCLT.
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Theorem 2.4. Under Assumptions 2.1 and 2.3, we have
Iˆn ⇒ Iˆ in D as n→∞,
where
Iˆ(t) = Iˆ(0)F c0 (t) + λ
∫ t
0
F c(t− s)(1− 2I¯(s))Iˆ(s)ds+ Iˆ0(t) + Iˆ1(t), t ≥ 0, (2.13)
where Iˆ0(t) is a continuous mean-zero Gaussian process with the covariance function
Cov(Iˆ0(t), Iˆ0(t
′)) = I¯(0)(F c0 (t ∨ t′)− F c0 (t)F c0 (t′)), t, t′ ≥ 0,
and Iˆ1(t) is a continuous mean-zero Gaussian process with covariance function
Cov(Iˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
F c(t ∨ t′ − s)(1− I¯(s))I¯(s)ds, t, t′ ≥ 0.
Iˆ(0), Iˆ0(t) and Iˆ1(t) are mutually independent. Iˆ has ca`dla`g sample paths; if F0 is continuous,
then Iˆ has continuous sample paths. If Iˆ(0) is a Gaussian random variable, then Iˆ is a Gaussian
process.
Remark 2.9. The limit process Iˆ(t) is the solution of a one-dimensional Gaussian-driven linear
Volterra SDE. In the Markovian case with exponential infectious periods of rate µ, we get
Iˆ(t) = Iˆ(0) +
∫ t
0
(
λ(1− 2I¯(s))− µ
)
Iˆ(s))ds
+BA
(
λ
∫ t
0
(1− I¯(s))I¯(s)ds
)
−BI
(
µ
∫ t
0
I¯(s)ds
)
, (2.14)
where BA and BI are independent Brownian motions. This is the well known linear SDE driven
by Brownian motion for the SIS model. In the next proposition, we show that the two expressions
of Iˆ(t) are equivalent in the Markovian case.
Proposition 2.1. The expressions of Iˆ(t) in (2.13) and (2.14) for the SIS model are equivalent in
distribution.
Remark 2.10. Suppose the system starts from the equilibrium, that is, I¯n(0) = nI¯∗ = n(1− µ/λ)
for µ < λ, and F0(t) = Fe(t) as discussed in Remark 2.8. Then the diffusion-scaled process Iˆ
n can
be defined by Iˆn =
√
n(I¯n − I¯∗). The FCLT holds with the limit process
Iˆ(t) = λ(1− 2I¯∗)
∫ t
0
F c(t− s)Iˆ(s)ds+ Iˆ0(t) + Iˆ1(t), t ≥ 0,
where Iˆ0(t) and Iˆ1(t) have covariance functions
Cov(Iˆ0(t), Iˆ0(t
′)) = I¯∗(F c0 (t ∨ t′)− F c0 (t)F c0 (t′)), t, t′ ≥ 0,
and Iˆ1(t) is a continuous mean-zero Gaussian process with covariance function
Cov(Iˆ1(t), Iˆ1(t
′)) = µ(1− µ/λ)
∫ t∧t′
0
F c(t ∨ t′ − s)ds, t, t′ ≥ 0.
In the Markovian case, we have the limiting diffusion
Iˆ(t) = (µ− λ)
∫ t
0
Iˆ(s)ds + (2µ(1− µ/λ))1/2B(t), t ≥ 0,
where B is a standard Brownian motion.
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Remark 2.11. When the infectious periods are deterministic, that is, ηi is equal to a positive
constant η with probability one, the dynamics of In(t) can be written as
In(t) =
In(0)∑
j=1
1(η0j > t) +A
n(t)−An((t− η)+), t ≥ 0.
We assume that η0j ∼ U [0, η], that is, F0(t) = t/η for t ∈ [0, η], which is the equilibrium (stationary
excess) distribution of F (t) = 1(t ≥ η), t ≥ 0. The fluid equation I¯(t) becomes
I¯(t) = I¯(0)(1 − t/η)+ + λ
∫ t
(t−η)+
(1− I¯(s))I¯(s)ds
which gives
I¯ ′(t) = −1
η
I¯(0)1(t < η) + λ(1− I¯(t))I¯(t)− λ1(t ≥ η)(1 − I¯(t− η))I¯(t− η).
It is clear that the nontrivial equilibrium is I¯∗ = 1− 1λη .
In the FCLT, we have
Iˆ(t) = Iˆ(0)(1 − t/η)+ + λ
∫ t
(t−η)+
(1− 2I¯(s))Iˆ(s)ds + Iˆ0(t) + Iˆ1(t), t ≥ 0, (2.15)
where Iˆ0(t), t ∈ [0, η], is a continuous mean-zero Gaussian process with the covariance function
Cov(Iˆ0(t), Iˆ0(t
′)) = I¯(0)(1 − (t ∧ t′)/η − (1− t/η)(1 − t′/η)), t, t′ ∈ [0, η],
and Iˆ1(t), t ≥ 0, is a continuous mean-zero Gaussian process with the covariance function
Cov(Iˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
1(t ∨ t′ − s < η)(1 − I¯(s))I¯(s)ds, t, t′ ≥ 0.
Note that the effect of the initial quantities vanish after time η, that is, in the stochastic integral
equation (2.15) of Iˆ(t), the components Iˆ0(t) and Iˆ(0)(1 − t/η)+ vanish after η.
If, in addition, the system starts with the equilibrium In(0) = nI¯∗, then the limit process becomes
Iˆ(t) = λ(1− 2I¯∗)
∫ t
(t−η)+
Iˆ(s)ds + Iˆ0(t) + Iˆ1(t), t ≥ 0,
where Iˆ0(t) has the same covariance function as above with I¯(0) = I¯
∗, and Iˆ1(t) has covariance
function
Cov(Iˆ1(t), Iˆ1(t
′)) =
1
η
(
1− 1
λη
)
(t ∧ t′ − (t ∨ t′ − η)+)+, t, t′ ≥ 0.
3. Non-Markovian SEIR and SIRS Models
3.1. SEIR Model with general exposing and infectious periods. The SEIR model is de-
scribed as follows. There are four groups in the population: Susceptible, Exposed, Infectious and
Recovered (Immune). Susceptible individuals get infected through interactions with infectious ones.
After getting infected, they become exposed and remain so during a latent period of time, and then
transit to the infectious period. Afterwards, these individuals become recovered and immune, and
will not be susceptible or infected in the future.
Let n be the population size. Let Sn(t), En(t), In(t) and Rn(t) represent the susceptible, exposed,
infectious and recovered individuals, respectively, at time t. Assume that In(0) > 0, En(0) > 0,
Rn(0) = 0, and Sn(0) = n− In(0)−En(0). An individual i going through the S-E-I-R process has
the following time epochs: τni , τ
n
i + ξi, τ
n
i + ξi + ηi, representing the times of becoming exposed,
infectious and recovered (immune), respectively; namely, ξi is the exposure period and ηi is the
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infectious period. (It is reasonable to assume that ξi and ηi are independent of the population size
n.) For the individuals In(0) that are infectious at time 0, let η0j be the remaining infectious period.
For the individuals En(0) that are exposed at time 0, let ξ0j be the remaining exposure time.
Assume that (ξi, ηi)’s are i.i.d. bivariate random vectors with a joint distribution H(du, dv),
which has marginal c.d.f.’s G and F for ξi and ηi, respectively, and a conditional c.d.f. of ηi, F (·|u)
given that ξi = u. Assume that (ξ
0
j , ηj)’s are i.i.d. bivariate random vectors with a joint distribution
H0(du, dv), which has marginal c.d.f.’s G0 and F for ξ
0
i and ηj, respectively, and a conditional c.d.f.
of ηj , F0(·|u) given that ξ0j = u. (Note that the pair (ξ0j , ηj) is the remaining exposing time and the
subsequent infectious period for the ith individual initially being exposed.) In addition, we assume
that (ξi, ηi) and (ξ
0
i , ηj) are independent for each i, and they are also independent of {η0j } (that is,
the remaining infectious times of the initially infected individuals are independent of all the other
exposing and infectious times). We use the notation Gc = 1−G, and similarly for Gc0, F c and F c0 .
Define
Φ0(t) :=
∫ t
0
∫ t−u
0
H0(du, dv) =
∫ t
0
∫ t−u
0
F0(dv|u)dG0(u), (3.1)
Ψ0(t) :=
∫ t
0
∫ ∞
t−u
H0(du, dv) =
∫ t
0
∫ ∞
t−u
F0(dv|u)dG0(u) = G0(t)− Φ0(t), (3.2)
and
Φ(t) :=
∫ t
0
∫ t−u
0
H(du, dv) =
∫ t
0
∫ t−u
0
F (dv|u)dG(u), (3.3)
Ψ(t) :=
∫ t
0
∫ ∞
t−u
H(du, dv) =
∫ t
0
∫ ∞
t−u
F (dv|u)dG(u) = G(t)− Φ(t). (3.4)
Note that in the case of independent ξi and ηi, letting F (dv) = F (dv|u), we have
Φ(t) =
∫ t
0
F (t− u)dG(u), Ψ(t) =
∫ t
0
F c(t− u)dG(u) = G(t)− Φ(t). (3.5)
Similarly, with independent ξ0j and ηj , letting F0(dv) = F0(dv|u) = F (dv), we have
Φ0(t) =
∫ t
0
F (t− u)dG0(u), Ψ0(t) =
∫ t
0
F c(t− u)dG0(u) = G0(t)− Φ0(t). (3.6)
We make the following assumptions on G and F (·|u).
Assumption 3.1. The marginal c.d.f. G, and the conditional c.d.f. F (·|u) (uniformly in u) satisfy
the conditions in Assumption 2.1, in particular, F2(·|u) is Ho¨lder continuous with exponent 12 + θ
for some θ > 0 uniformly in u ≥ 0, that is, F2(t + δ|u) − F2(t|u) ≤ cδ1/2+θ for some c > 0 and
θ > 0 uniformly for all u ≥ 0.
Let An(t) be the cumulative process of individuals that become exposed between time 0 and
time t. Let λ be the rate of susceptible patients that become exposed. Then we can express it as
An(t) = A∗
(
λn
∫ t
0
Sn(s)
n
In(s)
n
ds
)
(3.7)
where A∗ is a unit rate Poisson process. (This has the same expression as the cumulative process
An in (2.1) of individuals becoming infectious in the SIR model.) The process An(t) has event
times τni , i ∈ N. Assume that the quantities A∗, {(ξ0j , ηj0)}, {(ξi, ηi)}, and the initial quantities
(En(0), In(0)) are mutually independent.
We represent the dynamics of (Sn, En, In, Rn) as follows: for t ≥ 0,
Sn(t) = Sn(0)−An(t) = n− In(0)− En(0)−An(t), (3.8)
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En(t) =
En(0)∑
j=1
1(ξ0j > t) +
An(t)∑
i=1
1(τni + ξi > t), (3.9)
In(t) =
In(0)∑
j=1
1(η0j > t) +
En(0)∑
j=1
1(ξ0j ≤ t)1(ξ0j + ηj > t)
+
An(t)∑
i=1
1(τni + ξi ≤ t)1(τni + ξi + ηi > t), (3.10)
Rn(t) =
In(0)∑
j=1
1(η0j ≤ t) +
En(0)∑
j=1
1(ξ0j + ηj ≤ t) +
An(t)∑
i=1
1(τni + ξi + ηi ≤ t). (3.11)
Note that we are abusing notation of ηj and ηi in the second and third terms of I
n(t) and Rn(t).
The variables ηj (more precisely, η
E
j ) in the second term of I
n(t) correspond to the infectious periods
of initially exposed individuals that have become infectious by time t, while the variables ηi (more
precisely, ηAi ) in the third term correspond to the infectious periods of individuals that has become
exposed and infectious after time 0 and before time t. We drop the superscripts E and A, since it
should not cause any confusion.
We also let Ln be the cumulative process that counts individuals that have become infectious by
time t. Then its dynamics can be represented by
Ln(t) =
En(0)∑
j=1
1(ξ0j ≤ t) +
An(t)∑
i=1
1(τni + ξi ≤ t), t ≥ 0.
We have the following balance equations: for each t ≥ 0,
n = Sn(t) + En(t) + In(t) +Rn(t),
En(t) = En(0) +An(t)− Ln(t),
In(t) = In(0) + Ln(t)−Rn(t).
Observe that the dynamics of the exposure process En(t) is similar to the infectious process In(t)
in (2.2) in the SIR model. The dynamics of the infectious process In(t) resembles the dynamics of
the second service station of a tandem infinite-server queue G/GI/∞− GI/∞, where the arrival
process is An, and the first station has initial customers En(0) with remaining service times {ξ0j }
and the second station has the initial customers In(0) with remaining service times {η0j }. The
processes Ln and Rn correspond to the departure processes from the first and second stations
(service completions), respectively. Similar to the SIR model, the arrival process is Poisson with a
“state-dependent” arrival rate λnS
n(s)
n
In(s)
n , which depends not only on the state of I
n(s) (state of
the second “station” in the tandem queueing model), but also on the state of susceptible individuals,
Sn(s) = n−In(0)−En(0)−An(t). However it is independent of the state of the exposure individuals
En(t).
Assumption 3.2. There exist deterministic constants I¯(0) ∈ (0, 1) and E¯(0) ∈ (0, 1) such that
I¯(0) + E¯(0) < 1 and (I¯n(0), E¯n(0))→ (I¯(0), E¯(0)) ∈ R2 in probability as n→∞.
Define the fluid-scaled processes as in the SIR model. We have the following FLLN for the
fluid-scaled processes (S¯n, E¯n, I¯n, R¯n).
Theorem 3.1. Under Assumptions 3.1 and 3.2, we have(
S¯n, E¯n, I¯n, R¯n
)→ (S¯, E¯, I¯, R¯) (3.12)
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in probability as n→∞, where the limit process (S¯, E¯, I¯ , R¯) is the unique solution to the system of
deterministic equations: for each t ≥ 0,
S¯(t) = 1− I¯(0) − E¯(0)− A¯(t) = 1− I¯(0)− E¯(0) − λ
∫ t
0
S¯(s)I¯(s)ds, (3.13)
E¯(t) = E¯(0)Gc0(t) + λ
∫ t
0
Gc(t− s)S¯(s)I¯(s)ds, (3.14)
I¯(t) = I¯(0)F c0 (t) + E¯(0)Ψ0(t) + λ
∫ t
0
Ψ(t− s)S¯(s)I¯(s)ds, (3.15)
R¯(t) = I¯(0)F0(t) + E¯(0)Φ0(t) + λ
∫ t
0
Φ(t− s)S¯(s)I¯(s)ds. (3.16)
The limit S¯ is in C and E¯, I¯ and R¯ are in D. If G0 and F0 are continuous, then they are in C.
We remark that given the input data I¯(0) and E¯(0) and the distribution functions, the solution
to the set of equations above can be determined by the two equations (3.13) and (3.15) for S¯ and
I¯, which is a 2–dim system of linear Volterra integral equations. It is easy to check that we have
the balance equation for the FLLN limits:
1 = S¯(t) + E¯(t) + I¯(t) + R¯(t),
As consequence, we have the joint convergence with
(A¯n, L¯n)→ (A¯, L¯)
in probability as n→∞, where
A¯(t) = E¯(t) + L¯(t)− E¯(0),
L¯(t) = I¯(t) + R¯(t)− I¯(0).
In particular, we have
A¯(t) = λ
∫ t
0
S¯(s)I¯(s)ds,
L¯(t) = E¯(0)G0(t) + λ
∫ t
0
G(t− s)S¯(s)I¯(s)ds.
Remark 3.1. In the Markovian case with independent ξi and ηi for each i, and independent ξ
0
j
and η0j for each j, assuming that G0(t) = G(t) = 1− e−γt and F0(t) = F (t) = 1− e−µt, we obtain
E¯(t) = E¯(0)e−γt + λ
∫ t
0
e−γ(t−s)S¯(s)I¯(s)ds,
and
I¯(t) = I¯(0)e−µt + E¯(0)
∫ t
0
e−µ(t−s)γe−γsds
+ λ
∫ t
0
∫ t−s
0
e−µ(t−s−u)γe−γuduS¯(s)I¯(s)ds,
which lead to
E¯′(t) = −γe−γtE¯(0) + λS¯(t)I¯(t) + λ
∫ t
0
(−γ)e−γ(t−s)S¯(s)I¯(s)ds
= λS¯(t)I¯(t)− γE¯(t),
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and
I¯ ′(t) = −µe−µtI¯(0) + E¯(0)γe−γt + E¯(0)
∫ t
0
(−µ)e−µ(t−s)γe−γsds
+ λ
∫ t
0
γe−γ(t−s)S¯(s)I¯(s)ds+ λ
∫ t
0
∫ t−s
0
(−µ)e−µ(t−s−u)γe−γuduS¯(s)I¯(s)ds
= γE¯(t)− µI¯(t).
Together with S¯′(t) = −λS¯(t)I¯(t), these ODEs of (S¯, E¯, I¯, R¯) are the well-known result for the
Markovian SEIR model.
Define the diffusion-scaled processes:
Sˆn(t) :=
√
n
(
S¯n(t)− S¯(t)) = √n(S¯n(t)− 1 + I¯(0) + λ∫ t
0
S¯(s)I¯(s)ds
)
, (3.17)
Eˆn(t) :=
√
n
(
E¯n(t)− E¯(t)) = √n(E¯n(t)− E¯(0)Gc0(t)− λ∫ t
0
Gc(t− s)S¯(s)I¯(s)ds
)
,
Iˆn(t) :=
√
n
(
I¯n(t)− I¯(t)) = √n(I¯n(t)− I¯(0)F c0 (t)− E¯(0)Ψ0(t)− λ∫ t
0
Ψ(t− s)S¯(s)I¯(s)ds
)
,
Rˆn(t) :=
√
n
(
R¯n(t)− R¯(t)) = √n(R¯n(t)− I¯(0)F0(t)− E¯(0)Φ0(t)− λ∫ t
0
Φ(t− s)S¯(s)I¯(s)ds
)
.
It is clear that
Sˆn(t) + Eˆn(t) + Iˆn(t) + Rˆn(t) = 0, t ≥ 0.
We will establish a FCLT for the diffusion-scaled processes (Aˆn, Sˆn, Eˆn, Lˆn, Iˆn, Rˆn). For that
purpose, we make the following assumption on the initial condition and on the law of the exposure
/ infectious periods.
Assumption 3.3. There exist deterministic constants I¯(0) ∈ (0, 1) and E¯(0) ∈ (0, 1) and random
variables Iˆ(0) and Eˆ(0) such that I¯(0) + E¯(0) < 1 and(√
n(I¯n(0)− I¯(0)),√n(E¯n(0)− E¯(0)))⇒ (Iˆ(0), Eˆ(0)) in R2 as n→∞.
In addition, supn E
[
Eˆn(0)2
]
<∞ and supn E
[
Iˆn(0)2
]
<∞, and thus by Fatou’s lemma, E[Eˆ(0)2] <
∞ and supn E
[
Iˆn(0)2
]
<∞.
Theorem 3.2. Under Assumptions 3.1 and 3.3, we have
(Sˆn, Eˆn, Iˆn, Rˆn)⇒ (Sˆ, Eˆ, Iˆ, Rˆ) in D4 as n→∞. (3.18)
The limit process Sˆ is
Sˆ(t) = −Iˆ(0)− λ
∫ t
0
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds− MˆA(t), t ≥ 0, (3.19)
where S¯(t) and I¯(t) are the fluid limit given in Theorem 3.1. The limit process Eˆ is
Eˆ(t) = Eˆ(0)Gc0(t) + λ
∫ t
0
Gc(t− s)
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds+ Eˆ0(t) + Eˆ1(t), (3.20)
where Eˆ0(t) is a continuous mean-zero Gaussian process with the covariance function
Cov(Eˆ0(t), Eˆ0(t
′)) = E¯(0)(Gc0(t ∨ t′)−Gc0(t)Gc0(t′)), t, t′ ≥ 0.
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The limit process Iˆ is given by
Iˆ(t) = Iˆ(0)F c0 (t) + Eˆ(0)Ψ0(t) + Iˆ0,1(t) + Iˆ0,2(t) + Iˆ1(t)
+ λ
∫ t
0
Ψ(t− s)
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds, (3.21)
where Iˆ0,1(t) and Iˆ0,2(t) are independent continuous mean-zero Gaussian processes: Iˆ0,1(t) has the
covariance function
Cov(Iˆ0,1(t), Iˆ0,1(t
′)) = I¯(0)(F c0 (t ∨ t′)− F c0 (t)F c0 (t′)), t, t′ ≥ 0,
and Iˆ0,2(t) has the covariance function
Cov(Iˆ0,2(t), Iˆ0,2(t
′)) = E¯(0)
(
Ψ0(t ∧ t′)−Ψ0(t)Ψ0(t′)
)
, t, t′ ≥ 0.
The limit process Rˆ is given by
Rˆ(t) = Iˆ(0)F0(t) + Eˆ(0)Φ(t) + Rˆ0,1(t) + Rˆ0,2(t) + Rˆ1(t)
+ λ
∫ t
0
Φ(t− s)
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds, (3.22)
where Rˆ0,1(t) and Rˆ0,2(t) are independent continuous mean-zero Gaussian processes: Rˆ0,1(t) has
the covariance function
Cov(Rˆ0,1(t), Rˆ0,1(t
′)) = I¯(0)(F0(t ∧ t′)− F0(t)F0(t′)), t, s ≥ 0,
and Rˆ0,2(t) has the covariance function
Cov(Rˆ0,2(t), Rˆ0,2(t
′)) = E¯(0)
(
Φ0(t ∧ t′)− Φ0(t)Φ0(t′)
)
, t, t′ ≥ 0.
The limit processes of the initial quantities have the following covariance functions: for t, t′ ≥ 0,
Cov(Iˆ0,1(t), Rˆ0,1(t
′)) = I¯(0)
(
(F0(t
′)− F0(t))1(t′ ≥ t)− F c0 (t)F0(t′)
)
,
Cov(Eˆ0(t), Iˆ0,2(t
′)) = E¯(0)
(∫ t′
t
1(t′ ≥ t)F c0 (t′ − s|s)dG0(s)−Gc0(t)Ψ0(t′)
)
,
Cov(Eˆ0(t), Rˆ0,2(t
′)) = E¯(0)
(∫ t′
t
F0(t
′ − s|s)dG0(s)−Gc0(t)Φ0(t′)
)
Cov(Iˆ0,2(t), Rˆ0,2(t
′)) = E¯(0)
(∫ t∧t′
0
(F0(t
′ − s|s)− F0(t− s|s))dG0(s)−Ψ0(t)Φ0(t′)
)
. (3.23)
The other pairs of limit processes for the initial quantities, (Eˆ0, Iˆ0,1), (Eˆ0(t), Rˆ0,1), (Iˆ0,2(t), Rˆ0,1)
are independent.
The limit processes (MˆA, Eˆ1, Iˆ1, Rˆ1) are a four-dimensional continuous Gaussian process, inde-
pendent of Eˆ0, Iˆ0,1, Iˆ0,2, Rˆ0,1, Rˆ0,2 and Iˆ(0), and can be written as
MˆA(t) =WH([0, t] × [0,∞) × [0,∞)),
Eˆ1(t) =WH([0, t] × [t,∞)× [0,∞)),
Iˆ1(t) =WH([0, t] × [0, t) × [t,∞)),
Rˆ1(t) =WH([0, t] × [0, t) × [0, t)).
where WH is a continuous Gaussian white noise process on R
3
+ with mean zero and
E
[
WH([s, t)× [a, b)× [c, d))2
]
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= λ
∫ t
s
(∫ b−s
a−s
(F (d− y − s|y)− F (c− y − s|y))G(dy)
)
S¯(s)I¯(s)ds, (3.24)
for 0 ≤ s ≤ t, 0 ≤ a ≤ b and 0 ≤ c ≤ d.
The limit process Sˆ has continuous sample paths and Eˆ1, Iˆ1 and Rˆ1 have ca`dla`g sample paths.
If the c.d.f.’s G0 and F0 are continuous, then Eˆ1, Iˆ1 and Rˆ1 have continuous sample paths. If
(Iˆ(0), Eˆ(0)) is a Gaussian random vector, then (Sˆ, Eˆ, Iˆ, Rˆ) is a Gaussian process.
Remark 3.2. The processes (Sˆ(t), Eˆ(t), Iˆ(t), Rˆ(t)) in (3.19), (3.20), (3.21) and (3.22) can be
regarded as the solution of a four-dimensional Gaussian-driven linear Volterra stochastic integral
equation. The existence and uniqueness of solution can be easily verified. From the representations
of the limit processes (MˆA, Eˆ1, Iˆ1, Rˆ1) using the white noise WH , we easily obtain the covariance
functions: for t, t′ ≥ 0,
Cov(MˆA(t), MˆA(t
′)) = λ
∫ t∧t′
0
S¯(s)I¯(s)ds,
Cov(Eˆ1(t), Eˆ1(t
′)) = λ
∫ t∧t′
0
Gc(t ∨ t′ − s)S¯(s)I¯(s)ds,
Cov(Iˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
Ψ(t ∨ t′ − s)S¯(s)I¯(s)ds,
Cov(Rˆ1(t), Rˆ1(t
′)) = λ
∫ t∧t′
0
Φ(t ∧ t′ − s)S¯(s)I¯(s)ds,
Cov(MˆA(t), Eˆ1(t
′)) = λ
∫ t∧t′
0
Gc(t′ − s)S¯(s)I¯(s)ds,
Cov(MˆA(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
Ψ(t′ − s)S¯(s)I¯(s)ds,
Cov(MˆA(t), Rˆ1(t
′)) = λ
∫ t∧t′
0
Φ(t′ − s)S¯(s)I¯(s)ds,
Cov(Eˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
(Gc(t− s)−Ψ(t′ − s))1(t′ ≥ t)S¯(s)I¯(s)ds,
Cov(Eˆ1(t), Rˆ1(t
′)) = λ
∫ t∧t′
0
(Gc(t− s)− Φ(t′ − s))1(t′ ≥ t)S¯(s)I¯(s)ds,
Cov(Iˆ1(t), Rˆ1(t
′)) = λ
∫ t∧t′
0
∫ t′−s
0
(F (t′ − s− y|y)− F (t− s− y|y))1(t′ ≥ t)dG(y)S¯(s)I¯(s)ds.
Remark 3.3. We remark that the exposing and infectious periods are allowed to be dependent, and
the effect of such dependence is exhibited in the covariances of the functions of the limit processes
(MˆA, Eˆ1, Iˆ1, Rˆ1) and in the drift of Iˆ and Rˆ. Of course, the dependence also affects the fluid
equations for (S¯, I¯).
Remark 3.4. We now recall the Markovian SEIR model, assuming that the exposure and infection
periods are exponentially distributed with parameters γ and µ and independent. The processes An
and Sn remain the same as in (3.7) and (3.8), respectively. The processes En and In(t) can be
described by
En(t) = En(0) +An(t)−K∗
(
γ
∫ t
0
En(s)ds
)
,
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In(t) = In(0) +K∗
(
γ
∫ t
0
En(s)ds
)
− L∗
(
µ
∫ t
0
In(s)ds
)
,
where K∗ and L∗ are independent rate-one Poisson processes. It is easy to see the fluid limit ODE
from these equations:
S¯′(t) = −λS¯(t)I¯(t),
E¯′(t) = λS¯(t)I¯(t)− γE¯′(t),
I¯ ′(t) = γE¯′(t)− µI¯ ′(t). (3.25)
We can show that under Assumption 3.3,
(Sˆn, Eˆn, Iˆn)⇒ (Sˆ, Eˆ, Iˆ) in D3 as n→∞,
where Sˆ is as given in Theorem 3.2, in particular,
Sˆ(t) = −Iˆ(0)− λ
∫ t
0
(Sˆ(s)I¯(s) + S¯(s)Iˆ(s))ds −BA
(
λ
∫ t
0
S¯(s)I¯(s)ds
)
, (3.26)
and the limit processes Eˆ and Iˆ are given by
Eˆ(t) = Eˆ(0) + λ
∫ t
0
(Sˆ(s)I¯(s) + S¯(s)Iˆ(s))ds − γ
∫ t
0
Eˆ(s)ds
+BA
(
λ
∫ t
0
S¯(s)I¯(s)ds
)
−BK
(
γ
∫ t
0
E¯(s)ds
)
, (3.27)
and
Iˆ(t) = Iˆ(0) + γ
∫ t
0
Eˆ(s)ds− µ
∫ t
0
Iˆ(s)ds
+BK
(
γ
∫ t
0
E¯(s)ds
)
−BL
(
µ
∫ t
0
I¯(s)ds
)
, (3.28)
where BA, BK and BL are independent Brownian motions. Given the solution to the fluid equation
in (3.25), the three equations (3.26), (3.27) and (3.28) form a three-dimensional linear SDE driven
by Brownian Motions. This is well known for the Markovian SEIR model, see [8]. It can be shown,
similarly to the proof of Proposition 2.1, that the Volterra stochastic integral equations are equivalent
to these linear SDEs in distribution.
3.2. SIRS model with general infectious and immune periods. In the SIRS model, there are
three groups in the population: Susceptible, Infectious, Recovered (Immune). Susceptible individu-
als get infected through interactions with infectious ones, and they become infectious immediately
(no exposure period like in the SEIR model). The infectious individuals become recovered and im-
mune, and after the immune periods, they become susceptible. This has a lot of resemblance with
the SEIR model, where the exposure and infectious periods in the SEIR model correspond to the
infectious and immune periods in the SIRS model, respectively. We let Sn(t), In(t), Rn(t) represent
the susceptible, infectious and immune individuals, respectively at each time t in the SIRS model.
Note that In(t) (resp. Rn(t)) in the SIRS model corresponds to En(t) (resp. In(t)) in the SEIR
model, and Sn(t) in the SIRS model satisfies the balance equation:
n = Sn(t) + In(t) +Rn(t), t ≥ 0.
Since Sn(t) = n − In(t) − Rn(t), it suffices to only study the dynamics of the two processes
(In, Rn). We use the variables ξi, ηi represent the infectious and immune periods, respectively, in
the SIRS model, and similarly for the initial quantities ξ0j , ηj . We also use the same distribution
functions associated with these variables as in the SEIR model. We impose the same conditions
18 GUODONG PANG AND E´TIENNE PARDOUX
in Assumptions 3.1–3.2, where the quantities En(0) and In(0) are replaced by In(0) and Rn(0),
respectively. To distinguish the differences, we refer to these as Assumptions 3.1’–3.2’.
We first obtain the following FLLN for the fluid-scaled processes (I¯n, R¯n).
Theorem 3.3. Under Assumptions 3.1’ and 3.2’, we have(
I¯n, R¯n
)→ (I¯ , R¯) (3.29)
in probability in D as n → ∞, where the limit process (I¯ , R¯) ∈ D2 is the unique solution to the
system of deterministic equations: for each t ≥ 0,
I¯(t) = I¯(0)Gc0(t) + λ
∫ t
0
Gc(t− s)(1− I¯(s)− R¯(s))I¯(s)ds, (3.30)
R¯(t) = R¯(0)F c0 (t) + I¯(0)Ψ0(t) + λ
∫ t
0
Ψ(t− s)(1− I¯(s)− R¯(s))I¯(s)ds. (3.31)
If G0 and F0 are continuous, then I¯ and R¯ are in C.
Remark 3.5. In the case of independent infectious and immune times, assuming E[ξ1] = γ
−1 and
E[η1] = µ
−1 satisfy λ > γ, if G0(t) = Ge(t) := γ
∫ t
0 G
c(s)ds and F0(t) = Fe(t) := µ
∫ t
0 F
c(s)ds, the
corresponding equilibrium distributions of G and F (see also (2.12) in Remark 2.8), there exists a
unique nontrivial equilibrium, given by
S¯∗ =
γ
λ
, I¯∗ =
1− γ/λ
1 + γ/µ
, and R¯∗ =
γ
µ
I¯∗. (3.32)
It is the same as the nontrivial equilibrium in the Markovian setting, using the ODE:
I¯ ′(t) = λ(1− I¯(t)− R¯(t))I¯(t)− γI¯(t),
R¯′(t) = γI¯(t)− µR¯(t),
and 1 = S¯(t)+I¯(t)+R¯(t). From the ODE, it is straightforward to see that the equilibrium (S¯∗, I¯∗, R¯∗)
satisfies the two equations
λ(1− I¯∗ − R¯∗) = γ, (3.33)
µR¯∗ = γI¯∗. (3.34)
We now verify that these two identities are also satisfied in the general non-Markovian setting
assuming G0 = Ge and F0 = Fe. This implies that the equilibrium quantities satisfy
I¯∗ = γI¯∗
∫ ∞
t
Gc(s)ds + λI¯∗(1− I¯∗ − R¯∗)
∫ t
0
Gc(s)ds,
R¯∗ = µR¯∗
∫ ∞
t
F c(s)ds + I¯∗Ψ0(t) + λ(1− I¯∗ − R¯∗)I¯∗
∫ t
0
Ψ(s)ds.
This system has the trivial solution I¯∗ = R¯∗ = 0. We now look for another solution. Dividing the
first identity by I¯∗ and differentiating, we recover (3.33), and the second identity becomes
R¯∗ = µR¯∗
∫ ∞
t
F c(s)ds + I¯∗Ψ0(t) + γI¯∗
∫ t
0
Ψ(s)ds .
(3.34) now follows from the identity γ−1Ψ0(t) +
∫ t
0 Ψ(s)ds =
∫ t
0 F
c(s)ds. To verify this, first note
that from the definitions of Ψ0 in the independent case, and of G0,
γ−1Ψ0(t) =
∫ t
0
F c(t− u)Gc(u)du =
∫ t
0
F c(s)ds−
∫ t
0
F c(t− u)G(u)du .
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It remains to note that by integration by parts and interchange of orders of integration∫ t
0
F c(t− u)G(u)du =
∫ t
0
∫ t−u
0
F c(v)dvdG(u)
=
∫ t
0
∫ t
u
F c(v − u)dvdG(u)
=
∫ t
0
∫ v
0
F c(v − u)dG(u)dv =
∫ t
0
Ψ(s)ds
We define the diffusion-scaled processes Iˆn and Rˆn as in the SEIR model, but replacing S¯ =
1− I¯ − R¯.
Theorem 3.4. Under Assumptions 3.1’ and 3.3’, we have
(Iˆn, Rˆn)⇒ (Iˆ , Rˆ) in D2 as n→∞. (3.35)
where
Iˆ(t) = Iˆ(0)Gc0(t) + λ
∫ t
0
Gc(t− s)
(
−Iˆ(s)R¯(s) + (1− I¯(s)− 2R¯(s))Rˆ(s)
)
ds+ Iˆ0(t) + Iˆ1(t), (3.36)
Rˆ(t) = Rˆ(0)F c0 (t) + Iˆ(0)Ψ0(t) + λ
∫ t
0
Ψ(t− s)
(
−Iˆ(s)R¯(s) + (1− I¯(s)− 2R¯(s))Rˆ(s)
)
ds
+ Rˆ0,1(t) + Rˆ0,2(t) + Rˆ1(t), (3.37)
where Iˆ0(t), Iˆ1(t), Rˆ0,1(t) and Rˆ0,2(t) are as given as Eˆ0(t), Eˆ1(t), Iˆ0,1(t) and Iˆ0,2(t), respectively,
in Theorem 3.2. If the c.d.f.’s G0 and F0 are continuous, then the limit processes Iˆ1 and Rˆ1 have
continuous sample paths. If (Iˆ(0), Rˆ(0)) is a Gaussian random vector, then (Iˆ , Rˆ) is a Gaussian
process.
Remark 3.6. If the system starts from the equilibrium as discussed in Remark 3.5, then we can
define the diffusion-scaled processes Iˆn =
√
n(I¯n− I¯∗) and Rˆn = √n(R¯n− R¯∗) and the FCLT holds
with the limit processes Iˆ and Rˆ as given in the above theorem where the fluid limits I¯ and R¯ are
replaced by I¯∗ and R¯∗.
Remark 3.7. In the Markovian case, with independent infectious and immune exponential periods
with parameters γ and µ, respectively, we obtain diffusion limits as in Remark 3.4 for the SEIR
model. We do not repeat them for brevity. If the system starts from the equilibrium, then the FCLT
holds as in Remark 3.6 with the limit processes Iˆ and Rˆ given by
Iˆ(t) = Iˆ(0)− (λR¯∗ + γ)
∫ t
0
Iˆ(s)ds+ λ(S¯∗ − R¯∗)
∫ t
0
Rˆ(s)ds +BA
(
λS¯∗R¯∗t
)−BK (γI¯∗t) ,
and
Rˆ(t) = Rˆ(0) + γ
∫ t
0
Iˆ(s)ds − µ
∫ t
0
Rˆ(s)ds+BK
(
γI¯∗t
)−BL (µR¯∗t) ,
where BA, BK and BL are independent Brownian motions, and I¯
∗ and R¯∗ are given in (3.32).
Remark 3.8. Suppose both the infectious and immune times are deterministic, taking values ξ
and η, respectively. The remaining infectious and immune times of the initially infected and im-
mune individuals at time 0, ξ0j and η
0
j , have uniform distributions on the intervals [0, ξ] and [0, η],
respectively. That is, G(t) = 1(t ≥ ξ), F (t) = 1(t ≥ η), for t ≥ 0, G0(t) = t/ξ for t ∈ [0, ξ] and
F0(t) = t/η for t ∈ [0, η]. Thus we have Ψ0(t) = ξ−1
∫ t
0 1(t − u < η)du = ξ−1(t − (t − η)+), and
Ψ(t) = 1(ξ ≤ t < ξ + η) for t ≥ 0.
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We can write
In(t) =
In(0)∑
j=1
1(ξ0j > t) +A
n(t)−An((t− ξ)+),
Rn(t) =
Rn(0)∑
j=1
1(η0j > t) +
In(0)∑
j=1
1((t− η)+ < ξ0j ≤ t)
+An((t− ξ)+)−An((t− ξ − η)+).
In the FLLN, we have the fluid equations
I¯(t) = I¯(0)(1 − t/ξ)+ + λ
∫
((t−ξ)+,t]
(1− I¯(s)− R¯(s))I¯(s)ds,
R¯(t) = R¯(0)(1 − t/η)+ + I¯(0)ξ−1(t− (t− η)+) + λ
∫
((t−ξ−η)+ ,(t−ξ)+]
(1− I¯(s)− R¯(s))I¯(s)ds.
From the equation of R¯(t), we easily see that their equilibrium satisfies R¯∗ = I¯∗η/ξ, and then from
the equation of I¯(t), we obtain I¯∗ = 1−1/(λξ)1+η/ξ .
In the FCLT, we obtain
Iˆ(t) = Iˆ(0)(1 − t/ξ)+ + λ
∫
((t−ξ)+,t]
(
−Iˆ(s)R¯(s) + (1 − I¯(s)− 2R¯(s))Rˆ(s)
)
ds+ Iˆ0(t) + Iˆ1(t),
Rˆ(t) = Rˆ(0)(1 − t/η)+ + Iˆ(0)ξ−1(t− (t− η)+)
+ λ
∫
((t−ξ−η)+ ,(t−ξ)+]
(
−Iˆ(s)R¯(s) + (1− I¯(s)− 2R¯(s))Rˆ(s)
)
ds
+ Rˆ0,1(t) + Rˆ0,2(t) + Rˆ1(t), (3.38)
where I¯ and R¯ are the fluid equations given above, and Iˆ0(t), Iˆ1(t), Rˆ0,1(t), Rˆ0,2(t) and Rˆ1(t) have
the covariance functions: for t, t′ ≥ 0,
Cov(Iˆ0(t), Iˆ0(t
′)) = I¯(0)((1 − t ∨ t′/ξ)+ − (1− t/ξ)+(1− t′/ξ)+),
Cov(Iˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
1(t ∨ t′ − s < ξ)(1− I¯(s)− R¯(s))I¯(s)ds,
Cov(Rˆ0,1(t), Rˆ0,1(t
′)) = R¯(0)((1 − t ∨ t′/η)+ − (1− t/η)+(1− t′/η)+),
Cov(Rˆ0,2(t), Rˆ0,2(t
′)) = I¯(0)ξ−1[(t ∨ t′ − (t ∨ t′ − η)+)− (t− (t− η)+)(t′ − (t′ − η)+)],
Cov(Rˆ1(t), Rˆ1(t
′)) = λ
∫ t∧t′
0
1(ξ ≤ t ∨ t′ − s < ξ + η)(1 − I¯(s)− R¯(s))I¯(s)ds,
and similarly for the covariances between them. If, in addition, the system starts from the equilib-
rium, I¯n(0) = nI¯∗ and R¯n(0) = nR¯∗, then the limit processes above will have the fluid quantities
I¯(t) and R¯(t) replaced by I¯∗ and R¯∗, respectively.
4. Proof of the FLLN for the SIR model
In this section we prove Theorem 2.1.
We write the process A¯n as
A¯n(t) =
1√
n
MˆnA(t) + Λ¯
n(t), (4.1)
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where
Λ¯n(t) := λ
∫ t
0
S¯n(s)I¯n(s)ds,
and
MˆnA(t) :=
1√
n
(
A∗
(
nΛ¯n(t)
) − nΛ¯n(t)) . (4.2)
The process {MˆnA(t) : t ≥ 0} is a square-integrable martingale with respect to the filtration {Fnt :
t ≥ 0} defined by
Fnt := σ
{
In(0), A∗
(
nΛ¯n(u)
)
: 0 ≤ u ≤ t} ,
with the predictable quadratic variation
〈MˆnA〉(t) = Λ¯n(t), t ≥ 0. (4.3)
These properties are straightforward to verify; see, e.g. [17] or [8]. Note that by the simple bound
S¯n(t) ≤ 1, I¯n(t) ≤ 1, ∀t ≥ 0, (4.4)
we have, w.p.1., for 0 < s ≤ t,
0 ≤ Λ¯n(t)− Λ¯n(s) ≤ λ(t− s). (4.5)
Lemma 4.1. The sequence {(A¯n, S¯n) : n ≥ 1} is tight in D2.
Proof. By (4.5), we have 〈MˆnA〉(t) ≤ λt, w.p.1. Thus, by [17, Lemma 5.8], the martingale {MˆnA(t) :
t ≥ 0} is stochastically bounded in D. Then by [17, Lemma 5.8], we have
1√
n
MˆnA ⇒ 0 in D as n→∞. (4.6)
Then, by (4.1), the tightness of the sequence {A¯n : n ≥ 1} follows directly by (4.4). Since S¯n =
1− I¯(0)− A¯n, we obtain the tightness of {S¯n : n ≥ 1} in D immediately. 
We work with a convergent subsequence of (A¯n, S¯n). We denote the limit of A¯n along the
subsequence by A¯. It is clear from (4.1) that the limit A¯ satisfies
A¯ = lim
n→∞
A¯n = lim
n→∞
Λ¯n = lim
n→∞
λ
∫ ·
0
S¯n(s)I¯n(s)ds. (4.7)
and for 0 < s ≤ t, w.p.1.,
0 ≤ A¯(t)− A¯(s) ≤ λ(t− s). (4.8)
By definition and Assumption 2.2, we have
S¯n = 1− I¯n(0) − A¯n ⇒ S¯ = 1− I¯(0)− A¯ in D, as n→∞. (4.9)
We next consider the process I¯n. Recall the expression of In in (2.2). Let
I¯n0 (t) :=
1
n
nI¯n(0)∑
j=1
1(η0j > t), t ≥ 0.
We clearly have ∣∣∣∣∣∣I¯n0 (t)− 1n
nI¯(0)∑
j=1
1(η0j > t)
∣∣∣∣∣∣ ≤ 1n
n(I¯n(0)∨I¯(0))∑
j=n(I¯n(0)∧I¯(0))
1(η0j > t), t ≥ 0. (4.10)
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Note that by Assumption 2.2, the right–hand side satisfies
E
 1
n
n(I¯n(0)∨I¯(0))∑
j=n(I¯n(0)∧I¯(0))
1(η0j > t)
∣∣∣Fn0
 ≤ F c0 (t)|I¯n(0)− I¯(0)| → 0
in probability as n→∞. Thus, by the FLLN of empirical processes, we obtain
I¯n0 ⇒ I¯0 = I¯(0)F c0 (·) in D as n→∞. (4.11)
Let
I¯n1 (t) :=
1
n
nA¯n(t)∑
i=1
1(τni + ηi > t), t ≥ 0,
and its conditional expectation
I˘n1 (t) := E[I¯
n
1 (t)|Fnt ] =
1
n
nA¯n(t)∑
i=1
F c(t− τni ) =
∫ t
0
F c(t− s)dA¯n(s), t ≥ 0.
By integration by parts, we have
I˘n1 (t) = A¯
n(t)−
∫ t
0
A¯n(s)dF c(t− s).
Here dF c(t− s) is the differential of the map s→ F c(t− s). By the continuous mapping theorem,
I˘n1 ⇒ I¯1 in D as n→∞, (4.12)
where
I¯1(t) = A¯(t)−
∫ t
0
A¯(s)dF c(t− s) =
∫ t
0
F c(t− s)dA¯(s) , t ≥ 0 .
Let
V n(t) := I¯n1 (t)− I˘n1 (t) =
1
n
nA¯n(t)∑
i=1
χni (t), t ≥ 0,
where
χni (t) := 1(τ
n
i + ηi > t)− F c(t− τni ).
We next show the following lemma.
Lemma 4.2. For any ǫ > 0,
P
(
sup
t∈[0,T ]
|V n(t)| ≥ ǫ
)
→ 0 as n→∞. (4.13)
Proof. Note that by partitioning [0, T ] into intervals of length δ, that is, [ti, ti+1), i = 0, . . . , [T/δ]
with t0 = 0, we have
sup
t∈[0,T ]
|V n(t)| ≤ sup
i=1,...,[T/δ]
|V n(ti)|+ sup
i=1,...,[T/δ]
sup
u∈[0,δ]
|V n(ti + u)− V n(ti)|. (4.14)
It is easy to check that
E[χni (t)|Fnt ] = 0, ∀i; E[χni (t)χnj (t)|Fnt ] = 0, ∀i 6= j.
Thus, we have
E
[
V n(t)2
∣∣Fnt ] = 1n2
An(t)∑
i=1
E
[
χni (t)
2|Fnt
]
=
1
n2
An(t)∑
i=1
F (t− τni )F c(t− τni )
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=
1
n
∫ t
0
F (t− s)F c(t− s)dA¯n(s)
=
1
n3/2
∫ t
0
F (t− s)F c(t− s)dMˆnA(s) +
1
n
∫ t
0
F (t− s)F c(t− s)dΛ¯n(s)
≤ 1
n3/2
∫ t
0
F (t− s)F c(t− s)dMˆnA(s) +
λt
n
,
where the inequality follows from (4.4) and (4.5). Thus
E(|V n(t)|2) ≤ λt
n
, (4.15)
and for any ǫ > 0,
P(|V n(t)| > ǫ) ≤ λt
nǫ2
→ 0, as n→∞ .
We now consider V n(t+ u)− V n(t) for t, u ≥ 0. By definition, we have
|V n(t+ u)− V n(t)| =
∣∣∣∣∣∣ 1n
An(t+u)∑
i=1
χni (t+ u)−
1
n
An(t)∑
i=1
χni (t)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1n
An(t)∑
i=1
(χni (t+ u)− χni (t)) +
1
n
An(t+u)∑
i=An(t)
χni (t+ u)
∣∣∣∣∣∣
≤ 1
n
An(t)∑
i=1
1(t < τni + ηi ≤ t+ u) +
∫ t+u
0
(F c(t− s)− F c(t+ u− s))dΛ¯n(s)
+
1
n
An(t+u)∑
i=An(t)
|χni (t+ u)|.
Observing that the first and second terms on the right hand are increasing in u, and that |χni (t)| ≤ 1,
we obtain
sup
u∈[0,δ]
|V n(t+ u)− V n(t)| ≤ 1
n
An(t)∑
i=1
1(t < τni + ηi ≤ t+ δ)
+
∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))dA¯n(s)
+ A¯n(t+ δ)− A¯n(t). (4.16)
Thus, for any ǫ > 0,
P
(
sup
u∈[0,δ]
|V n(t+ u)− V n(t)| > ǫ
)
≤ P
 1
n
An(t)∑
i=1
1(t < τni + ηi ≤ t+ δ) > ǫ/3

+ P
(∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))dA¯n(s) > ǫ/3
)
+ P
(
A¯n(t+ δ) − A¯n(t) > ǫ/3)
≤ 9
ǫ2
E
 1
n
An(t)∑
i=1
1(t < τni + ηi ≤ t+ δ)
2
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+
9
ǫ2
E
[(∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))dA¯n(s)
)2]
+
9
ǫ2
E
[(
A¯n(t+ δ) − A¯n(t))2] . (4.17)
We need the following definition to treat the first term on the right hand side of (4.17).
Definition 4.1. Let M(ds, dz, du) denote a Poisson random measure (PRM) on [0, T ]×R+ ×R+
with mean measure ν(ds, dz, du) = dsF (dz)du, andM(ds, dz, du) denote the associated compensated
PRM.
We have
E
 1
n
An(t)∑
i=1
1(t < τni + ηi ≤ t+ δ)
2
= E
[(
1
n
∫ t
0
∫ t+δ−s
t−s
∫ ∞
0
1(u ≤ λnS¯n(s)I¯n(s))M(ds, dz, du)
)2]
≤ 2E
[(
1
n
∫ t
0
∫ t+δ−s
t−s
∫ ∞
0
1(u ≤ λnS¯n(s)I¯n(s))M (ds, dz, du)
)2]
+ 2E
[(∫ t
0
(F c(t− s)− F c(t+ δ − s))dΛ¯n(s)
)2]
=
2
n
E
[∫ t
0
(F c(t− s)− F c(t+ δ − s))dΛ¯n(s)
]
+ 2E
[(∫ t
0
(F c(t− s)− F c(t+ δ − s))dΛ¯n(s)
)2]
≤ 2
n
λ
∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))ds
+ 2
(
λ
∫ t
0
(F c(t− s)− F c(t+ δ − s))ds
)2
(4.18)
The last inequality follows from (4.5). The first term on the right hand converges to zero as n→∞,
and for the second term, as will be shown below in Lemma 4.3, by Assumption 2.1, we have
1
δ
(∫ t
0
(F c(t− s)− F c(t+ δ − s))ds
)2
→ 0 as δ → 0. (4.19)
For the second term on the right hand side of (4.17), by (4.1), we have
E
[(∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))dA¯n(s)
)2]
≤ 2E
[(
1√
n
∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))dMˆnA(s)
)2]
+ 2E
[(∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))dΛ¯n(s)
)2]
.
By (4.6), the first term converges to zero as n→∞. By (4.5), the second term is bounded by
2
(
λ
∫ t+δ
0
(F c(t− s)− F c(t+ δ − s))ds
)2
.
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to which (4.19) again applies.
By (4.1) and (4.5), we have
A¯n(t+ δ)− A¯n(t) ≤ 1√
n
(Mˆn(t+ δ)− Mˆn(t)) + λδ.
Thus, for the third term on the right hand side of (4.17), we have
E
[(
A¯n(t+ δ)− A¯n(t))2] ≤ 2E[( 1√
n
(Mˆn(t+ δ)− Mˆn(t))
)2]
+ 2λ2δ2. (4.20)
Again, by (4.6), the first term converges to zero as n→∞.
By (4.14), we have for δ > 0,
P
(
sup
t∈[0,T ]
|V n(t)| ≥ ǫ
)
≤
[
T
δ
]
sup
t∈[0,T ]
P (|V n(t)| ≥ ǫ) +
[
T
δ
]
sup
t∈[0,T ]
P
(
sup
u∈[0,δ]
|V n(t+ u)− V n(t)| > ǫ
)
.
(4.21)
The first term converges to zero as n → ∞ by (4.15). By (4.17)–(4.20) and the above arguments,
we obtain
lim
δ→0
lim sup
n→∞
[
T
δ
]
sup
t∈[0,T ]
P
(
sup
u∈[0,δ]
|V n(t+ u)− V n(t)| ≥ ǫ
)
= 0.
Therefore, we have shown that (4.13) holds. 
It remains to establish the following technical Lemma.
Lemma 4.3. The convergence in (4.19) follows from Assumption 2.1.
Proof. Recalling the notations in Assumption 2.1, it suffices to prove (4.19) in both cases F = F1
and F = F2. Consider first the case F = F1. We have(∫ t
0
(F c(t− s)− F c(t+ δ − s))ds
)2
=
(∫ t
0
(F (r + δ) − F (r))dr
)2
=
(∑
i
ai
∫ t
0
(1(r + δ ≥ ti)− 1(r ≥ ti)) dr
)2
≤ δ2,
since
∑
i ai ≤ 1, from which (4.19) follows. In the case F = F2, we have(∫ t
0
(F (r + δ)− F (r))dr
)2
≤ c2t2δ1+2θ ,
from which again (4.19) follows. 
By the convergence of I˘n1 in (4.12) and Lemma 4.2, we obtain
I¯n1 (t)⇒ I¯1(t) =
∫ t
0
F c(t− s)dA¯(s) in D as n→∞.
Combining this with (4.11), we have
I¯n = I¯n0 + I¯
n
1 ⇒ I¯ := I¯0 + I¯1 = I¯(0)F c0 (·) +
∫ ·
0
F c(· − s)dA¯(s)
in D as n→∞.
We now show the joint convergence
(S¯n, I¯n)⇒ (S¯, I¯) in D2 as n→∞. (4.22)
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We first have the joint convergence of I¯n(0), and the two terms in the expression of I¯n0 (t) in (4.10)
since I¯n(0) and the first term are independent and the second term converges to zero. We then have
the joint convergence of A¯n and I˘n1 , since we can apply the continuous mapping theorem applied to
the map x ∈ D → (x, x− ∫ ·0 x(s)dF c(· − s)) ∈ D2. Then the claim in (4.22) holds by independence
of these two groups of processes, combined with (4.13).
Thus we obtain ∫ ·
0
S¯n(s)I¯n(s)ds⇒
∫ ·
0
S¯(s)I¯(s)ds in D as n→∞. (4.23)
By (4.1) and (4.6), this implies that
A¯n ⇒ A¯ = λ
∫ ·
0
S¯(s)I¯(s)ds in D as n→∞.
Therefore, the limits S¯ and I¯ satisfy the integral equations given in (2.3) and (2.4).
We next prove uniqueness of the solution to the system of equations (2.3) and (2.4). The two
equations (2.3) and (2.4) can be regarded as Volterra integral equations of the second kind for two
functions. For uniqueness, suppose there are two solutions (S¯1, I¯1) and (S¯2, I¯2). Then we have
S¯1(t)− S¯2(t) = −λ
∫ t
0
(
(S¯1(s)− S¯2(s))I¯1(s) + S¯2(s)(I¯1(s)− I¯2(s))
)
ds,
I¯1(t)− I¯2(t) = λ
∫ t
0
F c(t− s)
(
(S¯1(s)− S¯2(s))I¯1(s) + S¯2(s)(I¯1(s)− I¯2(s))
)
ds.
Hence,
|S¯1(t)− S¯2(t)|+ |I¯1(t)− I¯2(t)| ≤ 2λ
∫ t
0
(
|S¯1(s)− S¯2(s)|+ |I¯1(s)− I¯2(s)|
)
ds,
where we use the simple bounds S¯i(s) ≤ 1 and I¯i(s) ≤ 1. The uniqueness follows from applying
Gronwall’s inequality.
Since the system of integral equations (2.3) and (2.4) has a unique deterministic solution (exis-
tence is easily established by a standard Picard iteration argument, identical to the classical one
for Lipschitz ODEs), the whole sequence converges, and we have convergence in probability.
Remark 4.1. Convergence in L2(0, T ) Here we reconsider the above proof, without requiring
Assumption 2.1, which has been used in the proof of Lemma 4.3, i.e., it was necessary only for the
proof of Lemma 4.2. We first note that Lemma 4.1 still holds true, hence S¯n ⇒ S¯ in D, at least
along a subsequence. We now consider I¯n.
It clearly follows from (4.15) that
V n → 0 in L2([0, T ] × Ω) as n→∞.
This, together with (4.11) and (4.12), implies that
I¯n ⇒ I¯ in L2(0, T ) as n→∞,
since convergence in law in D implies convergence in law in L2(0, T ). The joint convergence of
(S¯n, I¯n), and that of the whole sequence of the triplets (S¯n, I¯n, R¯n) as stated in Remark 2.2 is then
easily established, following some of the arguments from the above proof.
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5. Proof of the FCLT for the SIR model
In this section we prove Theorem 2.2. Recall the definitions of the diffusion-scaled processes
(Sˆn, Iˆn, Rˆn) in (2.6), and MˆnA defined in (4.2). We also define
Aˆn(t) :=
√
n
(
A¯n(t)− A¯(t)) = √n(A¯n(t)− λ∫ t
0
S¯(s)I¯(s)ds
)
.
Note that under Assumption 2.3, we have I¯n(0)⇒ I¯(0) in R as n→∞, and thus the convergence
of the fluid-scaled processes holds in Theorem 2.1. This is taken as given in the proceeding proof
of the FCLT.
By the definitions of the diffusion-scaled processes in (2.6), we have
Aˆn(t) = MˆnA(t) + λ
∫ t
0
(Sˆn(s)I¯n(s) + S¯(s)Iˆn(s))ds, (5.1)
Sˆn(t) = −Iˆn(0)− Aˆn(t)
= −Iˆn(0)− MˆnA(t)− λ
∫ t
0
(Sˆn(s)I¯n(s) + S¯(s)Iˆn(s))ds, (5.2)
Iˆn(t) = Iˆn(0)F c0 (t) + Iˆ
n
0 (t) + Iˆ
n
1 (t)
+ λ
∫ t
0
F c(t− s)
(
Sˆn(s)I¯n(s) + S¯(s)Iˆn(s)
)
ds, (5.3)
and
Rˆn(t) = Iˆn(0)F0(t) + Rˆ
n
0 (t) + Rˆ
n
1 (t)
+ λ
∫ t
0
F (t− s)(Sˆn(s)I¯n(s) + S¯(s)Iˆn(s))ds, (5.4)
where
Iˆn0 (t) :=
1√
n
nI¯n(0)∑
j=1
(
1(η0j > t)− F c0 (t)
)
, (5.5)
Iˆn1 (t) :=
1√
n
nA¯n(t)∑
i=1
1(τni + ηi > t)− λ
√
n
∫ t
0
F c(t− s)S¯n(s)I¯n(s)ds, (5.6)
and
Rˆn0 (t) :=
1√
n
nI¯n(0)∑
j=1
(
1(η0j ≤ t)− F0(t)
)
, (5.7)
Rˆn1 (t) :=
1√
n
nA¯n(t)∑
i=1
1(τni + ηi ≤ t)− λ
√
n
∫ t
0
F (t− s)S¯n(s)I¯n(s)ds. (5.8)
We first establish the following joint convergence of the initial quantities.
Lemma 5.1. Under Assumption 2.3, we have
(Iˆn(0)F c0 (·), Iˆn(0)F0(·), Iˆn0 , Rˆn0 )⇒
(
Iˆ(0)F c0 (·), Iˆ(0)F0(·), Iˆ0, Rˆ0
)
(5.9)
in D4 as n→∞, where the limit processes Iˆ0 and Rˆ0 are as defined in Theorem 2.2.
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Proof. We define
I˜n0 (t) :=
1√
n
nI¯(0)∑
j=1
(
1(η0j > t)− F c0 (t)
)
,
R˜n0 (t) :=
1√
n
nI¯(0)∑
j=1
(
1(η0j ≤ t)− F0(t)
)
.
By the FCLT for empirical processes, see, e.g., [6, Theorem 14.3], we have the joint convergence
(Iˆn(0)F c0 (·), Iˆn(0)F0(·), I˜n0 , R˜n0 )⇒
(
Iˆ(0)F c0 (·), Iˆ(0)F0(·), Iˆ0, Rˆ0
)
in D4 as n → ∞. The claim then follows by showing that I˜n0 − Iˆn0 ⇒ 0 in D as n → ∞, and
R˜n0−Rˆn0 ⇒ 0 in D as n→∞. We focus on I˜n0 − Iˆn0 ⇒ 0. We have for each t ≥ 0, E[I˜n0 (t)− Iˆn0 (t)] = 0
and
E[|I˜n0 (t)− Iˆn0 (t)|2] = F c0 (t)F0(t)E[|I¯n(0)− I¯(0)|]→ 0 as n→∞,
where the convergence follows from Assumption 2.3. It then suffices to show that {I˜n0 − Iˆn0 : n ≥ 1}
is tight. We have
sign(I¯(0) − I¯n(0))
(
I˜n0 (t)− Iˆn0 (t)
)
=
1√
n
n(I¯n(0)∨I¯(0)∑
j=n(I¯n(0)∧I¯(0)
(
1(η0j > t)− F c0 (t)
)
= |Iˆn(0)|F0(t)− 1√
n
n(I¯n(0)∨I¯(0)∑
j=n(I¯n(0)∧I¯(0)
1(η0j ≤ t).
By Assumption 2.3, the first term on the right hand side is tight. Denoting the second term by
Θn0 (t), since it is increasing in t, by the Corollary on page 83 in [6], see also the use of (4.14) in the
proof of Lemma 4.2 above, its tightness will follow from the fact that for any ǫ > 0,
lim sup
n→∞
1
δ
P
(∣∣Θn0 (t+ δ)−Θn0 (t)∣∣ ≥ ǫ)→ 0 as δ → 0.
This is immediate since by Assumption 2.3,
E
[∣∣Θn0 (t+ δ)−Θn0 (t)∣∣2] = E[|I¯n(0)− I¯(0)|]|F0(t+ δ) − F0(t)| → 0 as n→∞.
This completes the proof. 
Recall the PRM M(ds, dz, du) and the compensated PRM M(ds, dz, du) in Definition 4.1.
Definition 5.1. LetM1(ds, dz, du) be the PRM on [0, T ]×R+×R+ with mean measure ν˜(ds, dz, du) =
dsFs(dz)du, where Fs((a, b]) = F ((a + s, b + s]). Denote the associated compensated PRM by
M˜(ds, dz, du).
We can rewrite the processes Iˆn1 and Rˆ
n
1 as
Iˆn1 (t) =
1√
n
∫ t
0
∫ ∞
t−s
∫ ∞
0
ϕn(s, u)M (ds, dz, du) =
1√
n
∫ t
0
∫ ∞
t
∫ ∞
0
ϕn(s, u)M˜ (ds, dz, du),
Rˆn1 (t) =
1√
n
∫ t
0
∫ t−s
0
∫ ∞
0
ϕn(s, u)M (ds, dz, du) =
1√
n
∫ t
0
∫ t
0
∫ ∞
0
ϕn(s, u)M˜ (ds, dz, du),
where
ϕn(s, u) = 1
(
u ≤ nλS¯n(s)I¯n(s)) .
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We also observe that the process MˆnA can also be represented by the same PRMs:
MˆnA(t) =
1√
n
∫ t
0
∫ ∞
0
∫ ∞
0
ϕn(s, u)M (ds, dz, du) =
1√
n
∫ t
0
∫ ∞
0
∫ ∞
0
ϕn(s, u)M˜ (ds, dz, du),
and that
MˆnA(t) = Iˆ
n
1 (t) + Rˆ
n
1 (t), t ≥ 0.
We define the auxiliary processes I˜n1 and R˜
n
1 by
I˜n1 (t) =
1√
n
∫ t
0
∫ ∞
t
∫ ∞
0
ϕ˜n(s, u)M˜ (ds, dz, du),
R˜n1 (t) =
1√
n
∫ t
0
∫ t
0
∫ ∞
0
ϕ˜n(s, u)M˜ (ds, dz, du),
M˜nA(t) =
1√
n
∫ t
0
∫ ∞
0
∫ ∞
0
ϕ˜n(s, u)M˜ (ds, dz, du),
where
ϕ˜n(s, u) = 1
(
u ≤ nλS¯(s)I¯(s)) .
Note that in the definitions of I˜n1 (t) and R˜
n
1 (t), we have replaced S¯
n(s) and I¯n(s) in the integrands
ϕn(s, u) by the deterministic fluid functions S¯(s) and I¯(s). Also, it is clear that
M˜nA(t) = I˜
n
1 (t) + R˜
n
1 (t), t ≥ 0.
We first prove the following result.
Lemma 5.2.
sup
n
sup
t∈[0,T ]
E[|Sˆn(t)|2] <∞, sup
n
sup
t∈[0,T ]
E[|Iˆn(t)|2] <∞, sup
n
sup
t∈[0,T ]
E[|Rˆn(t)|2] <∞.
Proof. We have
sup
t∈[0,T ]
E[MˆnA(t)
2] ≤ λT.
It is clear that there exists a constant C such that for all n ≥ 1,
sup
t∈[0,T ]
E[(Iˆn(0)F c0 (t))
2] ≤ E[Iˆn(0)2] ≤ C,
sup
t∈[0,T ]
E[(Iˆn0 (t))
2] = sup
t∈[0,T ]
E[I¯n(0)]F0(t)F
c
0 (t) ≤ E[I¯n(0)] ≤ C,
and
sup
t∈[0,T ]
E[(Iˆn1 (t))
2] = sup
t∈[0,T ]
λ
∫ t
0
F c(t− s)S¯n(s)I¯n(s)ds ≤ λT.
Then by taking the square of the representations of Sˆn(t) in (5.2) and Iˆn(t) in (5.4), then using
Cauchy-Schwartz inequality and the simple bounds I¯n(t) ≤ 1 and S¯(t) ≤ 1, we can apply Gronwall’s
inequality to conclude the claim. 
We next show that the differences of the processes MˆnA, Rˆ
n
1 , Iˆ
n
1 with their corresponding M˜
n
A, R˜
n
1 , I˜
n
1
are asymptotically negligible, stated in the next Lemma.
Lemma 5.3. Under Assumptions 2.3 and 2.1,
(MˆnA − M˜nA, Rˆn1 − R˜n1 , Iˆn1 − I˜n1 )⇒ 0 in D3 as n→∞.
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Proof. It suffices to prove the convergence of each coordinate separately. We focus on the conver-
gence Rˆn1 − R˜n1 ⇒ 0, since the convergence MˆnA − M˜nA follows similarly, and then the convergence
Iˆn1 − I˜n1 ⇒ 0 follows by the facts that MˆnA(t) = Iˆn1 (t) + Rˆn1 (t) and M˜nA(t) = I˜n1 (t) + R˜n1 (t), for each
t ≥ 0.
Let Ξ˜n := Rˆn1 − R˜n1 . It is easy to see that for each t ≥ 0, E[Ξ˜n1 (t)] = 0, and
E
[
Ξ˜n(t)2
]
=
∫ t
0
F (t− s)E [|S¯n(s)I¯n(s)− S¯(s)I¯(s)|] ds→ 0 as n→∞,
where the convergence holds by Theorem 2.1 and the dominated convergence theorem. Then
it suffices to show that the sequence {Ξ˜n : n ≥ 1} is tight. Note that Ξ˜n can be written as
Ξ˜n(t) = Ξ˜n1 (t)− Ξ˜n2 (t), where
Ξ˜n1 (t) :=
1√
n
∫ t
0
∫ t
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
sign(S¯n(s)I¯n(s)− S¯(s)I¯(s))M1(ds, dz, du),
Ξ˜n2 (t) := λ
√
n
∫ t
0
F (t− s)(S¯n(s)I¯n(s)− S¯(s)I¯(s))ds.
Both processes Ξ˜n1 (t) and Ξ˜
n
2 (t) are differences of two processes, each increasing in t, that is,
Ξ˜n1 (t) =
1√
n
∫ t
0
∫ t
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
1(S¯n(s)I¯n(s)− S¯(s)I¯(s) > 0)M1(ds, dz, du)
− 1√
n
∫ t
0
∫ t
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
1(S¯n(s)I¯n(s)− S¯(s)I¯(s) < 0)M1(ds, dz, du),
and
Ξ˜n2 (t) = λ
√
n
∫ t
0
F (t− s)(S¯n(s)I¯n(s)− S¯(s)I¯(s))+ds− λ√n∫ t
0
F (t− s)(S¯n(s)I¯n(s)− S¯(s)I¯(s))+ds.
Define Ξn1 and Ξ
n
2 by
Ξn1 (t) :=
1√
n
∫ t
0
∫ t
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M1(ds, dz, du),
and
Ξn2 (t) := λ
√
n
∫ t
0
F (t− s)∣∣S¯n(s)I¯n(s)− S¯(s)I¯(s)∣∣ds.
Tightness of Ξn1 (t) and Ξ
n
2 (t) implies tightness of the four components in the above expressions of
Ξ˜n1 (t) and Ξ˜
n
2 (t). By the increasing property of Ξ
n
1 (t) and Ξ
n
2 (t), we only need to verify the following
(see the Corollary on page 83 in [6] or the use of (4.14) in the proof of Lemma 4.2): for any ǫ > 0,
and i = 1, 2,
lim sup
n→∞
1
δ
P
(∣∣Ξni (t+ δ) − Ξni (t)∣∣ ≥ ǫ)→ 0 as δ → 0. (5.10)
For the process Ξn2 (t), we have
E
[|Ξn2 (t+ δ) − Ξn2 (t)|2]
= E
[
λ2
(∫ t+δ
t
F (t+ δ − s)∆n(s)ds+
∫ t
0
(F (t+ δ − s)− F (t− s))∆n(s)ds
)2]
≤ 2λ2E
[(∫ t+δ
t
F (t+ δ − s)∆n(s)ds
)2]
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+ 2λ2E
[(∫ t
0
(F (t+ δ − s)− F (t− s))∆n(s)ds
)2]
, (5.11)
where
∆n(s) :=
√
n
∣∣S¯n(s)I¯n(s)− S¯(s)I¯(s)∣∣ = |Sˆn(s)I¯n(s) + S¯(s)Iˆn(s)| ≤ |Sˆn(s)|+ |Iˆn(s)|. (5.12)
For the first term on the right hand side of (5.11), by Cauchy-Schwartz inequality, we have
E
[(∫ t+δ
t
F (t+ δ − s)∆n(s)ds
)2]
≤ δ
∫ t+δ
t
E[∆n(s)2]ds ≤ δ2 sup
s∈[0,T ]
E[∆n(s)2].
For the second term, we need
lim sup
n→∞
1
δ
E
[(∫ t
0
(F (t+ δ − s)− F (t− s))∆n(s)ds
)2]
→ 0 as δ → 0. (5.13)
This is implied by Assumption 2.1, Lemma 5.2 and (5.12), as we now show, by an argument which
slightly extends that in Lemma 4.3. If F = F1, we have
E
[(∫ t
0
(F (t+ δ − s)− F (t− s))∆n(s)ds
)2]
≤
∑
i
aiE
[(∫ ti
ti−δ
∆n(t− r)dr
)2]
≤ δ
∑
i
aiE
[∫ ti
ti−δ
∆n(t− r)2dr
]
≤ δ2 sup
s∈[0,T ]
E[∆n(s)2].
If F = F2, we have
E
[(∫ t
0
(F (t+ δ − s)− F (t− s))∆n(s)ds
)2]
≤ tE
[∫ t
0
(F (t+ δ − s)− F (t− s))2∆n(s)2ds
]
≤ T 2cδ1+2θ sup
s∈[0,T ]
E[∆n(s)2].
Thus, (5.10) holds for Ξn2 (t).
For the process Ξn1 (t), we have
E
[|Ξn1 (t+ δ) − Ξn1 (t)|2]
= E
[(
1√
n
∫ t+δ
t
∫ t+δ
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M1(ds, dz, du)
+
1√
n
∫ t
0
∫ t+δ
t
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M1(ds, dz, du)
)2]
≤ 2E
[(
1√
n
∫ t+δ
t
∫ t+δ
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M1(ds, dz, du)
)2]
+ 2E
[(
1√
n
∫ t
0
∫ t+δ
t
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M1(ds, dz, du)
)2]
=: Bn1 +B
n
2 .
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Note that we can write
1√
n
∫ t+δ
t
∫ t+δ
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M1(ds, dz, du)
=
1√
n
∫ t+δ
t
∫ t+δ
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M˜(ds, dz, du)
+ λ
∫ t+δ
t
F (t+ δ − s)∆n(s)ds.
Thus, we have the following bound
Bn1 ≤ 2E
( 1√
n
∫ t+δ
t
∫ t+δ
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M˜ (ds, dz, du)
)2
+ 2E
[(
λ
∫ t+δ
t
F (t+ δ − s)∆n(s)ds
)2]
≤ 2λ
∫ t+δ
t
F (t+ δ − s)E [|S¯n(s)I¯n(s)− S¯(s)I¯(s)|] ds
+ 2λ2δ2 sup
s∈[0,T ]
E[|∆n(s)|2]. (5.14)
Similarly, we have
Bn2 ≤ 2E
( 1√
n
∫ t
0
∫ t+δ
t
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
dM˜(ds, dz, du)
)2
+ 2E
[(
λ
∫ t
0
(F (t+ δ − s)− F (t− s))∆n(s)ds
)2]
≤ 2λ
∫ t
0
(F (t+ δ − s)− F (t− s))E [|S¯n(s)I¯n(s)− S¯(s)I¯(s)|] ds
+ 2λ2E
[(∫ t
0
(F (t+ δ − s)− F (t− s))∆n(s)ds
)2]
. (5.15)
It is straightforward that the first terms on the right hand sides of (5.14) and (5.15) converges
to zero as n → ∞ since E [|S¯n(s)I¯n(s)− S¯(s)I¯(s)|] → 0 as n → ∞ by Theorem 2.1, and by the
dominated convergence theorem. Thus, by (5.13), we have shown (5.10) for Ξn1 (t). This completes
the proof. 
Let
GAt := σ
{
M˜([0, u] × R2+) : 0 ≤ u ≤ t
}
, t ≥ 0,
and
GRt := σ
{
M˜([0, u] × [0, u]× R+) : 0 ≤ u ≤ t
}
, t ≥ 0.
Then M˜nA is a {GAt : t ≥ 0}-martingale with quadratic variation
〈M˜nA〉(t) = λ
∫ t
0
S¯(s)I¯(s)ds, t ≥ 0,
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and R˜n1 is a {GRt : t ≥ 0}-martingale, with quadratic variation
〈R˜n1 〉(t) = λ
∫ t
0
F (t− s)S¯(s)I¯(s)ds, t ≥ 0.
Note that we do not have a martingale property for I˜n. It is important to observe that the joint
process (M˜nA, R˜
n
1 ) is not a martingale with respect to a common filtration, and therefore we cannot
prove the joint convergence of them using FCLT of martingales. However, they play the role of
establishing tightness of the processes {MˆnA}, {Iˆn1 }, and {Rˆn1 }. Moreover, while {MˆnA} is a Fnt
martingale, {Rˆn1} is not a martingale, the point being that the intensity λnS¯n(t)I¯n(t) is not GR–
adapted. In fact, for the sake of establishing tightness, one can exploit the martingale property of
{MˆnA}, so that the introduction of M˜nA is not necessary. And since the tightness of IˆnA follows from
those of both MˆnA and Rˆ
n
1 , only R˜
n
1 really needs to be introduced for proving tightness. However,
in the proof of Lemma 5.4, we shall now need the full strength of Lemma 5.3.
Lemma 5.4. Under Assumptions 2.3 and 2.1,
(MˆnA, Iˆ
n
1 , Rˆ
n
1 )⇒ (Mˆ1, Iˆn, Rˆ1) in D3 as n→∞,
where (MˆA, Iˆ1, Rˆ1) are given in Theorem 2.2.
Proof. In view of Lemma 5.3, all we need to show is that
(M˜nA, I˜
n
1 , R˜
n)⇒ (MˆA, Iˆ1, Rˆ1) in D3 as n→∞ .
Exploiting the martingale property of both M˜nA and R˜
n
1 , we can show that each of these two processes
is tight in D. Since moreover any limit of a converging subsequence of either of these processes is
continuous, the difference I˜n1 (t) = M˜
n
A(t) − R˜n1 (t) is also tight. Thus, by Lemma 5.3, {MˆnA}, {Iˆn1 },
and {Rˆn1} are tight. It remains to show (i) convergence of finite dimensional distributions and (ii)
the limits are continuous.
To prove the convergence of finite dimensional distributions, by the independence of the restric-
tions of a PRM to disjoint subsets, it suffices to show that for 0 ≤ t′ ≤ t and 0 ≤ a ≤ b <∞,
lim
n→∞
E
[
exp
(
i
ϑ√
n
∫ t
t′
∫ b
a
∫ ∞
0
ϕ˜n(s, u)dM˜ (ds, dz, du)
)]
= exp
(
−ϑ
2
2
λ
∫ t
t′
(F (b− s)− F (a− s))S¯(s)I¯(s)ds
)
. (5.16)
Recall that for a compensated PRM N¯ with mean measure ν and a deterministic function φ, we
have
E
[
exp(iϑN¯(φ))
]
= e−iϑν(φ) exp
(
ν(eiϑφ − 1)
)
, (5.17)
where ν(φ) :=
∫
φdν. As a consequence, the left hand side of (5.16) is equal to
exp
(
−i ϑ√
n
∫ t
t′
(F (b− s)− F (a− s))λnS¯(s)I¯(s)ds
)
× exp
(
(eiϑ/
√
n − 1)
∫ t
t′
(F (b− s)− F (a− s))λnS¯(s)I¯(s)ds
)
.
Then the claim (5.16) is immediate by applying Taylor expansion.
Given the consistent finite dimensional distributions of Rˆ1, to show that the limit process Rˆ1
have a continuous version in C, it suffices to show that
E
[
(Rˆ1(t+ δ)− Rˆ1(t)))4
]
≤ cδ1+θ . (5.18)
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This is immediate since as a consequence of (5.16),
E
[
(Rˆ1(t+ δ)− Rˆ1(t)))4
]
= 3
(
E
[
(Rˆ1(t+ δ) − Rˆ1(t)))2
])2
= 3
(
λ
∫ t+δ
t
F (t+ δ − s)S¯(s)I¯(s)ds + λ
∫ t
0
(F (t+ δ − s)− F (t− s))S¯(s)I¯(s)ds
)2
≤ 6λδ2 + 6λ
(∫ t
0
(F (t+ δ − s)− F (t− s))S¯(s)I¯(s)ds
)2
.
Then the claim follows from Assumption 2.1. This property holds analogously for the processes
MˆA and Iˆ1. This completes the proof. 
Completing the proof of Theorem 2.2. By Lemmas 5.1 and 5.4, we first obtain the joint convergence
(Iˆn(0)F c0 (·), Iˆn(0)F0(·), Iˆn0 , Rˆn0 , MˆnA, Iˆn1 , Rˆn1 )⇒
(
Iˆ(0)F c0 (·), Iˆ(0)F0(·), Iˆ0, Rˆ0, MˆA, Iˆ1, Rˆ1
)
in D7 as n → ∞. Since the limit processes Iˆ0, Rˆ0, MˆA, Iˆ1, Rˆ1 are continuous, we have the conver-
gence:
(−MˆnA, Iˆn(0)F c0 (·)+ Iˆn0 + Iˆn1 , Iˆn(0)F0(·)+Rˆn0+Rˆn1 )⇒ (−MˆA, Iˆ(0)F c0 (·)+ Iˆ0+ Iˆ1, Iˆ(0)F c0 (·)+Rˆ0+Rˆ1),
in D3 as n → ∞. It follows from (5.3), (5.4), Theorem 2.1, Lemma 5.1, 5.2 and 5.4 that (Iˆn, Rˆn)
is tight in D2, and any limit of a converging subsequence satisfies (2.9) and (2.10), where we may
replace Sˆ by −Iˆ − Rˆ, since Sˆn = −Iˆn − Rˆn for all n. From Lemma 8.1, this characterizes uniquely
the limit, hence the whole sequence converges, and finally (2.7), (2.8) follow readily from the above,
and again the fact that Sˆn = −Iˆn − Rˆn for all n. ✷
Remark 5.1. We now justify the claim stated in Remark 2.5. We reconsider the above proof,
without requiring Assumption 2.1. Note that this Assumption has been used only in the proof of
Lemma 5.3. An inspection of (5.2) reveals that the tightness of Sˆn in D follows readily from the
martingale property of MˆnA together with (4.3), (4.5), and Lemma 5.2. From the identity Sˆ
n + Iˆn +
Rˆn = 0, we note that it suffices to consider the tightness of Rˆn. Rˆn0 is not a problem. We need to
consider Rˆn1 . As argued at the beginning of the proof of Lemma 5.4, tightness of R˜
n
1 in D is not hard
to establish. The argument where we made use of Assumption 2.1 is the convergence of Rˆn1 − R˜n1
to 0 in D. The fifth line of the proof of Lemma 5.4 establishes that E[(Rˆn1 (t)− R˜n1 (t))2] → 0. The
same argument shows that the integral from t = 0 to t = T of this last quantity goes to zero as
n→∞, hence in particular Rˆn1 − R˜n1 → 0 in L2(0, T ) in probability, and Rˆn is tight in L2(0, T ). It
is now easy to conclude the proof of the claim stated in Remark 2.5.
6. Proof of the FLLN for the SEIR model
In this section we prove Theorem 3.1. The expressions and claims in (4.1)–(4.9) hold by the
same arguments, which we assume from now on. By slightly modifying the argument as for the
process I¯n in the SIR model, we obtain that
E¯n(·)⇒ E¯(0)Gc0(·) +
∫ ·
0
Gc(· − s)dA¯(s)
in D as n→∞.
Recall In(t) in (3.10). Define
I¯n0,1(t) :=
1
n
In(0)∑
j=1
1(η0j > t),
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I¯n0,2(t) :=
1
n
En(0)∑
j=1
1(ξ0j ≤ t)1(ξ0j + ηj > t),
I¯n1 (t) :=
1
n
An(t)∑
i=1
1(τni + ξi ≤ t)1(τni + ξi + ηi > t).
By the FLLN of empirical processes, and by Assumption 3.2, we have
(I¯n0,1, I¯
n
0,2)⇒ (I¯0,1, I¯0,2) in D2 as n→∞, (6.1)
where
I¯0,1 := I¯(0)G
c
0(·), I¯0,2 := E¯(0)Ψ0(·).
For the study of the process I¯n1 , we first consider
I˘n1 (t) := E[I¯
n
1 (t)|Fnt ] =
1
n
An(t)∑
i=1
Ψ(t− τni ) =
∫ t
0
Ψ(t− s)dA¯n(s)
= A¯n(t)−
∫ t
0
A¯n(s)dΨ(t− s).
Applying the continuous mapping theorem, we obtain
I˘n1 ⇒ I¯1 in D as n→∞. (6.2)
where
I¯1(t) := A¯(t)−
∫ t
0
A¯(s)dΨ(t− s) =
∫ t
0
Ψ(t− s)dA¯(s), t ≥ 0. (6.3)
We now consider the difference
V n(t) := I¯n1 (t)− I˘n1 (t) =
1
n
An(t)∑
i=1
κni (t),
where
κni (t) = 1(τ
n
i + ξi ≤ t)1(τni + ξi + ηi > t)−Ψ(t− τni ).
We next show the following lemma.
Lemma 6.1. For any ǫ > 0,
P
(
sup
t∈[0,T ]
|V n(t)| > ǫ
)
→ 0 as n→∞. (6.4)
Proof. We partition [0, T ] into intervals of length δ > 0, and have the bound for supt∈[0,T ] |V n(t)|
as in (4.14).
First, we have
E[κni (t)|Fnt ] = 0, ∀ i; E[κni (t)κnj (t)|Fnt ] = 0, ∀ i 6= j.
Thus
E[V n(t)2|Fnt ] =
1
n2
An(t)∑
i=1
E[κni (t)
2|Fnt ]
=
1
n2
An(t)∑
i=1
Ψ(t− τni )(1−Ψ(t− τni )) =
1
n
∫ t
0
Ψ(t− s) (1−Ψ(t− s)) dA¯n(s)
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=
1
n3/2
∫ t
0
Ψ(t− s) (1−Ψ(t− s)) dMˆnA(s) +
1
n
∫ t
0
Ψ(t− s) (1−Ψ(t− s)) dΛ¯n(s)
≤ 1
n3/2
∫ t
0
Ψ(t− s) (1−Ψ(t− s)) dMˆnA(s) +
λt
n
,
where the inequality follows from (4.4) and (4.5). Thus
E[V n(t)2] ≤ λt
n
, P(|V n(t)| > ǫ) ≤ λt
ǫ2n
. (6.5)
Next we have
|V n(t+ u)− V n(u)|
=
∣∣∣∣∣∣ 1n
An(t+u)∑
i=1
κni (t+ u)−
1
n
An(t)∑
i=1
κni (t)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1n
An(t)∑
i=1
(κni (t+ u)− κni (t)) +
1
n
An(t+u)∑
i=An(t)
κni (t+ u)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1n
An(t)∑
i=1
(1(τni + ξi ≤ t+ u)1(τni + ξi + ηi > t+ u)− 1(τni + ξi ≤ t)1(τni + ξi + ηi > t))
∣∣∣∣∣∣
+
∣∣∣∣∫ t
0
(Ψ(t+ u− s)−Ψ(t− s)) dA¯n(s)
∣∣∣∣+ 1n
An(t+u)∑
i=An(t)
|κni (t+ u)|
≤ 1
n
An(t)∑
i=1
1(τni + ξi ≤ t+ u)(1(τni + ξi + ηi > t)− 1(τni + ξi + ηi > t+ u))
+
1
n
An(t)∑
i=1
(1(τni + ξi ≤ t+ u)− 1(τni + ξi ≤ t))1(τni + ξi + ηi > t)
+
∫ t
0
(∫ t−s+u
0
(F c(t− s− v|v) − F c(t+ u− s− v|v))dG(v)
)
dA¯n(s)
+
∫ t
0
(∫ t−s+u
t−s
F c(t− s− v|v)dG(v)
)
dA¯n(s) +
1
n
An(t+u)∑
i=An(t)
|κni (t+ u)|.
Observing that the first four terms on the right hand side are all increasing in u, and that |κni (t)| ≤ 1
for all t, i, n, we obtain that
sup
u∈[0,δ]
|V n(t+ u)− V n(u)|
≤ 1
n
An(t)∑
i=1
1(τni + ξi ≤ t+ δ)(1(τni + ξi + ηi > t)− 1(τni + ξi + ηi > t+ δ))
+
1
n
An(t)∑
i=1
(1(τni + ξi ≤ t+ δ)− 1(τni + ξi ≤ t))1(τni + ξi + ηi > t)
+
∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v)− F c(t+ δ − s− v|v))dG(v)
)
dA¯n(s)
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+
∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
dA¯n(s) + (A¯n(t+ δ) − A¯n(t)). (6.6)
Thus, for any ǫ > 0,
P
(
sup
u∈[0,δ]
|V n(t+ u)− V n(u)| > ǫ
)
(6.7)
≤ P
 1
n
An(t)∑
i=1
1(τni + ξi ≤ t+ δ)1(t < τni + ξi + ηi ≤ t+ δ) > ǫ/5

+ P
 1
n
An(t)∑
i=1
1(t < τni + ξi ≤ t+ δ)1(τni + ξi + ηi > t) > ǫ/5

+ P
(∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v) − F c(t+ δ − s− v|v))dG(v)
)
dA¯n(s) > ǫ/5
)
+ P
(∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
dA¯n(s) > ǫ/5
)
+ P
(
(A¯n(t+ δ) − A¯n(t)) > ǫ/5) .
We need the following definition to treat the first two terms on the right hand side of (6.7)
Definition 6.1. Define a PRM M(ds, dy, dz, du) on [0, T ] × R+ × R+ × R+ with mean measure
ν(ds, dy, dz, du) = dsH(dy, dz)du. Denote the compensated PRM by M (ds, dy, dz, du).
For the first term on the right hand side of (6.7), we have
E
 1
n
An(t)∑
i=1
1(τni + ξi ≤ t+ δ)1(t < τni + ξi + ηi ≤ t+ δ)
2
= E
( 1
n
∫ t
0
∫ t+δ−s
0
∫ t+δ−s−y
t−s−y
∫ nλS¯n(s)I¯n(s)
0
M(ds, dy, dz, du)
)2
≤ 2E
( 1
n
∫ t
0
∫ t+δ−s
0
∫ t+δ−s−y
t−s−y
∫ nλS¯n(s)I¯n(s)
0
M(ds, dy, dz, du)
)2
+ 2E
[(∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v) − F c(t+ δ − s− v|v))dG(v)
)
dΛ¯n(s)
)2]
=
2
n
E
[∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v)− F c(t+ δ − s− v|v))dG(v)
)
dΛ¯n(s)
]
+ 2E
[(∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v) − F c(t+ δ − s− v|v))dG(v)
)
dΛ¯n(s)
)2]
≤ 2
n
λ
∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v) − F c(t+ δ − s− v|v))dG(v)
)
ds
+ 2
(
λ
∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v)− F c(t+ δ − s− v|v))dG(v)
)
ds
)2
=
2
n
λ
∫ t+δ
0
(∫ t−v+δ
0
(F c(t− s− v|v)− F c(t+ δ − s− v|v))ds
)
dG(v)
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+ 2
(
λ
∫ t+δ
0
(∫ t−v+δ
0
(F c(t− s− v|v)− F c(t+ δ − s− v|v))ds
)
dG(v)
)2
. (6.8)
Here the second inequality uses (4.5). The first term on the right hand side of (6.8) converges to
zero as n→∞. By Assumption 3.1, we have
1
δ
(∫ t+δ
0
(∫ t−v+δ
0
(F c(t− s− v|v) − F c(t+ δ − s− v|v))ds
)
dG(v)
)2
→ 0 as δ → 0. (6.9)
Indeed, in the case F = F1, the left hand side is equal to
1
δ
(∫ t+δ
0
(∫ t−v+δ
0
∑
i
ai(1(t− s− v < ti)− 1(t+ δ − s− v < ti))ds
)
dG(v)
)2
≤ δG(t + δ)2,
since
∑
i ai ≤ 1. In the case F = F2, the left hand side is bounded by
1
δ
(∫ t+δ
0
(
cδ1/2+θ(t− v + δ)
)
dG(v)
)2
≤ c2δ2θ(t+ δ)2G(t+ δ)2.
It is then clear that in both cases (6.9) holds.
Similarly, for the second term on the right hand side of (6.7), we have
E
 1
n
An(t)∑
i=1
1(t < τni + ξi ≤ t+ δ)1(τni + ξi + ηi > t)
2
= E
( 1
n
∫ t
0
∫ t+δ−s
t−s
∫ ∞
t−s−y
∫ nλS¯n(s)I¯n(s)
0
M(ds, dy, dz, du)
)2
≤ 2E
( 1
n
∫ t
0
∫ t+δ−s
t−s
∫ ∞
t−s−y
∫ nλS¯n(s)I¯n(s)
0
M(ds, dy, dz, du)
)2
+ 2E
[(∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
dΛ¯n(s)
)2]
=
2
n
E
[∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
dΛ¯n(s)
]
+ 2E
[(∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
dΛ¯n(s)
)2]
≤ 2
n
λ
∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
ds
+ 2
(
λ
∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
ds
)2
. (6.10)
Again, here the second inequality uses (4.5). The first term on the right hand side of (6.10)
converges to zero as n→∞. By Assumption 3.1, we have
1
δ
(
λ
∫ t
0
(∫ t−s+δ
t−s
F c(t− s− v|v)dG(v)
)
ds
)2
→ 0 as δ → 0. (6.11)
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For the third term on the right hand side of (6.7), by (4.1), we have
E
[(∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v)− F c(t+ δ − s− v|v))dG(v)
)
dA¯n(s)
)2]
≤ 2E
[(
1√
n
∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v)− F c(t+ δ − s− v|v))dG(v)
)
dMˆnA(s)
)2]
+ 2E
[(∫ t
0
(∫ t−s+δ
0
(F c(t− s− v|v) − F c(t+ δ − s− v|v))dG(v)
)
dΛ¯n(s)
)2]
. (6.12)
Then by (4.6) the first term converges to zero as n → ∞, and the second term can be treated
similarly as the second term in (6.8). The fourth term in (6.7) can be treated similarly. The last
term in (6.7) is the same as in (4.20). Therefore, by combining the above arguments and (6.7)–
(6.12), we obtain
lim
δ→0
lim sup
n→∞
[
T
δ
]
sup
0≤t≤T
P
(
sup
u∈[0,δ]
|V n(t+ u)− V n(t)| ≥ ǫ
)
= 0.
Then by (4.21) and (6.5), we conclude that (6.4) holds. 
By (6.2) and (6.4), we have
I¯n1 ⇒ I¯1 in D as n→∞.
Combining this with the convergences of (I¯n0,1, I¯
n
0,2) in (6.1), by independence of (I¯
n
0,1, I¯
n
0,2) and I¯
n
1 ,
we have
I¯n = I¯n0,1 + I¯
n
0,2 + I¯
n
1 ⇒ I¯ = I¯0,1 + I¯0,2 + I¯1 in D as n→∞.
Similar to the SIR model, we can show the joint convergence
(S¯n, I˘n)⇒ (S¯, I¯) in D2 as n→∞.
Thus, using a similar argument as in the SIR model, we have shown that the limits (S¯, I¯) of (S¯n, I¯n)
satisfy the integral equations (3.13) and (3.15). Similarly to the SIR model, these two equations
have a unique solution. Once the solutions of (S¯, I¯) are uniquely determined, the other limits
A¯, E¯, L¯, R¯ are also uniquely determined by the corresponding integral equations. This proves the
convergence in probability. Therefore the proof of Theorem 3.1 is complete.
7. Proof of the FCLT for the SEIR model
In this section we prove Theorem 3.2, for the diffusion-scaled processes (Sˆn, Eˆn, Iˆn, Rˆn) defined in
(3.17). Similarly to the SIR model, under Assumption 3.3, we have (I¯n(0), E¯n(0))⇒ (I¯(0), E¯(0)) ∈
R
2
+ as n → ∞, and thus the FLLN Theorem 3.1 holds, which will be taken as given in the proof
below. Recall the martingale MˆnA defined in (4.2).
We have the following representation of the diffusion-scaled processes. We have the same rep-
resentation of Sˆn in (5.2) for the SIR model. For the ease of exposition, we repeat the following
expression for the process Sˆn:
Sˆn(t) = −Iˆn(0)− MˆnA(t)− λ
∫ t
0
(
Sˆn(s)I¯n(s) + S¯(s)Iˆn(s)
)
ds.
For the process Eˆn,
Eˆn(t) = Eˆn(0)Gc0(t) + Eˆ
n
0 (t) + Eˆ
n
1 (t)
+ λ
∫ t
0
Gc(t− s)
(
Sˆn(s)I¯n(s) + S¯(s)Iˆn(s)
)
ds,
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where
Eˆn0 (t) :=
1√
n
nE¯n(0)∑
j=1
(
1(ξ0j > t)−Gc0(t)
)
,
Eˆn1 (t) :=
1√
n
nA¯n(t)∑
i=1
1(τni + ξi > t)−
√
nλ
∫ t
0
Gc(t− s)S¯n(s)I¯n(s)ds.
For the process Iˆn,
Iˆn(t) = Iˆn(0)F c0 (t) + Eˆ
n(0)Ψ0(t) + Iˆ
n
0,1(t) + Iˆ
n
0,2(t) + Iˆ
n
1 (t)
+ λ
∫ t
0
Ψ(t− s)
(
Sˆn(s)I¯n(s) + S¯(s)Iˆn(s)
)
ds,
where
Iˆn0,1(t) =
1√
n
In(0)∑
j=1
(
1(η0j > t)− F c0 (t)
)
,
Iˆn0,2(t) =
1√
n
En(0)∑
j=1
(
1(ξ0j ≤ t)1(ξ0j + ηj > t)−Ψ0(t)
)
,
and
Iˆn1 (t) =
1√
n
An(t)∑
i=1
1(τni + ξi ≤ t)1(τni + ξi + ηi > t)− λ
√
n
∫ t
0
Ψ(t− s)S¯n(s)I¯n(s)ds.
For the process Rˆn,
Rˆn(t) = Iˆn(0)F0(t) + Eˆ
n(0)Φ0(t) + Rˆ
n
0,1(t) + Rˆ
n
0,2(t) + Rˆ
n
1 (t)
+ λ
∫ t
0
Φ(t− s)
(
Sˆn(s)I¯n(s) + S¯(s)Iˆn(s)
)
ds,
where
Rˆn0,1(t) =
1√
n
In(0)∑
j=1
(
1(η0j ≤ t)− F0(t)
)
,
Rˆn0,2(t) =
1√
n
En(0)∑
j=1
(
1(ξ0j + ηj ≤ t)− Φ0(t)
)
,
and
Rˆn1 (t) =
1√
n
An(t)∑
i=1
1(τni + ξi + ηi ≤ t)− λ
√
n
∫ t
0
Φ(t− s)S¯n(s)I¯n(s)ds.
To facilitate the proof, we also define the process Lˆn (recall that Ln(t) = In(t)+Rn(t)− In(0)) :
Lˆn(t) :=
√
n
(
L¯n(t)− L¯(t)) = √n(L¯n(t)− (E¯(0)G0(t) + λ∫ t
0
G(t− s)S¯(s)I¯(s)ds
))
.
It has the following representation:
Lˆn(t) = Eˆn(0)G0(t) + Lˆ
n
0 (t) + Lˆ
n
1 (t)
+ λ
∫ t
0
G(t− s)
(
Sˆn(s)I¯n(s) + S¯(s)Iˆn(s)
)
ds,
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where
Lˆn0 (t) :=
1√
n
nE¯n(0)∑
j=1
(
1(ξ0j ≤ t)−G0(t)
)
,
Lˆn1 (t) :=
1√
n
nA¯n(t)∑
i=1
1(τni + ξi ≤ t)−
√
nλ
∫ t
0
G(t− s)S¯n(s)I¯n(s)ds.
We have the following joint convergence for the initial quantities similar to Lemma 5.1 for the
SIR model. Its proof is omitted for brevity.
Lemma 7.1. Under Assumption 3.3, we have(
Eˆn(0)Gc0(·), Eˆn0 , Eˆn(0)G0(·), Lˆn0 , Iˆn(0)F c0 (·), Eˆn(0)Ψ0(·), Iˆn0,1, Iˆn0,2, Iˆn(0)F0(·), Eˆn(0)Φ0(·), Rˆn0,1, Rˆn0,2
)
⇒
(
Eˆ(0)Gc0(·), Eˆ0, Eˆ(0)G0(·), Lˆ0, Iˆ(0)F c0 (·), Eˆ(0)Ψ0(·), Iˆ0,1, Iˆ0,2, Iˆ(0)F0(·), Eˆ(0)Φ0(·), Rˆ0,1, Rˆ0,2
)
in D12 as n→∞, where the limit processes Eˆ0, Iˆ0,1, Iˆ0,2, Rˆ0,1 and Rˆ0,2 are given in Theorem 2.2,
and Lˆ0 is a continuous mean-zero Gaussian process with the covariance function
Cov(Lˆ0(t), Lˆ0(s)) = E¯(0)(G0(t ∧ s)−G0(t)G0(s)), t, s ≥ 0.
In addition,
Cov(Eˆ0(t), Lˆ0(t
′)) = I¯(0)
(
(G0(t
′)− F0(t))1(t′ ≥ t)−Gc0(t)G0(t′)
)
,
Cov(Lˆ0(t), Iˆ0,2(t
′)) = E¯(0)
(∫ t′
t
1(t′ ≥ t)F0(t′ − s|s)dG0(s)−G0(t)Ψ0(t′)
)
,
Cov(Lˆ0(t), Rˆ0,2(t
′)) = E¯(0)
(∫ t′
t
F0(t
′ − s|s)dG0(s)−G0(t)Φ0(t′)
)
,
and Lˆ0 is independent with the other limit processes of the initial quantities.
Recall the definition of PRM M(ds, dy, dz, du) and its compensated PRM in Definition 6.1.
Definition 7.1. Let M1(ds, dy, dz, du) be a PRM on [0, T ] × R+ × R+ × R+ with mean measure
ν˜(ds, dy, dz, du) = dsH˜s(dy, dz)du such that the first marginal of H˜s is G˜s((a, b]) = G((a+ s, b+ s])
and the conditional distribution F˜s((a, b]|y) = F ((a + s + y, b + s+ y]|y). Denote the compensated
PRM by M˜ (ds, dy, dz, du).
We use again the notation ϕn(s, u) = 1
(
u ≤ nλS¯n(s)I¯n(s)). We can rewrite the processes MˆnA,
Eˆn1 , Lˆ
n
1 , Iˆ
n
1 and Rˆ
n
1 as
MˆnA(t) =
1√
n
∫ t
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
ϕn(s, u)M (ds, dy, dz, du)
=
1√
n
∫ t
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
ϕn(s, u)M˜ (ds, dy, dz, du),
Eˆn1 (t) =
1√
n
∫ t
0
∫ ∞
t−s
∫ ∞
0
∫ ∞
0
ϕn(s, u)M(ds, dy, dz, du)
=
1√
n
∫ t
0
∫ ∞
t
∫ ∞
0
∫ ∞
0
ϕn(s, u)M˜ (ds, dy, dz, du),
Lˆn1 (t) =
1√
n
∫ t
0
∫ t−s
0
∫ ∞
0
∫ ∞
0
ϕn(s, u)M (ds, dy, dz, du)
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=
1√
n
∫ t
0
∫ t
0
∫ ∞
0
∫ ∞
0
ϕn(s, u)M˜ (ds, dy, dz, du),
Iˆn1 (t) =
1√
n
∫ t
0
∫ t−s
0
∫ ∞
t−s−y
∫ ∞
0
ϕn(s, u)M (ds, dy, dz, du)
=
1√
n
∫ t
0
∫ t
0
∫ ∞
t
∫ ∞
0
ϕn(s, u)M˜ (ds, dy, dz, du),
Rˆn1 (t) =
1√
n
∫ t
0
∫ t−s
0
∫ t−s−y
0
∫ ∞
0
ϕn(s, u)M(ds, dy, dz, du)
=
1√
n
∫ t
0
∫ t
0
∫ t
0
∫ ∞
0
ϕn(s, u)M˜ (ds, dy, dz, du).
Observe that
MˆnA(t) = Eˆ
n
1 (t) + Lˆ
n
1 (t), t ≥ 0, (7.1)
and
Lˆn1 (t) = Iˆ
n
1 (t) + Rˆ
n
1 (t), t ≥ 0. (7.2)
We define the auxiliary processes M˜nA, E˜
n
1 , L˜
n
1 , I˜
n
1 and R˜
n
1 by replacing ϕn(s, u) by
ϕ˜n(s, u) = 1
(
u ≤ nλS¯(s)I¯(s)) ,
in the corresponding processes using the compensated PRM M˜ (ds, dy, dz, du). Then we have
M˜nA(t) = E˜
n
1 (t) + L˜
n
1 (t), t ≥ 0, (7.3)
and
L˜n1 (t) = I˜
n
1 (t) + R˜
n
1 (t), t ≥ 0. (7.4)
Similar to Lemma 5.2 for the SIR model, we have the following result. We omit its proof for
brevity.
Lemma 7.2.
sup
t∈[0,T ]
E[|Sˆn(t)|2] <∞, sup
t∈[0,T ]
E[|Eˆn(t)|2] <∞, sup
t∈[0,T ]
E[|Iˆn(t)|2] <∞, sup
t∈[0,T ]
E[|Rˆn(t)|2] <∞.
Then, following an analogous argument as in the proof of Lemma 5.3, we obtain the following.
Lemma 7.3. Under Assumption 2.3,
(MˆnA − M˜nA, Eˆn1 − E˜n1 , Lˆn1 − L˜n1 , Iˆn1 − I˜n1 , Rˆn1 − R˜n1 )⇒ 0 in D5 as n→∞.
Proof. By the same argument as in the proof for the SIR model, we obtain the convergence MˆnA −
M˜nA ⇒ 0, and Lˆn1 − L˜n1 ⇒ 0, and thus, by (7.1) and (7.3), we have Eˆn1 − E˜n1 ⇒ 0. We then show
that Rˆn1 − R˜n1 ⇒ 0, which will imply Iˆn1 − I˜n1 ⇒ 0 by (7.2) and (7.4). On the other hand, the proof
of Rˆn1 − R˜n1 ⇒ 0 follows essentially the same argument as that in the SIR model, if we replace the
infectious periods by the sum of the exposing and infectious periods. In the analysis we simply
replace the distribution function F by the convolution of F and G. In particular, the difference
process Ξn = Rˆn1 − R˜n1 , has E[Ξn1 (t)] = 0, and
E
[
Ξn(t)2
]
=
1
n
∫ t
0
Φ(t− s)E [|S¯n(s)I¯n(s)− S¯(s)I¯(s)|] ds,
for each t ≥ 0. To show that the sequence {Ξn : n ≥ 1} is tight, as in the proof of the SIR model,
it suffices to show the tightness of the processes Ξn1 (t) and Ξ
n
2 (t):
Ξn1 (t) =
1√
n
∫ t
0
∫ t
0
∫ t
0
∫ nλ(S¯n(s)I¯n(s)∨S¯(s)I¯(s))
nλ(S¯n(s)I¯n(s)∧S¯(s)I¯(s))
M1(ds, dy, dz, du),
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Ξn2 (t) = λ
√
n
∫ t
0
Φ(t− s)∣∣S¯n(s)I¯n(s)− S¯(s)I¯(s)∣∣ds.
It suffices to show that (5.10) holds for each process. Both processes Ξn1 (t) and Ξ
n
2 (t) are increasing
in t. The proof then follows step by step and it requires the condition:
lim sup
n→∞
1
δ
E
[(∫ t
0
(Φ(t+ δ − s)− Φ(t− s))∆n(s)ds
)2]
→ 0 (7.5)
as δ → 0. We observe that
Φ(t+ δ − s)− Φ(t− s)
=
∫ t+δ−s
0
F (t+ δ − s− u|u)dG(u) −
∫ t−s
0
F (t− s− u|u)dG(u)
=
∫ t+δ−s
t−s
F (t+ δ − s− u|u)dG(u) +
∫ t−s
0
(F (t+ δ − s− u|u)− F (t− s− u|u))dG(u).
Thus, we have
E
[(∫ t
0
(Φ(t+ δ − s)− Φ(t− s))∆n(s)ds
)2]
≤ 2E
[(∫ t
0
∫ t+δ−s
t−s
F (t+ δ − s− u|u)dG(u)∆n(s)ds
)2]
+ 2E
[(∫ t
0
∫ t−s
0
(F (t+ δ − s− u|u)− F (t− s− u|u))dG(u)∆n(s)ds
)2]
.
The first term can be bounded by
2E
[(∫ t
0
(G(t+ δ − s)−G(t− s))∆n(s)ds
)2]
which can be dealt with in the same way as the SIR model. For the second term, by interchanging
the order of integration and using Jensen’s inequality, we have
E
[(∫ t
0
∫ t−s
0
(F (t+ δ − s− u|u)− F (t− s− u|u))∆n(s)dsdG(u)
)2]
≤ E
[∫ t
0
(∫ t−u
0
(F (t+ δ − s− u|u)− F (t− s− u|u))∆n(s)ds
)2
dG(u)
]
.
Then given the assumptions satisfied by the conditional distribution function F (·|u), we can show
that this term is at most of the order of o(δ) as in the SIR model. This completes the proof. 
Let
GAt := σ
{
M˜([0, u] × R3+) : 0 ≤ u ≤ t
}
, t ≥ 0,
GLt := σ
{
M˜([0, u] × [0, u] × R2+) : 0 ≤ u ≤ t
}
, t ≥ 0,
and
GRt := σ
{
M˜([0, u] × [0, u] × [0, u]× R+) : 0 ≤ u ≤ t
}
, t ≥ 0.
It is clear that M˜nA is a {GA,nt : t ≥ 0}-martingale with quadratic variation
〈M˜nA〉(t) = λ
∫ t
0
S¯(s)I¯(s)ds, t ≥ 0,
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L˜n1 is a {GL,nt : t ≥ 0}-martingale with quadratic variation
〈L˜n1 〉(t) = λ
∫ t
0
G(t− s)S¯(s)I¯(s)ds, t ≥ 0,
and R˜n1 is a {GR,nt : t ≥ 0}-martingale with quadratic variation
〈R˜n1 〉(t) = λ
∫ t
0
Φ(t− s)S¯(s)I¯(s)ds, t ≥ 0,
Note that we do not have a martingale property for E˜n nor I˜n, and like in the SIR model, it
is important to observe that the joint process (M˜nA, L˜
n
A, R˜
n
1 ) is not a martingale with respect to a
common filtration, and we only use their individual martingale property to conclude their tightness.
Lemma 7.4. Under Assumptions 3.3 and 3.1,
(MˆnA, Eˆ
n
1 , Lˆ
n
1 , Iˆ
n
1 , Rˆ
n
1 )⇒ (Mˆ1, Eˆ1, Lˆ1, Iˆn, Rˆ1) in D5 as n→∞,
where (MˆA, Eˆ1, Iˆ1, Rˆ1) are given in Theorem 2.2, and Lˆ1 is a continuous Gaussian process with
covariance function: for t, t′ ≥ 0,
Cov(Lˆ1(t), Lˆ1(t
′)) = λ
∫ t∧t′
0
G(t ∨ t′ − s)S¯(s)I¯(s)ds,
and it has covariance functions with the other processes: for t, t′ ≥ 0,
Cov(MˆA(t), Lˆ1(t
′)) = λ
∫ t∧t′
0
G(t′ − s)S¯(s)I¯(s)ds,
Cov(Eˆ1(t), Lˆ1(t
′)) = λ
∫ t∧t′
0
(G(t′ − s)−G(t− s))1(t′ ≥ t)S¯(s)I¯(s)ds,
Cov(Lˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
(G(t− s)−Ψ(t′ − s))1(t′ ≥ t)S¯(s)I¯(s)ds,
Cov(Lˆ1(t), IˆR(t
′)) = λ
∫ t∧t′
0
(G(t− s)− Φ(t′ − s))1(t′ ≥ t)S¯(s)I¯(s)ds.
Proof. In view of Lemma 7.3, it suffices to prove that
(M˜nA, E˜
n
1 , L˜
n
1 , I˜
n
1 , R˜
n
1 )⇒ (MˆA, Eˆ1, Lˆ1, Iˆ1, Rˆ1) in D5 as n→∞.
Using the martingale property of M˜nA, L˜
n
1 and R˜
n
1 , we establish tightness of each of these processes
in D. Moreover each of the possible limit being continuous, the differences I˜n1 (t) = L˜
n
1 (t)− R˜n1 (t),
and E˜n1 (t) = M˜
n
A(t)− L˜n1 (t) are tight. Lemma 7.3 now implies that {MˆnA}, {EˆnA}, , {Iˆn1 }, and {Rˆn1 }
are tight. We next show (i) convergence of finite dimensional distributions and (ii) the limits are
continuous.
To prove the convergence of finite dimensional distributions, by the independence of the restric-
tions of a PRM to disjoint subsets, it suffices to show that for 0 ≤ t′ ≤ t, 0 ≤ a ≤ b < ∞ and
0 ≤ c ≤ d <∞,
lim
n→∞
E
[
exp
(
i
ϑ√
n
∫ t
t′
∫ b
a
∫ d
c
∫ ∞
0
ϕ˜n(s)M˜(ds, dy, dz, du)
)]
= exp
(
−ϑ
2
2
λ
∫ t
t′
(∫ b
a
∫ d
c
H˜s(dy, dz)
)
S¯(s)I¯(s)ds
)
. (7.6)
where ∫ b
a
∫ d
c
H˜s(dy, dz) =
∫ b−s
a−s
(F (d − y − s|y)− F (c− y − s|y))G(dy).
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By (5.17), the left hand side of (7.6) is equal to
exp
(
−i ϑ√
n
∫ t
t′
(∫ b
a
∫ d
c
H˜s(dy, dz)
)
λnS¯(s)I¯(s)ds
)
× exp
(
(eiϑ/
√
n − 1)
∫ t
t′
(∫ b
a
∫ d
c
H˜s(dy, dz)
)
λnS¯(s)I¯(s)ds
)
.
Then the claim in (5.16) is immediate by applying Taylor expansion.
We next show that there exists a continuous version of the limit processes MˆA, Eˆ1, Iˆ1 and Rˆ1 in
C. Taking Rˆ1 as an example, we need to show (5.18) holds. By (7.6), we have
E
[
(Rˆ1(t+ δ) − Rˆ1(t)))4
]
= 3
(
E
[
(Rˆ1(t+ δ) − Rˆ1(t)))2
])2
= 3
(
λ
∫ t+δ
t
Φ(t+ δ − s)S¯(s)I¯(s)ds+ λ
∫ t
0
(Φ(t+ δ − s)− Φ(t− s))S¯(s)I¯(s)ds
)2
≤ 6λδ2 + 6λ
(∫ t
0
(Φ(t+ δ − s)− Φ(t− s))S¯(s)I¯(s)ds
)2
.
This implies that (5.18) holds thanks to Assumption 3.1, see the computations for the proof of (7.5)
above. This completes the proof. 
Completing the proof of Theorem 2.2. By Lemmas 7.1 and 7.4, we first obtain the joint convergence(
− Iˆn(0)− MˆnA, Eˆn(0)Gc0(·) + Eˆn0 + Eˆn1 , Iˆn(0)F c0 (·) + Eˆn(0)Ψ0(·) + Iˆn0,1 + Iˆn0,2 + Iˆn1 ,
Iˆn(0)F0(·) + Eˆn(0)Φ0(·) + Rˆn0,1 + Rˆn0,2 + Rˆn1
)
⇒
(
− Iˆ(0)− MˆA, Eˆ(0)Gc0(·) + Eˆ0 + Eˆ1, Iˆ(0)F c0 (·) + Eˆ(0)Ψ0(·) + Iˆ0,1 + Iˆ0,2 + Iˆ1,
Iˆ(0)F0(·) + Eˆ(0)Φ0(·) + Rˆ0,1 + Rˆ0,2 + Rˆ1
)
in D4 as n→∞. Then by Lemma 8.1 and the continuous mapping theorem, we obtain (3.18). ✷
As a consequence of the above proof, we also obtain the convergence Lˆn ⇒ Lˆ in D as n → ∞,
jointly with the processes in (3.18), where
Lˆ(t) = Eˆ(0)G0(t) + Lˆ0(t) + Lˆ1(t)
+ λ
∫ t
0
G(t− s)
(
Sˆ(s)I¯(s) + S¯(s)Iˆ(s)
)
ds, t ≥ 0.
8. Appendix
8.1. A system of two linear Volterra integral equations. Define the mapping Γ : (a, x, y, z)→
(φ,ψ) define by the integral equations:
φ(t) = a+ x(t) + c
∫ t
0
(φ(s)z(s) + w(s)ψ(s))ds
ψ(t) = y(t) + c
∫ t
0
K(t− s)(φ(s)z(s) + w(s)ψ(s))ds, (8.1)
where (a, x, y, z) ∈ R×D3, and c > 0 and w ∈ C. (Here c and w are given and fixed.) We study the
existence and uniqueness of its solution and the continuity property in the Skorohod J1 topology.
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Lemma 8.1. Assume that K(0) = 0 and K(·) is measurable, bounded and continuous, and let c > 0
and w ∈ C be given. There exist a unique solution (φ,ψ) ∈ D2 to the integral equations (8.1). The
mapping Γ is continuous in the Skorohod topology, that is, if an → a in R and (xn, yn, zn)→ (x, y, z)
in D3 as n→∞ with (x, z) ∈ C2 and y ∈ D, then (φn, ψn)→ (φ,ψ) in D2 as n→∞. In addition,
if y ∈ C, then (φ,ψ) ∈ C2, and the mapping is continuous uniformly on compact sets in [0, T ].
Proof. By Theorems 1.2 and 2.3 in Chapter II of [16], if x, y ∈ C, we have existence and uniqueness
of a solution (φ,ψ) ∈ C2 to the integral equations (8.1). The proof can be easily extended to the
case where x, y ∈ D by applying the Schauder-Tychonoff fixed point theorem.
We next show the continuity in the Skorohod J1 topology. Note that the functions in D are
necessarily bounded. For the given (x, z) ∈ C2 and y ∈ D, let the interval right end point T be a
continuity point of y. Since (x, z) ∈ C2, the convergence (xn, yn, zn)→ (x, y, z) inD3 in the product
J1 topology is equivalent to convergence (x
n, yn, zn) → (x, y, z) in D([0, T ],R3) in the strong J1
topology. Then there exist increasing homeomorphisms λn on [0, T ] such that ‖λn − e‖T → 0,
‖xn − x ◦ λn‖T → 0, ‖yn − y ◦ λn‖T → 0, and ‖zn − z ◦ λn‖T → 0, as n→∞. Here e(t) := t for all
t ≥ 0. Moreover, it suffices to consider homeomorphisms λn that are absolutely continuous with
resect to the Lebesgue measure on [0, T ] having derivatives λ˙n satisfying ‖λ˙n− 1‖T → 0 as n→∞.
Let supt∈[0,T ] |K(t)| ≤ cK .
We have
|φn(t)− φ(λn(t))| ≤ |an − a|+ ‖xn − x ◦ λn‖T
+ c
∣∣∣∣∣
∫ t
0
(φn(s)zn(s) + w(s)ψn(s))ds−
∫ λn(t)
0
(φ(s)z(s) + w(s)ψ(s))ds
∣∣∣∣∣
≤ |an − a|+ ‖xn − x ◦ λn‖T
+ c
∣∣∣∣∣
∫ t
0
(φn(s)zn(s) + w(s)ψn(s))ds
−
∫ t
0
(φ(λn(s))z(λn(s)) + w(λn(s))ψ(λn(s)))λ˙n(s)ds
∣∣∣∣∣
≤ |an − a|+ ‖xn − x ◦ λn‖T
+ c‖λ˙n − 1‖T
∫ T
0
|φ(s)z(s) + w(s)ψ(s)|ds
+ c
∫ t
0
(
|φn(s)− φ(λn(s))||zn(s)|+ |φ(λn(s))||zn(s)− z(λn(s))|
+ |w(s) − w(λn(s))||ψn(s)|+ |w(λn(s))||ψn(s)− ψ(λn(s))|
)
ds
and similarly,
|ψn(t)− ψ(λn(t))| ≤ ‖yn − y ◦ λn‖T
+ c
∣∣∣∣∣
∫ t
0
K(t− s)(φn(s)zn(s) + w(s)ψn(s))ds
−
∫ λn(t)
0
K(t− s)(φ(s)z(s) + w(s)ψ(s))ds
∣∣∣∣∣
≤ ‖yn − y ◦ λn‖T + c× cK‖λ˙n − 1‖T
∫ T
0
|φ(s)z(s) +w(s)ψ(s)|ds
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+ c× cK
∫ t
0
(
|φn(s)− φ(λn(s))||zn(s)|+ |φ(λn(s))||zn(s)− z(λn(s))|
+ |w(s)− w(λn(s))||ψn(s)|+ |w(λn(s))||ψn(s)− ψ(λn(s))|
)
ds
By first applying Gronwall’s inequality and then using the convergence of an → a in R and
(xn, yn, zn)→ (x, y, z) in D3, and w ∈ C, we obtain
‖φn − φ ◦ λn‖T + ‖ψn − ψ ◦ λn‖T → 0 as n→∞.
This completes the proof of the continuity property in the Skorohod J1 topology. If y ∈ C, the
continuity property is straightforward. 
8.2. Proof of Proposition 2.1.
Proof of Proposition 2.1. Recall that the unique solution of the linear differential equation: x(t) =
x(0)+a
∫ t
0 x(s)ds+y(t) with y(0) = 0, is given by the formula x(t) = e
atx(0)+
∫ t
0 ae
a(t−s)y(s)ds+y(t),
for t ≥ 0, and if y ∈ C1, we have x(t) = eatx(0) + ∫ t0 ea(t−s)y˙(s)ds.
Let X1(t) = Iˆ(0)e
−µt. We have
X1(t) = −µ
∫ t
0
X1(s)ds+ Iˆ(0). (8.2)
Let
X2(t) = λ
∫ t
0
e−µ(t−s)(1− 2I¯(s))Iˆ(s)ds.
We have
X2(t) = −µ
∫ t
0
X2(s)ds + λ
∫ t
0
(1− 2I¯(s))Iˆ(s)ds. (8.3)
For Iˆ0(t), its covariance is
Cov(Iˆ0(t), Iˆ0(t
′)) = I¯(0)(e−µ(t∨t
′) − e−µte−µt′), t, t′ ≥ 0.
It is easy to verify that
Iˆ0(t) = −µ
∫ t
0
Iˆ0(s)ds +W0(t) (8.4)
whereW0(t) = I¯(0)
1/2B0(1− e−µt) for a standard Brownian motion B0. We can represent W0(t) =
I¯(0)1/2
∫ t
0
√
µe−µsdB˜0(s) for another Brownian motion B0, and thus write
Iˆ0(t) = I¯(0)
1/2
∫ t
0
e−µ(t−s)
√
µe−µsdB˜0(s), t ≥ 0,
which gives the same covariance as above by Itoˆ’s isometry property.
For Iˆ1, its covariance is
Cov(Iˆ1(t), Iˆ1(t
′)) = λ
∫ t∧t′
0
e−µ(t∨t
′−s)(1− I¯(s))I¯(s)ds, t, t′ ≥ 0. (8.5)
We next show that
Iˆ1(t) = −µ
∫ t
0
Iˆ1(s)ds +W1(t) (8.6)
where W1(t) is a continuous Gaussian process, independent of W0(t), with the covariance function
Cov(W1(t),W1(t
′)) =
∫ t∧t′
0
θ(r)dr
where
θ(r) := λ(1− I¯(r))I¯(r) + µI¯(r)− I¯(0)µe−µr .
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We have
Iˆ1(t) = −µ
∫ t
0
e−µ(t−s)W1(s)ds +W1(t), t ≥ 0.
We compute the covariance Cov(Iˆ1(t), Iˆ1(s)) using this expression: for t > s,
Cov(Iˆ1(t), Iˆ1(s)) = E [W1(t)W1(s)]− µE
[
W1(t)
∫ s
0
e−µ(s−r)W1(r)dr
]
− µE
[
W1(s)
∫ t
0
e−µ(t−r)W1(r)dr
]
+ µ2E
[∫ t
0
(∫ s
0
e−µ(t−r)e−µ(s−r
′)W1(r)W1(r
′)dr′
)
dr)
]
.
The first term is
E [W1(t)W1(s)] =
∫ s
0
θ(u)du.
The second term is
−µ
∫ s
0
e−µ(s−r)E [W1(t)W1(r)] dr = −µ
∫ s
0
e−µ(s−r)
(∫ r
0
θ(u)du
)
dr
= −
∫ s
0
(1− e−µ(s−r))θ(r)dr.
The third term is
− µ
∫ t
0
e−µ(t−r)E [W1(s)W1(r)] dr
= −µ
∫ s
0
e−µ(t−r)
(∫ r
0
θ(u)du
)
dr − µ
∫ t
s
e−µ(t−r)
(∫ s
0
θ(u)du
)
dr
= −e−µ(t−s)
∫ s
0
(1− e−µ(s−r))θ(r)dr − (1− e−µ(t−s))
∫ s
0
θ(u)du
= −
∫ s
0
(1− e−µ(t−r))θ(r)dr.
The fourth term is
µ2
∫ t
0
(∫ s
0
e−µ(t−r)e−µ(s−r
′)
E[W1(r)W1(r
′)]dr′
)
dr
= µ2
∫ t
s
(∫ s
0
e−µ(t−r)e−µ(s−r
′)
E[W1(r)W1(r
′)]dr′
)
dr
+ µ2
∫ s
0
(∫ s
0
e−µ(t−r)e−µ(s−r
′)
E[W1(r)W1(r
′)]dr′
)
dr
= µ2
∫ t
s
(∫ s
0
e−µ(t−r)e−µ(s−r
′)
(∫ r′
0
θ(u)du
)
dr′
)
dr
+ 2µ2
∫ s
0
(∫ r
0
e−µ(t−r)e−µ(s−r
′)
(∫ r′
0
θ(u)du
)
dr′
)
dr
= (1− e−µ(t−s))
∫ s
0
(1− e−µ(s−r))θ(r)dr
+ e−µ(t−s)
∫ s
0
(1− 2e−µ(s−r) + e−2µ(s−r))θ(r)dr
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=
∫ s
0
(1− e−µ(s−r) − e−µ(t−r) + e−µ(t−r)−µ(s−r))θ(r)dr.
Combining the four terms, we obtain
e−µ(t−s)
∫ s
0
e−2µ(s−r)θ(r)dr.
Now we check that this is equal to the covariance of Iˆ1(t) in (8.5). Taking the difference between
the last expression and the right–hand side of (8.5) with t′ = s < t, we obtain
e−µ(t−s)
∫ s
0
e−2µ(s−r)θ(r)dr − λ
∫ s
0
e−µ(t−r)(1− I¯(r))I¯(r)dr
= e−µ(t−s)
∫ s
0
e−2µ(s−r)(λ(1− I¯(r))I¯(r) + µI¯(r))dr − λe−µ(t−s)
∫ s
0
e−µ(s−r)(1− I¯(r))I¯(r)dr
− e−µ(t−s)
∫ s
0
e−2µ(s−r)I¯(0)µe−µrdr. (8.7)
Observe that the fluid equation for I(t) can be written as
I¯ ′(t) = −µI¯(t) + λI¯(t)(1− I¯(t))
and
I¯ ′(t) = −2µI¯(t) + λI¯(t)(1 − I¯(t)) + µI¯(t).
These two equations give the following representations of I¯(t):
I¯(t) = I¯(0)e−µs + λ
∫ s
0
e−µ(s−r)I¯(r)(1 − I¯(r))dr,
and
I¯(t) = I¯(0)e−2µs +
∫ s
0
e−2µ(s−r)
(
λI¯(r)(1− I¯(r)) + µI¯(r)) dr.
Also notice that
∫ s
0 e
−2µ(s−r)µe−µrdr = e−µs − e−2µs. Using these equations, we verify that (8.7) is
equal to zero, and thus the equation for Iˆ1 in (8.6) is established. Therefore, by combining (8.2),
(8.3) (8.4) and (8.6), we obtain the equivalence of the non-Markovian and Markovian representations
of Iˆ for the SIS model. 
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