Introduction
Remarkable global warming has been documented in recent decades, especially during the spring in the Northern Hemisphere (NH) [1] . The relationship between vegetation and spring temperatures, with temperature as the primary driver of vegetation growth in large areas of the NH, has been extensively investigated [2] [3] [4] [5] [6] [7] [8] . Increased spring temperatures generally stimulate vegetation growth by lengthening the growing season and enhancing productivity, and thus have great implications for global biophysical and biogeochemical cycles [9] .
Although widespread greening tendencies associated with warming have been observed, the decreases of vegetation growth occurred during the 1980s and 1990s [7, 8, 10] . By applying a piecewise regression approach, Piao et al [7] and Wang et al [8] have quantitatively characterized the temporal-spatial discontinuity features of the spring (April-May) normalized difference vegetation index (NDVI) and its response to temperatures from 1982 to 2006 over Eurasia and North America (NA), respectively. They concluded that the vegetation growth trend in spring is not continuous throughout the 25 yr period . Spring vegetation greening or browning trends in different periods are strongly associated with rising or decreasing spring temperature changes at the continental scale.
In addition to large-scale temperature effects, other environmental factors such as CO 2 , nitrogen deposition, land use land cover change (LULCC) and underlying physiological mechanisms that determine changes of spring vegetation activity are not yet well quantified [4, 11] . Gong and Ho [5] estimated that satellite-sensed spring NDVI trends in the NH could be chiefly explained by variability of atmospheric circulations and their association with temperature change, but 38% of these trends may be due to non-climatic change impacts in the period 1982-2000.
Understanding the causes of the response of spring vegetation growth to different environmental factors is an important step in distinguishing the roles of naturally and anthropogenically forced climate variability on terrestrial ecosystem properties. Hence, we used a process-based model, Community Land Model version 4 (CLM4) [12] driven with historical climate change, CO 2 concentration, atmospheric nitrogen deposition and land use change, to better understand the attribution of spatial and temporal variations in spring NDVI to multiple global change factors in the northern mid-high latitudes (NMH) (>25 • N) between 1982 and 2004. In particular, we have improved on the analysis of Piao et al [7] and Wang et al [8] by focusing on the extent to which spatial and temporal non-climate environmental factors control spring vegetation growth before and after the turning point (TP) of spring temperature trends.
Data set and methodology

NDVI data
We characterized spring NDVI as the average monthly composite NDVI for April and May. For observed vegetation growth, we used the satellite-measured NDVI dataset compiled by the NASA Global Inventory Monitoring and Modeling Systems (GIMMS) group from 1982 to 2004 [13] . The original biweekly NDVI with a spatial resolution of 8 km was aggregated onto a 0.5 • grid at monthly intervals. Details of the methodology and applications for this corrected data (e.g., aerosol, cloud, volcanic and sensor degradation) have been comprehensively presented in previous studies [13, 14] .
Model and experimental design
The CLM4 with carbon-nitrogen biogeochemistry was implemented to assess the response of spring NDVI to different large-scale drivers. To elucidate the relative effects of climate variability, atmospheric CO 2 , nitrogen deposition and 
land use change on the spring NDVI trends over the NMH, we designed five simulations ( The second experiment set (E2) used transient climate forcing but kept other forcings constant at year 1972 levels (hereafter referred to as 'CLIM'). In the remaining simulations, a single factor was held at 1972 levels and all others followed historical transients. CO 2 , nitrogen deposition and land use were held constant for experiments E3, E4 and E5, respectively. Single forcing factor effects were then estimated by differencing simulations. The impact of CO 2 on NDVI variation is the difference between E1 and E3 (hereafter referred to as 'CO 2 '); for the nitrogen deposition effect, it is the difference between E1 and E4 (hereafter referred to as 'NDEP'); and the land use change-induced NDVI trend is evaluated by the subtracting E5 from E1 (hereafter referred to as 'LUC').
Analysis
To discover turning points of temperature data over the time period 1982-2004, we used a piecewise linear regression algorithm, which tracks the potential TP at which the trend changes at each point in space [18] . This method can detect the turning time, magnitude and significance (P < 0.05) of the potential change in temperature time-series trend, and has been widely used in previous research [7, 8, 19] .
To inspect the different attributions of spring vegetation activity dominated by spring temperature changes, spatial distributions of NDVI trends from both the remote-sensed 
Results and discussion
Both the satellite observation and CLM4 show increased spring NDVI over the entire NMH (0.8 × 10 −3 yr −1 , P = 0.03, 0.4 × 10 −3 yr −1 , P = 0.14; respectively), suggesting an overall greening trend of spring vegetation for the time period of 1982-2004 (figure S1 available at stacks.iop.org/ ERL/7/014010/mmedia). At the continental scale, squared correlation coefficients between the satellite-measured (OBS) and simulated spring NDVI are 0.68 for NMH (p < 0.05), 0.44 for NA (p < 0.05) and 0.65 for Eurasia (p < 0.05) (figures 1(a)-(c)), which signify the general similarities between the two products. Seasonal cycles of observed and simulated monthly NDVI magnitude and its change across the NMH exhibit that vegetation growth peaked in the northern summer season (June, July and August) but large NDVI increases occurred in the early or late growing season (figure S2 available at stacks.iop.org/ERL/7/014010/ mmedia). Similar larger NDVI trend in spring than in the growing season qualitatively indicates the agreement between the process model and satellite data in earlier greening of high-latitude vegetation over the 23 yr study period. Analyses on spatial distribution of the correlation coefficient between the spring NDVI observation and model further reveal that 81% of the NMH have a positive correlation coefficient and more than 49% of the studied area shows a significant positive correlation (figure S3 available at stacks.iop.org/ERL/ 7/014010/mmedia). Strong positive correlations exist in the highlands of NA and Eurasia and week negative correlations occur in the mid-latitudes of America. In general, the remarkable similarities between these two data sets suggest that CLM4 spring NDVI is well aligned in phase with the remote sensing parameter and can reliably identify changes in vegetation growth over the NMH.
In order to check the accuracy of the modeled response of spring vegetation growth to temperature, we performed linear regressions between the spatially averaged NDVI and temperature anomalies (figures 1(d)-(f) ). Both the satellite and ALL NDVI anomaly displayed a significant positive correlation with the inter-annual temperature anomaly, with a correlation coefficient of 0.50 for OBS and 0.49 for ALL in NMH, 0.59 for OBS and 0.52 for ALL in NA, and 0.60 for OBS and 0.61 for ALL in Eurasia. Increasing temperature stimulated spring plant growth, but the opposite was true when temperature decreased. The broad consistency of the sensitivity of modeled vegetation growth to spring temperature variability with remote sensing observations demonstrates that CLM4 responds realistically to large-scale climate anomalies. These statistical analyses further suggest a potential utility of this model for evaluations of mechanisms controlling spring NDVI changes over the study period. The piecewise regression approach was applied to detect temporally inhomogeneous trends in temperature and the accompanying trends in vegetation growth for each pixel. Figure 2(a) shows the geographic features of the turning time for spring temperature trends. The turning point years are regionally variable, but occur for most areas around the year 1988 ( figure 2(a) ). Spring temperatures over most NA increased dramatically until the late 1980s (figures 2(a) and (b)) and then decreased afterward ( figure 2(c) ). Central Russia, however, exhibited decreasing spring temperatures before the TP of spring temperature and significant upward temperature trends afterward (figures 2(a)-(c) ). Similar spatial patterns of temperature turning trends over NA were also observed in the Climatic Research Unit (CRU) temperature used by Wang et al [8] , except in smaller areas like eastern Canada (Manitoba, Ontario and Quebec) (figures 1(c) and (d) in Wang et al [8] ).
Between 1982 and 2004, the spatial distributions of observed changes in plant growth in the NMH match the spring temperature changes, and expose significant trends in the NDVI before and after the TP of spring temperature trends observed (figures 2(d) and (e)). Over most areas of NA, central Europe and eastern Russia, an increase of spring NDVI was observed with significant increasing temperature before the TP of spring temperature. Decreasing NDVI trends were observed over the same regions, associated with decreasing temperature after the TP year of spring temperature trends. Similarly, over central Russia, increased NDVI trend is associated with increased temperature, and decreased NDVI trend is associated with decreased temperature, but the warmer temperature and greener vegetation occurred after the spring temperature TP year. Our analyses of observed temperature and vegetation growth trends are consistent with previous findings that, over the NH, plant growth is positively correlated with spring temperature [3-5, 7, 8, 11] .
Spatial distributions of the CLM4 simulated spring NDVI trends before and after the TP of spring temperature changes are shown in figures 2(f) and (g). Compared to remote sensing analysis, on average, the NDVI trends in simulation ALL have quite similar spatial patterns for most areas during the two periods, although there are some differences in southwestern Russia (figures 2(d) and (f)), Alaska and southeastern America (figures 2(e) and (g)). Strong similarity is also seen over central eastern China, where both observations and simulations show increasing NDVI somewhat inconsistent with the expected trend from temperature decreases before the TP of spring temperature (figures 2(b), (d) and (f) ). This suggests that the response of vegetation structure to temperature may be geographically modified in association with varying trends of other driving factors like CO 2 , nitrogen deposition and LULCC [11, [20] [21] [22] . We explore in the following section to what extent different drivers influence the spring vegetation activities during different periods of spring temperature TP between 1982 and 2004.
Spatial distribution of CLM4 predicted NDVI trends from different factorial experiments and their dominant control factors before and after the TP of spring temperature are displayed in figure 3 . The spatial patterns of NDVI trends with simulation ALL (figures 2(f) and (g)) and CLIM (figures 3(a) and (b)) are quite close for different periods of spring temperature TP, further confirming that climate change is the dominant factor for long-term vegetation growth. Before the TP of spring temperature, the direct physiological effects of increasing CO 2 enhances the favorable effects of climate change for southeastern America, southwestern Europe and southeastern China ( figure 3(c) ). After the spring temperature TP, CO 2 fertilization effects canceled out the negative impacts of climate change over large areas of continental NA and continued to stimulate the plant growth significantly over the southern Russia and eastern China ( figure 3(d) ). Nitrogen deposition increased significantly over the majority of NA and eastern Eurasia for the two time periods, while there were evident decreases in central Europe particularly after the TP of spring temperature (figures S4(a) and (b) available at stacks.iop.org/ERL/7/014010/mmedia). As a result of nitrogen availability, increased nitrogen deposition enhanced the plant growth significantly in central NA, west Europe and southeastern China, while the decreasing nitrogen deposition stresses NDVI significantly in west parts of Russia (figures 3(e) and (f)).
Figures 3(g) and (h) show the spatial distributions of the trend in spring NDVI for the simulation LUC, due to the LULCC, before and after temperature TP. Significant decreasing NDVI trends associated with land use change before the TP occurred in large parts of NA and eastern Russia ( figure 3(g) ), while significant increasing trends appeared over northwestern Europe and southeastern China. Declining trends in NDVI as forced by land use were even more prevalent after the TP year for NA and central eastern Russia. Some areas in western Russia and Eastern China experienced a significant vegetation greening after the temperature TP year. As indicated in figures 3(g) and (h), the effects of land cover change on NDVI trend are quite temporally and geographically dependent, signifying a redistribution of NDVI in response to the intensive historical changes of local land use. Significant changes of NDVI over temperate NA and China closely correspond to the expansion or contraction of crop areas (figures 3(g) and (h); figures S4(c) and (d) available at stacks.iop.org/ERL/7/014010/mmedia). Over the high latitudes located north of 50 • N, the trends of vegetation NDVI seem to be primarily driven by changes in forest coverage (figures 3(g) and (h); figures S4(e) and (f) available at stacks.iop.org/ERL/7/014010/mmedia). Our results support previous conclusions [6, 21, 23, 24] that NDVI trends respond significantly to agricultural and agroforestry (afforestation and reforestation) practices, suggesting the importance of human activities for spatiotemporal dynamics of land surface.
Climate change is the primary driving factor in spring vegetation growth over most parts of the study areas both before and after the temperature TP (figures 3(i) and (j)). The LULCC makes a greater contribution to the increasing vegetation activity than climate variability and other forcings in parts of southeastern US and China. CO 2 and nitrogen effects are fragmented and contribute to the simulated present-day greening trend only in a marginal manner.
Summary
Our present study examines spring NDVI changes in response to climate, CO 2 fertilization, nitrogen deposition and land use/land cover change effects on the inter-annual timescale over the northern mid-high latitudes (>25 • N) for the recent decades . A positive relationship between vegetation growth and temperatures in most northern ecosystems is evident both in the remote sensing and the CLM4 transient analysis. The distinct spatial response of NDVI to spring temperature based on the temperature turning point trends, in this study at least in part, are in agreement with widespread reports that recent enhanced vegetation trends over the Northern Hemisphere is primarily corresponding to the temperature changes. Employing the integrated processbased Community Land Model version 4 driven by multiple external forcings, the factorial contributions to temporal and spatial variations in NDVI trends for the different period of temperature turning points are also analyzed. Rising CO 2 is simulated to cause a general increase of vegetation growth. The predicted effects of nitrogen deposition on the vegetation growth are positive or negative dependent on the trend of the nitrogen change. The land use and land cover change influence relies on the type of land management and the latitudes where the conversion happens. On the whole, the complicated impacts of multiple non-climate factors on spring NDVI variations locally alter the climate-dominated inter-annual variations in the northern vegetation growth. Although several uncertainties exist, the attribution of spatial and temporal variations in spring vegetation growth trends to different factors is helpful in advancing our knowledge about the nonlinear dynamics of vegetation growth in the mid and high latitudes. Future studies should examine the potential contribution to the temperature-vegetation trend associated with changes such as drought, ozone pollution and nitrogen fertilizer application [22, 25, 26] .
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