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Abstract
In this paper we present some results on the question of existence of generalized or measure valued
solutions for semilinear impulsive evolution equations on Banach spaces with the nonlinear parts being
merely measurable and bounded on bounded sets. This is a far reaching generalization of the previous
results of the author and others. It may be interesting to consider extension of the results of this paper
to cover impulsive differential inclusions and their potential applications to control theory and uncertain
dynamics.
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1. Introduction
Let us consider the evolution equation,
dx = Ax dt + f (x)dt + g(x)ν(dt), t  0,
x(0) = ξ, (1.1)
in a Banach space E where A is the infinitesimal generator of a C0-semigroup, S(t), t  0, on E
and f,g :E → E are measurable maps to be clarified shortly and ν is a signed measure. Even for
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of f in x does not guarantee the existence of a mild or even a weak solution. There are counter
examples constructed by Godunov [12] demonstrating nonexistence of solutions in case f is
merely continuous. In the study of infinite dimensional noncompact optimal control problems,
Fattorini introduced the notion of relaxed solutions [5] along the line of the well-established no-
tion of relaxed or measure valued controls. Subsequently this notion was significantly broadened
in a series of papers of the author [2–4,6,9] for semilinear and quasilinear evolution equations
with nonlinear terms which are merely continuous and bounded on bounded sets. This has made
it possible to prove the existence of generalized or measure valued solutions requiring neither
the compactness of the semigroup nor local Lipschitz property of f [5]. In fact the existence
results given in [3,4,6,11] admit f which may have polynomial and even exponential growth. In
this paper we relax this condition further. Here we require f and g to be only measurable (not
necessarily continuous) and bounded on bounded sets.
From literature search, recently the author has discovered that the notion of measure valued
solutions introduced by Fattorini [5] and Ahmed [2–4,6,9,11], though formulated in a much more
general and abstract setting, was already introduced by DiPerna [13] in the study of conservation
laws and used by Slemrod and Roytburd [14] in the study of dynamic phase transitions governed
by a pair of nonlinear partial differential equations. The measure solutions, also called Young
measures, introduced by DiPerna are suitable for systems governed by a certain class of partial
differential equations while those of Ahmed and Fattorini are applicable to a very broad class
of abstract differential equations on Banach spaces covering semilinear and many quasilinear
partial differential equations and delay differential equations, stochastic differential equations
and many more see [2–6,9] and references therein. In the abstract setting the measures can be
either countably additive or finitely additive thus admitting substantial generality.
The rest of the paper is organized as follows. In Section 2, we present some basic concepts
related to finitely additive measures and associated function spaces including the definition of
measure solutions. In Section 3, we prove existence of measure solutions for bounded and also
unbounded nonlinear terms {f,g}. Based on the results of Section 3, in Section 4 we reformulate
the original Cauchy problem as an abstract evolution equation on the space of finitely additive
measures Mba(E) and prove the uniqueness of measure solutions. The paper is concluded with
some comments and open questions.
2. Measure valued functions and measure solutions
For the purpose of formulation of measure solutions, we need the characterization of the dual
of the Banach space L1(I,X) where I ≡ [0, T ] is a finite interval of the real line and X is a
Banach space. Let X∗ denote the dual of X, and 〈·〉 the duality pairing of X∗ and X. It is well
known that if both X and X∗ satisfy Radon–Nikodym property (RNP) then the dual of L1(I,X)
is given by L∞(I,X∗). See Diestel and Uhl Jr. [8]. In general it follows from the theory of
Lifting [10, Theorem 7 and its Corollary, p. 94] that the dual of L1(I,X) is given by Lw∞(I,X∗)
which is the class of w∗-measurable X∗-valued functions {g} with the form t → 〈g(t), x〉 being
essentially bounded measurable real valued functions. The space is furnished with the norm
‖g‖Lw∞(I,X∗) = α where α is the smallest number for which the inequality
ess-sup
{∣∣(g(t), x)∣∣, t ∈ I} α‖x‖X
is satisfied.
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functions on E with the topology of sup norm given by
‖f ‖ ≡ sup{∣∣f (e)∣∣, e ∈ E}.
This is a Banach space. However the elements of this space may not be measurable. Let Σ ≡ ΣE
denote a field or algebra of subsets of the set E generated by closed sets and let B(E) ≡ B(E,Σ)
denote the class of scalar valued functions which are uniform limits of linear combination of
characteristic functions of sets from Σ . The space B(E) is furnished with the same topology
as B0(E). An element f of this space is said to be Σ measurable if for every Borel set F from
the real line (the range space), the set
f−1(F ) ≡ {e ∈ E: f (e) ∈ F} ∈ Σ.
The class of all bounded Σ measurable functions is dense in B(E). It is clear that B(E) is a
closed subspace of B0(E) and hence it is also a Banach space. Let Mba(E) ≡Mba((E,Σ))
denote the class of all scalar valued finitely additive measures (set functions) defined on the
algebra Σ . Furnished with the total variation norm, Mba(E) is a Banach space.
The following lemma characterizes the topological dual B∗(E) of the Banach space B(E).
Lemma 2.1. The dual B∗(E) is isometrically isomorphic to the space of bounded finitely additive
measures on Σ in the sense that, for every  ∈ B∗(E), there exists a unique µ ∈Mba(E) such
that
(f ) =
∫
E
f (e)µ(de), f ∈ B(E),
and conversely, every µ ∈Mba(E) determines a unique continuous linear functional on B(E).
In short, B∗(E) ∼=Mba(E).
Proof. See Dunford and Schwartz [7, Theorem IV.5.1, p. 258] which holds not only for Banach
spaces but also for general topological spaces. 
Let Πba(E) ⊂Mba(E) denote the class of finitely additive probability measures furnished
with the relative topology. The Banach space B(E) and its dual Mba(E) do not satisfy RNP.
Therefore it follows from the characterization result discussed in the introduction that the dual
of L1(I,B(E)) is given by Lw∞(I,Mba(E)). The space Lw∞(I,Mba(E)) is furnished with the
weak star topology. In view of this duality, it is clear that for every continuous linear functional 
on L1(I,B(E)) there exists λ ∈ Lw∞(I,Mba(E)) such that
(ψ) =
∫
I
λt (ψ)dt =
∫
I×E
ψ(t, ξ)λt (dξ) dt,
and conversely every such λ determines a continuous linear functional on L1(I,B(E)). Similar
results hold true for any countably additive bounded positive measure β on I having bounded
total variation. That is, the topological dual of L1(β,B(E)) is given by Lw∞(β,Mba(E)). Thus
any continuous linear functional on L1(β,B(E)) is characterized by
(ψ) =
∫
λt (ψ)β(dt) =
∫
ψ(t, ξ)λt (dξ)β(dt).I I×E
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results that its dual is given by Lw∞(I,Mba(E))∩Lw∞(β,Mba(E)).
We consider the following measure driven Cauchy problem in a Banach space E,
dx(t) = Ax(t) dt + f (x(t))dt + g(x(t−))ν(dt), t ∈ I ≡ [0, T ],
x(0) = x0 ∈ E, (2.1)
where A is the generator of a C0-semigroup S(t), t  0, in E, and f,g are maps from E to E
and ν is a signed measure on I .
Let B(I,E) denote the vector space of bounded Borel measurable functions on I with values
in the Banach space E. Since E is a Banach space, it is easy to verify that the vector space
B(I,E), furnished with the topology induced by the norm
‖z‖ ≡ sup{∥∥z(t)∥∥
E
, t ∈ I},
is a Banach space. In addition to the space B(I,E), we shall occasionally need the class of
bounded piece wise continuous functions on I with values in E which we denote by PWC(I,E).
Equipped with the same topology, this is a linear subspace of B(I,E).
Definition 2.2. An element x ∈ B(I,E) is said to be a mild solution of the evolution equa-
tion (2.1) if it satisfies the integral equation
x(t) = S(t)x0 +
t∫
0
S(t − s)f (x(s))ds +
t∫
0
S(t − s)g(x(s−))ν(ds), t ∈ I.
Remark. Uniqueness of solution of measure driven systems like (2.1) is assured if one chooses
the explicit scheme in the sense that at the atoms {t} of the measure ν, the jump is given by
x(t)− x(t−) = g(x(t−))ν({t}).
An alternative possibility is the choice:
x(t)− x(t−) = g(x(t))ν({t})
which is an implicit scheme and requires that, for any given ξ ∈ E, equation
z = ξ + ν({t})g(z)
has a solution. Even if g is a contraction on E this problem may not have a solution since
ν({t}) may assume arbitrary values and fixed point theorems based on contraction principle do
not apply. On the other hand, in the absence of other regularities such as those possessed by
compact maps (completely continuous), Schauder fixed point theorem does not apply. Thus in
the absence of concrete regularities it is not possible to decide if the fixed point problem has at
all any solution or has many solutions. In view of this we prefer the explicit scheme, since it
eliminates this ambiguity and also satisfies the natural causality (nonanticipative) property for
physical systems.
Let B denote the sigma algebra of Borel subsets of the interval I and Σ ≡ ΣE a field or
algebra of subsets of the set E generated by closed subsets of E. Our general assumption is that
f,g are Σ measurable maps in E in the sense that for every Borel set Γ in the range space E,
h−1(Γ ) ≡ {ξ ∈ E: h(ξ) ∈ Γ } ∈ Σ, for h = f,g.
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above and BΣ(E,E) ⊂ MΣ(E,E) the class of (uniformly) bounded Σ -measurable maps. That
is, for every h ∈ BΣ(E,E) there exists a finite positive number bh such that
sup
{∥∥h(e)∥∥
E
, e ∈ E} bh.
For nonimpulsive systems, general notion of measure solutions was introduced by the author
in [2–4,6,9], where regular bounded finitely additive measures Mrba(E) were used instead of
Mba(E) ⊃ Mrba ∼= (BC(E))∗. In [11], where measurable (discontinuous) vector fields were
admitted, the most appropriate choice of the space of measures was found to be Mba(E), and
this is what was used.
Due to the presence of the measure ν, which may have atoms, we must modify the defin-
ition slightly. This generalization allows impulsive inputs as well as measurable vector fields
describing the evolution equation.
Let Dφ denote the Frechet derivative of φ ∈ B(E) whenever it exists and introduce the class
of test functions F , given by
F ≡ {φ ∈ B(E): Dφ exists, Dφ ∈ B(E,E∗)}.
For given {A,f,g, ν}, we introduce the operatorsA and C as follows. Define the operatorA with
domain given by
D(A) ≡ {φ ∈F : Aφ ∈ B(E)}, (2.2)
where
(Aφ)(ξ) = 〈A∗Dφ(ξ), ξ 〉
E∗,E +
〈
Dφ(ξ), f (ξ)
〉
E∗,E (2.3)
for φ ∈ D(A). Note that D(A) = ∅, for example, for ψ ∈ F , the function φ given by φ(x) ≡
ψ(λR(λ,A)x), belongs to D(A) for each λ ∈ ρ(A), the resolvent set of A. The operator C is
given by
(Cφ)(t, ξ) ≡
1∫
0
〈
Dφ
(
ξ + θg(ξ)ν({t})), g(ξ)〉dθ. (2.4)
Formally, these operators are obtained by use of Lagrange formula,
φ(y) = φ(x)+
1∫
0
dθ
{〈
Dφ
(
x + θ(y − x)), y − x〉
E∗,E
}
, (2.5)
applied to the functional φ(x(t)) where x is any solution of Eq. (2.1). Since the measure ν is not
assumed to be nonatomic, the solutions are expected to have discontinuities at all its atoms. In
case {t} is an atom, the jump in x at time t is given by
x(t)− x(t−) = g(x(t−))ν({t}). (2.6)
Clearly if t is not an atom, x(t) = x(t−) implying continuity at time t . In that case the opera-
tor A remains unchanged and C reduces to
(Cφ)(t, ξ) = (C(t)φ)(ξ) ≡ 〈Dφ(ξ), g(ξ)〉. (2.7)
Note that the operator A is time invariant while the operator C given by (2.4) is time depen-
dent. These are the appropriate operators arising in the study of measure valued solutions for
nonimpulsive and impulsive systems.
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t ∈ I , above arguments justifying the form of the operators A and C are only formal. A rigorous
justification follows later in the sequel.
Consider the system (2.1) with A,f,g and ν as defined above. Throughout this paper we
assume that A is time invariant while we may admit time varying vector fields {f,g}. In order to
cover such time dependent vector fields {f,g}, we shall write
(Aφ)(ξ) ≡ (Aφ)(ξ), (C(t)φ)(ξ) ≡ (Cφ)(t, ξ).
As stated earlier, due to the presence of the signed measure ν driving the evolution equa-
tion (2.1) we need a slight modification of the definition of measure solution. Let |ν|(·) denote
the measure induced by the variation of the signed measure ν defined on the sigma algebra B of
the interval I .
Definition 2.3. A measure valued function
λ ∈ Lw∞
(
I,Πba(E)
)∩Lw∞(|ν|,Πba(E)) ⊂ Lw∞(I,Mba(E))∩Lw∞(|ν|,Mba(E))
is said to be a measure solution (or generalized solution) of Eq. (2.1) if, for every φ ∈D(A) with
Dφ having bounded supports, the following identity holds:
λt (φ) = φ(x0)+
t∫
0
λs(Aφ)ds +
t∫
0
λs−
(C(s)φ)ν(ds), t ∈ I, (2.8)
satisfying limt↓0 λt (φ) = δx0(φ) = φ(x0), where
µt(ψ) ≡
∫
E+
ψ(ξ)µt (dξ), t ∈ I.
3. Existence of measure solutions
For the proof of existence of (measure) solutions we shall make use of the following basic
assumptions:
(A1) E is a separable Banach space and A is the infinitesimal generator of a C0-semigroup of
operators S(t), t  0, in E and ν is a countably additive bounded signed measure (possess-
ing bounded variation on bounded sets) having no atom at t = 0. (This is not a restriction
since any atom of ν at the origin can be absorbed in the initial state by redefining the initial
state as x˜0 ≡ x0 + g(x0)ν({0}).)
(A2) The function h ∈ BΣ(E,E) (h = f,g) satisfying the following approximation properties:
(i) there exists a sequence of maps {hn} ∈ BΣ(E,E) uniformly bounded with respect to
n ∈ N such that for each n ∈ N , it is locally Lipschitz,∥∥hn(x)− hn(y)∥∥E  αn,r‖x − y‖E, ∀x, y ∈ Br(E) ≡ {e ∈ E: ‖e‖ r},
with Lipschitz constant αn,r which are finite positive numbers for finite r  0 and
n ∈ N ;
(ii) hn(x) → h(x) uniformly on compact subsets of E.
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∞. Sufficient conditions guaranteeing the existence of such approximating sequence are given
in [11, Proposition 3.2].
Let R(λ,A) denote the resolvent of the operator A for λ ∈ ρ(A), the resolvent set of A, and
An ≡ nAR(n,A) the Yosida approximation of A. We shall need the following intermediate result
for the sequence of approximating systems,
dx(t) = Anx(t) dt + fn
(
x(t)
)
dt + gn
(
x(t−))ν(dt),
x(0) = x0, t ∈ I. (2.1)n
Lemma 3.1. Consider the Cauchy problem (2.1)n and suppose that the data {A,f,g, ν} satisfy
assumptions (A1) and (A2) with {An,fn, gn} denoting the approximating sequence. Then for
x0 ∈ E, the evolution equation (2.1)n has a unique mild solution xn ∈ B(I,E)∩ PWC(I,E) for
all t ∈ I , and that there exists a finite positive number R such that
sup
n∈N
{
sup
{∥∥xn(t)∥∥E, t ∈ I}}R < ∞. (3.1)
Proof. Let An denote the Yosida approximation of A and Sn(t), t  0, the semigroup generated
by An. Note that since {An} is a sequence of bounded linear operators in E the semigroups Sn
are continuous in the uniform operator topology. By definition, the question of existence of a
mild solution for Eq. (2.1)n is the same as the question of existence of a solution of the integral
equation,
x(t) = Sn(t)x0 +
t∫
0
Sn(t − s)fn
(
x(s)
)
ds +
t∫
0
Sn(t − s)gn
(
x(s−))ν(ds), t ∈ I. (3.2)
First we prove that any solution of this equation (if one exists) must satisfy the uniform bound
given by (3.1). Since the functions f,g are in BΣ(E,E) (uniformly bounded) and by assump-
tion (A2) there exists a sequence {fn, gn} ⊂ BΣ(E,E) uniformly bounded in n ∈ N that con-
verge to {f,g} respectively, there exists a finite positive number C such that
sup
{∥∥f (ξ)∥∥
E
,
∥∥g(ξ)∥∥
E
,
∥∥fn(ξ)∥∥E,
∥∥gn(ξ)∥∥E, ξ ∈ E} C.
Let xn denote the solution satisfying Eq. (3.2). Since I is a finite interval and Sn is a C0 semi-
group, there exists a finite positive number M such that
sup
{∥∥Sn(t)∥∥L(E), t ∈ I}M.
Clearly, for x0 ∈ E there exists a finite positive number c0 such that ‖x0‖ c0. Then it follows
from the expression (3.2) by direct computation that
sup
{∥∥xn(t)∥∥E, t ∈ I}M{c0 +CT +C‖ν‖} ≡ R < ∞, (3.3)
where ‖ν‖ ≡ |ν|(I ) denotes the total variation norm. Since An → A in the strong operator
topology on D(A), Sn(t) → S(t) in the strong operator topology in E uniformly on bounded
sets. That is, for every e ∈ E, Sn(t)e s−→ S(t)e uniformly on I . For detailed justification see
the proof of Hille–Yosida theorem [1, Theorem 2.2.8, p. 27]. Thus we can choose a suitable
number M  1 such that sup{‖Sn(t)‖L(E),‖S(t)‖L(E), t ∈ I, n ∈ N}M . We choose this M
in (3.3). Since {fn, gn} ⊂ BΣ(E,E) are also uniformly bounded with respect to n ∈ N , the esti-
mate (3.3) holds true for all n ∈ N . Hence (3.1) holds. Next we prove existence and uniqueness
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B(I,E) ∩ PWC(I,E). Let Br(E) denote the closed ball in E of radius r around the origin. For
finite r R, define the set
D ≡ {x ∈ B(I,E): x(0) = x0, x(t) ∈ Br(E) ∀t ∈ I},
where R is as given in the expression (3.3). Define the operator G on D by
(Gx)(t) ≡ Sn(t)x0 +
t∫
0
Sn(t − s)fn
(
x(s)
)
ds
+
t∫
0
Sn(t − s)gn
(
x(s−))ν(ds), t ∈ I. (3.4)
Since by hypothesis ν has no atom at 0, and it has bounded variation on I , it is clear that G
maps D into itself. Define
dt (x, y) ≡ sup
{∥∥x(s)− y(s)∥∥
E
, 0 s  t
}
, t ∈ I,
and set d(x, y) ≡ dT (x, y). Since D is a closed subset of the Banach space B(I,E), furnished
with the metric topology d it is a complete metric space. We show that G has a unique fixed point
in D. By virtue of Banach fixed point principle, it suffices to show that for some k ∈ N , the kth
iterate (or power) Gk of the operator G is a contraction on D. Using the expression for G given
above, it is easy to verify that for x, y ∈D, we have
∥∥(Gx)(t)− (Gy)(t)∥∥
t∫
0
Mαn,r
∥∥x(s)− y(s)∥∥ds
+
t∫
0
Mαn,r
∥∥x(s−)− y(s−)∥∥|ν|(ds), t ∈ I. (3.5)
Since r ( R) and n ∈ N are fixed, we may drop these subscripts and define
β(σ) ≡
∫
σ
αn,r ds +
∫
σ
αn,r |ν|(ds), σ ∈ B. (3.6)
Recalling that αn,r is a finite positive number and ν is a countably additive bounded signed
measure having bounded variation on I , we conclude that the measure β is also a countably
additive bounded positive measure having bounded total variation on I . Define the function
v(t) ≡
{
β((0, t]) for t > 0,
0 for t = 0. (3.7)
This is a nonnegative and nondecreasing right continuous function of bounded variation on I .
Note that ds−(x, y) ds(x, y) for x, y ∈D, s ∈ I . In view of this, it follows from (3.5) and (3.6)
that
dt (Gx,Gy)M
t∫
ds(x, y) dv(s). (3.8)0
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dt
(
Gkx,Gky
)
 (M)k
((
v(t)
)k
/k!)dt (x, y), t ∈ I. (3.9)
Since t → v(t) and t → dt are nonnegative and nondecreasing functions, it follows from the
above that
d
(
Gkx,Gky
)
 (M)k
((
v(T )
)k
/k!)d(x, y). (3.10)
Thus, for k sufficiently large, Gk is a contraction on the complete metric space D, and hence
by Banach fixed point theorem Gk , and consequently G, has a unique fixed point in D. We de-
note this fixed point by xn. Thus we have proved the existence of a unique solution of the integral
equation (3.2) in B(I,E) and hence the existence of a unique mild solution of the evolution equa-
tion (2.1)n. Since ν is a signed measure having bounded total variation, it has at most a countable
number of atoms in I and hence xn ∈ B(I,E)∩ PWC(I,E). This completes the proof. 
Now we are prepared to prove the existence of measure solutions for the original prob-
lem (2.1). In view of Lemma 3.1, it is clear that the solutions of the approximating sequence
of evolution equations (2.1)n, denoted by xn, are piece wise continuous and bounded uniformly
with respect to n ∈ N . Since ν is a signed measure having bounded total variation on bounded
sets, it has at most a countable set of atoms which we denote by a(ν). First considering that
t ∈ I \ a(ν), and t > 0, sufficiently small, such that t +t ∈ I \ a(ν), the value of xn(t +t)
can be approximated as follows:
xn(t +t) ≈ xn(t)+Anxn(t)t + fn
(
xn(t)
)
t + gn
(
xn(t−)
)
ν
([t, t +t]). (3.11)
Now let φ ∈ BC(E) having bounded and continuous Frechet derivative. Then by Lagrange for-
mula we can write
φ
(
xn(t +t)
) ≈ φ(xn(t))+
1∫
0
dθ
{〈
Dφ
(
xn(t)+ θ
(
xn(t +t)− xn(t)
))
,
xn(t +t)− xn(t)
〉
E∗,E
}
. (3.12)
Now substituting (3.11) into (3.12) it follows from simple limiting arguments, t → dt , that
dφ
(
xn(t)
) = (Anφ)(xn(t))dt + (Cn(t)φ)(xn(t−))ν(dt), (3.13)
where the operators An and Cn are given by
(Anφ)(ξ) ≡ (Anφ)(ξ) =
〈
A∗nDφ(ξ), ξ
〉
E∗,E +
〈
Dφ(ξ), fn(ξ)
〉
E∗,E,
(Cnφ)(ξ) ≡ (Cnφ)(ξ) ≡
〈
Dφ(ξ), gn(ξ)
〉
E∗,E. (3.14)
Clearly they are time invariant. In case t ∈ I ∩ a(ν), observing that the first term on the right-
hand side of (3.13) only involves Lebesgue measure and the Lebesgue measure of a(ν) is zero,
effectively the operator An remains unchanged. But the operator Cn is no more constant. Since
the last terms of (3.11) and (3.13) involve the measure ν which may be atomic, again it follows
from (3.12) by the same limiting argument that the operator Cn is now given by
(Cn(t)φ)(ξ) ≡ (Cφ)(t, ξ) ≡
1∫ 〈
Dφ
(
ξ + θgn(ξ)ν
({t})), gn(ξ)〉E∗,E dθ. (3.15)
0
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in general the operators An and Cn of Eq. (3.13) are given by the first expression of (3.14) and
the expression (3.15), respectively. These are precisely the operators introduced earlier with f
and g replaced by fn and gn, respectively.
Now we are prepared to prove that Eq. (2.1) has a measure valued solution. This is presented
in the following theorem.
Theorem 3.2. Consider the Cauchy problem (2.1) and suppose the system data {A,f,g, ν} sat-
isfy assumptions (A1) and (A2). Then for every x0 ∈ E, the evolution equation (2.1) has at least
one measure solution λ ∈ Lw∞(I,Πba(E))∩Lw∞(|ν|,Πba(E)) in the sense of Definition 2.2. Fur-
ther, t → λt is piece wise weak* continuous on I , or more precisely w∗ continuous on I except
at the atoms of the measure ν and the support S(λt ) ⊂ Br(E), r R, for all t ∈ I .
Proof. Let An denote the Yosida approximation of A as mentioned above. By assumption (A2),
there exists a pair of sequences {fn, gn} corresponding to the pair {f,g} satisfying the approx-
imation properties (i) and (ii) as stated in assumption (A2). Then considering the approximat-
ing system (2.1)n, it follows from Lemma 3.1 that it has a bounded sequence of solutions
{xn} ∈ B(I,E)∩PWC(I,E). These are E valued trajectories (paths) and therefore we can define
a sequence of measure valued functions {λn}, each having all its mass concentrated along these
paths, by setting
λnt (Γ ) ≡ δxn(t)(Γ ), λ0(Γ ) ≡ δx0(Γ ), Γ ∈ Σ.
Using this notation we can rewrite Eq. (3.13) in the form
dλnt (φ) = λnt (Anφ)dt + λnt−
(Cn(t)φ)ν(dt),
λn0(φ) = δxo(φ) = φ(x0) ≡ λ0(φ). (3.16)
Integrating this we obtain its integral form,
λnt (φ) = λ0(φ)+
t∫
0
λns (Anφ)ds +
t∫
0
λns−
(Cn(s)φ)ν(ds), t ∈ I. (3.17)
Clearly, for each integer n ∈ N , λn ∈ Lw∞(I,Πba(E)) ∩ Lw∞(|ν|,Πba(E)) which is a subset of
Lw∞(I,Mba(E)) ∩ Lw∞(|ν|,Mba(E)) and it follows from our preceding analysis that for any
r R,
supp
(
λnt
) ⊂ Br, ∀t ∈ I, n ∈ N.
Note that for φ ∈ D(A), Anφ,Cnφ ∈ B(E). Thus the integrands in Eq. (3.17) are well defined
as the duality brackets (products) in the dual pair (Mba(E),B(E)). Our concern now is to show
that the sequence {λn} has a convergent subsequence and that the limit is a generalized solution
of our original problem. Towards this goal, consider the sequence of linear functionals {n} given
by
n(ϕ) ≡
∫
I×E
ϕ1(t, ξ)λ
n
t (dξ) dt +
∫
I×E
ϕ2(t, ξ)λ
n
t−(dξ)ν(dt). (3.18)
Clearly this is well defined for each ϕ = (ϕ1, ϕ2) ∈ L1(I,B(E))⊕L1(|ν|,B(E)) and∣∣n(ϕ)∣∣ ‖ϕ‖L1(I,B(E))⊕L1(|ν|,B(E)), ∀n ∈ N,
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sequence of bounded linear functionals contained in a bounded subset of(
L1
(
I,B(E)
)⊕L1(|ν|,B(E)))∗
the topological dual of L1(I,B(E)) ⊕ L1(|ν|,B(E)). Thus it follows from the characterization
of the dual space of the Banach space L1(I,B(E)) ⊕ L1(|ν|,B(E)), that the sequence {λn}
is confined in a bounded subset of Lw∞(I,Mba(E)) ∩ Lw∞(|ν|,Mba(E)). Hence by Alaoglu’s
theorem there exists a generalized subsequence (or subnet) of the sequence (net) {λn}, relabeled
as {λn}, and λo ∈ Lw∞(I,Mba(E))∩Lw∞(|ν|,Mba(E)) such that
λn
w∗−−→ λo, in Lw∞
(
I,Mba(E)
)∩Lw∞(|ν|,Mba(E)). (3.19)
We must show that λo is a measure (generalized) solution of the evolution equation (2.1) in the
sense of Definition 2.3. Let φ ∈ D(A) with both φ and Dφ being continuous and bounded having
compact supports which may be different for different φ. Clearly Dφ(ξ) ∈ D(A∗) for all ξ ∈ E.
Define
A≡A1 +A2,
where(A1(t)φ)(ξ) ≡ 〈A∗Dφ(ξ), ξ 〉E∗,E, (A2(t)φ)(ξ) ≡ 〈Dφ(ξ), f (ξ)〉E∗,E (3.20)
and
An ≡A1,n +A2,n
for
(A1,nφ)(ξ) ≡
〈
A∗nDφ, ξ
〉
E∗,E, (A2,nφ)(ξ) ≡
〈
Dφ(ξ), fn(ξ)
〉
E∗,E. (3.21)
Clearly for φ ∈ D(A), we have
Anφ =Aφ +
〈(
A∗n −A∗
)
Dφ,ξ
〉+ 〈Dφ,fn − f 〉
=Aφ + (A1,n −A1)φ + (A2,n −A2)φ. (3.22)
Consider the second term of (3.22). Since An → A in the strong operator topology on D(A) and
D(A) is dense in E, we have
A∗ny
w∗−−→ A∗y in E∗
for every y ∈ D(A∗) ⊂ E∗. For φ ∈ D(A) we have Dφ ∈ D(A∗) and, since both φ and Dφ are
continuous having compact supports, it follows from this
sup
{∣∣(A1,n −A1)φ(ξ)∣∣, ξ ∈ E} → 0, (3.23)
as n → ∞. Consider the third term of (3.22). Since Dφ is continuous having compact support,
and f,fn are uniformly bounded and fn → f uniformly on compact subsets of E, we have
sup
{∣∣((A2,n −A2)φ)(ξ)∣∣, ξ ∈ E} → 0 (3.24)
as n → ∞. Now consider the operator C. Clearly
Cn = C + (Cn − C), (3.25)
where
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=
1∫
0
{〈
Dφ
(
ξ + θgn(ξ)ν
({t})), gn(ξ)〉E∗,E − 〈Dφ(ξ + θg(ξ)ν({t})), g(ξ)〉}dθ
=
∫
dθ
{〈
Dφ
(
ξ + θgn(ξ)ν
({t}))−Dφ(ξ + θg(ξ)ν({t})), g(ξ)〉
+ 〈Dφ(ξ + θgn(ξ)ν({t})), gn(ξ)− g(ξ)〉}. (3.26)
Again, since gn converges to g uniformly on compacts and Dφ is continuous with compact
support, it follows from similar arguments as used above that for each t ∈ I ,
sup
{∣∣((Cn(t)− C(t))φ)(ξ)∣∣, ξ ∈ E} → 0 (3.27)
as n → ∞. Clearly we can express Eq. (3.17) in the form
λnt (φ) = λ0(φ)+
t∫
0
λns (Aφ)ds +
t∫
0
λns−
(C(s)φ)ν(ds)
−
t∫
0
λns (Aφ −Anφ)ds −
t∫
0
λns−
(C(s)φ − Cn(s)φ)ν(ds), t ∈ I. (3.28)
It follows from (3.23), (3.24) and (3.27) and dominated convergence theorem that
(Aφ −Anφ) s−→ 0 in L1
(
I,B(E)
)
,
(Cφ − Cnφ) s−→ 0 in L1
(|ν|,B(E)), (3.29)
where
L1
(|ν|,B(E)) ≡
{
ψ :
∫
I
∥∥ψ(t)∥∥
B(E)
|ν|(dt) < ∞
}
. (3.30)
Now we use the fact that if zn s−→ z in a Banach space X and z∗n w
∗−−→ z∗ in the dual space X∗,
then z∗n(zn) → z∗(z). Thus letting n → ∞ in Eq. (3.28), it follows from (3.19) and (3.29) that
λot (φ) = λ0(φ)+
t∫
0
λos (Aφ)ds +
t∫
0
λos−
(C(s)φ)ν(ds), t ∈ I. (3.31)
Note that the first term on the right-hand side of Eq. (3.31) is bounded for any φ ∈ BC(E),
and the second and the third terms are bounded for any φ ∈ D(A) ⊂ D(C). Thus Eq. (3.31)
holds for all φ ∈ D(A), and not just for only those having compact supports. Since λo ∈
Lw∞(I,Mba(E)) ∩ Lw∞(|ν|,Mba(E)) and it is the (unique) weak star limit of a sequence
{λn} from Lw∞(I,Πba(E)) ∩ Lw∞(|ν|,Πba(E)), it is easy to verify that λo ∈ Lw∞(I,Πba(E)) ∩
Lw∞(|ν|,Πba(E)). This proves that λo is a generalized solution of the evolution equation (2.1) in
the sense of Definition 2.3. For the last part of the theorem, first note that if ν is absolutely contin-
uous with respect to the Lebesgue measure, it follows directly from the expression (3.31) that the
solution t → λot is weak star continuous on I . Jumps are expected whenever ν has atoms. Since
by our assumption, the measure ν has bounded total variation, the set of atoms, a(ν)∩I , is count-
able. Between any two atoms, λo is weak* continuous having jumps only at the atoms. Hence
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Recall that the supports of the sequence λnt are contained in the ball Br(E). Since λo is the weak*
limit of this sequence it is easy to verify that λot (ϕ) = 0 for every ϕ ∈ B(E) having support out-
side Br(E). Thus S(λot ) ⊂ Br(E). This completes the proof. 
Remark. Considering any two consecutive atoms {t1, t2} ∈ a(ν) ∩ I , t1 < t2, it is not difficult to
verify that the measure solution {λot , t ∈ I }, is right continuous having left limits. In the study of
stochastic processes such properties are known by the French abbreviation cadlag.
Remark. It follows from the proof of Theorem 3.2 that the mild solutions of Eq. (2.1)n are dense
(with respect to the weak* topology) in the class of measure solutions of Eq. (2.1) in the sense
of the embedding defined below
x ∈ B(I,E) ↪→ {δx(t), t ∈ I} ⊂ Lw∞(I,Πba(E))∩Lw∞(|ν|,Πba(E)).
Now we are prepared to prove the existence result for unbounded Σ measurable maps f
and g. We prove this result under the assumption that f,g are Σ measurable and that they are
bounded on bounded subsets of E. Define for each γ > 0,
fγ (x) ≡ f
(
Rγ (x)
)
, gγ (x) ≡ g
(
Rγ (x)
)
, γ > 0,
where Rγ is the retraction of the ball Bγ ⊂ E, that is,
Rγ (ξ) ≡
{
ξ, if ξ ∈ Bγ ,
(γ /‖ξ‖)ξ, otherwise.
Clearly, for each nonnegative γ < ∞, fγ , gγ are bounded Σ measurable maps, that is, fγ , gγ ∈
BΣ(E,E). Thus for each finite positive number γ ,
sup
{∥∥fγ (ξ)∥∥E,
∥∥gγ (ξ)∥∥E, ξ ∈ E}< ∞.
Theorem 3.3. Let A be the infinitesimal generator of a C0-semigroup in the Banach space E and
f,g :E → E, are Σ measurable maps bounded on bounded subsets of E and that fγ , gγ posses
the approximation property stated in assumption (A2) of Theorem 3.2. Then, for each x0 ∈ E, the
evolution equation (2.1) has at least one measure solution Lw∞(I,Πba(E)) ∩ Lw∞(|ν|,Πba(E)).
Further t → λt is piece wise w∗ continuous.
Proof. The basic technique is similar to that of Theorem 3.2, see also [6, Theorem 3.2, p. 1341].
We give a brief outline. Clearly the truncated maps {fγ , gγ , γ > 0}, are Σ measurable and
bounded on all of E. Since for each γ > 0, the maps {fγ , gγ } posses the approximation prop-
erty (A2), it follows from Theorem 3.2 that the evolution equation
dx(t) = Ax(t) dt + fγ
(
x(t)
)
dt + gγ
(
x(t−))ν(dt), t ∈ I,
x(0) = x0, (3.32)γ
has at least one measure solution λγ ∈ Lw∞(I,Πba(E))∩Lw∞(|ν|,Πba(E)). In other words, λγ is
a measure solution of the evolution equation (3.32)γ in the sense of Definition 2.3 satisfying
λ
γ
t (φ) = λγ0 (φ)+
t∫
λ
γ
s (Aγ φ)ds +
t∫
λ
γ
s−
(Cγ (s)φ)ν(ds), (3.33)
0 0
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supported at {x0}. The operators Aγ ,Cγ are given by(Aγ (t)φ)(ξ) ≡ 〈A∗Dφ(ξ), ξ 〉+ 〈Dφ(ξ), fγ (ξ)〉, (3.34)
(Cγ (t)φ)(ξ) ≡
1∫
0
{〈
Dφ
(
ξ + θgγ (ξ)ν
({t})), gγ (ξ)〉}dθ. (3.35)
Again, as in Theorem 3.2, for each φ ∈ D(A), with Dφ(ξ) ∈ D(A∗) and Dφ continuous having
compact support, one can easily justify that, along a subnet if necessary,
Aγ φ s−→Aφ in L1
(
I,B(E)
)
,
Cγ φ s−→ Cφ in L1
(|ν|,B(E)). (3.36)
This convergence is an immediate consequence of the facts that {fγ , gγ } converge uniformly
on bounded subsets of E to {f,g} and that for every given φ ∈ D(A) with Dφ having com-
pact support the functions {Aγ φ,Aφ,Cγ φ,Cφ} vanish outside this support. Hence Aγ φ,Aφ ∈
L1(I,B(E)) and Cγ φ,Cφ ∈ L1(|ν|,B(E)). Now for each γ > 0, the functional γ given by
γ (ψ) ≡
∫
I
λ
γ
t (ψ1) dt +
∫
I
λ
γ
t−(ψ2)ν(dt)
≡
∫
I
∫
E
ψ1(t, ξ)λ
γ
t (dξ) dt +
∫
I
∫
E
ψ2(t, ξ)λ
γ
t−(dξ)ν(dt),
is well defined on L1(I,B(E))⊕L1(|ν|,B(E)), and we have∣∣γ (ψ)∣∣ ‖ψ‖L1(I,B(E))⊕L1(|ν|,B(E))
for all ψ ∈ L1(I,B(E)) ⊕ L1(|ν|,B(E))). Thus {γ , γ > 0} is a bounded subset of (L1(I,
B(E)) ⊕ L1(|ν|,B(E)))∗. Hence by duality the associated set of measure valued functions,
{λγ , γ > 0}, is contained in a bounded subset of Lw∞(I,Mba(E)) ∩ Lw∞(|ν|,Mba(E)). There-
fore, again by Alaoglu’s theorem, there exists a subnet or a generalized subsequence {λk ≡ λγk },
with γk → ∞ as k → ∞, and a λo ∈ Lw∞(I,Mba(E))∩Lw∞(|ν|,Mba(E)) such that
λk
w∗−−→ λo as k → ∞ (3.37)
in Lw∞(I,Mba(E)) ∩ Lw∞(|ν|,Mba(E)). Thus letting γ → ∞, along a subnet if necessary, in
the expression (3.33), it follows from (3.36)–(3.37) that, for each φ ∈ D(A) having continuous
Frechet derivative with compact support, we obtain
λot (φ) = λ0(φ)+
t∫
0
λos
(A(s)φ)ds +
t∫
0
λos−
(C(s)φ)ν(ds), t ∈ I. (3.38)
By similar arguments as in Theorem 3.2, we conclude that
λo ∈ Lw∞
(
I,Πba(E)
)∩Lw∞(|ν|,Πba(E)).
Hence λo is a measure solution of the evolution equation (2.1) in the sense of Definition 2.3. The
last part of the statement asserting piece wise weak* continuity follows from identical arguments
as given in the proof of Theorem 3.2. This completes the proof. 
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sible that the mass of the measure solution may leak out to infinity. That is, for some finite
time t∗, λt∗(E) < 1. To capture the support one may use the method of compactification [9], and
extend the solution measures to E+ ≡ βE, the Stone–Cech compactification of E. The space
E+ is then a compact Hausdorff space containing a dense subspace which is homeomorphic
with E, and with this extension our solutions turn into functions taking values from the space
of countably additive measures on the sigma algebra σ(Σ) induced by the algebra Σ . That is,
λ ∈ Lw∞(I,Πca(E+))∩Lw∞(|ν|,Πca(E+)).
As an example, consider the scalar equation x˙ = x2, and suppose the real line is compactified
giving the extended real number system R¯ = R ∪ {+∞} ∪ {−∞}. For initial value x0  0, this
has a global solution in the classical sense and for x0 > 0 the solution blows up in finite time
to = (1/x0). In the framework of measure solution, we have a global solution given by λt = δx(t)
for 0  t < to and λt = δ+∞ for t  to. Defining Aϕ ≡ f (x)Dϕ(x) = x2Dϕ(x), it is clear λ
satisfies the identity
λt (ϕ) = λ0(ϕ)+
t∫
0
λs(Aϕ)ds, ∀t  0,
for all C1 functions ϕ with derivatives having compact support.
In fact, the evolution equation (2.1) has measure solution not only for initial data given by a
Dirac measure but also for any initial data described by a measure π0 ∈ Πba(E). This is presented
in the following corollary.
Corollary 3.5. The conclusions of Theorem 3.2 remain valid for any initial state π0 ∈ Πba(E)
having bounded support. For each given r1 > 0 with S(π0) ⊂ Br1 , there exists a number r2  r1
such that S(λt ) ⊂ Br2 for all t ∈ I .
Proof. The proof is similar to that given in [11, Corollary 3.4]. 
Corollary 3.6. The conclusions of Theorem 3.3 remain valid for any initial distribution
π0 ∈ Πba(E).
Proof. The proof is similar to that given in [11, Corollary 3.4]. 
Remark 3.7. The results presented above also hold for the class of time varying systems in which
the unbounded operator A is constant while only the vector fields f,g are assumed to be time
varying. The proof needs only minor changes in the details of the analysis.
Theorem 3.8. Suppose assumption (A1) holds and that f and g are B × Σ measurable
maps satisfying assumption (A2) with respect to the variable ξ ∈ E and that, for each ξ ∈ E,
t → f (t, ξ) is integrable (in Lebesgue–Bochner sense) with respect to the Lebesgue measure
while t → g(t, ξ) is integrable with respect to the measure |ν|(·) induced by the variation of the
measure ν. Then for each x0 ∈ E, the evolution equation
dx(t) = Ax(t) dt + f (t, x(t))dt + g(t, x(t−))ν(dt), t ∈ I,
x(0) = x0
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tion 2.3. This assertion remains valid also for L(x0) = π ∈ Πba(E).
Remark 3.9. The general case that includes unbounded operators A(t), t  0, possessing transi-
tion operators requires some extra efforts. We leave this for future work.
3.1. Measure solutions vs path wise solutions
Consider the measure solution λ ∈ Lw∞(I,Πba(E))∩Lw∞(|ν|,Πba(E)). The question one may
ask is: does the measure solution possess a mean trajectory? The answer is conditional. Take a
real number β > 0 and an arbitrary e∗ ∈ E∗ the dual of E and consider the functional
mβ
(
t, e∗
) ≡
∫
E
{(
e∗, ξ
)
e−β|ξ |2E
}
λt (dξ), t ∈ I.
Since the integrand enclosed by the parenthesis is in B(E), this defines a continuous linear func-
tional on E∗. In other words, for each t ∈ I and β > 0, e∗ → mβ(t, e∗) is a continuous linear
functional on E∗. Hence there exists an E∗∗ valued function denoted by mβ(t) such that
mβ
(
t, e∗
) = 〈mβ(t), e∗〉E∗∗,E∗ , ∀e∗ ∈ E∗.
In case mβ is E valued, we have the Pettis integral and only in this case we can hope for the
existence of a mean process provided there exists an E valued function m(t) such that
mβ(t)
w−→ m(t) in E
as β ↓ 0 for ν-almost all t ∈ I \ a(ν).
Similarly we can define a correlation operator as follows. For simplicity, consider E to be a
separable Hilbert space and define the operator Qβ(t) by,
(
Qβ(t)e, e
) ≡
∫
E
{
(e, ξ)2e−β|ξ |2E
}
λt (dξ).
Again it is clear that for β > 0 the integrand is in B(E) and so the operator Qβ(t), t ∈ I , is well
defined as elements of L(E). The measure solution has a correlation operator provided there
exists an operator Q(t) ∈ L(E) such that
Qβ(t)
τwo−−→ Q(t)
in the weak operator topology on I \ a(ν) as β ↓ 0. If Tr(Qβ(t)) < ∞ only for β > 0, the
measure solution is not supported on E, though it is always supported on E+ the Stone–Cech
compactification of E as noted earlier. In other words, for E to be the support of λt , it is necessary
and sufficient that TrQ(t) < ∞. For general Banach spaces E it is not known if this is true.
4. Differential equations on the space of measures
Note that in view of our notion of measure solution (see Definition 2.3) and the preceding
results, we can reformulate our original Cauchy problem, which was defined on the Banach
space E, into a Cauchy problem on the Banach space of finitely additive measures Mba(E) as
follows:
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µs = π. (4.1)
This is the differential version of the functional equation (3.31) (as well as (3.38)), the later
being the weak form of the former. This of course covers the original Cauchy problem as a
special case for s = 0. According to our existence results, we have seen that this equation has
solution in the weak sense (Definition 2.3). Hence it follows from these results, that for each
initial state π ∈ Πba(E) ⊂Mba(E), the evolution equation (4.1) has at least one solution µ ∈
Lw∞(I,Πba(E))∩Lw∞(|ν|,Πba(E)) ⊂ Lw∞(I,Mba(E))∩Lw∞(|ν|,Mba(E)) which is piece wise
weak* continuous. Consequently, there exists a piece wise weak* continuous transition operator
U∗(t, s), t  s  0, which is a family of linear operators on the Banach space Mba(E) defining
the evolution of the measure solution,
µt = U∗(t, s)π. (4.2)
It is easy to verify that for each t ∈ [0,∞), |µt(ϕ)| ‖ϕ‖B(E) for all ϕ ∈ B(E). Thus the operator
U∗(t, s), 0 s  t < ∞, is a contraction, that is, for arbitrary γ ∈Mba(E), we have∥∥U∗(t, s)γ ∥∥Mba(E)  ‖γ ‖Mba(E), 0 s  t  T .
Clearly the operator U∗(t, s) is bounded on Mba(E).
So far we have not discussed the question of uniqueness of solutions. This is of course equiv-
alent to the question of uniqueness of the transition operator U∗(t, s). In case of nonimpulsive
evolution equations [11], we had only partial answer which was based on spectral theory. Here
we present a heuristic argument proving that the evolution operator U∗(t, s), 0 s  t < ∞, is
unique. A more rigorous argument follows later. Suppose the pair (A∗1,C∗1 ) generates the evo-
lution operator U∗1 (t.s), 0 s  t < ∞, and the pair (A∗2,C∗2 ) generates the evolution operator
U∗2 (t.s), 0 s  t < ∞. Take π ∈ D(A∗i ) ∩ D(C∗i ) and ϕ ∈ D(Ai ) ∩ D(Ci ), i = 1,2, and then
compute the variation of the expression,〈
U∗1 (t, r)U∗2 (r, s)π,ϕ
〉 = 〈π,U2(r, s)U1(t, r)ϕ〉,
with respect to the variable r ∈ [s, t] and observe that if A∗1 = A∗2 and C∗1 = C∗2 , the variation
equals zero for all r ∈ [s, t]. This means that the above expression is constant for all r ∈ [s, t].
By virtue of the density of D(Ai ) in B(E), it follows from this that U∗1 (t, s) = U∗2 (t, s).
A rigorous proof of uniqueness of the evolution (transition) operator U∗(t, s), 0 s  t < ∞,
is given as follows.
Theorem 4.1. Suppose the assumptions of Theorems 3.2 or 3.3 hold and let {A∗,C∗(t)} denote
the generating operators with D(A) being dense in B(E). Then the corresponding evolution
operator U∗(t, s), 0 s  t < ∞, is unique.
Proof. Clearly, for g ≡ 0, C(t) = 0 and hence Eq. (4.1) reduces to
dβt =A∗βt dt, t  s,
βs = π. (4.3)
Thus it follows from our existence results (Theorems 3.2, 3.3) that, for every π ∈ Πba(E), this
equation has a weak* continuous solution. Hence there exists a weak* continuous semigroup of
operators V ∗(t), t  s, on Mba(E) solving the problem
βt = V ∗(t − s)π, t  s  0. (4.4)
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proved by a similar technique as in [1, Theorem 1.35]. Indeed, let A∗ and A˜∗ denote the weak*-
infinitesimal generators of weak star continuous semi groups V ∗(t), t  0, and V˜ ∗(t), t  0,
respectively. Take ϕ ∈ D(A) ∩ D(A˜) ⊂ B(E) and π ∈ D(A∗) ∩ D(A˜∗) ⊂Mba(E). Taking the
derivative of the function
θ → 〈V ∗(t − θ)V˜ ∗(θ − s)π,ϕ〉
with respect to θ, one can easily verify that, forA∗ = A˜∗, the derivative vanishes for all θ ∈ [s, t].
Hence there exists a constant c ∈ R such that〈
V ∗(t − θ)V˜ ∗(θ − s)π,ϕ〉 = c, ∀θ ∈ [s, t].
This implies that〈
V ∗(t − s)π,ϕ〉 = 〈V˜ ∗(t − s)π,ϕ〉, ∀t  s  0.
Since D(A) is dense in B(E), and s, t  0, are arbitrary, we have V ∗(t)π = V˜ ∗(t)π for all
t  0. This is true for every π ∈ D(A∗). Since V ∗(t) (more precisely its extension) is bounded
on Mba(E) and D(A∗) is weak star dense, V ∗(t) = V˜ ∗(t) for all t  0. Using this semigroup
we can now write Eq. (4.1) as an integral equation on Mba(E),
µt = V ∗(t − s)π +
t∫
s
V ∗(t − τ)C∗(τ )µτ−ν(dτ), t ∈ [s, T ]. (4.5)
By virtue of our existence results (Theorems 3.2, 3.3) we know that it has at least one piece wise
weak* continuous solution say µt , satisfying µs = π . If λt is another solution, satisfying the
same initial condition, the difference µt − λt ≡ γt ∈ Lw∞((s, T ],Mba(E)) is a solution of the
homogeneous Volterra integral equation,
γt =
t∫
s
V ∗(t − τ)C∗(τ )γτ−ν(dτ), t ∈ [s, T ], (4.6)
with γs = γs− = 0. Uniqueness then follows from the fact that a homogeneous Volterra integral
equation has only the trivial solution γt = 0, ν almost all t ∈ (s, T ]. This can be seen by taking a
sequence {ϕn} ∈ D(A), which is dense in the unit ball B1(B(E)) ⊂ B(E), and noting that
∣∣γt (ϕn)∣∣
t∫
s
∣∣γθ−(C(θ)V (t − θ)ϕn)∣∣|ν|(dθ)

t∫
s
‖γθ−‖Mba(E)
∥∥C(θ)V (t − θ)ϕn∥∥B(E)|ν|(dθ), (4.7)
where |ν|(·) denotes the countably additive bounded positive measure induced by the variation
of the signed measure ν on B. Since the atoms of ν, denoted by a(ν), is countable we may
enumerate them by the sequence a(ν) = {t1, t2, t3, . . .}. We may take t1 > s, to be the first atom
after s. If s itself is an atom, we have
γs(ϕn) = γs−(ϕn)+ γs−
(C(s)ϕn)ν({s}).
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it follows from this that γs+ = γs = 0. Then we take s > 0 such that s + s < t1. Using the
expression (4.7) for t = s + s and recalling that t → γt is w* continuous for s < t < t1, it
follows from this that, for any ε > 0, we can choose s > 0 such that∣∣γs+s(ϕn)∣∣ ‖γs‖∥∥C(s)V (s)ϕn∥∥|ν|((s, s +s])+ ε.
Since γs = 0 and ε > 0 is arbitrary, we have γs+s(ϕn) = 0 for s > 0, sufficiently small, and
for all n ∈ N . Again by density of the set {ϕn}, we conclude that γs+s = 0. Continuing this for
the interval [s, t1) we find that γt = 0 for all t ∈ [s, t1), possessing the left hand limit, γt1− = 0.
At the atom t1, again we have
γt1(ϕn) = γt1−(ϕn)+ γt1−
(C(t1)ϕn)ν({t1}),
and hence γt1+ = γt1 = 0. Continuing this process for all the intervals (tn, tn+1]∩ I , we conclude
that γt = 0 for t ∈ [s, T ] ⊂ I for all s  0. Thus µt = λt , t ∈ I . This implies that the integral
equation (4.5) has a unique solution and hence the evolution operator U∗(t, s), 0 s  t < ∞,
defining the solution of equation (4.1) as given by (4.2), is unique. This concludes the proof. 
4.1. Some comments and open questions
(1) It is not necessary to restrict ν to a (scalar valued) signed measure. In fact the results
presented can be easily extended to vector measure ν with values in another Banach space, say, F .
In that case g is an operator valued map
g :E → L(F,E)
and the vector measure ν is a countably additive bounded vector measure having bounded
total variation on I . This requires that g admits an approximating sequence {gn} such that
gn ∈ L(F,E) satisfying local Lipschitz property.
(2) Note that according to our existence results, the evolution operator U∗(t, s), 0  s 
t < ∞, is piece wise weak star continuous onMba(E), that is, for each s  0, and π ∈Mba(E),
the map t → νt ≡ U∗(t, s)π is piecewise weak star continuous for t  s. In other words it is
discontinuous exactly on the set of atoms of the measure ν.
(3) It would be interesting to extended these results to differential inclusions using the theory
of measurable multi functions and suitable selection theorems.
(4) If in Eq. (4.1), the operator C(t) is replaced by C(t−), we have the simpler model given
by (2.7) instead of (2.4). This preserves causality and avoids double accounting of the atoms of
the measure ν. It is not clear if this is physically admissible.
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