ABSTRACT
INTRODUCTION

AUTONOMIC COMPUTING
The heterogeneous infrastructures such as hardware and software applications, services and networks, directed towards the complex, unmanageable and insecure systems. The system administrator will not be able to manage alone such a complex computing system. Therefore these complex computing systems are managed by autonomic computing. Autonomic computing is the technique of managing the computing environment by computing systems themselves based on the policies decided by the system administrator. Self-management is the core of autonomic computing [1] and represents the process by which computing systems manage themselves. There are four aspects of self-management:
• Self-configuration: The property in which the computing systems will automatically configure itself by sparing the system administrator with respect to high-level policies. Any new components added to the system are incorporated seamlessly. It can dynamically adapt to changing environments. Such changes could include the deployment of new components or the removal of existing ones, or dramatic changes in the system characteristics • Self-optimization: The computing system will continuously try to improve its performance by dynamically changing its parameter at run-time. It can monitor, allocate and tune resources automatically. The tuning of resources means reallocation of resources in response to dynamically changing workloads in order to improve overall utilization. Without self-optimizing functions it is difficult to effectively use the computing resources when an application does not completely use its allocated resources.
• Self-healing: the property of a computing system to detect, diagnose and repair local problems caused either by software of by hardware failures. It can discover, diagnose and react to disruptions. Self-healing components can detect system malfunctions and initiate policy-based corrective action without disrupting the IT environment.
• Self-protecting: the ability of a computing system to secure itself from a malicious attack. The self-protected computing system is capable of predicting possible problems based on logs and reports. It can anticipate, detect, identify and protect against threats from anywhere.
Virtualization
Virtualization [2] is a technique of separating the resources of computer into multiple execution environments. Virtualization techniques create multiple partitions which are isolated with each other called virtual machines. A virtual machine is a software implementation of a physical machine where an isolated operating system is installed within the operating system of a physical machine. The desire to run multiple operating systems was the original motivation for virtual machines. Virtualization is a technology with efficient and better utilization of resources.
Migrating operating system instances across distinct physical hosts is a useful tool for administrators of data centers and clusters. It allows a clean separation between hardware and software, and facilitates fault management, load balancing, and low-level system maintenance. By carrying out the majority of migration while OSes continue to run, we achieve impressive performance with minimal service downtimes. Migration can be conducted offline (where the guest is suspended and then moved) or live (where a guest is moved without suspending).
An offline migration suspends the guest then moves an image of the guest's memory to the destination host. The guest is resumed on the destination host and the memory the guest used on the source host is freed. The time an offline migration depends on the network bandwidth and latency. A guest with 2GB of memory should take several seconds on a 1G bit Ethernet link. A live migration keeps the guest running on the source host and begins moving the memory without stopping the guest. Migration is useful for
• Load balancing -Guests running in source host can be moved to some other host when guest doesn't get sufficient resources at source host.
• Hardware failover -When source machine's hardware fails, for the continued services guests can be safely moved to new host.
• Energy saving -During lower usage of a host system in order to save power guests can be reallocated to other hosts and host systems are powered off.
• Geographic migration -To minimize the latency guests can be moved to another location in serious circumstances.
VIRTUALIZATION AND AUTONOMIC COMPUTING-A LITERATURE
The heterogeneous infrastructure used in IT-sector is difficult to be managed by a system administrator. Similarly in a virtualized environment the difficult task is management of running virtual machines, balancing of load in virtual machines and availability of virtual machines. It is a complex task to manage all the virtual machines by a system administrator. Therefore it is necessary to design a fully autonomic virtual machine-based environment. In this the system needs to be able to manage itself, with no or little interference from the system administrator. Unfortunately, virtual machine-based environments nowadays are manually managed by system administrators using GUI-based management tools that do not provide any automation capabilities. Yet virtualization itself can be used to split a complex system in multiple homogenous virtual machines which can be easily managed and physically moved around the system, thus simplifying the autonomic task.
The lack of such solutions shows that the self-management of virtual machine-based environments is a field of research where there is still a lot of work is to be done. This subsection presents a survey of preliminary academic work related to the self-management of virtualmachine based environment [3] . There are different approaches used to manage resources in virtualized environment-policy based, Control theory based and it can be based on utility functions. This section details the study of these techniques.
Policy-based approach:
This approach is a popular way of managing resources by a computing system in a virtualized environment. Using this approach in [4] , they developed a system called VIOLIN. The VIOLIN is a virtual computational environment deployed on nanoHUB infrastructure, designed and developed using Xen virtual machines. VIOLIN is capable of connecting multiple virtual machines by a virtual network. The autonomic adaptation of virtual environment in VIOLIN is driven by two factors, the availability of resources and the resource needs of each application running inside the VIOLIN. The VIOLIN system supports live migration of virtual machines on unavailability of resources in source physical machine.
Another policy-based approach has been used by Grit et al. [5] . Here, the authors used Shirako, a Java-based toolkit for resource leasing services for what they refer to as an autonomic orchestration. Shirako system leases networked resources on-demand basis. The Shirako system uses Java toolkit for leasing the resources on the basis of SHARP framework. Shirako focuses on orchestrating hosting of Xen VMs as a basis for secure adaptive, on-demand resource sharing in federated cluster. The mapping of application services onto a shared server network is known as orchestration. The resource leasing of Shirako is dynamic and renewable. The leasing and the contract mechanisms are common for all the resources but the space of contract attributes and values is resource specific. The specific attribute sets selected for each contract is a policy choice.
Control theory
This is another approach used for the dynamic allocation of resources in virtual environments. In [6] , To manage infrastructure pool used by multiple application, it is required to have a control system that can dynamically allocate resources to applications in real time. Initially the static allocation technique was used. Due to the varying workload of running virtual machine it is necessary to use the dynamic resource allocation techniques. This paper addresses the overhead of dynamic allocation over static allocation.
In paper [7] a new concept called friendly virtual machine was introduced where VM themselves are adaptable. In this paper [8] they present a grey prediction control model used for dynamic allocation of resources in virtual machines. The dynamic adjustment of resources to an application depends on the local resource demands of a node that hosts the application. There are many techniques to allocate resources dynamically but this paper is based on control theory. Predictive control technique uses the historical data to allocate resources. The grey prediction control is accurate under the environment when the usage of resource in each VM is random.
Utility functions
The paper [9] demonstrates the effectiveness of utility functions for web based transactional workloads running on Linux. An autonomic computing system optimizes the high-level guidance from humans. This high-level guidance is converted to low-level actions to achieve the objective of desired optimizations using utility functions. This utility function is designed by the administrators. The utility functions allow the on-the fly identification of best feasible state. In paper [10] the autonomic computing was used to allocate CPU resources dynamically for VMs by optimizing utility functions. The first utility function used to allocate resource is based on CPU share and priority based models explained in [10] . This paper addressed the technique used to dynamically allocate resources to various virtual machines with respect to varying workloads. It is based on the dynamic CPU priority allocation by allocating CPU shares to virtual machines. The self -organised and self-tuned technique is designed which is based on the combined use of combinatorial search techniques and analytical queuing network models. The global utility function is optimized under varying workload levels. The results are obtained through simulation.
PROPOSED SYSTEM DESIGN
The proposed work is to design and implement an autonomic system to manage virtual environment automatically without the involvement of system administrator. The designed system automatically identifies the failure of running virtual machine. The failure may be because of insufficient resource allocation for running virtual machine and hardware failure. An appropriate destination physical machine with sufficient resource is identified. The source physical machine indicates the failure information to destination machine. The destination physical machine after identifying the failure will configure a new virtual machine and installs the same. The running source virtual machine will start migrating to destination physical machine. Once the complete memory image of source VM is copied to destination, the source VM is stopped and the VM at destination takes over.
There are different phases in designing an autonomic system in a virtualized environment as shown in figure 1 . The source host runs two Self-management aspects the Self-Optimization and the Self-healing. Similarly the destination host has two different Self-management aspects the Self-Configuration and Self-Protection.
1. Initially the source host VMs will be efficiently executing the applications by Selfoptimizing the resources. The resources are optimized by frequently monitoring the available resources, status of the hardware and power consumption. The selfoptimizing system will tune the resources allocated to all the virtual machines. 2. Due to unavailability of resources or higher power consumption or hardware failure, VM in source host may fail to continue. This point of failure is identified by the Selfhealing system and it will initiate the migration by indicating the failure information to destination host. 3. The destination host after receiving failure information will self-configure a new VM but with the same IP address as the source VM and installs. Then the memory image of the source host VM is copied to the destination host VM which is installed and this copy is initiated by Self-healing system. The Self-Protection system is responsible to protect live migration from the above mentioned security attacks. Once the live migration is done successfully the VM installed at the destination resumes. The VM running at the source host is stopped completely.
CONCLUSIONS
The system administrator finds it difficult to manage the entire complex system alone since the system requirements will be changing dynamically. Similarly in a virtualized environment it is difficult to manage the resource requirement of each virtual machine by an administrator. Therefore the resources for these virtual machines are needed to be managed automatically without the intervention of system administrator. This is achieved by applying the techniques of autonomic computing in virtualized environment. This paper proposes a design of an autonomic virtualized environment. Here the resource allocations for all the virtual machines are managed dynamically and automatically. The proposed technique will reduce the load of system administrator and it fastens the entire process. 
