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GEVREY MULTISCALE EXPANSIONS OF SINGULAR
SOLUTIONS OF PDES WITH CUBIC NONLINEARITY
ALBERTO LASTRA, STEPHANE MALEK
Abstract. We study a singularly perturbed PDE with cubic nonlinearity
depending on a complex perturbation parameter . This is a continuation
of the precedent work [22] by the first author. We construct two families of
sectorial meromorphic solutions obtained as a small perturbation in  of two
branches of an algebraic slow curve of the equation in time scale. We show that
the nonsingular part of the solutions of each family shares a common formal
power series in  as Gevrey asymptotic expansion which might be different one
to each other, in general.
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1. Introduction
The main aim of this work is to study a family of singularly perturbed PDEs of
the form
Q(∂z)(P1(t, )u(t, z, ) + P2(t, )u2(t, z, ) + P3(t, )u3(t, z, ))
= f(t, z, ) + P4(t, , ∂t, ∂z)u(t, z, ),
(1.1)
where Q,Pj are polynomials with complex coefficients, for all j = 1, 2, 3, 4, and f is
an analytic function with respect to (t, ) in a vicinity of the origin, and holomorphic
with respect to z on an horizontal strip Hβ = {z ∈ C : |Im(z)| < β} ⊆ C, for some
β > 0.
Here,  is considered as a small complex perturbation parameter. The study of
singularly perturbed ordinary and partial differential equations has been recently
developed by several authors. We can cite [3, 7, 10] as works in which the study
of ODEs in which irregular singular operators appear. In [32], the authors study
singularly perturbed semilinear systems of equations involving fuchsian singularities
in several variables. This study is now being generalized by the authors concerning
both irregular and fuchsian operators [33].
Recently, Carrillo and Mozo-Ferna´ndez [9] studied integrable systems of PDEs
involving irregular singularities in two variables obtained as coupled singularly per-
turbed problems. In [10], the authors study families of linear PDEs in which the
action of the sum of two singularly perturbed operators appear.
This work follows a series of previous advances by the authors in which fixed
point techniques are used to solve such problems, such as [17, 19, 21, 22]. It
provides a natural continuation of the study made by the second author in [22].
In that work, the author considered a quadratic nonlinearity, which corresponds
to our equation in the case of P3 ≡ 0. The main goal was to construct actual
holomorphic solutions and study their asymptotic properties with respect to the
complex perturbation parameter . More precisely, the author has constructed
a family of analytic solutions (yp(t, z, ))0≤p≤ς−1 defined on a product of a finite
sector with vertex at the origin, an horizontal substrip Hβ′ ⊂ Hβ and Ep; where
(Ep)0≤p≤ς−1 is a finite set of bounded sectors which cover a pointed neighborhood
of the origin. We notice that such solutions are singular with respect to  and t at
the origin. Indeed, each solution can be split into the sum of two terms: a singular
part and a bounded analytic function which admits an asymptotic expansion with
respect to  in Ep. This asymptotic expansion turns out to be of Gevrey type. Each
solution has a multiple-scale expansion in the sense of [5], Chapter 11, which has
the form
yp(t, z, ) ∼ β
(
Y0(αt) +
∑
n≥1
Yn(αt)n
)
, (1.2)
for some α > 0, β ∈ Q. Here, Y0 is the unique nonvanishing rational solution of a
second order algebraic equation.
The main aim of the present work is to construct sets of actual solution of (1.1),
and investigate their asymptotic behavior at  = 0, as much like as in the precedent
work [22], in this more general framework.
As in the previous work, we construct families of solutions admitting a multiple-
scale expansion of the form
β
(
U0(αt) +
∑
n≥1
Un(αt)n
)
,
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comparable to those described in (1.2), where α > 0, β ∈ Q satisfy some restrictions
described in the paper, and where U0 now satisfies the algebraic equation
A(T )U(T )2 +B(T )U(T ) + C(T ) = 0,
with A(T ) = P1(T, 0), B(T ) = P2(T, 0) and C(T ) = P3(T, 0). U0 is an algebraic
function admitting two different branches, U01 and U02. This gives rise to two
families of singular solutions.
On the one hand, one family, associated to U01 is given by
u
dp
1 (t, z, ) = 
β(U01(αt) + (αt)γ1v
dp
1 (t, z, )),
is an analytic solution of the problem (1.1) defined in T1 × Hβ′ × Ep, for every
0 ≤ p ≤ ς1− 1. Here, T1 stands for a finite sector with vertex at the origin and Hβ′
is an horizontal strip in the complex plane and (Ep)0≤p≤ς1−1 is a good covering (see
Definition 5.1) of C?.
On the other hand, a second family related to U02 is given by
u
d˜p
2 (t, z, ) = 
β(U02(αt) + (αt)γ2v
d˜p
2 (t, z, )),
is an analytic solution of the problem (1.1) defined in T2 × Hβ′ × E˜p, for every
0 ≤ p ≤ ς2−1, where T2 is a finite sector with vertex at the origin and (E˜p)0≤p≤ς2−1
is a good covering of C?.
The crucial and surprising point is that the nonsingular part of each family
of solutions admits a Gevrey asymptotic expansion with respect to , which are
distinct, in general.
More precisely, for every 0 ≤ p ≤ ς1 − 1, one has that vdp1 (t, z, ) admits the
formal power series vˆ1(t, z, ) as its Gevrey asymptotic expansion of order (∆D +
β − αk0,1)−1δD, with respect to  on Ep, uniformly inT1 ×Hβ′ . Also, one has that
v
d˜p
2 (t, z, ) admits vˆ2(t, z, ) as its Gevrey asymptotic expansion of order (∆D +β−
α(2k0,2 − k0,3))−1δD with respect to  on E˜p, uniformly in T2 ×Hβ′ .
Gevrey orders come from the highest order term of the operator P4 which is
an irregular operator of the shape ∆D tdD∂δDt RD(∂z), and the lowest powers with
respect to t in P1, P2, P3.
This work falls into the recent trend of research on singular solutions of nonlinear
partial differential equations. In the framework of linear PDEs, the case of so-
called Fuchsian or regular singularity in one complex variable is a well understood
subject until the fundamental works of Baouendi and Goulaouic [4], Tahara [25]
and Mandai [23] who extended the classical Frobenius method working for ODEs
in order to provide the structure of all analytic, singular with polynomial growth
and logarithmic solutions near the isolated singularity. In the nonlinear context,
the results are however more partial. Nevertheless, we can quote some deep and
recent results regarding this topic. Namely, we can refer to the work by Kobayashi
[16] (inspired by the seminal contribution by Weiss, Tabor and Carnevale on the
celebrated Painleve´ property for PDEs, [30]) who constructed solutions having the
form of a convergent Puiseux expansions tσ
∑
k≥0 uk(x)t
k/p for some σ ∈ Q, p ≥ 1
integer, for some PDEs with non singular coefficients and polynomial nonlinearity.
The situation of general analytic nonlinearity has been performed later on by Tahara
in [26]. This study has been further extended by Tahara and Yamane in [27] when
resonances appear for which solutions with logarithmic terms can be built up. In the
case with singular coefficients, first order PDEs with Fuchsian singularity known as
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Briot-Bouquet type equations (as defined in the monograph by Ge´rard and Tahara
[13]) have been extensively studied. Namely, the general structure of bounded
singular solutions with polynomial growth and logarithmic terms near the Fuchsian
singularity has been exhibited first under non resonant constraints by Ge´rard and
Tahara [14] and by Yamazawa in the general case, see [31].
Our main result in this paper provides in particular an example of analytic
unbounded singular solutions with polynomial growth in the framework of nonlinear
higher order PDEs with irregular singularity and singular coefficients. Notice that
very few works exist in this direction in the literature.
The article is organized as follows.
In Section 2, we recall the definition and main properties under certain operators
of certain Banach spaces of exponential decay and growth in different variables.
Section 3 is devoted to the review of analytic and formal mk-Borel transformation,
which is a slightly modified version of the classical ones, and which have already
been used in previous works by the authors. We also describe the link between them
via Gevrey asymptotic expansions. We finally consider Fourier inverse transform
acting on functions with exponential decay.
In Section 4, we make successive transformations on the main problem (1.1) to
finally arrive at two auxiliary problems in Section 4.1, studied in detail in Section
4.2 and 4.4. In Sections 4.3 and 4.5, we study the analytic solution of each of
the singularly perturbed problems which have arisen from the main problem under
study. This is made by means of a fixed point argument in the Banach space of
functions described in Section 2.
Section 5 studies the singular analytic solutions of the main problem in two dif-
ferent good coverings (see Theorem 5.3), and provides upper bounds on solutions
with non empty intersection of the corresponding elements in the good covering,
with respect to the perturbation parameter. In Section 6, we recall Ramis-Sibuya
theorem which allows us to conclude with the second main result in the present
work, Theorem 6.3, in which we guarantee the existence of two formal power se-
ries which asymptotically approximate some analytic functions quite related to the
analytic solutions of the main problem. The work concludes with an example in
which the theory developed is applied.
The following sections consist of the proofs of some results which have been left
at the end for a more comprehensive lecture of the work.
2. Banach spaces of exponential growth and decay
The Banach spaces defined in this section are adequate modifications of those
appearing in [18, 19]. They incorporate both, exponential decay with respect to m
variable which is linked to Fourier transform, and exponential growth in τ variable,
which is associated to different levels in which Borel-Laplace summation is held.
This behavior is also connected to the action of the perturbation parameter , as it
can be observed in the following definitions.
We denote D(0, ρ) the open disc centered at 0, with positive radius ρ, and D¯(0, ρ)
stands for its closure. Let Sd be an open unbounded sector with bisecting direction
d ∈ R and vertex at the origin, and let E be an open sector with vertex at the
origin, and finite radius rE > 0.
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Definition 2.1. Let β > 0, µ > 1 be real numbers. We denote E(β,µ) the vector
space of functions h : R→ C satisfying
‖h(m)‖(β,µ) = sup
m∈R
(1 + |m|)µ exp(β|m|)|h(m)| <∞.
The pair (E(β,µ), ‖ · ‖(β,µ)) is a Banach space.
In view of [18, Proposition 5], it is straight to check the following result.
Proposition 2.2. The Banach space (E(β,µ), ‖ · ‖(β,µ)) is a Banach algebra when
endowed with the convolution product
(f ? g)(m) =
∫ ∞
−∞
f(m−m1)g(m1)dm1.
More precisely, there exists C1 > 0, depending on µ, such that
‖(f ? g)(m)‖(β,µ) ≤ C1‖f(m)‖(β,µ)‖g(m)‖(β,µ),
for every f, g ∈ E(β,µ).
Definition 2.3. Let ν, ρ > 0 and β > 0, µ > 1 be real numbers. Let κ ≥ 1
and χ, α ≥ 0 be integers. Let  ∈ E . We denote F d(ν,β,µ,χ,α,κ,) the vector space
of continuous functions (τ,m) 7→ h(τ,m) on (D¯(0, ρ) ∪ Sd)× R, holomorphic with
respect to τ on D(0, ρ) ∪ Sd and such that
‖h(τ,m)‖(ν,β,µ,χ,α,κ,) = sup
τ∈D¯(0,ρ)∪Sd,m∈R
(1 + |m|)µ exp(β|m|)1 + |
τ
χ+α |2κ
| τχ+α |
× exp (− ν| τ
χ+α
|κ)|h(τ,m)| <∞. (2.1)
The pair (F d(ν,β,µ,χ,α,κ,), ‖ · ‖(ν,β,µ,χ,α,κ,)) is a Banach space.
The next results describe inner transformations in the spaces introduced. In this
section, we preserve the notation supplied in Definitions 2.1 and 2.3.
Lemma 2.4. Let γ1 ≥ 0, γ2 ≥ 1 be integer numbers. Let R˜(X) ∈ C[X] such that
R˜(im) 6= 0 for all m ∈ R. Let B˜(m) ∈ E(β,µ)and let aγ1,κ(τ,m) be a continuous
function defined on (D¯(0, ρ)∪Sd)×R, and holomorphic with respect to τ on D(0, ρ)∪
Sd, satisfying
|aγ1,κ(τ,m)| ≤
1
(1 + |τ |κ)γ1 |R˜(im)| , τ ∈ D¯(0, ρ) ∪ Sd, m ∈ R.
Then, the function −χγ2τγ2B˜(m)aγ1,κ(τ,m) ∈ F d(ν,β,µ,χ,α,κ,), and it holds that
‖−χγ2τγ2B˜(m)aγ1,κ(τ,m)‖(ν,β,µ,χ,α,κ,) ≤ C2
‖B˜(m)‖(β,µ)
infm∈R |R˜(im)|
||γ2α,  ∈ E , (2.2)
for some C2 > 0.
Proof. The definition of the norm in the space F d(ν,β,µ,χ,α,κ,) allows us to write
‖−χγ2τγ2B˜(m)aγ1,κ(τ,m)‖(ν,β,µ,χ,α,κ,)
≤ ‖B˜(m)‖(β,µ)
infm∈R |R˜(im)|
||γ2α sup
x≥0
(1 + x2κ)xγ2−1 exp(−νxκ),
which yields to the result. 
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A result similar to the following one can be found in [18, Proposition 2]. However,
more accurate bounds are needed in the sequel, which will be provided by estimates
on Mittag-Leﬄer function as those appearing in [19, Propositions 1 and 5].
Proposition 2.5. Let γ1, γ2, γ3 ∈ R, with γ1 ≥ 0. Let R˜(X), R˜D(X) ∈ C[X] with
deg(R˜) ≤ deg(R˜D) and such that R˜D(im) 6= 0 for all m ∈ R. Let aγ1,κ(τ,m)be a
continuous function defined on (D¯(0, ρ)∪Sd)×R, and holomorphic with respect to
τ on D(0, ρ) ∪ Sd, satisfying
|aγ1,κ(τ,m)| ≤
1
(1 + |τ |κ)γ1 |R˜D(im)|
, τ ∈ D¯(0, ρ) ∪ Sd, m ∈ R.
We also assume that
1
κ
+ γ3 + 1 ≥ 0, γ2 + γ3 + 2 ≥ 0, γ2 > −1. (2.3)
We consider two cases:
(1) If γ3 ≤ −1, then there exists C3 > 0 (depending on ν, κ, γ2, γ3, R˜(X),
R˜D(X)) such that∥∥−γ0aγ1,κ(τ,m)R˜(im)τκ ∫ τκ
0
(τκ − s)γ2sγ3f(s1/κ,m)ds∥∥
(ν,β,µ,χ,α,κ,)
≤ C3||(χ+α)κ(γ2+γ3+2)−γ0‖f(τ,m)‖(ν,β,µ,χ,α,κ,),
(2.4)
for every f(τ,m) ∈ F d(ν,β,µ,χ,α,κ,).
(2) If γ3 > −1 and γ1 ≥ 1 + γ3, then, there exists C ′3 > 0 (depending on
ν, κ, γ1, γ2, γ3, R˜(X), R˜D(X)) such that∥∥−γ0aγ1,κ(τ,m)R˜(im)τκ ∫ τκ
0
(τκ − s)γ2sγ3f(s1/κ,m)ds‖(ν,β,µ,χ,α,κ,)
≤ C ′3||(χ+α)κ(γ2+γ3+2)−γ0−(χ+α)κγ1‖f(τ,m)‖(ν,β,µ,χ,α,κ,),
(2.5)
for every f(τ,m) ∈ F d(ν,β,µ,χ,α,κ,).
Some norm estimates concerning bilinear convolution operators acting on the
Banach space above are needed.
Proposition 2.6. There exists C4 > 0, depending on µ and κ, such that∥∥τκ−1 ∫ τκ
0
∫ ∞
−∞
f((τκ − s′)1/κ,m−m1)g((s′)1/κ,m1)
× 1
(τκ − s′)s′ ds
′ dm1
∥∥
(ν,β,µ,χ,α,κ,)
≤ C4||χ+α ‖f(τ,m)‖(ν,β,µ,χ,α,κ,)‖g(τ,m)‖(ν,β,µ,χ,α,κ,),
(2.6)
for every f(τ), g(τ) ∈ F d(ν,β,µ,χ,α,κ,).
The proof of the above proposition follows the steps indicated for Proposition 2.5.
Corollary 2.7. There exists C4 > 0, depending on µ and κ, such that
‖τk
∫ τk
0
∫ ∞
−∞
f((τk − s)1/k,m−m1)g(s1/k,m1) dm1ds(τk − s)s‖(ν,β,µ,χ,α,κ,)
≤ C4‖f(τ,m)‖(ν,β,µ,χ,α,κ,)‖g(τ,m)‖(ν,β,µ,χ,α,κ,),
(2.7)
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for every f(τ,m), g(τ,m) ∈ F d(ν,β,µ,χ,α,κ,).
3. Review on analytic and formal transformations
This section provides a brief review on the concept of the k-Borel summabil-
ity method of formal power series, under slightly modified transformations, which
provide adequate conditions when applied to the operators appearing in the prob-
lem under study, considered in previous works such as [17] and [18] when studying
Cauchy problems under the presence of a small perturbation parameter, and in
[22]. The classical procedure is described in detail in [Section 3.2][1].
We also define and state some properties associated to Fourier inverse transform
acting on functions with exponential decay.
Definition 3.1. Let k ≥ 1 be an integer. Let (mk(n))n≥1 be the sequence
mk(n) = Γ
(n
k
)
=
∫ ∞
0
t
n
k−1e−tdt, n ≥ 1.
Let (E, ‖ · ‖E) be a complex Banach space. We say a formal power series
Xˆ(T ) =
∞∑
n=1
anT
n ∈ TE[[T ]]
is mk-summable with respect to T in the direction d ∈ [0, 2pi) if the following
assertions hold:
(1) There exists ρ > 0 such that the mk-Borel transform of Xˆ, Bmk(Xˆ), is
absolutely convergent for |τ | < ρ, where
Bmk(Xˆ)(τ) =
∞∑
n=1
an
Γ
(
n
k
)τn ∈ τE[[τ ]].
(2) The series Bmk(Xˆ) can be analytically continued in a sector S = {τ ∈ C? :
|d − arg(τ)| < δ} for some δ > 0. In addition to this, the extension is of
exponential growth at most k in S, meaning that there exist C,K > 0 such
that
‖Bmk(Xˆ)(τ)‖E ≤ CeK|τ |
k
, τ ∈ S.
Under these assumptions, the vector valued Laplace transform of Bmk(Xˆ) along
direction d is defined by
Ldmk
(Bmk(Xˆ))(T ) = k ∫
Lγ
Bmk(Xˆ)(u)e−(u/T )
k du
u
,
where Lγ is the path parametrized by u ∈ [0,∞) 7→ ueiγ , for some appropriate
direction γ depending on T , such that Lγ ⊆ S and cos(k(γ − arg(T ))) ≥ ∆ > 0 for
some ∆ > 0.
The function Ldmk(Bmk(Xˆ)) is well defined and turns out to be a holomorphic
and bounded function in any sector of the form Sd,θ,R1/k = {T ∈ C? : |T | <
R1/k, |d − arg(T )| < θ/2}, for some pik < θ < pik + 2δ and 0 < R < ∆/K. This
function is known as the mk-sum of the formal power series Xˆ(T ) in the direction
d.
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The following are some elementary properties concerning the mk-sums of formal
power series which will be crucial in our procedure.
(1) The function Ldmk(Bmk(Xˆ))(T ) admits Xˆ(T ) as its Gevrey asymptotic ex-
pansion of order 1/k with respect to T in Sd,θ,R1/k . More precisely, for every
pi
k < θ1 < θ, there exist C,M > 0 such that
‖Ldmk(Bmk(Xˆ))(T )−
n−1∑
p=1
apT
p‖E ≤ CMnΓ(1 + n
k
)|T |n,
for every n ≥ 2 and T ∈ Sd,θ1,R1/k . Watson’s lemma (see [2, Proposition 11 p.75])
allows us to affirm that Ldmk(Bmk(Xˆ))(T ) is unique provided that the opening θ1
is larger than pi/k.
(2) Whenever E is a Banach algebra, the set of holomorphic functions having
Gevrey asymptotic expansion of order 1/k on a sector with values in E turns out to
be a differential algebra (see [2, Theorems 18, 19 and 20]). This, and the uniqueness
provided by Watson’s lemma allow us to obtain some properties on mk-summable
formal power series in direction d.
By ? we denote the product in the Banach algebra and the Cauchy product of
formal power series with coefficients in E. Let Xˆ1, Xˆ2 ∈ TE[[T ]] be mk-summable
formal power series in direction d. Let q1 ≥ q2 ≥ 1 be integers. Then Xˆ1 + Xˆ2,
Xˆ1?Xˆ2 and T q1∂
q2
T Xˆ1, which are elements of TE[[T ]], are mk-summable in direction
d. Moreover, one has
Ldmk(Bmk(Xˆ1))(T ) + Ldmk(Bmk(Xˆ2))(T ) = Ldmk(Bmk(Xˆ1 + Xˆ2))(T ),
Ldmk(Bmk(Xˆ1))(T ) ? Ldmk(Bmk(Xˆ2))(T ) = Ldmk(Bmk(Xˆ1 ? Xˆ2))(T ),
T q1∂q2T Ldmk(Bmk(Xˆ1))(T ) = Ldmk(Bmk(T q1∂q2T Xˆ1))(T ),
for every T ∈ Sd,θ1,R1/k .
The next proposition is written without proof, which can be found in [18, Propo-
sition 6].
Proposition 3.2. Let fˆ(t) =
∑
n≥1 fnt
n and gˆ(t) =
∑
n≥1 gnt
n that belong to
E[[t]], where (E, ‖ · ‖E) is a Banach algebra. Let k,m ≥ 1 be integers. The following
formal identities hold.
Bmk(tk+1∂tfˆ(t))(τ) = kτkBmk(fˆ(t))(τ),
Bmk(tmfˆ(t))(τ) =
τk
Γ(mk )
∫ τk
0
(τk − s)mk −1Bmk(fˆ(t))(s1/k)
ds
s
,
Bmk(fˆ(t) ? gˆ(t))(τ) = τk
∫ τk
0
Bmk(fˆ(t))((τk − s)1/k) ? Bmk(gˆ(t))(s1/k)
1
(τk − s)sds.
The proof of the next result can be found in [18, Proposition 7 ], and concerns
the properties of the inverse Fourier transform acting on continuous functions with
exponential decay on R.
Proposition 3.3. (1) Let f : R → R be a continuous function with a constant
C > 0 such that |f(m)| ≤ C exp(−β|m|) for all m ∈ R, for some β > 0. The
inverse Fourier transform of f is defined by the integral representation
F−1(f)(x) = 1
(2pi)1/2
∫ +∞
−∞
f(m) exp(ixm) dm
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for all x ∈ R. It turns out that the function F−1(f) extends to an analytic function
on the horizontal strip
Hβ = {z ∈ C/|Im(z)| < β}. (3.1)
Let φ(m) = imf(m). Then, we have
∂zF−1(f)(z) = F−1(φ)(z), z ∈ Hβ .
(2) Let f, g ∈ E(β,µ) and let ψ(m) = 1(2pi)1/2 f ? g(m), the convolution product of
f and g, for all m ∈ R. From Proposition 2.2, we know that ψ ∈ E(β,µ). Moreover,
one has
F−1(f)(z)F−1(g)(z) = F−1(ψ)(z), z ∈ Hβ .
We adopt some additional notation which makes the technical reading more easy
to handle. Let k ∈ N. For every f(τ,m) ∈ E(β,µ)[[τ ]], and all g(τ) ∈ C[[τ ]], we
write
g(τ) ?k f(τ,m) := τk
∫ τk
0
g((τk − s)1/k)f(s1/k,m) ds
(τk − s)s .
For every f(τ), g(τ) ∈ C[[τ ]], we write
g(τ) ?k f(τ) := τk
∫ τk
0
g((τk − s)1/k)f(s1/k) ds
(τk − s)s .
Finally, for every f(τ,m), g(τ,m) ∈ E(β,µ)[[τ ]], we write
g(τ,m) ?Ek f(τ,m) := τ
k
∫ τk
0
∫ ∞
−∞
g((τk − s)1/k,m−m1)f(s1/k,m1) dm1ds(τk − s)s .
4. Main and related auxiliary problems
Let M1,M2,M3 ≥ 0, D ≥ 2 be integer numbers. For every λ = 1, 2, 3 and all
` ∈ {0, 1, . . . ,Mλ} we take non negative integers k`,λ,m`,λ and complex numbers
a`,λ, with a0,λ 6= 0. We assume that k`,λ < k`+1,λ for every 0 ≤ ` ≤ Mλ − 1. Let
∆`, d`, δ` be non negative integers for ` ∈ {1, . . . , D} such that 1 ≤ δ` < δ`+1 for
` ∈ {1, . . . , D − 1}, and assume that κ1, κ2 are fixed positive integers which are
determined in the sequel.
We also assume the two following conditions hold:
k`,2 + k0,2 > k0,3 + k0,1 > 2k0,2, ` ≥ 1, (4.1)
k0,1 ≤ d` − δ`, 1 ≤ ` ≤ D. (4.2)
More precisely, we assume that
k0,1 = d` − δ` − δ`κ1 − d`,0, 1 ≤ ` ≤ D, (4.3)
where d`,0 ≥ 1 for 1 ≤ ` ≤ D − 1 and dD,0 = 0.
Observe that, under (4.1) and (4.2), we have 2k0,2 − k0,3 < d` − δ` for all
1 ≤ ` ≤ D. We also consider elements satisfying
2k0,2 − k0,3 = d` − δ` − δ`κ2 − d˜`,0, 1 ≤ ` ≤ D, (4.4)
where d˜`,0 ≥ 1 for 1 ≤ ` ≤ D − 1 and d˜D,0 = 0.
Observe that, in view of conditions (4.3) and (4.4), we obtain
δD > 0, d`,0 − d˜`,0 < δ`(κ2 − κ1), κ2 > κ1,
for every 1 ≤ ` ≤ D − 1.
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Let Q(X), R`(X) ∈ C[X] for every 1 ≤ ` ≤ D which there exists a common
positive integer υ such that
Q(X) = XυQ˜(X), R`(X) = XυR˜`(X), (4.5)
and such that
deg(Q˜) = deg(R˜D) ≥ deg(R˜`), Q˜(im) 6= 0, R˜D(im) 6= 0 (4.6)
for all m ∈ R, all 1 ≤ ` ≤ D − 1. We consider the main problem under study:
Q(∂z)
(
p1(t, )u(t, z, ) + p2(t, )u2(t, z, ) + p3(t, )u3(t, z, )
)
=
Q∑
j=0
bj(z)nj tbj +
D∑
`=1
∆`td`∂δ`t R`(∂z)u(t, z, ),
(4.7)
where pλ(t, ) ∈ C[t, ], for λ = 1, 2, 3. More precisely, for every λ = 1, 2, 3, we write
pλ(t, ) =
Mλ∑
`=0
a`,λ
m`,λtk`,λ ,
for some non negative integers Mλ,m`,λ, k`,λ and some a`,λ ∈ C. We assume that
a0,λ 6= 0.
The coefficients bj are constructed as follows. For every 0 ≤ j ≤ Q, we consider
functions m 7→ B˜j(m) in the space E(β,µ) for some µ > 1 and β > 0. We write
Bj(m) = (im)υB˜j(m), where υ is determined in (4.5), and put
bj(z) = F−1(m 7→ Bj(m))(z). (4.8)
Observe that the construction of bj and the properties of inverse Fourier transform
described in Proposition 3.3, one has bj(z) = ∂υz b˜j(z), where
b˜j(z) = F−1(m 7→ B˜j(m))(z).
We search for the solutions of (4.7) of the form
u(t, z, ) = βU(αt, z, ) (4.9)
for some α, β ∈ Q with α > 0. We write the initial problem (4.7) in terms of
U(T, z, ) to get
Q(∂z)
(( M1∑
`=0
a`,1
m`,1+β−αk`,1T k`,1
)
U(T, z, )
+
( M2∑
`=0
a`,2
m`,2+2β−αk`,2T k`,2
)
U2(T, z, )
+
( M3∑
`=0
a`,3
m`,3+3β−αk`,3T k`,3
)
U3(T, z, )
)
=
Q∑
j=0
bj(z)nj−αbjT bj +
D∑
`=1
∆`+α(δ`−d`)+βT d`R`(∂z)∂δ`T U(T, z, ).
(4.10)
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4.1. Construction of two solutions. In this subsection, we determine two dis-
tinct solutions of (4.10), U01 and U02, from which two different families of solutions
are provided. We assume α, β in (4.9) can be chosen so that
∆` + α(δ` − d`) + β > 0, nj − αbj > 0, (4.11)
for every 1 ≤ ` ≤ D and 0 ≤ j ≤ Q. Moreover, we assume that for every λ = 1, 2, 3
there exists 0 ≤ sλ ≤Mλ − 1 such that
m`,λ + λβ − αk`,λ
{
= 0 if 0 ≤ ` ≤ sλ
> 0 if sλ + 1 ≤ ` ≤Mλ.
(4.12)
The motivation for this last assumption is related to the nature of the roots of
the polynomial pλ(t, ). In order to illustrate this, let us consider Mλ = 1 and
1 ≤ k0,λ < k1,λ. Then, pλ admits t = 0 as a root of order k0,λ when considered as
a polynomial in t variable. The modulus of the other nonzero k1,λ − k0,λ roots of
pλ equals
(|a0,λ|/|a1,λ|)1/(k1,λ−k0,λ)||
m0,λ−m1,λ
k1,λ−k0,λ .
Assumption (4.12) entails that the only root of pλ with respect to t which remains
bounded for all  closed to zero is t = 0.
We assume a solution of (4.10), U(T, z, ), can be written as a power series with
respect to  in the form
U(T, z, ) = U0(T ) +
∑
n≥1
Un(T, z)n, (4.13)
where U0(T ) 6= 0 is chosen among the nonzero solutions of( s1∑
`=0
a`,1T
k`,1
)
U0(T ) +
( s2∑
`=0
a`,2T
k`,2
)
(U0(T ))2
+
( s3∑
`=0
a`,3T
k`,3
)
(U0(T ))3 = 0.
(4.14)
Such a function is known as a slow curve following the terminology in [6].
Under hypotheses (4.6) and (4.8), we observe that by factoring out the operator
∂υz from (4.10), the function U(T, z, ) solves the related PDE
Q˜(∂z)
(( M1∑
`=0
a`,1
m`,1+β−αk`,1T k`,1
)
U(T, z, )
+
( M2∑
`=0
a`,2
m`,2+2β−αk`,2T k`,2
)
U2(T, z, )
+
( M3∑
`=0
a`,3
m`,3+3β−αk`,3T k`,3
)
U3(T, z, )
)
=
Q∑
j=0
b˜j(z)nj−αbjT bj + F (T, z, )
+
D∑
`=1
∆`+α(δ`−d`)+βT d`R˜`(∂z)∂δ`T U(T, z, ).
(4.15)
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where the forcing term F (T, z, ) is a polynomial in z of degree less than υ − 1.
By assumptions (4.11), (4.12) and using that Q˜(0) 6= 0, by taking  = 0 into
equation (4.15) we see that the constraint (4.14) is equivalent to F (T, z, 0) ≡ 0.
The precise shape of the term F (T, z, ) will be given in Section 5, see (10.11) and
(10.23).
The nonzero solutions U0(T ) of (4.13) satisfy the equation
A(T )(U0(T ))2 +B(T )U0(T ) + C(T ) = 0, (4.16)
where
A(T ) =
s3∑
`=0
a`,3T
k`,3 , B(T ) =
s2∑
`=0
a`,2T
k`,2 , C(T ) =
s1∑
`=0
a`,1T
k`,1 .
Let ∆(T ) = B2 − 4AC. Equation (4.16) has two nonzero solutions, namely
U01(T ) =
−B +√∆
2A
, U02(T ) =
−B −√∆
2A
. (4.17)
We have
A(T ) = a03T k0,3(1 + A˜(T )), A˜ ∈ C[T ], A˜(0) = 0,
B(T ) = a02T k0,2(1 + B˜(T )), B˜ ∈ C[T ], B˜(0) = 0,
C(T ) = a01T k0,1(1 + C˜(T )), C˜ ∈ C[T ], C˜(0) = 0,
which yields
∆ = a202T
2k0,2(1 + B˜(T ))2 − 4a0,3a0,1T k0,3+k0,1(1 + A˜(T ))(1 + C˜(T )).
Regarding (4.1), we can write
∆ = a202T
2k0,2
(
(1 + B˜(T ))2 − 4a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2(1 + A˜(T ))(1 + C˜(T ))
)
.
Again, by (4.1), we guarantee the existence of B˜2(T ) ∈ C[T ] with B˜2(0) = 0 such
that
B˜(T ) = T k0,3+k0,1−2k0,2B˜2(T ).
This yields
√
∆ = a02T k0,2
(
1 + 2T k0,3+k0,1−2k0,2B˜2(T ) + (B˜2(T ))2T 2(k0,3+k0,1−2k0,2)
− 4a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2(1 + A˜(T ))(1 + C˜(T ))
)1/2
= a02T k0,2
(
1− 4a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2(1 +D(T ))
)1/2
= a02T k0,2
(
1− 2a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2 + T k0,3+k0,1−2k0,2E(T )
)
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with D(T ), E(T ) ∈ C{T} with D(0) = E(0) = 0. Taking this into account, we
obtain the two solutions of (4.16) have the form of (4.17), and are given by
U01(T )
=
(
− a0,2T k0,2(1 + B˜(T )) + a0,2T k0,2
(
1− 2a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2
+ T k0,3+k0,1−2k0,2E(T )
))
/
(
2a0,3T k0,3(1 + A˜(T ))
)
=
−a0,2T k0,1−k0,2B˜2(T )− 2a0,3a0,1a0,2 T k0,1−k0,2 + T k0,1−k0,2E(T )
2a0,3(1 + A˜(T ))
= −a0,1
a0,2
T k0,1−k0,2(1 + J1(T )),
(4.18)
with J1(T ) ∈ C{T} and J1(0) = 0, and
U02(T )
=
(
− a0,2T k0,2(1 + B˜(T ))− a0,2T k0,2
(
1− 2a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2
+ T k0,3+k0,1−2k0,2E(T )
))
/
(
2a0,3T k0,3(1 + A˜(T ))
)
=
−a0,2T k0,2(2 + E2(T ))
2a0,3T k0,3(1 + A˜(T ))
= −a0,2
a0,3
T k0,2−k0,3(1 + J2(T )),
(4.19)
with E2(T ) ∈ C{T}, E2(0) = 0, and J2(T ) ∈ C{T} with J2(0) = 0.
The behavior of U01(T ) and U02(T ) near the origin motivates the choice as
candidates for solutions of (4.10) described in the two following subsections.
4.2. First perturbed auxiliary problem. The form of U01(T ) in (4.18) moti-
vates a first concrete form of a solution of (4.10):
U1(T, z, ) = −a0,1
a0,2
T k0,1−k0,2(1 + J1(T )) + T γ1V1(T, z, ), (4.20)
for some γ1 ∈ Q. We assume this choice is made accordingly to the following
conditions:
γ1 ≥ k0,1 − k0,2, (4.21)
γ1 ≤ bj − k0,1, j = 0, . . . , Q. (4.22)
Observe that, in view of (4.1), we derive
γ1 ≥ k0,2 − k0,3, and 2γ1 ≥ k0,1 − k0,3. (4.23)
To search for such a solution, we plug the previous expression into (4.10). In
view of Assumption (4.5), only those terms depending on z appear on the resulting
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equation when Q(∂z) or R`(∂z) are applied. This yields
Q(∂z)
[( s1∑
`=0
a`,1T
k`,1 +
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1
)
T γ1V1(T, z, )
+
( s2∑
`=0
a`,2T
k`,2 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2
)
×
(
T 2γ1V 21 (T, z, )−
2a0,1
a0,2
T k0,1−k0,2+γ1(1 + J1(T ))V1(T, z, )
)
+
( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)
×
{
3
(a01
a02
T k0,1−k0,2(1 + J1(T ))
)2
T γ1V1(T, z, )
− 3
(a01
a02
T k0,1−k0,2(1 + J1(T ))
)
T 2γ1V 21 (T, z, ) + T
3γ1V 31 (T, z, )
}]
=
Q∑
j=0
bj(z)nj−αbjT bj +
D∑
`=1
∆`+α(δ`−d`)+βT d`R`(∂z)
×
( ∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ1 − d)T γ1−q1∂q2T V1(T, z, )
)
,
(4.24)
where we have used the convention
∏−1
d=0(γ1 − d) = 1.
In view of conditions (4.1), (4.21), (4.22) and the monotony of the sequence
(k`,λ)`≥0 for all λ = 1, 2, 3 one can divide equation (4.24) by T k0,1+γ1 and pre-
serve the analiticity near the origin with respect to T in the terms involved in the
equation. In addition to that, the coefficient of Q(∂z)V1(T, z, ) turns out to be
invertible at T = 0 since a0,1 6= 0. The resulting problem, whose terms have been
arranged by increasing powers of V1(T, z, ), reads as follows:
Q(∂z)V1(T, z, )
[
− a0,1 +
s1∑
`=1
a`,1T
k`,1−k0,1 +
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1−k0,1
+
( s2∑
`=1
a`,2T
k`,2−k0,2 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2−k0,2
)(
− 2a0,1
a0,2
(1 + J1(T ))
)
+
( s3∑
`=0
a`,3T
k`,3−k0,1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3−k0,1
)
× 3
(a01
a02
T k0,1−k0,2(1 + J1(T ))
)2]
+Q(∂z)V 21 (T, z, )
[( s2∑
`=0
a`,2T
k`,2 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2
)
T γ1−k0,1
+
( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)
(4.25)
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×
(−3a01
a02
T k0,1−k0,2(1 + J1(T ))
)
T γ1−k0,1
]
+Q(∂z)V 31 (T, z, )
[( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)
T 2γ1−k0,1
]
=
Q∑
j=0
bj(z)nj−αbjT bj−k0,1−γ1 +
D∑
`=1
∆`+α(δ`−d`)+β
×
( ∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ1 − d)T d`−q1−k0,1R`(∂z)∂q2T V1(T, z, )
)
. (4.26)
At this point, we specify the form of U1(T, z, ) in (4.20), with
V1(T, z, ) := V1(χ1T, z, ), with χ1 :=
∆D + α(δD − dD) + β
dD − k0,1 − δD . (4.27)
Then (4.26) becomes
Q(∂z)V1(T, z, )
[
− a0,1 +
s1∑
`=1
a`,1
−χ1(k`,1−k0,1)Tk`,1−k0,1
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ1(k`,1−k0,1)Tk`,1−k0,1
+
( s2∑
`=1
a`,2
−χ1(k`,2−k0,2)Tk`,2−k0,2
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)Tk`,2−k0,2
)(−2a0,1
a0,2
)
+
( s2∑
`=0
a`,2
−χ1(k`,2−k0,2)Tk`,2−k0,2
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)Tk`,2−k0,2
)(−2a0,1
a0,2
J1(−χ1T)
)
+
( s3∑
`=0
a`,3
−χ1(k`,3−k0,1)Tk`,3−k0,1
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1(k`,3−k0,1)Tk`,3−k0,1
)
× 3
(a01
a02
−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(−χ1T))
)2]
+Q(∂z)V21(T, z, )
[( s2∑
`=0
a`,2
−χ1k`,2Tk`,2
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1k`,2Tk`,2
)
−χ1(γ1−k0,1)Tγ1−k0,1
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+
( s3∑
`=0
a`,3
−χ1k`,3Tk`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1k`,3Tk`,3
)
×
(−3a01
a02
−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(−χ1T))
)
−χ1(γ1−k0,1)Tγ1−k0,1
]
+Q(∂z)V31(T, z, )
[( s3∑
`=0
a`,3
−χ1k`,3Tk`,3
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1k`,3Tk`,3
)
−χ1(2γ1−k0,1)T2γ1−k0,1
]
=
Q∑
j=0
bj(z)nj−αbj−χ1(bj−k0,1−γ1)Tbj−k0,1−γ1 +
D−1∑
`=1
∆`+α(δ`−d`)+β
×
( ∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ1 − d)−χ1(d`−q1−k0,1−q2)Td`−q1−k0,1nonumber (4.28)
×R`(∂z)∂q2T V1(T, z, )
)
+
( ∑
q1+q2=δD
δD!
q1!q2!
q1−1∏
d=0
(γ1 − d)TdD−q1−k0,1RD(∂z)∂q2T V1(T, z, )
)
. (4.29)
Observe that the choice in (4.27) makes the term with index ` = D on the right-
hand side of (4.29) do not depend on . We have split this term for the sake of
clarity of the subsequent argument, and the prominent role played on it.
Let 1 ≤ ` ≤ D. It is worth pointing out that for every nonnegative integers q1, q2
such that q1 + q2 = δ`, and in view of (4.3), it holds that
d` − k0,1 − q1 = (κ1 + 1)q2 + d`,q1,q2 , (4.30)
with d`,q1,q2 ≥ 1 for 1 ≤ ` ≤ D − 1 or ` = D and q2 < δD; and dD,0,δD = 0.
Regarding (4.3) and (4.30), one can apply [28, Formula (8.7) p. 3630] which
yields
TdD−k0,1∂δDT V1(T, z, )
=
(
(Tκ1+1∂T)δD +
∑
1≤p≤δD−1
AδD,pTκ1(δD−p)(Tκ1+1∂T)p
)
V1(T, z, ),
Td`−k0,1−(δ`−1)∂TV1(T, z, ) = Td`,δ`−1,1(Tκ1+1∂T)V1(T, z, ),
Td`−k0,1−q1∂q2T V1(T, z, )
= Td`,q1,q2
(
(Tκ1+1∂T)q2 +
∑
1≤p≤q2−1
Aq2,pTκ1(q2−p)(Tκ1+1∂T)p
)
× V1(T, z, ),
(4.31)
for every 1 ≤ ` ≤ D− 1, and all integers q1 ≥ 0 and q2 ≥ 2 with q1 + q2 = δ`. Here,
AδD,p for 1 ≤ p ≤ δD − 1 and Aq2,p for 1 ≤ p ≤ q2 − 1 stand for real constants.
The previous identities allow us to obtain positive results in the Borel plane
because of the properties held by Borel transform with respect to the terms involved
in those identities. For that purpose, we assume that V1(T, z, ) has a formal power
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expansion of the form
V1(T, z, ) =
∑
n≥1
Vn,1(z, )Tn, (4.32)
where its coefficients are defined as the inverse Fourier transform of certain appro-
priate functions in E(β,µ), depending holomorphically on  on some punctured disc
D(0, 0) \ {0}, for some 0 > 0.
Vn,1(z, ) = F−1(m 7→ ωn,1(m, ))(z).
Our main aim is to search for such coefficients, and follow a fixed point argument
in appropriate Banach spaces. We consider the formal mκ1-Borel transform with
respect to T and the Fourier transform with respect to z of V1(T, z, ), and we
denote it by
ω1(τ,m, ) =
∑
n≥1
ωn,1(m, )
Γ
(
n
κ1
) τn.
By plugging w1(τ,m, ) into (4.29) and taking into account (4.31) and the hy-
potheses made on the differential operators in (4.5), we arrive at the following
auxiliary problem
L1,κ1(ω1(τ,m, )) + L2,κ1(ω1(τ,m, )) + L3,κ1(ω1(τ,m, ))
= R1,κ1(ω1(τ,m, )),
(4.33)
with ω1(0,m, ) ≡ 0. We have taken into account the properties and the notation
described in Section 3, for a more compact writing. We write Bκ1J1(τ, ) for the
mκ1 -Borel transform of J1(−χ1T) with respect to T. The operators in (4.33) are
given by
L1,κ1(ω1)
= Q˜(im)
[
− a0,1ω1 +
s1∑
`=1
a`,1
−χ1(k`,1−k0,1) τ
k`,1−k0,1
Γ(k`,1−k0,1κ1 )
?κ1 ω1
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ1(k`,1−k0,1) τ
k`,1−k0,1
Γ(k`,1−k0,1κ1 )
?κ1 ω1
+
s2∑
`=1
−2a`,2a0,1
a0,2
−χ1(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 ω1
+
M2∑
`=s2+1
−2a`,2a0,1
a0,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 ω1
+
s2∑
`=0
−2a`,2a0,1
a0,2
−χ1(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1
l +
M2∑
`=s2+1
−2a`,2a0,1
a0,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1
+
s3∑
`=0
3a20,1a`,3
a20,2
−χ1(k`,3+k0,1−2k0,2)
τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 ω1
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+
s3∑
`=0
3a20,1a`,3
a20,2
−χ1(k`,3+k0,1−2k0,2)
τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 2Bκ1J1(τ, ) ?κ1 ω1
+
s3∑
`=0
3a20,1a`,3
a20,2
−χ1(k`,3+k0,1−2k0,2)
τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 Bκ1J1(τ, )
?κ1 Bκ1J1(τ, ) ?κ1 ω1
+
M3∑
`=s3+1
3a20,1a`,3
a20,2
m`,3+3β−αk`,3−χ1(k`,3+k0,1−2k0,2)
τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 ω1
+
M3∑
`=s3+1
3a20,1a`,3
a20,2
m`,3+3β−αk`,3−χ1(k`,3+k0,1−2k0,2)
τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 2Bκ1J1(τ, ) ?κ1 ω1
+
M3∑
`=s3+1
3a20,1a`,3
a20,2
m`,3+3β−αk`,3−χ1(k`,3+k0,1−2k0,2)
τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 Bκ1J1(τ, ) ?κ1 ω1
]
,
L2,κ1(ω1)
= Q˜(im)
[ s2∑
`=0
a`,2
−χ1(k`,2+γ1−k0,1) τ
k`,2+γ1−k0,1
Γ(k`,2+γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2+γ1−k0,1) τ
k`,2+γ1−k0,1
Γ(k`,2+γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1
+
s3∑
`=0
−3a`,3a01
a02
−χ1(k`,3+γ1−k0,2)
τk`,3+γ1−k0,2
Γ(k`,3+γ1−k0,2κ1 )
?κ1 ω1 ?
E
κ1 ω1
+
M3∑
`=s3+1
−3a`,3a01
a02
m`,3+3β−αk`,3−χ1(k`,3+γ1−k0,2)
τk`,3+γ1−k0,2
Γ(k`,3+γ1−k0,2κ1 )
?κ1 ω1 ?
E
κ1 ω1
+
s3∑
`=0
−3a`,3a01
a02
−χ1(k`,3+γ1−k0,2)
τk`,3+γ1−k0,2
Γ(k`,3+γ1−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1 ?Eκ1 ω1
+
M3∑
`=s3+1
−3a`,3a01
a02
m`,3+3β−αk`,3−χ1(k`,3+γ1−k0,2)
× τ
k`,3+γ1−k0,2
Γ(k`,3+γ1−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1 ?Eκ1 ω1
]
,
L3,κ1(ω1)
= Q˜(im)
[ s3∑
`=0
a`,3
−χ1(k`,3+2γ1−k0,1) τ
k`,3+2γ1−k0,1
Γ(k`,3+2γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1 ?
E
κ1 ω1
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+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1(k`,3+2γ1−k0,1) τ
k`,3+2γ1−k0,1
Γ(k`,3+2γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1 ?
E
κ1 ω1
]
.
For the right-hand side of the equation, we make use of (4.31) and the properties
of mκ1 -Borel transformation. We have
R1,κ1(ω1)
=
Q∑
j=0
B˜j(im)nj−αbj−χ1(bj−k0,1−γ1)
τ bj−k0,1−γ1
Γ( bj−k0,1−γ1κ1 )
+
D−1∑
`=1
∆`+α(δ`−d`)+β
∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ1 − d)−χ1(d`−q1−k0,1−q2)R˜`(im)
×
( τd`,q1,q2
Γ(d`,q1,q2κ1 )
?κ1
(
(κ1τκ1)q2ω1
)
+
∑
1≤p≤q2−1
Aq2,p
τd`,q1,q2+κ1(q2−p)
Γ(d`,q1,q2+κ1(q2−p)κ1 )
?κ1
(
(κ1τκ1)pω1
))
+
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ1 − d)R˜D(im)
×
( τdD,q1,q2
Γ(dD,q1,q2κ1 )
?κ1
(
(κ1τκ1)q2ω1
)
+
∑
1≤p≤q2−1
Aq2,p
τdD,q1,q2+κ1(q2−p)
Γ(dD,q1,q2+κ1(q2−p)κ1 )
?κ1
(
(κ1τκ1)pω1
))
+ R˜D(im)
(
(κ1τκ1)δDω1 +
∑
1≤p≤δD−1
AδD,p
τκ1(δD−p)
Γ(κ1(δD−p)κ1 )
?κ1
(
(κ1τκ1)pω1
))
.
4.3. Analytic solution of the first perturbed auxiliary problem. The main
purpose of this section is to state the existence of a unique solution of (4.33) within
an appropriate Banach space of functions. The geometry of the problem is anal-
ogous to that stated in [18] which demands some restrictions on the domains and
the functions involved in the problem. More precisely, we assume there exists an
unbounded sector
SQ˜,R˜D = {z ∈ C? : |z| ≥ rQ˜,R˜D , | arg(z)− dQ˜,R˜D | ≤ νQ˜,R˜D},
for some bisecting direction dQ˜,R˜D ∈ R, opening νQ˜,R˜D > 0, and rQ˜,R˜D > 0 such
that
Q˜(im)
R˜D(im)
∈ SQ˜,R˜D , m ∈ R. (4.34)
For each m ∈ R, the roots of the polynomial P˜m = −Q˜(im)a0,1− R˜D(im)κδD1 τ δDκ1
are given by
q`(m) =
( |a0,1Q˜(im)|
|R˜D(im)|κδD1
) 1
δDκ1 exp
(√−1(arg(−a0,1Q˜(im)
R˜D(im)κδD1
))
1
δDκ1
+
2pi`
δDκ1
)
, (4.35)
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for 0 ≤ ` ≤ δDκ1 − 1. Let Sd be an unbounded sector of bisecting direction d ∈ R
and vertex at the origin, and ρ > 0 such that the three next conditions are satisfied:
(1) There exists M1 > 0 such that
|τ − q`(m)| ≥M1(1 + |τ |), (4.36)
for every 0 ≤ ` ≤ δDκ1, m ∈ R and τ ∈ Sd ∪ D¯(0, ρ). This is possible due to (4.34),
for some adequate choice of rQ˜,R˜D and ρ >. By choosing small enough νQ˜,R˜D > 0
the set
{q`(m)
τ
: τ ∈ Sd,m ∈ R, 0 ≤ ` ≤ δDκ1 − 1}
is such that it has positive distance to 1.
(2) There exists M2 > 0 such that
|τ − q`0(m)| ≥M2|q`0 |, (4.37)
for some 0 ≤ `0 ≤ δDκ1 − 1, all m ∈ R and all τ ∈ Sd ∪ D¯(0, ρ). This fact is
immediate in view of (1).
By construction of the roots (4.35), and by (4.36) and (4.37), we obtain a con-
stant CP˜ > 0 such that
|P˜m(τ)| ≥M δDκ1−11 M2|R˜D(im)κδD1 |(
|a0,1Q˜(im)|
|R˜D(im)|κδD1
)
1
δDκ1 (1 + |τ |)δDκ1−1
≥MδDκ1−11 M2
κδD1 |a0,1|
1
δDκ1
(κδD1 )
1
δDκ1
(rQ˜,R˜D )
1
δDκ1 |R˜D(im)|
× (min
x≥0
(1 + x)δDκ1−1
(1 + xκ1)δD−
1
κ1
)(1 + |τ |κ1)δD− 1κ1
= CP˜ (rQ˜,R˜D )
1
δDκ1 |R˜D(im)|(1 + |τ |κ1)δD−
1
κ1
(4.38)
for all τ ∈ Sd ∪ D¯(0, ρ), all m ∈ R.
The next proposition provides sufficient conditions so that the main convolution
equation (4.33) admits solutions ωdκ1(τ,m, ) in the Banach space F
d
(ν,β,µ,χ1,α,κ1,)
,
described in Section 2.
Lemma 4.1. One has
Bκ1J1(τ, ) ?κ1 Bκ1J1(τ, ) = Bκ1 J˜1(τ, ),
where Bκ1 J˜1(τ, ) stands for the mκ1-Borel transform of the formal power series
Jˆ(T) = J1(T) · J1(T), evaluated at −χ1T, i.e.
Bκ1J1(τ, ) ?κ1 Bκ1J1(τ, ) =
∑
j≥1
−χ1j
( ∑
j1+j2=j
Jj1Jj2
) τ j
Γ( jκ1 )
, (4.39)
with (Jj)j≥0 stands for the sequence of coefficients of the series J1. We denote
J˜j :=
∑
j1+j2=j
Jj1Jj2 , j ≥ 1.
Proof. From the definition of ?κ1 , and usual properties of Gamma function, we
obtain
Bκ1J1(τ, ) ?κ1 Bκ1J1(τ, )
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= τκ1
∫ τκ1
0
(∑
j≥1
Jj
−χ1j (τ
κ1 − s)j
Γ( jκ1 )
)(∑
j≥1
Jj
−χ1j (τ
κ1 − s)j
Γ( jκ1 )
) 1
(τκ1 − s)sds
= τκ1
∫ τκ1
0
∑
j≥1
−χ1j
∑
j1+j2=j
Jj1Jj2
Γ( j1κ1 )Γ(
j2
κ1
)
∫ τκ1
0
(τκ1 − s)
j1
κ1
−1s
j2
κ1
−1ds
= τκ1
∫ τκ1
0
∑
j≥1
−χ1j
∑
j1+j2=j
Jj1Jj2
Γ( j1κ1 )Γ(
j2
κ1
)
∫ 1
0
(τκ1 − τκ1t)
j1
κ1
−1(τκ1t)
j2
κ1
−1τκ1dt
= τκ1
∑
j≥1
−χ1j
∑
j1+j2=j
Jj1Jj2
Γ( j1κ1 )Γ(
j2
κ1
)
τ j−κ1
Γ( j1κ1 )Γ(
j2
κ1
)
Γ( jκ1 )
,
which coincides with (4.39). 
Lemma 4.2. Under assumption (4.21), one has
(χ1 + α)(k`,3 + γ1 − k0,2 − κ1δD + 1)− χ1(k`,3 + γ1 − k0,2)
≤ (χ1 + α)(k`,3 + 2γ1 − k0,1 − κ1δD + 1)− χ1(k`,3 + 2γ1 − k0,1) (4.40)
for every 0 ≤ ` ≤M3.
The proof of the next result is left to Section 8.
Lemma 4.3. Let the following conditions hold:
δD ≥ 2
κ1
, γ1 ≥ k0,1 − k0,2, bj − k0,1 − γ1 ≥ 1,
(χ1 + α)(k`2,2 + γ1 − k0,1 − κ1δD + 1)− χ1(k`2,2 + γ1 − k0,1) ≥ 0,
(χ1 + α)(k`3,3 + γ1 − k0,2 − κ1δD + 1)− χ1(k`3,3 + γ1 − k0,2) ≥ 0
(4.41)
for all 0 ≤ `2 ≤M2, 0 ≤ `3 ≤M3, 0 ≤ j ≤ Q;
δD ≥ 1
κ1
+ δ`,
∆` + α(δ` − d`) + β + (χ1 + α)κ1(d`,q1,q2
κ1
+ q2 − δD + 1
κ1
)
− χ1(d` − k0,1 − δ`) ≥ 0
(4.42)
for all q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δ`, for 1 ≤ ` ≤ D − 1; and
∆D + α(δD − dD) + β + (χ1 + α)κ1(dD,q1,q2
κ1
+ q2 − δD + 1
κ1
)
− χ1(dD − k0,1 − δD) ≥ 0
(4.43)
for all q1 ≥ 1, q2 ≥ 1 such that q1 + q2 = δD.
Then, there exist large enough rQ˜,R˜D > 0 and small enough 0 > 0, $ > 0 such
that for every  ∈ D(0, 0) \ {0}, the map H satisfies that H(B¯(0, $)) ⊆ B¯(0, $),
where B¯(0, $) is the closed disc of radius $ > 0 centered at 0, in F d(ν,β,µ,χ1,α,κ1,),
for every  ∈ D(0, 0) \ {0}. Moreover, it holds that
‖H(ω1)−H(ω2)‖(ν,β,µ,χ1,α,κ1,) ≤
1
2
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,), (4.44)
for every ω1, ω2 ∈ B¯(0, $), and every  ∈ D(0, 0) \ {0}. Here,
H = H1 +H2 +H3 +H4 ,
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where
H1 (ω1(τ,m))
:=
Q∑
j=0
B˜j(im)nj−αbj−χ1(bj−k0,1−γ1)
τ bj−k0,1−γ1
P˜m(τ)Γ(
bj−k0,1−γ1
κ1
)
− Q˜(im)
{ s1∑
`=1
a`,1
−χ1(k`,1−k0,1)
P˜m(τ)
[ τk`,1−k0,1
Γ(k`,1−k0,1κ1 )
?κ1 ω1
]
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ1(k`,1−k0,1)
P˜m(τ)
[ τk`,1−k0,1
Γ(k`,1−k0,1κ1 )
?κ1 ω1
]
+
s2∑
`=1
−2a`,2a0,1
a0,2
−χ1(k`,2−k0,2)
P˜m(τ)
[ τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 ω1
]
+
M2∑
`=s2+1
−2a`,2a0,1
a0,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)
P˜m(τ)
[ τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 ω1
]
+
s2∑
`=0
−2a`,2a0,1
a0,2
−χ1(k`,2−k0,2)
P˜m(τ)
[ τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1
]
+
M2∑
`=s2+1
−2a`,2a0,1
a0,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)
P˜m(τ)
[ τk`,2−k0,2
Γ(k`,2−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1
]
+
s3∑
`=0
3a20,1a`,3
a20,2
−χ1(k`,3+k0,1−2k0,2)
P˜m(τ)
[ τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 ω1
]
+
s3∑
`=0
3a20,1a`,3
a20,2
−χ1(k`,3+k0,1−2k0,2)
P˜m(τ)
[ τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 2Bκ1J1(τ, ) ?κ1 ω1
]
+
s3∑
`=0
3a20,1a`,3
a20,2
−χ1(k`,3+k0,1−2k0,2)
P˜m(τ)
[ τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 Bκ1J1(τ, )
?κ1 Bκ1J1(τ, ) ?κ1 ω1
]
+
M3∑
`=s3+1
3a20,1a`,3
a20,2
m`,3+3β−αk`,3−χ1(k`,3+k0,1−2k0,2)
P˜m(τ)
[ τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 ω1
]
+
M3∑
`=s3+1
3a20,1a`,3
a20,2
m`,3+3β−αk`,3−χ1(k`,3+k0,1−2k0,2)
P˜m(τ)
[ τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 2Bκ1J1(τ, ) ?κ1 ω1
]
+
M3∑
`=s3+1
3a20,1a`,3
a20,2
m`,3+3β−αk`,3−χ1(k`,3+k0,1−2k0,2)
P˜m(τ)
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×
[ τk`,3+k0,1−2k0,2
Γ(k`,3+k0,1−2k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 Bκ1J1(τ, ) ?κ1 ω1
]}
,
H2 (ω1(τ,m))
:=
D−1∑
`=1
∆`+α(δ`−d`)+β
∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ1 − d)−χ1(d`−q1−k0,1−q2)R˜`(im) 1
P˜m(τ)
×
[ τd`,q1,q2
Γ(d`,q1,q2κ1 )
?κ1
(
(κ1τκ1)q2ω1
)
+
∑
1≤p≤q2−1
Aq2,p
P˜m(τ)
( τd`,q1,q2+κ1(q2−p)
Γ(d`,q1,q2+κ1(q2−p)κ1 )
?κ1
(
(κ1τκ1)pω1
))]
− Q˜(im)
{ s2∑
`=0
a`,2
−χ1(k`,2+γ1−k0,1)
P˜m(τ)
[ τk`,2+γ1−k0,1
Γ(k`,2+γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1
]
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2+γ1−k0,1)
P˜m(τ)
[ τk`,2+γ1−k0,1
Γ(k`,2+γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1
]
+
s3∑
`=0
−3a`,3a01
a02
−χ1(k`,3+γ1−k0,2)
P˜m(τ)
[ τk`,3+γ1−k0,2
Γ
(k`,3+γ1−k0,2
κ1
) ?κ1 ω1 ?Eκ1 ω1]
+
M3∑
`=s3+1
−3a`,3a01
a02
m`,3+3β−αk`,3−χ1(k`,3+γ1−k0,2)
P˜m(τ)
[ τk`,3+γ1−k0,2
Γ(k`,3+γ1−k0,2κ1 )
?κ1 ω1 ?
E
κ1 ω1
]
+
s3∑
`=0
−3a`,3a01
a02
−χ1(k`,3+γ1−k0,2)
P˜m(τ)
[ τk`,3+γ1−k0,2
Γ(k`,3+γ1−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1 ?Eκ1 ω1
]
+
M3∑
`=s3+1
−3a`,3a01
a02
m`,3+3β−αk`,3−χ1(k`,3+γ1−k0,2)
P˜m(τ)
×
[ τk`,3+γ1−k0,2
Γ(k`,3+γ1−k0,2κ1 )
?κ1 Bκ1J1(τ, ) ?κ1 ω1 ?Eκ1 ω1
]}
,
H3 (ω1(τ,m)) :=
1
P˜m(τ)
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ1 − d)R˜D(im)
×
[ τdD,q1,q2
Γ(dD,q1,q2κ1 )
?κ1
(
(κ1τκ1)q2ω1
)
+
∑
1≤p≤q2−1
Aq2,p
τdD,q1,q2+κ1(q2−p)
Γ(dD,q1,q2+κ1(q2−p)κ1 )
?κ1
(
(κ1τκ1)pω1
)]
+
R˜D(im)
P˜m(τ)
[ ∑
1≤p≤δD−1
AδD,p
τκ1(δD−p)
Γ(κ1(δD−p)κ1 )
?κ1
(
(κ1τκ1)pω1
)]
,
and
H4 (ω1(τ,m))
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:= −Q˜(im)
{ s3∑
`=0
a`,3
−χ1(k`,3+2γ1−k0,1)
P˜m(τ)
[ τk`,3+2γ1−k0,1
Γ(k`,3+2γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1 ?
E
κ1 ω1
]
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1(k`,3+2γ1−k0,1)
P˜m(τ)[ τk`,3+2γ1−k0,1
Γ(k`,3+2γ1−k0,1κ1 )
?κ1 ω1 ?
E
κ1 ω1 ?
E
κ1 ω1
]}
.
Proposition 4.4. Under assumptions (4.41), (4.42), (4.43), there exist rQ˜,R˜D > 0,
0 > 0 and $ > 0 such that the problem (4.33) admits a unique solution ωdκ1(τ,m, )
belonging to the Banach space F d(ν,β,µ,χ1,α,κ1,), with
‖ωdκ1(τ,m, )‖(ν,β,µ,χ1,α,κ1,) ≤ $,
for every  ∈ D(0, 0)\{0}, where d ∈ R is such that (4.36) and (4.37) are satisfied.
Proof. Let rQ˜,R˜D > 0, 0 > 0 and $ > 0 be as in the proof of Lemma 4.3. That
result allows us to apply a fixed point argument onH for every  ∈ D(0, 0)\{0} and
obtain a unique element ωdκ1(τ,m, ) ∈ F d(ν,β,µ,χ1,α,κ1,) with norm upper estimated
by $, which satisfies
H(ωdκ1(τ,m, )) = ωdκ1(τ,m, ).
This function also depends holomorphically on  ∈ D(0, 0) \ {0}.
Observe that the terms in the equation (4.33) can be rearranged to write it in
the form
w1(τ,m, ) = H(w1(τ,m, )),
by leaving Q˜(im)a0,1 and R˜D(im)(κ1τκ1)δD on one side and dividing the resulting
equation by the polynomial P˜m(τ) = −Q˜(im)a0,1 − R˜D(im)(κ1τκ1)δD .
Therefore, ωdκ1(τ,m, ) turns out to be a solution of (4.33), with initial data
ωdκ1(0,m, ) ≡ 0. 
4.4. Second perturbed auxiliary problem. The form of U02(T ) in (4.19) mo-
tivates a second particular form of a solution of (4.10):
U2(T, z, ) = −a0,2
a0,3
T k0,2−k0,3(1 + J2(T )) + T γ2V2(T, z, ), (4.45)
for some γ2 ∈ Q. We assume this choice is made accordingly to the following
conditions:
γ2 ≥ k0,2 − k0,3, (4.46)
γ2 ≤ bj − 2k0,2 + k0,3, j = 0, . . . , Q. (4.47)
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We proceed as in Subsection 4.3 and plug (4.45) into (4.10). We obtain
Q(∂z)
[( s1∑
`=0
a`,1T
k`,1 +
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1
)
T γ2V2(T, z, )
+
( s2∑
`=0
a`,2T
k`,2 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2
)
×
(
T 2γ2V 22 (T, z, )−
2a0,2
a0,3
T k0,2−k0,3+γ2(1 + J2(T ))V2(T, z, )
)
+
( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)
×
{
3
(a02
a03
T k0,2−k0,3(1 + J2(T ))
)2
T γ2V2(T, z, )
− 3
(a02
a03
T k0,2−k0,3(1 + J2(T ))
)
T 2γ2V 22 (T, z, ) + T
3γ2V 32 (T, z, )
}]
=
Q∑
j=0
bj(z)nj−αbjT bj +
D∑
`=1
∆`+α(δ`−d`)+βT d`R`(∂z)
×
( ∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ2 − d)T γ2−q1∂q2T V2(T, z, )
)
.
(4.48)
Observe that, in view of (4.1) and (4.3) we have
2k0,2 − k0,3 < k0,1 = d` − δ` − δ`κ1 − d`,0 ≤ d` − δ`. (4.49)
Conditions (4.1), (4.46), (4.47), (4.49), and the fact that (k`,2)`≥0 and (k`,3)`≥0
are increasing sequences, allow us to divide equation (4.48) by T 2k0,2−k0,3+γ2 , pre-
serving analyticity of the coefficients involved. Invertibility of the coefficient of
Q(∂z)V2(T, z, ) at T = 0 is guaranteed due to a0,3 6= 0. The resulting problem can
be rewritten in the form
Q(∂z)V2(T, z, )
[a20,2
a0,3
+
s1∑
`=0
a`,1T
k`,1−2k0,2+k0,3
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1−2k0,2+k0,3 +
s2∑
`=1
−2a0,2a`,2
a0,3
T k`,2−k0,2
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2−k0,2 +
s2∑
`=0
−2a0,2a`,2
a0,3
T k`,2−k0,2J2(T )
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2−k0,2J2(T ) +
s3∑
`=1
3a20,2a`,3
a20,3
T k`,3−k0,3
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3−k0,3
+
( s3∑
`=0
3a20,2a`,3
a20,3
T k`,3−k0,3 +
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3−k0,3
)
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× (2J2(T ) + J 22 (T ))]+Q(∂z)V 22 (T, z, )
×
[( s2∑
`=0
a`,2T
k`,2−k0,2+k0,3 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2−k0,2+k0,3
)
T γ2−k0,2
+
( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)
(1 + J2(T ))
]
+Q(∂z)V 32 (T, z, )
[( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)
T 2γ2−2k0,2+k0,3
]
=
Q∑
j=0
bj(z)nj−αbjT bj−2k0,2+k0,3−γ2 +
D∑
`=1
∆`+α(δ`−d`)+β
×
( ∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ2 − d)T d`−q1−2k0,2+k0,3R`(∂z)∂q2T V2(T, z, )
)
. (4.50)
We specify the form of U2(T, z, ) in (4.45), where
V2(T, z, ) := V2(χ1T, z, ), with χ2 :=
∆D + α(δD − dD) + β
dD − 2k0,2 + k0,3 − δD . (4.51)
Equation (4.50) reads as follows:
Q(∂z)V2(T, z, )
[a20,2
a0,3
+
s1∑
`=0
a`,1
−χ2(k`,1−2k0,2+k0,3)Tk`,1−2k0,2+k0,3
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ2(k`,1−2k0,2+k0,3)Tk`,1−2k0,2+k0,3
+
s2∑
`=1
−2a0,2a`,2
a0,3
−χ2(k`,2−k0,2)Tk`,2−k0,2
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2−χ2(k`,2−k0,2)Tk`,2−k0,2
+
s2∑
`=0
−2a0,2a`,2
a0,3
−χ2(k`,2−k0,2)Tk`,2−k0,2J2(−χ2T)
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2−χ2(k`,2−k0,2)T k`,2−k0,2J2(−χ2T)
+
s3∑
`=1
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)Tk`,3−k0,3
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3−χ2(k`,3−k0,3)Tk`,3−k0,3
+
s3∑
`=0
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)Tk`,3−k0,3
(
2J2(−χ2T) + J 22 (−χ2T)
)
EJDE-2018/46 GEVREY MULTISCALE EXPANSIONS 27
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3−χ2(k`,3−k0,3)Tk`,3−k0,3
(
2J2(−χ2T) + J 22 (−χ2T)
) ]
+Q(∂z)V22(T, z, )
[ s2∑
`=0
a`,2
−χ2(k`,2−2k0,2+k0,3+γ2)Tk`,2−2k0,2+k0,3+γ2 l
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ2(k`,2−2k0,2+k0,3+γ2)Tk`,2−2k0,2+k0,3+γ2
+
( s3∑
`=0
a`,3
−χ2k`,3Tk`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ2k`,3Tk`,3
) (
1 + J2(−χ2T)
) ]
+Q(∂z)V32(T, z, )
[ s3∑
`=0
a`,3
−χ2(k`,3+2γ2−2k0,2+k0,3)Tk`,3+2γ2−2k0,2+k0,3
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ2(k`,3+2γ2−2k0,2+k0,3)Tk`,3+2γ2−2k0,2+k0,3
]
=
Q∑
j=0
bj(z)nj−αbj−χ2(bj−2k0,2+k0,3−γ2)Tbj−2k0,2+k0,3−γ2 +
D−1∑
`=1
∆`+α(δ`−d`)+β
×
( ∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ2 − d)−χ2(d`−q1−2k0,2+k0,3−q2)Td`−q1−2k0,2+k0,3
×R`(∂z)∂q2T V2(T, z, )
)
+
∑
q1+q2=δD
δD!
q1!q2!
q1−1∏
d=0
(γ2 − d)−χ2(dD−q1−2k0,2+k0,3−q2)TdD−q1−2k0,2+k0,3
×RD(∂z)∂q2T V2(T, z, ).
Let 1 ≤ ` ≤ D. It is worth pointing out that for every nonnegative integers q1, q2
such that q1 + q2 = δ`, and in view of (4.4), it holds that
d` − (2k0,2 − k0,3)− q1 = (κ2 + 1)q2 + d˜`,q1,q2 , (4.52)
with d˜`,q1,q2 ≥ 1 for 1 ≤ ` ≤ D− 1 or ` = D and q2 < δD; and d˜D,0,δD = 0; Indeed,
we have
k0,1 − (2k0,2 − k0,3) = (κ1 − κ2)q2 + d˜`,q1,q2 − d`,q1,q2 .
Observe that, in view of (4.30), we have
(κ2 − κ1)q2 > d`,q1,q2 − d˜`,q1,q2 , (4.53)
for 1 ≤ ` ≤ D − 1 or ` = D and q2 < δD. Observe that, indeed it holds
k0,1 − (2k0,2 − k0,3) = q2(κ2 − κ1) + d˜`,q1,q2 − d`,q1,q2 . (4.54)
It also holds that
k0,1 − (2k0,2 − k0,3) = δD(κ2 − κ1). (4.55)
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In view of (4.4) and (4.52), we obtain
TdD−2k0,2+k0,3∂δDT V2(T, z, )
=
(
(Tκ2+1∂T)δD +
∑
1≤p≤δD−1
A˜δD,pTκ2(δD−p)(Tκ2+1∂T)p
)
V2(T, z, ),
Td`−2k0,2+k0,3−(δ`−1)∂TV2(T, z, ) = Td˜`,δ`−1,1(Tκ2+1∂T)V2(T, z, ),
Td`−2k0,2+k0,3−q1∂q2T V2(T, z, )
= Td˜`,q1,q2
(
(Tκ2+1∂T)q2 +
∑
1≤p≤q2−1
A˜q2,pTκ2(q2−p)(Tκ2+1∂T)p
)
× V2(T, z, ),
(4.56)
for every 1 ≤ ` ≤ D− 1, and all integers q1 ≥ 0 and q2 ≥ 2 with q1 + q2 = δ`. Here,
A˜δD,p for 1 ≤ p ≤ δD − 1 and A˜q2,p for 1 ≤ p ≤ q2 − 1 stand for real constants.
We make an analogous assumption as in the first problem, namely, we assume
that V2(T, z, ) has a formal power expansion of the form
V2(T, z, ) =
∑
n≥1
Vn,2(z, )Tn, (4.57)
where its coefficients are defined as the inverse Fourier transform of certain appro-
priate functions in E(β,µ), depending holomorphically on  on some punctured disc
D(0, 0) \ {0}, for some 0 > 0:
Vn,2(z, ) = F−1(m 7→ ωn,2(m, ))(z).
We consider the formal mκ2-Borel transform with respect to T and the Fourier
transform with respect to z of V2(T, z, ), and we denote it by
ω2(τ,m, ) =
∑
n≥1
ωn,2(m, )
Γ( nκ2 )
τn.
By plugging w2(τ,m, ) into (4.59) and taking into account (4.56) and the hy-
potheses made on the differential operators in (4.5), we arrive at the following
auxiliary problem
L1,κ2(ω2(τ,m, )) + L2,κ2(ω2(τ,m, )) + L3,κ2(ω2(τ,m, )) = R1,κ2(ω2(τ,m, )),
(4.58)
with ω2(0,m, ) ≡ 0. We have taken into account the properties and notations
described in Section 3 for a more compact writing. We put Bκ2J2(τ, ) for the
mκ2 -Borel transform of J2(−χ2T) with respect to T. The operators in (4.58) are
EJDE-2018/46 GEVREY MULTISCALE EXPANSIONS 29
defined by
L1,κ2(ω2)
= Q˜(im)
[a20,2
a0,3
ω2 +
s1∑
`=0
a`,1
−χ2(k`,1−2k0,2+k0,3) τ
k`,1−2k0,2+k0,3
Γ(k`,1−2k0,2+k0,3κ2 )
?κ2 ω2
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ2(k`,1−2k0,2+k0,3) τ
k`,1−2k0,2+k0,3
Γ(k`,1−2k0,2+k0,3κ2 )
?κ2 ω2
+
s2∑
`=1
−2a0,2a`,2
a0,3
−χ2(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 ω2
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2−χ2(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 ω2
+
s2∑
`=0
−2a0,2a`,2
a0,3
−χ2(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ω2
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2−χ2(k`,2−k0,2)
τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ω2
+
s3∑
`=1
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 ω2
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3−χ2(k`,3−k0,3)
τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 ω2
+
s3∑
`=0
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 2Bκ2J2(τ, ) ?κ2 ω2
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 2Bκ2J2(τ, ) ?κ2 ω2
+
s3∑
`=0
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 Bκ2J2(τ, ) ?κ2 ω2
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 Bκ2J2(τ, ) ?κ2 ω2
]
,
(4.59)
L2,κ2(ω2)
= Q˜(im)
[ s2∑
`=0
a`,2
−χ2(k`,2−2k0,2+k0,3+γ2) τ
k`,2−2k0,2+k0,3+γ2
Γ(k`,2−2k0,2+k0,3+γ2κ2 )
?κ2 ω2 ?
E
κ2 ω2
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+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ2(k`,2−2k0,2+k0,3+γ2) τ
k`,2−2k0,2+k0,3+γ2
Γ(k`,2−2k0,2+k0,3+γ2κ2 )
?κ2 ω2 ?
E
κ2 ω2 +
s3∑
`=0
a`,3
−χ2k`,3 τ
k`,3
Γ(k`,3κ2 )
?κ2 ω2 ?
E
κ2 ω2
+
M3∑
`=s3+1
a`,3
−χ2k`,3 τ
k`,3
Γ(k`,3κ2 )
?κ2 ω2 ?
E
κ2 ω2
+
s3∑
`=0
a`,3
m`,3+3β−αk`,3−χ2k`,3 τ
k`,3
Γ(k`,3κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ?κ2ω2 ?Eκ2 ω2
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ2k`,3 τ
k`,3
Γ(k`,3κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ?κ2ω2 ?Eκ2 ω2
]
,
L3,κ2(ω2)
= Q˜(im)
[ s3∑
`=0
a`,3
−χ2(k`,3+2γ2−2k0,2+k0,3) τ
k`,3+2γ2−2k0,2+k0,3
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
?κ2 ω2 ?
E
κ2 ω2 ?
E
κ2 ω2 +
M3∑
`=s3+1
a`,3
−χ2(k`,3+2γ2−2k0,2+k0,3) τ
k`,3+2γ2−2k0,2+k0,3
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
?κ2 ω2 ?
E
κ2 ω2 ?
E
κ2 ω2
]
,
R1,κ2(ω2)
=
Q∑
j=0
B˜j(im)nj−αbj−χ2(bj−k0,2+k0,3−γ2)
τ bj−k0,2+k0,3−γ2
Γ( bj−k0,2+k0,3−γ2κ2 )
+
D−1∑
`=1
∆`+α(δ`−d`)+β
∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ2 − d)−χ2(d`−q1−k0,2+k0,3−q2)]]
× R˜`(im)
( τ d˜`,q1,q2
Γ( d˜`,q1,q2κ2 )
?κ2
(
(κ2τκ2)q2ω2
)
+
∑
1≤p≤q2−1
A˜q2,p
τ d˜`,q1,q2+κ2(q2−p)
Γ( d˜`,q1,q2+κ2(q2−p)κ2 )
?κ2 ((κ2τ
κ2)pω2)
)
+
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ2 − d)R˜D(im)
( τ d˜D,q1,q2
Γ( d˜D,q1,q2κ2 )
?κ2 ((κ2τ
κ2)q2ω2)
+
∑
1≤p≤q2−1
A˜q2,p
τ d˜D,q1,q2+κ2(q2−p)
Γ( d˜D,q1,q2+κ2(q2−p)κ2 )
?κ2 ((κ2τ
κ2)pω2)
)
+ R˜D(im)
(
(κ2τκ2)δDω2 +
∑
1≤p≤δD−1
A˜δD,p
τκ2(δD−p)
Γ(κ2(δD−p)κ2 )
?κ2 ((κ2τ
κ2)pω2)
)
.
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4.5. Analytic solution of the second perturbed auxiliary problem. This
section states the geometry of the second problem, in the same way as in Section 4.3.
We omit the details on this construction.
We assume there exists an unbounded sector
S˜Q˜,R˜D = {z ∈ C? : |z| ≥ rQ˜,R˜D , | arg(z)− d˜Q˜,R˜D | ≤ νQ˜,R˜D},
for some bisecting direction d˜Q˜,R˜D ∈ R, opening νQ˜,R˜D > 0, and rQ˜,R˜D > 0 such
that
Q˜(im)
R˜D(im)
∈ S˜Q˜,R˜D , m ∈ R. (4.60)
For each m ∈ R, the roots of the polynomial P˜2,m = −a
2
0,2
a0,3
Q˜(im)−R˜D(im)κδD2 τ δDκ2
are given by
q˜`(m) =
( |a20,2Q˜(im)|
|a0,3R˜D(im)|κδD2
) 1
δDκ2 exp
(√−1(arg( −a20,2Q˜(im)
a0,3R˜D(im)κδD2
))
1
δDκ2
+
2pi`
δDκ2
)
,
(4.61)
for 0 ≤ ` ≤ δDκ2 − 1. Let Sd˜ be an unbounded sector of bisecting direction d˜ ∈ R
and vertex at the origin, and ρ > 0 such that the three next conditions are satisfied:
(1) There exists M1 > 0 such that
|τ − q˜`(m)| ≥M1(1 + |τ |), (4.62)
for every 0 ≤ ` ≤ δDκ2, m ∈ R and τ ∈ Sd˜ ∪ D¯(0, ρ).
(2) There exists M2 > 0 such that
|τ − q˜`0(m)| ≥M2|q˜`0 |, (4.63)
for some 0 ≤ `0 ≤ δDκ2 − 1, all m ∈ R and all τ ∈ Sd˜ ∪ D¯(0, ρ).
Following the steps in (4.38), we obtain a constant CP˜ > 0 such that
|P˜2,m(τ)| ≥ CP˜ (rQ˜,R˜D )
1
δDκ2 |R˜D(im)|(1 + |τ |κ2)δD−
1
κ2 (4.64)
for all τ ∈ Sd˜ ∪ D¯(0, ρ), all m ∈ R.
The proof of the next result is analogous to that of Lemma 4.1, so we omit it.
Lemma 4.5. One has
Bκ2J2(τ, ) ?κ2 Bκ2J2(τ, ) = Bκ2 J˜2(τ, ),
where Bκ2 J˜2(τ, ) stands for the mκ2-Borel transform of the formal power series
Jˆ2(T) = (J2(T) · J2(T)),
evaluated at −χ2T. Its coefficients are notated by J˜2j.
The following result reduces the number of global restrictions on the parameters
involved in the problem, relating those appearing in the first problem, with those
naturally arising from the second one.
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Lemma 4.6. Under assumptions (4.3) and (4.30), the following statement holds:
Let 1 ≤ ` ≤ D − 1, q1, q2 ∈ N such that q1 + q2 = δ`, and q2 ≥ 1. Then, it holds
∆` + α(δ` − d`) + β + (χ1 + α)κ1(d`,q1,q2
κ1
+ q2 − δD + 1
κ1
)
− χ1(d` − k0,1 − δ`)
≥ ∆` + α(δ` − d`) + β + (χ2 + α)κ2( d˜`,q1,q2
κ2
+ q2 − δD + 1
κ2
)
− χ2(d` − k0,2 + k0,3 − δ`).
(4.65)
Under assumption (4.41), and κ2 < κ1, one has
δD ≥ 2
κ2
, δD ≥ 1
κ2
+ δ`,
for every 1 ≤ ` ≤ D − 1.
Proof. We apply (4.54) and (4.55) reduce the inequality (4.65) to
(χ1 + α)(d`,q1,q2 + (q2 − δD)κ1 + 1)− χ1(d` − k0,1 − δ`)
≥ (χ2 + α)(d˜`,q1,q2 + (q2 − δD)κ2 + 1)− χ2(d` − k0,2 + k0,3 − δ`).
After an arrangement of the terms, and the application of (4.30) and (4.3) we derive
that the previous inequality holds if
χ1(1− δDκ1) ≥ χ2(−δDκ1 + 1− k0,1 + k0,2 − k0,3).
Finally, the definition of χ1 and χ2 in (4.27) and (4.51) resp., and again the appli-
cation of (4.3) leads to the equivalent inequality
δD(κ2 − κ1) + k0,2δDκ1 ≥ 0,
which is satisfied. The second statement is direct from the hypotheses made. 
The proof of the next result is left to Section 9.
Lemma 4.7. Let the following conditions hold:
δD ≥ 2
κ2
, γ2 ≥ k0,2 − k0,3, bj − 2k0,2 + k0,3 − γ2 ≥ 1,
(χ2 + α)(k`2,2 + γ2 − 2k0,2 + k0,3 − κ2δD + 1)
− χ2(k`2,2 + γ2 − 2k0,2 + k0,3) ≥ 0
(χ2 + α)(k`3,3 − κ2δD + 1)− χ2k`3,3 ≥ 0
(4.66)
for all 0 ≤ `2 ≤M2, 0 ≤ `3 ≤M3, 0 ≤ j ≤ Q,
δD ≥ 1
κ2
+ δ`,
∆` + α(δ` − d`) + β + (χ2 + α)κ2
( d˜`,q1,q2
κ2
+ q2 − δD + 1
κ2
)
− χ2(d` − k0,2 + k0,3 − δ`) ≥ 0,
(4.67)
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δ`, for 1 ≤ ` ≤ D − 1.
Then, there exist large enough rQ˜,R˜D > 0 and small enough $ > 0 such that for
every  ∈ D(0, 0) \ {0}, the map  defined by
H˜ = H˜1 + H˜2 + H˜3 + H˜4 ,
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satisfies that H˜(B¯(0, $)) ⊆ B¯(0, $), where B¯(0, $) is the closed disc of radius
$ > 0 centered at 0, in F d˜(ν,β,µ,χ2,α,κ2,), for every  ∈ D(0, 0) \ {0}. Moreover, it
holds that
‖H˜(ω1)− H˜(ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
1
2
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,), (4.68)
for every ω1, ω2 ∈ B¯(0, $), and every  ∈ D(0, 0) \ {0}.
Here, we have defined
H˜1 (ω2(τ, ))
:=
Q∑
j=0
B˜j(im)nj−αbj−χ2(bj−k0,2+k0,3−γ2)
τ bj−k0,2+k0,3−γ2
P˜2,m(τ)Γ(
bj−k0,2+k0,3−γ2
κ2
)
− Q˜(im)
{ s1∑
`=0
a`,1
−χ2(k`,1−2k0,2+k0,3)
P˜2,m(τ)
[ τk`,1−2k0,2+k0,3
Γ(k`,1−2k0,2+k0,3κ2 )
?κ2 ω2
]
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ2(k`,1−2k0,2+k0,3)
P˜2,m(τ)
[ τk`,1−2k0,2+k0,3
Γ(k`,1−2k0,2+k0,3κ2 )
?κ2 ω2
]
+
s2∑
`=1
−2a0,2a`,2
a0,3
−χ2(k`,2−k0,2)
P˜2,m(τ)
[ τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 ω2
]
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2−χ2(k`,2−k0,2)
P˜2,m(τ)
[ τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 ω2
]
+
s2∑
`=0
−2a0,2a`,2
a0,3
−χ2(k`,2−k0,2)
P˜2,m(τ)
[ τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ω2
]
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2−χ2(k`,2−k0,2)
P˜2,m(τ)
×
[ τk`,2−k0,2
Γ(k`,2−k0,2κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ω2
]
+
s3∑
`=1
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
P˜2,m(τ)
[ τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 ω2
]
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3−χ2(k`,3−k0,3)
P˜2,m(τ)
[ τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 ω2
]
+
s3∑
`=0
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
P˜2,m(τ)
[ τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 2Bκ2J2(τ, ) ?κ2 ω2
]
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
P˜2,m(τ)
[ τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 2Bκ2J2(τ, ) ?κ2 ω2
]
+
s3∑
`=0
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
P˜2,m(τ)
[ τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 Bκ2J2(τ, ) ?κ2 ω2
]
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+
M3∑
`=s3+1
3a20,2a`,3
a20,3
−χ2(k`,3−k0,3)
P˜2,m(τ)
[ τk`,3−k0,3
Γ(k`,3−k0,3κ2 )
?κ2 Bκ2J2(τ, )
?κ2 Bκ2J2(τ, ) ?κ2 ω2
]}
,
H˜2 (ω2(τ, ))
:=
D−1∑
`=1
∆`+α(δ`−d`)+β
∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ2 − d)−χ2(d`−q1−k0,2+k0,3−q2) R˜`(im)
P˜2,m(τ)
×
[ τ d˜`,q1,q2
Γ( d˜`,q1,q2κ2 )
?κ2
(
(κ2τκ2)q2ω2
)
+
∑
1≤p≤q2−1
A˜q2,p
P˜2,m(τ)
( τ d˜`,q1,q2+κ2(q2−p)
Γ( d˜`,q1,q2+κ2(q2−p)κ2 )
?κ2
(
(κ2τκ2)pω2
))]
− Q˜(im)
{ s2∑
`=0
a`,2
−χ2(k`,2−2k0,2+k0,3+γ2)
P˜2,m(τ)
[ τk`,2−2k0,2+k0,3+γ2
Γ(k`,2−2k0,2+k0,3+γ2κ2 )
?κ2 ω2 ?
E
κ2 ω2
]
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ2(k`,2−2k0,2+k0,3+γ2)
P˜2,m(τ)
×
[ τk`,2−2k0,2+k0,3+γ2
Γ(k`,2−2k0,2+k0,3+γ2κ2 )
?κ2 ω2 ?
E
κ2 ω2
]
+
s3∑
`=0
a`,3
−χ2k`,3
P˜2,m(τ)
[ τk`,3
Γ(k`,3κ2 )
?κ2 ω2 ?
E
κ2 ω2
]
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ2k`,3
P˜2,m(τ)
[ τk`,3
Γ(k`,3κ2 )
?κ2 ω2 ?
E
κ2 ω2
]
+
s3∑
`=0
a`,3
−χ2k`,3
P˜2,m(τ)
[ τk`,3
Γ(k`,3κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ω2 ?Eκ2 ω2
]
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ2k`,3
P˜2,m(τ)
[ τk`,3
Γ(k`,3κ2 )
?κ2 Bκ2J2(τ, ) ?κ2 ω2 ?Eκ2 ω2
]}
,
H˜3 (ω2(τ, ))
:=
1
P˜2,m(τ)
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ2 − d)R˜D(im)
×
[ τ d˜D,q1,q2
Γ
( d˜D,q1,q2
κ2
) ?κ2 ((κ2τκ2)q2ω2)
+
∑
1≤p≤q2−1
A˜q2,p
τ d˜D,q1,q2+κ2(q2−p)
Γ( d˜D,q1,q2+κ2(q2−p)κ2 )
?κ2
(
(κ2τκ2)pω2
)]
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+
R˜D(im)
P˜2,m(τ)
[
(κ2τκ2)δDω2 +
∑
1≤p≤δD−1
A˜δD,p
τκ2(δD−p)
Γ(κ2(δD−p)κ2 )
?κ2
(
(κ2τκ2)pω2
)]
,
and
H˜4 (ω2(τ, )) := −Q˜(im)
{ s3∑
`=0
a`,3
−χ2(k`,3+2γ2−2k0,2+k0,3)
P˜2,m(τ)
×
[ τk`,3+2γ2−2k0,2+k0,3
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
?κ2 ω2 ?
E
κ2 ω2 ?
E
κ2 ω2
]
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ2(k`,3+2γ2−2k0,2+k0,3)
P˜2,m(τ)
×
[ τk`,3+2γ2−2k0,2+k0,3
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
?κ2 ω2 ?
E
κ2 ω2 ?
E
κ2 ω2
]}
.
Proposition 4.8. Under assumptions (4.66), (4.67), there exists rQ˜,R˜D > 0, 0 > 0
and $ > 0 such that problem (4.58) admits a unique solution ωd˜κ2(τ,m, ) belonging
to the Banach space F d˜(ν,β,µ,χ2,α,κ2,), with
‖ωd˜κ2(τ,m, )‖(ν,β,µ,χ2,α,κ2,) ≤ $,
for every  ∈ D(0, 0)\{0}, where d˜ ∈ R is such that (4.62) and (4.63) are satisfied.
The proof of the above proposition is analogous to the proof of Proposition 4.4,
so we omit it.
5. Singular analytic solutions of the main problem
This section describes the analytic solutions of the problem in two good coverings
in C?, and construct them by analyzing the procedure followed in the two problems
considered in the previous sections. A Ramis-Sibuya type theorem applied to each
problem will lead to the formal solution of the main problem under study.
Definition 5.1. Let j ∈ {1, 2}, and let ςj ≥ 2 be integer numbers. For all 0 ≤ p ≤
ς1 − 1 (resp. 0 ≤ p ≤ ς2 − 1), we consider open sectors Ep (resp. E˜p) centered at 0,
with radius 0 > 0 and opening larger than pi(χ1+α)κ1 (resp.
pi
(χ2+α)κ2
) such that Ep∩
Ep+1 6= ∅ for all 0 ≤ p ≤ ς1−1 (resp. E˜p∩E˜p+1 6= ∅ for all 0 ≤ p ≤ ς2−1). Moreover,
we assume that the intersection of any three different elements in {Ep}0≤p≤ς1−1
(resp. {E˜p}0≤p≤ς2−1) is empty and that ∪ς1−1p=0 Ep = U \ {0} = ∪ς2−1p=0 E˜p = U \ {0},
where U is some neighborhood of 0 in C. Each set of sectors {Ep}0≤p≤ς1−1 and
{E˜p}0≤p≤ς2−1 is called a good covering in C∗. In order to distinguish both good
coverings, we will refer each of them as the good covering related to the Gevrey
order (χ1 + α)κ1 (resp. (χ2 + α)κ2).
Definition 5.2. Let {Ep}0≤p≤ς1−1, and {E˜p}0≤p≤ς2−1 be two good coverings in C∗,
related to Gevrey orders (χ1 +α)κ1 and (χ2 +α)κ2, respectively. For j ∈ {1, 2}, let
Tj be an open bounded sector centered at 0 with radius rT and consider a family
of open sectors
Sdp,θ1,0rT = {T ∈ C∗/|T | < 0rT , |dp − arg(T )| < θ/2}
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(resp.
Sd˜p,θ2,0rT = {T ∈ C∗/|T | < 0rT , |d˜p − arg(T )| < θ/2}
)with aperture θ1 > pi/κ1 (resp. θ2 > pi/κ2) and where dp ∈ R, for all 0 ≤ p ≤ ς1−1
(resp. d˜p ∈ R for all 0 ≤ p ≤ ς2 − 1), are directions which satisfy the following
constraints: Let q`(m) (resp. q˜`(m)) be the roots described in (4.35) (resp. (4.61))
of the polynomials P˜m(τ) (resp. P˜2,m(τ)), and Sdp , 0 ≤ p ≤ ς1 − 1 (resp. Sd˜p ,
0 ≤ p ≤ ς2 − 1) be unbounded sectors centered at 0 with directions dp (resp. d˜p
and with small aperture. We assume that:
(1) There exists a constant M1 > 0 such that
|τ − q`(m)| ≥M1(1 + |τ |) (5.1)
for all 0 ≤ ` ≤ δDκ1− 1, all m ∈ R, all τ ∈ Sdp ∪ D¯(0, ρ), for all 0 ≤ p ≤ ς1− 1, and
|τ − q˜`(m)| ≥M1(1 + |τ |) (5.2)
for all 0 ≤ ` ≤ δDκ2 − 1, all m ∈ R, all τ ∈ Sd˜p ∪ D¯(0, ρ), for all 0 ≤ p ≤ ς2 − 1.
(2) There exists a constant M2 > 0 such that
|τ − q`0(m)| ≥M2|q`0(m)| (5.3)
for some `0 ∈ {0, . . . , δDκ1−1}, allm ∈ R, all τ ∈ Sdp∪D¯(0, ρ), for all 0 ≤ p ≤ ς1−1,
and
|τ − q˜`1(m)| ≥M2|q˜`1(m)| (5.4)
for some `1 ∈ {0, . . . , δDκ2−1}, allm ∈ R, all τ ∈ Sd˜p∪D¯(0, ρ), for all 0 ≤ p ≤ ς2−1.
(3) For all 0 ≤ p ≤ ς1 − 1, for all t ∈ T1, all  ∈ Ep, we have that α+χ1t ∈
S
d˜p,θ1,
α+χ1
0 rT
, and for all 0 ≤ p ≤ ς2 − 1, for all t ∈ T2, all  ∈ E˜p, we have that
α+χ2t ∈ S
d˜p,θ2,
α+χ2
0 rT
. Then, we say that both families {(Sdp,θ1,0rT )0≤p≤ς1−1, T1}
and {(Sd˜p,θ2,0rT )0≤p≤ς2−1, T2} are associated to the good covering {Ep}0≤p≤ς1−1,
and {E˜p}0≤p≤ς2−1, respectively.
We construct two families of holomorphic solutions of the main problem under
study (4.7), with a pole at (, t) = (0, 0), defined in the sectors Ep and E˜q, for
0 ≤ p ≤ ς1 − 1 and 0 ≤ q ≤ ς2 − 1, with respect to . We also determine the
exponential rate of decrement of the difference of two solutions in the intersection
of two consecutive sectors of the same family of good coverings. Moreover, this rate
depends on the good covering under consideration.
Theorem 5.3. Let us consider the parameters described at the beginning of Sec-
tion 4, which satisfy (4.1), (4.2), (4.3) and (4.4). We consider the nonlinear sin-
gularly perturbed PDE (4.7) with elements determined as in (4.5), (4.6) and (4.8).
We choose α, β ∈ Q, 1 ≤ κ1 < κ2 and γ1, γ2 ∈ Q such that (4.11), (4.12), (4.21),
(4.22), (4.46), (4.47) hold, and assume that (4.30) and (4.52) hold. We finally
assume (4.34), (4.41), (4.42), (4.60), (4.66), (4.67).
Let (Ep)0≤p≤ς1−1 and (E˜p)0≤p≤ς2−1 be two good coverings associated to the Gevrey
orders (χ1 + α)κ1 and (χ2 + α)κ2, respectively, for which families of open sectors
{(Sdp,θ1,0rT )0≤p≤ς1−1, T1} and {(Sd˜p,θ2,0rT )0≤p≤ς2−1, T2} are associated to each
corresponding good covering.
Then, there exist a radius rQ˜,R˜D > 0 large enough, 0 > 0 small enough, for
which two families {udp1 (t, z, )}0≤p≤ς1−1 and {ud˜p2 (t, z, )}0≤p≤ς2−1 of actual solu-
tions of (4.7) can be constructed. More precisely, the functions udp1 (t, z, ) and
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u
d˜p
2 (t, z, ) solve two singularly perturbed PDEs
Q˜(∂z)
(
p1(t, )u(t, z, ) + p2(t, )u2(t, z, ) + p3(t, )u3(t, z, )
)
=
Q∑
j=0
b˜j(z)nj tbj +
D∑
`=1
∆`td`∂δ`t R˜`(∂z)u(t, z, ) + F1(
αt, )
(5.5)
and
Q˜(∂z)
(
p1(t, )u(t, z, ) + p2(t, )u2(t, z, ) + p3(t, )u3(t, z, )
)
=
Q∑
j=0
b˜j(z)nj tbj +
D∑
`=1
∆`td`∂δ`t R˜`(∂z)u(t, z, ) + F2(
αt, )
(5.6)
respectively, where the forcing terms F1(T, ) and F2(T, ) are described in (10.11)
and (10.23), respectively, and define holomorphic bounded function provided that
the additional constraints (10.14) and (10.25) are fulfilled.
Each function udp1 (t, z, ) can be decomposed as
u
dp
1 (t, z, )
= β
(
− a0,1
a0,2
(αt)k0,1−k0,2
− a0,1
a0,2
(αt)k0,1−k0,2J1(αt) + (αt)γ1vdp1 (t, z, )
) (5.7)
where J1(T ) is holomorphic on some disc D(0, dJ1), dJ1 > 0 and vdp1 (t, z, ) defines
a bounded holomorphic function on T1 ×Hβ′ × Ep for any given 0 < β′ < β, with
v
dp
1 (0, z, ) ≡ 0 on Hβ′ × Ep. Furthermore, there exist constants Kp,Mp > 0 and
σ > 0 (independent of ) such that
sup
t∈T1∩D(0,σ),z∈Hβ′
|vdp+11 (t, z, )− vdp1 (t, z, )| ≤ Kp exp(−
Mp
||(χ1+α)κ1 ) (5.8)
for all  ∈ Ep+1 ∩ Ep, for all 0 ≤ p ≤ ς1 − 1.
Each function ud˜p2 (t, z, ) can be decomposed as
u
d˜p
2 (t, z, )
= β
(
− a0,2
a0,3
(αt)k0,2−k0,3 − a0,2
a0,3
(αt)k0,2−k0,3J2(αt) + (αt)γ2vd˜p2 (t, z, )
) (5.9)
where J2(T ) is holomorphic on some disc D(0, dJ2), dJ2 > 0 and vd˜p2 (t, z, ) defines
a bounded holomorphic function on T2 ×Hβ′ × E˜p for any given 0 < β′ < β, with
v
dp
2 (0, z, ) ≡ 0 on Hβ′ × E˜p. Furthermore, there exist constants Kp,Mp > 0 and
σ > 0 (independent of ) such that
sup
t∈T2∩D(0,σ),z∈Hβ′
|vd˜p+12 (t, z, )− vd˜p2 (t, z, )| ≤ Kp exp(−
Mp
||(χ2+α)κ2 ) (5.10)
for all  ∈ E˜p+1 ∩ E˜p, for all 0 ≤ p ≤ ς2 − 1.
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6. Doubly parametric Gevrey asymptotic expansions of solutions
In this section, we first recall some classical facts on k-Borel summability of
formal series with coefficients in a Banach space as introduced in [1], and a co-
homological criterion for k-summability of formal power series with coefficients in
Banach spaces (see [2], p. 121 or [15], Lemma XI-2-6) which is known as the
Ramis-Sibuya theorem in the literature.
Afterwards, we provide the second main result in the present work, in which
we obtain the existence of two formal power series, written in power series of the
perturbation parameter, and with coefficients in some Banach space, which turn
out to be the common Gevrey asymptotic expansions of the functions vdp1 (t, z, )
for all 0 ≤ p ≤ ς1 − 1, and vd˜p2 (t, z, ) for all 0 ≤ q ≤ ς2 − 1, in (5.7) and (5.9),
of Gevrey orders ((χ1 + α)κ1)−1 and ((χ2 + α)κ2)−1 respectively. We recall that
both functions determine solutions of the main problem (4.7), as determined in
Theorem 5.3.
6.1. k-summable formal series and Ramis-Sibuya theorem.
Definition 6.1. Let k ≥ 1 be an integer. A formal series Xˆ() = ∑∞j=0 ajj ∈ F[[]],
with coefficients in a Banach space (F, ‖ · ‖F) is said to be k-summable with respect
to  in the direction d ∈ R if
(i) there exists ρ ∈ R+ such that the following formal series, called formal Borel
transform of Xˆ of order k
Bk(Xˆ)(τ) =
∞∑
j=0
ajτ
j
Γ(1 + jk )
∈ F[[τ ]],
is absolutely convergent for |τ | < ρ,
(ii) A positive number δ exists such that the series Bk(Xˆ)(τ) can be analytically
continued with respect to τ in a sector Sd,δ = {τ ∈ C∗ : |d−arg(τ)| < δ}. Moreover,
there exist C > 0, and K > 0 such that ‖B(Xˆ)(τ)‖F ≤ CeK|τ |k for all τ ∈ Sd,δ.
If the definition above is fulfilled, the vector valued Laplace transform of order
k of Bk(Xˆ)(τ) in the direction d is set as
Ldk(Bk(Xˆ))() = −k
∫
Lγ
Bk(Xˆ)(u)e−(u/)kkuk−1du,
along a half-line Lγ = R+eiγ ⊂ Sd,δ ∪ {0}, where γ depends on  and is chosen in
such a way that cos(k(γ − arg())) ≥ δ1 > 0, for some fixed δ1, for all  in a sector
Sd,θ,R1/k = { ∈ C∗ : || < R1/k, |d− arg()| < θ/2},
where pik < θ <
pi
k + 2δ and 0 < R < δ1/K. The function Ldk(Bk(Xˆ))() is called the
k-sum of the formal series Xˆ(t) in the direction d. It is bounded and holomorphic on
the sector Sd,θ,R1/k and has the formal series Xˆ() as Gevrey asymptotic expansion
of order 1/k with respect to  on Sd,θ,R1/k . In addition to that, it is unique under
such property. More precisely, one has that for all pik < θ1 < θ, there exist C,M > 0
such that
‖Ldk(Bk(Xˆ))()−
n−1∑
p=0
ap
p‖F ≤ CMnΓ(1 + n
k
)||n
for all n ≥ 1, all  ∈ Sd,θ1,R1/k .
EJDE-2018/46 GEVREY MULTISCALE EXPANSIONS 39
Theorem 6.2. Let (F, ‖ · ‖F) be a Banach space over C and {Ep}0≤p≤ς−1 be a good
covering in C∗. For all 0 ≤ p ≤ ς − 1, let Gp be a holomorphic function from Ep
into the Banach space (F, ‖.‖F) and let the cocycle Θp() = Gp+1() − Gp() be a
holomorphic function from the sector Zp = Ep+1 ∩ Ep into E (with the convention
that Eς = E0 and Gς = G0). We make the following assumptions.
(1) The functions Gp() are bounded as  ∈ Ep tends to the origin in C, for all
0 ≤ p ≤ ς − 1.
(2) The functions Θp() are exponentially flat of order k on Zp, for all 0 ≤ p ≤
ς − 1. This means that there exist constants Cp, Ap > 0 such that
‖Θp()‖F ≤ Cpe−Ap/||k
for all  ∈ Zp, all 0 ≤ p ≤ ς − 1.
Then, for all 0 ≤ p ≤ ς − 1, the functions Gp() are the k-sums on Ep of a common
k-summable formal series Gˆ() ∈ F[[]].
6.2. Parametric double Gevrey asymptotic expansions of the solutions
and construction of their associated sum. In this subsection, we denote Fj
the Banach space of holomorphic and bounded functions on (Tj ∩ D(0, σ)) × Hβ′
equipped with supremum norm, where σ > 0 is defined in Theorem 5.3, and 0 <
β′ < β is a fixed real number. We preserve the choice of Tj , for j = 1, 2 in
Definition 5.2.
The second main result in this work is the following.
Theorem 6.3. Under the hypotheses of Theorem 5.3, there exist two formal power
series
vˆ1(t, z, ) =
∑
m≥0
vm,1(t, z)m ∈ F1[[]], vˆ2(t, z, ) =
∑
m≥0
vm,2(t, z)m ∈ F2[[]],
such that the functions vdp1 (t, z, ) (resp. v
d˜p
2 (t, z, )) in the decomposition (5.7)
(resp. (5.9)) are its (χ1 + α)κ1-sums on the sectors Ep, for all 0 ≤ p ≤ ς1 − 1,
viewed as holomorphic functions from Ep into F1 (resp. its (χ2 +α)κ2-sums on the
sectors Ep, for all 0 ≤ p ≤ ς2 − 1, viewed as holomorphic functions from Ep into
F2). In other words, there exist two constants C,M > 0 such that
sup
t∈T1∩D(0,σ),z∈Hβ′
|vdp1 (t, z, )−
n−1∑
m=0
vm,1(t, z)m| ≤ CMnΓ(1 + n(χ1 + α)κ1 )||
n
(6.1)
for all n ≥ 1, all 0 ≤ p ≤ ς1 − 1, and all  ∈ Ep, and
sup
t∈T2∩D(0,σ),z∈Hβ′
|vd˜p2 (t, z, )−
n−1∑
m=0
vm,2(t, z)m| ≤ CMnΓ(1 + n(χ2 + α)κ2 )||
n
(6.2)
for all n ≥ 1, all 0 ≤ p ≤ ς2 − 1, and all  ∈ E˜p.
Proof. We give the proof for the first family of functions, whereas the proof is
analogous for the second family. Let vdp1 (t, z, ), 0 ≤ p ≤ ς1 − 1 be the functions
constructed in Theorem 5.3. For all 0 ≤ p ≤ ς1 − 1, we define Gp() := (t, z) 7→
v
dp
1 (t, z, ), which is by construction a holomorphic and bounded function from Ep
into F1. In view of the estimates (5.8), the cocycle Θp() = Gp+1() − Gp() is
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exponentially flat of order (χ1 + α)κ1 on Zp = Ep ∩ Ep+1, for any 0 ≤ p ≤ ς1 − 1.
Therefore, Theorem (RS) guarantees the existence of a formal power series
Gˆ1() =
∑
m≥0
vm,1(t, z)m =: vˆ1(t, z, ) ∈ F1[[]]
such that the functions Gp() are the (χ1 +α)κ1-sums on Ep of Gˆ1() as F1−valued
functions, for all 0 ≤ p ≤ ς1 − 1, in Ep. 
It is worth mentioning that the formal power series in 
vˆ1(T, z, )
:= (αT )−γ1 uˆ1(T, z, ) +
a0,1
a0,2
(αT )k0,1−k0,2−γ1 − a0,1
a0,2
(αT )k0,1−k0,2−γ1J1(αT )
and
vˆ2(T, z, )
:= (αT )−γ1 uˆ1(T, z, ) +
a0,2
a0,3
(αT )k0,2−k0,3−γ2 − a0,2
a0,3
(αT )k0,2−k0,3−γ2J2(αT )
are formal solutions of (10.8) and (10.21), respectively. This statement follows from
(6.1) and (6.2). Indeed, one has
1
j!
∂j (v
dp
1 (t, z, ))|=0 = vj,1(t, z),
for all j ≥ 0 and 0 ≤ p ≤ ς1 − 1, and
1
j!
∂j (v
d˜p
2 (t, z, ))|=0 = vj,2(t, z),
for all j ≥ 0 and 0 ≤ p ≤ ς2 − 1.
Concerning the Gevrey orders appearing in the asymptotics, we observe that
(χ1 + α)κ1 ≤ (χ2 + α)κ2.
Indeed, from the definition of χ1 and χ2 in (4.27) and (4.27) respectively, one has
κ1(χ1 + α) = κ1
∆D + β − αk0,1
dD − δD − k0,1 =
∆D + β − αk0,1
δD
,
κ2(χ2 + α) =
∆D + β − α(2k0,2 − k0,3)
δD
.
The inequality follows from (4.1). We conclude the section with an example.
Example 6.4. We consider the equation
Q(∂z)((a0,15t2 + a0,26t3)u(t, z, ) + 14t6u2(t, z, ) + 11t14u3(t, z, ))
= b0(z)3t+ 10t5∂tR1(∂z)u(t, z, ) + 6t6∂tR2(∂z)u(t, z, ).
(6.3)
Here, k0,1 = 2, k0,2 = 6, k0,3 = 14, κ1 = 1, κ2 = 3, m0,1 = 5, m1,1 = 6, m0,2 = 14,
m0,3 = 11, α = 2, β = −1, ∆1 = 10, ∆2 = 12, d1 = 5, δ1 = 1, d2 = 6, δ2 = 2,
b0 = 1, n0 = 3, γ1 = −2, γ2 = 1.
The constraints (4.1), (4.3), (4.4), (4.11), (4.12), (4.21), (4.22), (4.41), (4.43),
(4.46), (4.47), (4.66), (4.67) are satisfied in the example.
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Observe that one can divide every term appearing in the previous equation by
3t, but still one observes the presence of an irregular singularity at t = 0 and the
appearance of singular operators which are treated in the manner we describe in
the present work.
The next sections are included for the sake of completeness, and describe in
detail the proofs of the results provided throughout the work. We decided to leave
it at the end for a more comprehensive reading.
7. Proof of Propositions 2.5 and 2.6
Proof of Proposition 2.5. Let us denote
A := ‖−γ0aγ1,κ(τ,m)R˜(im)τκ
∫ τκ
0
(τκ − s)γ2sγ3f(s1/κ,m)ds‖(ν,β,µ,χ,α,κ,).
It holds that
A = sup
τD¯(0,ρ)∪Sd,m∈R
(1 + |m|)µ exp(β|m|)1 + |
τ
χ+α |2κ
| τχ+α |
exp
(
− ν| τ
χ+α
|κ
)
× ||−γ0 1
(1 + |τ |κ)γ1
|R˜(im)|
|R˜D(im)|
∣∣∣τκ ∫ τκ
0
(
(1 + |m|)µ exp(β|m|)
×
1 + |s|
2
||(χ+α)2κ
| τχ+α |
exp
(− ν |s|||(χ+α)κ )f(s1/κ,m))A(τ, s,m, )ds∣∣∣,
where
A(τ, s,m, ) = 1
(1 + |m|)µ exp(β|m|)
exp(ν |s|||(χ+α)κ )
1 + |s|
2
||(χ+α)2κ
|s|1/κ
||χ+α (τ
κ − s)γ2sγ3 .
The above expression yields
A ≤ C3.1() sup
m∈R
| R˜(im)
R˜D(im)
|‖f(τ,m)‖(ν,β,µ,χ,α,κ,),
where
C3.1() = sup
τD¯(0,ρ)∪Sd,m∈R
1 + | τχ+α |2κ
| τχ+α |
exp
(− ν| τ
χ+α
|κ)||−γ0 1
(1 + |τ |κ)γ1
× |τ |κ
∫ |τ |κ
0
exp
(
ν h||(χ+α)κ
)
1 + h2||(χ+α)2κ
h1/κ
||χ+α (|τ |
κ − h)γ2hγ3dh.
After the change of variable h = ||(χ+α)κh′ in the integral of C3.1() and usual
estimates one arrives at
C3.1()
= sup
τD¯(0,ρ)∪Sd,m∈R
1 + | τχ+α |2κ
| τχ+α |
exp
(− ν| τ
χ+α
|κ)||−γ0 1
(1 + |τ |κ)γ1
× |τ |κ
∫ |τ|κ
||(χ+α)κ
0
exp(νh′)
1 + (h′)2
(h′)1/κ
( |τ |κ
||(χ+α)κ − h
′
)γ2
(h′)γ3dh′||(χ+α)κ(γ2+γ3+1)
≤ ||(χ+α)κ(γ2+γ3+1)−γ0+(χ+α)κ sup
x≥0
1 + x2
x1/κ
e−νx
x
(1 + ||(χ+α)κx)γ1 (G1(x) +G2(x)),
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with
G1(x) =
∫ x/2
0
eνh
′
1 + (h′)2
(h′)
1
κ+γ3(x− h′)γ2dh′,
G2(x) =
∫ x
x/2
eνh
′
1 + (h′)2
(h′)
1
κ+γ3(x− h′)γ2dh′.
The steps on stating upper bounds for G1 and G2 are described in [19, Proposition
1], in detail. For the sake of completeness, we give the detailed proof.
Estimates for G1(x). We first consider the case in which 1 < γ2 < 0. Then,
it holds that (x − h′)γ2 ≤ (x/2)γ2 for 0 ≤ h′ ≤ x/2, and every x > 0. The first
condition in (2.3) yields
G1(x) ≤
(x
2
)γ2
eνx/2
∫ x/2
0
(h′)
1
κ+γ3dh′ =
(x
2
)γ2
eνx/2
(x/2)
1
κ+γ3+1
1
κ + γ3 + 1
, x ≥ 0.
Then, one has
sup
x≥0
1 + x2
x1/κ
e−νx
x
(1 + ||(χ+α)κx)γ1G1(x) ≤ supx≥0
1 + x2
x1/κ
e−νxxG1(x), (7.1)
which is finite.
In the case that γ2 > 0, then we have that (x− h′)γ2 ≤ xγ2 for all 0 ≤ h′ ≤ x/2,
for x > 0. Therefore we obtain
G1(x) ≤ xγ2eνx/2
∫ x/2
0
(h′)
1
κ+γ3dh′ = xγ2eνx/2
(x/2)
1
κ+γ3+1
1
κ + γ3 + 1
for all x ≥ 0. We conclude
sup
x≥0
1 + x2
x1/κ
e−νx
x
(1 + ||(χ+α)κx)γ1G1(x) ≤ supx≥0
1 + x2
x1/κ
e−νxxG1(x),
which is finite.
We study G2(x). One has 1 + (h′)2 ≥ 1 + (x/2)2 for all x/2 ≤ h′ ≤ x. Hence,
G2(x) ≤ 11 + (x2 )2
∫ x
x/2
eνh
′
(h′)
1
κ+γ3(x− h′)γ2dh′ ≤ 1
1 + (x2 )
2
G2.1(x) (7.2)
where
G2.1(x) =
∫ x
0
eνh
′
(h′)
1
κ+γ3(x− h′)γ2dh′
for all x ≥ 0.
The same estimates as in [19, (18)] on Mittag-Leﬄer function lead to
G2.1(x) ≤ K2.1x 1κ+γ3eνx, x ≥ 1. (7.3)
We now distinguish two cases: γ3 ≤ −1 and γ3 > −1. In the first situation, we
obtain
sup
x≥1
1 + x2
x1/κ
e−νx
x
(1 + ||(χ+α)κx)γ1G2(x) ≤ supx≥1
1 + x2
1 + (x/2)2
K2.1x
1+γ3 ,
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and by the change of variable h′ = xu′, we deduce
sup
0≤x<1
1 + x2
x1/κ
e−νx
x
(1 + ||(χ+α)κx)γ1G2(x)
≤ sup
0≤x<1
1 + x2
1 + (x/2)2
e−νx
x
x1/κ
x
1
κ+γ3+γ2+1
∫ 1
0
eνxu
′
(u′)
1
κ+γ3(1− u′)γ2 du′,
(7.4)
which is finite.
The second situation, i.e. γ3 > −1 and γ1 ≥ γ3 + 1 is considered by using that
1+ ||(χ+α)κx ≥ ||(χ+α)κx for all x ≥ 1, and (7.3) to check the case in which x ≥ 1.
For those 0 ≤ x ≤ 1 we proceed as in (7.4) to conclude the result. 
Proof of Proposition 2.6. The proof is analogous to that of Proposition 3 in [22] and
follows the lines of [18, Proposition 3]. For the sake of completeness, we reproduce
the proof. We write
B =
∥∥τκ−1 ∫ τκ
0
∫ +∞
−∞
f((τκ − s′)1/κ,m−m1)g((s′)1/κ,m1)
× 1
(τκ − s′)s′ ds
′ dm1‖(ν,β,µ,χ,α,κ,)
= sup
τ∈D¯(0,ρ)∪Sd,m∈R
(1 + |m|)µ exp(β|m|)1 + |
τ
χ+α |2κ
| τχ+α |
exp(−ν| τ
χ+α
|κ)
× |τκ−1
∫ τκ
0
∫ +∞
−∞
{(1 + |m−m1|)µ exp(β|m−m1|)
×
1 + |τ
κ−s′|2
||(χ+α)2κ
|τκ−s′|1/κ
||χ+α
exp(−ν |τ
κ − s′|
||(χ+α)κ )f((τ
κ − s′)1/κ,m−m1)}
×
{
(1 + |m1|)µ exp(β|m1|)
1 + |s
′|2
||(χ+α)2κ
|s′|1/κ
||χ+α
exp(−ν |s
′|
||(χ+α)κ )g((s
′)1/κ,m1)
}
× B(τ, s,m,m1)ds′ dm1|
(7.5)
where
B(τ, s,m,m1) = exp(−β|m−m1|) exp(−β|m1|)(1 + |m−m1|)µ(1 + |m1|)µ
|s′|1/κ|τκ−s′|1/κ
||2(χ+α)
(1 + |τ
κ−s′|2
||(χ+α)2κ )(1 +
|s′|2
||(χ+α)2κ )
× exp(ν |τ
κ − s′|
||(χ+α)κ ) exp(ν
|s′|
||(χ+α)κ )
1
(τκ − s′)s′ .
We also have |m| ≤ |m−m1|+ |m1| for all m,m1 ∈ R, from which we obtain
B ≤ C4()‖f(τ,m)‖(ν,β,µ,χ,α,κ,)‖g(τ,m)‖(ν,β,µ,χ,α,κ,) (7.6)
where
C4() = sup
τ∈D¯(0,ρ)∪Sd,m∈R
(1 + |m|)µ 1 + |
τ
χ+α |2κ
| τχ+α |
exp(−ν| τ
χ+α
|κ)|τ |κ−1
×
∫ |τ |κ
0
∫ +∞
−∞
1
(1 + |m−m1|)µ(1 + |m1|)µ
(h′)1/κ(|τ |κ − h′)1/κ
||2(χ+α)
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× 1
(1 + (|τ |
κ−h′)2
||(χ+α)2κ )(1 +
(h′)2
||(χ+α)2κ )
exp
(
ν
|τ |κ − h′
||(χ+α)κ
)
× exp (ν h′||(χ+α)κ ) 1(|τ |κ − h′)h′ dh′ dm1.
We provide upper bounds that can be split in two parts,
C4() ≤ C4.1C4.2() (7.7)
where
C4.1 = sup
m∈R
(1 + |m|)µ
∫ +∞
−∞
1
(1 + |m−m1|)µ(1 + |m1|)µ dm1 (7.8)
is finite under the condition that µ > 1 according to Lemma 4 of [20], and
C4.2() = sup
τ∈D¯(0,ρ)∪Sd
1 + | τχ+α |2κ
| τχ+α |
|τ |κ−1
×
∫ |τ |κ
0
(h′)1/κ(|τ |κ−h′)1/κ
||2(χ+α)
(1 + (|τ |
κ−h′)2
||(χ+α)2κ )(1 +
(h′)2
||(χ+α)2κ )
1
(|τ |κ − h′)h′ dh
′
The change of variable h′ = ||(χ+α)κh yields
C4.2()
= sup
τ∈D¯(0,ρ)∪Sd
1 + | τχ+α |2κ
| τχ+α |
|τ |κ−1
∫ |τ|κ
||(χ+α)κ
0
h1/κ( |τ |
κ
||(χ+α)κ − h)1/κ
(1 + ( |τ |
κ
||(χ+α)κ − h)2)(1 + h2)
× 1
( |τ |
κ
||(χ+α)κ − h)h
1
||(χ+α)κ dh
≤ 1||χ+α supx≥0B(x)
(7.9)
where
B(x) =
1 + x2
x2/κ
x
∫ x
0
h1/κ(x− h)1/κ
(1 + (x− h)2)(1 + h2)
1
(x− h)hdh.
A change of variable h = xu in this last expression followed by a partial fraction
decomposition allow us to write
B(x) = (1 + x2)
∫ 1
0
1
(1 + x2(1− u)2)(1 + x2u2)
1
(1− u)1− 1κu1− 1κ du
=
1 + x2
x2 + 4
∫ 1
0
3− 2u
1 + x2(1− u)2
1
(1− u)1− 1κu1− 1κ du
+
1 + x2
x2 + 4
∫ 1
0
2u+ 1
1 + x2u2
1
(1− u)1− 1κu1− 1κ du
(7.10)
which acquaints us that B(x) is finite provided that κ ≥ 1 and bounded on R+
with respect to x.
The estimates in (7.5), (7.6), (7.7), (7.8), (7.9) and (7.10) allow us to conclude
the result. 
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8. Proof of Lemma 4.3
Proof. Let  ∈ D(0, 0) \ {0}. We first prove that H(B¯(0, $)) ⊆ B¯(0, $), in
F d(ν,β,µ,χ1,α,κ1,).
We first consider the terms in H1 to give upper estimates. By Lemma 2.4, we
have
‖B˜j(m)−χ1(bj−k0,1−γ1) τ
bj−k0,1−γ1
P˜m(τ)
‖(ν,β,µ,χ1,α,κ1,)
≤ C2
CP˜ (rQ˜,R˜D )
1
δDκ1
‖B˜j(m)‖(β,µ)
infm∈R |R˜D(im)|
||(bj−k0,1−γ1)α,
(8.1)
for some C2 > 0, depending on κ1, γ1, k0,1 and bj , 0 ≤ j ≤ Q.
We also use the first part of Proposition 2.5. There exists a constant C3 > 0
depending on ν, κ1, k`,1 for 0 ≤ ` ≤ M1 , k`,2 for 0 ≤ ` ≤ M2, k`,3 for 0 ≤ ` ≤ M3,
Q˜(X) and R˜D(X) such that
‖−χ1(k`,1−k0,1) Q˜(im)
P˜m(τ)
(τk`,1−k0,1 ?κ1 ω1)‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,1−k0,1)‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.2)
‖−χ1(k`,2−k0,2) Q˜(im)
P˜m(τ)
(τk`,2−k0,2 ?κ1 ω1)‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,2−k0,2)‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.3)
‖−χ1(k`,3+k0,1−2k0,2) Q˜(im)
P˜m(τ)
(τk`,3+k0,1−2k0,2 ?κ1 ω1)‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,3+k0,1−2k0,2)‖ω1‖(ν,β,µ,χ1,α,κ1,).
(8.4)
Let j ≥ 1. A constant C3(j) > 0, depending on ν, κ1, k`,2 for 0 ≤ ` ≤M2, Q˜(X),
R˜D(X), exists such that
‖−χ1(k`,2−k0,2+j) Q˜(im)
P˜m(τ)
(τk`,2−k0,2+j ?κ1 ω1)‖(ν,β,µ,χ1,α,κ1,)
≤ C3.1(j)
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,2−k0,2+j)‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.5)
‖−χ1(k`,3+k0,1−2k0,2+j) Q˜(im)
P˜m(τ)
(τk`,3+k0,1−2k0,2+j ?κ1 ω1)‖(ν,β,µ,χ1,α,κ1,)
≤ C3.2(j)
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,3+k0,1−2k0,2+j)‖ω1‖(ν,β,µ,χ1,α,κ1,).
(8.6)
We now determine the dependence on j of the constants C3.1(j), C3.2(j) > 0
obtained by the application of Proposition 2.5. More precisely, one has
C3.1(j) ≤ Cˆ3Aj3Γ
(k`,2 − k0,2 + j
κ1
)
, j ≥ 1, (8.7)
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and
C3.2(j) ≤ Cˆ3Aj3Γ
(k`,3 + k0,1 − 2k0,2 + j
κ1
)
, j ≥ 1, (8.8)
for some Cˆ3, A3 > 0 which do not depend on j. The proof of (8.7) is based on a
deeper look at the estimates in the proof of the first part of Proposition 2.5. We
follow the notation in such proof. We only give detail on the proof of (8.7), because
the proof of (8.8) is analogous.
Proof of (8.7). Let j ≥ 1 such that k`,2 − k0,2 + j > κ1. The classical estimates
sup
x≥0
xm1e−m2x =
(m1
m2
)m1
e−m1 (8.9)
for any real numbers m1 ≥ 0, m2 > 0 yield the following:
sup
x≥0
1 + x2
x1/κ1
e−νxxG1(x)
≤ sup
x≥0
(1 + x2)x
k`,2−k0,2+j
κ1 e−
ν
2 x
(1
2
)1/κ1
κ1
≤
((k`,2 − k0,2 + j
κ1ν/2
) k`,2−k0,2+j
κ1 exp
(− k`,2 − k0,2 + j
κ1
)
+
( k`,2−k0,2+j
κ1
+ 2
ν/2
) k`,2−k0,2+j
κ1
+2
exp
(− (k`,2 − k0,2 + j
κ1
+ 2)
))(1
2
)1/κ1
κ1
Furthermore, according to the Stirling formula Γ(x) ∼ √2pixx− 12 e−x as x → +∞
and bearing in mind the functional relation Γ(x + 1) = xΓ(x) for all x > 0, we
obtain two constants Cˇ2 > 0 and A3 > 0 independent of j such that
sup
x≥0
1 + x2
x1/κ1
e−νxxG1(x)
≤ Cˇ2Aj3
(
Γ
(k`,2 − k0,2 + j
κ1
)
+ Γ
(k`,2 − k0,2 + j
κ1
+ 2
))
≤ Cˇ2Aj3
(
Γ
(k`,2 − k0,2 + j
κ1
)
+
(k`,2 − k0,2 + j
κ1
+ 1
)(k`,2 − k0,2 + j
κ1
)
Γ
(k`,2 − k0,2 + j
κ1
))
(8.10)
On the other hand, by direct inspection, we observe that there exists a constant
Cˇ2.1 > 0 (independent of j and ) such that
sup
0≤x<1
1 + x2
x1/κ1
e−νx
x
(1 + ||(χ1+α)κ1x)γ1G2(x) ≤ Cˇ2.1 (8.11)
Furthermore, there exists a constant K2.1(j) depending on ν, κ1, k`,2 for 0 ≤ ` ≤M2
and j, such that
sup
x≥1
1 + x2
x1/κ1
e−νx
x
(1 + ||(χ1+α)κ1x)γ1G2(x) ≤ supx≥1
1 + x2
1 + (x2 )
2
K2.1(j) (8.12)
Regarding the proof of [19, Proposition 1], we guarantee the existence of a constant
Kˇ2.1 > 0 independent of j such that
K2.1(j) ≤ Kˇ2.1Γ
(k`,2 − k0,2 + j
κ1
)
(8.13)
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for all j ≥ 1. Finally, gathering (8.10), (8.11), (8.12) and (8.13), we conclude
(8.7). 
In view of Lemma 4.1 and again by Proposition 2.5, we have
∥∥−χ1(k`,3+k0,1−2k0,2) Q˜(im)
P˜m(τ)
[
τk`,3+k0,1−2k0,2+j ?κ1 Bκ1J1(τ, )
?κ1 Bκ1J1(τ, ) ?κ1 ω1
]∥∥
(ν,β,µ,χ1,α,κ1,)
=
∥∥−χ1(k`,3+k0,1−2k0,2) Q˜(im)
P˜m(τ)
[
τk`,3+k0,1−2k0,2+j
?κ1 Bκ1 J˜1(τ, ) ?κ1 ω1
]‖(ν,β,µ,χ1,α,κ1,)
≤ C3.3(j)
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,3+k0,1−2k0,2+j)‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.14)
where
C3.3(j) ≤ Cˆ3Aj3Γ
(k`,3 + k0,1 − 2k0,2 + j
κ1
)
, j ≥ 1. (8.15)
This estimates for C3.3 are obtained in the same manner as those in (8.7).
We choose large enough rQ˜,R˜D > 0 and $ > 0 such that
Q∑
j=0
|0|nj−αbj+α(bj−k0,1−γ1) C2
CP˜ (rQ˜,R˜D )
1
δDκ1
‖B˜j(m)‖(β,µ)
infm∈R |R˜D(im)|
+
s1∑
`=1
|a`,1|
Γ(k`,1−k0,1κ1 )
|0|α(k`,1−k0,1) C3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
M1∑
`=s1+1
|a`,1|
Γ(k`,1−k0,1κ1 )
|0|m`,1+β−αk`,1+α(k`,1−k0,1) C3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
s2∑
`=1
2|a`,2a0,1|
|a0,2|
|0|α(k`,2−k0,2)
Γ(k`,2−k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
M2∑
`=s2+1
2|a`,2a0,1|
|a0,2|
|0|m`,2+2β−αk`,2+α(k`,2−k0,2)
Γ(k`,2−k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
s2∑
`=0
2|a`,2a0,1|
|a0,2|
∑
j≥1
|Jj | |0|
α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
M2∑
`=s2+1
2|a`,2a0,1|
|a0,2|
∑
j≥1
|Jj | |0|
m`,2+2β−αk`,2+α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
s3∑
`=0
3|a0,1|2|a`,3|
|a0,2|2
|0|α(k`,3+k0,1−2k0,2)
Γ(k`,3+k0,1−2k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
s3∑
`=0
6|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|Jj | |0|
α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
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+
s3∑
`=0
3|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|J˜j | |0|
α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
M3∑
`=s3+1
3|a0,1|2|a`,3|
|a0,2|2
|0|m`,3+3β−αk`,3+α(k`,3+k0,1−2k0,2)
Γ(k`,3+k0,1−2k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
M3∑
`=s3+1
6|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|Jj | |0|
m`,3+3β−αk`,3+α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
× Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
+
M3∑
`=s3+1
3|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|J˜j | |0|
m`,3+3β−αk`,3+α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
× Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$
≤ $
4
. (8.16)
Observe that the convergence of the series in j appearing in the previous expres-
sion converge provided that |0| is small enough, according to the fact that J1 and J˜1
are convergent series in a neighborhood of the origin, which yields |Jj | ≤ CJ(AJ)j ,
and |J˜j | ≤ CJ(AJ)j , for some CJ , AJ > 0.
After the choice in (8.16), one can apply (8.1), (8.2), (8.3), (8.4), (8.5), (8.6) and
(8.14), together with (8.7), (8.8) and (8.15) to deduce that
‖H1 (ω1)‖(ν,β,µ,χ1,α,κ1,) ≤
$
4
. (8.17)
We now give upper bounds associated to H2 . We define
h1(τ,m) = τκ1−1
∫ τκ1
0
∫ ∞
−∞
ω1((τκ1 − s′)1/κ1 ,m−m1)ω1((s′)1/κ1 ,m1)
× 1
(τκ1 − s′)s′ ds
′ dm1.
(8.18)
Observe that
ω1(τ,m) ?Eκ1 ω1(τ,m) = τh1(τ,m).
In view of Proposition 2.6, there exists C4 > 0, depending on µ and κ1, such that
‖h1(τ, )‖(ν,β,µ,χ1,α,κ1,) ≤
C4
||χ1+α ‖ω1‖
2
(ν,β,µ,χ1,α,κ1,)
. (8.19)
We apply Proposition 2.5 (2) to obtain C ′2 > 0, depending on ν, κ1, d`, δ`, k0,1, δD,
R˜`(X), for 1 ≤ ` ≤ D, such that
‖−χ1(d`−k0,1−δ`) R˜`(im)
P˜m(τ)
[τd`,q1,q2 ?κ1 (τ
κ1q2ω1)]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)
× ‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.20)
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for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δ`, and
‖−χ1(d`−k0,1−δ`) R˜`(im)
P˜m(τ)
[τd`,q1,q2+κ1(q2−p) ?κ1 (τ
κ1pω1)]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)
× ‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.21)
for every 1 ≤ p ≤ q2 − 1.
We apply (8.19), and Proposition 2.5.2) to guarantee the existence of C ′3 > 0,
depending on ν, κ1, γ1, δD, k0,1, and k`,2 for 0 ≤ ` ≤M2 such that
‖−χ1(k`,2+γ1−k0,1) Q˜(im)
P˜m(τ)
[τk`,2+γ1−k0,1 ?κ1 (τh1(τ,m))]‖(ν,β,µ,χ1,α,κ1,)
= ‖−χ1(k`,2+γ1−k0,1) Q˜(im)
P˜m(τ)
τκ1
∫ τκ1
0
(τκ1 − s)
k`,2+γ1−k0,1
κ1
−1s
1
κ1
−1
× h(s1/κ1 ,m)ds‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)κ1
(
k`,2+γ1−k0,1
κ1
+ 1κ1
)
−χ1(k`,2+γ1−k0,1)−(χ1+α)κ1(δD− 1κ1 )
× ‖h1(τ, )‖(ν,β,µ,χ1,α,κ1,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)(k`,2+γ1−k0,1−κ1δD+1)−χ1(k`,2+γ1−k0,1)
× ‖ω1(τ, )‖2(ν,β,µ,χ1,α,κ1,).
(8.22)
By the same arguments as above we obtain
‖−χ1(k`,3+γ1−k0,2) Q˜(im)
P˜m(τ)
[τk`,3+γ1−k0,2 ?κ1 (τh1(τ,m))]‖(ν,β,µ,χ1,α,κ1,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)(k`,3+γ1−k0,2−κ1δD+1)−χ1(k`,3+γ1−k0,2)
× ‖ω1(τ, )‖2(ν,β,µ,χ1,α,κ1,),
(8.23)
and
‖−χ1(k`,3+γ1−k0,2+j) Q˜(im)
P˜m(τ)
[τk`,3+γ1−k0,2+j ?κ1 (τh1(τ,m))
]‖(ν,β,µ,χ1,α,κ1,)
≤ C4C
′
3(j)
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)(k`,3+γ1−k0,2+j−κ1δD+1)−χ1(k`,3+γ1−k0,2+j)
× ‖ω1(τ, )‖2(ν,β,µ,χ1,α,κ1,),
(8.24)
for every j ≥ 1, where
C ′3(j) ≤ Cˆ3Aj3Γ
(k`,3 + γ1 − k0,2
κ1
)
j ≥ 1. (8.25)
The proof of such dependence on j is proved in an analogous way as for that of
(8.7).
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One can choose rQ˜,R˜D > 0 and $ > 0 such that the following condition holds:
D−1∑
`=1
|0|∆`+α(δ`−d`)+β
[ δ`−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(d`,δ`,0κ1 )
|0|α(d`−k0,1−δ`)$
+
∑
q1+q2=δ`,q2≥1
δ`!
q1!q2!
q1−1∏
d=0
|γ1 − d|
( C ′3κq21
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(d`,q1,q2κ1 )
× |0|(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)$
+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(d`,q1,q2κ1 + q2 − p)
× |0|(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)$
)]
+
s2∑
`=0
|a`,2|
Γ(k`,2+γ1−k0,1κ1 )
C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|(χ1+α)(k`,2+γ1−k0,1−κ1δD+1)−χ1(k`,2+γ1−k0,1)$2
+
M2∑
`=s2+1
|a`,2|
Γ(k`,2+γ1−k0,1κ1 )
C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|m`,2+2β−αk`,2+(χ1+α)(k`,2+γ1−k0,1−κ1δD+1)−χ1(k`,2+γ1−k0,1)$2
+
s3∑
`=0
3|a`,3a0,1|
|a0,2|
C4C
′
3
Γ(k`,3+γ1−k0,2κ1 )
|0|(χ1+α)(k`,3+γ1−k0,2−κ1δD+1)−χ1(k`,3+γ1−k0,2)
CP˜ (rQ˜,R˜D )
1
δDκ1
$2
+
M3∑
`=s3+1
3|a`,3a0,1|
|a0,2|
C4C
′
3
Γ(k`,3+γ1−k0,2κ1 )
× |0|
m`,3+3β−αk`,3+(χ1+α)(k`,3+γ1−k0,2−κ1δD+1)−χ1(k`,3+γ1−k0,2)
CP˜ (rQ˜,R˜D )
1
δDκ1
$2
+
s3∑
`=0
3|a`,3a0,1|
|a0,2|
∑
j≥1
|Jj | |0|
(χ1+α)(k`,3+γ1−k0,2+j−κ1δD+1)−χ1(k`,3+γ1−k0,2+j)
Γ(k`,3+γ1−k0,2κ1 )
× C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$2 +
s3∑
`=0
3|a`,3a0,1|
|a0,2|
∑
j≥1
|Jj |
× |0|
m`,3+3β−αk`,3+(χ1+α)(k`,3+γ1−k0,2+j−κ1δD+1)−χ1(k`,3+γ1−k0,2+j)
Γ(k`,3+γ1−k0,2κ1 )
× C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
$2
≤ $
4
(8.26)
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The choice in (8.26) allows to guarantee from (8.20), (8.21), (8.22), (8.23), (8.24),
together with (8.25), that
‖H2 (ω1)‖(ν,β,µ,χ1,α,κ1,) ≤
$
4
. (8.27)
We now give upper estimates for H3 (ω1(τ,m)). Proposition 2.5.1) yields
‖−χ1(dD−k0,1−δD) R˜D(im)
P˜m(τ)
[τdD,δD,0 ?κ1 ω1]‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|(χ1+α)ddD,δD,0−χ1(dD−k0,1−δD)‖ω1‖(ν,β,µ,χ1,α,κ1,)
=
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|α(dD−k0,1−δD)‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.28)
for some C3 > 0, depending on ν, κ1, k0,1, δD, dD.
We also apply Proposition 2.5 (2) to guarantee the existence of C ′3 > 0, depending
on ν, κ1, k0,1, δD, dD with
‖−χ1(dD−k0,1−δD) R˜D(im)
P˜m(τ)
[τdD,q1,q2 ?κ1 (τ
κ1q2ω1)]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|(χ1+α)κ1
( ddD,q1,q2
κ1
+q2−δD
)
−χ1(dD−k0,1−δD)
× ‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.29)
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD. In addition to that, it holds
‖ R˜D(im)
P˜m(τ)
[τκ1(δD−p) ?κ1 (τ
κ1pω1)]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|χ1+α‖ω1‖(ν,β,µ,χ1,α,κ1,),
(8.30)
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and $ such that
|0|∆D+α(δD−dD)+β
[ δD−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(dD,δD,0κ1 )
|0|α(dD−k0,1−δD)$
+
∑
q1+q2=δD,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ1 − d|
( C ′3κq21
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(dD,q1,q2κ1 )
× |0|(χ1+α)κ1
( ddD,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(dD−k0,1−δD)$
+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(dD,q1,q2κ1 + q2 − p)
× |0|(χ1+α)κ1
( ddD,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(dD−k0,1−δD)$
)]
+
∑
1≤p≤δD−1
|AδD,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(δD − p)
|0|χ1+α$ ≤ $4 .
(8.31)
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The choice in (8.31) allows to guarantee from (8.28), (8.29) and (8.30) that
‖H3 (ω1)‖(ν,β,µ,χ1,α,κ1,) ≤
$
4
. (8.32)
We finally give upper bounds for the elements involved in H4 (ω1). Let
h2(τ,m) = τκ1−1
∫ τκ1
0
∫ ∞
−∞
ω1
(
(τκ1 − s′)1/κ1 ,m−m1
)
× (ω1 ?Eκ1 ω1)
(
(s′)1/κ1 ,m1
) 1
(τκ1 − s′)s′ ds
′ dm1.
Regarding Proposition 2.6, one has
‖h2(τ,m)‖(ν,β,µ,χ1,α,κ1,)
≤ C4||χ1+α ‖ω1‖(ν,β,µ,χ1,α,κ1,)‖ω1 ?
E
κ1 ω1‖(ν,β,µ,χ1,α,κ1,).
(8.33)
Moreover, in view of Corollary 2.7, we obtain
‖ω1 ?Eκ1 ω1‖(ν,β,µ,χ1,α,κ1,) ≤ C4‖ω1‖2(ν,β,µ,χ1,α,κ1,) (8.34)
Following the same argument as in (8.22), in view of (8.33), (8.34), and from
Proposition 2.5 (2), we have
‖−χ1(k`,3+2γ1−k0,1) Q˜(im)
P˜m(τ)
[τk`,3+2γ1−k0,1 ?κ1 (τh2(τ,m))]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|(χ1+α)κ1
(
k`,3+2γ1−k0,1
κ1
+ 1κ1
)
−χ1(k`,3+2γ1−k0,1)−(χ1+α)κ1(δD− 1κ1 )
× ‖h2(τ,m)‖(ν,β,µ,χ1,α,κ1,)
≤ (C4)
2C ′3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|(χ1+α)(k`,3+2γ1−k0,1−κ1δD+1)−χ1(k`,3+2γ1−k0,1)
× ‖ω1‖3(ν,β,µ,χ1,α,κ1,)
(8.35)
We recall that Lemma 4.2 holds, and we use hypothesis (4.41). We choose rQ˜,R˜D
and $ such that
s3∑
`=0
|a`,3|
Γ(k`,3+2γ1−k0,1κ1 )
(C4)2C ′3
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|(χ1+α)(k`,3+2γ1−k0,1−κ1δD+1)−χ1(k`,3+2γ1−k0,1)$3
+
M3∑
`=s3+1
|a`,3|
Γ(k`,3+2γ1−k0,1κ1 )
(C4)2C ′3
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|m`,3+3β−αk`,3+(χ1+α)(k`,3+2γ1−k0,1−κ1δD+1)−χ1(k`,3+2γ1−k0,1)$3
≤ $
4
(8.36)
The choice in (8.36) allows to guarantee from (8.35) that
‖H4 (ω1)‖(ν,β,µ,χ1,α,κ1,) ≤
$
4
. (8.37)
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Observe that (4.41) and (4.21) imply
(χ1 + α)(k`,3 + 2γ1 − k0,1 − κ1δD + 1)− χ1(k`,3 + 2γ1 − k0,1) ≥ 0,
for every ` ∈ {0, . . . ,M3}.
In view of (8.17), (8.27), (8.32) and (8.36) we conclude the first part of the
proof of Lemma 4.3, namely, the existence of $ > 0 such that H sends B¯(0, $) ⊆
F d(ν,β,µ,χ1,α,κ1,) into itself.
We proceed to give proof for (4.44). For  ∈ D(0, 0) \ {0} fixed above, we take
ω1, ω2 ∈ B¯(0, $) ⊆ F d(ν,β,µ,χ1,α,κ1,). We start with H1 . Analogous arguments as in
the first part of the proof leading to the upper bounds for H1 , we obtain
‖−χ1(k`,1−k0,1) Q˜(im)
P˜m(τ)
(τk`,1−k0,1 ?κ1 (ω1 − ω2))‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,1−k0,1)‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.38)
‖−χ1(k`,2−k0,2) Q˜(im)
P˜m(τ)
(τk`,2−k0,2 ?κ1 (ω1 − ω2))‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,2−k0,2)‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.39)
‖−χ1(k`,3+k0,1−2k0,2) Q˜(im)
P˜m(τ)
(τk`,3+k0,1−2k0,2 ?κ1 (ω1 − ω2))‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,3+k0,1−2k0,2)‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.40)
and for every j ≥ 1,
‖−χ1(k`,2−k0,2+j) Q˜(im)
P˜m(τ)
(τk`,2−k0,2+j ?κ1 (ω1 − ω2))‖(ν,β,µ,χ1,α,κ1,)
≤ Cˆ3A
j
3Γ(
k`,2−k0,2+j
κ1
)
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,2−k0,2+j)‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.41)
‖−χ1(k`,3+k0,1−2k0,2+j) Q˜(im)
P˜m(τ)
(τk`,3+k0,1−2k0,2+j ?κ1 (ω1 − ω2))‖(ν,β,µ,χ1,α,κ1,)
≤
Cˆ3A
j
3Γ
(
k`,3+k0,1−2k0,2+j
κ1
)
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,3+k0,1−2k0,2+j)‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,).
(8.42)
We also have
‖−χ1(k`,3+k0,1−2k0,2) Q˜(im)
P˜m(τ)
[
τk`,3+k0,1−2k0,2+j ?κ1 Bκ1J1(τ, )
?κ1 Bκ1J1(τ, ) ?κ1 (ω1 − ω2)
]‖(ν,β,µ,χ1,α,κ1,)
≤ Cˆ3A
j
3Γ(
k`,3+k0,1−2k0,2+j
κ1
)
CP˜ (rQ˜,R˜D )
1
δDκ1
||α(k`,3+k0,1−2k0,2+j)‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,).
(8.43)
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We choose large enough rQ˜,R˜D > 0 and $ > 0 such that
s1∑
`=1
|a`,1|
Γ(k`,1−k0,1κ1 )
|0|α(k`,1−k0,1) C3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
M1∑
`=s1+1
|a`,1|
Γ(k`,1−k0,1κ1 )
|0|m`,1+β−αk`,1+α(k`,1−k0,1) C3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
s2∑
`=1
2|a`,2a0,1|
|a0,2|
|0|α(k`,2−k0,2)
Γ(k`,2−k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
M2∑
`=s2+1
2|a`,2a0,1|
|a0,2|
|0|m`,2+2β−αk`,2+α(k`,2−k0,2)
Γ(k`,2−k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
s2∑
`=0
2|a`,2a0,1|
|a0,2|
∑
j≥1
|Jj | |0|
α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
M2∑
`=s2+1
2|a`,2a0,1|
|a0,2|
∑
j≥1
|Jj | |0|
m`,2+2β−αk`,2+α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
s3∑
`=0
3|a0,1|2|a`,3|
|a0,2|2
|0|α(k`,3+k0,1−2k0,2)
Γ(k`,3+k0,1−2k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
s3∑
`=0
6|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|Jj | |0|
α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
s3∑
`=0
3|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|J˜j | |0|
α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
M3∑
`=s3+1
3|a0,1|2|a`,3|
|a0,2|2
|0|m`,3+3β−αk`,3+α(k`,3+k0,1−2k0,2)
Γ(k`,3+k0,1−2k0,2κ1 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
M3∑
`=s3+1
6|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|Jj | |0|
m`,3+3β−αk`,3+α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
+
M3∑
`=s3+1
3|a0,1|2|a`,3|
|a0,2|2
∑
j≥1
|J˜j | |0|
m`,3+3β−αk`,3+α(k`,3+k0,1−2k0,2+j)
Γ(k`,3+k0,1−2k0,2κ1 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
≤ 1
8
.
(8.44)
As a result, we can affirm that
‖H1 (ω1)−H1 (ω1)‖(ν,β,µ,χ1,α,κ1,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,). (8.45)
We proceed with the upper bounds associated to H2 . For this purpose, we
observe that
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ω1((τκ1 − s′)1/κ1 ,m−m1)ω1((s′)1/κ1 ,m1)− ω2((τκ1 − s′)1/κ1 ,m−m1)
× ω2((s′)1/κ1 ,m1)
=
(
ω1((τκ1 − s′)1/κ1 ,m−m1)− ω2((τκ1 − s′)1/κ1 ,m−m1)
)
ω1((s′)1/κ1 ,m1)
+ ω2((τκ1 − s′)1/κ1 ,m−m1)
(
ω1((s′)1/κ1 ,m1)− ω2((s′)1/κ1 ,m1)
)
.
(8.46)
For j = 1, 2, we define
h1j(τ,m) = τκ1−1
∫ τκ1
0
∫ ∞
−∞
ωj((τκ1 − s′)1/κ1 ,m−m1)ωj((s′)1/κ1 ,m1)
× 1
(τκ1 − s′)s′ ds
′ dm1.
The expression in (8.46) and Proposition 2.6 yield
‖h11(τ,m)− h12(τ,m)‖(ν,β,µ,χ1,α,κ1,)
≤ C4||χ1+α (‖ω1‖(ν,β,µ,χ1,α,κ1,) + ‖ω2‖(ν,β,µ,χ1,α,κ1,))
× ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)
(8.47)
Estimates in (8.20), (8.21), (8.22), (8.23) and (8.24) together with (8.47) provide
the following bounds.
‖−χ1(d`−k0,1−δ`) R˜`(im)
P˜m(τ)
[τd`,q1,q2 ?κ1 (τ
κ1q2(ω1 − ω2))]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)
× ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.48)
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δ`, and
‖−χ1(d`−k0,1−δ`) R˜`(im)
P˜m(τ)
[τd`,q1,q2+κ1(q2−p) ?κ1 (τ
κ1p(ω1 − ω2))]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)
× ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.49)
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for 1 ≤ p ≤ q2 − 1, and
‖−χ1(k`,2+γ1−k0,1) Q˜(im)
P˜m(τ)
[τk`,2+γ1−k0,1
?κ1 (τ [h11(τ,m)− h12(τ,m)])]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
× ||(χ1+α)κ1
(
k`,2+γ1−k0,1
κ1
+ 1κ1
)
−χ1(k`,2+γ1−k0,1)−(χ1+α)κ1(δD− 1κ1 )
× ‖h11 − h12‖(ν,β,µ,χ1,α,κ1,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)(k`,2+γ1−k0,1−κ1δD+1)−χ1(k`,2+γ1−k0,1)
× (‖ω1‖(ν,β,µ,χ1,α,κ1,) + ‖ω2‖(ν,β,µ,χ1,α,κ1,))‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.50)
‖−χ1(k`,3+γ1−k0,2) Q˜(im)
P˜m(τ)
[τk`,3+γ1−k0,2
?κ1 (τ [h11(τ,m)− h12(τ,m)])]‖(ν,β,µ,χ1,α,κ1,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)(k`,3+γ1−k0,2−κ1δD+1)−χ1(k`,3+γ1−k0,2)
× (‖ω1‖(ν,β,µ,χ1,α,κ1,) + ‖ω2‖(ν,β,µ,χ1,α,κ1,))‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.51)
and
‖−χ1(k`,3+γ1−k0,2+j) Q˜(im)
P˜m(τ)
[τk`,3+γ1−k0,2+j
?κ1 (τ [h11(τ,m)− h12(τ,m)])]‖(ν,β,µ,χ1,α,κ1,)
≤ C4Cˆ3A
j
3Γ(
k`,3+γ1−k0,2
κ1
)
CP˜ (rQ˜,R˜D )
1
δDκ1
||(χ1+α)(k`,3+γ1−k0,2+j−κ1δD+1)−χ1(k`,3+γ1−k0,2+j)
× (‖ω1‖(ν,β,µ,χ1,α,κ1,) + ‖ω2‖(ν,β,µ,χ1,α,κ1,))‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.52)
for every j ≥ 1.
One can choose rQ˜,R˜D > 0 and $ > 0 such that the following condition holds:
D−1∑
`=1
|0|∆`+α(δ`−d`)+β
[ δ`−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(d`,δ`,0κ1 )
|0|α(d`−k0,1−δ`)
+
∑
q1+q2=δ`,q2≥1
δ`!
q1!q2!
q1−1∏
d=0
|γ1 − d|
( C ′3κq21
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(d`,q1,q2κ1 )
× |0|(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)
+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(d`,q1,q2κ1 + q2 − p)
× |0|(χ1+α)κ1
(
d`,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(d`−k0,1−δ`)
)]
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+
s2∑
`=0
|a`,2|
Γ(k`,2+γ1−k0,1κ1 )
C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|(χ1+α)(k`,2+γ1−k0,1−κ1δD+1)−χ1(k`,2+γ1−k0,1)2$
+
M2∑
`=s2+1
|a`,2|
Γ(k`,2+γ1−k0,1κ1 )
C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|m`,2+2β−αk`,2+(χ1+α)(k`,2+γ1−k0,1−κ1δD+1)−χ1(k`,2+γ1−k0,1)2$
+
s3∑
`=0
3|a`,3a0,1|
|a0,2|
C4C
′
3
Γ(k`,3+γ1−k0,2κ1 )
|0|(χ1+α)(k`,3+γ1−k0,2−κ1δD+1)−χ1(k`,3+γ1−k0,2)
CP˜ (rQ˜,R˜D )
1
δDκ1
2$
+
M3∑
`=s3+1
3|a`,3a0,1|
|a0,2|
C4C
′
3
Γ(k`,3+γ1−k0,2κ1 )
|0|m`,3+3β−αk`,3+(χ1+α)(k`,3+γ1−k0,2−κ1δD+1)−χ1(k`,3+γ1−k0,2)
CP˜ (rQ˜,R˜D )
1
δDκ1
2$
+
s3∑
`=0
3|a`,3a0,1|
|a0,2|
∑
j≥1
|Jj | |0|
(χ1+α)(k`,3+γ1−k0,2+j−κ1δD+1)−χ1(k`,3+γ1−k0,2+j)
Γ
(k`,3+γ1−k0,2
κ1
)
× C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
2$ +
s3∑
`=0
3|a`,3a0,1|
|a0,2|
∑
j≥1
|Jj |
× |0|
m`,3+3β−αk`,3+(χ1+α)(k`,3+γ1−k0,2+j−κ1δD+1)−χ1(k`,3+γ1−k0,2+j)
Γ(k`,3+γ1−k0,2κ1 )
× C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ1
2$
≤ 1
8
. (8.53)
We obtain
‖H2 (ω1)−H2 (ω1)‖(ν,β,µ,χ1,α,κ1,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,). (8.54)
We now study the term H3. Analogous estimates as those stated in the first
statement of this part of the proof lead to
‖−χ1(dD−k0,1−δD) R˜D(im)
P˜m(τ)
[τdD,δD,0 ?κ1 (ω1 − ω2)]‖(ν,β,µ,χ1,α,κ1,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|(χ1+α)ddD,δD,0−χ1(dD−k0,1−δD)‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)
=
C3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|α(dD−k0,1−δD)‖(ω1 − ω2)‖(ν,β,µ,χ1,α,κ1,),
(8.55)
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‖−χ1(dD−k0,1−δD) R˜D(im)
P˜m(τ)
[
τdD,q1,q2 ?κ1 [τ
κ1q2(ω1 − ω2)]
]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|(χ1+α)κ1
( ddD,q1,q2
κ1
+q2−δD
)
−χ1(dD−k0,1−δD)
× ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.56)
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD, and
‖ R˜D(im)
P˜m(τ)
[τκ1(δD−p) ?κ1 (τ
κ1p(ω1 − ω2))]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|χ1+α‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,),
(8.57)
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and $ such that
|0|∆D+α(δD−dD)+β
[ δD−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(dD,δD,0κ1 )
× |0|α(dD−k0,1−δD)
+
∑
q1+q2=δD,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ1 − d|
( C ′3κq21
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(dD,q1,q2κ1 )
× |0|(χ1+α)κ1
( ddD,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(dD−k0,1−δD)
+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ(dD,q1,q2κ1 + q2 − p)
× |0|(χ1+α)κ1
( ddD,q1,q2
κ1
+q2−δD+ 1κ1
)
−χ1(dD−k0,1−δD)
)]
+
∑
1≤p≤δD−1
|AδD,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D )
1
δDκ1 Γ (δD − p)
|0|χ1+α
≤ 1
8
.
(8.58)
Then we obtain
‖H3 (ω1)−H3 (ω1)‖(ν,β,µ,χ1,α,κ1,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,). (8.59)
We conclude with the estimation associated to the last term, H4 . We have
ω1((τκ1 − s′)1/κ1 ,m−m1)[ω1 ?Eκ1 ω1]((s′)1/κ1 ,m1)
− ω2((τκ1 − s′)1/κ1 ,m−m1)[ω2 ?Eκ1 ω2]((s′)1/κ1 ,m1)
=
(
ω1((τκ1 − s′)1/κ1 ,m−m1)− ω2((τκ1 − s′)1/κ1 ,m−m1)
)
× [ω1 ?Eκ1 ω1]((s′)1/κ1 ,m1) + ω2((τκ1 − s′)1/κ1 ,m−m1)
×
(
[ω1 ?Eκ1 ω1]((s
′)1/κ1 ,m1)− [ω2 ?Eκ1 ω2]((s′)1/κ1 ,m1)
)
.
(8.60)
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For j = 1, 2, we define
h2j(τ,m) = τκ1−1
∫ τκ1
0
∫ ∞
−∞
ωj((τκ1 − s′)1/κ1 ,m−m1)[ωj ?Eκ1 ωj ]
× ((s′)1/κ1 ,m1) 1(τκ1 − s′)s′ ds
′ dm1.
In view of (8.46) and Corollary 2.7, it is straight to check that
‖[ω1 ?Eκ1 ω1]− [ω2 ?Eκ1 ω2]‖(ν,β,µ,χ1,α,κ1,)
≤ C4‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)
(‖ω1‖(ν,β,µ,χ1,α,κ1,) + ‖ω2‖(ν,β,µ,χ1,α,κ1,)) (8.61)
Regarding Proposition 2.6, (8.34), (8.61) and by (8.60) we have
‖h21(τ,m)− h22(τ,m)‖(ν,β,µ,χ1,α,κ1,)
≤ C4||χ1+α
[
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)‖ω1 ?Eκ1 ω1‖(ν,β,µ,χ1,α,κ1,)
+ ‖ω2‖(ν,β,µ,χ1,α,κ1,)
(
‖[ω1 ?Eκ1 ω1]− [ω2 ?Eκ1 ω2]‖(ν,β,µ,χ1,α,κ1,)
)]
≤ C4||χ1+α
[
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)C4‖ω1‖2(ν,β,µ,χ1,α,κ1,) + ‖ω2‖(ν,β,µ,χ1,α,κ1,)
× C4‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)
(
‖ω1‖(ν,β,µ,χ1,α,κ1,) + ‖ω2‖(ν,β,µ,χ1,α,κ1,)
)]
≤ 3C
2
4$
2
||χ1+α ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)
(8.62)
In view of (8.62), and analogous arguments as for the corresponding part of the
first statement we have
‖−χ1(k`,3+2γ1−k0,1) Q˜(im)
P˜m(τ)
[
τk`,3+2γ1−k0,1
?κ1 [τ(h21(τ,m)− h22(τ,m)]
]‖(ν,β,µ,χ1,α,κ1,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ1
|0|(χ1+α)κ1
(
k`,3+2γ1−k0,1
κ1
+ 1κ1
)
−χ1(k`,3+2γ1−k0,1)−(χ1+α)κ1(δD− 1κ1 )
× ‖h21 − h22‖(ν,β,µ,χ1,α,κ1,)
≤ 3(C4)
2C ′3$
2
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|(χ1+α)(k`,3+2γ1−k0,1−κ1δD+1)−χ1(k`,3+2γ1−k0,1)
× ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,)
(8.63)
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We choose rQ˜,R˜D and $ such that
s3∑
`=0
|a`,3|
Γ(k`,3+2γ1−k0,1κ1 )
(C4)2C ′3$
2
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|(χ1+α)(k`,3+2γ1−k0,1−κ1δD+1)−χ1(k`,3+2γ1−k0,1)
+
M3∑
`=s3+1
|a`,3|
Γ(k`,3+2γ1−k0,1κ1 )
(C4)2C ′3$
2
CP˜ (rQ˜,R˜D )
1
δDκ1
× |0|m`,3+3β−αk`,3+(χ1+α)(k`,3+2γ1−k0,1−κ1δD+1)−χ1(k`,3+2γ1−k0,1)
≤ 1
8
(8.64)
The choice in (8.64) allows to guarantee from (8.63) that
‖H4 (ω1)−H4 (ω2)‖(ν,β,µ,χ1,α,κ1,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,). (8.65)
Finally, from (8.45), (8.54), (8.59) and (8.65), we conclude that
‖H(ω1)−H(ω2)‖(ν,β,µ,χ1,α,κ1,) ≤
1
2
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,). (8.66)

9. Proof of Lemma 4.7
Proof. The proof is analogous to that of Lemma 4.3, adapted to the elements in-
volved within the second auxiliary equation.
We first study the terms in H˜1 . By Lemma 2.4, we have
‖B˜j(m)−χ2(bj−k0,2+k0,3−γ2) τ
bj−k0,2+k0,3−γ2
P˜2,m(τ)
‖(ν,β,µ,χ2,α,κ2,)
≤ C2
CP˜ (rQ˜,R˜D )
1
δDκ2
‖B˜j(m)‖(β,µ)
infm∈R |R˜D(im)|
||(bj−k0,2+k0,3−γ2)α,
(9.1)
for some C2 > 0, depending on κ2, γ2, k0,2, k0,3 and bj , 0 ≤ j ≤ Q. We also use the
first part of Proposition 2.5. There exists a constant C3 > 0 depending on ν, κ2, k`,1
for 0 ≤ ` ≤ M1 , k`,2 for 0 ≤ ` ≤ M2, k`,3 for 0 ≤ ` ≤ M3, Q˜(X) and R˜D(X) such
that
‖−χ2(k`,1−2k0,2+k0,3) Q˜(im)
P˜2,m(τ)
(τk`,1−2k0,2+k0,3 ?κ2 ω2)‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,1−2k0,2+k0,3)‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.2)
‖−χ2(k`,2−k0,2) Q˜(im)
P˜2,m(τ)
(τk`,2−k0,2 ?κ2 ω2)‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,2−k0,2)‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.3)
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‖−χ2(k`,3−k0,3) Q˜(im)
P˜2,m(τ)
(τk`,3−k0,3 ?κ2 ω2)‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,3−k0,3)‖ω2‖(ν,β,µ,χ2,α,κ2,).
(9.4)
Let j ≥ 1. A constant C3(j) > 0, depending on ν, κ2, k`,2 for 0 ≤ ` ≤M2, Q˜(X),
R˜D(X), exists such that
‖−χ2(k`,2−k0,2+j) Q˜(im)
P˜2,m(τ)
(τk`,2−k0,2+j ?κ2 ω2)‖(ν,β,µ,χ2,α,κ2,)
≤ C3.1(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,2−k0,2+j)‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.5)
‖−χ2(k`,3−k0,3+j) Q˜(im)
P˜2,m(τ)
(τk`,3−k0,3+j ?κ2 ω2)‖(ν,β,µ,χ2,α,κ2,)
≤ C3.2(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,3−k0,3+j)‖ω2‖(ν,β,µ,χ2,α,κ2,).
(9.6)
The constants C3.1(j), C3.2(j) > 0 are such that
C3.1(j) ≤ Cˆ3Aj3Γ
(k`,2 − k0,2 + j
κ2
)
, j ≥ 1, (9.7)
C3.2(j) ≤ Cˆ3Aj3Γ
(k`,3 − k0,3 + j
κ2
)
, j ≥ 1. (9.8)
The proof of both estimates is analogous to that of (8.7), so we omit them.
In view of Lemma 4.1 and again Proposition 2.5, we have
‖−χ2(k`,3−k0,3) Q˜(im)
P˜2,m(τ)
[
τk`,3−k0,3+j ?κ2 Bκ2J2(τ, )
?κ2 Bκ2J2(τ, ) ?κ2 ω2
]‖(ν,β,µ,χ2,α,κ2,)
= ‖−χ2(k`,3−k0,3) Q˜(im)
P˜2,m(τ)
[
τk`,3−k0,3+j
?κ2 Bκ2 J˜2(τ, ) ?κ2 ω2
]‖(ν,β,µ,χ2,α,κ2,)
≤ C3.3(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,3−k0,3+j)‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.9)
where
C3.3(j) ≤ Cˆ3Aj3Γ
(k`,3 − k0,3 + j
κ2
)
, j ≥ 1. (9.10)
This last estimates for C3.3 are obtained in the same manner as those in (8.7).
We choose large enough rQ˜,R˜D > 0 and $ > 0 such that
Q∑
j=0
|0|nj−αbj+α(bj−k0,2+k0,3−γ2) C2
CP˜ (rQ˜,R˜D )
1
δDκ2
‖B˜j(m)‖(β,µ)
infm∈R |R˜D(im)|
+
s1∑
`=0
|a`,1|
Γ(k`,1−2k0,2+k0,3κ2 )
|0|α(k`,1−2k0,2+k0,3) C3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
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+
M1∑
`=s1+1
|a`,1|
Γ(k`,1−k0,2+k0,3κ2 )
|0|m`,1+β−αk`,1+α(k`,1−2k0,1+k0,3) C3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
s2∑
`=1
2|a`,2a0,2|
|a0,3|
|0|α(k`,2−k0,2)
Γ(k`,2−k0,2κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
M2∑
`=s2+1
2|a`,2a0,2|
|a0,3|
|0|m`,2+2β−αk`,2+α(k`,2−k0,2)
Γ(k`,2−k0,2κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
s2∑
`=0
2|a`,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |0|
α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
M2∑
`=s2+1
2|a`,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |0|
m`,2+2β−αk`,2+α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
s3∑
`=1
3|a0,2|2|a`,3|
|a0,3|2
|0|α(k`,3−k0,3)
Γ(k`,3−k0,3κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
s3∑
`=0
6|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
s3∑
`=0
3|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J˜2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
M3∑
`=s3+1
3|a0,2|2|a`,3|
|a0,3|2
|0|m`,3+3β−αk`,3+α(k`,3−k0,3)
Γ(k`,3−k0,3κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
M3∑
`=s3+1
6|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$
+
M3∑
`=s3+1
3|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J˜2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$ ≤ $
4
.
This choice allows us to deduce that
‖H˜1 (ω1)‖(ν,β,µ,χ2,α,κ2,) ≤
$
4
. (9.11)
We now give upper bounds associated to H˜2 . We define
h˜1(τ,m) = τκ2−1
∫ τκ2
0
∫ ∞
−∞
ω2((τκ1 − s′)1/κ2 ,m−m1)
× ω2((s′)1/κ2 ,m1) 1(τκ2 − s′)s′ ds
′ dm1.
(9.12)
Observe that
ω2(τ,m) ?Eκ2 ω2(τ,m) = τ h˜1(τ,m).
In view of Proposition 2.6, there exists C4 > 0, depending on µ and κ2, such that
‖h˜1(τ, )‖(ν,β,µ,χ2,α,κ2,) ≤
C4
||χ2+α ‖ω2‖
2
(ν,β,µ,χ2,α,κ2,)
. (9.13)
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We proceed as in the previous proof on the upper bounds for H2 to get that
‖−χ2(d`−k0,2+k0,3−δ`) R˜`(im)
P˜2,m(τ)
[τ d˜`,q1,q2 ?κ2 (τ
κ2q2ω2)]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)κ2
(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(d˜`−k0,2+k0,3−δ`)
‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.14)
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δ`, and
‖−χ1(d`−k0,2+k0,3−δ`) R˜`(im)
P˜2,m(τ)
[τ d˜`,q1,q2+κ2(q2−p) ?κ2 (τ
κ2pω2)]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)κ2
(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(d`−k0,2+k0,3−δ`)
× ‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.15)
for every 1 ≤ p ≤ q2 − 1. Also,
‖−χ2(k`,2+γ2−2k0,2+k0,3) Q˜(im)
P˜2,m(τ)
[τk`,2+γ2−2k0,2+k0,3 ?κ2 (τ h˜1(τ,m))]‖(ν,β,µ,χ2,α,κ2,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)(k`,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,2+γ2−2k0,2+k0,3)
‖ω2(τ, )‖2(ν,β,µ,χ2,α,κ2,).
(9.16)
Using the same arguments as above we obtain
‖−χ2k`,3 Q˜(im)
P˜2,m(τ)
[τk`,3 ?κ2 (τ h˜1(τ,m))]‖(ν,β,µ,χ2,α,κ2,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)(k`,3−κ2δD+1)−χ2k`,3
× ‖ω2(τ, )‖2(ν,β,µ,χ2,α,κ2,),
(9.17)
and
‖−χ2(k`,3+j) Q˜(im)
P˜2,m(τ)
[τk`,3+j ?κ2 (τ h˜1(τ,m))]‖(ν,β,µ,χ2,α,κ2,)
≤ C4C
′
3(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)(k`,3+j−κ2δD+1)−χ2(k`,3+j)
× ‖ω2(τ, )‖2(ν,β,µ,χ2,α,κ2,),
(9.18)
for every j ≥ 1, where
C ′3(j) ≤ Cˆ3Aj3Γ
(k`,3
κ2
)
j ≥ 1. (9.19)
The proof of such dependence on j is proved in an analogous way as for that of
(8.7).
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One can choose rQ˜,R˜D > 0 and $ > 0 such that the following condition holds:
D−1∑
`=1
|0|∆`+α(δ`−d`)+β
[ δ`−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜`,δ`,0κ2 )
|0|α(d`−k0,2+k0,3−δ`)$
+
∑
q1+q2=δ`,q2≥1
δ`!
q1!q2!
q1−1∏
d=0
|γ2 − d|
( C ′3κq22
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜`,q1,q2κ2 )
× |0|(χ2+α)κ2
(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(d`−k0,2+k0,3−δ`)$
+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜`,q1,q2κ2 + q2 − p)
× |0|(χ2+α)κ2
(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(d`−k0,2+k0,3−δ`)$
)]
+
s2∑
`=0
|a`,2|
Γ(k`,2+γ2−2k0,2+k0,3κ2 )
C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|(χ2+α)(k`,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,2+γ2−2k0,2+k0,3)$2
+
M2∑
`=s2+1
|a`,2|C4C ′3
Γ(k`,2+γ2−2k0,2+k0,3κ2 )
× |0|
m`,2+2β−αk`,2+(χ2+α)(k`,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,2+γ2−2k0,2+k0,3)
CP˜ (rQ˜,R˜D )
1
δDκ2
$2
+
s3∑
`=0
|a`,3| C4C
′
3
Γ(k`,3κ2 )
× |0|
(χ2+α)(k`,3−κ2δD+1)−χ2k`,3
CP˜ (rQ˜,R˜D )
1
δDκ2
$2
+
M3∑
`=s3+1
|a`,3| C4C
′
3
Γ(k`,3κ2 )
|0|m`,3+3β−αk`,3+(χ2+α)(k`,3−κ2δD+1)−χ2k`,3
CP˜ (rQ˜,R˜D )
1
δDκ2
$2
+
s3∑
`=0
|a`,3|
∑
j≥1
|J2,j | |0|
(χ2+α)(k`,3+j−κ2δD+1)−χ2(k`,3+j)
Γ(k`,3κ2 )
C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$2
+
M3∑
`=s3+1
|a`,3|
∑
j≥1
|J2,j | |0|
m`,3+3β−αk`,3+(χ2+α)(k`,3+j−κ2δD+1)−χ2(k`,3+j)
Γ(k`,3κ2 )
× C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
$2
≤ $
4
(9.20)
Then we have
‖H˜3 (ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
$
4
. (9.21)
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We now give upper estimates for H˜3 (ω2(τ,m)). It holds that
‖−χ2(dD−2k0,2+k0,3−δD) R˜D(im)
P˜2,m(τ)
[τ d˜D,δD,0 ?κ2 ω2]‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
|0|(χ2+α)d˜dD,δD,0−χ2(dD−2k0,2+k0,3−δD)
× ‖ω2‖(ν,β,µ,χ2,α,κ2,)
=
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
|0|α(dD−2k0,2+k0,3−δD)‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.22)
‖−χ2(dD−2k0,2+k0,3−δD) R˜D(im)
P˜2,m(τ)
[τ d˜D,q1,q2 ?κ2 (τ
κ2q2ω2)]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
|0|(χ2+α)κ2
( d˜dD,q1,q2
κ2
+q2−δD
)
−χ2(dD−2k0,2+k0,3−δD)
× ‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.23)
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD. In addition to that, it holds
‖ R˜D(im)
P˜2,m(τ)
[τκ2(δD−p) ?κ2 (τ
κ2pω2)]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
|0|χ2+α‖ω2‖(ν,β,µ,χ2,α,κ2,),
(9.24)
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and $ such that
|0|∆D+α(δD−dD)+β
[ δD−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜D,δD,0κ2 )
× |0|α(dD−2k0,2+k0,3−δD)$
+
∑
q1+q2=δD,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ2 − d|
( C ′3κq22
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜D,q1,q2κ2 )
× |0|(χ2+α)κ2
( d˜dD,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(dD−2k0,2+k0,3−δD)$
+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜D,q1,q2κ2 + q2 − p)
× |0|(χ2+α)κ2
( d˜dD,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(dD−2k0,2+k0,3−δD)$
)]
+
∑
1≤p≤δD−1
|A˜δD,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ(δD − p)
|0|χ2+α$ ≤ $4 .
(9.25)
This choice guarantees that
‖H˜3 (ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
$
4
. (9.26)
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We finally give upper bounds for the elements involved in H˜4 (ω2). Let h˜1 be
defined in (9.12), and let
h˜2(τ,m) = τκ2−1
∫ τκ2
0
∫ ∞
−∞
ω2((τκ2 − s′)1/κ2 ,m−m1)(ω2 ?Eκ2 ω2)((s′)1/κ2 ,m1)
× 1
(τκ2 − s′)s′ ds
′ dm1.
Regarding Proposition 2.6, one has
‖h˜2(τ,m)‖(ν,β,µ,χ2,α,κ2,)
≤ C4||χ2+α ‖ω2‖(ν,β,µ,χ2,α,κ2,)‖ω2 ?
E
κ2 ω2‖(ν,β,µ,χ2,α,κ2,).
(9.27)
In view of Corollary 2.7, we obtain
‖ω2 ?Eκ2 ω2‖(ν,β,µ,χ2,α,κ2,) ≤ C4‖ω2‖2(ν,β,µ,χ2,α,κ2,) (9.28)
Analogous arguments as in the proof of upper bounds for H4 we have
‖−χ2(k`,3+2γ2−2k0,2+k0,3) Q˜(im)
P˜2,m(τ)
[τk`,3+2γ2−2k0,2+k0,3
?κ2 (τ h˜2(τ,m))]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|(χ2+α)κ2
(
k`,3+2γ2−2k0,2+k0,3
κ2
+ 1κ2
)
−χ2(k`,3+2γ2−2k0,2+k0,3)−(χ2+α)κ2(δD− 1κ2 )
× ‖h˜2(τ,m)‖(ν,β,µ,χ2,α,κ2,)
≤ (C4)
2C ′3
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|(χ2+α)(k`,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,3+2γ2−2k0,2+k0,3)
× ‖ω2‖3(ν,β,µ,χ2,α,κ2,)
(9.29)
We choose rQ˜,R˜D and $ such that
s3∑
`=0
|a`,3|
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
(C4)2C ′3
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|(χ2+α)(k`,3+2γ2−2k0,2+k0,2−κ2δD+1)−χ2(k`,3+2γ2−2k0,2+k0,3)$3
+
M3∑
`=s3+1
|a`,3|
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
(C4)2C ′3
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|m`,3+3β−αk`,3+(χ2+α)(k`,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,3+2γ2−2k0,2+k0,3)$3
≤ $
4
(9.30)
This choice allows to guarantee that
‖H˜4 (ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
$
4
. (9.31)
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In view of (9.11), (9.21), (9.26) and (9.30) we conclude the first part of the
proof of Lemma 4.7, namely, the existence of $ > 0 such that H˜ sends B¯(0, $) ⊆
F d(ν,β,µ,χ2,α,κ2,) into itself.
To prove the second part of Lemma 4.7, we split the proof into four parts, which
correspond to the terms associated to H˜. Let ω1, ω2 ∈ B¯(0, $) ⊆ F d(ν,β,µ,χ2,α,κ2,).
We state upper bounds concerning the term H˜1 . We have
‖−χ2(k`,1−2k0,2+k0,3) Q˜(im)
P˜2,m(τ)
(τk`,1−2k0,2+k0,3 ?κ2 (ω1 − ω2))‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,1−2k0,2+k0,3)‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.32)
‖−χ2(k`,2−k0,2) Q˜(im)
P˜2,m(τ)
(τk`,2−k0,2 ?κ2 (ω1 − ω2))‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,2−k0,2)‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.33)
‖−χ2(k`,3−k0,3) Q˜(im)
P˜2,m(τ)
(τk`,3−k0,3 ?κ2 (ω1 − ω2))‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,3−k0,3)‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,).
(9.34)
Let j ≥ 1. A constant C3(j) > 0, depending on ν, κ2, k`,2 for 0 ≤ ` ≤M2, Q˜(X),
R˜D(X), exists such that
‖−χ2(k`,2−k0,2+j) Q˜(im)
P˜2,m(τ)
(τk`,2−k0,2+j ?κ2 (ω1 − ω2))‖(ν,β,µ,χ2,α,κ2,)
≤ C3.1(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,2−k0,2+j)‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.35)
‖−χ2(k`,3−k0,3+j) Q˜(im)
P˜2,m(τ)
(τk`,3−k0,3+j ?κ2 (ω1 − ω2))‖(ν,β,µ,χ2,α,κ2,)
≤ C3.2(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,3−k0,3+j)‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,).
(9.36)
The constants C3.1(j), C3.2(j) > 0 are as in (9.7) and (9.8), respectively. We also
have
‖−χ2(k`,3−k0,3) Q˜(im)
P˜2,m(τ)
[τk`,3−k0,3+j ?κ2 Bκ2J2(τ, ) ?κ2 Bκ2J2(τ, )
?κ2 ω1 − ω2]‖(ν,β,µ,χ2,α,κ2,)
≤ C3.3(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||α(k`,3−k0,3+j)‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.37)
where C3.3(j) is as in (9.10).
68 A. LASTRA, S. MALEK EJDE-2018/46
We choose large enough rQ˜,R˜D > 0 and $ > 0 such that
s1∑
`=0
|a`,1|
Γ(k`,1−2k0,2+k0,3κ2 )
|0|α(k`,1−2k0,2+k0,3) C3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
M1∑
`=s1+1
|a`,1|
Γ(k`,1−k0,2+k0,3κ2 )
|0|m`,1+β−αk`,1+α(k`,1−2k0,1+k0,3)
× C3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
s2∑
`=1
2|a`,2a0,2|
|a0,3|
|0|α(k`,2−k0,2)
Γ(k`,2−k0,2κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
M2∑
`=s2+1
2|a`,2a0,2|
|a0,3|
|0|m`,2+2β−αk`,2+α(k`,2−k0,2)
Γ(k`,2−k0,2κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
s2∑
`=0
2|a`,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |0|
α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
M2∑
`=s2+1
2|a`,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |0|
m`,2+2β−αk`,2+α(k`,2−k0,2+j)
Γ(k`,2−k0,2κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
s3∑
`=1
3|a0,2|2|a`,3|
|a0,3|2
|0|α(k`,3−k0,3)
Γ(k`,3−k0,3κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
s3∑
`=0
6|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
s3∑
`=0
3|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J˜2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
M3∑
`=s3+1
3|a0,2|2|a`,3|
|a0,3|2
|0|m`,3+3β−αk`,3+α(k`,3−k0,3)
Γ(k`,3−k0,3κ2 )
C3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
M3∑
`=s3+1
6|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
+
M3∑
`=s3+1
3|a0,2|2|a`,3|
|a0,3|2
∑
j≥1
|J˜2,j | |0|
α(k`,3−k0,3+j)
Γ(k`,3−k0,3κ2 )
Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
≤ 1
8
.
This choice allows us to deduce that
‖H˜1 (ω1)− H˜1 (ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,). (9.38)
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We now give upper bounds associated to H˜2 . We have
ω1((τκ2 − s′)1/κ2 ,m−m1)ω1((s′)1/κ2 ,m1)− ω2((τκ2 − s′)1/κ2 ,m−m1)
× ω2((s′)1/κ2 ,m1)
=
(
ω1((τκ2 − s′)1/κ2 ,m−m1)− ω2((τκ2 − s′)1/κ2 ,m−m1)
)
× ω1((s′)1/κ2 ,m1) + ω2((τκ2 − s′)1/κ2 ,m−m1)
×
(
ω1((s′)1/κ2 ,m1)− ω2((s′)1/κ2 ,m1)
)
.
(9.39)
For j = 1, 2, we define
h˜1j(τ,m) = τκ2−1
∫ τκ2
0
∫ ∞
−∞
ωj((τκ2 − s′)1/κ2 ,m−m1)ωj((s′)1/κ2 ,m1)
× 1
(τκ2 − s′)s′ ds
′ dm1.
We get
‖h˜11(τ,m)− h˜12(τ,m)‖(ν,β,µ,χ2,α,κ2,)
≤ C4||χ2+α (‖ω1‖(ν,β,µ,χ2,α,κ2,) + ‖ω2‖(ν,β,µ,χ2,α,κ2,))
× ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.40)
which leads to
‖−χ2(d`−k0,2+k0,3−δ`) R˜`(im)
P˜2,m(τ)
[τ d˜`,q1,q2 ?κ2 (τ
κ2q2(ω1 − ω2))]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)κ2
(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(d˜`−k0,2+k0,3−δ`)
× ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.41)
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δ`, and
‖−χ1(d`−k0,2+k0,3−δ`) R˜`(im)
P˜2,m(τ)
[
τ d˜`,q1,q2+κ2(q2−p)
?κ2 (τ
κ2pω1 − ω2)
]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)κ2
(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(d`−k0,2+k0,3−δ`)
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.42)
for every 1 ≤ p ≤ q2 − 1. Also,
‖−χ2(k`,2+γ2−2k0,2+k0,3) Q˜(im)
P˜2,m(τ)
[
τk`,2+γ2−2k0,2+k0,3
?κ2 (τ [h˜11(τ,m)− h˜12(τ,m)])
]‖(ν,β,µ,χ2,α,κ2,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)(k`,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,2+γ2−2k0,2+k0,3)
× (‖ω1‖(ν,β,µ,χ2,α,κ2,) + ‖ω2‖(ν,β,µ,χ2,α,κ2,))‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,).
(9.43)
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By the same arguments as above we obtain
‖−χ2k`,3 Q˜(im)
P˜2,m(τ)
[
τk`,3 ?κ2 (τ [h˜11(τ,m)− h˜12(τ,m)])
]‖(ν,β,µ,χ2,α,κ2,)
≤ C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)(k`,3−κ2δD+1)−χ2k`,3
× (‖ω1‖(ν,β,µ,χ2,α,κ2,) + ‖ω2‖(ν,β,µ,χ2,α,κ2,))‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.44)
‖−χ2(k`,3+j) Q˜(im)
P˜2,m(τ)
[
τk`,3+j ?κ2 (τ [h˜11(τ,m)− h˜12(τ,m)])
]‖(ν,β,µ,χ2,α,κ2,)
≤ C4C
′
3(j)
CP˜ (rQ˜,R˜D )
1
δDκ2
||(χ2+α)(k`,3+j−κ2δD+1)−χ2(k`,3+j)
× (‖ω1‖(ν,β,µ,χ2,α,κ2,) + ‖ω2‖(ν,β,µ,χ2,α,κ2,))‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.45)
for every j ≥ 1, where C ′3(j) is determined in (8.25).
One can choose rQ˜,R˜D > 0 and $ > 0 such that the following condition holds:
D−1∑
`=1
|0|∆`+α(δ`−d`)+β
[ δ`−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜`,δ`,0κ2 )
× |0|α(d`−k0,2+k0,3−δ`)
+
∑
q1+q2=δ`,q2≥1
δ`!
q1!q2!
q1−1∏
d=0
|γ2 − d|
( C ′3κq22
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜`,q1,q2κ2 )
× |0|(χ2+α)κ2(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2 )−χ2(d`−k0,2+k0,3−δ`)
+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜`,q1,q2κ2 + q2 − p)
× |0|(χ2+α)κ2
(
d˜`,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(d`−k0,2+k0,3−δ`)
)]
+
s2∑
`=0
|a`,2|
Γ(k`,2+γ2−2k0,2+k0,3κ2 )
C4C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|(χ2+α)(k`,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,2+γ2−2k0,2+k0,3)2$
+
M2∑
`=s2+1
|a`,2|C4C ′3
Γ(k`,2+γ2−2k0,2+k0,3κ2 )
× |0|
m`,2+2β−αk`,2+(χ2+α)(k`,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,2+γ2−2k0,2+k0,3)
CP˜ (rQ˜,R˜D )
1
δDκ2
2$
+
s3∑
`=0
|a`,3| C4C
′
3
Γ(k`,3κ2 )
|0|(χ2+α)(k`,3−κ2δD+1)−χ2k`,3
CP˜ (rQ˜,R˜D )
1
δDκ2
2$
+
M3∑
`=s3+1
|a`,3| C4C
′
3
Γ(k`,3κ2 )
|0|m`,3+3β−αk`,3+(χ2+α)(k`,3−κ2δD+1)−χ2k`,3
CP˜ (rQ˜,R˜D )
1
δDκ2
2$
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+
s3∑
`=0
|a`,3|
∑
j≥1
|J2,j | |0|
(χ2+α)(k`,3+j−κ2δD+1)−χ2(k`,3+j)
Γ(k`,3κ2 )
C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
2$
+
M3∑
`=s3+1
|a`,3|
∑
j≥1
|J2,j | |0|
m`,3+3β−αk`,3+(χ2+α)(k`,3+j−κ2δD+1)−χ2(k`,3+j)
Γ(k`,3κ2 )
C4Cˆ3A
j
3
CP˜ (rQ˜,R˜D )
1
δDκ2
2$
≤ 1
8
. (9.46)
Then we obtain
‖H˜2 (ω1)− H˜2 (ω1)‖(ν,β,µ,χ2,α,κ2,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,). (9.47)
We now give upper estimates for the difference associated to H˜3 . It holds that
‖−χ2(dD−2k0,2+k0,3−δD) R˜D(im)
P˜2,m(τ)
[τ d˜D,δD,0 ?κ2 (ω1 − ω2)]‖(ν,β,µ,χ2,α,κ2,)
≤ C3
CP˜ (rQ˜,R˜D )
1
δDκ2
|0|α(dD−2k0,2+k0,3−δD)‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.48)
‖−χ2(dD−2k0,2+k0,3−δD) R˜D(im)
P˜2,m(τ)
[τ d˜D,q1,q2 ?κ2 (τ
κ2q2(ω1 − ω2))]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
|0|(χ2+α)κ2
( d˜dD,q1,q2
κ2
+q2−δD
)
−χ2(dD−2k0,2+k0,3−δD)
× ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.49)
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD. In addition to that, it holds
‖ R˜D(im)
P˜2,m(τ)
[
τκ2(δD−p) ?κ2 (τ
κ2p(ω1 − ω2))
]‖(ν,β,µ,χ2,α,κ2,)
≤ C
′
3
CP˜ (rQ˜,R˜D )
1
δDκ2
|0|χ2+α‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,),
(9.50)
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and $ such that
|0|∆D+α(δD−dD)+β
[ δD−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜D,δD,0κ2 )
× |0|α(dD−2k0,2+k0,3−δD)
+
∑
q1+q2=δD,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ2 − d|
( C ′3κq22
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜D,q1,q2κ2 )
× |0|(χ2+α)κ2
( d˜dD,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(dD−2k0,2+k0,3−δD)
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+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ( d˜D,q1,q2κ2 + q2 − p)
× |0|(χ2+α)κ2
( d˜dD,q1,q2
κ2
+q2−δD+ 1κ2
)
−χ2(dD−2k0,2+k0,3−δD)
)]
+
∑
1≤p≤δD−1
|A˜δD,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D )
1
δDκ2 Γ(δD − p)
|0|χ2+α
≤ 1
8
. (9.51)
This choice guarantees that
‖H˜3 (ω1)− H˜3 (ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,). (9.52)
We finally give upper bounds for the elements involved in H˜4 . We have
ω1((τκ2 − s′)1/κ2 ,m−m1)[ω1 ?Eκ2 ω1]((s′)1/κ2 ,m1)
− ω2((τκ2 − s′)1/κ2 ,m−m1)[ω2 ?Eκ2 ω2]((s′)1/κ2 ,m1)
=
(
ω1((τκ2 − s′)1/κ2 ,m−m1)− ω2((τκ2 − s′)1/κ2 ,m−m1)
)
× [ω1 ?Eκ2 ω1]((s′)1/κ2 ,m1) + ω2
(
(τκ2 − s′)1/κ2 ,m−m1
)
×
(
[ω1 ?Eκ2 ω1]((s
′)1/κ2 ,m1)− [ω2 ?Eκ2 ω2]((s′)1/κ2 ,m1)
)
.
(9.53)
For j = 1, 2, we define
h˜2j(τ,m) = τκ2−1
∫ τκ2
0
∫ ∞
−∞
ωj((τκ2 − s′)1/κ2 ,m−m1)[ωj ?Eκ2 ωj ]
× ((s′)1/κ2 ,m1) 1(τκ2 − s′)s′ ds
′ dm1.
It is straight to check that
‖[ω1 ?Eκ2 ω1]− [ω2 ?Eκ2 ω2]‖(ν,β,µ,χ2,α,κ2,)
≤ C4‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,)
(
‖ω1‖(ν,β,µ,χ2,α,κ2,) + ‖ω2‖(ν,β,µ,χ2,α,κ2,)
) (9.54)
Following the same steps as in the proof of (8.62), we obtain
‖h˜21(τ,m)− h˜22(τ,m)‖(ν,β,µ,χ2,α,κ2,) ≤
3C24$
2
||χ2+α ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,).
It also holds that
‖h˜2(τ,m)‖(ν,β,µ,χ2,α,κ2,)
≤ C4||χ2+α ‖ω2‖(ν,β,µ,χ2,α,κ2,)‖ω2 ?
E
κ2 ω2‖(ν,β,µ,χ2,α,κ2,).
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This and (9.28) imply
‖−χ2(k`,3+2γ2−2k0,2+k0,3) Q˜(im)
P˜2,m(τ)
[
τk`,3+2γ2−2k0,2+k0,3
?κ2 [τ(h˜21(τ,m)− h˜22(τ,m))]
]‖(ν,β,µ,χ2,α,κ2,)
≤ 3$
2(C4)2C ′3
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|(χ2+α)(k`,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,3+2γ2−2k0,2+k0,3)
× ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,).
(9.55)
We choose rQ˜,R˜D and $ such that
s3∑
`=0
|a`,3|
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
(C4)2C ′3$
2
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|(χ2+α)(k`,3+2γ2−2k0,2+k0,2−κ2δD+1)−χ2(k`,3+2γ2−2k0,2+k0,3)
+
M3∑
`=s3+1
|a`,3|
Γ(k`,3+2γ2−2k0,2+k0,3κ2 )
(C4)2C ′3$
2
CP˜ (rQ˜,R˜D )
1
δDκ2
× |0|m`,3+3β−αk`,3+(χ2+α)(k`,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(k`,3+2γ2−2k0,2+k0,3)
≤ 1
8
.
(9.56)
This choice allows to guarantee that
‖H˜4 (ω1)− H˜4 (ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,). (9.57)
In view of (9.38), (9.47), (9.52) and (9.57) we conclude that
‖H˜(ω1)− H˜(ω2)‖(ν,β,µ,χ2,α,κ2,) ≤
1
2
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,), (9.58)
which completes the proof. 
10. Proof of Theorem 5.3
Proof. We proceed with the construction of the two families of actual solutions of
the main problem through the steps taken in Section 4. We start with the first
family of solutions.
Let (Ep)0≤p≤ς1−1 be a good covering in C∗ associated to the Gevrey order (χ1 +
α)κ1, and let {(Sdp,θ1,0rT )0≤p≤ς1−1, T1} be a family of sectors associated to this
good covering. From Proposition 4.4, we see that for each direction dp, one can get
a solution ωdpκ1(τ,m, ) of the convolution equation (4.33) that belongs to the space
F
dp
(ν,β,µ,χ1,α,κ1,)
and thus satisfies the next bounds
|ωdpκ1(τ,m, )| ≤ $(1 + |m|)−µe−β|m|
| τ
χ1+α
|
1 + | τ
χ1+α
|2κ1 exp(ν|
τ
χ1+α
|κ1) (10.1)
for all τ ∈ D¯(0, ρ) ∪ Sdp , all m ∈ R, all  ∈ D(0, 0) \ {0}, for some well chosen
$ > 0. Besides, these functions ωdpκ1(τ,m, ) are analytic continuations with respect
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to τ of a common convergent series
ωκ1(τ,m, ) =
∑
n≥1
ωn,1(m, )
Γ( nκ1 )
τn
with coefficients in the Banach space E(β,µ) solution of (4.33) for all τ ∈ D(0, ρ).
In particular, we see that the formal power series
Ωκ1(T,m, ) =
∑
n≥1
ωn,1(m, )Tn
is mκ1-summable in direction dp as a series with coefficients in the Banach space
E(β,µ) for all  ∈ D(0, 0) \ {0}, in the sense of Definition 3.1. We denote
Ωdpκ1(T,m, ) = κ1
∫
Lγ
ωdpκ1(u,m, ) exp(−(
u
T
)κ1)
du
u
(10.2)
its mκ1 -sum along direction dp, where Lγ = R+eiγ ⊂ Sdp , which defines an E(β,µ)-
valued analytic function with respect to T on a sector
Sdp,θ1,h′||χ1+α = {T ∈ C∗ : |T| < h′||χ1+α, |dp − arg(T)| < θ/2}
for piκ1 < θ1 <
pi
κ1
+Ap(Sdp) (where Ap(Sdp) denotes the aperture of the sector Sdp)
and some h′ > 0 (independent of ), for all  ∈ D(0, 0) \ {0}.
Bearing in mind the identities of Proposition 3.2 and using the properties for the
mκ1-sum with respect to derivatives and products (within the Banach algebra E =
E(β,µ) equipped with the convolution product ? as described in Proposition 2.2),
we check that the functions Ωdpκ1(T,m, ) solves the problem
L1T,m,(Ωdpκ1(T,m, )) = R1T,m,(Ωdpκ1(T,m, )), (10.3)
where
Q˜(im)Ωdpκ1(T,m, )
[
− a0,1 +
s1∑
`=1
a`,1
−χ1(k`,1−k0,1)Tk`,1−k0,1
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ1(k`,1−k0,1)Tk`,1−k0,1
+
( s2∑
`=1
a`,2
−χ1(k`,2−k0,2)Tk`,2−k0,2
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)Tk`,2−k0,2
)(−2a0,1
a0,2
)
+
( s2∑
`=0
a`,2
−χ1(k`,2−k0,2)Tk`,2−k0,2
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)Tk`,2−k0,2
)(−2a0,1
a0,2
J1(−χ1T)
)
+
( s3∑
`=0
a`,3
−χ1(k`,3−k0,1)Tk`,3−k0,1
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+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1(k`,3−k0,1)Tk`,3−k0,1
)
× 3
(a01
a02
−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(−χ1T))
)2]
+ Q˜(im)
(∫ +∞
−∞
Ωdpκ1(T,m−m1, )Ωdpκ1(T,m1, )dm1
)
×
[( s2∑
`=0
a`,2
−χ1k`,2Tk`,2 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1k`,2Tk`,2
)
× −χ1(γ1−k0,1)Tγ1−k0,1
+
( s3∑
`=0
a`,3
−χ1k`,3Tk`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1k`,3Tk`,3
)
×
(−3a01
a02
−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(−χ1T))
)
−χ1(γ1−k0,1)Tγ1−k0,1
]
+ Q˜(im)
(∫ +∞
−∞
∫ +∞
−∞
Ωdpκ1(T,m−m1, )Ωdpκ1(T,m1 −m2, )
× Ωdpκ1(T,m2, )dm2dm1
)[( s3∑
`=0
a`,3
−χ1k`,3Tk`,3
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1k`,3Tk`,3
)
−χ1(2γ1−k0,1)T2γ1−k0,1
]
(10.4)
and
RT,m,(Ωdpκ1(T,m, ))
=
Q∑
j=0
B˜j(m)nj−αbj−χ1(bj−k0,1−γ1)Tbj−k0,1−γ1
+
D−1∑
`=1
∆`+α(δ`−d`)+β
∑
q1+q2=δ`
δ`!
q1!q2!
Πq1−1d=0 (γ1 − d)−χ1(d`−k0,1−q1−q2)R˜`(im)
× Td`,q1,q2{(Tκ1+1∂T)q2 +
∑
1≤p≤q2−1
Aq2,pTκ1(q2−p)(Tκ1+1∂T)p}Ωdpκ1(T,m, )
+ ∆D+α(δD−dD)+β
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
Πq1−1d=0 (γ1 − d)−χ1(dD−k0,1−q1−q2)R˜D(im)
× TdD,q1,q2 {(Tκ1+1∂T)q2 +
∑
1≤p≤q2−1
Aq2,pTκ1(q2−p)(Tκ1+1∂T)p}Ωdpκ1(T,m, )
+ R˜D(im){(Tκ1+1∂T)δD +
∑
1≤p≤δD−1
AδD,pTκ1(δD−p)(Tκ1+1∂T)p}Ωdpκ1(T,m, ).
(10.5)
We consider the function
Vdp1 (T, z, ) = F−1(m 7→ Ωdpκ1(T,m, ))(z), (10.6)
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which defines a bounded holomorphic function with respect to T on Sdp,θ1,h′||χ1+α ,
with respect to z on Hβ′ for any 0 < β′ < β and for all  on D(0, 0) \ {0}.
Using the properties of the Fourier inverse transform described in Proposition 3.3
and the expression in (4.31), we derive from (10.3) the next equation satisfied by
Vdp1 (T, z, ):
Q˜(∂z)V
dp
1 (T, z, )
[
− a0,1 +
s1∑
`=1
a`,1
−χ1(k`,1−k0,1)Tk`,1−k0,1
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1−χ1(k`,1−k0,1)Tk`,1−k0,1
+
( s2∑
`=1
a`,2
−χ1(k`,2−k0,2)Tk`,2−k0,2
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)Tk`,2−k0,2
)(−2a0,1
a0,2
)
+
( s2∑
`=0
a`,2
−χ1(k`,2−k0,2)Tk`,2−k0,2
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2−χ1(k`,2−k0,2)Tk`,2−k0,2
)(−2a0,1
a0,2
J1(−χ1T)
)
+
( s3∑
`=0
a`,3
−χ1(k`,3−k0,1)Tk`,3−k0,1
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1(k`,3−k0,1)Tk`,3−k0,1
)
× 3
(a01
a02
−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(−χ1T))
)2]
+ Q˜(∂z)(V
dp
1 (T, z, ))
2
×
[( s2∑
`=0
a`,2
−χ1k`,2Tk`,2 +
M2∑
`=s2+1
a`,2
× m`,2+2β−αk`,2−χ1k`,2Tk`,2
)
−χ1(γ1−k0,1)Tγ1−k0,1
+
( s3∑
`=0
a`,3
−χ1k`,3Tk`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1k`,3Tk`,3
)
×
(−3a01
a02
−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(−χ1T))
)
−χ1(γ1−k0,1)Tγ1−k0,1
]
+ Q˜(∂z)(V
dp
1 (T, z, ))
3
[( s3∑
`=0
a`,3
−χ1k`,3Tk`,3
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3−χ1k`,3Tk`,3
)
−χ1(2γ1−k0,1)T2γ1−k0,1
]
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=
Q∑
j=0
b˜j(z)nj−αbj−χ1(bj−k0,1−γ1)Tbj−k0,1−γ1 +
D−1∑
`=1
∆`+α(δ`−d`)+β
×
∑
q1+q2=δ`
δ`!
q1!q2!
Πq1−1d=0 (γ1 − d)−χ1(d`−k0,1−q1)Td`−k0,1−q1R˜`(∂z)
× χ1q2∂q2T Vdp1 (T, z, ) + ∆D+α(δD−dD)+β
×
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
Πq1−1d=0 (γ1 − d)−χ1(dD−k0,1−q1)TdD−k0,1−q1
× R˜D(∂z)χ1q2∂q2T Vdp1 (T, z, ) + TdD−k0,1R˜D(∂z)∂δDT Vdp1 (T, z, ). (10.7)
The function V dp1 (T, z, ) = V
dp
1 (
χ1T, z, ) defines a bounded holomorphic function
with respect to T such that T ∈ −χ1Sdp,θ1,h′||χ1+α and with respect to z on Hβ′
for any 0 < β′ < β, for all  ∈ D(0, 0) \ {0}. It holds that V dp1 (T, z, ) solves the
equation
Q˜(∂z)V
dp
1 (T, z, )
[
− a0,1T k0,1+γ1 +
s1∑
`=1
a`,1T
k`,1+γ1
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1+γ1
+
( s2∑
`=1
a`,2T
k`,2−k0,2+k0,1+γ1 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2−k0,2+k0,1+γ1
)
×
(−2a0,1
a0,2
)
+
( s2∑
`=0
a`,2T
k`,2−k0,2+k0,1+γ
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2−k0,2 + k0,1 + γ1
)(−2a0,1
a0,2
J1(T )
)
+
( s3∑
`=0
a`,3T
k`,3+γ1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+γ1
)
× 3
(a01
a02
T 2k0,1−k0,2+γ1(1 + J1(T ))
)2]
+ Q˜(∂z)(V
dp
1 (T, z, ))
2
×
[( s2∑
`=0
a`,2T
k`,2+k0,1+γ1 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2+k0,1+γ1
)
T 2γ1
+
( s3∑
`=0
a`,3T
k`,3+k0,1+γ1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+k0,1+γ1
)
×
(−3a01
a02
T 2k0,1−k0,2+γ1(1 + J1(T ))
)
T 2γ1
]
+ Q˜(∂z)(V
dp
1 (T, z, ))
3
×
[( s3∑
`=0
a`,3T
k`,3+k0,1+γ1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+k0,1+γ1
)
T 3γ1
]
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=
Q∑
j=0
b˜j(z)nj−αbjT bj +
D∑
`=1
∆`+α(δ`−d`)+β
×
∑
q1+q2=δ`
δ`!
q1!q2!
Πq1−1d=0 (γ1 − d)T d`+γ1−q1R˜`(∂z)∂q2T V dp1 (T, z, ). (10.8)
We now consider the function
U
dp
1 (T, z, ) = −
a0,1
a0,2
T k0,1−k0,2 − a0,1
a0,2
T k0,1−k0,2J1(T ) + T γ1V dp1 (T, z, ). (10.9)
which defines a bounded holomorphic function with respect to T on
−χ1Sdp,θ1,h′||χ1+α ,
with respect to z on Hβ′ for any 0 < β′ < β and for all  on D(0, 0) \ {0}. Notice
that this function might exhibit a pole at T = 0 in the case that k0,1 < k0,2.
Regarding (10.8), we derive that Udp(T, z, ) is a solution of the PDE
Q˜(∂z)
(( M1∑
`=0
a`,1
m`,1+β−αk`,1T k`,1
)
U
dp
1 (T, z, )
+
( M2∑
`=0
a`,2
m`,2+2β−αk`,2T k`,2
)
(Udp1 (T, z, ))
2
+
( M3∑
`=0
a`,3
m`,3+3β−αk`,3T k`,3
)
(Udp1 (T, z, ))
3
)
=
Q∑
j=0
b˜j(z)nj−αbjT bj + F1(T, )r
+
D∑
`=1
∆`+α(δ`−d`)+βT d`R˜`(∂z)∂δ`T U
dp
1 (T, z, ),
(10.10)
where F1(T, ) contributes to the forcing term and is given by
F1(T, )
= −Q˜(0)
(a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)
×
[
− a0,1T k0,1 +
s1∑
`=1
a`,1T
k`,1 +
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1
+
( s2∑
`=1
a`,2T
k`,2−k0,2+k0,1 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2−k0,2+k0,1
)
×
(−2a0,1
a0,2
)
+
( s2∑
`=0
a`,2T
k`,2−k0,2+k0,1
+
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2−k0,2 + k0,1
)(−2a0,1
a0,2
J1(T )
)
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+
( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)
×
(a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)2]
− Q˜(0)
(a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)2
×
[( s2∑
`=0
a`,2T
k`,2+k0,1 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2+k0,1
)
+
( s3∑
`=0
a`,3T
k`,3+k0,1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+k0,1
)
×
(−3a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)]
− Q˜(0)
(a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)3
×
[( s3∑
`=0
a`,3T
k`,3+k0,1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+k0,1
)]
+
D∑
`=1
∆`+α(δ`−d`)+βT d`R˜`(0)∂δ`T
(a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)
. (10.11)
80 A. LASTRA, S. MALEK EJDE-2018/46
Taking into account that U01(T ) is a solution of (4.16), we derive the following
expression of F1(T, ):
F1(T, )
= Q˜(0)U01(T )
[ M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1
+
( M2∑
`=s2+1
−2a0,1a`,2
a0,2
m`,2+2β−αk`,2T k`,2−k0,2+k0,1
)
+
( M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2−k0,2 + k0,1
)(−2a0,1
a0,2
J1(T )
)
+ 3
( M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)(a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)2]
− Q˜(0)U01(T )2
[( s2∑
`=0
a`,2T
k`,2+k0,1 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2+k0,1
)
+
( s3∑
`=0
a`,3T
k`,3+k0,1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+k0,1
)
×
(−3a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)]
− Q˜(0)U01(T )3
×
[( s3∑
`=0
a`,3T
k`,3+k0,1 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+k0,1
)]
+
D∑
`=1
∆`+α(δ`−d`)+βT d`R˜`(0)∂δ`T
(a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)
.
(10.12)
The function F1(T, ) turns out to be bounded holomorphic with respect to 
and it is analytic with respect to T in some neighborhood of the origin when
k`1,1 + k0,1 − k0,2 ≥ 0, k`2,2 + 2(k0,1 − 2k0,2) ≥ 0
k`3,3 + 5k0,1 − 3k0,2 ≥ 0, 2(k0,1 − k0,2) + k`2,2 + k0,1 ≥ 0,
k`3,3 + 4k0,1 − 3k0,2 ≥ 0, d` + k0,1 − k0,2 − δ` ≥ 0
(10.13)
holds for every s1 + 1 ≤ `1 ≤ M1, s2 + 1 ≤ `2 ≤ M2, s3 + 1 ≤ `2 ≤ M3 and
1 ≤ ` ≤ D. In view of the assumptions made on these parameters, and (4.1), the
next conditions are sufficient so that (10.13) hold:
2k0,1 − k0,2 ≥ 0 d` + k0,1 − k0,2 − δ` ≥ 0. (10.14)
We conclude by writing
u
dp
1 (t, z, ) = 
βU
dp
1 (
αt, z, ) = β
(
U01(αt) + (αt)γ1V
dp
1 (
χ1+αt, z, )
)
, (10.15)
which defines a holomorphic function with respect to t on T1, with respect to z ∈ Hβ′
for any 0 < β′ < β, with respect to  ∈ Ep, where T1 and Ep are sectors described
in Definition 5.2. As a result, udp1 (t, z, ) admits the decomposition (5.7) with
v
dp
1 (t, z, ) = V
dp
1 (
χ1+αt, z, ) which determines a bounded holomorphic function
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on T1 ×Hβ′ × Ep for any given 0 < β′ < β with the property vdp1 (0, z, ) ≡ 0 for all
(z, ) ∈ Hβ′×Ep. Again, the function udp1 (t, z, ) may be meromorphic in both t and
 in the vicinity of the origin. From (10.10) and (10.11) we deduce that udp1 (t, z, )
solves the next main problem
Q˜(∂z)
(( M1∑
`=0
a`,1
m`,1tk`,1
)
u
dp
1 (t, z, ) +
( M2∑
`=0
a`,2
m`,2tk`,2
)
(udp1 (t, z, ))
2
+
( M3∑
`=0
a`,3
m`,3tk`,3
)
(udp1 (t, z, ))
3
)
=
Q∑
j=0
b˜j(z)nj tbj + F1(αt, ) +
D∑
`=1
∆`td`R˜`(∂z)u
dp
1 (t, z, ),
with additional forcing term F1(αt, ). We apply the operator ∂υz on the left and
right-hand side of this last equation, to get that udp1 (t, z, ) is an actual solution of
the main problem (4.7).
We proceed with the proof of (5.8). The steps followed are analogous to those
taken in the proof of [18, Theorem 1]. We give the details for the sake of com-
pleteness. Let p ∈ {0, . . . , ς1 − 1}. The function vdp1 (t, z, ) can be written as a
mκ1 -Laplace and Fourier transform
v
dp
1 (t, z, ) =
κ1
(2pi)1/2
∫ +∞
−∞
∫
Lγp
ωdpκ1(u,m, ) exp(−(
u
χ1+αt
)κ1)eizm
du
u
dm
(10.16)
where Lγp = R+eiγp ⊂ Sdp .
Using that the function u 7→ ωκ1(u,m, ) exp(−( uχ1+αt )κ1)/u is holomorphic on
D(0, ρ) for all (m, ) ∈ R×(D(0, 0)\{0}), its integral along the union of a segment
starting from 0 to (ρ/2)eiγp+1 , an arc of circle with radius ρ/2 which connects
(ρ/2)eiγp+1 and (ρ/2)eiγp and a segment starting from (ρ/2)eiγp to 0, is vanishing.
Therefore, we can write the difference vdp+11 − vdp1 as a sum of three integrals,
v
dp+1
1 (t, z, )− vdp1 (t, z, )
=
κ1
(2pi)1/2
∫ +∞
−∞
∫
Lρ/2,γp+1
ωdp+1κ1 (u,m, )e
−( u
χ1+αt
)κ1
eizm
du
u
dm
− κ1
(2pi)1/2
∫ +∞
−∞
∫
Lρ/2,γp
ωdpκ1(u,m, )e
−( u
χ1+αt
)κ1
eizm
du
u
dm
+
κ1
(2pi)1/2
∫ +∞
−∞
∫
Cρ/2,γp,γp+1
ωκ1(u,m, )e
−( u
χ1+αt
)κ1
eizm
du
u
dm
(10.17)
where Lρ/2,γp+1 = [ρ/2,+∞)eiγp+1 , Lρ/2,γp = [ρ/2,+∞)eiγp and Cρ/2,γp,γp+1 is an
arc of circle with radius connecting (ρ/2)eiγp and (ρ/2)eiγp+1 with a well chosen
orientation.
Next we give estimates for the quantity
I1 = | κ1(2pi)1/2
∫ +∞
−∞
∫
Lρ/2,γp+1
ωdp+1κ1 (u,m, )e
−( u
χ1+αt
)κ1
eizm
du
u
dm|.
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By construction, the direction γp+1 (which depends on χ1+αt) is chosen in such a
way that cos(κ1(γp+1−arg(χ1+αt))) ≥ δ1, for all  ∈ Ep∩Ep+1, all t ∈ T1, for some
fixed δ1 > 0. From the estimates (10.1), we obtain that
I1 ≤ κ1(2pi)1/2
∫ +∞
−∞
∫ +∞
ρ/2
$(1 + |m|)−µe−β|m|
r
||χ1+α
1 + ( r||χ1+α )
2κ1
× exp(ν( r||χ1+α )
κ1) exp(−cos(κ1(γp+1 − arg(
χ1+αt)))
|χ1+αt|κ1 r
κ1)
× e−mIm(z) dr
r
dm
≤ κ1$
(2pi)1/2
∫ +∞
−∞
e−(β−β
′)|m| dm
∫ +∞
ρ/2
1
||χ1+α exp(−(
δ1
|t|κ1 − ν)
× ( r||χ1+α )
κ1)dr
≤ 2κ1$
(2pi)1/2
∫ +∞
0
e−(β−β
′)m dm
∫ +∞
ρ/2
||(χ1+α)(κ1−1)
( δ1|t|κ1 − ν)κ1(ρ2 )κ1−1
×
( δ1|t|κ1 − ν)κ1rκ1−1
||(χ1+α)κ1 exp(−(
δ1
|t|κ1 − ν)(
r
||χ1+α )
κ1)dr
≤ 2κ1$
(2pi)1/2
||(χ1+α)(κ1−1)
(β − β′)( δ1|t|κ1 − ν)κ1(ρ2 )κ1−1
exp(−( δ1|t|κ1 − ν)
(ρ/2)κ1
||(χ1+α)κ1 )
≤ 2κ1$
(2pi)1/2
||(χ1+α)(κ1−1)
(β − β′)δ2κ1(ρ2 )κ1−1
exp(−δ2 (ρ/2)
κ1
||(χ1+α)κ1 )
(10.18)
for all t ∈ T1 and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/κ1 , for some δ2 > 0, for all
 ∈ Ep ∩ Ep+1.
In the same way, we also give estimates for the integral
I2 =
∣∣ κ1
(2pi)1/2
∫ +∞
−∞
∫
Lρ/2,γp
ωdpκ1(u,m, )e
−( u
χ1+αt
)κ1
eizm
du
u
dm
∣∣.
Namely, the direction γp (which depends on χ1+αt) is chosen in such a way that
cos(κ1(γp − arg(χ1+αt))) ≥ δ1, for all  ∈ Ep ∩ Ep+1, all t ∈ T1, for some fixed
δ1 > 0. Again from the estimates (10.1) and following the same steps as in (10.18),
we deduce that
I2 ≤ 2κ1$(2pi)1/2
||(χ1+α)(κ1−1)
(β − β′)δ2κ1(ρ2 )κ1−1
exp(−δ2 (ρ/2)
κ1
||(χ1+α)κ1 ) (10.19)
for all t ∈ T and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/κ1 , for some δ2 > 0, for all
 ∈ Ep ∩ Ep+1.
Finally, we give upper bound estimates for the integral
I3 =
∣∣ κ1
(2pi)1/2
∫ +∞
−∞
∫
Cρ/2,γp,γp+1
ωκ1(u,m, )e
−( u
χ1+αt
)κ1
eizm
du
u
dm
∣∣.
By construction, the arc of circle Cρ/2,γp,γp+1 is chosen in such a way that cos(κ1(θ−
arg(χ1+αt))) ≥ δ1, for all θ ∈ [γp, γp+1] (if γp < γp+1), θ ∈ [γp+1, γp] (if γp+1 < γp),
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for all t ∈ T1, all  ∈ Ep ∩ Ep+1, for some fixed δ1 > 0. Bearing in mind (10.1) and
(8.9), we obtain
I3 ≤ κ1(2pi)1/2
∫ +∞
−∞
∣∣∣ ∫ γp+1
γp
$(1 + |m|)−µe−β|m|
ρ/2
||χ1+α
1 + ( ρ/2||χ1+α )
2κ1
× exp(ν( ρ/2||χ1+α )
κ1) exp(−cos(κ1(θ − arg(
χ1+αt)))
|χ1+αt|κ1 (
ρ
2
)κ1)
× e−mIm(z)dθ| dm
≤ κ1$
(2pi)1/2
∫ +∞
−∞
e−(β−β
′)|m| dm× |γp − γp+1| ρ/2||χ1+α
× exp(−
( δ1|t|κ1 − ν)
2
(
ρ/2
||χ1+α )
κ1) exp(−
( δ1|t|κ1 − ν)
2
(
ρ/2
||χ1+α )
κ1)
≤ 2κ1$|γp − γp+1|
(2pi)1/2(β − β′) supx≥0 x
1/κ1e
−( δ1|t|κ1 −ν)x exp(−
( δ1|t|κ1 − ν)
2
(
ρ/2
||χ1+α )
κ1)
≤ 2κ1$|γp − γp+1|
(2pi)1/2(β − β′) (
1/κ1
δ2
)1/κ1e−1/κ1 exp(−δ2
2
(
ρ/2
||χ1+α )
κ1)
(10.20)
for all t ∈ T1 and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/κ1 , for some δ2 > 0, for all
 ∈ Ep ∩ Ep+1.
Finally, gathering the three inequalities (10.18), (10.19) and (10.20), we deduce
from the decomposition (10.17) that
|vdp+11 (t, z, )− vdp1 (t, z, )|
≤ 4κ1$
(2pi)1/2
||(χ1+α)(κ1−1)
(β − β′)δ2κ1(ρ2 )κ1−1
exp(−δ2 (ρ/2)
κ1
||(χ1+α)κ1 )
+
2κ1$|γp − γp+1|
(2pi)1/2(β − β′) (
1/κ1
δ2
)1/κ1e−1/κ1 exp(−δ2
2
(
ρ/2
||χ1+α )
κ1)
for all t ∈ T1 and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/k, for some δ2 > 0, for all
 ∈ Ep ∩ Ep+1. Therefore, the inequality (5.8) holds.
For the proof of (5.9) and (5.10) we can follow the same arguments as in the first
part of the proof. We only give some details on the procedure which differ from the
previous ones.
The construction leads us to V d˜p2 (T, z, ) = V
d˜p
2 (
χ2T, z, ), defining a bounded
holomorphic function with respect to T on those T such that such that T ∈
−χ2Sd˜p,θ2,h′||χ2+α and with respect to z on Hβ′ for any 0 < β
′ < β, for all
 ∈ D(0, 0) \ {0}. It holds that V d˜p2 (T, z, ) solves the equation
Q˜(∂z)V
d˜p
2 (T, z, )
[a20,2
a0,3
T 2k0,2−k0,3+γ2 +
s1∑
`=0
a`,1T
k`,1+γ2
+
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1+γ2 +
s2∑
`=1
−2a0,2a`,2
a0,3
T k`,2+k0,2−k0,3+γ2
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+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2+k0,2−k0,3+γ2
+
s2∑
`=0
−2a0,2a`,2
a0,3
T k`,2+k0,2−k0,3+γ1J2(T )
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2+k0,2−k0,3+γ1J2(T )
+
s3∑
`=1
3a20,2a`,3
a20,3
T k`,3+2k0,2−2k0,3+γ2
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3+2k0,2−2k0,3+γ2
+
( s3∑
`=0
3a20,2a`,3
a20,3
T k`,3+2k0,2−2k0,3+γ2
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3+2k0,2−2k0,3+γ2
)(
2J2(T ) + J 22 (T )
)]
+ Q˜(∂z)(V
d˜p
2 (T, z, ))
2
×
[( s2∑
`=0
a`,2T
k`,2+k0,2+γ2 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2+k0,2+γ2
)
T γ2−k0,2
+
( s3∑
`=0
a`,3T
k`,3+2k0,2−k0,3+γ2 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+2k0,2−k0,3+γ2
)
× (1 + J2(T ))]+ Q˜(∂z)(V d˜p2 (T, z, ))3
×
[( s3∑
`=0
a`,3T
k`,3+3γ2 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+3γ2
)]
=
Q∑
j=0
b˜j(z)nj−αbjT bj +
D∑
`=1
∆`+α(δ`−d`)+β
×
( ∑
q1+q2=δ`
δ`!
q1!q2!
q1−1∏
d=0
(γ2 − d)T d`−q1+γ2R˜`(∂z)∂q2T V d˜p2 (T, z, )
)
. (10.21)
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We define the function U d˜p2 (T, z, ) taking into account (4.45), which solves the
equation
Q˜(∂z)
(( M1∑
`=0
a`,1
m`,1+β−αk`,1T k`,1
)
U
d˜p
2 (T, z, )
+
( M2∑
`=0
a`,2
m`,2+2β−αk`,2T k`,2
)
(U d˜p2 (T, z, ))
2
+
( M3∑
`=0
a`,3
m`,3+3β−αk`,3T k`,3
)
(U d˜p2 (T, z, ))
3
)
=
Q∑
j=0
b˜j(z)nj−αbjT bj + F2(T, )
+
D∑
`=1
∆`+α(δ`−d`)+βT d`R˜`(∂z)∂δ`T U
d˜p
1 (T, z, ),
(10.22)
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with
F2(T, )
= −Q˜(0)
(a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)
×
[a20,2
a0,3
T 2k0,2−k0,3 +
s1∑
`=0
a`,1T
k`,1 +
M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1
+
s2∑
`=1
−2a0,2a`,2
a0,3
T k`,2+k0,2−k0,3
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2+k0,2−k0,3
+
s2∑
`=0
−2a0,2a`,2
a0,3
T k`,2+k0,2−k0,3J2(T )
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2+k0,2−k0,3J2(T )
+
s3∑
`=1
3a20,2a`,3
a20,3
T k`,3+2k0,2−2k0,3
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3+2k0,2−2k0,3
+
( s3∑
`=0
3a20,2a`,3
a20,3
T k`,3+2k0,2−2k0,3
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3+2k0,2−2k0,3
)(
2J2(T ) + J 22 (T )
)]
− Q˜(0)
(a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)2
×
[( s2∑
`=0
a`,2T
k`,2 +
M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2
)
+
( s3∑
`=0
a`,3T
k`,3+2k0,2−k0,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+2k0,2−k0,3
)
× (1 + J2(T ))
]
− Q˜(0)
(a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)3
×
[( s3∑
`=0
a`,3T
k`,3 +
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
)]
+
D∑
`=1
∆`+α(δ`−d`)+βT d`R˜`(0)∂δ`T
×
(a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)
,
(10.23)
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which can be rewritten in the form
F2(T, ) = −Q˜(0)U02(T )
[ M1∑
`=s1+1
a`,1
m`,1+β−αk`,1T k`,1
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2+k0,2−k0,3
+
M2∑
`=s2+1
−2a0,2a`,2
a0,3
m`,2+2β−αk`,2T k`,2+k0,2−k0,3J2(T )
+
M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3+2k0,2−2k0,3
+
( M3∑
`=s3+1
3a20,2a`,3
a20,3
m`,3+3β−αk`,3T k`,3+2k0,2−2k0,3
)
× (2J2(T ) + J 22 (T ))]
− Q˜(0)(U02(T ))2
[( M2∑
`=s2+1
a`,2
m`,2+2β−αk`,2T k`,2
)
+
M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3+2k0,2−k0,3
(
1 + J2(T )
)]
− Q˜(0)(U02(T ))3
[ M3∑
`=s3+1
a`,3
m`,3+3β−αk`,3T k`,3
]
+
D∑
`=1
∆`+α(δ`−d`)+βT d`R˜`(0)∂δ`T
×
(a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)
,
(10.24)
The function F2(T, ) is holomorphic with respect to  and is analytic with respect
to T in some neighborhood of the origin if it holds that
3k0,2 − 2k0,3 ≥ 0, d` + k0,2 − k0,3 − δ` ≥ 0, (10.25)
for every 1 ≤ ` ≤ D.
In view of the condition (10.25) and (4.1), we can affirm that (10.25) is more
restrictive than (10.14). We put
u
d˜p
2 (t, z, ) = 
βU
d˜p
2 (
αt, z, ) = β
(
U02(αt) + (αt)γ2V
d˜p
2 (
χ2+αt, z, )
)
, (10.26)
which defines a holomorphic function with respect to t on T2, with respect to z ∈ Hβ′
for any 0 < β′ < β, with respect to  ∈ E˜p, where T2 and E˜p are sectors described
in Definition 5.2. As a result, ud˜p2 (t, z, ) admits the decomposition (5.9) with
v
d˜p
2 (t, z, ) = V
d˜p
2 (
χ2+αt, z, ) which determines a bounded holomorphic function
on T2 ×Hβ′ × E˜p for any given 0 < β′ < β with the property vd˜p2 (0, z, ) ≡ 0 for all
(z, ) ∈ Hβ′×E˜p. Again, the function ud˜p2 (t, z, ) may be meromorphic in both t and
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 in the vicinity of the origin. From (10.22) and (10.23) we deduce that ud˜p2 (t, z, )
solves the main problem
Q˜(∂z)
(( M1∑
`=0
a`,1
m`,1tk`,1
)
u
d˜p
2 (t, z, ) +
( M2∑
`=0
a`,2
m`,2tk`,2
)
(ud˜p2 (t, z, ))
2
+
( M3∑
`=0
a`,3
m`,3tk`,3
)
(ud˜p2 (t, z, ))
3
)
=
Q∑
j=0
b˜j(z)nj tbj + F2(αt, ) +
D∑
`=1
∆`td`R˜`(∂z)u
dp
1 (t, z, ),
with additional forcing term F2(αt, ). We apply the operator ∂υz on the left and
right-hand side of this last equation, to get that ud˜p2 (t, z, ) is an actual solution of
the main problem (4.7). The proof of (5.10) coincides with that of (5.8) step by
step. The proof is completed. 
Acknowledgements. A. Lastra was partially supported by the project MTM2016-
77642-C2-1-P of Ministerio de Economı´a, Industria y Competitividad, Spain. S.
Malek was Partially supported by the project MTM2016-77642-C2-1-P of Ministe-
rio de Economı´a, Industria y Competitividad, Spain.
References
[1] W. Balser; From divergent power series to analytic functions. Theory and application of
multisummable power series. Lecture Notes in Mathematics, 1582. Springer-Verlag, Berlin,
1994. x+108 pp.
[2] W. Balser; Formal power series and linear systems of meromorphic ordinary differential
equations. Universitext. Springer-Verlag, New York, 2000. xviii+299 pp.
[3] W. Balser, J. Mozo-Ferna´ndez; Multisummability of formal solutions of singular perturbation
problems. J. Differential Equations, 183 (2002), no. 2, 526–545.
[4] M. Baouendi, C. Goulaouic; Cauchy problems with characteristic initialhypersurface. Comm.
Pure Appl. Math., 26 (1973), 455–475.
[5] C. M. Bender, S. A. Orszag; Advanced mathematical methods for scientists and engineers. I.
Asymptotic methods and perturbation theory. Reprint of the 1978 original. Springer-Verlag,
New York, 1999.
[6] M. Canalis-Durand, J.-P. Ramis, R. Scha¨fke, Y. Sibuya; Gevrey solutions of singularly per-
turbed differential equations. J. Reine Angew. Math., 518 (2000), 95–129.
[7] M. Canalis-Durand, J. Mozo-Ferna´ndez, R. Scha¨fke; Monomial summability and doubly sin-
gular differential equations, J. Differential Equations 233 (2007), no. 2, 485–511.
[8] M. Canalis-Durand, J-P. Ramis, R. Scha¨fke, Y. Sibuya; Gevrey solutions of singularly per-
turbed differential equations. J. Reine Angew. Math., 518 (2000), 95–129.
[9] S. Carrillo, J. Mozo-Ferna´ndez; Tauberian properties for monomial summability with appli-
cations to Pfaffian systems. J. Differential Equations, 261 (2016), no. 12, 7237–7255.
[10] S. Carrillo, J. Mozo-Ferna´ndez; An extension of Borel-Laplace methods and monomial
summability, preprint 2016. arXiv:1609.07893.
[11] O. Costin, H. Park, Y. Takei; Borel summability of the heat equation with variable coefficients.
J. Differential Equations, 252 (2012), no. 4, 3076–3092.
[12] O. Costin, S. Tanveer; Existence and uniqueness for a class of nonlinear higher-order partial
differential equations in the complex plane. Comm. Pure Appl. Math., 53 (2000), no. 9,
1092–1117.
[13] R. Ge´rard, H. Tahara; Singular nonlinear partial differential equations. Aspects of Mathe-
matics. Friedr. Vieweg & Sohn, Braunschweig, 1996.
[14] R. Ge´rard, H. Tahara; Holomorphic and singular solutions of nonlinear singular first order
partial differential equations. Publ. Res. Inst. Math. Sci., 26 (1990), no. 6, 979–1000.
EJDE-2018/46 GEVREY MULTISCALE EXPANSIONS 89
[15] P. Hsieh, Y. Sibuya; Basic theory of ordinary differential equations. Universitext. Springer-
Verlag, New York, 1999.
[16] T. Kobayashi; Singular solutions and prolongation of holomorphic solutions to nonlinear
differential equations. Publ. Res. Inst. Math. Sci. 34 (1998), no. 1, 43–63.
[17] A. Lastra, S. Malek; Multi-level Gevrey solutions of singularly perturbed linear partial differ-
ential equations, Advances in Differential Equations (2016), vol. 21, no. 7/8, p. 767–800.
[18] A. Lastra, S. Malek; On parametric Gevrey asymptotics for some nonlinear initial value
Cauchy problems, J. Differential Equations 259 (2015), no. 10. p. 5220–5270.
[19] A. Lastra, S. Malek; On parametric multisummable formal solutions to some nonlinear initial
value Cauchy problems, Adv. Difference Equ. 2015, 2015:200, 78 pp.
[20] S. Malek; Gevrey asymptotics for some nonlinear integro-differential equations, J. Dynam.
Control Sys. 16 (2010), no. 3. 377–406.
[21] S. Malek; On the summability of formal solutions for doubly singular nonlinear partial dif-
ferential equations. J. Dyn. Control Syst., 18 (2012), no. 1, 45–82.
[22] S. Malek; On singular solutions to PDEs with turning point involving a quadratic nonlin-
earity, available at https://www.ma.utexas.edu/mp arc/c/16/16-93.pdf
[23] T. Mandai; The method of Frobenius to Fuchsian partial differential equations. J. Math. Soc.
Japan 52 (2000), no. 3, 645–672.
[24] K. Suzuki, Y. Takei; Exact WKB analysis and multisummability - A case study -, RIMS
Koˆkyuˆroku, no. 1861, 2013, pp. 146–155.
[25] H. Tahara; Fuchsian type equations and Fuchsian hyperbolic equations. Japan. J. Math.
(N.S.) 5 (1979), no. 2, 245–347.
[26] H. Tahara; On the singularities of solutions of nonlinear partial differential equations in the
complex domain. II. Differential equations and asymptotic theory in mathematical physics,
343–354, Ser. Anal., 2, World Sci. Publ., Hackensack, NJ, 2004.
[27] H. Tahara, H. Yamane; Logarithmic singularities of solutions to nonlinear partial differential
equations. J. Math. Soc. Japan 60 (2008), no. 2, 603–630.
[28] H. Tahara, H. Yamazawa; Multisummability of formal solutions to the Cauchy problem for
some linear partial differential equations, Journal of Differential equations, Volume 255, Issue
10, 15 November 2013, pages 3592–3637.
[29] Y. Takei; On the multisummability of WKB solutions of certain singularly perturbed linear
ordinary differential equations, Opuscula Math. 35 (2015), no.5, 775–802.
[30] J. Weiss, M. Tabor, G. Carnevale; The Painleve´ property for partial differential equations.
J. Math. Phys. 24 (1983), no. 3, 522–526.
[31] H. Yamazawa; Singular solutions of the Briot-Bouquet type partial differential equations. J.
Math. Soc. Japan 55 (2003), no. 3, 617–632.
[32] H. Yamazawa, M. Yoshino; Parametric Borel summability for some semilinear system of
partial differential equations. Opuscula Math. 35 (2015), no. 5, 825–845.
[33] M. Yoshino; Parametric Borel summability of partial differential equations without Poincare´
condition, preprint 2017.
Alberto Lastra
Dpto. de F´ısica y Matema´ticas, Universidad de Alcala´, Ap. Correos 20, E-28871 Alcala´
de Henares, Madrid, Spain
E-mail address: alberto.lastra@uah.es
Stephane Malek
University of Lille 1, Laboratoire Paul Painleve´, 59655 Villeneuve d’Ascq cedex, France
E-mail address: Stephane.Malek@math.univ-lille1.fr
