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SPECTRAL QUASI CORRELATIONS AND PHASE-TRANSITIONS FOR
THE NODAL LENGTH OF ARITHMETIC RANDOM WAVES
ANDREA SARTORI
Abstract. Spectral quasi correlations are small sums of lattice points lying on the same
circle; we show that, for generic integers representable as the sum of two squares, there
are no spectral quasi-correlations. Moreover, we apply our result to study the nodal
length of Arithmetic Random Waves at small scales: we show that there exists a phase-
transition for the distribution of the nodal length at a logarithmic power above Planck-
scale. Furthermore, we give strong evidence for the existence of an intermediate phase
between Arithmetic and Berry’s random waves.
1. Introduction
1.1. The Random Wave Model and the nodal length of Laplace eigenfunctions.
Given a compact Riemannian surface (M, g) without boundary, let ∆g be the Laplace-
Beltrami operator on M . There exists an orthonormal basis for L2(M,dVol) consisting of
eigenfunctions {fλi}
∆gfλi + λifλi = 0
with 0 = λ1 < λ2 ≤ ... listed with multiplicity, and λi →∞. For an eigenfunction fλ, the
nodal length is
L(fλ) = H({x ∈M : fλ(x) = 0})
where H(·) is the Hausdorff measure. We are interested in the behaviour of L(fλ) as
λ→∞. In this general scenario, Yau’s conjecture asserts that
c
√
λ ≤ L(f) ≤ C
√
λ. (1.1)
for some constants c, C > 0 which depend on M only. Donnelly and Fefferman [15] showed
that Yau’s conjecture holds for any real-analytic manifold (of any dimension), and recently,
Logunov and Malinnikova [26, 27, 28] proved the lower-bound in the smooth case and gave
a polynomial upper-bound.
The Random Wave Model (RWM), conjectured by Berry [5, 6], proposes that “generic”
Laplace eigenfunctions fλ can be modelled, in balls of radius slightly larger than O(λ
−1/2),
the Planck-scale, by monochromatic plane waves, an isotropic Gaussian field with the
spectral measure the Lebesgue measure on the unit circle. The RWM not only supports
Yau’s conjecture but it also suggests that “generically”the estimate (1.1) remains valid,
once appropriately rescaled, at small scales, that is in every ball of radius larger than the
Planck-scale.
1.2. Spectral correlations and quasi-correlations. We are particularly interested in
random Laplace eigenfunctions on the flat two dimensional Torus T2 = R2/Z2, known as
Arithmetic Random Waves (ARW). The nodal length of the ARW is related to the notion
of spectral correlations [8, 23]:
S(l, n) := {(ξ1, ..., ξl) : ξ1 + ...+ ξl = 0 |ξi|2 = n} (1.2)
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where l is a positive integer, the length of the correlations, and n ∈ S := {n = a2 + b2 :
a, b ∈ Z}, the set of integers representable as the sum of two squares; we also denote by
N := r2(n) the number of representations ξi of n as a sum of two squares. Moreover the
nodal length of the ARW at small scales is related to the complementary notion of spectral
quasi-correlations [4]:
Q(l, n,K) := {(ξ1, ..., ξl) : 0 < |ξ1 + ξ2 + ξ3 + ...+ ξl| < K} (1.3)
whereK > 0 is some parameter. We are interested in the largestK such thatQ(l, n,K) = ∅
as n→∞. When l = 2, this is also directly related to the question of estimating the number
of lattice points ξi on an arc of length n
δ for δ > 0. Cilleruelo and Cordoba showed that
there are at most Oδ(1) such lattice points if δ < 1/4 and Cilleruelo and Granville [14]
conjectured that this remains true for every δ < 1/2.
Harman and Lewis [21] showed that there are infinitely many primes of the form p =
a2 + b2 with |b| ≤ pc for some small constant 0 < c < 0.119. For the said primes, there
are two lattice points close to the horizontal axis, thus Q(l, p, pc) 6= ∅. Moreover, if there
existed infinitely many primes of the form p = m2 + 1, as it was conjectured by Landau,
then Q(l, p, O(1)) 6= ∅. However, if we considered a generic integer n ∈ S, we can prove
the following:
Theorem 1.1. Let l be a positive integer and  > 0, then for almost all n ∈ S, we have
Q(l, n, n1/2/(log n)l log 22 +) = ∅.
Bourgain and Rudnick [10] first studied length 2 quasi-correlations and showed that
Q(2, n, n1/2−) = ∅ for a density one subset of n ∈ S. Subsequently, Granville and Wigman
[20] showed that
#{n ∈ S : n ≤ X and Q(2, n,K) 6= ∅} 
√
XK
(
(2 logK)1/2 +O(1)
)
,
which implies that
Q(2, n, n1/2/Ψ(n) log n) = ∅ (1.4)
for almost all n ∈ S and any function Ψ(n)→∞ as n→∞. Theorem 1.1 refines (1.4) to
Q(2, n, n1/2/ log nlog 2+) = ∅ which, in turn, implies that there are at most 2 lattice points
on any arc of length at most n1/2/ log nlog 2+ on a generic circle of radius
√
n. Furthermore,
Benatar, Marinucci and Wigman [4] showed that Q(l, n, n1/2−) = ∅ for almost all n ∈ S.
Theorem 1.1 not only refines their bound, but also gives an explicit dependence of K on
l which is useful in the study of toral eigenfunctions, as it will be discussed in section 1.4
below.
We also investigate when Q(l, n,K) 6= ∅, Erdo¨s-Hall [16] showed that, for almost all
n ∈ S, Q(2, n, n1/2 log nlog 3/2+) 6= ∅. Therefore, by the triangle inequality, we have
Q(2l, n, l · n1/2/(log n)log 3/2+) 6= ∅
for almost all n ∈ S and, in section 5.2 below, we will show that also odd length quasi-
correlations can be small, in the appropriate sense. Thus, to understand the size of
Q(l, n,K), we study a random model for a generic integer n ∈ S, see also [20, Remark 3.3].
In this model, the angles of the Gaussian primes dividing n are represented by i.i.d. uni-
form random variables on [0, 2pi) so that the lattice points ξi are random variables taking
values on the circle of radius
√
n, more details will be given in sections 2.1 and 4 below. We
then define the random sums Xi := (ξi1 + ...+ ξil)/n
1/2 where i = (i1, ..., il) for 1 ≤ ij ≤ N
and prove the following:
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Theorem 1.2. Let l ≥ 2, n ∈ S and α > 0 be some parameter which may depend on n.
Then we have
E[#{Xi : |Xi| ≤ α}] l (α +Ol
(
α2
)
)N l(1 + oN→∞(1))
where A  B if there exists two constants c, C > 0 such that cA ≤ B ≤ CA and the
constants implied in the notation depend on l only.
Taking α = N−l in Theorem 1.2, we expect Q(l, n, O(n1/2N−l)) 6= ∅; since, for almost
all n ∈ S, N  (log n)log 2/2±, see Lemma 2.3 below, Theorem 1.2 suggests that Theorem
1.1 is sharp up to some constant depending on l only.
In the rest of the introduction, we will present an application of Theorem 1.1 and The-
orem 1.2 to the study of the nodal length of the ARW, at small scales. We will first give
some background on ARW, their the nodal length and then describe the phase-transitions
for the nodal length of the ARW. We will finally present the results in section 1.4.
1.3. Phase-transitions for the nodal length of Arithmetic RandomWaves. Arith-
metic Random Waves can be defined as the random functions on T2
fn(x) =
1√
N
∑
ξ∈Z2
|ξ|2=n
aξe(〈ξ, x〉) (1.5)
where n ∈ S, e(·) = e2pii·, aξ are i.i.d. standard complex Gaussian random variables save
for aξ = a−ξ so that fn is real valued, and the normalisation constant in (1.5) implies
that E[|fn|2] = 1. Up to rescaling T2, ARW can equivalently be defined, via Kolmogorov’s
Theorem, as the centred, stationary, Gaussian random field with spectral measure
µn =
1
N
∑
|ξ|2=n
δξ/√n (1.6)
where δξ/
√
n is the Dirac distribution at ξ/
√
n. Let ∆ = ∂2/∂x2 + ∂2/∂y2 be the flat two
dimensional Laplace operator, then
∆fn + 4pi
2nfn = 0
Thus ARW are random Laplace eigenfunctions on T2 with eigenvalue (−1) · 4pi2n.
The study of the nodal length of the ARW was initiated by Oravecz, Rudnick and
Wigman [33]; Rudnick and Wigman [34] found the expectation of L(fn) and gave and upper
bound for the variance. Subsequently, Krishnapur, Kurlberg and Wigman [23] proved that
Var[L(fn)] = 1 + µˆn(4)
512
n
N2
(1 + oN→∞(1)) (1.7)
where µˆn(4) is the fourth Fourier coefficient of the measure µn. Notably, the accumulation
points of the sequence µˆn(4) contain the interval [0, 1], [12, 25, 35]. Finally, a non-universal,
non-central limit law for L(fn) was discovered by Marinucci, Peccati, Rossi and Wigman
[29].
The asymptotic expansion (1.7) shows that the total nodal length of the ARW behaves
differently than the nodal length of the Berry’s random waves (BRW), the aforementioned
isotropic Gaussian field with spectral measure µ, the Lebesgue measure on the unit circle.
In fact, for BRW, which we denote by fµ, Var[L(fµ)] is comparable to the logarithm of the
eigenvalue [6]. However, since the spectral measure µn converges to µ for almost all n ∈ S
[16, 22], the field fn generically behaves like BRW in balls of radius O(n
−1/2). It is then
natural to ask at which scale the behaviour of the nodal length of the ARW agrees with
the RWM.
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In analogy with the study of the ARW at small scales in [20], one would expect that
the phase-transition for the nodal length of “generic”ARW happens at some logarithmic
power above Planck-scale. However, it is expected the existence of an intermediate scale
inter-phasing between ARW and BRW [4]. That is, if we let
L(fn, s) = Vol{x ∈ B(s) : fn(x) = 0}
where B(s) is the ball of radius s centred at the origin, then there exists some exponents
A0 > 0 such that the law of L(fn, s) agrees with the law of L(fn) for s > (log n)A0/n1/2
and behaves differently for s < (log n)A0/n1/2. In this direction, Benatar, Marinucci and
Wigman [4] found that the asymptotic expansion of the variance of L(fn, s) agrees, once
appropriately rescaled, with (1.7) and they deduced that L(fn, s) fully correlates with
L(fn), provided that s > n−1/2+.
1.4. Spectral quasi-correlations and phase-transitions. Let fn be as in (1.5) and
s > 0 be some parameter. Thanks to the Kac-Rice formula, moments of L(fn, s) can be
expressed in terms of the restricted moments of covariance function
rn(x, y) =
∫
S1
e(〈x− y, λ)dµn(λ). (1.8)
where S1 ⊂ R2 is the unit circle. That is, for l ≥ 2 we are interested in asymptotically
evaluating ∫
B(s)
r(x)ldx =
1
N l
∑
ξ1,...,ξl
∫
B(s)
e(〈ξ1 + ...+ ξl, x〉)dx
where B(s) is the ball centred at 0 of radius s. Separating the terms with ξ1 + ...+ ξl = 0,
we obtain ∫
B(s)
r(x)ldx = pis2
#S(l, n)
N l
+
2pis2
N l
∑
|ξ1+...+ξl|>0
J1(|sξ1 + ...+ ξl|)
s|ξ1 + ...+ ξl| (1.9)
where we let S(l, n) is as in (1.2) and J1(·) is the Bessel function of the first kind.
Spectral correlations have been studied by Bombieri and Bourgain [8] who showed that
#S(2l, n) = 2l!
l! · 2lN
l(1 + o(1)) (1.10)
for almost all n ∈ S, see also [23] and section 2.1 below for a more detailed discussion. Since
J1(T ) T 1/2 for T large enough, the second term in (1.9) would asymptotically vanish if
Q(l, n, s−1) = ∅, which is in particular the case if s = O(1). Hence, the phase-transition
for L(fn, s) can be compared to the change in the asymptotic law of the second term in
(1.9). Thanks to Theorem (1.1), we are able to evaluate (1.9) and prove the following
upper bound for A0:
Theorem 1.3. Let A = 11
3
log 2 = 3.812... and  > 0. There exists a density one subse-
quence of n ∈ S such that the following holds:
(1) N(n)→∞ and the set of accumulation points of {µˆn(4)} contains [0, 1].
(2) Uniformly for s > (log n)A+/n1/2, we have
Var(L(fn, s)) = 1 + µˆn(4)
512
(pis2)2
n
N2
(1 + oN→∞(1)) .
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(3) We have
sup
s>(logn)A+/n1/2
|Corr(L(f, s),L(f))− 1| → 0
where, Corr(X, Y ) = Cov(X, Y )/(Var(X))1/2(Var(Y ))1/2.
Given a sequence of n ∈ S that satisfy the conclusion of Theorem 1.1 and (1.10), part
(2) and part (3) of Theorem 1.3 follow directly using the techniques in [4]. However, a
priori, for any said sequence, µˆn(4) might have only one accumulation point. To rule this
out, we explicitly construct sequences of n ∈ S, satisfying (1.10) and the conclusion of
Theorem 1.1, for which we can control the distribution of lattice points on
√
nS1. Benatar,
Marinucci and Wigman’s argument relies on density estimates, thus our result seems to be
the first to give explicit examples of such sequences in the literature.
In light of Theorem 1.2, we expect that A0 = 2 log 2 = 1.3862.... Indeed, thanks to the
calculations in [4], we need to control the asymptotic in (1.9) only for l = 2, 4, 6. Thus,
given some l ≥ 2, Theorem 1.2, with α = N−l/2, suggests that there are at most o(N l/2)
tuples (ξ1, ..., ξl) such that s|ξ1 + ...ξl| < N l/6, where s = N2l/3/n1/2. For the remaining
l-tuples, we have that (J1(s|ξ1 + ...+ ξl|)/s|ξ1 + ...+ ξl|)2 = o(N l/2). Thus, using the bound
J1(T )/T = O(1) for the former set of tuples and the bound J1(T )/T  T−3/2 for the
latter, the second term in (1.9) is negligible compared to the first one. Taking l = 6 and
bearing in mind that N  log(n)log 2/2±, we obtain s = (log n)2 log 2+/n1/2.
Finally, we show that there exists some B > 0 such that L(fn, s) behaves like the nodal
length of BRW for s < (log n)B/n1/2.
Theorem 1.4. Let B = 1
39
log pi
2
= 0.011... and  > 0. There exists a density one subse-
quence of n ∈ S such that for s ≤ log nB+/n1/2 and all fixed t ∈ (−∞,∞), we have∣∣E[exp (itL(fn, s)s−1)]− E[exp (itL(fµ))]∣∣ −→ 0 n→∞.
where fµ is the Gaussian field with spectral measure µ.
It is possible to prove Theorem 1.4, with convincingly B = log(pi/2)/2 = 0.225..., via
correlations formulas and Theorem 2.7 below, following a similar argument as in [19]. We
opted for a short and, in our view, elegant argument based on the stability of the nodal
set, as in [31], and a quantitative version of the Continuous Mapping Theorem.
1.5. Notation. Let u→∞ be some parameter, we say that the quantity X = X(u) and
Y = Y (u) satisfy X  Y , X  Y if there exists some constant C, independent of u, such
that X ≤ CY and X ≥ CY respectively. If X  Y and Y  X, we write X  Y . We
also write O(X) for some quantity bounded in absolute value by a constant times X and
X = o(Y ) if X/Y → 0 as u→∞, in particular we denote by o(1) any function that tends
to 0 (arbitrarily slowly) as u→∞. We denote by B(s) the (open) ball centred at 0. and
by B(s) the closure of B(s). When the specific radius is unimportant, we simply write the
ball as B and 1
2
B for the concentric ball with half the radius. Finally, we denote by Ω an
abstract probability space where every random object is defined.
2. Number theoretic background
2.1. An equivalent formulation of Theorem 1.1. Given n ∈ S, we can express the
representations ξi of n as products of prime ideal in Z[i]. Let n = 2α2
∏
k p
αk
k
∏
v q
βv
v , where
pk and qs are primes p ≡ 1 (mod 4) and q ≡ 3 (mod 4) and α’s and β’s are positive
integers. Let (n) ⊂ Z[i] be the ideal generated by n, then, by unique factorisation of ideals
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in Z[i], bearing in mind that primes p ≡ 1 (mod 4) split and primes q ≡ 3 (mod 4) are
inert, we have
(n) = Z2α2
∏
k
(PkPk)αk
∏
v
Qβvv
where Z is an ideal above 2, Pk an ideal above pk and Qv an ideal above qv. Thus, if
(n) = (x+ iy)(x− iy) for some x, y ∈ Z, then
(x+ iy) = Zα2
∏
k
Pγkjk Pk
αk−γkj∏
v
Qβv/2v . (2.1)
for some 0 ≤ γkj ≤ αk. It follows that the β’s must be even and the representations ξi
of n are in one to one correspondence with ideal of the form (2.1). Therefore, taking into
account the symmetries ξ → −ξ and x+ iy → y + ix, we have
N(n) = 4
∏
k
(αk + 1) exp
(
O
(
log n
log log n
))
(2.2)
where the inequality follows from the divisor bound. Moreover, by (2.1), we see that the
factor Zα2
∏
vQαv/2v is common to every representation. This has the effect of rotating the
lattice points, but it does not affect their spacial distribution. Thus, it does not effect the
set of solutions to (1.3). Hence, we can restate Theorem 1.1 as follows
Theorem 2.1. Let S ′ := {n ∈ N : p|n then p ≡ 1 (mod 4)}, l ∈ N and  > 0. Then there
exists a density one subset of n ∈ S ′ such that
Q(l, n, n1/2/(log n)l log 22 +) = ∅.
2.2. Spectral correlations. Recall that S(l, n) = {(ξ1, ...ξl) : ξ1 + ...+ ξl = 0} and that,
by congruence obstruction modulo 2, S(l, n) = ∅ if l is odd. If l is even, we have the
“diagonal” solutions given by ξ1 = −ξ2,..., ξl−1 = −ξl, thus S(l, n)  N l/2. For l = 2 the
only solutions are ξ1 = −ξ2, thus S(2, n) = N . For l = 4 Zygmund [37] observed that the
only solutions are ξ1 = −ξ2 and ξ3 = −ξ4, therefore
S(4, n) = 3N2 +O(N) N →∞.
For l = 6 Bourgain [23, Theorem 2.2] showed that S(6, n) = o(N4). Subsequently, Bombieri
and Bourgain [8] gave the bound
S(6, n) N7/2 (2.3)
Finally, using the deep work of Evertse-Schlickewei-Schmidt [17] on additive relations in
multiplicative subgroups of C? of bounded rank, see [8, Theorem 5] and [9, Lemma 5], we
can explicitly construct sub-sequences of n ∈ S which satisfy (1.10)
Lemma 2.2. Let n =
∏r
i p
αi
i ∈ S ′ and l ∈ N be even. If
∑
i log(αi + 1)/r →∞, then the
number of solutions to (1.10) is
l!
2(l/2) · (l/2)!N
l/2 +O(Nγl)
for some 0 < γ < 1/2.
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2.3. Lattice points and geometry of numbers. In this section we collect some facts
which will be used thorough the rest of the article. By Landau’s Theorem, see for example
[18, Theorem 14.2], there exists some explicit constant c > 0 such that
#{n ∈ S ′ : n ≤ X} = c X√
logX
(1 + o(1)) (2.4)
Thanks to (a weak version of) the Erdo¨s-Kac Theorem, see for example [36, Part III
Chapter 3], we have
Lemma 2.3 (Erdo¨s-Kac). Let  > 0, then, for a density one subset of n ∈ S ′, we have
1
2
log log n(1− ) ≤ #{p|n : p ≡ 1 (mod 4)} ≤ 1
2
log log n(1 + ).
where the primes are counted without multiplicity. In particular, via (2.2), we have
N(n) = N  (log n) log 22 ±.
As another consequence of (a slightly stronger version of) the Erdo¨s-Kac Theorem, we
can also control the size of the prime in the factorisation of a generic integer n ∈ S ′, see
for example [36, Part III Chapter 3, Theorem 8 and Theorem 9] for a standard derivation
of the following fact from the Erdo¨s-Kac Theorem.
Lemma 2.4. Let n ∈ S ′ and let p1 < p2 < ... < pr be its prime factors. Then for a density
one subset of n ∈ S ′ we have
sup
log log logn<k<r
∣∣∣∣2−1 log log pk − k√k log k
∣∣∣∣ ≤ 3/2.
In particular, by Lemma 2.3, we have
pr ≥ exp((log n)1/3).
Remark 2.5. Corollary (2.4) is not sharp, in particular the constant 1/3 can be replace
with a larger constant, but it will suffice for our purposes.
We will also need the following result of Kubilius [24] about Gaussian primes, which are
primes P ⊂ Z[i] such that P ∩ Z = p with p ≡ 1 (mod 4).
Lemma 2.6 (Kubilius). Let θ1, θ2 ∈ [0, 2pi]. Then, the number of Gaussian primes in the
sector arg(P) ∈ [θ1, θ2] such that |P|2 ≤ X is
2
pi
(θ1 − θ2)
∫ X
2
dx
log x
+O(X exp(−c
√
logX)).
Finally, we will need the following result about the distribution of lattice points for
generic n. Recall the spectral measure µn in (1.6) and µ, the Lebesgue measure on the
interval [0, 1], then have the following theorem, see [16, 22].
Theorem 2.7 (Erdo¨s-Hall). Let κ = 1
2
log pi
2
and  > 0. Then, for a density one subset of
n ∈ S, we have
sup
0<a<b<1
|µn(a, b)− µ(a, b)| ≤ (log n)−κ+.
3. Proof of Theorem 1.1
The arguments in this section are inspired by [8, Theorem 14]. As discussed in section
2.1 it is enough to prove Theorem 2.1. To ease the exposition we divide the proof into
two parts: n square-free and n not square-free. We begin by proving Theorem 2.1 in the
square-free case.
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3.1. Proof of Theorem 1.1 for the square-free case.
Proof of Theorem 2.1 for n square-free. Let l ∈ N and X be some large parameter. Sup-
pose that for some n ∈ S ′ and √X ≤ n ≤ X we have Q(l, n, n1/2/Φ(n)) 6= ∅ for some
function Φ(n) to be determined later. That is, there exist ξ1, ..., ξl such that
0 <
∣∣∣∣∣∑
i
ξi
∣∣∣∣∣ < n1/2/Φ(n). (3.1)
Let p1 < p2 < ... < pr be the prime factors of n. By Lemma 2.3 and Lemma 2.4 we may
assume that, for any 1 > 0 to be chosen later, we have
1
2
log log n(1− 1) ≤ r ≤ 1
2
log log n(1 + 1) pr ≥ exp((log n)1/3) exp((logX)1/3)
(3.2)
Moreover, with the same notation as in (2.1) and bearing in mind that n is square-free, we
may write
ξi =
r∏
k=1
PkγkiPαk−γkik
where γki ∈ {0, 1} and Pk is the Gaussian prime above pk. Fixing P1, ...Pr−1, we can
rewrite (3.1) as
0 < |Pra− Prb| ≤ n1/2/Φ(n) (3.3)
for some a, b ∈ Z[i] depending on P1, ...Pr−1. Let 2 > 0 to be chosen later, observe that
the number of n ≤ X such that |a| ≤ n1/2/prΦ(n)2 or |b| ≤ n1/2/prΦ(n)2 is at most
#{n ≤ X/pr : Q(n, l′, n1/2/Φ(n)2) 6= 0} for some l′ ≤ l. By (3.2), we know that
#{n ≤ X/pr}  X/(logX)100.
Thus, we may assume that |a| ≥ n1/2/prΦ(n)2 and |b| ≥ n1/2/prΦ(n)2 . Dividing (3.3) by
n1/2, we deduce
Arg(Pr) ∈
[
θ − 1
Φ(n)1−2
, θ +
1
Φ(n)1−2
]
:= Ia,b,2(n) = I(n). (3.4)
for some θ = θ(a, b). Thus, given P1, ...,Pr−1, Pr is a Gaussian prime with modulus
exp((logX)1/3) |Pr|2 ≤ X/|
∏r−1
k Pk|2 and argument satisfying (3.4). Hence, bearing in
mind that for fixed r there are (2l)r choices for a, b, we have the following key bound
#{n ∈ S ′ : n ≤ X and Q(l, n, n1/2/Φ(n)) 6= ∅} ≤
∑
r
∑
P1,...,Pr−1
2lr
∑
|Pr|2≤X/|
∏r−1
k Pk|2
|Pr|2exp((logX)1/3)
Arg(Pr)∈I(n)
1.
(3.5)
All in all, we have shown that, in order to prove the Theorem, thanks to (2.4), it is enough
to prove that the right hand side of (3.5) is bounded by o(X/
√
logX).
By Lemma 2.6, assuming that Φ(n)  Φ(X) and letting Y = X/|∏r−1k Pk|2, we have∑
|Pr|2≤X/|
∏r−1
k Pk|2
Arg(Pr)∈I(n)
1 1
Φ(X)1−2
· Y
log Y
+ Y exp(−c
√
log Y ). (3.6)
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We now bound the right hand side of (3.5) in two steps: we first consider the first term on
the right hand side of (3.6), the main term, and then the second term, the error term.
The main term. Applying (3.2) to bound r and bearing in mind that Y = |Pr|2 
exp((logX)1/3) := Z, we have
1
Φ(X)
∑
r
2lr
∑
P1,...,Pr−1
Y
log Y
≤ X · (logX)
l log 2
2
(1+1)
Φ(X)1−2
∑
|∏k Pk|2≤X/Z
1
|∏k Pk|2 log(X/|∏k Pk|2) .
(3.7)
where we have extended the inner sum by lifting the restriction on the number of prime
factors of n. As |Pk|2 = pk for some prime pk ≡ 1 (mod 4), we have
∑
|∏k Pk|2≤X/Z
1
|∏k Pk|2 log(X/|∏r−1k Pk|2) =
∑
∏
k pk≤X/Z
1∏
k pk log(X/
∏
k pk)
≤
∑
n∈S′
n≤X/Z
1
n log(X/n)
.
(3.8)
Using the expansion log(X/n)−1 = (logX)−1(1+O(log n/ logX)) valid for n ≤ X/100 say,
we re-write the last sum in (3.8) as
∑
n∈S′
n≤X
1
n log(X/n)
 1
logX
∑
n∈S′
n≤X/Z
1
n
+
1
(logX)2
∑
n∈S′
n≤X/Z
log n
n
(3.9)
By partial summation using (2.4), we have
∑
n∈S′
n≤X/Z
1
n
 (logX)1/2
∑
n∈S′
n≤X/Z
log n
n
 (logX)3/2 (3.10)
Thus, inserting (3.10) into (3.9), we obtain
∑
n∈S′
n≤X/Z
1
n log(X/n)
 (logX)−1/2 (3.11)
Hence, combining (3.11), (3.8), taking 1 = 2 = /(3l log 2) and Φ(X) = (logX)
l log 2
2
+, we
can bound the right hand side of (3.7) as
RHS(3.7) X · (logX)
l log 2
2
−1/2+/2
Φ(X)
= O
(
X
(logX)1/2+/2
)
(3.12)
as required.
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The error term. We now consider the second term on the right hand side of (3.6).
The same arguments that gave (3.7) and (3.8) also gives∑
r≥1
2lr
∑
P1,...,Pr−1
Y exp(−c
√
log Y )
≤ X(logX)l log 22 (1+′)
∑
∏
k pk≤X/Z
exp(−c log(X/∏k pk)1/2)∏
k pk
≤ X(logX)l log 22 (1+′) exp(−c log(Z)1/2)
∑
n∈S′
n≤X
1
n
as X/
∏
k
pk  Z
 X(logX)l log 22 (1+′)+1/2 exp(−c log(X)1/6) by (3.9)
 X/(logX)100 (3.13)
which is acceptable. 
3.2. Proof of Theorem 1.1 for the non square-free case. We are now going to prove
Theorem 2.1 in the non-square free case. We need the following standard lemma:
Lemma 3.1. Let n ∈ S ′ and let ω(n) be the number of prime factors of n without multi-
plicity and Ω(n) be the number of prime factors of n with multiplicity, then∑
n≤X
|Ω(n)− ω(n)|  X
Proof. As the number of integers up to X divisible by some integer d is X/d + O(1), we
obtain ∑
n≤X
|Ω(n)− ω(n)| ≤
∑
p prime
p≡1 (mod 4)
∑
i≥2
X
pi
+O(X) X
∑
p
1
p2
 X

We are now ready to begin the proof of Theorem 2.1 in the non-square free case.
Proof of Theorem 2.1 for n not square-free. By Lemma 3.1 and with the same notation,
we have, for a density of subset of n ∈ S ′, Ω(n) − ω(n) ≤ log log log n. Therefore, we
may assume that at most O(log log log n) of the prime divisors of n have multiplicity. By
Lemma (2.3), we may also assume that r = ω(n)  log log n. Thus, given n ∈ S ′ and
letting p1 < ... < pr be its prime factors, by Corollary 2.4 we may assume that there exists
some s ≥ log log n/10 such that
ps  exp((logX)1/3)
and moreover (ps)
2 does not divide n. Fixing s, The proof now proceeds step by step as
in the square-free case. Finally, summing (3.12) and (3.13) over the log log n choices for s
gives acceptable bounds. 
4. Random model for lattice points, proof of Theorem 1.2
As discusses in section 2.1, we may assume that a generic integer n ∈ S ′ has ω(n) 
log log n prime factors and the distribution of the angle of Gaussian prime is uniform in
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[0, 2pi). Thus, we may model representations of a generic integer n ∈ S ′ as
ξi = exp
2pii ω(n)∑
k=1
ηikθk
 (4.1)
where θk’s are i.i.d random variables uniformly distributed on [0, 1) and ηik ∈ {−1, 1} are
deterministic, see also [20, Remark 3.3]. This gives 2k  N representations of n. Given
l ≥ 2, we define the random variables
Xi = ξi1 + ...+ ξil
for 1 ≤ ij ≤ N . Before proving Theorem 1.2, we need two preliminary results.
4.1. Distribution and independence ξi. In this section we show that the random ξi as
in (4.1) have the same distribution and are “generically ”independent.
Lemma 4.1. Let ξi be as in (4.1) and let r ∈ Z be some integer, then
E[ξri ] =
{
1 r = 0
0 r 6= 0
Proof. Since the θk are independent, we have
E[ξri ] =
∏
k
∫ 1
0
e (rηjkθk) dθk
which gives the lemma as
∫
e (rηjkθk) dθk = 0 unless r = 0. 
Lemma 4.2. Let l ≥ 2 and let ξ1, ...ξl be as in (4.1). Then ξ1, ...ξl are independent for all
but oω(n)→∞(2ω(n)l) choices of l-tuples (ξ1, ..., ξl).
Proof. Since |ξi| ≤ 1 surely, it is enough to prove that given m1, ...ml be l integers, then
E
[
l∏
i=1
ξmii
]
=
{
1 m1 = m2 = ... = ml = 0
0 otherwise
(4.2)
Observe that
E
[
l∏
i=1
ξr1i
]
= E
[
exp
(
2pii
∑
k
(
l∑
i=1
riηik)φk
)]
(4.3)
Integrating, we obtain that m1η1k + ... + mlηlk = 0 for all k. Therefore (m1, ...,ml) is in
the kernel of the matrix {ηik} for 1 ≤ i ≤ l and 1 ≤ k ≤ ω(n). Therefore, it is enough to
prove the following claim
Claim 4.3. Consider the l × ω(n) random matrix with entry ηik = 1 with probability 1/2
and ηjik = −1 with probability −1/2. Then with probability greater than 1 − oω(n)→∞(1),
the matrix {ηik} for 1 ≤ j ≤ l and 1 ≤ k ≤ ω(n) has rank l.
Proof. Consider the first two rows {η1k} and η2k, outside a set Ω1 of probability at most
2 · 2−k there exists k1 and k2 such that η1k1 = η2k1 and η1k2 6= η2k2 . Therefore, applying
row and columns operations, we reduce the matrix as
1 1 ...
−1 1 ...
...
...
 →

1 1 ...
0 2 ...
0 0 ...
0 0 ...

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Consider now rows {η3k} and {η4k}. By the above, we have η3k = η4k = 0 for k = 1, 2,
and for k ≥ 3 the entries are {−2, 0, 2} with probability 1/4, 1/2 and 1/4 respectively.
Therefore, outside a set Ω2 of probability at most 2 ·2k−2, there exists some k3, k4 ≥ 3 such
that η3k3 = η4k3 6= 0 and η3k4 6= η4k4 . Therefore, applying row and columns operations, we
have one of the following matrices
1 1 ...
0 2 ...
0 0 2 2 ...
0 0 0 2 ...
...
 or

1 1 ...
0 2 ...
0 0 2 2 ...
0 0 2 −2 ...
...
 →

1 1 ...
0 2 ...
0 0 2 2 ...
0 0 0 4 ...
...

Now consider rows {η5k} and {η6k}. By the above, we have η5k = η6k = 0 for k ≤ 4,
and for k ≥ 5 the entries are {−4,−2, 0, 2, 4} with probability 1/8, 2/9,1/3, 2/9 and 1/8
respectively. Since l is fixed, we can repeat the above argument to find subsets Ω1, ...Ωdl/2e
such that P(Ωi) = o(1) and outside ∪iΩi, we have l linearly independent columns, as
required. 

4.2. Proof of Theorem 1.2. We are finally ready to prove Theorem 1.2.
Proof of Theorem 1.2. Since |ξi| ≤ 1 surely, we also have |Re(ξi)| = |2−1(ξi + ξi)| ≤ 1 and
| Im(ξi)| = |2−1(ξi − ξi)| ≤ 1. Therefore, by Levi’s continuity Theorem [7, Theorem 26.2],
the distribution of ξi is fully determinated by its integer moments. Then Lemma 4.1 implies
that each ξi have the same distribution and in particular they are uniformly distributed
on the unit circle S1 ⊂ R2. Given l ≥ 2 suppose that ξi1 , ..., ξil are i.i.d. random variables
and identify S1 with the unit interval [−1/2, 1/2), then the random variable
Xi = ξi1 + ...+ ξil
has IrwinHall distribution. In particular, the density function of Xi is piece-wise analytic
and depends only on l. Therefore, given any α > 0, by Taylor’s expansion, we have
P(|Xi| ≤ α) l α(1 +O(α2)). (4.4)
By Lemma 4.2 we have that ξ1, ...ξl are independent for all but oω(n)→∞(2ω(n)l) choices of
ξ1, ...ξl. Thus, bearing in mind (4.4), we obtain
E#{Xi : |Xi| ≤ α} l 2ω(n)l(α +O(α2))(1 + oω(n)→∞(1))
which concludes the proof. 
5. Proof of Theorem 1.3
The proof of Theorem 1.3 follows the proof essentially of the main Theorem in [4] and,
for the sake of completeness, we summarise here the main steps. The main difference is
that we explicitly construct for which we can control the distribution of lattice points on√
nS1. This is the content of the next section.
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5.1. Limit points and spectral correlations. In this section, we prove the following
proposition:
Proposition 5.1. Let w ∈ [0, 1] and l ∈ N. Then, there exists a sub-sequence of integers
n ∈ S ′ such that N →∞ as n→∞, µˆn(4)→ w, (1.10) hold and Q(l, n, c(n)n1/2) = ∅ for
any function c(n)→ 0 arbitrarily slowly.
In order to prove Proposition 5.1, we need a two preliminary results.The first is Lemma
2.2 in section 2.1. The second is a standard tool to control the size of exponential sums,
see [32].
Lemma 5.2 (Remsez inequality). Let F (t) =
∑J
i=1 aηe(ηi · t) where t ∈ R, J ∈ N, aη ∈ C
and suppose that ηi ∈ R are distinct. Then, for any interval B ⊂ R and any sub-interval
Ω ⊂ B, we have
sup
t∈Ω
|F | >
(
C
|Ω|
|B|
)J−1
sup
t∈B
|F |.
for some explicit C > 0 independent of F .
We are now ready to prove Proposition 5.1.
Proof of Proposition 5.1. We pick integers of the form n = pm · q for some primes p, q ≡ 1
(mod 4) and m ≥ 1 to be chosen later. Let θp, θq be the angle of the Gaussian prime lying
above p and q respectively. Observe that, by Lemma 2.2 and (2.2), if m→∞ as n→∞,
then both (1.10) and N → ∞ are satisfied. So we assume that m is a sufficiently slow
growing function of n to be specified later. The rest of the proof relies on two claims.
Claim 5.3. Let  > 0. Then, there exist some prime q ≡ 1 (mod 4) (and thus some θq)
with q  n1/(m+1) and some interval I = I(,m) ⊂ [0, 2pi) such that for all θp ∈ I, we have
|µˆn(4)− w| ≤ . (5.1)
Proof of Claim 5.3. Define the de-symmetrize probability measure on S1 to be dνn(θ) =
dµn(θ/4). Then µˆn(4) = νˆn(1) and, by convolution properties of the Fourier transform, we
also have
νn = νpm ? νq. (5.2)
A direct computation shows that
νpm(1) =
1
m+ 1
m∑
j=0
cos((m− 2j)θp) = sin((m+ 1)θp)
(m+ 1) sin θp
νq(1) =
sin(2θq)
2 sin θq
Thus, using (5.2) and properties of the Fourier Transform, we deduce
νˆn(1) = νˆpm(1) · νˆq(1) = sin((m+ 1)θp)
(m+ 1) sin θp
sin(2θq)
2 sin(θq)
. (5.3)
Observe that, since the function sin(2x)/2 sin(x) tends to 1 as x → 0 and it is decreasing
in a small neighbourhood to the right of x = 0, we can find some small δ1 = δ1() > 0
such that sin(2δ1)/2 sin(δ1) = 1 − /2. Via Lemma 2.6, we choose q  n1/(m+1) such that
θq = δ1 + O(1/ log
100 n). With this choice, bearing in mind that | sin(2θ)/(2 sin θ)| ≤ 1,
equation (5.3) becomes∣∣∣∣νˆn(1)− sin((m+ 1)θp)(m+ 1) sin θp
∣∣∣∣ ≤ /2 +O( 1log n
)
(5.4)
The claim follows by (5.4) and the continuity of sin((m+ 1)θ)/((m+ 1) sin θ). 
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Before stating the next claim, we introduce some notation. Observe that are only finitely
many (depending on m and l) sums 0 6= ∑lj ξi, let us label them as S1, S2... . By (2.1),
for every j ≤ N , we can write
ξi =
√
ne(aiθp ± θq + bipi/2) (5.5)
for some |ai| ≤ m and bi ∈ {0, 1, 2, 3}. Thus, collecting terms with equal ai, we can write
Sk =
√
n
m∑
j=−m
cki e(jθp) := Fk(θp) (5.6)
for some cki ∈ C.
Claim 5.4. Let Fk(θ) be as (5.6). With the notation of Claim 5.3, there exists some
δ2 = δ2(,m) > 0 such that mink maxI |Fk(θ)| ≥ δ2
Proof. First, we prove that max[0,1] |Fk(θ)| ≥ δ3 for some δ3 = δ3() independent of k.
Bounding the infinity norm by the L2-norm, we have
max
[0,1]
|Fk(θ)|2 ≥
∫
|Fk(θ)|2dθ =
∑
i
|cki |2. (5.7)
Since Fk(θ) is not identically zero, there exists some j1 = j1(k) such that |ckj1| = |cj1 | > 0.
By (5.5), we have
cj1 = αe(θq) + βe(−θq)
for some α = α(k), β = β(k) ∈ Z[i]. If |α| 6= |β|, then |cj1| ≥ ||α| − |β|| ≥ 1. If
α = β, then |cj1| = |2α cos(θq)| ≥ 1 by our choice of θq in Claim 5.3. If α = β, then
cj1 = a cos(θq) + b sin(θq) for some a = a(k), b = b(k) ∈ Z. Thus, bearing in mind that
|b| ≤ l and our choice of θq in Claim 5.3, we have |cj1| ≥ δ3 for some δ3 = δ3() independent
of k. Thus, together with (5.7), we have max[0,1] |Fk(θ)| ≥ δ3. Therefore, applying Lemma
5.2 with B = [0, 1] and Ω = I, we deduce that
max
I
|Fk(θ)| ≥ C−m|I|−mδ3 := δ2
uniformly for every k and for some absolute constant C > 0, as required. 
To conclude the proof, we need to choose a sequence of primes p, q ≡ 1 (mod 4) and a
function m = m(n) such that µˆn(4) → ω and Q(l, n, c(n)n1/2) = ∅. Let  > 0 and let q
and I be given by Claim 5.3. Via Claim 5.4, let θ0 ∈ I be such that mink |Fk(θ0)| > δ2.
Then, via Lemma 2.6, choose p  n1/(m+1) such that θp = θ0 + O(1/(log n)100). Finally,
bearing in mind that the continuity of Fk depends only on m, choose m slow enough such
that mink |Fk(θp)| ≥ δ2/2 and δ2/2 > 3c(n). With this choices of p, q and m, we have
|µˆn(4)− ω| ≤  min
k
|Sk| > c(n)
as required. 
Remark 5.5. We observe that the proof still works if we fix two distinct l, l′ ∈ N and we
require that both Q(l, n, c(n)n1/2) = ∅ and Q(l′, n, c(n)n1/2) = ∅.
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5.2. Small 3 spectral quasi-correlations. In this section, we construct a sequence of
n ∈ S ′ such that Q(l, n, exp(−c√log n)) 6= ∅, for some absolute constant c > 0. We pick
integers of the form n = p1 · p2 · p3, where pi ≡ 1 (mod 4). Let θpi be the angle of the
Gaussian prime above pi, then, by Lemma 2.6, we can choose pi  n1/3 so that
θ1 = 0 +O
(
exp(−c1
√
log n)
)
θ2 =
pi
3
+O
(
exp(−c1
√
log n)
)
θ3 = −pi
3
+O
(
exp(−c1
√
log n)
)
for some c1 > 0. Thus, we have the representations
ξ1 = exp(i(θp1 + θp2 + θp3)) = 1 +O(exp(−c
√
log n))
ξ2 = exp(i(θp1 + θp2 − θp3)) = exp(i2pi/3) +O(exp(−c
√
log n))
ξ3 = exp(i(−θp1 + θp2 − θp3)) = exp(−i2pi/3) +O(exp(−c
√
log n)).
Hence,
|ξ1 + ξ2 + ξ3|n−1/2  exp(−c
√
log n).
5.3. Kac-Rice premises. We have the following formula for the variance of L(fn, s), see
[4, Lemma 3.1, Lemma 3.4, Lemma 3.5 and and page 16].
Lemma 5.6. Let s > 0 and write r = rn(·) as in (1.8). Then, we have
Var(L(fn, s)) = n
2
∫
B(s)×B(s)
(L2(x− y) + (x− y)) dxdy +O
(∫
B(s)×B(s)
r(x− y)6dxdy
)
where
8L2(x) = r
2 + Tr(X) +
Tr(Y 2)
4
+
3
4
r4 − Tr(XY
2)
8
− Tr(X
2)
16
+
Tr(Y 4)
128
+
Tr(Y 2)2
256
− Tr(X) Tr(Y
2)
16
+
r2 Tr(X)
2
+
r2 Tr(Y 2)
8
|(x)|  r6 + Tr(X3) + Tr(Y 6)
and
X = − 2
n(1− r2)(∇r)
t∇r Y = − 2
n
(
H +
r
1− r2 (∇r)
t∇r
)
where H is the Hessian of r, that is Hij = (∂
2/∂xi∂xj)r.
To evaluate the integrals in Lemma 5.6, we need the following lemma.
Lemma 5.7. Let A = 11
3
log 2,  > 0, n ∈ S and s > n−1/2(log n)A+/2. Suppose that
Q(l, n, n1/2/(log n)3 log 2+) = ∅ for l = 2, 4, 6, and N = (log n) log 22 ±/4, then∫
B(s)×B(s)
r(x− y)2dxdy = (pis
2)2
N
(
1 + o
(
1
N2
))
∫
B(s)×B(s)
r(x− y)4dxdy = 3(pis
2)2
N2
(
1 + o
(
1
N2
))
∫
B(s)×B(s)
r(x− y)6dxdy = o
(
s4
N2
)
.
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Proof. Let l be either 2,4 or 6. A direct computation gives
∫
B(s)×B(s)
r(x− y)ldxdy = 1
N l
∫
B(s)×B(s)
∑
ξ1,..,ξl
e(〈ξ1 + ...+ ξl, x− y〉)dxdy
=
pis2
N l
∑
ξ1+..+ξl=0
1 +O
 1
N l
∑
|ξ1+..+ξl|>0
∣∣∣∣∫
B(s)
e(〈ξ1 + ...+ ξl, x〉)dx
∣∣∣∣2

(5.8)
The first term on the right hand side of (5.8) is equal to (pis2)2/N if l = 2, 3(pis2)2/N2 if
l = 4 and if l = 6 we use (2.3) to see that it is bounded by O(s4/N5/2). Thus, we are left
with bounding the second term on the right of (5.8). Carrying out the integral gives
1
N l
∑
|ξ1+..+ξl|>0
∣∣∣∣∫
B(s)
e(〈ξ1 + ...+ ξl, x〉)dx
∣∣∣∣2 = 1N l ∑|ξ1+..+ξl|>0
∣∣∣∣J1(s|ξ1 + ...+ ξl|)s|ξ1 + ...+ ξl|
∣∣∣∣2 (5.9)
By assumptionQ(l, n, n1/2/(log n)3 log 2+) = ∅, thus s|ξ1+...+ξl| ≥ (log n) 23 log 2+/2, bearing
in mind that J1(T )/T  T−3/2 and N = (log n) log 22 ±/4, we obtain
RHS(5.9) 1
(log n)log 2+3/4
= o(N−2)
as required. 
Using Lemma 5.6 and following similar calculations to Lemma [4, Lemma 3.4], we obtain
the following lemma.
Lemma 5.8. Under the assumptions of Lemma 5.7, we have
∫
B(s)×B(s)
TrX(x− y)dxdy = (pis2)2
(−2
N
− 2
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
TrY (x− y)2dxdy = (pis2)2
(
4
N
− 4
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
TrX(x− y)Y (x− y)2dxdy = (pis2)2
(
− 4
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
TrX(x− y)2dxdy = (pis2)2
(
8
N2
+ o
(
1
N2
))
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B(s)×B(s)
TrY (x− y)4dxdy = (pis2)2
(
2(11 + µˆ(4)2)
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
(TrY (x− y)2)2dxdy = (pis2)2
(
4(7 + µˆ(4)2)
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
TrX(x− y) TrY (x− y)2dxdy = (pis2)2
(
− 8
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
r(x− y)2 TrX(x− y)dxdy = (pis2)2
(
− 2
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
r(x− y)2 TrY (x− y)2dxdy = (pis2)2
(
− 8
N2
+ o
(
1
N2
))
∫
B(s)×B(s)
TrY (x− y)3dxd = o
(
s4
N2
)
∫
B(s)×B(s)
TrY (x− y)6dxd = o
(
s4
N2
)
.
5.4. Concluding the proof of Theorem 1.3. We are finally ready to prove Theorem
1.3.
Proof of Theorem 1.3. By Proposition 5.1 and Theorem 1.1, there exists a density one
subsequence of integers n ∈ S such that both (1) and Lemma 5.8 hold. For such sequence
we can evaluate the variance using Lemma 5.6 (and following identical calculation to the
proof of [4, Theorem 1.1]), so (2) follows. To prove (3) we again resort to calculations in
[4]: for all s > 0 we have
Cov(L(fn, s),L(s)) = (pi · s)2 Var(L(fn)). (5.10)
Hence, combining (5.10), part (2) and (1.7) we obtain (3). 
6. Proof of Theorem 1.4
To prove Theorem 1.4, we use the stability of the nodal set under small perturbations,
as pioneered by [31]. To prove Theorem 1.4 will need a series of results.
6.1. Stability of the nodal set. The following deterministic lemma, inspired by [3,
Lemma 4.7], will be our main tool in study small perturbations of the nodal set of fn.
Lemma 6.1. Let h, ϑ : B(1)→ R be two smooth functions and assume the following:
(1) For some β > 0 we have
min
y∈B(1)
max{|h|, |∇h|} > β.
(2) For some M > 0 we have
||h||C2 , ||h+ ϑ||C2 < M.
(3) For some τ > 0 we have
||ϑ||C2 < τ.
Then, provided that τ ≤ 16β2/M , we have
L(h+ ϑ) = L(h)
(
1 +O
(
τ
M3
β4
))
.
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Proof. Let γh be a connected component of h
−1(0), fix some z0 ∈ γh, and let N(z0) =
∇h/|∇h| be a unit normal vector of γh at z0. By assumption (1), |∇h(z0)| > β, thus,
bearing in mind that all second derivatives of h are bounded, we can find some 0 < r0 =
r0(β,M) ≤ β/4M such that
N(z0) · ∇h(z) > β/2 (6.1)
for all z in a r0-neighbourhood of z0. Now, consider the function
ζ(r) = h(z0 + rN(z0)) + ϑ(z0 + rN(z0)).
Bearing in mind assumption (3) and using (6.1), we have
ζ ′(r) > β/2− τ > β/4
for τ < β/4 and uniformly for all |r| < r0. Since |ζ(0)| = |ϑ(z0)| ≤ τ , by taking τ such that
4τ/β < r0, it follows that there exist a unique r = r(z0) ≤ 4τ/β such that ζ(r(z0)) = 0.
Therefore, the map
z → z + r(z)N(z) (6.2)
maps γh into γh+ϑ (where γh+ϑ is a connected component of (h + ϑ)
−1(0)), provided τ ≤
16β2/M .
Claim 6.2. Via the implicit function theorem, parametrize γh in some neighbourhood U
around z0 as C(t) = (t, q(t)) for some smooth function q : U → R, then
d
dt
r(C(t)) = ∇rC ′  τM3/β4
Proof. By (6.2), we have the following system:
(h+ ϑ)(C(t) + r(C(t))N(C(t)) = 0 h(C(t)) = 0
Taking the derivative with respect to t, we obtain
∇(h+ ϑ)(C + rN) · [C ′ + (∇rC ′)N + r(N ′C ′)] = 0 (6.3)
∇h(C)C ′ = 0
By the implicit function theorem |C ′| ≤M/β, moreover r ≤ 4τ/β, ||h+ϑ||C2 ≤M , |N | ≤ 1
and |N ′C ′| ≤M2/β2, therefore we can re-write (6.3) as
∇(h+ ϑ)(C + rN) · (∇rC ′)N = −∇(h+ ϑ)(C + rN) · C ′ +O
(
τ
M3
β3
)
(6.4)
∇h(C)C ′ = 0
Observe that, by assumptions (2) and (3), for r < 1 say, we have
∇(h+ ϑ)(C + rN) = ∇h(C) +O
(
M
β
· τ
)
. (6.5)
Using the expansion (6.5) on the right hand side of (6.4) and subtracting the second
equation from the first, we have
∇(h+ ϑ)(C + rN) · (∇rC ′) τ M
3
β3
. (6.6)
As ∇(h+ ϑ) ≥ β/2, the claim follows from (6.6). 
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Finally, let V be the image of U under the map (6.2), using Claim 6.2, we have
L(h|U) =
∫
U
|C ′(t)|dt =
∫
V
|C ′(t) + (r(C(t))N(C(t))′|dt+O
(
τ
M3
β3
)
= L((h+ ϑ)|V ) +O
(
τ
M3
β4
)
. (6.7)
Summing (6.7) over the zero set of h we obtain the required result . 
6.2. Quantifying β.
Lemma 6.3. Let fn be as in (1.5), R > 1 and F (y) = fn(Ry/
√
n) for y ∈ B(1). Suppose
that n ∈ S satisfy the conclusion of Lemma 2.7, then
P
(
min
y∈B(1)
max{|F |, |∇F |} ≤ R−4(logR)−3
)
≤ (logR)−1
Proof. Let 1 > 0 be some (small) parameter. Differentiating rn(y, y) = 1, we see that F (y)
and ∇F (y) are independent random variables for i = 1, 2. Therefore, bearing in mind that
F is a stationary field, we have
P (|F (y)| ≤ 1 and |∇F (y)| ≤ 1) = P (|F (0)| ≤ 1 and |∇F (0)| ≤ 1)
= P (|F (0)| ≤ 1)P (|∇F (0)| ≤ 1) = 1√
2pi
∫ 1
−1
e−t
2/2 · P (|∇F (0)| ≤ 1)
≤ 1P (|∇F (0)| ≤ 1) (6.8)
The covariance matrix of the Gaussian vector ∇F (0) is given by
C(0) =
4pi2R2
N
( ∑
ξ ξ
2
1
∑
ξ ξ1ξ2∑
ξ ξ1ξ2
∑
ξ ξ
2
2
)
with determinant
detC(0) =
16pi4R4
N2
∑
ξ,ξ′
(ξ21(ξ
′
2)
2 − ξ1ξ2ξ′1ξ′2) =
16pi4R4
N2
∑
ξ,ξ′
sin(θξ − θξ′)2
where ξ = e2piiθξ . Using Lemma 2.7 to pass from the sum to the integral, and the identity
sin(·)2 = (1− cos(·)2)/2, we have
detC(0) = 8pi4R4 +
∫ 2pi
0
cos(2(x− y))dxdy + o(1) = 8pi4R4 + o(1)
Hence,
P (|∇F (0)| ≤ 1) = 1
4
√
2pi4R2
∫
[−1,1]2
exp
(
(detC(0))−1
∑
ξ
ξ22x
2
1 − 2ξ1ξ2x1x2 + ξ21x22
)
dx1dx2
≤ 
2
1
R2
(6.9)
Inserting (6.9) into (6.8), we obtain
P (|F (x)| ≤ 1 and |∇F (x)| ≤ 1) ≤ 
3
1
R2
(6.10)
Now, consider an η-net of B(1) and denote by xi the points on the net. By Lemma 6.4
(below), we know that outside an event of probability at most O(e−C(logR)
2
), we have
F (x) = F (xi) +O(ηR
2 logR) ∇F (x) = ∇F (xi) +O(η2R3 logR)
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Taking η = (2β−1R2 logR)−1 we have that if |F (x)| ≤ β and |∇(F (x))| ≤ β then also
|F (xi)| ≤ β/2 and |∇(F (xi))| ≤ β/2, which has probability at most O(β3/R2) by (6.10).
Taking the union bound over the net we deduce that the event in the lemma has probability
at most βR4(logR)2. Hence, taking β = R−4(logR)−3 we deduce the lemma. 
6.3. Quantifying M . By [30, Lemma 3.12] and [2, Corollary 2.2], we have the following
result:
Lemma 6.4. Let fn be as in (1.5), R > 1 and let F (y) = F (Ry/
√
n) for y ∈ B(1). Then
we have
P
(||F ||C2(B(1))  R3 logR) ≤ e−C(logR)2
6.4. Quantifying τ . To state the next result we need to introduce some notation: let
FBRW (x) for x ∈ R be the Gaussian field with spectral measure the Lebesgue measure on
the unit circle S1. We will need the following result [2, Theorem 5.5]:
Lemma 6.5 (Beliaev-Maffucci). Let  > 0, n ∈ S, F (y) = f(Ry/√n) for y ∈ B(1) and
Fµ(Ry) be the rescaled Berry’s random waves. Suppose that n satisfy the conclusion of
Lemma 2.7, then there exists a coupling such that the field F˜ = F − Fµ satisfies
||F˜ ||C2(B(1))  R2 · (log n)−2κ/3+
6.5. Proof of Theorem 1.4. We are finally ready to prove Theorem 1.4
Proof of Theorem 1.4. Take a subsequence of n ∈ S such that the conclusion of Lemma
2.7 holds (and N →∞). Let R > 1, write s = R/√n, rescale f as F (y) = f(Ry/√n) for
y ∈ B(1) , then L(f, s) = sL(F ). By Lemma 6.3, Lemma 6.4 and Lemma 6.5, outside an
event of probability at most log(R)−1, we have the following bounds:
(1)
min
y∈B(1)
max{|F |, |∇F |} ≥ R−4(logR)−3
(2)
||F ||C2 ≤ R3 logR
(3)
||Fµ − F ||C2 ≤ R2(log n)−2κ/3+
Lemma 6.1, provided that (log n)−2κ/3+ ≤ R−9(logR)−7, implies that
L(F ) = L(fµ)
(
1 +O
(
R25(logR)12(log n)−2κ/3+
))
where fmu is the BRW. The Kac-Rice formula [1, Theorem 6.3] implies that E[LBRW ] R.
Thus, outside and event of probability at most O(logR−1), we have
| exp(itL(fn, s))− exp(itLB)|  t|L(fn, s))− LB| ≤ tR26(logR)13(log n)−2κ/3+ (6.11)
Taking R = (log n)
κ
39
+/2 and n large enough depending on t, (6.11) implies the Theorem.

SPECTRAL CORRELATIONS AND ARITHMETIC RANDOM WAVES 21
Acknowledgement
The author would like to thank Igor Wigman for pointing out the question consid-
ered here and for the many discussions, as well as Oleksiy Klurman for useful conversa-
tions. This work was supported by the Engineering and Physical Sciences Research Council
[EP/L015234/1]. The EPSRC Centre for Doctoral Training in Geometry and Number The-
ory (The London School of Geometry and Number Theory), University College London.
References
[1] J.M. Azais, M. Wschebor, Level sets and extrema of random processes and fields. John Wiley and
Sons Inc., Hoboken NJ, (2009).
[2] D. Beliaev, R. Maffucci, Coupling of stationary fields with applications to Arithmetic Waves, Arxiv
preprint, https://arxiv.org/pdf/1912.09470.pdf (2019).
[3] D. Beliaev, I. Wigman, Volume distribution of nodal domains of random band-limited functions.
Probab. Theory Related Fields 172, no. 1-2, 453-492 (2018).
[4] J. Benatar, D. Marinucci and I. Wigman Planck-scale distribution of nodal length of arithmetic random
waves, J. Anal. Math (to appear) , Preprint arXiv:1710.06153 (2017).
[5] M. Berry, Statistics of nodal lines and points in chaotic quantum billiards: perimeter corrections,
fluctuations, curvature. J. Phys. A: Math. Gen. 35 , 3025-3038 (2002).
[6] M. Berry, Semiclassical mechanics of regular and irregular motion. Chaotic behavior of deterministic
systems Les Houches, 171-271, (1981).
[7] P. Billingsley, Probability and measure, Third edition, Wiley Series in Probability and Mathematical
Statistics, John Wiley and Sons, Inc., New York, (1995).
[8] E. Bombieri, J. Bourgain, A problem on sums of two squares, IMRN 11, 3343-3407 (2015).
[9] J. Bourgain, On toral eigenfunctions and the random wave model, Israel J. Math. 201, no. 2, 611-630,
(2014).
[10] J. Bourgain, Z. Rudnick On the geometry of the nodal lines of eigenfunctions of the two-dimensional
torus. Ann. Henri Poincare´ 12 (2011), no. 6, 1027-1053. (2011).
[11] J. Bourgain, Z. Rudnick, Restriction of toral eigenfunctions to hypersurfaces and nodal sets, Geom.
Funct. Anal. 22, no. 4, 878-937, (2012).
[12] J. Cilleruelo, The distribution of the lattice points on circles, J. Number Theory 43, no. 2, 198-202,
(1993).
[13] J. Cilleruelo, A. Co´rdoba, Trigonometric polynomials and lattice points, Proc. Amer. Math. Soc. 115
(4) , 899-905, (1992).
[14] J. Cilleruelo, A. Granville, Lattice points on circles, squares in arithmetic progressions and sumsets of
squares, in Additive Combinatorics, CRM Proc. Lecture Notes, vol. 43, Amer. Math. Soc, Proidence,
Ri, 241-262, (2007).
[15] H. Donnelly, C. Fefferman Nodal sets of eigenfunctions on Riemannian manifolds. Invent. Math. 93
, 161-183. (1988).
[16] P. Erdo¨s, R.R. Hall. On The Angular Distribution Of Gaussian Integers With Fixed Norm. Discrete
Mathematics 200, 87-94, (1999).
[17] J. Evertse, H. Schlickewei, W. Schmidt, Linear equations with variables which lie in a multiplicative
group, Annals of Math (2), 807-836, (2002).
[18] J. Friedlander, H. Iwaniec, Opera de cribro, American Mathematical Society Colloquium Publications,
57. American Mathematical Society, (2010).
[19] A. Granville, I. Wigman, The distribution of the zeros of random trigonometric polynomials, Amer.
J. Math, 133, no. 2, 295-357, (2011).
[20] A. Granville, I. Wigman, Planck-scale mass equidistribution of toral Laplace eigenfunctions, Comm.
Math. Phys., 355(2), 767-802, (2017).
[21] G. Harman and P. Lewis, Gaussian primes in narrow sectors, Mathematika, 119-135, (2001).
[22] I. Ka´tai, I. Ko¨rnyei, On the distribution of lattice points on circles , Ann. Univ. Sci. Budapest. Eo¨tvo¨s
Sect. Math., 87-91, (1977).
[23] M. Krishnapur, P. Kurlberg, I. Wigman, Igor Nodal length fluctuations for arithmetic random waves.
Ann. of Math. (2) 177, no. 2, 699-737. (2013).
SPECTRAL CORRELATIONS AND ARITHMETIC RANDOM WAVES 22
[24] I. Kubilius. The distribution of Gaussian primes in sectors and contours, (in Russian) Leningrad Gos.
Univ. Uc. Zap. Ser. Mat. Nauk, 40-52, (1950).
[25] P. Kurlberg , I. Wigman On Probability Measures Arising From Lattice Points On Circles. Mathe-
matische Annalen (2016).
[26] A. Logunov, E. Malinnikova, Nodal sets of Laplace eigenfunctions: estimates of the Hausdorff measure
in dimensions two and three, 50 years with Hardy spaces, 333-344, (2018).
[27] A. Logunov, Nodal sets of Laplace eigenfunctions: proof of Nadirashvili’s conjecture and of the lower
bound in Yau’s conjecture, Ann. of Math. (2) 187 , no. 1, 241-262, (2018).
[28] A. Logunov, Nodal sets of Laplace eigenfunctions: polynomial upper estimates of the Hausdorff
measure, Ann. of Math. (2) 187, no. 1, 221-239, (2018).
[29] D. Marinucci, G. Peccati, M. Rossi, I. Wigman, Non-universality of nodal length distribution for
arithmetic random waves. Geom. Funct. Anal. 26, 926-960, (2016) .
[30] S. Muirhead, H. Vanneuville, The sharp phase transition for level set percolation of smooth planar
gaussian fields, arXiv preprint, arXiv:1806.11545, (2018).
[31] F. Nazarov, M.Sodin, Asymptotic laws for the spatial distribution and the number of connected
components of zero sets of Gaussian random functions. Zh. Mat. Fiz. Anal. Geom. 12 , no. 3, 205278,
(2016).
[32] F. Nazarov, Local estimates for exponential polynomials and their applications to inequalities of the
uncertainty principle type. Algebra i Analiz 5, no. 4, 366, (1993).
[33] F. Oravecz, Z. Rudnick and I. Wigman, The Leray measure of nodal sets for random eigenfunctions
on the torus, Annales de lInstitut Fourier 57, (2007).
[34] Z. Rudnick, and I. Wigman. “On The Volume Of Nodal Sets For Eigenfunctions Of The Laplacian
On The Torus”. Annales Henri Poincar 9.1, 109-130, (2008).
[35] A. Sartori, On the fractal structure of attainable probability measures, Bull. Pol. Acad. Sci. Math. 66,
no. 2, 123-133, (2018).
[36] G. Tenenbaum, Introduction to analytic and probabilistic number theory, Third edition, Graduate
Studies in Mathematics, 163, American Mathematical Society, Providence, RI, (2015).
[37] A. Zygmund, On Fourier coefficients and transforms of functions of two variables. Studia Math. 50,
189-201, (1974).
Departement of Mathematics, King’s College London, Strand, London WC2R 2LS, Eng-
land, Uk
E-mail address: andrea.sartori.16@ucl.ac.uk
