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SECTION 1. INTRODUCTION 
In this paper we will define a generalized-spline approximation method 
which is variation-diminishing and preserves functions which are linear in a 
generalized sense. (Variation-diminishing transformations are defined in 
Definition 1.3.) In Section 3 we will define an approximating spline with an 
infinite number of knots. The modifications needed to prove similar results 
for splines defined on a finite interval with a finite number of knots are in- 
dicated in Section 5. Our results generalize the work of Schoenberg reported 
in [6], where he stated without proofs corresponding results for the special 
case of polynomial splines. 
Our generalized splines are piecewise solutions of &,u = 0, where A,, is 
a differential expression of the form 
44 (1.1) 
with w,(x) > 0 and wJx) of continuity class C”. It will be useful to define 
&l u> (4 = WY 
4x>, i=1,2 )..., n. (1.2) 
A basic set of solutions for &?, u = 0 is 
M> = Wl(X>> 
b&4 = WI(X) j: wzW 4, 
C,(x) = w,(x) j: w2(t2)dt2 j:’ w&)dt, . . . jp-’ wj(t,)dt,, j = 3,4,. . .,n 
(1.3) 
where c( is a fixed point. Actually, by suitable transformations of the dependent 
and independent variables, we could assume that &(x) = 1 and q&(x) = x - a. 
Note that (L,-, dj)(a) = Sij wJ(a), i, j = 1, 2, . . ., IZ. 
l This research was supported in part under Contract NOO14-67-A-0112-0015 at Stanford 
University, Stanford, California. 
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DEFINITION 1.1. S(x) is a generalized spline on (a,b) associated with A”, 
with simple knots {xj}, if (d”S)(x) = 0 for x E (a,b), x # xj, and 
S(x) E r2(a, b). 
The following notation is useful. 
DEFINITION 1.2. Letf(x) be defined on a subset X of the real line. S-cf, X) 
is the number of sign changes of f(x) as x traverses X, where zeros of f(x) 
are not counted as changes in sign (see [3], page 20). 
DEFINITION 1.3. A transformation T which maps a family of functions F 
defined on X into functions defined on X,, is called variation diminishing if 
S-(Tf; X,) < S-(f; X) 
for all functionsfin 9. 
Variation-diminishing transformations are investigated extensively in [3]. 
Using these definitions, we can state our basic results. 
THEOREM 3.3. Let {x~}?=-~ satisfy: x, < xj+r for allj; lim x, = a; lim x, = b 
j-r-m j-+03 
(we allow a = -m, b = a). Let f be defined on (a, b) and continuous. We canfind 
splines N,(x), ---co < j -C co, associated with .A,,, with simple knots (x,}~=-,, and 
points zj, --00 <j < 03, a < Zj < z,+, < b, such that 
‘$*(X) = ,=z, bt(zj> Nj(X), i= 1,2;a<x<b, (1.4) 
S- ,=~,f(d N,(x); (a, 8) G S-(f; (a> b)). (1.5) 
The N,(x) undz, are independent off(x). (The convergence ofJ$zern f(zJ N,(x) 
will hold, since, for each x, only a finite number of terms of the sum are distinct 
from zero.) 
THEOREM 5.4. Let -oo<a<x,<x2<...<x,,,<b<a. Let f be a con- 
tinuous function defined in [a, b]. We canjind splines Nj(x), j = 1,2, . . ., m + n, 
associated with M,, with simple {xj};ll and knots of multiplicity n at x = a (see 
Dejinition 5.1), andpoints zI, a = z, < z2 c . . . < z,+, = b, such that 
?t,+n 
b(X) = ,z, dt(Zj) Nj(X>, i= 1,2;a<x<b, 
The N,(x) and z, are independent off(x). 
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The fact that the spline approximations are variation-diminishing and 
preserve generalized linear functions implies that they preserve generalized 
convexity properties, in the following sense: with S(x;f) = ~f(z,)N,(x), 
S-(S(x;f)-~,~,(x)-a~~~(x);(a,b))= S-(W;f-al+, -a242);(a,b>> 
G S-U- 6 A - a2 42; (4 @I. 
Thus, if f is a generalized convex or concave function on (a,b), so is the 
approximating spline S(x;f). (Generalized convexity is discussed in [.?I, 
Chapter 6.) 
Schoenberg announced the analogous results for polynomial splines in [6], 
i.e., all wI(x) are constant, so 4” = d”/dx” and $&) = (X - E)‘. He was able 
to evaluate the nodes z, and splines N,(x) in some special cases and obtain 
convergence estimates. 
SECTION 2. BACKGROUND FOR SPLINES WITH SIMPLE KNOTS 
Generalized splines on (a,b) associated with the differential expression A,, 
are defined in Definition 1.1. Our results are based on a representation formula 
for such splines as linear combinations of certain generalized basic spline 
functions which were introduced by Karlin in [3] in the study of self-adjoint 
differential expressions of the form (1.1). By modifying that definition, we can 
consider non-self-adjoint differential expressions. 
Let A,, be the formal differential operator adjoint to J!,: 
(2.1) 
Analogously to (1.2) and (1.3), we define 
@I3 u) (4 = 4X)? 
and 
where CY is a tied point. 
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{~j(x)};=i is a basic set of solutions for 4,~ = 0. The fundamental solution 
associated with .A?, is 
&A = 
r 
0 x<s 
w,(s)wn+,(x) s: w,(t,)& I:” wn-&n-,)&-1.. j-I’ w,(t,)dh, 
s < x. 
(2.4) 
For fixed x, it is a generalized spline associated with k,,, with a simple knot at 
s = x. It is useful to define 
fjj, .(x; s) = i$?,r$“(x; s) 
s < x, j= 2,3,. . .,n, (2.5) 
Jj, &) = Bj, Ax; 4/wl(4 = Lj-, 424, j = 2,3,. . ., n; (2.6) 
the differentiations in (2.5) are to be made with respect to x. 
We will assume that we deal with splines with simple knots {xj}~=-,, where 
a= lim xj,b=limxj,andxi<xi+l. 
j-+-m j-tm 
DEFINITION 2.1. The basic spline functions (B-splines) for the differential 
expression A, and knots {x,}?=-~, are 
hk) f-s $AXk) $n(Xk ; 4 
wkt”) * * * &xkt .) &(xk+“; 4 
Mk(x)= detIldj(Xr)lll=k,...,k+n;j=1,...,n+l 
, k= . . . . -l,O,l,.... 
(2.7) 
In defining &,+,(x), we can choose w,+~(x) E 1. 
Theorem 1 .l in Chapter 6 of [3] shows that the denominator of Mk(x) is 
strictly positive. It is easy to show that the definition of M,(x) is independent 
of the choice of cc; see [3], Chapter 10, Section 4. Therefore, Mk(x) is well- 
defined. 
Mk(x) is a generalized nth divided difference of &(x;s); in fact, in the 
polynomial spline case, it is a constant times the nth divided difference of 
+“(x;s) = (x-s):-‘. Note that M,(x) is a spline associated with A., with 
simple knots at x = xk, xk+ 1, . . ., xk+n. 
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THEOREM 2.1. Let S(x) be a spline on (a, b) associated with A,, with simple 
knots {xj}~~+ Then S(x) can be represented uniquely in the form 
S(x) = 2 c.j M,(x), (2.8) 
j=-cc 
where the c, are constants. 
Proof. See [3], Chapter 10, Section 4. 
The sum in (2.8) converges since, for any x, only a finite number of M,(x) 
are nonzero. Indeed, Lemma 4.1 in Chapter 10 of [3] shows that M,(x) > 0 
for all X, and Mj(X) > 0 if, and only if, xj < x < Xj+n. 
THEOREM 2.2. Let S(x) be a spline on (a, b) associated with A!,,, with simple 
knots {xj}j”=-,, admitting the representation (2.8). Then 
S-(S(x); (a, b)) G S-({C~)~~.-,). 
Proof. M,(x) is totally positive in j and x (see Theorem 4.1, Chapter 10, in 
[3]). Any totally positive kernel induces a variation-diminishing transforma- 
tion (see Theorem 3.1, Chapter 5, in [3]). 
SECTION 3. A VARIATION-DIMINISHING GENERALIZED SPLINE 
WITH AN INFINITE NUMBER OF KNOTS 
We wish to find a variation-diminishing generalized spline associated with 
JZ~, with simple knote {Xj}~=-,, which preserves generalized linear functions. 
Theorems 2.1 and 2.2 provide two of the key results. 
We can regard $i(x) and 4*(x) (see (1.3)) as splines associated with A,,. 
Therefore, according to Theorem 2.1, there are unique representations 
4k(x) = 5 a$“‘Mj(x), k= 1,2;a<x<b. 
j=-cc 
It will be useful to define 
Nj(X) = dj M,(x), (3.1) 
where the dj are positive constants, to be determined. In order to obtain the 
desired representation, we need to determine {dj}y=-m and {zj}y=-,, 
a < zj < zj+, < b, such that 
a$ = +k(Zj), k= 1,2;-a,cj<co; (3.2) 
and so we need 
--co <jC aL. (3.3) 
18 
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Since 
is strictly increasing, in order to establish that {z,} is increasing, we must 
show that 
{a$*)/ay)} (3.4) 
is strictly increasing. Moreover, once {zj} is determined, we have 
4 = 4Wdz,)3 --co <j < co. 
Therefore, we also wish to prove that 
up > 0, -co <j< co. (3.5) 
In order to prove (3.4) and (3.5), we will establish the following more 
general result (the proof is given in Section 4). 
THEOREM 3.1. Let (Mj(x)}~S-m be the B-splines associated with A. and the 
simple knots {x~}?=‘=-~, us defined in Section 2. Let 
4k(X) = ,j dk’ MA-49 k= I,2 ,..., n;u<x<b. (3.6) 
m 
Then 
det I~cJ(‘)~/~ jm I,rn-I > 0, k=1,2 )...) n;-m<jI<j2<...<jk<m. 
(3.7) 
Schoenberg stated this result without proof for the case of polynomial 
splines in [6]. 
LEMMA 3.2. When (3.7) holds, we can choose the nodes z, in the interval 
(a, b). 
Proof. We will show that zj can be determined satisfying (3.3) with a -C zj. 
The proof that zj < b is similar. 
Obviously, we may assume a > ---co. Suppose ~$*)/a~‘) c ~,(~)/~,(a) for 
some i. Then 
$2(x) = Xi<X<X1+1, (3.8) 
since +,(x) = CfCien+r u:‘)M,(x) when xI < x -C xi+, (recall that M,(x) # 0 iff 
xj < x -C xj+,), uj” > 0, and ~~:“/uj” . is strictly increasing. But (3.8) implies 
rbzW@ 1(x) -=z $2@M I(43 contradicting the fact that $2(x)/+,(x) is strictly 
increasing. 
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Suppose thatf (x) is defined on (a, 6). The generalized spline 
S(x) = 2 f(Zj)Nj(X) (3.9) 
j;-cc 
is well-defined, where N,(x) is defined by (3.1) and (3.2), and zj is defined by 
(3.3). 
THEOREM 3.3. The generalized spline approximation S(x) defined in (3.9) 
preserves functions of the form A+,(x) + Bq&(x) (A and B constants) and is 
variation-diminishing on (a, b). 
Proof. We have defined the N,(X) and Zj in such a way that generalized 
linear functions are preserved. Since a>‘)+,(~~) r 0, we see from Theorem 2.2 
that 
S-(S(X); (~7 b)) < S-(f(Zj); -a <j < a). 
{z,}y=-, is strictly increasing, so 
S-(f(zj); --oo <.i < 0~) G S-(f(x) ; (a, b)). 
Remark. {Zj} and {NJ(x)} depend on the choice of CL used as an initial-value 
point for &(x). 
SECTION 4. PROOFOFTHEOREM 3.1 
THEOREM 3.1. Let {Mj(x)}jm_-, be the basic spline functions associated with 
the operator 4, and simple knots {x~}?=-,, as dejined in Section 2. Suppose 
that 
k = 1,2, . . ., n ; a < x < b. (4.1) 
Then 
det ll~:.‘,‘ll$,,=I > 0, k= 1,2,..., n;--cocj,cj,<...cj,<co. (4.2) 
Remark. We must prove that the determinant of any k x k submatrix 
drawn from the first k rows of ~~u~)~/;:~,~=-, is strictly positive. We will prove 
this result for submatrices composed of consecutive columns, and then use 
the Fekete theorem (Theorem 3.2 of Chapter 2 in [3]) to get (4.2). Since w,(x) 
is independent of the initial value point x = CL for the fundamental solution 
set {c$~(x)}~=,((L,-, $,)(a) = wj(cc)Sij), it is easy to show that det/~$i(xj)~~~,j=, 
is independent of the choice of cc. Since Mk(x) is also independent of the 
choice of c(, we can assume that all B-splines are defined using the same 
initial value point. 
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Proof. We will need the following representation. 
LEMMA~.~. Forj=1,2, . . . . nandx,<s<x,+,, 
AiXn+ j ; s, = ,i, 4” Ml(s)2 (4.3) 
where 
cy > 0. (4.4) 
Proof. When x, < s < x,+ ,, &(xj;s) = 0 for j = 1,2, . . ., n. Therefore 
Ml(s) = det Il$i(xj)lll,j=l . &(x,+1 ; s)/det ll~i(X~)lll~f;~~ 
Since det]l&(xj)li~,,=, > 0 (see [3], Chapter 6, Theorem l.l), the lemma is 
true for j = 1. The induction hypothesis is that (4.3) is true for j = 1, 2, . . ., 
k - 1, 2 G k G n. Expanding Mk(s), we get 
k-l 
Mk(s) = dk $n(&+k; 3) + iz, 4 $n(Xn+i ; d, 
4 = det ll~i(Xk+j-1)119,j=l/det Il$i(xk+j-l.)111>’ I* 
Since dk > 0, it is clear using the induction hypothesis that (4.3) is valid for 
j= k. 
In order to prove (4.2) for n - k x n - k submatrices composed of n - k 
consecutive columns (k = 0, 1, . . ., n - l), we consider the system of equations 
+i(Sj) = jIl a:i’ Mp(sj)7 i=1,2,...,n-k; 
(4.5) 
$dXn+l ; sj> = $, cF’ Mp(sj), Z=k,k- l,..., 1, 
forj= 1,2, . . . . n, where the sj are chosen so that x, < s, < s2 < . . . < s, < x,,+, 
(recall that M,(x) # 0 iff xk < x < xk+n ). When k = 0, the equations for 
$n<Xn+l ; , s .) are omitted. In matrix form, (4.5) can be written 
where we define c$‘) = 0 when i <j, and Ok,n-k is the k x n - k zero matrix. 
The determinant of the right-hand side of (4.6) is 
Iti-1 
(wI)i=“z-“L+2i . det Il4%,,lll~~ I * det ll~p(~m)ll~,m= 1 (4.7) 
n+l 
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since cl” > 0 and det I~M,(~,~)ll”,,~=i > 0 (see [3], Chapter 10, Lemma 4.2); the 
symbol c z d means that cd > 0. 
In order to evaluate the determinant of the matrix on the left side of (4.6), 
we need the following representation, which is the non-self adjoint version 
of a representation formula in [2]. 
LEMMA 4.2. 
$fl(X;S) = 2 (Cl)'-' $n+l-j(x)+j(S), s < x. 
j=l 
Proof. It is easy to see that A:) &(x;s) E 0 for s < x (the differentiations 
are to be performed with respect to s). Therefore, we can write 
for s < X. In order to determine the coefficient of r#~~(s), operate on &(x;s) 
with Li?, (defined in (1.2)) and set s = a. That (4.8) holds when s < TV, follows 
from the unicity of the initial-value problem for ordinary differential equations. 
Let 
u,(x) = (-1)j-’ $“+,-j(X). (4.9) 
By using the representation (4.Q the determinant of the left side of (4.6) can 
be written as 
ll+i(sj)ll?~~P 
llbdsj>ll~~~,j~ 1 I ’ 
(4.10) 
where h(s) = Z$L a,(~,+~) @). Th e matrix of (4.10) can be written in the 
form 
II 
I,-, Ok I,,uj(xn+,)llj$ j= 1 1. “+i(sj)‘lY,j= I, 
where Inek is the n -k x n - k identity matrix. Therefore, the determinant 
(4.10) is equal to 
det (laj(x”+l)ll:~~,j,n_k,l ’ det II#~(S~)IIY,~=I* (4.11) 
According to the Remark above, we can assume that the initial value point CL 
satisfies Q < s,. Then det Il$~(~j)llY,j= I > 0 by Theorem 1 .l, Chapter 6 of [3]. 
According to (4.9), the first determinant in (4.11) is 
, n-1 
det 11(-1>“-1 $j(Xn+l)ll:,,=k = (-l)j=z”-idet IlJt(Xn+~)llf,j=1 
II-1 
; (+=2.-L* 
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Comparing this with (4.7), we see that detl[a~Jl~;~~:~,k+l > 0. Using a suitable 
translation, the same proof shows that 
det ~#I~::~~!‘:~ > 0, k =z 1 ,...,n;-co<m<co. (4.12) 
To finish the proof, we remove the restriction that the columns be con- 
secutive, by applying the Fekete theorem ([3], Chapter 2, Theorem 3.2) 
successively to (4.12), with k = 1, k = 2, . . ., k = n. 
SECTION 5. A VARIATION-DIMINISHING SPLINE FOR A FINITE INTERVAL 
WITH FINITELY-MANY KNOTS 
As mentioned in Section 1, Schoenberg [6] pointed out that the key to find- 
ing a variation-diminishing polynomial spline with finitely many knots in 
(a,b), which also preserves generalized linear functions on [a,!~], is the 
introduction of knots of multiplicity n at x = a and x = b. In this section we 
will define a generalized spline with these properties. 
DEFINITION 5.1. Let {xj} satisfy xI < xj+r. S(x) is a generalized spline with 
knots {xj}, associated with the differential expression JZ~ (see (1 .l)), if 
(d.S)(X)=o~x# j* j x x is called a knot of multiplicity p if 
S(X) E C”-‘-‘[Xj - E, Xj + E] 
for small positive E. 
A knot of multiplicity one is a simple knot, and S(x) has a jump discon- 
tinuity at a knot of multiplicity n. See [3], Chapter 10, for more details. 
We will want to consider continuous functions defined on a finite interval 
[a, b] and approximating splines with m simple knots {xj}y=, in (a, b), 
a<x, <x2<... <x,,, < b. We introduce knots of multiplicity n at x = a 
and at x = b, so S(x) has a jump discontinuity at these two points. We will 
assume that 
S(x) = 0, x<a;x>b. (5.1) 
Set x0 = a, x,+r = b. Let {$l(x)};=l be a basic set of solutions for J?~U = 0, 
as in (2.3) with initial values at x = a : (e,- r 4,) (a) = w,+,-,(a)& j. 
The definition of the basic spline functions in Section 2 has to be modified 
for k= 1, 2, . . . . n - 1 and k = m + 2, m + 3, . . ., m + n, as for these values 
Mk(x) is a spline with multiple knots. Recall the definitions in (2.5) and (2.6). 
We define 
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$d4 &(a) . . . d”+ I-k@) * * . &(a) &(a ; -4 
0 &,k4 . . . $*m+l-k(4 * * 1 $,,"(a) &m(a;x) 
*. . 
h&(x) = Ck 0 0 * - * Lkm+l-k(a) * a. &+I--km@) &+I-k&;X) , 
$1(x,> $2(x,> * * * A+,-kh) ' * * A<%> $"(X, ia) / 
$,(Xk> &(Xk) * * * $n+ I-kbk) * * * &(Xk) Jn(xk ; 4 
k= 1,2 ,..., n- 1, (5.2) 
$&k-n) $Z(Xk-“1 * * * Jk-&k-J * * * $“(XkJ $“(Xk-” ; 4 
$&%I> $&n> * * * dk-r&l> 
0 $2, ,@I - . - $2, k-m(b) . . . $2, r,(b) $2, .@; 4 
*. 
0 0 . . . &c-m, k-m@) . - . $k-m, n(b) &z-m, .(b ; x> 
k=mi-2,m+3 ,..., mi-n, (5.3) 
where c, is the reciprocal of the given determinant with the last column 
replaced by 
(~n+l(a),~,,,+,(a),...,~~+,-k,.+,(a),~”+,(x,),...,$“+,(xk)) 
in (5.2), and in (5.3) by 
($n+ hk-n)> * * .P dn+d&n)> k+,(b), &n+,(b), . . ., $/c-mm+,@)). 
For the remaining ValWS of k, Mk(x) iS defined as is M&.+(x) in SeCtiOn 2. 
As in Section 2, ck > 0. (When m + 2 - n < 0, modifications as in (5.2) and 
(5.3) must be made, in both the upper and lower parts of the determinants 
defining some of the basic spline functions; see [4] for details.) 
For these basic spline functions with multiple knots, results analogous to 
those in Section 2 are valid. 
THEOREM 5.1. Let S(x) be a spline associated with the difirential expression 
A!,,, with knots (~j}y:i, X, < xj+l, where xj is a knot of multiplicity pi, 
1 G pj G IZ. If p = 272: p, > n + 1, and S(x) = 0 for x $ [x~,x,,,+~], then S(x) 
can be represented uniquely in the form 
P-n 
SW = ,,F;1 cj M,(x), (5.4) 
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where {M,(x)} is the set of basic spline functions for the given knots with the 
given multiplicities. 
Proof. This theorem involves a straightforward generalization of Theorem 
4.2, Chapter 10, of [3]; it was stated for the polynomial spline case in [I]. 
Therefore, there are unique representations 
m+n 
c)J~(x) = ,& a$k) M,(x), a G x G b ; k = 1,2, . . ., n, (5.5) 
where the 4k(~) are as defined in (1.3) for a G x G b and zero outside [a, b], 
and the Mj(x) are the B-splines associated with dn and the knots {xi}i;=‘d, 
as defined above. As in Section 3 for the case of an infinite number of knots, 
define 
No = dj M,(X), j== 1,2 ,...,m+n, (5.6) 
where the dj are positive constants, to be determined. In order to obtain 
the desired representation, we need to determine {di}J”=:” and {z,};fE:n, 
a G z1 < zj+, G b, such that 
a:k’/dj = 4k(zj), k= 1,2;j= 1,2 ,..., m+n; 
so we need 
aj2’/a$‘) = qA2(zj)/$,(zj), j = 1,2,. . .,m + n. (5.7) 
As in Section 3, it is sufficient to show that ai” > 0, a$“/aj’) is strictly increasing 
inj, and zl, zm+” E [a,b]. 
THEOREM 5.2. Let {Mj(x)}~~~ be the B-splines associated with A, and the 
knots {x,},“=‘d, as defined above. With ay) defined as in (5.5), 
det lla$‘,‘lIf,,,,=1 > 0; k= 1,2 ,..., n;l <j, <j,<:... cj,<m+n. 
Schoenberg stated this result for polynomial splines in [6], but the proof 
has not been published. One shows that 
det Ila~‘:,-lII~,j=l > 0 fork=],2 ,..., n;r=l,2 ,..., n+m-k+l, (5.8) 
and then uses the Fekete theorem. However, if 1 G k < n and 1 G r G n - k, 
there is no n x n submatrix with the matrix in (5.8) in the upper-right corner. 
We can get our hands on the matrix in (5.8) by considering the system of 
equations 
MS) = j$l 4) Mj(s), i= 1,2 ,..., p, 
&<&7+f ; s) = 2, c:1) ~j(S)Y f l=q,q- l)...) 1, 
M,-,+ 1(s) = M”--,+ ds), t=r,r-l,..., 1, 
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where a = x,, <x < x,, and p, q, and r are non-negative integers such that 
p + q + r = n, p 2 1. A few technical variations must be made in the method 
used to prove Theorem 3.1; see [4] for details. 
LEMMA 5.3. We can dejine {zj}~~~ as in (5.7), with z, = a, z,,,+” = b. 
Proof. We can write Mk(x) = lim Mk(x; t), 1 G k G n, where Mk(x; t) is 
t+a 
defined similarly to Mk(x), but with a replaced by t in the numerator. Since 
Mk(x; t) 2 0, with strict inequality if and only if t < x < x, (see Theorem 1.1, 
Chapter 10, of [3]), M,Jx) = 0 unless a < x < xk. Mk(x) has a knot of multi- 
plicity iz + 1 -k at x = a for I G k G x Therefore, Mk(x) is continuous at 
x = a for 2 < k < IZ, so M,(x) -+ 0 as x 4 a for these values of k. From the 
definition, it is clear that M,(x) -+ c&(x,) as x & a, c # 0. Therefore 
0 = FE +2(x) = ai2) c&(x,), 
so we must have a\” = 0. Thus, if we define zj by (5.7), z, = a. 
ItiseasytoseethatMj(x)-tOasx~bforj=1,2,...,m+n-1.There- 
fore, 
42(b) = lim $$’ a,$, M,+,(x), 
x’fb m+n 
4,(b) = lim a:?” Mm+“(x). 
xtb 
From these equations we see that (5.7) is valid for j = m + n if we choose 
‘L+n = b. 
Let {z,}jm_:n be defined by (5.7). We have shown that zj E [a, b], and the zj 
are strictly increasing. Define 
4(X) = 4” Mj(x)l~l(z.i)~ j= 1,2 ,..., m+n. 
We consider the generalized spline approximation 
(5.9) 
THEOREM 5.4. The generalized spline approximation method dejined in (5.9) 
is variation-diminishing on [a, b] andpreserves functions of the form 
4&w + &52(X). 
Proof. The iVj(x) and Zj have been chosen so that generalized linear functions 
are preserved. It can be shown, as in [3], Chapter 10, that M,(x) is totally 
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positive in j and x, therefore N,(x) is also so. By the argument used in the 
proof of Theorem 3.3, this implies that the transformation in (5.9) is variation- 
diminishing. 
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