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Abstract
Ce papier traite du proble`me de comp-
tage du nombre de solutions d’un CSP, de´note´
#CSP. Ce proble`me tre`s difficile a de nom-
breuses applications en informatique, en par-
ticulier en Intelligence Artificielle, et aussi en
physique statistique. Des progre`s re´cents ont
e´te´ fait par des me´thodes de recherche, telle
que BTD [16], qui exploitent la structure du
graphe de contraintes dans le but de re´soudre
des CSPs efficacement. Nous proposons d’adap-
ter BTD pour re´soudre le proble`me #CSP. La
me´thode de comptage exacte re´sultante a dans
le pire des cas une complexite´ temporelle ex-
ponentielle en un parame`tre graphique spe´ci-
fique appele´ largeur d’arbre. Pour des proble`mes
ayant un graphe peu dense mais une grande
largeur d’arbre, nous proposons une me´thode
ite´rative qui approche le nombre de solutions
en re´solvant une partition de l’ensemble des
contraintes en une collection de sous-graphes
partiels triangule´s. Sa complexite´ temporelle est
exponentielle en la taille de la plus grande clique
(aussi appele´ clique number) du proble`me d’ori-
gine, taille qui peut eˆtre beaucoup plus petite
que la largeur d’arbre. Des expe´rimentations sur
des proble`mes ale´atoires CSP structure´s et des
benchmarks SAT montrent l’efficacite´ pratique
de nos approches.
1 Introduction
Le formalisme des proble`mes de satisfaction
de contraintes (CSP) offre un cadre ge´ne´ral
pour repre´senter et re´soudre de nombreux pro-
ble`mes. De´terminer si une solution existe est
un proble`me NP-complet. Un proble`me plus
difficile encore consiste a` compter le nombre de
solutions. Ce proble`me note´ #CSP est connu
pour eˆtre #P-complet [26]. Ce proble`me a de
nombreuses applications en informatique, en
particulier en IA, par exemple en raisonnement
approche´ [23], en diagnostique [19], en re´vision
de croyance [5], comme heuristique pour guider
la recherche d’une solution dans les CSPs [17],
ainsi que dans d’autres domaines en dehors de
l’informatique, tels que la physique statistique
[3] ou en biochimie pour la pre´diction de struc-
tures de prote´ines [20].
Dans la litte´rature, deux principales ap-
proches ont e´te´ e´tudie´es. D’un coˆte´, les me´-
thodes calculant le nombre exact de solutions
et de l’autre coˆte´ des me´thodes approche´es.
Pour les me´thodes exactes, l’approche natu-
relle est d’e´tendre les me´thodes syste´matiques
telles que FC [15] ou MAC [24] dans le but
d’e´nume´rer toutes les solutions. La complexite´
est borne´e par O(m.dn) avec n le nombre de
variables, m le nombre de contraintes, et d la
taille maximum des domaines. Il est e´vident
qu’avec cette approche, plus il y a de solutions,
plus cela prend du temps pour les e´nume´rer.
Dans ce papier, nous sommes inte´resse´s par
des me´thodes de recherche arborescente qui ex-
ploitent la structure des proble`mes, offrant de
meilleures bornes sur la complexite´ temporelle
et spatiale. C’est le cas du compilateur de for-
mules en logique propositionnelle en d-DNNF
[6] et de la recherche dans des graphes ET/OU
[8, 9] qui font tous les deux du comptage de
solutions.
Nous proposons d’adapter l’algorithme
Backtracking with Tree-Decomposition (BTD)
[16] a` #CSP. BTD avait e´te´ initialement
propose´ pour re´soudre des CSPs structure´s.
Notre modification sur BTD est similaire a`
celle effectue´e dans le cadre de la recherche
ET/OU [8, 9]. Cependant BTD utilise la
notion d’arbre de de´composition de clusters au
lieu d’un pseudo-arbre, ce qui conduit natu-
rellement BTD a` utiliser un ordre dynamique
de choix de variables a` l’inte´rieur des clusters,
tandis que la recherche ET/OU utilise plutoˆt
un ordre statique.
La plus part du travail re´alise´ sur le comp-
tage a e´te´ fait sur #SAT, le proble`me de comp-
tage de mode`les associe´ a` SAT [26]. Les me´-
thodes exactes pour #SAT e´tendent les re´sol-
veurs SAT syste´matiques, en ajoutant une ana-
lyse des composants [2] et de la me´morisation
[25] pour ame´liorer les performances.
Les approches qui re´alisent une approxima-
tion proposent une estimation du nombre de
solutions. Elles proposent des algorithmes en
temps polynoˆmial ou exponentiel qui doivent
fournir des approximations de qualite´ raison-
nable avec des garanties the´oriques sur la qua-
lite´ de l’approximation ou non. De meˆme que
pour les me´thodes exactes, les principaux tra-
vaux sur les me´thodes d’approximation ont e´te´
fait sur #SAT. Ces approches effectuent soit
un e´chantillonnage dans l’espace de recherche
d’origine [27, 12, 10, 18], soit dans l’espace de
recherche ET/OU [11]. Toutes ces me´thodes, a`
l’exception de [27] procurent un minorant pro-
babiliste du nombre de solutions avec un in-
tervalle de confiance tre`s resserre´ obtenu par
des affectations ale´atoires des variables jus-
qu’a` trouver des solutions. Un inconve´nient
possible de ces approches est qu’elles peuvent
ne trouver aucune solution dans le temps de
calcul imparti a` cause du fait qu’elles ren-
contrent uniquement des affectations partielles
incohe´rentes. Pour des proble`mes complexes
de grande taille, cela conduit a` des minorants
du nombre de solutions nuls. Pour tenter de
reme´dier a` ce proble`me, il faut alors re´aliser
un re´glage de´licat des parame`tres de ces me´-
thodes, par exemple en changeant le nombre
d’e´chantillons. Une autre approche consiste a`
re´duire l’espace de recherche en ajoutant par
exemple des contraintes XOR [13, 14]. Cepen-
dant, l’ajout de ces contraintes n’assure pas
que le proble`me soit plus facile a` re´soudre.
Dans ce papier, nous proposons de relaxer le
proble`me de comptage en effectuant un par-
titionnement des contraintes en une collec-
tion de sous-proble`mes structure´s triangule´s.
Chaque sous-proble`me est alors re´solu en uti-
lisant notre version modifie´e de BTD. Cette
taˆche devrait eˆtre relativement facile si l’ins-
tance originale a un graphe peu dense1. Fina-
lement, une approximation du nombre de solu-
tions du proble`me complet est obtenue en com-
binant les re´sultats obtenus pour chaque sous-
proble`me. La me´thode d’approximation re´sul-
tante, appele´e ApproxBTD par la suite, donne
aussi un majorant trivial du nombre de so-
lutions. Les re´sultats expe´rimentaux montrent
qu’une telle approche est inte´ressante pour sa
rapidite´ et la qualite´ de son approximation.
D’autres me´thodes de comptage fonde´es sur
des relaxations ont e´te´ e´tudie´es dans la litte´ra-
ture, telle que l’e´limination de variables appro-
che´e et la propagation ite´rative dans un graphe
de jointure [17], ou bien dans le contexte voi-
sin de l’infe´rence Baye´sienne, la propagation de
croyance ite´rative et la me´thode de suppression
d’areˆtes [4]2. Ces approches ont le de´faut de ne
1En fait, cela de´pend de la largeur d’arbre des sous-
proble`mes, qui est borne´e par la taille de la plus grande
clique dans le proble`me complet. Dans le cas de graphes
peu denses, nous nous attendons a` ce que cette taille
soit petite, ce qui est montre´ dans nos expe´rimenta-
tions. En pratique, notre me´thode d’approximation ne
sera efficace que si le CSP a` re´soudre ne contient pas
de contraintes globales.
2Cette me´thode commence par re´soudre un sous-
proble`me structure´ en poly-arbre, par la suite aug-
mente´ par la restauration d’areˆtes supprime´es, jus-
qu’a` au final re´soudre le proble`me complet. A l’in-
pas exploiter la structure locale (aussi appele´e
micro-structure) des instances comme c’est le
cas pour BTD, graˆce a` son emploi d’une cohe´-
rence locale et d’un ordre de choix de variables
dynamique au sein des clusters.
Dans la section suivante, nous introduisons
les notations et rappelons les principes de l’al-
gorithme BTD. La section 3 de´crit notre ver-
sion modifie´e de BTD. Dans la section 4, nous
introduisons la me´thode d’approximation Ap-
proxBTD. Des re´sultats expe´rimentaux sur des
CSPs ale´atoires et des benchmarks SAT sont
pre´sente´s dans la section 5. Enfin, nous don-
nons une conclusion dans la section 6.
2 Pre´liminaires
Un proble`me de satisfaction de contraintes
(CSP) est de´fini par un tuple (X,D,C,R). X
est un ensemble {x1, . . . , xn} de n variables.
Chaque variable xi prend ses valeurs dans
le domaine fini dxi de D. Les variables sont
soumises a` un ensemble C de m contraintes.
Chaque contrainte c est de´finie comme un en-
semble {xc1 , . . . , xck} de variables. Une rela-
tion rc (de R) est associe´e a` chaque contrainte
c telle que rc repre´sente l’ensemble des tuples
autorise´s sur dxc1 × · · · × dxck . Notons que
nous pouvons e´galement de´finir les contraintes
par des fonctions usuelles ou des pre´dicats,
par exemple. Etant donne´ Y ⊆ X tel que
Y = {x1, . . . , xk}, une affectation des va-
riables de Y est un tuple A = (v1, . . . , vk)
sur dx1 × · · · × dxk . Une contrainte c est sa-
tisfaite par A si c ⊆ Y, (v1, . . . , vk)[c] ∈ rc,
elle est dite viole´e sinon. Nous e´crirons l’af-
fectation (v1, . . . , vk) sous la forme plus ex-
plicite (x1 ← v1, . . . , xk ← vk). La structure
d’un CSP peut eˆtre repre´sente´e par le graphe
(X,C), appele´ le graphe de contraintes, dont
les sommets sont les variables de l’ensemble X
et il y a une areˆte entre deux sommets s’il existe
une constrainte entre les variables correspon-
dantes.
Dans [16] une nouvelle me´thode est pro-
pose´e pour re´soudre les CSP. Cette me´thode
verse, ApproxBTD commence directement avec un
sous-proble`me triangule´ pouvant eˆtre plus grand que
le poly-arbre de la me´thode pre´ce´dente.
appele´e BTD (pour Backtracking with Tree-
Decomposition) est une me´thode e´nume´rative
guide´e par une de´composition arborescente du
graphe de contraintes. Une de´composition ar-
borescente [22] d’un graphe G = (X,E) est
une paire (C, T ) avec T = (I, F ) un arbre et
C = {Ci : i ∈ I} une famille de sous-ensemble
de X, tels que chaque cluster Ci est un nœud
de T et ve´rifie : (1) ∪i∈ICi = X, (2) Pour
chaque areˆte {x, y} ∈ E, il existe i ∈ I avec
{x, y} ⊆ Ci, (3) Pour tout i, j, k ∈ I, si k est
sur le chemin de i a` j dans T , alors Ci∩Cj ⊆ Ck.
La largeur d’arbre d’une de´composition arbo-
rescente (C, T ) est e´gale a` maxi∈I |Ci| − 1. La
largeur d’arbre (tree-width) de G est la largeur
minimale sur toutes les de´compositions arbo-
rescentes de G. Notons que trouver une de´com-
position arborescente optimale est un proble`me
NP-dur [1]. Cependant, nous pouvons facile-
ment calculer un bonne de´composition arbo-
rescente en utilisant la notion de graphes tri-
angule´s. Une de´composition arborescente est
calcule´e par triangulation (i.e ajout d’areˆtes
au) du graphe de contraintes pour qu’il de-
vienne triangule´3 afin d’y rechercher les cliques
maximales dans le graphe de contrainte trian-
gule´. La figure 1(b) pre´sente une de´composi-
tion arborescente possible pour le graphe de
la figure 1(a). Nous avons C1 = {x1, x2, x3},
C2 = {x2, x3, x4, x5}, C3 = {x4, x5, x6} et
C4 = {x3, x7, x8}, et la largeur d’arbre est
de 3. Dans la suite, a` partir d’une de´compos-
tion arborecente, nous conside´rons un arbre en-
racine´ (I, F ) ou` C1 est la racine, nous note-
rons Fils(Ci) l’ensemble des clusters fils de Ci
et Desc(Cj) l’ensemble des variables qui ap-
partiennent a` Cj ou a` un descendant Ck de
Cj dans l’arbre enracine´ en Cj . Par exemple,
Desc(C2) = C2 ∪ C3 = {x2, x3, x4, x5, x6}.
La premie`re e´tape de BTD consiste a` calcu-
ler une de´composition arborescente du graphe
de contraintes. Cette de´composition arbores-
cente permet d’obtenir un ordre partiel sur
les variables permettant a` BTD d’exploiter les
proprie´te´s structurelles du graphe et de couper
dans l’arbre de recherche. En effet, les variables
3Un graphe est triangule´ si chaque cycle de longueur
supe´rieur a` quatre a une corde, i.e une areˆte reliant
deux sommets non conse´cutifs dans le cycle.
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Fig. 1 – (a) Un graphe de contraintes sur 8
variables. (b) Une de´composition arborescente
de ce graphe de contraintes.
sont affecte´es selon une recherche en profon-
deur d’abord a` partir de la racine de la de´com-
position. Autrement dit, nous affectons les va-
riables du cluster racine C1, puis celles de C2,
celles de C3 etc. . . Par exemple, x1, x2, . . . , x8
est un ordre possible. De plus, la de´composi-
tion arborescente et l’ordre sur les variables
permettent a` BTD de diviser le proble`me P en
plusieurs sous-proble`mes. Etant donne´s deux
clusters Ci et Cj (avec Cj un fils de Ci), le
sous-proble`me enracine´ en Cj de´pend de l’af-
fectation courante A sur Ci ∩ Cj . On notera
ce sous-proble`me PA,Ci/Cj . Son ensemble des
variables est Desc(Cj). Le domaine de chaque
variable appartenant a` Ci ∩ Cj est re´duit a` sa
valeur associe´e dans A. Concernant l’ensemble
des contraintes, il contient les contraintes qui
impliquent au moins une variable apparaissant
exclusivement dans Cj ou un de ses descen-
dants. Conside´rons, par exemple, le CSP dont
le graphe de contraintes est donne´ par la fi-
gure 1(a). Chaque domaine est {a, b, c, d} et
chaque contrainte cij = {xi, xj} a une relation
rcij telle que xi 6= xj . Soit A = (x2 ← b, x3 ←
c), l’ensemble de variables de PA,C1/C2 est
Desc(C2), (avec dx2 = {b}, dx3 = {c} et dx4 =
dx5 = dx6 = {a, b, c, d}) et son ensemble de
contraintes est {c24, c25, c34, c35, c45, c46, c56}.
Nous de´finissons la notion de goods structu-
rels. Un good structurel de Ci par rapport a`
Cj (avec Cj un fils de Ci) est l’affectation cou-
rante A sur Ci∩Cj pouvant eˆtre e´tendue sur le
sous-proble`me PA,Ci/Cj . Par exemple, si nous
conside´rons l’affectation A = (x2 ← b, x3 ← c)
sur C1 ∩ C2 nous obtenons le good (A) graˆce
a` l’affectation sur Desc(C2) de´fini par (x2 ←
b, x3 ← c, x4 ← a, x5 ← d, x6 ← b) satisfaisant
toutes les contraintes de PA,C1/C2 . Dans un
premier temps cette affectation (A) est explo-
re´e, puis lorsque son extension sur {x4, x5, x6}
est valide, (A) est enregistre´e comme un good.
Ainsi, si durant la recherche, l’affectation A =
(x2 ← b, x3 ← c) est a` nouveau e´tudie´e,
la recherche n’explore pas le sous-proble`me
PA,C1/C2 car nous avons de´ja` prouve´ qu’il existe
une solution compatible avec A. Au contraire,
si aucune solution n’est trouve´e pour une autre
affectation A′ sur PA′,C1/C2 , un nogood structu-
rel est alors enregistre´. Ce nogood pourra eˆtre
utilise´ comme une nouvelle contrainte du pro-
ble`me.
Dans la section suivante, nous de´finirons la
notion de good structurel pour le comptage,
qui est base´e sur les meˆmes principes que les
goods et nogoods structurels.
3 De´nombrement de solutions avec
BTD
La me´thode BTD est une adaptation de
BTD pour le comptage de solutions. Comme
pour BTD, la premie`re e´tape de BTD consiste
a` calculer une de´composition arborescente du
graphe de contraintes. Cette de´compostion ar-
borescente induit un ordre partiel sur les va-
riables pour exploiter les proprie´te´s structu-
relles du graphe et permettre d’e´laguer l’arbre
de recherche. Tandis que BTD utilise la no-
tion de good, pour le de´nombrement de solu-
tions nous utilisons la notion de #good. Le but
est de sauver le nombre de solutions des sous-
proble`mes induit par la de´composition arbores-
cente. En effet, un # good de Ci par rapport a`
Cj (avec Cj un fils de Ci) est une paire (A, nb)
ou` A est une affectation Ci∩Cj et nb le nombre
de solutions du sous-proble`me PA,Ci/Cj . Dans
l’exemple de la Section 2, si nous conside´rons
l’affectation A = (x4 ← a, x5 ← d) sur C2 ∩ C3
nous obtenons un #good (A, 2) car nous avons
deux solutions pour le sous-proble`me PA,C2/C3 .
BTD explore l’espace de recherche suivant
l’ordre des variables induit par la de´composi-
tion arborescente. Ainsi, on commence par les
Algorithme 1 : BTD(A, Ci, VCi ) : entier
if VCi = ∅ then
if Fils(Ci) = ∅ then
return 1
else
F ← Fils(Ci)
NbSol ← 1
while F 6= ∅ et NbSol 6= 0 do
Choisir Cj in F
F ← F − {Cj}
if (A[Ci ∩ Cj ], nb) n’est pas un #good
dans P then
nb ← BTD(A, Cj , VCj − (Ci ∩ Cj))
enregistre le #good
(A[Ci ∩ Cj ], nb) de Ci/Cj dans P
NbSol ← NbSol× nb ;
return NbSol
else
Choisir x ∈ VCi
NbSol ← 0
d ← dx
while d 6= ∅ do
Choisir v dans d
d ← d-{x}
if A∪ {x ← v} ne viole aucune c ∈ C then1
NbSol ← NbSol+BTD(A ∪ {x ← v},
Ci, VCi -{x})
return NbSol
variables du cluster racine C1. A l’inte´rieur du
cluster Ci, on affecte une valeur a` une variable,
on “backtrack” si une contrainte est viole´e. Ce
sche´ma peut eˆtre ame´liore´ avec le maintient de
l’arc consistance. Lorsque toutes les variables
de Ci sont affecte´es, BTD calcule le nombre de
solutions du sous-proble`me induit par le pre-
mier fils de Ci, s’il en existe un. Plus ge´ne´rale-
ment, conside´rons Cj un fils de Ci. Etant don-
ne´e une affectation courante A sur Ci, BTD
ve´rifie si l’affectation A[Ci ∩ Cj ] correspond a`
un #good. Si c’est le cas, BTD multiplie le
nombre de solutions enregistre´ avec le nombre
de solutions de Ci avec A comme affectation.
Sinon, on e´tend A sur Desc(Ci) dans l’ordre
pour compter le nombre nb d’extensions consis-
tantes et on enregistre le #good (A[Ci∩Cj ], nb).
BTD calcule le nombre de solutions du sous-
proble`me induit par le fils suivant de Ci. Fi-
nalement lorsque chaque fils de Ci a e´te´ exa-
mine´, BTD essaye de modifier l’affectation cou-
rante de Ci. Le nombre de solutions de Ci est
la somme des solutions de chaque affectation.
BTD est de´crit par l’algorithme 1. Etant
donne´e une affectation A et un cluster Ci,
BTD regarde le nombre d’extensions B de A
sur Desc(Ci) tel que A[Ci-VCi ] = B[Ci-VCi ].
VCi est l’ensemble des variables non affecte´es
de Ci. Le premier appel est BTD(∅, C1, C1)
et il retourne le nombre de solutions. No-
tons SA,Ci/Cj le nombre de solutions d’un
sous-proble`me PA,Ci/Cj . Ainsi, SA,Ci/Cj =∑
B SB,Ci/Cj pour chaque affectation B sur
Desc(Cj) tel que A[Ci ∩ Cj ] = B[Ci ∩ Cj ]. Par
exemple, avec A = (x1 ← a, x2 ← b, x3 ←
c) comme affectation de C1 alors SA,C1/C2 =
SA∪(x4←a,x5←d),C1/C2+SA∪(x4←d,x5←a),C1/C2 =
2 + 2 = 4. Soit Var(PA,Ci/Cj ) l’ensemble des
variables de PA,Ci/Cj moins les variables de
Ci ∩ Cj . Autrement dit, c’est l’ensemble des
variables de PA,Ci/Cj non affecte´es. Si Ci a k
fils : Ci1 , ..., Cik alors ∩16j6kVar(PA,Ci/Cij ) =
∅. On note SA,Ci le nombre de solutions de
Desc(Ci) avec l’affectation A sur Ci. D’ou`,
SA,Ci =
∏
16j6k SA,Ci/Cij . Par exemple, le
nombre de solutions de PA,C1/C2 (avec l’af-
fectation A = (x1 ← a, x2 ← b, x3 ←
c) est 4 sur (x4, x5, x6) et 6 solutions pour
PA,C1/C4 sur (x7, x8). Donc, il y a 24 solu-
tions sur (x1, x2, x3, x4, x5, x6, x7, x8) avec A.
Notons que pour [C1 ∩C4], ((x3 ← c), 6) est un
#good. Pour une autre affectation sur C1, e.g
A′ = (x1 ← b, x2 ← a, x3 ← c), il n’est pas
ne´cessaire de calculer les solutions sur C4 car le
#good ((x3 ← c), 6) peut eˆtre utilise´ pour A
′.
La complexite´ en espace de BTD est
O(n.s.ds) et celle en temps est O(n.m.dw+1)
avec w+1 la taille du plus grand cluster Ck et
s la taille de la plus grande intersection Ci ∩Cj
(Cj un fils de Ci).
En pratique, pour les proble`mes ayant une
grande largeur d’arbre, BTD explose en temps
et en me´moire, voir a` la Section 5. Dans ce
cas, nous sommes inte´resse´s par une me´thode
d’approximation.
4 Approximation avec BTD
Nous conside´rons ici des CSPs qui ne sont
pas ne´cessairement structure´s. Pour les re´-
soudre, nous proposons d’exploiter BTD en de´-
finissant une nouvelle me´thode d’approxima-
tion appele´e ApproxBTD.
Sans perte de ge´ne´ralite´, nous conside´rons le
cas de CSP binaires dans la pre´sentation de
la me´thode. Nous pouvons de´finir une collec-
tion de sous-proble`mes en partitionnant l’en-
semble des contraintes, c’est a` dire dans le cas
de CSP binaires, en partitionnant l’ensemble
des areˆtes du graphe de contraintes. Nous re-
marquons que chaque graphe (X,C) peut eˆtre
partitionne´ en k sous-graphes (X1, E1), . . . ,
(Xk, Ek) tels que ∪Xi = X, ∪Ei = C et
∩Ei = ∅ et tel que chaque sous-graphe (Xi, Ei)
soit triangule´. Ainsi, chaque (Xi, Ei) peut eˆtre
associe´ a` un sous-proble`me structure´ Pi (avec
l’ensemble de variables Xi et l’ensemble de
contraintes correspondant a` Ei), qui peut eˆtre
re´solu efficacement en utilisant BTD. Ce par-
titionnement s’appuie sur le fait qu’il est facile
de trouver une de´composition arborescente de
largeur d’arbre minimum pour un graphe tri-
angule´ (the´ore`me de Fulkerson et Gross, 1965).
Supposons que SPi est le nombre de solutions
pour chaque sous-proble`me Pi, 1 6 i 6 k. Nous
estimerons le nombre de solutions de P en ex-
ploitant la proprie´te´ suivante. Premie`rement,
nous de´notons PP(A)la probabilite´ de A est
une solution de P . PP(A) =
SP∏
x∈X dx
.
Proprie´te´ 1. Soit un CSP donne´ P =
(X,D,C,R) et une partition {P1, ...,Pk} de P
induite par une partition de C en k e´le´ments.
SP ≈
⌈(
k∏
i=1
SPi∏
x∈Xi
dx
)
×
∏
x∈X
dx
⌉
Notons que l’approximation retourne une re´-
ponse exacte si tous les sous-proble`mes sont
inde´pendants (∩Xi = ∅) ou k = 1 (P est de´ja`
triangule´) ou si il existe un sous-proble`me in-
cohe´rent Pi. De plus, nous pouvons fournir un
majorant trivial du nombre de solutions duˆ au
fait que chaque sous-proble`me Pi est une re-
laxation de P (le meˆme argument est utilise´
dans [21] pour construire un majorant).
SP ≤ min
i∈[1,k]
⌈
SPi∏
x∈Xi
dx
×
∏
x∈X
dx
⌉
Notre me´thode appele´e ApproxBTD est de´-
crite par l’algorithme 2. Applique´ sur un pro-
ble`me P avec un graphe de contraintes (X,C),
Algorithme 2 : ApproxBTD(P) : integer
Soit G′ = (X′, C′) un graphe de contraintes associe´ a`
P ;
i ← 0 ;
while G′ 6= ∅ do
i ← i + 1 ;
Calculer un sous-graphe partiel triangule´
(Xi, Ei) de G
′ ;
Soit Pi le sous-proble`me associe´ a` (Xi, Ei) ;
SPi ←BTD(∅, C
′
1
, C′
1
) avec C′
1
le cluster racine
de la de´composition arborescente de Pi ;
G′ ← (X′, C′ − Ei) avec X
′ l’ensemble des
variables induites par C′-Ei ;
k ← i ;
return
&Qk
i=1
SPiQ
x∈Xi
dx
×
Q
x∈X
dx
’
;
la me´thode construit une partition {E1, ..., Ek}
de C telle que le graphe de contraintes (Xi, Ei)
est triangule´ pour tout 1 6 i 6 k. Les sous-
proble`mes associe´s aux (Xi, Ei) sont re´solus
par BTD. La me´thode retourne une approxi-
mation du nombre de solutions de P en utili-
sant la proprie´te´ 1.
Le nombre d’ite´rations de ApproxBTD est
borne´ par n (nous avons au moins n− 1 areˆtes
(un arbre) a` chaque ite´ration ou bien des som-
mets ont e´te´ efface´s). Chaque sous-graphe tri-
angule´ et sa de´composition arborescente opti-
male associe´e peuvent eˆtre calcule´ en O(nm)
ope´rations [7]4. De plus, nous garantissons que
la largeur d’arbre w (plus un) de chaque sous-
graphe triangule´ produit est au plus e´gale a` K,
la taille de la plus grande clique (clique num-
ber) de P. Soit w∗ la largeur d’arbre (mini-
male) de P, nous avons w + 1 ≤ K ≤ w∗ + 1.
Finalement, la complexite´ temporelle de Ap-
proxBTD est O(n2mdK) et sa complexite´ me´-
moire est O(nKdK−1).
5 Re´sultats expe´rimentaux
Nous avons effectue´ nos expe´rimentations
sur des CSP ale´atoires et sur des benchmarks
SAT. Les expe´rimentations ont e´te´ re´alise´es sur
4Notons que cette approche retourne un sous-
graphe maximal au sens de l’inclusion en nombre de
contraintes pour un CSP binaire seulement. Dans le
cas d’un CSP non-binaire (e´galement en SAT), nous
ne garantissons pas la maximalite´ du sous-graphe et
ajoutant dans le sous-proble`me toutes les contraintes /
clauses dont la clique associe´e d’areˆtes est totalement
incluse dans le sous-graphe.
un Pentium IV 3.2 GHz (resp. Xeon 2, 66 GHz)
avec 1 Go (resp. 32 Go) pour les instances CSP
(resp. SAT). Nous avons limite´ a` une heure le
temps autorise´ pour re´soudre chaque instance.
Dans BTD a` la ligne 1, nous utilisons Forward
Checking au lieu de Backward Checking pour
des raisons d’efficacite´. A l’inte´rieur des clus-
ters l’ordre dynamique min domaine / max de-
gre´ est utilise´ pour le choix de variables.
5.1 Instances ale´atoires de CSP structure´s
Nous e´tudions et comparons ApproxBTD
avec BTD sur des instances structure´es ge´ne´-
re´es ale´atoirement. Pour cela, nous conside´rons
des instances ale´atoires de k-arbres partiels
avec les parame`tres (n, d, rmax, t, smax, nc, nr)
ou` chaque graphe de contraintes est un arbre
de nc cliques et nr est le pourcentage d’areˆtes
supprime´es dans les cliques. Il y a n variables
avec un domaine de taille d, la taille de la
plus grande clique est rmax, et la taille de
la plus grande intersection est smax. Chaque
contrainte a une durete´ e´gale a` t, le pourcen-
tage de tuples interdits parmi les tuples pos-
sibles pour la contrainte.
Les re´sultats pre´sente´s dans les Figures 2 et
3 sont les re´sultats du nombre de solutions et
du temps CPU en millisecondes pour les classes
(50, 15, 8, t, 3, 10, 30%) avec la durete´ t variant
entre 40% et 65%.
Chaque point dans la Figure 2 repre´sente
l’e´valuation trouve´e par ApproxBTD par rap-
port au nombre de solutions trouve´ par BTD
pour chaque instance. Nous observons que plus
il y a de solutions, meilleure est l’approxima-
tion.
Le temps requis pour ces approximations est
illustre´ par la Figure 3. Lorsque la durete´ est
infe´rieur a` 53%, ApproxBTD est plus rapide
que BTD. Pour les plus grandes durete´s BTD
peut eˆtre plus rapide que ApproxBTD car il
re´soud seulement un proble`me contre une col-
lection de sous-proble`mes.
5.2 Benchmarks SAT
Les benchmarks SAT viennent de www.
satlib.org. Nous avons se´lectionne´ les ins-
tances satisfaisables acade´miques (Tours de
1 1⋅10
5
1⋅10
10
1⋅10
15
1⋅10
20
1⋅10
25
1⋅10
30
1⋅10
35
1⋅10
5
1⋅10
10
1⋅10
15
1⋅10
20
1⋅10
25
1⋅10
30
1⋅10
35
number of solutions
e
s
ti
m
a
te
d
 n
u
m
b
e
r 
o
f 
s
o
lu
ti
o
n
s
y=x
Fig. 2 – Comparaison entre le nombre de solu-
tions trouve´ par BTD et l’estimation trouve´e
par ApproxBTD sur les CSP structure´s ale´a-
toires (les points d’abscisses −0.1 repre´sentent
les instances inconsistantes).
Fig. 3 – Temps CPU en millisecondes pour
BTD et ApproxBTD sur les CSP structure´s
ale´atoires.
Hanoi hanoi, All-Interval Series ais) et indus-
trielles (analyse de faute de circuit ssa et 2bit).
Nous comparons BTD avec le compilateur d-
DNNF c2d [6] qui exploite e´galement la struc-
ture du proble`me. Ces deux me´thodes utilisent
l’ordre d’e´limination de variables MinFill (sauf
pour hanoi ou` nous avons utilise´ l’ordre par
de´faut) pour construire une de´composition ar-
borescente / d-DNNF. Nous avons e´galement
compare´ ApproxBTD avec une me´thode d’ap-
proximation nomme´e SampleCount [12] qui
donne une estimation du minorant du nombre
de solutions avec un intervalle de confiance
e´leve´. La Table 1 re´sume nos re´sultats. Les co-
lonnes sont le nom de l’instance, le nombre de
Instances Vars Clauses w Solutions c2d BTD ApproxBTD SampleCount
Temps Temps w Solutions Temps Solutions Temps
acade´miques
ais6 61 581 41 24 0.04 0.06 5 ≈ 1 0.09 ≥ 6 0.184
ais8 113 1520 77 44 0.51 2.34 7 ≈ 1 0.52 ≥ 8 41.31
ais10 181 3151 116 296 17.14 390.32 9 ≈ 1 2.69 ≥ 38 384.8
ais12 265 4269 181 1328 1162.75 - 11 ≈ 1 2.69 ≥ 0 17.6
hanoi4 718 4934 46 1 3.41 1.72 6 ≈ 1 1.57 ≥ 0 5.26
hanoi5 1931 14468 58 1 - 25.46 7 ≈ 1 14.98 ≥ 0 6.19
industrielles
ssa7552-038 1501 3575 25 2.84e40 0.15 0.72 7 ≈ 6.34e35 1.36 ≥ 6.67e38 1763
ssa7552-158 1363 3034 9 2.56e31 0.10 0.19 5 ≈ 2.59e27 0.79 ≥ 3.57e29 175
ssa7552-159 1363 3032 11 7.66e33 0.09 0.25 5 ≈ 1.09e30 0.84 ≥ 1.62e32 237
ssa7552-160 1391 3126 12 7.47e32 0.12 0.29 5 ≈ 2.88e33 0.99 ≥ 2.02e31 1117
2bitcomp 5 125 310 36 9.84e15 0.47 11.53 6 ≈ 2.23e15 0.02 ≥ 1.80e15 1.42
2bitmax 6 252 766 58 2.10e29 18.71 - 7 ≈ 1.98e28 0.1 ≥ 1.02e28 8.42
Tab. 1 – Solution counting for SAT instances. Time in seconds. A “-” means the instance was
not solved in less than 1 hour.
variables boole´ennes, le nombre de clauses, la
largeur d’arbre de la de´composition arbores-
cente, le nombre exact de solutions, le temps
CPU en secondes pour c2d et BTD, pour Ap-
proxBTD : la largeur d’arbre maximale pour
tous les sous-proble`mes triangule´s, le nombre
de solutions approche´ et le temps, enfin pour
SampleCount : le minorant du nombre de solu-
tions et le temps. Nous remarquons que BTD
peut re´soudre des instances ayant une petite
largeur d’arbre. c2d est ge´ne´ralement plus ra-
pide (excepte´ pour hanoi5) mais il souffre e´ga-
lement lorsqu’on a une grande largeur d’arbre
(e.g. ais). Notre me´thode d’approximation Ap-
proxBTD exploite une partition du graphe de
contraintes tels que les sous-proble`mes re´sul-
tants aient une petite largeur d’arbre (w ≤ 11)
comme le montrent les re´sultats. En pratique la
me´thode permet d’obtenir des re´sultats relati-
vement rapidement meˆme si la largeur d’arbre
originale est importante5. La qualite´ de l’ap-
poximation trouve´e par ApproxBTD est rela-
tivement bonne et est comparable a` Sample-
count qui prend plus de temps et requiert un
re´glage de parame`tres (nous utilisons les para-
me`tres avec t = 7, s = 20, α = 1 les options par
de´faut). Le majorant calcule´ par ApproxBTD
n’est pas mentionne´ car il est tre`s supe´rieur au
5Une petite largeur d’arbre ne permet pas en pra-
tique d’eˆtre rapide a` chaque fois (voir e.g. les instances
ssa )
nombre de solutions sur ces instances.
6 Discussion and conclusion
Dans cet article, nous avons propose´ deux
me´thodes pour re´soudre le proble`me de comp-
tage du nombre de solutions d’un CSP. Ces
me´thodes exploitent une de´composition arbo-
rescente des CSPs. Nous avons pre´sente´ une
me´thode exacte qui est adapte´e aux proble`mes
ayant une petite largeur d’arbre. Pour des pro-
ble`mes avec une largeur d’arbre importante et
un graphe de contraintes peu dense, nous avons
pre´sente´ une nouvelle me´thode d’approxima-
tion dont la qualite´ des re´sultats obtenus est
proche des me´thodes existantes mais qui sont
obtenus bien plus rapidement et sans avoir a` ef-
fectuer des re´glages complexes de parame`tres,
a` l’exception du choix de l’heuristique de de´-
composition arborescente.
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