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Approximation polynomiale minimax efficace
Résumé : Nous nous intéressons au problème du calcul efficace d’approximations polynomiales à coeffi-
cients flottants minimax. C’est un point crucial dans la plupart des procédés d’évaluation d’une fonction.
Nous présentons une méthode rapide et efficace, à base de réduction des réseaux, qui donne souvent le
meilleur polynôme possible et renvoie la plupart du temps une très bonne approximation.
Mots-clés : Approximation polynomiale efficace, arithmétique virgule flottante, erreur absolue, norme
infinie, réduction de réseaux, CVP, problème du vecteur le plus proche, algorithme LLL
Efficient polynomial L∞-approximations 3
1 Introduction
To evaluate a mathematical function on a computer, in software or hardware, one frequently replaces the
function with good polynomial approximations of it. This is due to the fact that floating-point (FP) addition,
subtraction and multiplication are carefully and efficiently implemented on modern processors and also
because one may take advantage of existing efficient schemes of polynomial evaluation. Such polynomial
approximations are used in several recent elementary function evaluation algorithms [13, 15, 19, 5].
The first natural goal for someone who tries to evaluate a function f is thus to obtain a polynomial p
which is sufficiently close to f for the approximation required by the application.
Hence, we are naturally led to consider the problem of getting for a given continuous real-valued
function f , a real interval [a, b], and a degree n ∈ N, the polynomial p ∈ Rn[X ] that approximates f the
best way, where Rn[X ] is the R-vector space of the polynomials with real coefficients and degree lesser or
equal to n. The optimal polynomial depends on the way used to measure the quality of the approximation.
The most usual choices are the supremum norm (or L∞ norm or absolute error)
||p − f ||∞,[a,b] = sup
a≤x≤b
|p(x) − f(x)|,
or the relative error
||p − f ||rel,[a,b] = sup
a≤x≤b
1
|f(x)| |p(x) − f(x)|
or least squares approximations norm
||p − f ||2,[a,b] =
(∫ b
a
w(x) (f(x) − p(x))2 dx
)1/2
,
where w is a continuous weight function.
The method proposed in this paper aims at minimizing the absolute error between f and polynomials
with FP coefficients. In practice, people are mostly interested in minimizing the relative error. This second
problem is in general more difficult than the first one (even when searching real coefficient polynomials)
and we are currently working on this issue. But we can remark that there are numerous situations where the
two problems differ not so much. For example, there is a lot of applications where the domain of definition
of the function is firstly cut into small intervals where the order of magnitude of the function is constant. In
these cases, the absolute and relative errors become almost proportional. Hence minimizing the absolute
error instead of the relative one is in general quite satisfying.
From now on, we will focus on the supremum norm that we shall write || · ||[a,b] instead of || · ||∞,[a,b]
in the sequel. Among important theoretical works by various mathematicians (like Bernstein, Weierstrass,
Lagrange for example), the work of Chebyshev in this area of function L∞-approximation, is especially
remarkable. He showed in particular that when p runs among Rn[X ], ||f − p||∞ reaches a minimum at
a unique polynomial and gave a very precize characterization of this best polynomial approximant (see
[4] for example). From that characterization, Remez [18] designed an algorithm that makes it possible to
compute the best L∞-polynomial approximation, also called minimax approximation (see [4] for a proof
of the algorithm) in a fairly short time (see [22] for a proof of its quadraticity). Therefore, we see that
the general situation for L∞ approximation by real polynomials can be considered quite satisfying. The
problem for the scientist that implements in software or hardware such approximations is that he uses finite-
precision arithmetic and unfortunately, most of the time, the minimax approximation given by Chebyshev’s
theorem and computed by Remez’ algorithm has coefficients which are transcendental (or at least irrational)
numbers, hence not exactly representable with a finite number of bits.
Thus, the coefficients of the approximation usually need to be rounded according to the requirements
of the application targeted (for example, in current software implementations, one often uses FP numbers
in IEEE single or double precision for storing the coefficients of the polynomial approximation). But this
rounding, if carelessly done, may lead to an important loss of accuracy. For instance, if we choose to
round to the nearest each coefficient of the minimax approximation to the required format (this yields a
polynomial that we will call rounded minimax in the sequel of the paper), the quality of the approximation
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we get can be very poor. To illustrate that problem, let us look at the following simple example. We want
to approach the function f : x 7→
√
2 + πx + ex2 on the interval [2, 4] by a degree-2 polynomial with
IEEE double precision FP coefficients. The minimax approximation is the function f itself. If we round























for which ‖f − P ∗‖∞ ' 2.2243 · 10−16. Therefore, there is a factor bigger than 10 between the optimum
and the rounded polynomial.
In 2005, Brisebarre, Muller and Tisserand proposed in [2] a first general method for tackling this








x + · · · + an
2mn
xn with ai ∈ Z
that minimize ||f − p||∞. The approach given in [2] consists in, first, constructing with care a certain
rational polytope containing all the (a0, . . . , an) ∈ Zn+1 solution and as few as possible other elements of
Zn+1 and, in a second time, efficiently scanning all the points with integer coordinates that lie inside this
polytope.
This approach, that currently makes it possible to obtain polynomials of degree up to 10, has two major
drawbacks. First of all, its complexity is not precisely estimated but it might be exponential in the worst
case, since the scanning of the integer points of the polytope is done using linear rational programming. The
other problem is that the efficiency of the method relies on the relevance of the estimation beforehand of
the optimal error ‖f − p‖∞. If this error is overestimated, then the polytope may contain too many integer
points and the scanning step may become intractable. If this error is underestimated, then the polytope
contains no solution. Hence, we were led to design a tool that could give us a better insight of the value of
the optimal error, in order to speed up the method of [2]. To do so, we developed a new approach based
on Lattice Basis Reduction and in particular on the LLL algorithm. But, indeed, that tool proved to be far
more useful than expected: it gives most of the time an excellent approximant (if not the best) and this is
done quickly and at low memory cost. The goal of that paper is to present this new approach.
The outline of the paper is the following. In the second section, we recall basic facts about lattices, about
the closest vector problem (CVP), an algorithmic problem related to lattices and that appears naturally in
our approach, and some algorithm that solves an approximated version of the CVP. Then we present our
new approach in Section 3 and give some worked examples in Section 4, before giving a brief conclusion
in last section.
2 A reminder on Lattice Basis Reduction and the LLL Algorithm
Let x = (x1, . . . , x`) ∈ R`. We set
||x||2 = (x|x)1/2 = (x21 + · · · + x2`)1/2 and ||x||∞ = max
1≤i≤`
|xi|.
A lattice is a discrete algebraic object that is encountered in several domains of various sciences, such as
Mathematics, Computer Science or Chemistry. It is a rich and powerful modelling tool thanks to the deep
and numerous theoretical, algorithmic or implementation available works (see [3, 9, 12, 20] for example).
The lattice structure is ubiquitous in our approach.
Definition 2.1. Let L be a nonempty subset of R`, L is a lattice iff there exists a set of vectors b1, . . . , bd
R-linearly independent such that
L = Z.b1 ⊕ · · · ⊕ Z.bd.
The family (b1, . . . , bd) is a basis of the lattice L and d is called the rank of the lattice L.
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In the sequel, we’ll have to deal with the following algorithmic problem.
Problem 2.2. Closest vector problem (CVP) Let || · || a norm on R`. Given a basis of a lattice L ⊂ Q`
of rank k, k ≤ `, and x ∈ R`, find y ∈ L s.t. ||x − y|| = dist(x, L).
Associated approximation problem: find y ∈ L s.t. ||x − y|| ≤ γ dist(x, L) where γ ∈ R is fixed.
Let us recall some of the complexity results known about this problem. In 1981, van Emde Boas [21]
proved that CVP is NP-hard (see also [14]). On the other hand, Goldreich and Goldwasser showed (but their
proof is nonconstructive) in [8] that approximating CVP, in the euclidean norm case (CVP2), to a factor√
d/ log d is not NP-hard. Regarding to the infinity norm (CVP∞), they also show that approximating CVP
to a factor d/ log d is not NP-hard1. Unfortunately, no polynomial algorithm is known for approximating
CVP to a polynomial factor.
Though, if we relax the constraint on the factor, the situation becomes far better.
In 1982, Lenstra, Lenstra and Lovász [11] gave an algorithm that allows one to get “pretty” short
vectors in polynomial time. Among many important applications of that algorithm, Babai [1] proposed a
polynomial algorithm for solving CVP with an exponential approximation factor.
Algorithm: ApproximatedCVP
Data: An LLL-reduced basis (bi)1≤i≤d ; its Gram-Schmidt orthogonalization (b∗i )1≤i≤d ; a vector−→v
Result: An approximation to the factor 2d/2 of the CVP2 of
−→v
begin−→
t = −→v ;



















return −→v −−→t ;
end
Algorithm 1: Babai’s nearest Plane algorithm
Remark 2.3. In practice, the result of Babai’s algorithm is of better quality and given faster than expected.
For a practical exact CVP, see the work of Kannan [10] in which the given algorithm is super-exponential.
3 Our approach
In many applications, scientist and engineers desire to find the best (or very good) polynomial among those
who have FP coefficients and this is the problem we address in that paper. First, let us make the following
important remark: to solve that problem, it is sufficient to be able to solve the following problem:
Problem 3.1. Let f be a continuous real-valued function defined on a given real interval [a, b], let n ∈ N,







X + · · · + an
2mn
Xn
where the ai ∈ Z, that minimizes (or at least makes very small) ‖f − p‖[a, b].
The problem we address can be reduced to this one by the following heuristic.
Let’s denote by P the best polynomial with FP coefficients and by R the minimax. For the sake of
simplicity, we will assume here that all the coefficients of P have the same precision t (but the arguments
would be the same with several different precisions for the coefficients). In many cases (in particular if
1As it is noticed in [16], it seems that the CVP problem when the norm is the infinity norm is more difficult.
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t is big enough), the order of magnitude of the i-th coefficient of P is the same as the corresponding
coefficient of R. Hence, we can suppose, in a first time, that the exponents of these coefficients are the
same. From Remez’ algorithm, we know the i-th coefficient of R and thus its exponent e. Since the i-th
coefficient of P is a FP number with precision t and since we may suppose that its exponent is e, we can
write it 1.u1 . . . ut−1 · 2e where 1u1 . . . ut−1 is the unknown binary mantissa of the coefficient. This can
be rewritten 1u1...ut−12t−1−e and we can set mi = t − 1 − e.
However the guessed exponent may slightly differ from the real optimal one. In that case, the computed
coefficient of P will be of the form ai/2mi but where ai needs more than t bits to be written. Our heuristic
is then to use this computed coefficient as a new insight for the order of magnitude of the optimal one. We
note e′ its exponent, and we set mi to t − 1− e′ and we try again until we reach a fixed point.
This is just a heuristic and we have no proof of convergence for that process. However, in every
practical case we met, this procedure was observed to converge in at most two or three steps. In particular,
we (sometimes, but rarely) encountered situations where the initial assumption that the coefficients of P
and R have the same order of magnitude were completely wrong. But in those cases, this heuristic also
converged in two or three steps and let us find a polynomial with FP coefficients which was really good.
Now that we reduced our general problem to Problem 3.1, we start explaining how we solve it.








i to be as close as possible to f(xi) for all i = 1, . . . , `. That is to say we

























































































to be as close as possible. Hence, we have to find (a0, . . . , an) ∈ Zn+1 that minimize ||a0−→v0 + · · ·
+an
−→vn −−→y ||∞: this is an instance of CVP∞.
Two problems arise at this moment: first, how to choose the points xi and then how do we deal with
the CVP∞ associated.
3.1 Choice of the points xi
This is a critical step in our approach. We want that a small value of ‖a0−→v0 + · · · + an−→vn −−→y ‖∞ means
a small value of the supremum norm ||p− f ||[a,b]. More precisely, requiring ‖a0−→v0 + · · · + an−→vn −−→y ‖∞
to be small can be viewed as an approximate interpolation problem and it is well known that, if the points
xi are carelessly chosen, one may find a polynomial that coincides with the function on the points xi but
is pretty far from it on the whole [a, b] (one may consider the classical Runge’s example [7, Chap. 2] for
instance).
Our choice of the points relies on the observation that when the imposed precision of the coefficients
is big enough (i.e. with mi big enough, which is the case with double FP coefficients for instance), the
good polynomial approximants to the function will be close to the minimax approximation. Hence, we
generally choose the points where f and the degree-n minimax polynomial R are the closest possible, i.e.
when f −R cancels. The following classical result (see [4, Chap. 3] for a more general statement) tells us
that there are exactly n + 1 such points.
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Theorem 3.2 (Chebyshev). A polynomial p ∈ Rn[X ] is the best approximation of f in [a, b] iff there exist
a ≤ y0 < y1 < · · · < yn+1 ≤ b such that
{
∀i ∈ {0, · · · , n + 1}, |f(yi) − p(yi)| = ‖f − p‖∞,
∀i ∈ {0, · · · , n}, f(yi+1) − p(yi+1) = −(f(yi) − p(yi)).
Another possible choice are the Chebyshev points [7, Chap. 2]. They are known to be good choices
in some approximation problems (for example, they are the starting points in Remez’ algorithm). They
proved to be a pretty valuable choice in the experiments we made, especially when the size of the mi is
low.
3.2 Solving of the CVP∞
Kannan’s algorithm [10] makes it possible to solve either CVP2 or CVP∞ but its complexity is super-
exponential. Since the euclidean and infinity norms have the same order of magnitude (remember that, in
R`, || · ||∞ ≤ || · ||2 ≤
√
` || · ||∞), we preferred to use Babai’s algorithm that solves CVP2 with, in theory,
an exponential approximation factor but whose performance, in time, space and quality of the result, is
directly related to LLL’s one, hence very good in practice for n, say, no greater than 50.
We may then consider the approximation of CVP2 provided by Babai’s algorithm as the approximation
of CVP∞ searched. But we can also refine that result in the following way. We can use the LLL-reduced
basis to explore the neighborhood of the computed approximated CVP2. Let’s denote by v the vector given
by Babai’s nearest plane algorithm and denote by (ε0, · · · , εn) the LLL-reduced basis. LLL gives pretty
short vectors in the lattice: for small values of n (say up to 50), ε0 is often the shortest nonzero vector in the
lattice (in norm || · ||2) and the other vectors of the basis are also short. Since || · ||∞ ≤ || · ||2 ≤
√
`|| · ||∞
in R`, they are also pretty short vectors for || · ||∞. If v is not the exact CVP∞, it is maybe not so far from
it: the exact CVP∞ is probably of the form v + a0ε0 + · · · + anεn where the ai are rational integers with
small absolute value. We can explore the neighborhood of v, for example by looking at all vectors of the
form v ± εi, and test if the corresponding ||· − −→y ||∞ is smaller than ||v −−→y ||∞. If we find such a vector,
it improves the quality of the result. If not, we may think that the quality of v is quite good.
4 Examples
We will now present two examples that illustrate the behavior of our algorithm in real situations. Our first
example shows the possible benefit that may come from the use of our method in the implementation of
a function for the Intel Itanium. The second example well illustrates the gap between an (almost) optimal
polynomial and the rounded minimax. This example comes from the implementation of the function arcsin
in the library CRlibm [17].
To implement our method, we have used Maple and GP2. Maple lets us compute the minimax polyno-
mial R (Remez’ algorithm is available in Maple with the function minimax of the package numapprox)
which is used to determine the points xi by solving the equation R(x) = f(x). Then, we use GP to compute
a LLL-reduced basis and to solve the approximated CVP2 by Babai’s nearest-plane algorithm. We thus get a
polynomial P and we finally use Maple to compute ||P−f ||[a,b] (with Maple’s numapprox[infnorm])
and compare it to ||R − f ||[a,b].
Applying our method to an Itanium implementation of a function
The processor Intel Itanium uses a particular FP format called extended double: it is a FP format
with a 64 bit mantissa. An extended double allows more accurate computations, but this gain in
accuracy has a cost: extended doubles must be loaded in cache one after the other, whereas two
regular doubles may be loaded at the same time. Moreover, the latency of such an operation is 6 cycles
(when a multiplication costs 4 cycles). Thus the loading time is quite critical in such a processor and it is
very interesting to replace an extended double with a double when the accuracy doesn’t require it.
See [5] and [6] for more informations about the Itanium architecture.
2GP is an interactive calculator for number theory algorithms. In particular, it implements LLL algorithm. It is distibuted under
GPL at http://pari.math.u-bordeaux.fr/
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Intel developed and included in the glibc a mathematical library optimized for the Itanium. Let
us consider an example inspired by the implementation of the function erf in this library. The function







dt for all x ∈ R. The domain is cut into several intervals where
the function can be approximated by polynomials with reasonable degree (say less than 30). This example
deals with erf on the interval [1; 2]. The goal is to provide a polynomial, with extended and/or regular
double coefficients, which approximates the function with a relative error bounded by 2−64. The domain
is first translated to the interval [0, 1]. The problem is thus reduced to the following: find a polynomial
p(x) = a0 + a1x + · · · + anxn such that ||p(x) − erf(x + 1)||rel,[0,1] < 2−64.
The minimax of degree 18 gives an error of 2−61.19. A fortiori, a polynomial of degree 18 with FP
coefficients can’t provide the required accuracy. The minimax of degree 19 gives an error of 2−66.92. Can
we find a satisfying polynomial of degree 19 ?
A common strategy consists, when 0 belongs to the definition interval, in using a bigger precision
for the first coefficients and a smaller precision for the last ones. Setting the first 8 coefficients to be
extended doubles and the other to be doubles, and rounding each coefficient of the minimax to
the nearest in the corresponding format, we obtain an error of 2−61.13: it is not sufficient. However, using
9 extended doubles and using the same classical procedure, we obtain an error of 2−64.74 which is
enough.
When we use our method, we obtain a polynomial with an error of 2−64.74 and only two extended
doubles. We saved 7 extended doubles thanks to our method. The computing time is the time
necessary to Maple for computing minimax approximation since the other steps are instantaneously per-
formed.
Second example: an example from CRlibm
The first example showed that our method makes it possible to reduce the size of the coefficients given
a target accuracy. This can be also very interesting in hardware applications where each single bit may
count.
Another possibility offered by our method is to improve the accuracy provided by the polynomial ap-
proximation (compared to the rounded minimax for example) while keeping the same precision for the
coefficients. Our second example comes from the implementation of the function arcsin in CRlibm.
CRlibm is a mathematical library which provides correct rounding: the value returned by CRlibm when
evaluating a function is the exact mathematical value rounded to the nearest double. To achieve this goal,
the developers of CRlibm must use a bigger precision than the standard double precision provided by the
processor. They use some special formats such as double-double and triple-double which are uneval-
uated sums of two or three regular doubles. In particular, they approximate functions by polynomials
with double-double and triple-double coefficients (and also regular doubles).
Basically, a double-double gives the same precision as a FP number with 106 bits mantissa. However,
a number of the form 1.x1x2 . . . x52000000001y1y2 . . . y52 · 2e is representable by the double-double
(1.x1x2 . . . x52 ·2e +1.y1y2 . . . y52 ·2e−8−53) and is not representable in a 106 bits format. This limitation
is not a problem in general: we can often prove a priori that to achieve a given precision, the coefficients
of a polynomial are so constrained that the 53 first bits are fixed. Thus, one of the two doubles of the
double-double is known and we are back to the problem of searching a regular double (that is a FP
number with at most 53 bits). At worst, we can’t prove that the first 53 bits are fixed and we just search
for numbers with 106 bits: the resulting number is representable with a double-double (it may just be
nonoptimal).
We focus here on the approximation of arcsin on the interval [0.79; 1]. It is a real-life example we
worked on with C. Lauter (who is one of the developers of CRlibm). After an argument reduction we
obtain the problem to approximate
g(z) =
arcsin(1 − (z + m)) − π2√
2 · (z + m)
where −0.110 . z . 0.110 and m ' 0.110. The developers know from previous computations that they
need an accuracy of more than 119 bits to achieve correct rounding. The minimax of degree 21 provides this
accuracy (see Figure 1). Our method gives a satisfying polynomial with two triple-doubles, eight double-
INRIA
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doubles and twelve regular doubles (here again, the computing time is the time needed by Remez



















where the pi are FP numbers whose mantissa has the corresponding size bits. Note that the first coefficient
is actually searched with the method described above: we prove that the first 53 bits are fixed and we then
search for a FP number with 106 bits for the two remaining doubles. The number 173 indicated under
p0 only means that the 159 bits of this triple-double are nonconsecutive.
The accuracy provided by our polynomial is very close to the one given by the minimax. However,
without our method, we would have to use the rounded minimax which gives only 103 bits of accuracy: it
would not be enough to provide correct rounding. This example illustrates the gap between the rounded
minimax and the optimal polynomial with FP coefficients. Here, 16 precious bits are lost by the rounding
of minimax’ coefficients. This loss can be seen very well if the absolute errors are plotted: Theorem 3.2
indicates that a polynomial is optimal if and only if the absolute error oscillates n + 2 times between its
extrema. Our polynomial almost satisfies this theorem (see Figure 2). On the other hand, one can see on
Figure 3 that the rounded minimax does not satisfy this theorem at all.
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5 Conclusion
We have presented a new method for computing efficient polynomial approximation with machine-number
coefficients and in particular FP coefficients. It improves the results provided by existing Remez’ based
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method. The method, based on lattice basis reduction, is much faster and more efficient than the one given
in [2] and gives a very good approximant. Moreover, it may considerably speed up the polytope-based
method of [2] that gives the best polynomial possible, by providing a relevant (indeed often a very good)
estimate of the L∞ approximation error.
This method can be adapted to several kind of coefficients: fixed-point format, multi-double or clas-
sical floating point arithmetic with several precision formats.
For some applications, one may want to set the value of certain coefficients of the approximant. For
example, one may search for approximants whose first terms match the corresponding one in the Taylor
expansion of the approximated function. We should be able to deal with this additional constraint in a close
future.
We are currently working on an adaptation of that method to the problem of minimizing the relative
error and we plan to extend it to the problem of approximation by sums of cosines that arise in the field of
Signal Processing and more specially in FIR filters.
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