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Field-induced magnetic ordering in the structurally disordered quantum magnets
Ni(Cl1−xBrx)2·4SC(NH2)2 , x = 8% and 13%, is studied by means of neutron diffraction.
The order parameter critical exponent is found to be very close to its value β = 0.5 expected for
magnetic Bose-Einstein condensation in the absence of disorder. This result applies to temperatures
down to 40 mK, and a 1 T range in magnetic field. The crossover exponent is found to be φ ∼ 0.4,
for temperature ranges as small as 300 mK. Possible reasons for a discrepancy with recent numerical
simulations and bulk measurements are discussed.
I. INTRODUCTION
It has been known for decades that disorder may qual-
itatively alter the universality class of a phase transition,
if only certain requirements, such as the Harris criterion,1
are satisfied. With a more recent focus on quantum phase
transitions,2 we now ask how disorder may alter the scal-
ing properties of quantum critical points (QCPs).3 Ar-
guably, the most celebrated QCP is that of Bose-Einstein
condensation. In a seminal paper,4 M. Fisher et al. have
made specific predictions for critical exponents of BEC
in a random disorder potential, and revealed a novel
state of disordered Bosonic matter, the so-called Bose
Glass (BG).4–6 Subsequent theoretical studies and nu-
merical simulations7–11 confirmed these predictions, but
also questioned some crucial details. In particular, the
actual values of the critical exponents4,7,9,11,12 and even
the very existence of the BG phase13 are still a matter
of hot debate. This makes an experimental study of the
BG to BEC QCP particularly important.
In a parallel effort, quantum simulators of BEC were
found among magnetic insulators, particularly in gapped
Heisenberg or XY antiferromagnets.14 QCPs induced in
these real-world materials by an application of exter-
nal magnetic fields are described in terms of a BEC
of elementary magnetic quasiparticles. A recent idea is
to introduce chemical disorder into such compounds, to
simulate a random potential.15 Indeed, experiments on
several systems including (CH3)2CHNH3Cu(Cl1−xBrx)3
(abbreviated IPACX),16–18 Tl1−xKxCuCl319–21 and
(C4H12N2)Cu2(Cl1−xBrx)6 (abbreviated PHCX)22–24
revealed a field-induced BG-like state, and confirmed
a modification of critical exponents. Unfortunately,
the presence of small but potentially relevant magnetic
anisotropies complicates any direct quantitative compar-
isons with the axially symmetric case of BEC.15
The anisotropy problem was largely overcome in re-
cent ground-breaking studies of the tetragonal, and
therefore axially symmetric, disordered spin sys-
tem Ni(Cl1−xBrx)2·4SC(NH2)2 (here abbreviated as
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FIG. 1: (Color online)Neutron intensity measured in the x =
8% Ni(Cl1−xBrx)2·4SC(NH2)2 sample at the (0.5, 0.5, 0.5)
Bragg position, vs. temperature and magnetic field applied
along the c axis.
DTNX).11 An experimental determination of the BEC
phase boundary from bulk measurements provided an
estimate of the key crossover exponent φ ≈ 1.1.11 This
value is substantially different from φ = 2/3 for the mag-
netic BEC transition in the absence of disorder,14,25 but
in good agreement with quantum Monte Carlo (QMC)
simulations for the disordered system.11 In the present
study, we determine this phase boundary using a more
direct method, namely neutron diffraction which specifi-
cally probes the magnetic BEC order parameter. In ad-
dition to φ, we also measure the order parameter critical
exponent β.
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2II. MATERIALS AND EXPERIMENTAL
CONSIDERATIONS
The tetragonal crystal structure of DTNX and its
parent disorder-free compound NiCl2·4SC(NH2)2 are de-
scribed in detail in Ref. 11. The magnetic properties are
due to Ni2+ S = 1 ions. Due to a strong single-ion XY
anisotropy, the ground state is a spin singlet, with each
Ni spin in the Sz = 0 state. The lowest energy excita-
tions are due to Sz = 0 → Sz = ±1 transitions. Due
to exchange interactions between ions, they are disper-
sive, with an energy minimum at the antiferromagnetic
(AF) zone-center (0.5, 0.5, 0.5).26,27 At this point spec-
troscopy experiments observe a gap ∆ = 0.29 meV in
the parent material. The BEC transition is induced by
an application of an external magnetic field H along the
tetragonal axis,28 which at H > Hc = 2.1 T drives the
energy of the Sz = 1 member of the excitation doublet
to zero. The result is spontaneous long-range magnetic
order in the (x, y) plane which in neutron diffraction ex-
periments gives rise to a new magnetic Bragg reflection
at the AF zone-center.27 The intensity of this peak is
proportional to the square of the BEC order parameter.
In Ni(Cl1−xBrx)2·4SC(NH2)2 the critical field is reduced
compared to the parent material.11 In the present work
we have performed experiments on fully deuterated sin-
gle crystal samples, with a nominal Br concentration 13%
(sample A, 218 mg) and 8% (sample B, 226 mg), respec-
tively. The Br content was confirmed by single crystal X-
ray diffraction studies of small fragments detached from
the samples.
The geometry of neutron diffraction experiments re-
quire special consideration. First, to reach the BEC
QCP, rather than an Ising-type QCP, the magnetic field
is to be aligned strictly along the c axis.27 Second, the
magnetic propagation vector has a large component along
that direction, which is not trivial to reconcile with the
geometries of typical superconducting magnets used in
neutron experiments. In our experimental Setup 1, used
for Sample A, an appropriate geometry was realized on
the TASP 3-axis spectrometer at Paul Scherrer Institut,
using the standard horizontal-plane scattering geometry,
a Pyrolitic Graphite PG(002) monochromator, 3.1 meV
neutrons, a cooled Be higher order filter, guide-80′-80′-80′
collimation for improved resolution, and a 7 T horizontal-
field magnet. The typical experimental wave vector res-
olution 0.03 A˚−1 allows to detect intrinsic peak widths
corresponding to correlation length smaller than approx-
imately 200 A˚, or about 25 lattice units, in real space.
The data for Sample B were collected on the D23 diffrac-
tometer at Institut Laue Langevin in the lifting counter
geometry, with a 12 T vertical field split-coil cryomag-
net, a PG monochromator and 14 meV neutrons. In all
cases sample environment was a 3He-4He dilution refrig-
erator. The alignment of the crystals with respect to the
applied field was better than 1◦, as determined in situ by
diffraction measurements.
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FIG. 2: (Color online) (a-c) Symbols: typical constant-
temperature fields scans of the magnetic Bragg peak intensity
in x = 8% (a) and x = 13% (b,c) Ni(Cl1−xBrx)2·4SC(NH2)2
samples. Solid lines in are power-law fits, as described in the
text. (d,e) Fitted order parameter critical exponent β (d)
and critical field Hc (e) for the data in graphs (b) and (c),
plotted as a function of maximum field Hmax used in the fit-
ting process. The highlighted symbols illustrate the choice of
narrowest useful fitting range, as described in the text.
III. RESULTS AND DISCUSSION
In both samples, magnetic Bragg peaks were observed
at low temperatures in sufficiently high magnetic fields
at the (0.5, 0.5, 0.5) position. No differences of intensity
were observed between field-cooled (FC) and zero-field-
cooled (ZFC) protocols. Moreover, wave vector scans
revealed that the reflections are resolution-limited at all
times. Such behavior is in stark contrast with previous
experiments on IPACX18 and PHCX,22 where the high
field phase has history-dependent short range order only.
The reproducibility and narrowness of the Bragg reflec-
tions in DTNX give us confidence that the high field order
phase is indeed a long range ordered magnetic BEC.
The critical indexes were determined from measure-
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FIG. 3: (Color online) Data analysis for the x = 8%
Ni(Cl1−xBrx)2·4SC(NH2)2 sample. (a) Symbols: tempera-
ture dependence of the order parameter exponent β obtained
in fits to individual fit scans in the range 0 < H < Hc + ∆H,
∆H = 1.0 T. The line represents an average obtained for all
data measured at T . 0.3 K. (b) Symbols: temperature de-
pendence of the critical field Hc obtained in fits to individual
fit scans in the range 0 < H < Hc + ∆H, ∆H = 1.0 T.
The line is a power-law fit in the range 0 < T < Tmax,
Tmax = 0.85 K, as described in the text. (c) Fitted value
of the critical index φ as a function of fitting interval. The
solid symbol represents the narrowest useful fitting range, as
described in the text.
ments of magnetic Bragg peak intensities in a series of
field scans at constant temperatures. The more compre-
hensive data set for Sample B is shown in Fig. 1. Repre-
sentative scans for samples A and B are plotted in sym-
bols in Fig. 2(a-c). In each sample, for each temperature,
the transition field Hc and critical exponent β were deter-
mined in power law least squares fits using the procedure
described in Ref. 22. For each intensity vs. field scan
I(H), the adjustable parameters are the critical field Hc,
exponent β, I(H) ∝ (H −Hc)2β , a proportionality coef-
ficient, and a field-independent flat background.
The fits were performed in progressively shrinking
fitting intervals defined by the maximum field Hmax.
Choosing Hmax has to balance the need to stay within the
potentially narrow critical region on the one hand, and to
obtain the smallest possible error bar on the fitted values
on the other hand. As explained in Ref. 22, a reasonable
choice is a fitting range, such that shrinking it further, no
longer produces a statistically significant change in the
fitted parameters. Selecting such “minimal useful fitting
ranges” for the data shown in Fig. 2(b,c) is illustrated in
Fig. 2(d,e). The latter show the fitted values of β and Hc
plotted against Hmax, respectively. The highlighted sym-
bols mark the minimal useful fitting ranges for the two
data sets. For each data set, any fits in narrower ranges
yield results containing these ones within the error bars.
Fitted curves corresponding to the thus selected ranges
are shown in red lines in Fig. 2(b,c).
For different scans obtained in either sample, the min-
imal useful fitting ranges varied between 0.7 T and 1 T
beyond the fitted Hc. To enable a meaningful compari-
son between different temperatures, we selected a single
fittining interval of 0 < H < Hc + ∆H, ∆H = 1 T, in
a final analysis of all data for both samples. The corre-
sponding fits to representative field scans are shown in
solid lines in Fig. 2a.
The fit results for Sample A, and some typical values
for Sample B, are summarized in Table I. For Sample
B, where a more complete temperature coverage was ob-
tained, the temperature evolution of the critical expo-
nent β is shown in Fig. 3(a). The index appears to be
T -independent: β ≈ 0.5 . It is very similar for the two
samples with different Br content, and consistent with
observations for the disorder-free compound,27 despite
the differences in Hc. In this work, we are primarily
interested in β at the QCP, i.e., in the limit T → 0. For-
tunately, our ability to measure the exponent improves at
low temperatures, thanks to a larger ordered moment and
weaker thermal critical scattering. Specifically, for the
8% Ni(Cl1−xBrx)2·4SC(NH2)2 sample, previous studied
of Ref. 11 place our lowest measurement temperatures
≈ 40 mK well into the regime of the BG-BEC transition.
Thus, the experimental result β ≈ 0.5 can be considered
applicable to the QCP, at least as far as temperature is
concerned.
Our experimentally measured value is very similar to
the exact result β = 1/2 for BEC QCP in a 3-dimensional
disorder-free system. On the one hand, this is surprising
in view of the numerical findings of Ref. 12, which pre-
dicts β = 0.95 for the BG-BEC transition. From Fig. 2d,
it is clear that the experimental best fit remains outside
the error bar of this theoretical value for fitting ranges
at least as narrow as 0.5 T above Hc. On the other
hand, we note that β ∼ 0.5 has been observed in other
disordered systems like IPACX18 and PHCX,22 and is
consistent with the limited diffraction data published for
Tl1−xKxCuCl3.21 It is important to point out that the
4x T (mK) Hc (Tesla) β
13% 34 0.82± 0.03 0.56± 0.04
13% 200 0.90± 0.04 0.54± 0.05
13% 400 1.13± 0.03 0.51± 0.04
8% 40 1.22± 0.05 0.51± 0.05
8% 200 1.23± 0.04 0.48± 0.05
8% 450 1.52± 0.06 0.50± 0.08
TABLE I: Critical fields and order parameter critical in-
dex obtained in the fit interval ∆H = 1.0 T for the x =
13% (top three rows) and x = 8% (bottom three rows)
Ni(Cl1−xBrx)2·4SC(NH2)2 samples.
discrepancy with theory can not be blamed on a frequent
complication in diffraction measurements, namely critical
fluctuations. Indeed, in some cases, critical quasielastic
scattering just below the transition point is hard to dis-
tinguish from true and purely elastic Bragg scattering. In
our case, consistent results between data obtained on a
diffractometer (poor energy resolution) and 3-axis spec-
trometer (tight energy window) suggest that this artefact
does not occur. Even if it did, the fitted value of β would
be larger than the actual one.
Another important result of this work is the value of
the crossover exponent φ, that we determined for the
x = 8% Br sample. This critical index defines the H −T
phase boundary: (H − Hc) ∝ T 1/φ. The critical field
Hc, determined at each temperature as described above,
is plotted against T in open symbols in Fig. 3(b). As
for the field dependence of intensities, these data were
analyzed using power law fits in a shrinking temperature
range. The fitted value of φ is plotted vs. the maxi-
mum temperature Tmax used in the fits in Fig. 3(c). The
highlighted symbol indicates the minimal useful fitting
range which was found to be Tmax = 0.9 K. Further
shrinking the fit window does not produce a statisti-
cally significant change in the parameter values. In this
range, we get φ = 0.43(2), even smaller than φ = 2/3
expected for an idealized disorder-free BEC system.25
On the other hand, our value is almost exactly equal
to that obtained magnetic susceptibility measurements
on the parent compound.28 For Tmax = 0.9 K we get
the following estimate for the critical field at T = 0:
Hc(0) = 1.20(2) T.
Our experimental estimate φ ∼ 0.4 is considerably
smaller than the numerical prediction φ = 1.06(9) for the
disordered system and the result of DTNX bulk suscep-
tibility measurements φ = 1.1(1) of Ref. 11. Moreover,
the latter values remain well outside our experimental er-
ror bars even for narrower fitting ranges, at least down
to Tmax ∼ 0.3 K. For example, for Tmax = 0.4 K we
get φ = 0.34(11). Even so, the most likely cause for the
discrepancy with Ref. 11 is the temperature range. In-
deed, both numerical simulations and the experimental
data of that study indicate a crossover to φ ∼ 1 only at
the lowest temperatures, below ∼ 0.3 K. Unlike for β,
which in our experiments we can reliably probe down to
∼ 40 mK, our neutron data for φ are not sufficient to
draw conclusions for this low temperature regime.
IV. CONCLUSION
To summarize, neutron diffraction studies of the disor-
dered spin liquid compound Ni(Cl1−xBrx)2·4SC(NH2)2
yield an order parameter critical index β ∼ 0.5 and
φ ∼ 0.4, for fitting ranges of ∆H = 1 T (T = 40 mK)
and Tmax = 0.9 K, respectively. There are numerous
potential causes for the discrepancy with previous sus-
ceptibility measurements (that actually probe a quantity
not directly related to the order parameter) and numer-
ical simulations (that study an idealized model of the
actual material). Here we shall only re-emphasize the
main potential limitation of the present study, namely
the significant fitting ranges in magnetic field and tem-
peratures. If another scaling regime emerges still closer to
the QCP than ∆H = 0.5 T, it is not accessible to neutron
diffraction at the present stage. We hope that our find-
ings will contribute to solving the challenging but very
important problem of quantum criticality in disordered
spin systems, and stimulate further theoretical work, par-
ticularly calculations of the order parameter close to the
QCP.
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