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Abstract
Cellular or dendritic microstructures that result as a function of additive manufacturing
solidification conditions in a Ni-based melt pool are simulated in the present work using
three-dimensional phase-field simulations. A macroscopic thermal model is used to obtain
the temperature gradient G and the solidification velocity V which are provided as inputs
to the phase-field model. We extract the cell spacings, cell core compositions, and cell tip
as well as mushy zone temperatures from the simulated microstructures as a function of V .
Cell spacings are compared with different scaling laws that correlate to the solidification
conditions and approximated by G−mV −n. Cell core compositions are compared with the
analytical solutions of a dendrite growth theory and found to be in good agreement. Through
analysis of the mushy zone, we extract a characteristic bridging plane, where the primary γ
phase coalesces across the intercellular liquid channels at a γ fraction between 0.6 and 0.7.
The temperature and the γ fraction in this plane are found to decrease with increasing V .
The simulated microstructural features are significant as they can be used as inputs for the
simulation of subsequent heat treatment processes.
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1. Introduction
Ni-based superalloys possess excellent mechanical properties at elevated temperatures,
which make them suitable for gas-turbine and jet-engine components [1]. The laser powder
bed fusion (L-PBF) additive manufacturing (AM) process is used to produce near net-shaped
metallic parts from the alloy powder, in a layer-by-layer fashion with multi-pass laser melting,
solidification and solid-state phase transformations, in a shorter manufacturing time than
traditional casting, metal forming, and machining processes, with almost no waste and at a
reasonable cost [2, 3]. Solidification in this process controls the size, shape and distribution
of the γ grains, the growth morphology, the elemental segregation and precipitation, the
solid-state transformations and ultimately the properties and performance of the product.
Understanding and predicting the melt pool solidification behavior is therefore important.
Additive manufacturing is a relatively new research field. Some of the outstanding issues
in this process are related to the cell/dendrite spacing, microsegregation and residual stress
[3] in the as-deposited parts. Several experimental investigations [2, 4–8] and numerical
simulations [9–13] have linked the AM process parameters to the melt pool solidification
conditions – temperature gradient G and solidification velocity V – on a microscopic scale.
The growth morphologies that result as a function of the solidification conditions and in-
tercellular segregation determine the yield strength, ultimate tensile strength and fatigue
strength of the material [14]. The solidification conditions considered in previous studies
have been relatively small-valued. For example the cooling rates, T˙ = GV , were reported
to be no higher than 104 K s−1, whereas the present work treats larger values (T˙ = 106 K
s−1) of the melt pool solidification conditions. Therefore, the characteristic cell spacings,
concentrations and temperatures in the parameter-microstructure map are expected to be
different from those reported in the existing literature.
Cell spacing depends on melt pool solidification conditions G and V [7, 14, 15] and is often
estimated as λc = AG−mV −n, where m and n are the model-dependent exponents and the
coefficient A depends on alloy properties. During solidification, solute is partitioned between
the solid and liquid phases, and in ideal conditions reaches the corresponding equilibrium
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values of the phase diagram. Such solute partitioning however is incomplete in the AM
solidification regime and therefore the solute concentration field predicted by the phase
diagram no longer applies [10, 16]. In order to reflect this departure from equilibrium,
solidification parameters in the theories are phenomenologically modified from equilibrium
to velocity-dependent values [10, 17]. The above theories are used as a reference to compare
with our spacing and microsegregation simulation data.
The mushy zone in cellular microstructures is a two-phase solid and liquid coexistence
region between the fully solid and the fully liquid states where the majority of the solidifi-
cation defects form [18, 19]. These defects arise due to the random growth of the solid cells
towards one another which finally coalesce and thereby restrict the feeding of the liquid to
accommodate shrinkage during late solidification stages. As the solid fraction in the mushy
zone increases, the liquid is not able to flow freely and compensate for shrinkage, resulting
in microporosity. The semisolid mushy zone therefore becomes weak and ruptures when
stressed in a phenomenon called hot tearing. Although we have not considered fluid flow in
the present model, mushy zone solidification behavior is estimated by the solid and residual
liquid fractions during coalescence of the γ cells.
Diffusion of solute is significantly different in 3D than that in 2D, which results in different
velocities, compositions and temperatures of the growing cells/dendrites [9, 12]. Lee et al. [9,
12] have studied the dendrite growth problem in 2D and 3D with and without convection.
Their simulations suggest that dendrites are finer in 3D and grow twice as fast in comparison
to 2D. Interestingly, the difference in solute mass fraction at the 3D dendrite core with and
without convection was less than 0.01 % and the dendrite tip properties such as shape and
curvature remained similar in both cases. The topological features of the solid and liquid
phase interaction are far more complex in 3D than that in 2D, which makes analysis of the
mushy zone difficult. The present work catalogs the above differences that arise from both
2D and 3D simulations in AM solidification conditions.
Solidification in the melt pool begins at the fusion boundary, and G and V are found to
vary along this boundary. As in [20], G and V values are estimated from a 3D heat trans-
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fer finite element simulation for use in a phase-field model for microstructure simulation.
The phase-field solidification model is described in Sec. 2. Cellular solidification microstruc-
tures are presented and analyzed in Sec. 3. The general results are discussed in Sec. 4 and
conclusions are drawn in Sec. 5.
2. Phase-field solidification model
The phase-field method is one of the most powerful computational techniques to simulate
three-dimensional dendritic growth in binary alloys [21, 22]. We have used a phase-field
model that has been detailed in Refs. [23, 24]. This model quantitatively simulates the
time-dependent evolution of a non-conserved phase-field φ and the conserved composition
field c during solidification of a dilute binary alloy. The phase-field φ is a scalar-valued order
parameter field which distinguishes the microstructure phases; φ = 1 in the solid, φ = -1 in
the liquid and the solid-liquid interface is described by −1 < φ < 1. This approach avoids
explicit tracking of the interface and thus the complex solid-liquid surfaces are extracted in
an efficient way [25–28]. An anti-trapping solute flux term was introduced in this model to
avoid unphysical solute-trapping effects due to the use of large numerical interface thickness
values at low solidification velocities. However, we will show below that the model does not
prevent solute-trapping at AM solidification velocities. The effects of melt convection are
not included in this model and thus solute is transported in the liquid by diffusion only. The
evolution equation for φ in 3D is expressed as
τ0a(nˆ)2
∂φ
∂t
= W 20∇ ·
[
a(nˆ)2∇φ
]
+
3∑
i=1
∂i
[
a(nˆ) ∂a(nˆ)
∂(∂iφ)
|∇φ|2
]
+φ− φ3 − λ1− ke (1− φ
2)2
[
exp(u)− 1 + G(z − V t)
mlc0/ke
]
. (1)
The dimensionless surface energy function a(nˆ) = 1− 
[
3− 4(n4x + n4y + n4z)
]
represents the
three-dimensional fourfold anisotropy at the solid-liquid interface with strength  and ni
is the interface normal vector pointing into liquid along the Cartesian direction, i, in the
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lab frame of reference. Alloy composition c0, liquidus slope ml, and equilibrium partition
coefficient ke are taken from a Ni-Nb phase diagram [29]. ke = cs/cl, where cs and cl are
the equilibrium compositions on the solid and liquid side of the interface. The dimensionless
chemical potential u is given by ln
(
2cke/c0
1+ke−(1−ke)φ
)
. A frozen-temperature approximation is
applied in which the temperature gradient G is translated along the z (growth) axis with a
velocity V .
The evolution equation for c is given by
∂c
∂t
= −∇ ·
[
−12(1 + φ)Dl c exp(u)
−1∇ exp(u) + 1
2
√
2
W0(1− ke) exp(u)∂φ
∂t
∇φ
|∇φ|
]
, (2)
where the first term inside the square bracket represents a standard Fickian diffusion flux
and the second term is the anti-trapping solute flux. Dl is the diffusivity of solute in the
liquid.
The numerical parameters in this model, W0: the interface thickness, τ0: the phase-
field relaxation time, and λ: a dimensionless coupling constant, are linked to the material
properties via the chemical capillary length d0 = a1W0/λ and the time scale for diffusion
τ0 = a2λW 20 /Dl using a thin-interface analysis which makes the interface kinetics vanish.
The numerical constants are given by a1 = 0.8839 and a2 = 0.6267, after Ref. [23]. Both W0
and τ0 values are used to render all the simulation parameters dimensionless.
2.1. Simulation setup
In order to study microstructure evolution, φ (Eq. (1)) and c (Eq. (2)) equations of motion
are solved on a uniform mesh, using a finite volume method and an explicit time marching
scheme. A zero-flux boundary condition is applied on both φ and c fields in all directions.
The size of the simulation box in the growth (z) direction is taken as 10µm, which is at least
50 times the diffusion length Dl/V , and varying domain sizes, Lx × Ly, are used ranging
from 2µm × 2µm to 4 µm × 4µm depending on the fineness of the γ cells simulated. For
each simulation, a grid spacing ∆x/W0 = ∆y/W0 = ∆z/W0 = 0.8 and a time step ∆t/τ0 =
0.05 are used. An interface width of W0 = 0.01 µm, corresponding to λ = 1.38, is used.
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Each simulation begins from the bottom of the simulation box with a thin solid layer of
height 0.05µm and with an initial Nb composition of kec0 in the solid and c0 in the liquid.
Small, random amplitude perturbations are applied at the initial solid-liquid interface, from
which stable perturbations grow with time and break into steady state γ cells. After these
cells have grown to a pre-defined length, we translate the box upward and in doing so the
solid in the bottom of the box is removed. This approach does not modify the dynamics
of the cellular solidification front since there is negligible diffusion in the solid, but saves a
considerable amount of computation time and storage.
2.2. Parameter details
It should be noted that we have approximated the Inconel 718 (IN718) multicomponent
alloy to be a binary Ni-5 % 1 Nb in this study. The corresponding pseudobinary phase
diagram of IN718-5 % Nb alloy is given in Refs. [29, 30]. The solidification sequence of this
alloy was found to be completely liquid (L) above Tl = 1637 K, solid FCC γ and L coexistence
in Ts < T < Tl, and completely solid below Ts = 1580 K. γ-solidification continues until
intermetallic eutectic phases, such as Ni3Nb, appear in the microstructure below the eutectic
temperature Te = 1473 K. The thermophysical parameters of the dilute IN718-5 % Nb alloy
are taken directly from Refs. [11, 29, 30] and listed in Tab. 1.
Table 1: Material properties used in the simulations, after Refs. [11, 30].
Initial alloy mass fraction, c0 5 %
Equilibrium partition coefficient, ke 0.48
Liquidus slope, ml -10.5 K %−1
Liquid diffusion coefficient, Dl 3× 10−9 m2 s−1
Anisotropy strength,  3 %
Gibbs-Thomson coefficient, Γ 3.65× 10−7 K m
The γ cells in a solidifying melt pool grow roughly perpendicular to the solid-liquid
interface at a velocity V . The solidification parameters (G and V in Eq. (1)) are therefore
estimated from the melt pool solid-liquid boundary given by a 3D finite element simulation
1Concentration is represented in mass fraction in the present paper.
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for a single line laser scan on a single layer IN718 powder with a beam power of 195 W and
scan speed of 0.8 m s−1, as reported in [20]. V ranges from 0.01 m s−1 to 0.3 m s−1 and G
ranges from 2.4× 107 K m−1 to 0.14× 107 K m−1 as we move from the bottom to the rear
of the solid-liquid boundary in a typical melt pool shape. These G and V values are used to
simulate solidification microstructures at different locations within the melt pool.
3. Results
3.1. General features of the γ phase
The morphologies in a solidifying melt pool grow in the direction of the temperature
gradient G at a velocity V . There exist several criteria to determine if the γ-solidification
morphology will be planar, cellular or dendritic. The lower limit for the transition of solidi-
fication morphologies can roughly be estimated by satisfying the constitutional supercooling
criterion: Vcs = GDl/∆T0, where ∆T0 = 57 K is the freezing range of IN718-5 % Nb alloy.
Whereas the upper limit of the above transition is given by the absolute stability crite-
rion [31]: Vab = ∆T0Dl/(keΓ). The physical meaning of aforementioned limits is that as
long as V is below Vcs, the solidification growth front will be planar, it breaks into cells
or dendrites with increasing V above Vcs, and for V > Vab, the morphological instability
(Mullins-Sekerka instability [31]) that gives rise to cells/dendrites is suppressed leading back
to a planar growth front. Referring to the expressions for Vcs and Vab, G becomes a less
important parameter in the high-velocity limit [17]. We therefore employ a fixed value of
G = 107 K m−1 for the phase-field simulations and represent our data as a function of V
only. The values of V estimated from FEA simulations are between Vcs < V < Vab, where
Vcs = 0.0005 m s−1 and Vab = 1 m s−1, which suggests that the melt pool will solidify into
cellular/dendritic microstructures.
The essence of cellular solidification from the phase-field simulations is as follows. Simu-
lations start with the procedure described in Sec. 2.1. The initial Mullins-Sekerka instabil-
ity [31] in the solid-liquid interface is followed by intermediate transient stages of growth by
merging or splitting of the neighboring cells, which finally develops in to steady state cellular
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microstructure. At this stage, the number of cells appearing in the simulation box remains
constant and their large-scale geometrical features (growth front, shape and trunk) do not
change with time. Cell tips at this stage move with the temperature field at a constant ve-
locity V , which equals that estimated from the finite element simulation. We did not notice
any quantitative changes in the steady state microstructural features with varying magni-
tudes of initial interface perturbations in our simulations. The trasient state was extremely
short-lived and rapidly reached to steady state. The transient microstructural evolution can
further include Mullins-Sekerka instability [31], which may lead to different transient cellular
stages of growth, as discussed in [32, 33]. The present work focuses on the analysis of well
developed γ-cells when transient effects are absent. A typical example of the simulated 3D
cells is presented in Fig. 1.
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Figure 1: (a) Typical snapshot picture showing a steady state cellular growth front for V = 0.05 m s−1, which
is extracted at the contour φ = 0. Growth direction z is vertical. Average cell spacing λc measured from
this microstructure is 0.22 µm. (b) Variation of Nb along the major axis of a dendrite is shown. Niobium
remains constant in the cell core (A) and varies from the cell tip (B) and beyond in the far field liquid (C).
The cell core and tip compositions are used to illustrate microsegregation in Sec. 3.4.
Three essential features can be seen in the cellular microstructure of Fig. 1a. First, the
average distance between the tips of neighboring γ-cells remains constant at steady state,
which we refer to henceforth as the primary cell spacing λc. In our simulations, λc varies
with V , which is described in Sec. 3.2. Second, Nb composition varies between the liquid
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ahead of the cell tips and the intercellular liquid, and along the cells (Fig. 1b). An analysis
of the Nb concentration field is given in Sec. 3.4.
Third, spherical droplets feature in the cell roots. In order to maintain the steady state
average distance between the cell tips and the cell roots, Nb-rich droplets periodically pinch
off from the bottom of intercellular liquid, resulting in a discontinuous array of spherical
pockets in the γ solid. These Nb-rich droplets could transform to secondary eutectic phases
below the eutectic temperature. Similar microstructural features have also been reported in
experiments as well as in simulations [34–36].
3.2. Characteristic γ cell spacings
The average cell spacing λc developed in the simulated 3D cellular microstructure is
estimated by calculating the mean power spectrum Sk = |h(k)|2, where h(k) is the Fourier
transform of the solid-liquid surface profile h(z) and k is the wave number, in the following
manner
2pi
λc
= kmean =
∑
k>0 kSk∑
k>0 Sk
. (3)
We show one instance of such a spectrum in Fig. 2. The main peak in this spectrum
corresponds to the dominant wavelength in the microstructure, i.e. λc. For the melt pool
solidification conditions considered, λc obtained in 3D simulations ranges from 0.1 µm to
0.5µm, while in 2D simulations λc ranges from 0.2 µm to 1.1µm. On average λc is smaller
in 3D than that in 2D, since solute diffusion at the cell tips is more efficient in 3D than
that in 2D simulations. Similar cell spacing data have also been reported in recent L-PBF
experiments [2, 8] conducted on an Inconel alloy with the same laser processing parameters
used in [20].
Characteristic steady state spacings that develop in the solidification microstructures are
generally a geometric mean of three different length scales associated during the growth of
interfacial morphological instabilities into cellular structures [14, 37, 38]. These lengths are
the capillary length d0, thermal length lT = ∆T/G, and diffusion length lD = D/V . The
average cell spacing thus can be represented by a product mixture of these length scales
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Figure 2: Power spectrum calculated from a simulated 3D cellular microstructure for V = 0.05 m s−1. The
main peak corresponds to the primary cell spacing λc in the microstructure. Note that we consider the
microstructure only above the solidus temperature Ts above which no droplets are seen.
resulting in power laws of the form (d0lDlT )1/3, (d0l2DlT )1/4 or (d0lDl2T )1/4, as reviewed in
[14]. A comparison of phase-field spacing data with these predictions is shown in Fig. 3.
It is evident that the data matches none of the predictions, however, on average they are
between (d0l2DlT )1/4 and (d0lDl2T )1/4, or ∝ G−mV −n, with m and n between 0.25 to 0.5, when
expressed in terms of the solidification conditions G and V .
Different analytical models are available to estimate λc from a cellular/dendritic mi-
crostructure. To mention a few, the model of Hunt and Lu [39, 40] predicts λc ∝ V −0.6 with
no significant dependence on G. Ma and Sham [41] estimated λc ∝ V −0.5 also with no depen-
dence on G. While independent works of Hunt [42], Trivedi [43] and Kurz and Fisher [44]
estimated λc ∝ G−0.5V −0.25, although from different approaches. However, none of these
correlations predict the spacing selection in arbitrary solidification conditions [7]. We will
show below that cell growth variables such as dendrite tip radius, tip temperature and tip
concentration vary with V (also reviewed in Ref. [45]) and therefore the above theoretical
estimations for λc based on any tip operating conditions and geometrical approximations
(ellipsoid, hemispherical) for the cell shape do not strictly apply [14, 15].
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Figure 3: Phase-field simulated cell spacing data are compared with different scaling predictions. 3D data
are best approximated between (d0l2DlT )1/4 and (d0lDl2T )1/4.
3.3. Characteristic γ solid fractions
The solidification paths of the simulated cellular microstructures are approximated by
extracting the data for volume fraction of solid fs as a function of temperature T , i.e. fs(T ).
Note that T is proportional to the distance in growth direction z. fs(T ) is estimated by the
area fractions of the solid in the xy-planes perpendicular to the growth axis z as
fs(T (z)) =
1
LxLy
∫ 1
2 [1 + φ(x, y, z)] dx dy, (4)
where φ = 1 in the solid and -1 in the liquid. The calculation of fs(T ) is illustrated in Fig. 4.
fs(T ) is equal to zero in the liquid ahead of the cell front and increases behind the cell front
as a function of depth in the mushy region until fs(T )→ 1 during late stages of solidification
close to bottom of the simulation box. The solid-liquid interface close to the cellular growth
front can roughly be approximated by the fs(T ) curves near fs = 0. The steepness of the
fs(T ) curves, i.e. |dfs/dT |, decreases with decreasing V . This indicates that the intercellular
liquid regions become deeper with decreasing V (from Vab) and thus liquid can exist up to
greater depths in between the cells. A measurement of |dfs/dT | near fs = 0 is therefore
used to describe the distribution of liquid in the intercellular channels that influence other
processes, such as the solidification shrinkage and cracking behavior during late stages of
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solidification [18, 46, 47]. A longer liquid channel hinders feeding of the liquid to the bottom
of intercellular regions and thus affects solidification shrinkage and promotes solidification
crack formation in the mushy zone. In our simulations, |dfs/dT | ranges from 0.1 K−1 to
1.4 K−1 as V ranges from 0.01 m s−1 to 0.3 m s−1. Although the present simulations are
conducted for a constant G and c0, fs(T ) is a function of G and c0, since the length (≈
∆T0/G) of intercellular liquid channels varies with these parameters [14, 15, 47].
Referring to Fig. 4, the length of the mushy zone is largest for low V and decreases
with increasing V , which suggests that the probability of defect formation is also higher at
low V . The statistics of the mushy zone in fs(T ) curves are noisy which is due to rapid
connection and disconnection events between the cell roots at different depths within the
mushy zone leading to non-uniform distribution of solid and liquid phases. Recent studies
in Refs. [48, 49] have also found such non-steady behavior in the mushy zone, resulting in
similar fs(T ) curves as ours. We calculate fs(T ) using the Scheil equation [14, 15], the lever
rule [14, 15] and the truncated Scheil approximation [50] for reference. The discrepancies
between the microsegregation models and our phase-field simulations are evident in Fig. 4.
The Scheil equation assumes no diffusion in the solid while the lever rule assumes infinite
diffusion in the solid for a planar solid-liquid interface. The truncated Scheil solid fraction is
shown for V = 0.01 m s−1, which takes into account the cell tip composition (from Eq. (7))
to calculate fs and is close to the simulation data for 0.01 m s−1. The fs(T ) curves are
used in the following sections to extract the cell tip temperatures as well as the bridging
temperatures when the cell roots grow toward each other and coalesce in the mushy zone.
The mushy zone coalescence behavior is further elaborated in Sec. 3.5.
3.4. Characteristic compositions: microsegregation, solute-trapping
Microsegregation (i.e. spatial distributions of Nb in the solidified γ phase) is inevitable
during AM solidification processing. Niobium composition varies from the cell core (c∗s)
to the cell tip (cmax) and beyond in the far field liquid (c0) (Fig. 1b). c∗s remains nearly
constant inside the cells as the diffusivity of solid is negligible. c∗s values are extracted from
the simulations for each V , using a procedure given in Ref. [51], and plotted in Fig. 5. c∗s
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Figure 4: Solid fraction fs vs. T is presented for various V . fs (or fl ) decreases (increases) with increasing
T . fs is 0 in the liquid and approaches 1 during terminal solidification. Ts and Tl are shown for illustration.
The simulation data are compared with the Scheil, lever and truncated Scheil approximations for reference.
increases with increasing solid-liquid interface velocity V due to insufficient time for Nb to
diffuse from the solid to the liquid. c∗s can be estimated following Kurz and Fisher [15]
who analyzed the diffusion fields around an isolated cell/dendrite tip of paraboloid (3D) or
parabolic (2D) revolution with zero capillarity which led to the following analytical equations
Gc = − V
Dl
c∗s
ke
(1− ke), (5)
R = 2pi
[
Γ
mlGc −G
] 1
2
, (6)
c∗s =
kec0
1− (1− ke)Iv(P ) , (7)
Iv(P ) ≡ P exp(P )E1(P ) (in 3D), (8)
Iv(P ) ≡
√
piP exp(P ) erfc(
√
P ) (in 2D), (9)
P = RV2Dl
, (10)
∆T = −mlc0Iv(P )(1− ke)1− (1− ke)Iv(P ) +
2Γ
R
. (11)
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In the above equations, Gc is the composition gradient in the liquid, R the cell/dendrite tip
radius, c∗s the cell core composition, E1(P ) the first exponential integral of the cell/dendrite
Pe´clet number P and ∆T the cell tip undercooling. The expressions for the Ivantsov func-
tion Iv(P ) differ in 2D and 3D to represent different cell tip geometries. We compare our
simulation results with the above theory in Fig. 5. The comparison between the 3D data
and the theory is reasonably good with an error on the order of ± 5 %, while the 2D data
are far from the prediction. Note that 3D simulations predict a lower Nb concentration in
the cell core since more Nb can diffuse in/out from a 3D cell compared to a 2D cell.
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Figure 5: 3D data and predictions are represented by blue and 2D data and predictions are represented
by red. Simulated cell core composition c∗s values are compared with the theory considering equilibrium
partitioning at the solid-liquid interface given by ke (Eq. (7)). Equation (8) is substituted in Eq. (7) to
obtain 3D prediction for c∗s. Equation 9 is substituted in Eq. (7) to obtain 2D prediction for c∗s. While
3D data are close to the prediction, 2D data are far from this. The comparison with V -dependent solute
partitioning coefficient, given by kv, is also presented in order to illustrate the degree of non-equilibrium
solute-trapping behavior. For details, please refer to the text.
Close to the cell tips, there is a spike in Nb composition cmax due to rejection of Nb by the
growing cells (Fig. 1b). Although not shown here, cmax varies with V in a manner similar to
c∗s. Such V -dependent solute partitioning indicates that the equilibrium partition coefficient,
ke, is not recovered at the solid-liquid interface and thus the local interface equilibrium
fails. The partitioning of Nb in the solid and liquid is thus described by a V -dependent
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microsegregation coefficient kv [52], which reads as kv(V ) = c
∗
s
cmax . The kv data are plotted
against V and fitted with the Aziz solute-trapping function [52], given by kv(V ) = ke+V/VD1+V/VD ,
to obtain a characteristic solute-trapping velocity VD = 62 cm s−1 (Fig. 6). Note that solute
partitioning across a 2D cellular growth front resulted in VD = 32 cm s−1, whereas across
a planar growth front VD = 23 cm s−1. The extent of solute partitioning is different in
different dimensions, primarily due to the average curvature at the cell tips, as illustrated in
the literature [14].
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0.01  0.1  1  10  100  1000
ke
k v
V (cm/s)
3D
2D
1D
Figure 6: The extracted kv values from 3D simulations are plotted for various V along with a fit to the Aziz
function [52]. 2D and 1D simulation data are also presented using the same approach to illustrate the effect
of dimensionality on the partitioning of solute at the solid-liquid interface. Note that with increasing V , kv
increasingly deviates from equilibrium ke.
In order to predict the dependence of the extent of cell core microsegregation on V , the
theoretical predictions are made V -dependent by replacing ke with kv in Eqs. (5)–(11) in
a heuristic approach. The V -dependent prediction for c∗s following kv(V ) values is given in
Fig. 5. The differences in c∗s between the theory (using kv) and simulated values (using ke) at
each V predict the range of solute-trapping, the magnitude of which increases with increasing
V . This behavior is expected when the AM velocity approaches Vab. Similar solute trapping
behavior has been reported in recent numerical studies [13, 36, 51, 53]. Note that the effect
of kv is included in Eqs. (5)–(11) in an ad hoc manner. Therefore, we may be neglecting
important terms or features that might otherwise be present in a formal, more self-consistent
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derivation of the velocity dependence. If the curvature correction is included in ke following
ke(1 − (1 − ke)d0/ρ), where ρ is the cell tip curvature, the predictions for c∗s become closer
to the simulation data in Ref. [54]. Moreover, the dendrite growth theory does not include
the anisotropy effects associated with the surface energy. The anti-trapping solute flux in
Eq. (2) needs to be reformulated in order to match solute trapping behavior in real alloys
during AM processes.
3.5. Characteristic temperatures: tip and coalescence
The determination of the cell tip temperature is important as it controls the Nb parti-
tioning in the tip region of the growing cell and hence the final microsegregation pattern in
the γ solid. The cell tip temperature Ttip or the tip undercooling ∆T below Tl is predicted
by Eq. (11). The prediction is then compared with the phase-field data in Fig. 7. The ∆T
curves suggest that ∆T increases (or Ttip decreases) with increasing V . These results are
consistent with Fig. 4, where cell tips (approximated by fs → 0) are at lower temperatures
with increasing V . The ∆T data and theory (using ke) are comparable in Fig. 7. When the
prediction for ∆T is made using the V -dependent parameters, the comparison deviates at
high V approaching Vab. Note that the diffusion of heat is ignored in the present scenario,
and a linear frozen description is used to represent temperature. As our data suggest, these
approximations may not accurately reflect the AM solidification regime.
Behind the cell tips in the mushy zone, there is a characteristic plane where the neigh-
boring cell roots coalesce with each other, separating the liquid into isolated droplets. An
analysis of this plane in the AM solidification regime is essential as the temperature and
liquid fraction of this plane influence the tensile strength and resistance to rupture of the
semisolid mushy zone. We represent the characteristic bridging plane of the mushy zone by
an isotherm Tbridge. It is difficult to extract Tbridge from the root of the cells due to apparent
randomness in forming the connections and disconnections between the cell roots at regular
time intervals leading to bridge formations and droplet pinch offs. A measure of the Euler
characteristic is therefore used to represent the coalescence plane. In order to extract Tbridge
from the 3D mushy zone, we use the Hoshen-Kopelman algorithm, as given in Ref. [55]. The
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algorithm measures connectivity between the mathematical sets (or clusters) of a particular
field, such as the phase-field φ. The algorithm returns the Euler characteristic χ in terms
of the difference between the number of solid and liquid clusters in a xy-plane. A brief
procedure for the implementation of the algorithm is given here. First we convert the φ-field
of a xy-plane to either 1 or -1 depending on the sign of φ at each grid point and then count
the number N of connected and/or disconnected sets of 1 or -1. The Euler characteristic
of the xy-plane is then defined by χ = Nφ+1 - Nφ−1. Close to top of the simulation box,
where no cells and only liquid is present, the number of liquid clusters equals to 1 and the
number of solid clusters equals to zero, making χ = −1. With increasing distance from the
top, solid clusters appear disconnected in a xy-plane close to the tip region (Fig. 8a). With
further increasing distance from the top, solid clusters begin to connect with each other and
thus liquid becomes isolated in between the solids (Fig. 8b). Whereas in a plane deep in the
solid, solid is continuous and liquid is disconnected (Fig. 8c). Referring to the above planes,
the variation of χ is shown in Fig. 9. The value of χ changes from positive to negative as the
number of isolated liquid clusters becomes dominant deep in the coalesced solid. A value of
χ = 0 in the mushy zone represents a plane where solid cells and liquid channels are very
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connected, that is, the bridging plane (Fig. 8b).
(a) (b) (c)
Figure 8: Typical snapshot pictures showing connections between the cellular microstructural features varies
with depth z (or T ). Blue represents liquid and red represents solid. (a) Solid is disconncted and liquid is
connected in a plane in the liquid. (b) Solid cells and liquid channels coalesce in the mushy zone. (c) Solid
is connected and liquid is disconnected in a plane deep in the solid.
In Fig. 9, the value of χ = -1 in the far field liquid suggests that there are no cells and
only liquid is present. With increasing distance from the liquid, there is a spike in χ, which
roughly scales with the number of cells in the simulation box. As we further move towards
the solid, the liquid channels become highly disconnected and χ changes sign from positive
to negative. The χ(T ) data are noisy in the mushy zone which is not surprising due to the
apparent randomness during coalescence and pinch off events close to the cell roots. We do
not smooth these curves, as our objective is to extract the value of T when χ vanishes only.
The characteristic temperature Tbridge is extracted from the mushy zone in Fig. 9 and
presented in Fig. 10, along with a reference to the liquidus and eutectic temperatures from
the phase diagram [30]. It is evident that Tbridge increases with decreasing V, which also
signifies that more liquid is retained in the mushy zone with decreasing V . We extract the
solid fraction fs corresponding to the Tbridge isotherm, as shown in Fig. 11. The fs(Tbridge)
curves suggest that coalescence takes place when fs ranges from 0.6 to 0.7 in the mushy
zone. When fs is greater than 0.7 in our simulations, there is a morphological change in
the primary γ phase from isolated solid clusters of the cells surrounded by liquid, to a
continuous solid network with isolated liquid droplets. This type of transition from a solid-
like to a liquid-like behavior in the mushy zone is very critical in the formation of solidification
defects [47, 56, 57]. We have also noticed that over very short distances from the bridging
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a plane in the mushy zone represented by χ = 0 is the bridging plane.
plane in the mushy zone, fs increases rapidly to 0.9 and above. This is not surprising due to
the rapid nature of AM solidification. It is worth noting that, when the temperature drops
below Te, any remaining liquid in the mushy zone becomes metastable and could transform
to secondary eutectic phases. The residual liquid volume and temperature in the mushy
zone may thus influence processes such as solid bridging in late solidification stages and
precipitation of secondary phases in the solid-state. The present binary model however does
not represent any phases beyond liquid and γ. Work in this direction is currently in progress
using multi-phase-field approaches [58–60].
4. Discussion
The present results can be used as a reference for simulation of AM microstructures using
the quantitative phase-field model proposed in Refs. [23, 24]. This model is based on signifi-
cant simplifications of real AM experiments, such as the frozen-temperature approximation,
absence of convection and absence of interface kinetics. Our results show that local equilib-
rium does not hold during AM solidification, although the anti-trapping solute flux term (in
Eq. (2)) is meant to enforce local equilibrium. This contribution, in particular, needs refine-
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are used to illustrate Tbridge relative to different invariant temperatures in the phase diagram [29, 30].
ment in order to quantify the interface-induced solute-trapping during AM processes. The
fundamental solid-liquid interface properties such as surface energy and kinetic coefficients
are also needed for more accurate simulations.
We ignore the effects of convection on the primary arm spacing and Nb segregation. The
related number for convective turbulent flow is the Prandtl number ≈ 0.3 and for thermal
transport is the Lewis number ≈ 700 for Ni-Nb. One would expect these numbers to some-
what affect the microstructure evolution during rapid directional solidification, however the
magnitude of these effects has not been tested presently in this study. Effects of convection
on the primary arm spacing is not as pronounced compared to the sidebranches [12, 13],
which are not observed in our simulations. Interestingly, the simulations performed by Lee
et al. [13] showed that the effects of convection are negligible where 3D simulations were
concerned, and thus the solute partitioning across the interface remains similar when sim-
ulations were conducted with and without convection. Details of 2D and 3D simulations
of dendritic solidification under convection are illustrated in Refs. [13, 61]. The effects of
convection modify the Ivantsov function (Eqs. (8) and (9)) during rapid directional solidifi-
cation, as discussed in Ref. [62]. Moreover, diffusion of heat is ignored in the present work.
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This can be accommodated in a thermo-solutal phase-field model where a temperature field
is also solved simultaneously along with φ and c [54]. Approximation of temperature as a
planar isotherm may be strongly idealized when compared to AM conditions.
The present work provides a qualitative basis for the connections and coalescence be-
tween cells belonging to the same grain. Simulations have been performed in bi-crystals,
where the misorientation angles and the convergent/divergent growth conditions were con-
sidered between grains which have been found to affect the coalescence behavior in the mushy
zone [18, 19, 47, 63]. In this regard, hot cracking models [18, 19, 63] coupled with phase-field
simulations or phase-field crystal models [64] could capture the solidification shrinkage, me-
chanical strains, liquid cavitation, and microsegregation behavior in the mushy zone during
late stage AM solidification in order to model microporosity, hot cracking and other defor-
mation mechanisms within a dendritic framework. The solidification shrinkage stress was
found to be larger with increasing velocity [64], for which the coalescence begins at a smaller
solid fraction. Late stage solidification behavior during equiaxed mode of solidification was
found different than cellular mode of solidification in Ref. [65].
Solute diffusion is very efficient in 3D and cell spacings are therefore smaller in 3D
compared to 2D. The cell spacings simulated in the present work are smaller than 0.5µm.
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Such dense cellular microstructures provide significant resistance to fluid flow in experiments
following an exponential increase of the damping effect in the mushy region and the effects
of convection are therefore minimized [66, 67]. The effect of fluid convection is less in
the solidification or microstructure evolution front compared to vicinity of the molten pool
surface in a laser melting process [9]. The number of primary cells remains same with
and without fluid flow during the simulations reported in Refs. [9, 13, 67]. In addition,
consideration of a dilute alloy reduces the effects of convection on the solute composition [12].
Neglecting convection in this work is therefore reasonable, given our focus on the average
behavior of primary dendrites toward the selection of spacing, composition, temperature,
and coalescence patterns.
5. Conclusions and perspectives
We have used a binary alloy phase-field model to simulate 3D AM cellular microstructures
that form under the solidification conditions obtained from a (FEA simulated) 3D melt
pool. A Ni-Nb binary alloy is modeled with properties approximating a Ni-based superalloy.
Our simulation results show that cell spacings are finer in 3D in comparison to 2D and are
approximated by λc ∝ G−mV −n with m and n between 0.25 and 0.5. Through the analysis of
the composition fields, we show that microsegregation in 3D cell core is well approximated by
the dendrite growth theory, while 2D simulation results deviate significantly from the theory.
On the other hand, the simulated T fields are close to the theory even in the AM solidification
regime. Our results from the analysis of solidification pathways by fs vs. T curves estimate
the cumulative solid and liquid fractions in x − y vertical sections. The Hoshen-Kopelman
algorithm was then used to analyze the mushy zone from these sections in order to determine
the characteristic bridging plane on the basis of zero Euler characteristic. The results from
these analyses indicate that the onset of coalescence occurs when the solid fraction of γ in
the mushy zone is between 0.6 and 0.7. The residual liquid volume fraction in the mushy
zone may have influence on the formation of solidification defects during late solidification
stages. These results provide a basis in our ongoing efforts on predictive simulation of AM
solidification microstructures.
22
The simulated microstructures and the concentration field can be used as inputs for the
simulation of subsequent solid-state phase transformations. Secondary eutectic phases may
arise in between the γ-cells because the Nb-rich droplets observed in the present simulations
are expected to transform into Laves phase during the subsequent stages of solidification in
IN718 [11, 29, 53]. Particularly for the discontinuous liquid droplets that emerge as a function
of pinching off from the cell roots, an analysis of these structures can offer insight into the size
and volume fraction of secondary phases [68]. We plan on molecular dynamics simulations to
obtain realistic values of solid-liquid interfacial energy and kinetic coefficients for the phase-
field simulations. Integrated modeling of solidification and solid-state transformations would
help parameter-microstructure optimization and hence alloy development.
Acknowledgments
We thank Li Ma for providing results from the finite element simulations and Greta Lind-
wall for the thermodynamic calculations. S.G. thanks William Boettinger, Kevin McReynolds
and Eric Zhu for careful reading of the manuscript and constructive feedback. S.G. acknowl-
edges Lyle Levine and Eric Lass for discussions of the experimental results at NIST that
inspired the present work. N.O.-O. acknowledges the following financial assistance: Award
No. 70NANB14H012 from U.S. Department of Commerce, National Institute of Standards
and Technology as part of the Center for Hierarchical Materials Design (CHiMaD).
References
References
[1] R. C. Reed, The Superalloys: Fundamentals and Applications, Cambridge University
Press, 2008.
[2] L. E. Murr, E. Martinez, K. N. Amato, S. M. Gaytan, J. Hernandez, D. A. Ramirez,
P. W. Shindo, F. Medina, R. B. Wicker, Fabrication of Metal and Alloy components
by Additive Manufacturing: Examples of 3D Materials Science, Journal of Materials
Research and Technology 1 (1) (2012) 42 – 54.
23
[3] M. M. Attallah, R. Jennings, X. Wang, L. N. Carter, Additive manufacturing of Ni-
based superalloys: The outstanding issues, MRS Bulletin 41 (10) (2016) 758–764.
[4] A. Formenti, A. Eliasson, H. Fredriksson, On the Dendritic Growth and Microsegrega-
tion in Ni-Base Superalloys In718, In625 and In939, High Temperature Materials and
Processes (2005) 221–238.
[5] N. J. Harrison, I. Todd, K. Mumtaz, Reduction of micro-cracking in nickel superal-
loys processed by selective laser melting: A fundamental alloy design approach, Acta
Materialia 94 (2015) 59 – 68.
[6] M. Ga¨umann, C. Bezenc¸on, P. Canalis, W. Kurz, Single-crystal laser deposition of
superalloys: processing–microstructure maps, Acta Materialia 49 (6) (2001) 1051 –
1062.
[7] H. S. Whitewell, L. Li, R. A. Overfelt, Influence of solidification variables on the dendrite
arm spacings of Ni-based superalloys, Metallurgical and Materials Transactions B 31B
(2000) 546 – 551.
[8] K. N. Amato, S. M. Gaytan, L. E. Murr, E. Martinez, P. W. Shindo, J. Hernandez,
S. Collins, F. Medina, Microstructures and mechanical behavior of Inconel 718 fabricated
by selective laser melting, Acta Materialia 60 (5) (2012) 2229 – 2239.
[9] Y. Lee, M. Nordin, S. S. Babu, D. F. Farson, Effect of fluid convection on dendrite arm
spacing in laser deposition, Metallurgical and Materials Transactions B 45 (4) (2014)
1520–1529.
[10] Y. J. Liang, X. Cheng, H. M. Wang, A new microsegregation model for rapid solidifica-
tion multicomponent alloys and its application to single-crystal nickel-base superalloys
of laser rapid directional solidification, Acta Materialia 118 (2016) 17 – 27.
[11] P. Nie, O. A. Ojo, Z. Li, Numerical modeling of microstructure evolution during laser
additive manufacturing of a nickel-based superalloy, Acta Materialia 77 (2014) 85–95.
24
[12] W. Wang, P. D. Lee, M. McLean, A model of solidification microstructures in nickel-
based superalloys: predicting primary dendrite spacing selection, Acta Materialia
51 (10) (2003) 2971 – 2987.
[13] L. Yuan, P. D. Lee, Dendritic solidification under natural and forced convection in
binary alloys: 2D versus 3D simulation, Modelling and Simulation in Materials Science
and Engineering 18 (5) (2010) 055008.
[14] M. Rappaz, J. A. Dantzig, Solidification, Engineering sciences, EFPL Press, 2009.
[15] W. Kurz, D. J. Fisher, Fundamentals of Solidification, Trans Tech Publications, Zurich,
Switzerland, 1998.
[16] S. Ghosh, L. Ma, N. Ofori-Opoku, J. E. Guyer, On the primary spacing and microseg-
regation of cellular dendrites in laser deposited Ni-Nb alloys, Modelling and simulation
in materials science and engineering 25 (6) (2017) 065002.
[17] W. Kurz, R. Trivedi, Rapid solidification processing and microstructure formation, Ma-
terials Science and Engineering: A 179 (1994) 46 – 51.
[18] M. Rappaz, J. M. Drezet, M. Gremaud, A new hot-tearing criterion, Metallurgical and
Materials Transactions A 30 (2) (1999) 449–455.
[19] N. Wang, S. Mokadem, M. Rappaz, W. Kurz, Solidification cracking of superalloy single-
and bi-crystals, Acta Materialia 52 (11) (2004) 3173 – 3182.
[20] T. Keller, G. Lindwall, S. Ghosh, L. Ma, B. Lane, F. Zhang, U. R. Kattner, E. A.
Lass, J. C. Heigel, Y. Idell, M. E. Williams, A. J. Allen, J. E. Guyer, L. E. Levine,
Application of Finite Element, Phase-field, and CALPHAD-based Methods to Additive
Manufacturing of Ni-based Superalloys, Acta Materialia 139 (2017) 244–253.
[21] A. Karma, W.-J. Rappel, Quantitative phase-field modeling of dendritic growth in two
and three dimensions, Phys. Rev. E 57 (1998) 4323–4349.
25
[22] T. Takaki, Phase-field modeling and simulations of dendrite growth, ISIJ International
54 (2) (2014) 437–444.
[23] A. Karma, Phase-field formulation for quantitative modeling of alloy solidification, Phys-
ical Review Letters 87 (2001) 115701.
[24] B. Echebarria, R. Folch, A. Karma, M. Plapp, Quantitative phase-field model of alloy
solidification, Physical Review E 70 (6) (2004) 061604.
[25] L. Q. Chen, Phase field models for microstructure evolution, Annu. Rev. Mater. Res.
32 (2002) 113–140.
[26] W. J. Boettinger, J. A. Warren, C. Beckermann, A. Karma, Phase field simulation of
solidification, Annu. Rev. Mater. Res. 32 (2002) 163–194.
[27] I. Steinbach, Phase field models in materials science, Modelling and Simulation in Ma-
terials Science and Engineering 17 (2009) 073001.
[28] N. Moelans, B. Blanpain, P. Wollants, An introduction to phase-field modeling of mi-
crostructure evolution, Calphad 32 (2) (2008) 268 – 294.
[29] L. Nastac, D. M. Stefanescu, Macrotransport-solidification kinetics modeling of equiaxed
dendritic growth: Part II. Computation problems and validation on INCONEL 718
superalloy castings, Metallurgical and Materials Transactions A 27 (12) (1996) 4075–
4083.
[30] G. A. Knorovsky, M. J. Cieslak, T. J. Headley, A. D. Romig, W. F. Hammetter, IN-
CONEL 718: A solidification diagram, Metallurgical Transactions A 20 (10) (1989)
2149–2158.
[31] W. W. Mullins, R. F. Sekerka, Stability of a planar interface during solidification of a
dilute binary alloy, Journal of Applied Physics 35 (2) (1964) 444–451.
[32] J. A. Warren, J. S. Langer, Stability of dendritic arrays, Phys. Rev. A 42 (1990) 3518–
3525.
26
[33] J. A. Warren, J. S. Langer, Prediction of dendritic spacings in a directional-solidification
experiment, Phys. Rev. E 47 (1993) 2702–2712.
[34] L. H. Ungar, R. A. Brown, Cellular interface morphologies in directional solidification.
IV. The formation of deep cells, Phys. Rev. B 31 (1985) 5931–5940.
[35] W. J. Boettinger, L. A. Bendersky, R. J. Schaefer, F. S. Biancaniello, On the formation
of dispersoids during rapid solidification of an Al-Fe-Ni alloy, Metallurgical Transactions
A 19 (4) (1988) 1101–1107.
[36] W. J. Boettinger, J. A. Warren, Simulation of the cell to plane front transition during
directional solidification at high velocity, Journal of Crystal Growth 200 (1999) 583 –
591.
[37] H. Mu¨ller-Krumbhaar, W. Kurz, E. Brener, Solidification, Wiley-VCH Verlag GmbH &
Co. KGaA, 2005, pp. 81–170.
[38] R. Trivedi, W. Kurz, Dendritic growth, International Materials Reviews 39 (2) (1994)
49–74.
[39] S.-Z. Lu, J. Hunt, A numerical analysis of dendritic and cellular array growth: the
spacing adjustment mechanisms, Journal of Crystal Growth 123 (1) (1992) 17 – 34.
[40] J. Hunt, S.-Z. Lu, Numerical modelling of cellular and dendritic array growth: spacing
and structure predictions, Materials Science and Engineering: A 173 (1) (1993) 79 – 83.
[41] D. Ma, P. R. Sham, Primary spacing in directional solidification, Metallurgical and
Materials Transactions A 29 (13) (1998) 1113–1119.
[42] J. D. Hunt, Cellular and primary dendrite spacings, in: Proc. Int. Conf. on Solidification
and Casting of Metal (London:The Metal Society), 1979, pp. 3–9.
[43] R. Trivedi, Interdendritic spacing: Part II. A comparison of theory and experiment,
Metallurgical and Materials Transactions A 15 (6) (1984) 977–982.
27
[44] W. Kurz, B. Giovanola, R. Trivedi, Theory of microstructural development during rapid
solidification, Acta Metallurgica 34 (5) (1986) 823 – 830.
[45] Z. Wang, J. Wang, J. Li, G. Yang, Y. Zhou, Quantitative investigation of cellular growth
in directional solidification by phase-field simulation, Physical Review E 84 (4) (2011)
041604.
[46] S. Kou, A criterion for cracking during solidification, Acta Materialia 88 (2015) 366 –
374.
[47] L. Wang, N. Wang, N. Provatas, Liquid channel segregation and morphology and their
relation with hot cracking susceptibility during columnar growth in binary alloys, Acta
Materialia 126 (2017) 302 – 312.
[48] Y. Ma, M. Plapp, Phase-field simulations and geometrical characterization of cellular
solidification fronts, Journal of Crystal Growth 385 (2014) 140–147.
[49] B. Kauerauf, G. Zimmermann, S. Rex, M. Mathes, F. Grote, Directional cellular growth
of succinonitrile–0.075 wt% acetone bulk samples: Part 1: Results of space experiments,
Journal of Crystal Growth 223 (2001) 265 – 276.
[50] S. Flood, J. Hunt, Columnar and equiaxed growth: I. A model of a columnar front with
a temperature dependent velocity, Journal of Crystal Growth 82 (3) (1987) 543–551.
[51] A. Farzadi, M. Do-Quang, S. Serajzadeh, A. H. Kokabi, G. Amberg, Phase-field simu-
lation of weld solidification microstructure in an Al-Cu alloy, Modelling and Simulation
in Materials Science and Engineering 16 (6) (2008) 065005.
[52] M. J. Aziz, Model for solute redistribution during rapid solidification, Journal of Applied
Physics 53 (2) (1982) 1158–1168.
[53] J. Kundin, L. Mushongera, H. Emmerich, Phase-field modeling of microstructure for-
mation during rapid solidification in Inconel 718 superalloy, Acta Materialia 95 (2015)
343 – 356.
28
[54] A. M. Mullins, J. Rosam, P. K. Jimack, Solute trapping and the effects of anti-trapping
currents on phase-field models of coupled thermo-solutal solidification, Journal of Crys-
tal Growth 312 (11) (2010) 1891 – 1897.
[55] J. Hoshen, R. Kopelman, Percolation and cluster distribution. I. cluster multiple labeling
technique and critical concentration algorithm, Phys. Rev. B 14 (1976) 3438–3445.
[56] Y. Zhou, A. Volek, R. F. Singer, Influence of solidification conditions on the castability of
nickel-base superalloy IN792, Metallurgical and Materials Transactions A 36 (3) (2005)
651–656.
[57] Y. Chen, F. Lu, K. Zhang, P. Nie, S. R. E. Hosseini, K. Feng, Z. Li, Dendritic microstruc-
ture and hot cracking of laser additive manufactured Inconel 718 under improved base
cooling, Journal of Alloys and Compounds 670 (2016) 312 – 321.
[58] S. Ghosh, A. Choudhury, M. Plapp, S. Bottin-Rousseau, G. Faivre, S. Akamatsu, In-
terphase anisotropy effects on lamellar eutectics: A numerical study, Physical Review
E 91 (2015) 022407.
[59] S. Ghosh, Effects of solid-solid boundary anisotropy on directional solidification mi-
crostructures, Ph.D. thesis, Ecole Polytechnique (2015).
[60] S. Ghosh, M. Plapp, Influence of interphase boundary anisotropy on bulk eutectic so-
lidification microstructures, Acta Materialia 140 (2017) 140 – 148.
[61] M. Eshraghi, M. Hashemi, B. Jelinek, S. D. Felicelli, Three-dimensional lattice boltz-
mann modeling of dendritic solidification under forced and natural convection, Metals
7 (11) (2017) 474.
[62] P. Galenko, D. Danilov, K. Reuther, D. Alexandrov, M. Rettenmayr, D. Herlach, Effect
of convective flow on stable dendritic growth in rapid solidification of a binary alloy,
Journal of Crystal Growth 457 (2017) 349 – 355.
29
[63] M. Rappaz, A. Jacot, W. J. Boettinger, Last-stage solidification of alloys: Theoretical
model of dendrite-arm and grain coalescence, Metallurgical and Materials Transactions
A 34 (3) (2003) 467–479.
[64] N. Wang, N. Smith, N. Provatas, Investigating gas-phase defect formation in late-stage
solidification using a novel phase-field crystal alloy model, Phys. Rev. Materials 1 (2017)
043405.
[65] D. Montiel, S. Gurevich, N. Ofori-Opoku, N. Provatas, Characterization of late-stage
equiaxed solidification of alloys, Acta Materialia 77 (2014) 183 – 190.
[66] W. Yang, K. Chang, W. Chen, S. Mannan, J. DeBarbadillo, Freckle criteria for the
upward directional solidification of alloys, Metallurgical and Materials Transactions A
32 (2) (2001) 397–406.
[67] W. Tan, N. S. Bailey, Y. C. Shin, A novel integrated model combining cellular automata
and phase field methods for microstructure evolution during solidification of multi-
component and multi-phase alloys, Computational Materials Science 50 (9) (2011) 2573
– 2585.
[68] S. Ghosh, M. R. Stoudt, L. E. Levine, J. E. Guyer, Formation of Nb-rich droplets in
laser deposited Ni-matrix microstructures, Scripta Materialia 146 (2018) 36 – 40.
30
