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THE VLASOV-POISSON-BOLTZMANN SYSTEM FOR THE WHOLE RANGE OF
CUTOFF SOFT POTENTIALS
QINGHUA XIAO, LINJIE XIONG, AND HUIJIANG ZHAO
Abstract. The dynamics of dilute electrons can be modeled by the fundamental one-species Vlasov-Poisson-
Boltzmann system which describes mutual interactions of the electrons through collisions in the self-consistent
electrostatic field. For cutoff intermolecular interactions, although there are some progress on the construction
of global smooth solutions to its Cauchy problem near Maxwellians recently, the problem for the case of very
soft potentials remains unsolved. By introducing a new time-velocity weighted energy method and based on
some new optimal temporal decay estimates on the solution itself and some of its derivatives with respect to
both the spatial and the velocity variables, it is shown in this manuscript that the Cauchy problem of the
one-species Vlasov-Poisson-Boltzmann system for all cutoff soft potentials does exist a unique global smooth
solution for general initial perturbation which is unnecessary to satisfy the neutral condition imposed in [13]
for the case of cutoff moderately soft potentials but is assumed to be small in certain weighted Sobolev spaces.
Our approach applies also to the case of cutoff hard potentials and thus provides a satisfactory global well-
posedness theory to the one-species Vlasov-Poisson-Boltzmann system near Maxwellians for the whole range
of cutoff intermolecular interactions in the perturbative framework.
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1. Introduction
The dynamics of dilute electrons can be modeled by the fundamental one-species Vlasov-Poisson-Boltzmann
system (called VPB system in the sequel for simplicity) which describes mutual interactions of the electrons
through collisions in the self-consistent electrostatic field
(1.1) ∂tf + ξ · ∇xf +∇xφ · ∇ξf = Q(f, f),
(1.2) ∆xφ(t, x) =
∫
R3
f(t, x, ξ)dξ − nb(x), lim
|x|→+∞
φ(t, x) = 0.
Here the unknown f = f(t, x, ξ) ≥ 0 is the density distribution function of electrons located at x =
(x1, x2, x3) ∈ R3 with velocity ξ = (ξ1, ξ2, ξ3) ∈ R3 at time t ≥ 0. The potential function φ = φ(t, x)
generating the self-consistent electrostatic field ∇xφ in (1.1) is coupled with f(t, x, ξ) through the Poisson
equation (1.2) where nb(x) > 0 is the background charge which is assumed to be a positive constant in the
rest of this manuscript denoting that the background charge is spatially homogeneous and in such a case, we
can set nb(x) = 1 without loss of generality. The bilinear collision operator Q(f, g) is defined by, cf. [1], [17],
[20]
(1.3) Q(f, g) =
∫
R3
∫
S2
|ξ − ξ∗|γq0(ϑ)
{
f(ξ′∗)g(ξ
′)− f(ξ∗)g(ξ)
}
dξ∗dω,
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where (ξ, ξ∗) and (ξ
′, ξ′∗), denoting velocities of two particles before and after their collisions respectively,
satisfy
ξ′ = ξ − [(ξ − ξ∗) · ω]ω, ξ′∗ = ξ∗ + [(ξ − ξ∗) · ω]ω, ω ∈ S2,
which follows from the conservation of momentum and kinetic energy
ξ + ξ∗ = ξ
′ + ξ′∗, |ξ|2 + |ξ∗|2 = |ξ′|2 + |ξ′∗|2.
Consequently, the identity |ξ − ξ∗| = |ξ′ − ξ′∗| holds.
The non-negative cross-section B(ξ − ξ∗, ϑ) = |ξ − ξ∗|γq0(ϑ) in (1.3) depends only on the relative velocity
|ξ − ξ∗| and on the deviation angle ϑ given by cosϑ = (ξ − ξ∗) · ω/|ξ − ξ∗|. Throughout this manuscript, such
a cross-section is assumed to satisfy Grad’s angular cutoff assumption, cf. [20]
0 ≤ q0(ϑ) ≤ C| cosϑ|
with C > 0 being some positive constant. The exponent γ ∈ (−3, 1] is determined by the potential of
intermolecular forces, which is classified into the soft potential case for −3 < γ < 0, the Maxwell molecular
case for γ = 0, and the hard potential case for 0 < γ ≤ 1 which includes the hard sphere model with γ = 1
and q0(ϑ) = C| cosϑ|. For the soft potentials, the case −2 ≤ γ < 0 is called the moderately soft potentials
while −3 < γ < −2 is called the very soft potentials, cf. [46].
The one-species VPB system (1.1), (1.2) can be thought as a reduced model of the following two-species
VPB system which describes the dynamics of two-species charged dilute particles (e.g., electrons and ions)
under the influence of the interactions with themselves through collisions and their self-consistent electrostatic
field
(1.4)
{
∂tf+ + ξ · ∇xf+ −∇xφ · ∇ξf+ = Q(f+, f+) +Q(f+, f−),
∂tf− + ξ · ∇xf− +∇xφ · ∇ξf− = Q(f−, f+) +Q(f−, f−),
(1.5) −∆φ(t, x) =
∫
R3
(f+(t, x, ξ)− f−(t, x, ξ))dξ, lim
|x|→+∞
φ(t, x) = 0.
Here f±(t, x, ξ) ≥ 0 are the density distribution functions for the ions (+) and electrons (−) respectively, at
time t ≥ 0, position x = (x1, x2, x3) ∈ R3, and velocity ξ = (ξ1, ξ2, ξ3) ∈ R3. Here, in both (1.1)-(1.2) and
(1.4)-(1.5), all the physical parameters, such as the particle masses m±, their charges e±, together with some
other involving constants such as the universal constant 4π, etc., have been chosen to be unit for simplicity of
presentation and also without loss of generality.
In physical situations the ion mass is usually much larger than the electron mass so that the electrons move
much faster than the ions. Thus, the ions are often described by a fixed ion background nb(x) and only the
electrons move. For such a case, the two-species VPB system (1.4)-(1.5) can be reduced to the one-species
VPB system (1.1)-(1.2).
What we are interested in this paper is on the construction of global smooth solutions to the Cauchy problem
of the VPB system (1.1)-(1.2) and (1.4)-(1.5) for cutoff intermolecular interactions. Notice that, as shown in
[48] for the the two-species VPB system (1.4)-(1.5) for the hard sphere model, cf. also the corresponding result
obtained in [47] for the two-species Vlasov-Poisson-Landau system, the electrostatic field ∇xφ enjoys much
better temporal decay estimates than the one-species VPB system (1.1)-(1.2) which is due to the cancelation
of the different species of charged particles and since, as will be explained later, the temporal decay property of
the electrostatic filed ∇xφ plays an essential role in establishing the global well-posedness theory of the VPB
systems (1.1)-(1.2) and (1.4)-(1.5) in the perturbative framework, thus the problem on the global solvability
of the one-species VPB system (1.1)-(1.2) is much harder then the two-species VPB system (1.4)-(1.5) and
the main purpose of our present paper is concerned with the Cauchy problem of the one-species VPB system
(1.1), (1.2) with prescribed initial data
(1.6) f(0, x, ξ) = f0(x, ξ)
around the following normalized global Maxwellian
M(ξ) = (2π)−
3
2 exp
(
−|ξ|
2
2
)
.
For this purpose, as in [20, 45], if we define the perturbation u = u(t, x, ξ) by
f(t, x, ξ) = M+M
1
2 u(t, x, ξ),
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then the Cauchy problem (1.1), (1.2), (1.6) is reformulated as
(1.7)

∂tu+ ξ · ∇xu+∇xφ · ∇ξu− 12ξ · ∇xφu−∇xφ · ξM
1
2 − Lu = Γ(u, u),
△xφ(t, x) =
∫
R3
M
1
2 (ξ)u(t, x, ξ)dξ, lim
|x|→+∞
φ(t, x) = 0,
u(0, x, ξ) = u0(x, ξ) = M
− 12 (f0 −M).
Here the linearized collision operator L and the nonlinear collision term Γ are defined by
Lu = M−
1
2
[
Q
(
M,M
1
2u
)
+Q
(
M
1
2 u,M
)]
,
and
Γ(u, u) = M−
1
2Q
(
M
1
2 u,M
1
2u
)
,
respectively. It is well known, cf. [1, 17, 20, 23, 45] that the linearized collision operator L is non-negative
with its null space N being given by
N = Span
{
M
1
2 , ξiM
1
2 (1 ≤ i ≤ 3), (|ξ|2 − 3)M 12} .
Moreover, L can be decomposed as L = −ν +K with
ν(ξ) =
∫∫
R3×S2
|ξ − ξ∗|γq0(ϑ)M(ξ∗)dωdξ∗ ∼ (1 + |ξ|)γ
and
Ku(ξ) =
∫∫
R3×S2
|ξ − ξ∗|γq0(ϑ)M 12 (ξ∗)
{
M
1
2 (ξ′∗)u(ξ
′) +M
1
2 (ξ′)u(ξ′∗)−M
1
2 (ξ)u(ξ∗)
}
dωdξ∗
=
∫
R3
K(ξ, ξ∗)u(ξ∗)dξ∗.
Here and in the rest of this paper, A ∼ B means that there exists some generic positive constant C > 0 such
that C−1B ≤ A ≤ CB.
If we define P as the orthogonal projection from L2
(
R
3
ξ
)
to N , then for any given function u(t, x, ξ) ∈
L2
(
R
3
ξ
)
, one has
Pu = a(t, x)M
1
2 + b(t, x) · ξM 12 + c(t, x) (|ξ|2 − 3)M 12 ,
a =
∫
R3
M
1
2 udξ =
∫
R3
M
1
2Pudξ,
bi =
∫
R3
ξiM
1
2 udξ =
∫
R3
ξiM
1
2Pudξ, i = 1, 2, 3,
c =
1
6
∫
R3
(|ξ|2 − 3)M 12udξ = 1
6
∫
R3
(|ξ|2 − 3)M 12Pudξ.
Therefore, we have the following macro-micro decomposition with respect to a given global Maxwellian, cf.
[24]:
u(t, x, ξ) = Pu(t, x, ξ) + {I−P}u(t, x, ξ) ≡ u1(t, x, ξ) + u2(t, x, ξ),
where I denotes the identity operator, Pu ≡ u1 and {I − P}u ≡ u2 are called the macroscopic and the
microscopic component of u, respectively.
Under the above micro-macroscopic decomposition, L is locally coercive, cf. [1, 17, 20, 23], in the sense that
(1.8) − 〈u,Lu〉 & |{I−P}u|2ν =
∥∥√νu2∥∥L2(R3ξ) , ν(ξ) ∼ (1 + |ξ|)γ .
Here 〈·, ·〉 denotes the inner product in L2(R3ξ), A & B means that there is a generic positive constant C > 0
such that A ≥ CB and A . B can be defined similarly.
The problem on the global solvability of the VPB system (1.1)-(1.2) and/or (1.4)-(1.5) near Maxwellians
have been studied by many authors and to explain the main difficulties encountered and the main problem
we want to study, we will outline the main ideas developed recently on the construction of global smooth
solutions to some complex kinetic equations and sketch some former results closely related to the theme of
this manuscript. In fact in the perturbative context, there have been extensive investigations recently on the
construction of global solutions to some complex kinetic equations, such as the Vlasov-Poisson-Landau system
[14, 26, 31, 44, 47], the Vlasov-Poisson-Boltzmann system [6, 8, 11, 12, 13, 25, 28, 48, 50, 49, 51, 53, 52, 54], the
Vlasov-Maxwell-Landau system [5, 33], and the Vlasov-Maxwell-Boltzmann system [4, 7, 9, 27, 29, 30, 32, 41],
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etc., based on the energy method introduced in [24, 38, 39] for the Boltzmann equation. The main difficulty
involved in dealing with such a type of problem lies in how to control the possible growth of the solutions
induced by nonlinearity of the equations under consideration, especially
• the degeneration of the dissipation (1.8) at large velocity ξ for the linearized Boltzmann collision
operator L for soft potentials −3 < γ < 0 or the degeneration of the corresponding dissipative estimate
at large velocity ξ for the linearized Landau collision operator corresponding to the Coulomb potential,
cf. [2, 22, 26, 37, 43, 44, 47];
• the velocity-growth of the nonlinear term related to the Lorenz or the electrostatic force with the
velocity-growth rate |ξ|, such as the term ξ · ∇xφu in (1.7)1.
An important progress in this direction is due to Y. Guo’s work on the two-species Vlasov-Poisson-Landau
system [26] in a periodic box for initial data with small weighted H2−norms. The main ideas developed in
[26] are the following;
• a new exponential weight of electric potential e±φ is introduced to cancel the growth of the velocity
in the nonlinear term ∓ξ · ∇xφu±,
• a new time and velocity weighted energy method is designed which is based on a new velocity weight
wℓ−|α|−|β|(ξ) = 〈ξ〉−(γ+1)(ℓ−|α|−|β|), 〈ξ〉 =
√
1 + |ξ|2, ℓ ≥ |α|+ |β|
to capture the weak velocity diffusion in the linearized Landau kernel for the case of −3 ≤ γ < −2
and a decay of the electrostatic field ∇xφ to close the energy estimate.
Such a result is extended recently by R. Strain and K.-Y. Zhu in [44] and Y.-J. Wang in [47] respectively to the
case of the whole space by different approaches. The analysis in [44] is to combine the energy estimates with
the linear decay analysis which requires some smallness assumption on the Z1-norm of the initial data, while
the analysis in [47] removed such an assumption by an interesting observation that what one needed is just the
temporal decay rate of the electrostatic field ∇xφ rather the whole solutions. Based on such an observation,
Y.-J. Wang decoupled the two-species Vlasov-Poisson-Landau system into two independent subsystems (one
is the Landau system and the other one is a system almost like one-species Vlasov-Poisson-Landau system)
to yield better temporal decay estimates on the electrostatic potential φ(t, x), which is due to the cancelation
effect between different species of charged particles, cf. [47] for details. In all these three manuscripts, the fact
that
(1.9) ‖(∂tφ(t),∇xφ(t))‖L∞(R3x) ∈ L
1
(
R
+
)
plays an essential role in their analysis.
We note, however, that the above argument can not be adopted directly to deal with the one-species
VPB system (1.1)-(1.2) since the temporal decay estimates on the corresponding linearized solution operator
performed in [12, 13] tells us that, even under the neutral condition on the initial perturbation u0(x, ξ)
(1.10)
∫
R3x
∫
R3
ξ
M
1
2 (ξ)u0(x, ξ)dξdx = 0,
one can only deduce that ∂tφ(t, x) decays at most like ‖∂tφ(t)‖L∞(R3x) ≤ O(1)(1 + t)−1. Consequently one can
not hope that the estimate (1.9) holds and the arguments developed in [26, 44, 47], which have been proved
to be effective in dealing with the two-species Vlasov-Poisson-Landau system, can not be used any longer to
treat the one-species VPB system (1.1)-(1.2).
Even so, for the case of cutoff hard potentials, although the arguments developed in [26, 44, 47] can not
be used directly, one can use the smallness of ‖∂tφ‖L∞ and the stronger dissipation of linearized Boltzmann
operator L for hard potential case, i.e. the inequality
EN,l(t) . DN,l(t) + ‖∇xφ‖2 + ‖(a, b, c)‖2
with the energy functional EN,l(t) satisfying
EN,l(t) ∼
∑
|α|≤N<l
‖∂α∇φ(t)‖2 +
∑
|α|+|β|≤N<l
∥∥∥〈ξ〉l−|α|−|β|∂αβ u(t)∥∥∥2
and the corresponding energy dissipation rate functional DN,l(t) satisfying
DN,l(t) ∼
∑
1≤|α|≤N<l
‖∂α∇φ(t)‖2 +
∑
1≤|α|≤N<l
‖∂αu1(t)‖2 +
∑
|α|+|β|≤N<l
∥∥∥〈ξ〉l−|α|−|β|∂αβ u2(t)∥∥∥2
ν
,
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to absorb the term ‖∂tφ‖L∞EN,l(t) except the term consisting of the L2−norm of macroscopic terms (a, b, c)
and the electrostatic field ∇xφ. Then, motivated by the arguments developed in [8, 9, 10, 51] to deduce
the optimal temporal decay estimates on the solutions to the Boltzmann type equations with hard potential
intermolecular interactions, one can deduce the desired optimal temporal decay estimates on the solutions of
the one-species VPB system (1.7) and based on these optimal temporal decay estimates, one can thus close
the whole analysis. Here the fact that for the hard potentials case, the arguments developed in [8, 9, 10, 51]
can be used to get the optimal temporal decay estimates on both the solution u(t, x, ξ) itself and some orders
of its derivatives with respect to the spatial variable plays an essential role in the analysis. See [49] for details
(It is worth to pointing out that although [49] deals with the non-cutoff hard potential case, the argument
used there can be applied also to the cutoff hard potentials directly).
For cutoff soft potentials, the story is quite different. Although the arguments developed in [42, 43] to
deduce the temporal decay estimates on the solutions of the Boltzmann-type equations with soft potentials,
which are based on a time-velocity splitting argument developed in [43], the temporal decay estimates on
the solution operator of the corresponding linearized system, the energy method together with the Duhamel
principle, can also be used to deduce the desired decay estimates on the solution u(t, x, ξ) of the one-species
VPB system (1.7) together with its certain orders of derivatives with respect to the x−variable, which are the
key point to yield the global solvability result, one encounters the problem of the loss of 1 − p order of the
corresponding decay rates which is mainly due to the following inequality∫ t
0
e−λ(t
p−τp)(1 + τ)−mdτ . (1 + t)−m−p+1, 0 < p < 1.
A directly consequence of such a fact is that one can not hope to use the arguments developed in [42, 43] to
deduce the desired optimal temporal decay estimates on certain orders of derivatives of u(t, x, ξ) with respect to
x−variables as for the case of hard potentials and hence the argument which has been proved to be effective for
the one-species VPB system (1.7) in [49] for the hard potential case can not be used any longer. To overcome
such a difficulty, the main idea in [12, 13] is to introduce a new time-velocity weighted energy method based
on the following new time-velocity weight function
(1.11) w˜ℓ−|β|(t, ξ) = 〈ξ〉γ(|β|−ℓ)e
q〈ξ〉2
(1+t)ϑ , ϑ > 0, q > 0, ℓ ≥ |β|,
where the role of the exponential factor weℓ−|β|(t, ξ) = e
q〈ξ〉2
(1+t)ϑ of the weight function w˜ℓ−|β|(t, ξ) is to yield an
extra dissipative term like (1 + t)−(1+ϑ)
∥∥∥〈ξ〉wℓ−|β|(t, ξ)∂αβ u2∥∥∥2, but, as pointed out in [13], since, unlike the
weight function wℓ−|α|−|β|(ξ), the corresponding algebraic factor w
a
|β|−ℓ(ξ) = 〈ξ〉γ(|β|−ℓ) varies only when the
order of the ξ−derivatives changes, it indeed produces an additional difficulty on the nonlinear term ∇xφ·∇ξu2
in the presence of the self-consistent electrostatic field ∇xφ for the one-species VPB system (1.1)-(1.2) with
soft potentials. To obtain the velocity weighted derivative estimate on such a nonlinear term, one should put
an extra negative-power function 〈ξ〉γ in front of ∇ξu2 so that the velocity growth 〈ξ〉−γ comes up to have
a balance. Then, only if −2 ≤ γ < 0, it is fortunate that the extra dissipative term mentioned above which
contains the second-order moment 〈ξ〉2 can be used to control such term provided that the electrostatic field
∇xφ decays sufficiently fast. Based on these ideas, the case for the cutoff moderately soft potentials, i.e.
−2 ≤ γ < 0 under Grad’s cutoff assumption [20], was solved in [13] provided that the initial perturbation
u0(x, ξ) is assumed to satisfy the neutral condition (1.10) in addition to some usual smallness assumptions. It
is worth to pointing out that the neutral condition (1.10) is imposed to guarantee that the electrostatic field
∇xφ decays sufficiently fast while the restriction on the range of γ ∈ [−2, 0) is an essential requirement of the
argument used in [13]. Thus it is natural to ask the following two questions:
• Firstly, for the case of −2 ≤ γ < 0, does similar global solvability result as obtained in [13] still hold
even without the neutral condition (1.10)?
• Secondly, for cutoff intermolecular interactions, how to deal with the case of the very soft potentials,
i.e. −3 < γ < −2, under Grad’s cutoff assumption [20]?
For the first problem, partial result has been obtained in [50] for the case of −1 ≤ γ < 0 which is based on the
same weight function w˜ℓ−|β|(t, ξ) defined in (1.11) and the main idea there is to deduce the almost optimal
decay estimates on the L2−norm of certain higher order x−derivatives of u(t, x, ξ) and ∇xφ(t, x). And the
main purpose of our present paper is to give a positive answer to the above two questions for the whole range
of cutoff soft potentials without the neutral condition (1.10).
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Now we turn to sate our main result. To this end, motivated by [12, 13], we introduce the following mixed
time-velocity weight function
(1.12) wℓ(t, ξ) = 〈ξ〉
γ
2 ℓe
q〈ξ〉2
(1+t)ϑ ,
where ℓ ∈ R, 0 < q ≪ 1. We also define the temporal energy functional E∞(t) as follows
E∞(t) = sup
0≤τ≤t
 ∑
(α,β)∈Uα,β
(1 + τ)r|α|
(
‖w|β|−ℓ∂αβ u‖2 + ‖∇|α|+1x φ‖2
)
+
∑
|α|≤N−2
(1 + τ)−(|α|+
3
2 )+1−p ‖∂αu2‖2 + (1 + τ)−N+ 12+2(1−p)
∥∥∇N−2x ∇ξu2∥∥2
 ,
(1.13)
where
(1.14) r|α| =
{ |α|+ 12 , when (α, β) ∈ U lowα,β ,
N+2|α|
3 − 12 , when (α, β) ∈ Uhighα,β
with
Uα,β = {(α, β) | |α|+ |β| ≤ N} = U lowα,β ∪ Uhighα,β ,
U lowα,β ≡ {(α, β) | |α|+ |β| ≤ N − 1} ∪ {(α, β) | |α|+ |β| = N, |α| < N − 2} ,
Uhighα,β ≡ {(α, β) | |α|+ |β| = N,N − 2 ≤ |α| ≤ N} .
With the above preparations in hand, the main result of this paper is stated as follows. Some notations will
be explained at the end of this section.
Theorem 1.1. Assume that −3 < γ < 0 and N ≥ 4 and let 34 < p < 1, 0 < ϑ ≤ 19 be two given constants.
For l1 =
2N−1
1−p , l2 > N +
1
2 , and ℓ ≥ max
{
l1,
2(2p−1)l2
4p−3 + 1, l2 − 2γ
}
, if we assume further that
f0(x, ξ) = M(ξ) +M
1
2 (ξ)u0(x, ξ) ≥ 0
and that
ǫ0 =
∑
|α|+|β|≤N
∥∥w|β|−ℓ,q∂αβ u0∥∥2 + ‖〈ξ〉−l2γ2 u0‖2Z1
is sufficiently small, then the Cauchy problem (1.7) admits a unique global solution u(t, x, ξ) satisfying f(t, x, ξ) =
M(ξ) +M
1
2 (ξ)u(t, x, ξ) ≥ 0 and
(1.15) E∞(t) . ǫ0.
Remark 1.1. We now give several remarks concerning Theorem 1.1:
• Theorem 1.1 covers the case of all cutoff soft potentials without the neutral condition (1.10), such a
result together with the result obtained in [49] provide a satisfactory global well-posedness theory on
the global solvability of the Cauchy problem of the one-species VPB system (1.7) near a given global
Maxwellian for the whole range of cutoff intermolecular interactions in the perturbation framework.
• The argument used in this paper applies also to the Cauchy problem of the two-species VPB sys-
tem (1.4)-(1.5) for the whole range of cutoff intermolecular interactions and moreover, based on
the observation of Y.-J. Wang [48] for the two-species VPB system (1.4)-(1.5) for the hard sphere
model, one can hope that the electrostatic field ∇xφ(t, x) together with the solutions u±(t, x, ξ) =
M−1/2(ξ) (f±(t, x, ξ) −M(ξ)) can have better decay estimates.
• It is worth to pointing out that, the analysis in [12, 13, 50] is based on the weight function w˜ℓ−|β|(t, ξ)
given by (1.11), while in this paper we use the weight function wℓ−|β|(t, ξ) (|β| ≤ ℓ) defined in (1.12),
it is easy to see that the smallness conditions we imposed on the initial perturbation u0(x, ξ) in this
paper are weaker than those imposed in [12, 13, 50], while from the estimate (1.15) together with (1.13)
and (1.14), we can deduce that
(1.16)
∥∥w|β|−ℓ∂αβ u∥∥2 + ∥∥∥∇|α|+1x φ∥∥∥2 . (1 + t)−|α|− 12 , (α, β) ∈ U lowα,β .
These temporal decay estimates (1.16) are optimal in the sense that they coincide with those rates
given in Lemma (A.2) at the level of linearization. Such a result improves the almost optimal temporal
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decay rates for L2−norm of certain higher order derivatives of the solution u(t, x, ξ) to the one-species
VPB system (1.7) with respect to x−variables obtained in [50] to optimal.
• In our main result, we do not ask the initial perturbation u0(x, ξ) to satisfy the neutral condition
(1.10), even for the the case when such a condition is assumed to hold further, the arguments used
in this manuscript can be adapted to yield an improved result. In fact, one can get a similar result
by replacing the temporal decay rates r|α| in (1.13) by r˜|α| = r|α| + 1 and such a result improves the
temporal decay result obtained in [13] for the case of moderately soft potentials.
• Our analysis also shows that, by a time-velocity splitting method as in [6] and [42], for the microscopic
part u2, one can deduce the following improved temporal decay estimates
(1.17) ‖∂αu2(t)‖2 . (1 + t)−(|α|+ 32 )+(1−p),
∥∥∇N−2x ∇ξu2(t)∥∥2 . (1 + t)−(N−2+ 32 )+2(1−p)
hold for any 34 < p < 1 and |α| ≤ N − 2. The temporal decay estimates (1.17) is almost optimal if we
choose 1− p sufficiently small, see (A.1) and (A.2) for details.
• This paper is concerned with the one species VPB system (1.1)-(1.2) for cutoff intermolecular inter-
actions. For the non-cutoff case, by combining the argument employed in [6] to treat the two-species
VPB system (1.4)-(1.5) for non-cutoff intermolecular interactions under neutral condition imposed on
the initial perturbation with the method used in this paper, a similar global solvability result can be
obtained for the one-species VPB system (1.1)-(1.2) even without the neutral condition.
Now we outline the main ideas used in this manuscript to deduce our main result. Our analysis is also
based on an elaborated weighted energy method and our main observations are as follows: First of all, similar
to that of [12, 13, 14], our introduction of the new time-velocity weight function wℓ−|β|(t, ξ) (|β| ≤ ℓ) defined
by (1.12), especially the exponential factor weℓ (t, ξ) = e
q〈ξ〉2
(1+t)ϑ will induce an extra dissipative term like
(1.18) (1 + t)−1−ϑ
∥∥〈ξ〉wℓ−|β|∂αβ u2∥∥2 ,
while with the algebraic factor waℓ−|β|(t, ξ) = 〈ξ〉
γ
2 (|β|−ℓ) (|β| ≤ ℓ) of the new weight function we introduced,
the problem encountered in [13] on the nonlinear term ∇xφ · ∇ξu2 when the weight function is chosen as
w˜ℓ−|β|(t, ξ) given by (1.11) and introduced in [12, 13], which leads to the restriction of γ to −2 ≤ γ < 0, is no
longer a problem. In fact, to obtain the desired weighted estimates on the terms involving the mixed spatial
and velocity derivatives of such a nonlinear term, one should put an extra negative-power function 〈ξ〉γ/2 in
front of ∇ξu2 and consequently only the velocity growth 〈ξ〉−γ/2 comes up to have a balance which can be
bounded by the second-order moment 〈ξ〉2 for the whole range of γ > −3. However, since the new weight
function wℓ−|β|(t, ξ) we introduced in (1.12) satisfies∣∣w|β|−ℓ(t, ξ)∣∣2 = w|β|−ℓ(t, ξ)〈ξ〉 γ2w|β−ei|−ℓ(t, ξ),
another trouble arises when one deals with term involving the mixed spatial and velocity derivatives of the
linear transport term ξ · ∇xu2, which now can only be controlled as follows∑
|β1|=1
(
∂β1ξ · ∂αβ−β1∇xu2, w2|β|−ℓ∂αβ u2
)
.η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + Cη ∥∥∥w|β−ei|−ℓ∂α+eiβ−eiu2∥∥∥2 .
In fact, although the first term in the right hand side of the above inequality can be absorbed by the coercive
estimate (1.8) of the linearized Boltzmann collision operator L, since for soft potentials, the collision frequency
ν(ξ) ∼ (1+|ξ|)γ which is degenerate for sufficiently large |ξ|, we can not expect the second term in the right hand
side of the above inequality to be controlled by the corresponding weaker dissipative term ‖w|β−β1|−ℓ∂α+eiβ−ei u2‖2ν
induced by the dissipation of the linearized operator L.
The key point to overcome such a difficulty is based on an observation that, as the order of the x−derivatives
of the solutions of the one-species VPB system (1.7) increases, the corresponding temporal decay rate also
increases. So it is hopeful to control those difficult terms by taking advantage of such a fact, the linear dissipa-
tion term ‖w|β|−ℓ∂αβ u2‖2ν induced by the linearized Boltzmann collision operator L, and the extra dissipative
term (1+ t)−1−θ‖〈ξ〉w|β|−ℓ∂αβ u2‖2 defined by (1.18) which is due to our introduction of the exponential factor
in the new time-velocity weight function (1.12). In fact, by employing the interpolation technique, see Lemma
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2.4 for details, one has the following estimate
(1 + t)r|α|+ϑ
∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2
.(1 + t)r|α+ei|−1
∥∥∥〈ξ〉w|β−ei|−ℓ∂α+eiβ−ei u2∥∥∥2 + (1 + t)r|α+ei|+ϑ ∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2∥∥∥2ν ,
which can be controlled by the mathematical principle of induction according to the order of velocity derivatives
since such trouble terms vanish when |β| = 0. A key point here in our analysis is to assign the special temporal
decay rates to certain L2−norm of ∂αβ u as in (1.14) for each pair of multiindex (α, β) satisfying |α|+ |β| ≤ N ,
especially for the case when (α, β) ∈ Uhighα,β . The very reason, and in fact it is the only reason, to do so is
to guarantee that the above estimate, cf. also the estimate (4.17), holds for each pair of multiindex (α, β)
satisfying |α|+ |β| ≤ N so that the linear combinations performed in (4.18) and (4.19) work well. The reason
to cause such a difficulty is due to the fact that the temporal decay rate we can obtain in Lemma 4.1 on∥∥wℓ∇Nx u∥∥ is just N − 12 but not N + 12 .
Finally, to close our analysis, Lemma 3.1 plays a significant role, but it is not so easy to deduce this lemma
since our special designed decay rate for the highest order. Precisely speaking, when we deal with the estimate
(3.9), we will meet the term
∥∥〈ξ〉− γ2 l2∇N−1x ∇ξu∥∥2 with decay (1 + t)−(N− 12− 23 ) which is much slower than
what we wanted. To overcome this difficult, on one hand we rewrite such a term as
∇N−1x ∇ξu = ∇N−1x ∇ξPu+∇N−1x ∇ξ{I−P}u
and for the first part, noticing that
∥∥〈ξ〉− γ2 l2∇N−1x ∇ξPu∥∥2 ∼ ∥∥∇N−1x Pu∥∥2 which decays exactly like (1 +
t)−(N−
1
2 ), while for the microscopic part, by splitting the Fourier frequency as |k|2(N−1) = |k|2|k|2(N−2) and
by repeating the argument used in [50], we can also derive our desired estimate since, from the estimate (A.3),
the term
∥∥〈ξ〉− γ2 l2∇N−2x ∇ξu2(t)∥∥2 can enjoy a nice temporal decay estimate.
Before concluding this section, it is worth to pointing out that besides the construction of classical solutions
near Maxwellians to the VPB system (1.1)-(1.2) and/or (1.4)-(1.5) in the perturbation framework, the global
existence of renormalized solutions with large initial data to the VPB system (1.1)-(1.2) was proved in [36]
and this result was later generalized to the case with boundary in [40]. The time asymptotic behavior of
the renormalized solutions with extra regularity assumptions was studied in [3, 35]. The decay property of
the solutions to the linearized VPB system around Maxwellians was studied in [18, 19, 34]. Finally, for the
perturbation around vacuum, the results in [15, 16, 21] give the global existence of smooth small-amplitude
solutions for the cut-off intermolecular interactions for γ ∈ (−2, 1].
The rest of this paper is organized as follows. Section 2 is concerned with some weighted estimates on
the linearized collision operator L and the nonlinear collision terms, Section 3 and Section 4 are devoted to
deducing certain lower order energy type estimates and higher order energy type estimates, respectively, and
Section 5 is concentrated on the proof of Theorem 1.1. Finally the proof of the almost optimal decay rate of
microscopic component will be given in Appendix A.
Notations. Throughout this paper, C denotes some generic positive constant (generally large) while κ or λ
is used to denote some generic positive constant (generally small). Note that C, κ, and λ may take different
values in different places. A . B means that there is a generic constant C > 0 such that A ≤ CB. A ∼ B
means A . B and B . A. The multi-indices α = [α1, α2, α3] and β = [β1, β2, β3] will be used to record spatial
and velocity derivatives, respectively. And ∂αβ = ∂
α1
x1 ∂
α2
x2 ∂
α3
x3 ∂
β1
ξ1
∂β2ξ2 ∂
β3
ξ3
. Similarly, the notation ∇kx = ∂α will
be used when β = 0, |α| = k. The length of α is denoted by |α| = α1 + α2 + α3. And α′ ≤ α means that
no component of α′ is greater than the corresponding component of α, and α′ < α means that α′ ≤ α and
|α′| < |α|. We use 〈·, ·〉 to denotes the L2ξ inner product in R3ξ with the L2(R3ξ) norm | · |L2 . And it is convenient
to define a weighted inner product as 〈g1, g2〉ν = 〈g1, νg2〉 in R3ξ, with its corresponding Hilbert space denoted
by L2ν(R
3). For notational simplicity, (·, ·) denotes the L2 inner product either in R3x × R3ξ or in R3x with the
L2(R3x × R3ξ) or the L2(R3x) norm ‖ · ‖. A similar weighted inner product is defined as (g1, g2)ν = (g1, νg2)
with corresponding norm ‖g‖ν = (g, νg). For q ≥ 1, Zq denotes the space Zq = L2ξ(R3ξ ;Lq(R3x)) with the norm
‖u‖Zq =
∣∣‖u‖Lqx∣∣2L2ξ .
2. Preliminaries
This section is concerned with some basic velocity weighted estimates on the linearized collision operator
L and the nonlinear collision term Γ(u, u). For this purpose, we first list the velocity weighted estimates on
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the linearized collision operator L and the integral operator K with respect to the velocity function wℓ(t, ξ)
defined in (1.12) whose proofs can be found in [43]
Lemma 2.1. [cf. [43]] Let −3 < γ < 0, ℓ ∈ R, and 0 < q ≪ 1. If |β| > 0, then for any η > 0, there is Cη > 0
such that 〈
w2|β|−ℓ,q∂β [Lg], ∂βg
〉
≥ ∣∣w|β|−ℓ∂βg∣∣2L2ν − η ∑
|β1|≤|β|
∣∣w|β1|−ℓ∂β1g∣∣2L2ν − Cη ∣∣χ|ξ|<2Cη〈ξ〉−γℓg∣∣2L2 .(2.1)
If |β| = 0, then for any η > 0, there is Cη > 0 such that〈
w2−ℓ,qKg1, g2
〉 ≤ (η |w−ℓg1|L2ν + Cη ∣∣χ|ξ|<2Cη〈ξ〉−γlg1∣∣L2) |w−ℓg2|L2ν .
Here χ|ξ|<2Cη = χ|ξ|<2Cη(ξ) denotes the characteristic function of the set {ξ ∈ R3 : |ξ| < 2Cη}.
Now we turn to deduce corresponding weighted estimates on the terms related to the nonlinear collision
term Γ(u, u) which are fundamental in our analysis. Before stating our results, we recall that
∂αβΓ (g1, g2) =
∑
Cβ0,β1,β2β C
α1,α2
α Γ
0
(
∂α1β1 g1, ∂
α2
β2
g2
)
,
where the summation is over β0 + β1 + β2 = β and α1 + α2 = α, and Γ
0 is given as follows
Γ0
(
∂α1β1 g1, ∂
α2
β2
g2
)
=
∫∫
R3×S2
|ξ − ξ∗|γq0(ϑ)∂β0
[
M
1
2 (ξ∗)
]
∂α1β1 g1(ξ
′
∗)∂
α2
β2
g2(ξ
′)dωdξ∗
− ∂α2β2 g2(ξ)
∫∫
R3×S2
|ξ − ξ∗|γq0(ϑ)∂β0
[
M
1
2 (ξ∗)
]
∂α1β1 g1(ξ∗)dωdξ∗
=Γ0gain − Γ0loss.
Moreover, we need the following result whose special version has been proved in [50]:
Lemma 2.2. Set ν = ν(ξ) = 〈ξ〉 γ2 with −3 < γ < 0. For any ℓ ≥ 0, it holds that∣∣∣ν− l2w−ℓΓ(g1, g2)∣∣∣2
L2
.
∑
|β|≤2
∣∣w|β|−ℓ∂βg1∣∣2 |w−ℓg2|2 ,
∣∣∣ν− 12w−ℓΓ(g1, g2)∣∣∣2
L2
.
∑
|β|≤2
∣∣w|β|−ℓ∂βg2∣∣2 |w−ℓg1|2 .
Proof. The proof of this lemma is similar to that of Lemma 2.4 in [50], the only thing we need to pay attention
to is that we need to change the algebraic weight ν−2l for any l ≥ 0 used in [50] to the exponential weight
ν−
1
2w−ℓ(t, ξ) formally here. Since the modification is straightforward, we omit the details for brevity. 
With the above lemma in hand, we now deal with the corresponding weighted estimates on those terms
related to the nonlinear collision term in terms of the temporal energy functional E∞(t) defined by (1.13):
Lemma 2.3. Let |α|+ |β| = k ≤ N , l2 ≥ 0, N ≥ 4, and ℓ ≥ max
{
N, l2 + 1, l2 − 2γ
}
. It holds that
∥∥∥ν− 12w|β|−ℓ∂αβΓ(u, u)∥∥∥2 .

(1 + t)−(|α|+
5
2−
1
6 )E2∞(t), if k ≤ N − 2,
(1 + t)−(|α|+
5
2−
5
6 )E2∞(t), if k = N − 1,
(1 + t)−(|α|+
3
2−
1
6 )E2∞(t), if k = N
(2.2)
and ∥∥ν−l2∇N−1x Γ(u, u)∥∥2Z1 . (1 + t)−NE2∞(t).(2.3)
Proof. Noticing that
∂αβΓ(u, u) =
∑
α1+α2=α
β1+β2≤β
Γ
(
∂α1β1 u, ∂
α2
β2
u
)
≡
∑
α1+α2≤α
β1+β2≤β
Jα1,α2β1,β2 ,
we only need to deduce an suitable estimate on Jα1,α2β1,β2 for α1 + α2 = α, β1 + β2 ≤ β and for this purpose,
we can assume without loss of our generality that |α1|+|β1| ≤ k2 . Our discussion will be divided into three cases:
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Case I: |α|+ |β| = k ≤ N − 2.
In this case, by employing Lemma 2.2, we have from the Gagliardo-Nirenberg interpolation inequality that
Jα1,α2β1,β2 .
∑
|α1|+|β1|≤
k
2
|β¯|≤2
∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯u∥∥∥2L3x(L2ξ)
∥∥∥w|β2|−ℓ∂α2β2 u∥∥∥2L6x(L2ξ)
.
∑
|α1|+|β1|≤
k
2
|β¯|≤2
∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯u∥∥∥∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯∇xu∥∥∥ ∥∥∥w|β2|−ℓ∂α2β2∇xu∥∥∥2 .
Notice further that for N > 4, the fact |α1|+ |β1| ≤ k2 ≤ N2 − 1 implies that
|α1|+ |β1 + β¯| ≤ |α1|+ |β1|+ 2 ≤ N
2
+ 1 ≤ N − 1,
|α1|+ |β1 + β¯|+ 1 ≤ |α1|+ |β1|+ 3 ≤ N
2
+ 2 ≤ N,
but
|α1|+ 1 ≤ N
2
< N − 2,
and
|α2|+ |β2|+ 1 ≤ |α|+ |β|+ 1 ≤ N − 1,
we thus can bound Jα1,α2β1,β2 further by employing the definition of E∞(t) defined by (1.13) as follows
Jα1,α2β1,β2 . (1 + t)
−
(
|α1|
2 +
1
4
)
−
(
|α1|+1
2 +
1
4
)
−((|α2|+1)+ 12 )E2∞(t)
. (1 + t)−(|α|+
5
2 )E2∞(t).
For the case N = 4, we have |α1|+ |β1| ≤ 1 and we only consider the more difficult case |α1| = 1. In such a
case, one has |α1|+ |β¯|+1 ≤ 4 = N , but in such a case |α1|+1 = 2 = N − 2. Thus by the definition of E∞(t)
defined by (1.13), one can only has∥∥∥w|β¯|−ℓ∂α1β¯ ∇xu∥∥∥ . (1 + t)− |α1|+12 − 14+ 16 E 12∞(t),
and consequently
Jα1,α2β1,β2 . (1 + t)
−
(
|α1|
2 +
1
4−
1
6
)
−
(
|α1|+1
2 +
1
4
)
−((|α2|+1)+ 12 )E2∞(t)
. (1 + t)−(|α|+
5
2−
1
6 )E2∞(t).
Putting the above estimates together yields the first estimate of (2.2).
Case II: |α|+ |β| = N .
Such a case can be treated as in the case I by considering the cases N > 4 and N = 4 separately. In fact for
such a case, from the definitions of E∞(t) and r|α|, we have
|α|+ |β| = N |α| = N |α| = N − 1 |α| = N − 2 |α| ≤ N − 3
Decay of
∥∥∥w|β|−ℓ∂αβ u∥∥∥2 (1 + t)−|α|+ 12 (1 + t)−|α|− 12+ 23 (1 + t)−|α|− 12+ 13 (1 + t)−|α|− 12
Based on Lemma 2.2 and the decay estimates above we designed, we can use Sobolev inequalities to estimate
Jα1,α2β1,β2 in different subcases: If |α1|+ |β1| = 0, we have
J0,α20,β2 .
∑
|β¯|≤2
sup
x
{∣∣∣w|β¯|−ℓ∂β¯u∣∣∣2
L2ξ
}∥∥∥w|β2|−ℓ∂α2β2 u∥∥∥2
.
∑
|β¯|≤2
∥∥∥w|β¯|−ℓ∂β¯∇xu∥∥∥ ∥∥∥w|β¯|−ℓ∂β¯∇2xu∥∥∥ ∥∥∥w|β2|−ℓ∂α2β2 u∥∥∥2
.

(1 + t)−(|α|+
3
2−
1
6 )E2∞(t), when |α2| = N, |β2| = 0,
(1 + t)−(|α|+
5
2−
2
3−
1
6 )E2∞(t), when |α2| = N − 1, |β2| = 1,
(1 + t)−(|α|+
5
2−
1
3−
1
6 )E2∞(t), when |α2| = N − 2, |β2| = 2,
(1 + t)−(|α|+
5
2−
1
6 )E2∞(t), when |α2| ≤ N − 3;
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If 1 ≤ |α1|+ |β1| < N2 , we obtain from the fact |α2|+ |β2|+ 1 = N − |α1| − |β1|+ 1 ≤ N that
Jα1,α2β1,β2 .
∑
|β¯|≤2
∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯u∥∥∥2L3x(L2ξ)
∥∥∥w|β2|−ℓ∂α2β2 u∥∥∥2L6x(L2ξ)
.
∑
|β¯|≤2
∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯u∥∥∥∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯∇xu∥∥∥∥∥∥w|β2|−ℓ∂α2β2∇xu∥∥∥2
. (1 + t)−
|α1|+
1
2
2 (1 + t)−
1
2 (|α1|+
3
2−
1
3 )(1 + t)−(|α2|+1−
1
2 )E2∞(t)
. (1 + t)−(|α|+
3
2−
1
6 )E2∞(t);
If |α1|+ |β1| = N2 , we can deduce from the definitions of E∞(t) that
Jα1,α2β1,β2 .
∑
|β¯|≤2
∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯u∥∥∥2 ∥∥∥w|β2|−ℓ∂α2β2 u∥∥∥2L∞x (L2ξ)
.
∑
|β¯|≤2
∥∥∥w|β1+β¯|−ℓ∂α1β1+β¯u∥∥∥2 ∥∥∥w|β2|−ℓ∂α2β2∇xu∥∥∥∥∥∥w|β2|−ℓ∂α2β2∇2xu∥∥∥
. (1 + t)−(|α1|+
1
2−
1
3 )(1 + t)−
1
2 (|α2|+
3
2−
2
3 )(1 + t)−
1
2 (|α2|+2−
1
2 )E2∞(t)
. (1 + t)−(|α|+
3
2−
1
6 )E2∞(t).
Case III: |α|+ |β| = N − 1.
For such a case, by repeating the argument used in dealing with the Case I, one can deduce that
Jα1,α2β1,β2 . (1 + t)
−(|α|+ 52−
5
6 )E2∞(t).
Putting the estimates obtained in the above three cases together yield the estimate (2.2) stated in Lemma 2.3.
As to the estimate (2.3), we have from the Ho¨lder inequality, the fact that N−1−m+ |β| ≤ N,N−1−m ≤
N − 3 hold for |β| ≤ 2 and 2 ≤ m ≤ N − 1, the definition of E∞(t), and Lemma 2.2 that∥∥ν−l2∇N−1x Γ(u, u)∥∥2Z1
.
∑
m≤N−1
∣∣∣ν−l2Γ(∥∥∇N−1−mx u∥∥L2x , ‖∇mx u‖L2x)∣∣∣2L2ξ
.
∑
|β|≤2
∥∥w−ℓ∇N−1x u∥∥2 ∥∥w|β|−ℓ∂βu∥∥2 + ∑
|β|≤2
∥∥w−ℓ∇N−2x u∥∥2 ∥∥w|β|−ℓ∂β∇xu∥∥2
+
∑
|β|≤2
2≤m≤N−1
‖w−ℓ∇mx u‖2
∥∥w|β|−ℓ∂β∇N−1−mx u∥∥2
.
(
(1 + t)−(N−1+
1
2 )−
1
2 + (1 + t)−(N−2+
1
2 )−(1+
1
2 ) + (1 + t)−(m+
1
2 )−(N−1−m+
1
2 )
)
E2∞(t)
. (1 + t)−NE2∞(t).
This is (2.3) and thus completes the proof of Lemma 2.3. 
To deduce the corresponding estimates related to the other two nonlinear terms ∇xφ ·∇ξu2 and 12ξ ·∇xφu2.
To do so, we need the following interpolation lemma which will be used frequently in later sections.
Lemma 2.4. For any m ∈ R, η > 0, γ ∈ (−3, 0), if furthermore provided 0 < ϑ ≤ 14 , one has
(1 + t)m+ϑ
∥∥∥〈ξ〉 12w|β|−ℓ∂αβ u∥∥∥2
. η(1 + t)m
∥∥〈ξ〉w|β|−ℓ∂αβ u∥∥2 + Cη(1 + t)m+(2−γ)ϑ ∥∥w|β|−ℓ∂αβ u∥∥2ν
. η
(
(1 + t)m
∥∥〈ξ〉w|β|−ℓ∂αβ u∥∥2 + (1 + t)1+m+ϑ ∥∥w|β|−ℓ∂αβ u∥∥2ν)+ Cη ∥∥w|β|−ℓ∂αβ u∥∥2ν ,
and
(1 + t)m+ϑ
∥∥w|β|−ℓ∂αβ u∥∥2
. η(1 + t)m
∥∥〈ξ〉w|β|−ℓ∂αβ u∥∥2 + Cη(1 + t)m+ 2−γ2 ϑ ∥∥w|β|−ℓ∂αβ u∥∥2ν
. η
(
(1 + t)m
∥∥〈ξ〉w|β|−ℓ∂αβ u∥∥2 + (1 + t)1+m+ϑ ∥∥w|β|−ℓ∂αβ u∥∥2ν)+ Cη ∥∥w|β|−ℓ∂αβ u∥∥2ν .
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Proof. Note that for any m ∈ R, η > 0, γ ∈ (−3, 0), any ϑ > 0,
m+ ϑ =
1− γ
2− γm+
1
2− γ (m+ (2− γ)ϑ) =
−γ
2− γm+
2
2− γ
(
m+
2− γ
2
ϑ
)
and furthermore, if we provide 0 < ϑ ≤ 14 ,
m+ (2− γ)ϑ < 1 +m+ ϑ, m+ 2− γ
2
ϑ < 1 +m+ ϑ.
The following inequalities
(1 + t)m+ϑ
∥∥∥〈ξ〉 12w|β|−ℓ∂αβ u∥∥∥2 ≤ ((1 + t)m ∥∥〈ξ〉w|β|−ℓ∂αβ u∥∥2) 1−γ2−γ ((1 + t)m+(2−γ)ϑ ∥∥∥〈ξ〉 γ2w|β|−ℓ∂αβ u∥∥∥2) 12−γ
and
(1 + t)m+ϑ
∥∥w|β|−ℓ∂αβ u∥∥2 ≤ ((1 + t)m ∥∥〈ξ〉w|β|−ℓ∂αβ u∥∥2) −γ2−γ ((1 + t)m+ 2−γ2 ϑ ∥∥∥〈ξ〉 γ2w|β|−ℓ∂αβ u∥∥∥2) 22−γ
hold. Then we can deduce our result by further using Young’s inequality and Cauchy-Schwarz’s inequality for
any sufficiently small η > 0. This completes the proof of Lemma 2.4. 
With Lemma 2.4 in hand, we now turn to deal with the corresponding weighted estimates on the derivatives
of the nonlinear terms ∇xφ · ∇xu2 and 12ξ · ∇xφu2 with respect to the pure spatial variable and the mixed
spatial and velocity variables.
Lemma 2.5. For 1 ≤ |α| ≤ N − 1 and any η > 0, for the weighted estimates on the pure spatial derivatives
of the nonlinear terms ∇xφ · ∇xu2 and 12ξ · ∇xφu2, we can deduce for −3 < γ < 0 that∑
|α1|<|α|
∣∣(∂α−α1∇xφ · ∇ξ∂α1u2, w2−ℓ(t, ξ)∂αu2)∣∣
.η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+ Cη
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ ‖〈ξ〉w1−ℓ∂α1∇ξu2‖2 E∞(t)
(2.4)
and ∑
|α1|<|α|
∣∣(ξ · ∂α−α1∇xφ∂α1u2, w2−ℓ(t, ξ)∂αu2)∣∣
.η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+ Cη
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2 E∞(t).
(2.5)
Similarly, for the weighted estimates on the mixed spatial and velocity derivatives of the nonlinear terms
∇xφ · ∇xu2 and 12ξ · ∇xφu2, it holds for |α|+ |β| = k ≤ N, |β| ≥ 1, −3 < γ < 0, and any η > 0 that∑
|α1|<|α|
∣∣∣(∂α−α1∇xφ · ∇ξ∂α1β u2, w2|β|−ℓ∂αβ u2)∣∣∣
.η
(
(1 + t)−1−ϑ
∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2 + ∥∥w|β|−ℓ∂αβ u2∥∥2ν)
+ CηE∞(t)
∑
1≤|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2∥∥∥2
(2.6)
and ∑
|α1|<|α|
∣∣∣(ξ · ∂α−α1∇xφ∂α1β u2, w2|β|−ℓ∂αβ u2)∣∣∣
.η
(
(1 + t)−1−ϑ
∥∥∥〈ξ〉 12w|β|−ℓ∂αβ u2∥∥∥2 + ∥∥w|β|−ℓ∂αβ u2∥∥2ν)
+ CηE∞(t)
∑
1≤|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉 12w|β|−ℓ∇ξ∂α1β u2∥∥∥2 .
(2.7)
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Proof. We will only prove the estimates (2.4) and (2.6) in details in the following since the proofs of the
estimates (2.5) and (2.7) follows essentially the same way, we thus omit the details for brevity.
Firstly, for (2.4), by noticing the fact 〈ξ〉− γ2−1 ≤ 〈ξ〉 12 for −3 < γ < 0, and the interpolation∥∥∥〈ξ〉− γ2−1w−ℓ(t, ξ)∂αu2∥∥∥ . ∥∥∥〈ξ〉 12w−ℓ(t, ξ)∂αu2∥∥∥
. ‖〈ξ〉w−ℓ∂αu2‖
1−γ
2−γ
∥∥∥〈ξ〉 γ2w−ℓ∂αu2∥∥∥ 12−γ ,
we can deduce that∑
|α1|<|α|
∣∣(∂α−α1∇xφ · ∇ξ∂α1u2, w2−ℓ(t, ξ)∂αu2)∣∣
.
∑
|α1|<|α|
∣∣∣(∂α−α1∇xφ · ∇ξ∂α1u2〈ξ〉w1−ℓ, 〈ξ〉− γ2−1w−ℓ(t, ξ)∂αu2)∣∣∣
.
∑
|α1|=|α|−1
∥∥∂α−α1∇xφ∥∥L∞ ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖ ‖〈ξ〉w−ℓ∂αu2‖ 1−γ2−γ ∥∥∥〈ξ〉 γ2w−ℓ∂αu2∥∥∥ 12−γ
+
∑
|α1|≤|α|−2
∥∥∂α−α1∇xφ∥∥L3 ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖L6x(L2ξ) ‖〈ξ〉w−ℓ∂αu2‖ 1−γ2−γ ∥∥∥〈ξ〉 γ2w−ℓ∂αu2∥∥∥ 12−γ
.η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+ Cη
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ ‖〈ξ〉w1−ℓ∂α1∇ξu2‖2 E∞(t).
Here to deduce the last inequality in the above analysis, we have used the following estimate which is obtained
by employing Young’s inequality and Cauchy’s inequality (Here we only write down the most difficult case
|α1| = |α| − 1, similar estimates can also be established for the cases |α1| ≤ |α| − 2.)
∑
|α1|=|α|−1
∥∥∂α−α1∇xφ∥∥L∞ ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖ ‖〈ξ〉w−ℓ∂αu2‖ 1−γ2−γ ∥∥∥〈ξ〉 γ2w−ℓ∂αu2∥∥∥ 12−γ
.
∑
|α1|=|α|−1
(1 + t)
1
2 (1+ϑ)×
1−γ
2−γ
∥∥∂α−α1∇xφ∥∥L∞ ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖
×
[
(1 + t)−
1
2 (1+ϑ) ‖〈ξ〉w−ℓ∂αu2‖
] 1−γ
2−γ
∥∥∥〈ξ〉 γ2w−ℓ∂αu2∥∥∥ 12−γ
.
∑
|α1|=|α|−1
(1 + t)
1
2 (1+ϑ)×
1−γ
2−γ
∥∥∂α−α1∇xφ∥∥L∞ ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖
×
[
(1 + t)−
1
2 (1+ϑ) ‖〈ξ〉w−ℓ∂αu2‖+ ‖w−ℓ∂αu2‖ν
]
.η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+ Cη
∑
|α1|=|α|−1
(1 + t)(1+ϑ)
1−γ
2−γ
∥∥∂α−α1∇xφ∥∥2L∞ ‖〈ξ〉w1−ℓ∂α1∇ξu2‖2 .
Now we prove (2.6), in fact, for any |α|+ |β| ≤ N, |β| ≥ 1, we have the following∑
|α1|<|α|
∣∣∣(∂α−α1∇xφ · ∇ξ∂α1β u2, w2|β|−ℓ∂αβ u2)∣∣∣
.
∑
α1<α
∣∣∣(∂α−α1∇xφ · ∇ξ∂α1β u2w|β+ei|−ℓ〈ξ〉 γ2 , w|β|−ℓ∂αβ u2)∣∣∣
.
 ∑
|α1|=0
[
χ|α|=1
∥∥∇2xφ∥∥L∞x ∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂βu2∥∥
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+χ2≤|α|≤N−2 ‖∇x∂αφ‖L3x
∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂βu2∥∥L6x(L2ξ)
+χ|α|=N−1,|β|=1
∥∥∇Nx φ∥∥ ∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂βu2∥∥L∞x (L2ξ) ]
+
∑
1≤|α1|≤|α|−2
χ|α|≥3
∥∥∂α−α1∇xφ∥∥L3 ∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2∥∥∥L6x(L2ξ)
+
∑
|α1|=|α|−1
χ|α|≥1
∥∥∂α−α1∇xφ∥∥L∞ ∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2∥∥∥
∥∥∥〈ξ〉 12w|β|−ℓ∂αβ u2∥∥∥ ,
which, by a similar interpolation techinuque as in the proof of (2.4), can be further bounded by
η
(
(1 + t)−1−ϑ
∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2 + ∥∥w|β|−ℓ∂αβ u2∥∥2ν)
+Cη
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ E∞(t)
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2∥∥∥2
+Cηχ|α|=N−1,|β|=1(1 + t)
−N+ 12+(1+ϑ)
1−γ
2−γ
∥∥〈ξ〉w|β+ei|−ℓ∇2ξ∇xu2∥∥ ∥∥〈ξ〉w|β+ei|−ℓ∇2ξ∇2xu2∥∥
+Cη
∑
1≤|α1|≤|α|−2
χ|α|≥3(1 + t)
−(|α−α1|+1)+(1+ϑ)
1−γ
2−γ E∞(t)
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1+eiβ u2∥∥∥2
+Cη
∑
|α1|=|α|−1
χ|α|≥1(1 + t)
−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ E∞(t)
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2∥∥∥2
. η
(
(1 + t)−1−ϑ
∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2 + ∥∥w|β|−ℓ∂αβ u2∥∥2ν)
+CηE∞(t)
∑
1≤|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2∥∥∥2 .
Here to deduce the last inequality, we have used the following facts∥∥〈ξ〉w|β+ei|−ℓ∇2ξu2∥∥2L∞x (L2ξ) . ∥∥〈ξ〉w|β+ei|−ℓ∇x∇2ξu2∥∥ ∥∥〈ξ〉w|β+ei|−ℓ∇2x∇2ξu2∥∥ ,
and
− (N − 12)+ (1 + ϑ)1−γ2−γ = {− 12 [((N − 1)− 1 + 2) + (1 + ϑ)1−γ2−γ ]}
+
{
− 12
[
((N − 1)− 2 + 2) + (1 + ϑ)1−γ2−γ
]}
.
This completes the proof of Lemma 2.5. 
3. Lower Order Energy Estimates
The following two sections are concerned with certain energy type estimates on the solution u(t, x, ξ) of
the one-species VPB system (1.7) in terms of the temporal energy functional E∞(t). We first notice that
the arguments used in [25] and [23] to deduce the corresponding local solvability, after a straightforward
modification, can indeed be applied to the Cauchy problem of the one-species VPB system (1.7) for the whole
range of cutoff intermolecular interactions to yield our desired local solvability result. Assume that such a
local solution u(t, x, ξ) has been extended to the time step t = T for some T > 0, that is, u(t, x, ξ) is a solution
of the Cauchy problem of the one-species VPB system (1.7) defined on the strip
∏
T = [0, T ]×R3x ×R3ξ. Now
we turn to deduce certain energy type estimates on u(t, x, ξ) in terms of the temporal energy functional E∞(t)
defined by (1.13), under the assumption that the temporal energy functional E∞(t) is sufficiently small for all
0 ≤ t ≤ T .
The desired energy type estimates will be carried out in this and the coming sections and the main purpose
of this section is concerned with the lower order energy estimates. To make the presentation easy to follow,
we divide this section into two subsections. The first subsection is about the non-weighted estimates.
3.1. Non-weighted Estimates. The main purpose of this subsection is to prove the following lemma which
yields the optimal temporal decay estimates on the L2−norm of the pure spatial derivatives of u(t, x, ξ) up to
the order N − 1. Such an estimate will play an important role in our analysis.
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Lemma 3.1. Let 34 < p < 1, ℓ ≥ max
{
l2 + 1, l2 − 2γ , 4p−24p−3 l2 + 1
}
, l2 > N +
1
2 . Then for any 0 ≤ m ≤ N − 1,
the solution (u(t, x, ξ), φ(t, x)) of the Cauchy problem of the one-species VPB system (1.7) satisfies the following
decay estimates
‖∇mx u‖2 +
∥∥∇m+1x φ∥∥2 . (1 + t)−(m+ 12 ) (ǫ0 + E2∞(t))
for all 0 ≤ t ≤ T provided that (u(t, x, ξ), φ(t, x)) is assumed to satisfy the a priori assumption
(3.1) E∞(t) ≤ δ, 0 ≤ t ≤ T
for some sufficiently small δ > 0. Here ǫ0 is defined in the statement of our Theorem 1.1 which measures the
smallness of the initial perturbation.
Although the main ideas to deduce this lemma are along the same line as in [8] for the hard sphere model
and [50] for cutoff moderately soft potentials, that is, by combining the temporal decay estimates on the
solution operator of the corresponding linearized system of the one-species VPB system (1.7) together with
Duhamel’s principle, the analysis for the whole range of cutoff soft potentials is quite complex since we try to
deduce the optimal temporal decay estimates on the L2−norm of the pure spatial derivatives of u(t, x, ξ) up
to the order N − 1, thus we prove it in details in the following. To this end, we first deduce some estimates on
G(t, x, ξ) = 12ξ · ∇xφu−∇xφ · ∇ξu+ Γ(u, u).
Lemma 3.2. If 34 < p < 1, ℓ ≥ max
{
l2 + 1, l2 − 2γ , 4p−24p−3 l2 + 1
}
, we have the following estimates on G(t, x, ξ):
• For 0 ≤ m ≤ N − 1, it holds that
(3.2)
∥∥∥〈ξ〉− γ2 l2∇mx G(t)∥∥∥2 . (1 + t)−(m+ 52− 56 )E2∞(t);
• For 0 ≤ m ≤ N − 2, one has
(3.3)
∥∥∥〈ξ〉− γ2 l2∇mx G(t)∥∥∥2
Z1
. (1 + t)−(m+1)E2∞(τ);
• For the case of m = N − 1, if we decompose G as G = G1+G2 where G1 = 12ξ ·∇xφu−∇xφ ·∇ξPu+
Γ(u, u) and G2 = −∇xφ · ∇ξ{I−P}u, then we can get that∥∥∥〈ξ〉− γ2 l2∇N−1x G1(t)∥∥∥2
Z1
. (1 + t)−NE2∞(τ),(3.4) ∥∥∥〈ξ〉− γ2 l2∇N−2x G2(t)∥∥∥2
Z1
. (1 + t)−N+
1
2 E2∞(t).
Proof. The most difficult cases lie in how to deal with the highest order derivatives of G(t, x, ξ) with respect
to x and ξ.
Noticing that G(t, x, ξ) = 12ξ · ∇xφu−∇xφ · ∇ξu+ Γ(u, u), we can get for 0 ≤ m ≤ N − 1 that∥∥∥〈ξ〉− γ2 l2∇mx G(t)∥∥∥2 . ∑
m1≤
m
2
∥∥∇m1+1x φ∥∥2L∞x
(∥∥∥〈ξ〉− γ2 l2+1∇m−m1x u∥∥∥2 + ∥∥∥〈ξ〉− γ2 l2∇m−m1x ∇ξu∥∥∥2)
+
∑
m1>
m
2
∥∥∇m1+1x φ∥∥2(∥∥∥〈ξ〉− γ2 l2+1∇m−m1x u∥∥∥2
L∞x (L
2
ξ)
+
∥∥∥〈ξ〉− γ2 l2∇m−m1x ∇ξu∥∥∥2
L∞x (L
2
ξ)
)
+
∥∥∥〈ξ〉− γ2 l2∇mx Γ(u, u)∥∥∥2 .
(3.5)
Similarly, one can get for 0 ≤ m ≤ N − 2 that∥∥∥〈ξ〉− γ2 l2∇mx G(t)∥∥∥2
Z1
.
∑
m1≤m
∥∥∇m1+1x φ∥∥2(∥∥∥〈ξ〉− γ2 l2∇m−m1x u∥∥∥2 + ∥∥∥〈ξ〉− γ2 l2∇m−m1x ∇ξu∥∥∥2)
+
∥∥∥〈ξ〉− γ2 l2∇mx Γ(u, u)∥∥∥2
Z1
.
(3.6)
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To estimate the terms in the right hand sides of (3.5) and (3.6) in terms of E∞(t), if we let ℓ ≥ max
{
l2 + 1, l2 − 2γ
}
,
we can first deduce from the definition of E∞(t) that
‖∇m1x ∇xφ(t)‖2 . (1 + t)−(m1+
1
2 )E∞(t), m1 ≤ N − 1,∥∥∥〈ξ〉− γ2 l2+1∇m−m1x u(t)∥∥∥2 . (1 + t)−(m−m1+ 12 )E∞(t), m−m1 ≤ N − 1,∥∥∥〈ξ〉− γ2 l2∇m−m1x ∇ξu(t)∥∥∥2 .
 (1 + t)
−(m−m1+ 12 )E∞(t), m−m1 ≤ N − 2,
(1 + t)−(m−m1+
1
2−
2
3 )E∞(t), m−m1 = N − 1.
Secondly, for the case 0 ≤ m ≤ N − 1, m1 ≤ m2 , we can deduce that
m1 + 2 ≤ N − 1
2
+ 2 =
N + 3
2
< N,
we thus get from the definition of E∞(t) and the Gagliardo-Nirenberg interpolation inequality that
‖∇m1x ∇xφ(t)‖2L∞x .
∥∥∇m1+1x φ(t)∥∥ 12 ∥∥∇m1+3x φ(t)∥∥ 32 . (1 + t)−(m1+2)E∞(t).
Thirdly, to deduce an estimate on
∥∥〈ξ〉− γ2 l2+1∇m−m1x u∥∥L∞x (L2ξ) and ∥∥〈ξ〉− γ2 l2∇m−m1x ∇ξu∥∥L∞x (L2ξ) for the case
m1 >
m
2 and 0 ≤ m ≤ N−1. In such a case, since m−m1+2 < m2 +2 ≤ N−12 +2 = N+32 < N , we can also get
from the definition of E∞(t), ℓ ≥ max
{
l2 + 1, l2 − 2γ
}
, and the Gagliardo-Nirenberg interpolation inequality
that ∥∥∥〈ξ〉− γ2 l2+1∇m−m1x u(t)∥∥∥2
L∞x (L
2
ξ
)
.
∥∥∥〈ξ〉− γ2 l2+1∇m−m1x u(t)∥∥∥ 12 ∥∥∥〈ξ〉− γ2 l2+1∇m−m1+2x u(t)∥∥∥ 32
. (1 + t)−(m−m1+2)E∞(t)
and ∥∥∥〈ξ〉− γ2 l2∇m−m1x ∇ξu(t)∥∥∥2
L∞x (L
2
ξ)
.
∥∥∥〈ξ〉− γ2 l2∇m−m1+1x ∇ξu(t)∥∥∥ ∥∥∥〈ξ〉− γ2 l2∇m−m1+2x ∇ξu(t)∥∥∥
.(1 + t)−
1
2 (m−m1+1+
1
2 )(1 + t)−
1
2 (m−m1+2+
1
2−
2
3 )E∞(t)
.(1 + t)−(m−m1+2−
1
3 )E∞(t).
Here we have used the fact that m−m1 + 2 ≤ N − 1 and m−m1 + 3 ≤ N but m−m1 + 2 ≤ N − 1.
On the other hand, by exploiting Lemma 2.2 and Lemma 2.3, ℓ ≥ max
{
l2 + 1, l2 − 2γ
}
, and the definition
of E∞(t), one has ∥∥∥〈ξ〉− γ2 l2∇mx Γ(u, u)∥∥∥2 .
{
(1 + t)−(m+
5
2−
1
6 )E2∞(t), if 0 ≤ m ≤ N − 2
(1 + t)−(m+
5
2−
5
6 )E2∞(t), if m = N − 1.
Substituting the above estimates into (3.5) and (3.6), we can get (3.2) and (3.3) immediately.
At last, we prove (3.4). To this end, noticing G1 =
1
2ξ · ∇xφu −∇xφ · ∇ξu1 + Γ(u, u),∥∥∥〈ξ〉− γ2 l2∇(N−1)−m1x ∇ξu1(t)∥∥∥ . ∥∥∥∇(N−1)−m1x u1(t)∥∥∥ ,
and due to N − 1 − m1 + 1 ≤ N with N − 1 − m1 ≤ N − 1, one can get from the estimate (2.3) and the
definition of E∞(t) that (3.4)1 can be bounded by∥∥∥〈ξ〉− γ2 l2∇N−1x G1(t)∥∥∥2
Z1
.
∑
m1≤N−1
(∥∥∥〈ξ〉− γ2 l2+1∇(N−1)−m1x u(t)∥∥∥2 + ∥∥∥〈ξ〉− γ2 l2∇(N−1)−m1x ∇ξu1(t)∥∥∥2)
× ∥∥∇m1+1x φ(t)∥∥2 + ∥∥∥〈ξ〉− γ2 l2∇N−1x Γ(u, u)∥∥∥2
Z1
.(1 + t)−m1−
1
2 (1 + t)−(N−1−m1+
1
2 )E2∞(t) + (1 + t)−NE2∞(t)
.(1 + t)−NE2∞(t).
This proves (2.3)1.
THE VLASOV-POISSON-BOLTZMANN SYSTEM FOR THE WHOLE RANGE OF CUTOFF SOFT POTENTIALS 17
For (2.3)2, notice that the standard interpolation argument together with the last term in definition of E∞
tell us that ∥∥∥〈ξ〉− γ2 l2∇N−2x ∇ξu2∥∥∥2 . ∥∥w1−ℓ∇N−2∇ξu2∥∥ 2l2ℓ−1 ∥∥∇N−2∇ξu2∥∥2(1− l2ℓ−1)
. (1 + t)−(N−
3
2 )
l2
ℓ−1−[(N−
1
2 )−2(1−p)](1−
l2
ℓ−1 )E∞(t)
. (1 + t)−N+1E∞(t)
hold if 34 < p < 1 and ℓ ≥ 4p−24p−3 l2 + 1 and from which we can get that∥∥∥〈ξ〉− γ2 l2∇N−2x G2(t)∥∥∥2
Z1
.
∑
m1≤N−2
∥∥∥〈ξ〉− γ2 l2∇(N−2)−m1x ∇ξu2(t)∥∥∥2 ∥∥∇m1+1x φ(t)∥∥2
.(1 + t)−N+
1
2 E2∞(t).
This is exactly (3.4)2 and the proof of Lemma 3.2 is complete. 
With Lemma 3.2 in hand, we now turn to prove Lemma 3.1.
Proof. Firstly, by Duhamel’s principle we can write the solution u(t, x, ξ) to (1.7) as the solution of the following
integral equation
(3.7) u(t) = etBu0 +
∫ t
0
e(t−τ)BG(τ)dτ.
Here G = 12ξ · ∇xφu−∇xφ · ∇ξu+Γ(u, u) and etBu0 denotes the solution operator of the following linearized
equation of the one-species VPB system (1.1)
ut −Bu = 0, Bu = −ξ · ∇xu+∇xφ · ξM 12 + Lu,
∆xφ =
∫
R3
M
1
2udξ,
u(0, x, ξ) = u0(x, ξ),
whose temporal decay estimates will be be given in Lemma A.2.
Therefore, applying Lemma A.2 (with l0 = 0) to (3.7) yields
‖∇mx u(t)‖2 +
∥∥∇m+1x φ(t)∥∥2(3.8)
. (1 + t)−m−
1
2
(∥∥∥〈ξ〉− γ2 l2∇mx u0∥∥∥2 + ∥∥∥〈ξ〉− γ2 l2u0∥∥∥2
Z1
)
+
{∫ t
0
∥∥∥∇mx e(t−τ)BG(τ)∥∥∥ dτ}2 .
Noticing P0G = 0, for any t > 0, k ∈ R3, it further follows from (A.7) in Lemma A.2 that∣∣∣Ĝ(t, k, ξ)∣∣∣2
L2ξ
.
{
1 +
|k|2
1 + |k|2 (t− τ)
}−l2 ∣∣∣〈ξ〉− γ2 l2Ĝ(τ, k, ξ)∣∣∣2
L2ξ
.
Consequently, we can deduce that∫ t
0
∥∥∥∇mx e(t−τ)BG(τ)∥∥∥ dτ
.
∫ t
0
{∫
R3
|k|2m
(
1 +
|k|2(t− τ)
1 + |k|2
)−l2 ∣∣∣〈ξ〉− γ2 l2Ĝ(τ, k, ξ)∣∣∣2
L2ξ
dk
}1/2
dτ
.
∫ t/2
0
{∫
|k|≤1
|k|2m (1 + |k|2(1 + t− τ))−l2 dk · sup
k
{∣∣∣〈ξ〉− γ2 l2Ĝ(τ, k, ξ)∣∣∣2
L2ξ
}}1/2
dτ︸ ︷︷ ︸
K1
(3.9)
+
∫ t
t/2
{∫
|k|≤1
|k|2m (1 + |k|2(1 + t− τ))−l2 ∣∣∣〈ξ〉− γ2 l2Ĝ(τ, k, ξ)∣∣∣2
L2ξ
dk
}1/2
dτ︸ ︷︷ ︸
K2
+
∫ t
0
(1 + t− τ)−l2
∥∥∥〈ξ〉− γ2 l2∇mx G(τ)∥∥∥ dτ︸ ︷︷ ︸
K3
.
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To deduce desired bounds on K1, K2, and K3, for the first term K1, by (3.3) with m = 0 and by noticing
that
sup
k
{∣∣∣〈ξ〉− γ2 l2Ĝ(τ, k, ξ)∣∣∣
L2ξ
}
.
∥∥∥〈ξ〉− γ2 l2G(τ)∥∥∥
Z1
,
it is easy to bound K1 by
K1 . E∞(t)
{∫ t/2
0
(1 + t− τ)− 12 (m+ 32 )(1 + τ)− 12 dτ sup
0≤τ≤t/2
∫ (1+t−τ)1/2
0
y2m+2(1 + y2)−l2dy
} 1
2
. (1 + t)−
1
2 (m+
1
2 )E∞(t)
for l2 > m+
3
2 . And for K3, since 0 ≤ m ≤ N − 1, one can also get from (3.2) that
K3 . E∞(t)
∫ t
0
(1 + t− τ)−l2 (1 + τ)− 12 (m+ 52− 56 )dτ . (1 + t)− 12 (m+ 12 )E∞(t)
provided that l2 > m+
3
2 .
It is more subtle to deal with the term K2. For this purpose, we divide the estimation of this term into two
cases: For the case m ≤ N − 2, similar to that of K1, one use (3.2) to deduce that
K2 .
∫ t
t/2
{∫
|k|≤1
(
1 + |k|2(1 + t− τ))−l2 dk · sup
k
{
|k|2m
∣∣∣〈ξ〉− γ2 l2Ĝ(τ, k, ξ)∣∣∣2
L2ξ
}}1/2
dτ
. E∞(t)
∫ t
t/2
(1 + t− τ)− 34 (1 + τ)− 12 (m+1)dτ
. (1 + t)−
1
2 (m+
1
2 )E∞(t),
while for the case of m = N − 1, recalling the decomposition G = G1 + G2 with G1 = 12 ξ · ∇xφu − ∇xφ ·∇ξu1 + Γ(u, u) and G2 = −∇xφ · ∇ξu2, we use (3.4) and the fact
sup
k
{
|k|2m
∣∣∣〈ξ〉− γ2 l2Ĝ2(τ, k, ξ)∣∣∣2
L2ξ
}
.
∥∥∥〈ξ〉− γ2 l2∇mx G2(τ)∥∥∥2
Z1
to obtain
K2 .
∫ t
t/2
{∫
|k|≤1
(
1 + |k|2(1 + t− τ))−l2 dk · sup
k
{
|k|2(N−1)
∣∣∣〈ξ〉− γ2 l2Ĝ1(τ, k, ξ)∣∣∣2
L2ξ
}}1/2
dτ
+
∫ t
t/2
{∫
|k|≤1
|k|2 (1 + |k|2(1 + t− τ))−l2 dk · sup
k
{
|k|2(N−2)
∣∣∣〈ξ〉− γ2 l2Ĝ2(τ, k, ξ)∣∣∣2
L2
ξ
}}1/2
dτ
. E∞(t)
(∫ t
t/2
(1 + t− τ)− 34 (1 + τ)−N2 dτ +
∫ t
t/2
(1 + t− τ)− 54 (1 + τ)− 12 (N− 12 )dτ
)
. (1 + t)−
1
2 (N−1+
1
2 )E∞(t)
= (1 + t)−
1
2 (m+
1
2 )E∞(t).
Here we have used the facts that 1/(1 + |k|2) ≥ 1/2 when |k| ≤ 1, |k|2/(1 + |k|2) ≥ 1/2 when |k| ≥ 1, and the
assumption l2 >
3
2 +m.
Inserting the above estimates on K1,K2, and K3 into (3.8) yields our desired Lemma 3.1. 
3.2. Weighted Estimates. This subsection is devoted to deducing the desired weighted estimates on u(t, x, ξ).
Noticing the fact that for the weight function w|β|−ℓ(t, ξ) defined in (1.12),
(3.10)
∥∥w|β|−ℓ∂αβPu∥∥2 ∼ ‖∂αPu‖2
provided that the parameter q > 0 in (1.12) is chosen sufficiently small, thus we only need to deduce the
temporal decay estimates on the microscopic part u2 = {I−P}u. For this purpose, by applying I−P to the
first equation of (1.7), we can get that the time evolution of u2 ≡ {I−P}u can be described by
(3.11) ∂tu2 + ξ · ∇xu2 +∇xφ · ∇ξu2 − 1
2
ξ · ∇xφu2 − Lu = Γ(u, u) + [[P, τφ]]u,
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where [[P, τφ]] = Pτφ − τφP denotes the commutator of two operators P and τφ with τφ being given by
τφ = ξ · ∇x +∇xφ · ∇ξ − 1
2
ξ · ∇xφ.
For this commutator, we have the following estimate
Lemma 3.3. For any |α|+ |β| ≤ N − 1, we have∥∥∥ν− 12w|β|−ℓ∂αβ [[P, τφ]]u(t)∥∥∥2 . (1 + t)−(|α|+ 52 )E2∞(t) + ∥∥∥∇|α|+1x u∥∥∥2
ν
.
Proof. From (3.10), we can deduce Lemma 3.3 immediately by employing Lemma 3.1. 
We now deduce the desired weighted energy type estimates on u2. Before this, we need the estimate of u2
without weight. To this end, we multiply (3.11) by u2 and integrate the resulting identity over R
3
x × R3ξ to
yield
1
2
d
dt
‖u2(t)‖2 + η0‖u2‖2ν .(1 + t)−
3
2 E2∞(t) + ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉u2‖2 + |([[P, τφ]]u(t), u2)|
.(1 + t)−
3
2
(
ǫ0 + E2∞(t)
)
+ ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉u2‖2 .
(3.12)
Here we have used (1.8), Lemma 2.3, Lemma 3.3, Lemma3.1 and the following facts for any sufficiently small
η > 0,
〈ξ〉 = (〈ξ〉2) 1−γ2−γ ν(ξ) 12−γ ≤ ην(ξ) + Cη〈ξ〉2,(3.13) (
1
2ξ · ∇xφu2, u2
)
. η‖u2‖2ν + Cη‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉u2‖2 .
|([[P, τφ]]u(t), u2)| . η‖u2‖2ν + Cη‖ν−
1
2 [[P, τφ]]u(t)‖2.
Similarly, from Lemma 2.1, Lemma 2.3, Lemma 3.1, and Lemma 3.3, we multiply (3.11) by w2−ℓ(t, ξ)u2 and
integrate the final result with respect to x and ξ over R3x × R3ξ to deduce that
1
2
d
dt
‖w−ℓu2(t)‖2 + 2qϑ(1 + t)−1−ϑ ‖〈ξ〉w−ℓu2‖2 + 1
2
‖w−ℓu2‖2ν
.‖u2‖2ν + (1 + t)−
3
2 E2∞(t) + ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉w−ℓu2‖2 ,
(3.14)
Here we have taken η = 12 in (2.1) of Lemma 2.1 and used the fact that(
d
dt
u2(t), w
2
−ℓ(t, ξ)u2(t)
)
=
1
2
d
dt
‖w−ℓu2(t)‖2 + 2ϑq
(1 + t)1+ϑ
‖〈ξ〉w−ℓu2(t)‖2 .
Choosing M > 0 suitably large, we take M × (3.12) + (3.14) to have
d
dt
(
M ‖u2(t)‖2 + ‖w−ℓu2(t)‖2
)
+ η0
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓu2‖2 + ‖w−ℓu2‖2ν
)
.(1 + t)−
3
2
(
ǫ0 + E2∞(t)
)
.
(3.15)
Here η0 is some constant and we have used the following estimate:
‖∇xφ‖
2−γ
1−γ
L∞ . (1 + t)
−1× 2−γ1−γ E
1
2×
2−γ
1−γ
∞ (t) . (1 + t)
− 5
4 E
2−γ
2(1−γ)
∞ (t), γ ∈ (−3, 0),
by the definition of E∞(t) in (1.13).
Integrating (3.15) over [0, t] yields
(3.16) ‖w−ℓu2(t)‖2 +
∫ t
0
(
(1 + s)−1−ϑ ‖〈ξ〉w−ℓu2(s)‖2 + ‖w−ℓu2(s)‖2ν
)
ds . ǫ0 + E2∞(t).
Now multiplying (3.15) by (1 + t)
1
2+ϑ, we can get from Lemma 2.4 with m = − 12 that
d
dt
(
(1 + t)
1
2+ϑ
(
M ‖u2(t)‖2 + ‖w−ℓu2(t)‖2
))
+(1 + t)−
1
2 ‖〈ξ〉w−ℓu2‖2 + λ(1 + t) 12+ϑ ‖w−ℓu2‖2ν
. (1 + t)−
1
2+ϑ ‖w−ℓu2(t)‖2 + (1 + t)−1+ϑ
(
ǫ0 + E2∞(t)
)
. η
(
(1 + t)−
1
2 ‖〈ξ〉w−ℓu2‖2 + (1 + t) 12+ϑ ‖w−ℓu2‖2ν
)
+ Cη ‖w−ℓu2‖2ν
+(1 + t)−1+ϑE2∞(t).
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Taking η > 0 small enough and integrating above inequality over [0, t] respect to t, we can deduce from (3.16)
that
(1 + t)
1
2+ϑ ‖w−ℓu2(t)‖2 +
∫ t
0
(
(1 + s)−
1
2 ‖〈ξ〉w−ℓu2(s)‖2 +(1 + s) 12+ϑ ‖w−ℓu2(s)‖2ν
)
ds
.(1 + t)ϑ
(
ǫ0 + E2∞(t)
)
,
(3.17)
which is the desired weighted energy type estimates on u2 itself.
To derive the weighted energy type estimates on the derivatives of u2 with respect to x−variables, as
before, we first perform the corresponding energy type estimates without weight. For this purpose, we apply
∂α(1 ≤ |α| ≤ N − 1) to the equation (3.11) to get
∂t∂
αu2 + ξ · ∇x∂αu2 +∇xφ · ∇ξ∂αu2 +
∑
|α1|<|α|
Cα1α ∂
α−α1∇xφ · ∇ξ∂α1u2
−1
2
ξ · ∇xφ∂αu2 − 1
2
∑
|α1|<|α|
Cα1α ξ · ∂α−α1∇xφ∂α1u2 − L∂αu2(3.18)
= ∂αΓ(u, u) + ∂α[[P, τφ]]u,
then one can get by multiplying (3.18) by ∂αu2 and integrating the resulting identity with respect to x and ξ
over R3x × R3ξ that for 1 ≤ |α| ≤ N − 1
(3.19)
d
dt
‖∂αu2(t)‖2 + λ ‖∂αu2‖2ν . (1 + t)−|α|−
5
2 E2∞(t) + ‖∂α∇xu‖2ν + ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉∂αu2‖2 .
Here we have used (1.8), Lemma 2.3, Lemma 3.3, the definition (1.13) of E∞(t), and the following two estimates:∑
α1<α
Cα1α
(
∂α−α1∇xφ · ∇ξ∂α1u2, ∂αu2
)
.η ‖∂αu2‖2ν + Cη ‖∂α∇xφ‖2
∥∥∥〈ξ〉−γ/2∇ξu2∥∥∥2
L∞x (L
2
ξ
)
+ Cη
∑
1≤|α1|≤|α|−2
χ|α|≥3
∥∥∂α−α1∇xφ∥∥2L3x(L2ξ) ∥∥∥〈ξ〉−γ/2∇ξ∂α1u2∥∥∥2L6x(L2ξ)
+ Cη
∑
|α1|=|α|−1
χ|α|≥2
∥∥∂α−α1∇xφ∥∥2L∞ ∥∥∥〈ξ〉−γ/2∇ξ∂α1u2∥∥∥2
.η ‖∂αu2‖2ν + Cη(1 + t)−|α|
∥∥∥〈ξ〉−γ/2∇ξ∇xu2∥∥∥ ∥∥∥〈ξ〉−γ/2∇ξ∇2xu2∥∥∥
+ Cη
∑
1≤|α1|≤|α|−2
(1 + t)−(|α−α1|+1)
∥∥∥〈ξ〉−γ/2∂α1∇ξ∇xu2∥∥∥2
+ Cη
∑
|α1|=|α|−1
(1 + t)−(|α−α1|+2)
∥∥∥〈ξ〉−γ/2∇ξ∂α1u2∥∥∥2
.η ‖∂αu2‖2ν + Cη(1 + t)−|α|−
5
2 E2∞(t)
and
1
2
∑
|α1|<|α|
Cα1α
(
ξ · ∂α−α1∇xφ∂α1u2, ∂αu2
)
.η ‖∂αu2‖2ν + Cη
∑
|α1|=|α|−1
∥∥∂α−α1∇xφ∥∥2L∞ ∥∥∥〈ξ〉1−γ/2∂α1u2∥∥∥2
+ Cη
∑
1≤|α1|≤|α|−2
∥∥∂α−α1∇xφ∥∥2L3x(L2ξ) ∥∥∥〈ξ〉−γ/2∂α1u2∥∥∥2L6x(L2ξ)
+ Cη ‖∂α∇xφ‖2
∥∥∥〈ξ〉−γ/2u2∥∥∥2
L∞x (L
2
ξ)
.η ‖∂αu2‖2ν + (1 + t)−|α|−
5
2 E2∞(t),
which follows from the definition of E∞(t) and the fact 〈ξ〉1−γ/2 ≤ w1−ℓ(t, ξ) when ℓ ≥ N ≥ 4.
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Now we proceed to deduce the weighted energy type estimate on ∂αu2(1 ≤ |α| ≤ N − 1). To this end,
we first deal with some related terms. In fact, by employing Lemma 2.4, Young’s inequality, the definition of
E∞(t) in (1.13), one can get that by (2.4) and (2.5) in Lemma 2.5 that∣∣∣∣∣∣
 ∑
|α1|<|α|
Cα1α ∂
α−α1∇xφ · ∇ξ∂α1u2, w2−ℓ(t, ξ)∂αu2
∣∣∣∣∣∣
.η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+ Cη
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ ‖〈ξ〉w1−ℓ∂α1∇ξu2‖2 E∞(t)
and ∣∣∣∣∣∣
1
2
∑
|α1|<|α|
Cα1α ξ · ∂α−α1∇xφ∂α1u2, w2−ℓ(t, ξ)∂αu2
∣∣∣∣∣∣
.η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+ Cη
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2 E∞(t).
Basing on the above two estimates, as in the derivation of (3.14), if we multiply (3.18) by w2−ℓ∂
αu2, then we
can get from Lemma 2.1, Lemma 2.3, Lemma 3.3, and (3.13) that for 1 ≤ |α| ≤ N − 1
1
2
d
dt
‖w−ℓ∂αu2(t)‖2 + 2qϑ(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + 1
2
‖w−ℓ∂αu2‖2ν
. ‖∂αu2‖2ν + ‖∂α∇xu2‖2ν + (1 + t)−
3
2−|α|E2∞(t) + ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉w−ℓ∂αu2‖2(3.20)
+
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ ‖〈ξ〉w1−ℓ∂α1∇ξu2‖2 E∞(t).
Choosing M2 > 0 suitably large, we take M × (3.19) + (3.20) to yield that for certain constant λ > 0,
d
dt
(
M ‖∂αu2(t)‖2 + ‖w−ℓ∂αu2(t)‖2
)
+ λ
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
.
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w−ℓ∂α1∇ξu2‖2 +
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) E∞(t)(3.21)
+(1 + t)−|α|−
5
2+
2
3 E2∞(t) + ‖∂α∇xu‖2ν , 1 ≤ |α| ≤ N − 1.
Remark 3.1. We want to emphasize that the above estimate (3.21) holds for |α| = N − 1, such a fact plays
an important role in our analysis.
For the mixed derivatives of u2 with respect to the spatial variable x and the velocity variable ξ, we can
get by applying ∂αβ with |α|+ |β| ≤ N, |β| ≥ 1 to (3.11) that
∂t∂
α
β u2 + ξ · ∇x∂αβ u2 +∇xφ · ∇ξ∂αβ u2 −
1
2
ξ · ∇xφ∂αβ u2
+
∑
|β1|=1
Cβ1β ∂β1ξ · ∇x∂αβ−β1u2 +
∑
|α1|<|α|
Cα1α ∂
α−α1∇xφ · ∇ξ∂α1β u2(3.22)
−1
2
∑
|β1|=1
Cβ1β ∂β1ξ · ∂α (∇xφ∂β−β1u2)−
1
2
∑
|α1|<|α|
Cα1α ξ · ∂α−α1∇xφ∂α1β u2
= ∂βL∂
αu2 + ∂
α
βΓ(u, u) + ∂
α
β [[P, τφ]]u.
Multiplying (3.22) by w2|β|−ℓ∂
α
β u2 and integrating the resulting identity with respect to x and ξ over R
3
x ×R3ξ,
we can deduce from (
∂αβ u2, w
2
|β|−ℓ∇x∂αβ u2
)
= 0
and (
∂αβ u2, w
2
|β|−ℓ∂t∂
α
β u2
)
=
1
2
d
dt
∥∥w|β|−ℓ∂αβ u2(t)∥∥2 + 2qϑ(1 + t)1+ϑ ∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2
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that
1
2
d
dt
∥∥w|β|−ℓ∂αβ u2(t)∥∥2 + 2qϑ(1 + t)1+ϑ ∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2 = −(∂αβ u2, w2|β|−ℓ∇xφ · ∇ξ∂αβ u2)︸ ︷︷ ︸
J1
+
1
2
(
∂αβ u2, w
2
|β|−ℓξ · ∇xφ∂αβ u2
)
︸ ︷︷ ︸
J2
−
∑
|β1|=1
Cβ1β
(
∂αβ u2, w
2
|β|−ℓ∂β1ξ · ∇x∂αβ−β1u2
)
︸ ︷︷ ︸
J3
−
∑
|α1|<|α|
Cα1α χ|α|≥1
(
∂αβ u2, w
2
|β|−ℓ∂
α−α1∇xφ · ∇ξ∂α1β u2
)
︸ ︷︷ ︸
J4
+
1
2
∑
|β1|=1
Cβ1β
(
∂αβ u2, w
2
|β|−ℓ∂β1ξ · ∂α (∇xφ∂β−β1u2)
)
︸ ︷︷ ︸
J5
+
1
2
∑
|α1|<|α|
χ|α|≥1C
α1
α
(
∂αβ u2, w
2
|β|−ℓξ · ∂α−α1∇xφ∂α1β u2
)
︸ ︷︷ ︸
J6
+
(
∂αβ u2, w
2
|β|−ℓ∂βL∂
αu2
)
︸ ︷︷ ︸
J7
+
(
∂αβ u2, w
2
|β|−ℓ∂
α
βΓ(u, u)
)
︸ ︷︷ ︸
J8
+
(
∂αβ u2, w
2
|β|−ℓ∂
α
β [[P, τφ]]u
)
︸ ︷︷ ︸
J9
.
(3.23)
Now we estimate Ji (i = 1, 2, · · · , 9) term by term. For J1 and J2, noticing
∣∣∣∇ξw2|β|−ℓ(t, ξ)∣∣∣ . 〈ξ〉w2|β|−ℓ(t, ξ), 〈ξ〉 = (〈ξ〉2) 1−γ2−γ ν(ξ) 12−γ ,
we use Young’s inequality to deduce that
|J1|+ |J2| .
∣∣∣(∇xφ, 〈ξ〉w2|β|−ℓ ∣∣∂αβ u2∣∣2)∣∣∣
. η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + Cη ‖∇xφ(t)‖ 2−γ1−γL∞(R3x) ∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2
. η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + (1 + t)− 54 E 2−γ2(1−γ)∞ (t)∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2 .
Here and below η > 0 can be any sufficiently small positive constant. It is worth to pointing out that the first
term in the right hand side of the estimate on |J1|+ |J2| stated above can be absorbed by the dissipation term
induced by the coercive estimate of the linearized collision operator L, cf. the first term in the right hand
side of the estimate on J7, while the corresponding second term can be absorbed by the second term in the
left hand side of (3.23) since ϑ is a positive constant chosen to satisfy 0 < ϑ ≤ 14 and the temporal energy
functional E∞(t) is chosen suitably small.
For J3, noticing w
2
|β|−ℓ = w|β−β1|−ℓw|β|−ℓ〈ξ〉
γ
2 for |β1| = 1, we can get from Cauchy’s inequality that
J3 .
∑
|β1|=1
∣∣∣(∂β1ξ · ∇x∂αβ−β1u2, w2|β|−ℓ∂αβ u2)∣∣∣
=
∑
|β1|=1
∣∣∣(w|β−β1|−ℓ∂β1ξ · ∇x∂αβ−β1u2〈ξ〉 γ2 , w|β|−ℓ∂αβ u2)∣∣∣
. η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + Cη ∑
|β1|=1
∥∥∥w|β−β1|−ℓ∂α+eiβ−β1u2∥∥∥2 ,
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Now we turn to deal with J5 which can be controlled as follows
J5 .
∑
|α1|≤|α|
∣∣∣(∂α−α1∇xφw|β−ei|−ℓ〈ξ〉 γ2 ∂α1β−eiu2, w|β|−ℓ∂αβ u2)∣∣∣
. η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + ∑
|α1|+|β|≤
N
2
∥∥∂α−α1∇xφ∥∥2 ∥∥∥w|β−ei|−ℓ∂α1β−eiu2∥∥∥2L∞x (L2ξ)
+
∑
|α1|+|β|>
N
2
∥∥∂α−α1∇xφ∥∥2L∞ ∥∥∥w|β−ei|−ℓ∂α1β−eiu2∥∥∥2
. η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + (1 + t)−|α|− 52 E2∞(t).
Noticing that J4 and J6 have been estimated in Lemma 2.5 which tell us that they can be controlled by the
right hand sides of (2.6) and (2.7), we only need to control the terms J7, J8, and J9 suitably. For this purpose,
we can get by exploiting Lemma 2.1, Lemma 2.3, and Lemma 3.3 that
J7 . −
∥∥w|β|−ℓ∂αβ u2∥∥2ν + η ∑
|β1|≤|β|
∥∥w|β1|−ℓ∂αβ1u2∥∥2ν + Cη ‖∂αu2‖2ν ,
J8 . η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + Cη(1 + t)−|α|− 32 E2∞(t),
and
J9 . η
∥∥w|β|−ℓ∂αβ u2∥∥2ν + Cη(1 + t)−|α|− 32 E2∞(t) + χ|α|=N−1 ∥∥∇Nx u∥∥2ν ,
respectively.
Substituting the above estimates on Ji (i = 1, 2, · · · , 9) into (3.23) and choosing η suitably small, we finally
arrive at
d
dt
∥∥w|β|−ℓ∂αβ u2(t)∥∥2 + qϑ(1 + t)−1−ϑ ∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2 + 12 ∥∥w|β|−ℓ∂αβ u2∥∥2ν
.
∑
|β1|<|β|
∥∥w|β1|−ℓ∂αβ1u2∥∥2ν + ∑
|β1|=1
∥∥∥w|β−β1|−ℓ∂α+eiβ−β1u2∥∥∥2(3.24)
+
∑
|α1|<|α|
χ|α|≥1(1 + t)
−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2∥∥∥2
+
∥∥∥〈ξ〉 12w|β|−ℓ∂α1β u2∥∥∥2) E∞(t) + (1 + t)−|α|− 32 (ǫ0 + E2∞(t))+ χ|α|=N−1 ∥∥∇Nx u∥∥2ν
provided that the temporal energy functional E∞(t) is chosen sufficiently small. Here |α|+ |β| ≤ N , |β| ≥ 1.
With the above estimates in hand, we now turn to deduce the main result on the lower order energy type
estimates on the microscopic component u2(t, x, ξ) of the solution u(t, x, ξ) to the Cauchy problem of the
one-species VPB system (1.7).
Lemma 3.4. Suppose that u(t, x, ξ) is a solution to the Cauchy problem of the one-species VPB system (1.7)
which is defined on
∏
T = [0, T ]×R3x×R3ξ and satisfies the a priori assumption (3.1) for some suitably chosen
small positive constant δ > 0, then it holds for |α|+ |β| ≤ N − 2 that
(1 + t)|α|+
1
2+ϑ
∥∥w|β|−ℓ∂αβ u2∥∥2
+
∫ t
0
(
(1 + s)|α|−
1
2
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)|α|+ 12+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds(3.25)
. (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
.
Proof. (3.25) will be proved by the principle of mathematical induction. To this end, we first notice from
(3.17) that (3.25) holds for |α|+ |β| = 0. Now assume that (3.25) holds for any |α|+ |β| = k ≤ N − 3, to prove
(3.25), we only need to verify that (3.25) also holds for |α| + |β| = k + 1 ≤ N − 2. For this purpose, letting
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|α| = k + 1 in (3.21) and integrating the result with respect to t over [0, t], we obtain
∥∥w−ℓ∇k+1x u2(t)∥∥2 + ∫ t
0
(
(1 + s)−1−ϑ
∥∥〈ξ〉w−ℓ∇k+1x u2∥∥2 + ∥∥w−ℓ∇k+1x u2∥∥2ν) ds
. E∞(t)
∑
|α1|<k+1
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w−ℓ∂α1∇ξu2‖2 +
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) ds(3.26)
+ǫ0 + E2∞(t).
Here we have used the estimate ∥∥∂α+eiu∥∥2
ν
. (1 + t)−|α+ei|−
1
2
(
ǫ0 + E2∞(t)
)
,
which follows from Lemma 3.1 since |α+ ei| ≤ N − 1.
On the other hand, we multiply (3.21) (with |α| = k + 1) by (1 + t)k+ 32+ϑ and integrate the resulting
inequality with respect to t over [0, t] to yield
(1 + t)k+
3
2+ϑ
∥∥w−ℓ∇k+1x u2(t)∥∥2
+
∫ t
0
(
(1 + s)k+
1
2
∥∥〈ξ〉w−ℓ∇k+1x u2∥∥2 + (1 + s)k+ϑ+ 32 ∥∥w−ℓ∇k+1x u2∥∥2ν) ds(3.27)
.
∫ t
0
(1 + s)k+
1
2+ϑ
∥∥w−ℓ∇k+1x u2(s)∥∥2 ds+ (1 + t)ϑ (ǫ0 + E2∞(t))
+E∞(t)
∑
|α1|<|α|=k+1
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+|α|+
1
2+ϑ ‖〈ξ〉w−ℓ∂α1∇ξu2(s)‖2 ds.
By Lemma 2.4 with m = k + 12 , the first term in the right hand side of (3.27) can be further bounded by∫ t
0
(1 + s)k+
1
2+ϑ
∥∥w−ℓ∇k+1x u2(s)∥∥2 ds
. η
∫ t
0
(
(1 + s)k+
1
2
∥∥〈ξ〉w−ℓ∇k+1x u2∥∥2 + (1 + s)k+ϑ+ 32 ∥∥w−ℓ∇k+1x u2∥∥2ν) ds(3.28)
+Cη
∫ t
0
∥∥w−ℓ∇k+1x u2(t)∥∥2ν ds+ (1 + t)ϑ (ǫ0 + E2∞(t)) .
Then multiplying (3.26) by a suitable large constant and adding the corresponding inequality and (3.28) to
(3.27) yield
(1 + t)(k+1)+
1
2+ϑ
∥∥w−ℓ∇k+1x u2(t)∥∥2
+
∫ t
0
(
(1 + s)(k+1)−
1
2
∥∥〈ξ〉w−ℓ∇k+1x u2∥∥2 + (1 + s)(k+1)+ϑ+ 12 ∥∥w−ℓ∇k+1x u2∥∥2ν) ds(3.29)
. E∞(t)
∫ t
0
(1 + s)−3+(1+ϑ)
1−γ
2−γ+(k+1)+
1
2+ϑ
∥∥〈ξ〉w−ℓ∇kx∇ξu2(s)∥∥2 ds
+(1 + t)ϑ
(
ǫ0 + E2∞(t)
)
,
where we have used the fact that (3.25) is assumed to hold for all |α|+ |β| ≤ k and that
−(|α− α1|+ 2) + (1 + ϑ)1− γ
2− γ + |α|+
1
2
+ ϑ ≤ |α1| − 1
2
holds for |α1| ≤ |α|, 0 < θ ≤ 19 and γ ∈ (−3, 0).
To control the first term in the right hand side of (3.29), we need to deal with the terms involving the mixed
spatial and velocity derivatives of u2(t, x, ξ). Letting |α| + |β| = k + 1 in (3.24), we integrate it with respect
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to t over [0, t] to get∥∥w|β|−ℓ∂αβ u2(t)∥∥2 + ∫ t
0
(
(1 + s)−1−ϑ
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds
.
∫ t
0
 ∑
|β1|<|β|
∥∥w|β1|−ℓ∂αβ1u2(s)∥∥2ν + ∑
|β1|=1
∥∥∥w|β−β1|−ℓ∂α+eiβ−β1u2(s)∥∥∥2
 ds(3.30)
+E∞(t)
∑
|α1|<|α|
χ|α|≥1
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2
+
∥∥∥〈ξ〉 12w|β+ei|−ℓ∂α1β u2(s)∥∥∥2) ds+ (ǫ0 + E2∞(t)) .
Moreover, we multiply (3.24) with |α| + |β| = k + 1, |β| ≥ 1 by (1 + t)|α|+ 12+θ and integrating the resulting
differential inequality with respect to t over [0, t] to obtain
(1 + t)|α|+
1
2+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+
∫ t
0
(
(1 + s)|α|−
1
2
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)|α|+ 12+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds
.
∫ t
0
(1 + s)|α|+
1
2+ϑ
 ∑
|β1|<|β|
∥∥w|β1|−ℓ∂αβ1u2(s)∥∥2ν + ∑
|β1|=1
∥∥∥w|β−β1|−ℓ∂α+eiβ−β1u2(s)∥∥∥2
 ds(3.31)
+E∞(t)
∑
|α1|<|α|
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+|α|+
1
2+ϑ
(∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2
+
∥∥∥〈ξ〉 12w|β|−ℓ∂α1β u2∥∥∥2) ds+ (1 + t)ϑ (ǫ0 + E2∞(t))+ ∫ t
0
(1 + s)|α|−
1
2+ϑ
∥∥w|β|−ℓ∂αβ u2∥∥2 ds.
For the last term in the right hand side of the inequality above, by Lemma 2.4 (with m = |α| − 12 ), we can
bound it by ∫ t
0
(1 + s)|α|−
1
2+ϑ
∥∥w|β|−ℓ∂αβ u2∥∥2 ds
. η
∫ t
0
(
(1 + s)|α|−
1
2
∥∥〈ξ〉w|β|−ℓ∂αβ u2∥∥2 + (1 + s)|α|+ 12+ϑ ∥∥w|β|−ℓ∂αβ u2∥∥2ν) ds(3.32)
+Cη
∫ t
0
∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν ds.
Here η > 0 can be any sufficiently small positive constant.
A suitably linear combination of (3.30), (3.31), and (3.32) yields
(1 + t)|α|+
1
2+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+
∫ t
0
(
(1 + s)|α|−
1
2
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)|α|+ 12+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds
.
∫ t
0
(1 + s)|α|+
1
2+ϑ
 ∑
|β1|<|β|
∥∥w|β1|−ℓ∂αβ1u2(s)∥∥2ν + ∑
|β1|=1
∥∥∥w|β−β1|−ℓ∂α+eiβ−β1u2(s)∥∥∥2
 ds
+E∞(t)
∑
|α1|<|α|
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+|α|+
1
2+ϑ
(∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2(3.33)
+
∥∥∥〈ξ〉 12w|β|−ℓ∂α1β u2∥∥∥2) ds+ (1 + t)ϑ (ǫ0 + E2∞(t))
.
∫ t
0
(
(1 + s)|α+ei|−
1
2
∥∥∥〈ξ〉w|β−ei|−ℓ∂α+eiβ−ei u2∥∥∥2 + (1 + s)|α+ei|+ 12+ϑ ∥∥∥w|β−ei|−ℓ∂α+eiβ−eiu2∥∥∥2ν
)
ds
+E∞(t)
∑
|α1|=|α|−1
∫ t
0
(1 + s)−|α1|−
1
2
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2 ds+ (1 + t)ϑ (ǫ0 + E2∞(t)) .
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Here we have used Lemma 2.4 withm = |α|+ 12 , and the induction assumption that (3.25) holds for |α|+|β| ≤ k.
It is worth to pointing out that the last term vanishes when |α| = 0.
A further suitable linear combination of the estimate (3.33) for the cases |α| = 0, |α| = 1, ..., |α| = k
together with the estimate (3.29) for |α| = k + 1, we can deduce for |α|+ |β| = k + 1 that∑
|α|+|β|=k+1
k+1∑
|α|=0
M˜|α|
{
(1 + t)|α|+
1
2+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+
∫ t
0
(
(1 + s)|α|−
1
2
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)|α|+ 12+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds}(3.34)
. (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
,
where we have used the smallness of E∞(t).
(3.34) implies that (3.25) holds for |α| + |β| = k + 1 ≤ N − 2 and the proof of Lemma 3.4 is complete by
the principle of mathematical induction. 
4. Higher Order Energy Estimates
This section is devoted to deducing the desired higher order energy type estimates, i.e. the weighted
estimates on ∂αβ u for (N −1 ≤ |α|+ |β| ≤ N), in terms of the temporal energy functional E∞(t). As mentioned
before, when we deal with the higher order energy type estimates on the solution u(t, x, ξ) of the Cauchy
problem of the one-species VPB system (1.7), we will encounter the terms like
∥∥∇Nx u∥∥2 whose temporal decay
estimates is not obtained by Lemma 3.1. Thus we need to treat the cases |α|+ |β| = N − 1 and |α|+ |β| = N
case by case individually. For our later use, we now write down the macroscopic equations of the one-species
VPB system (1.7)1-(1.7)2 up to the third-order moments. As in [8], for any v = v(ξ), if we define moment
functions Θij(v) and Λi(v), 1 ≤ i, j ≤ 3, by
Θij(v) =
∫
R3
(ξiξj − 1)M 12 vdξ, Λi(v) = 1
10
∫
R3
(|ξ|2 − 5) ξiM 12 vdξ,
then, one can derive from (1.7) a fluid-type system of equations
∂ta+∇x · b = 0,
∂tb +∇x · (a+ 2c) +∇x ·Θ(u2)−∇xφ = ∇xφa,
∂tc+
1
3∇x · b+ 53∇x · Λ(u2) = 13∇xφ · b,
△xφ = a
and {
∂tΘij(u2) + ∂xibj + ∂xjbi − 23δij∇x · Λ(u2) = Θij(r +G)− 23δij∇xφ · b,
∂tΛi(u2) + ∂xic = Λi(u2)(r +G)
with
r = −ξ · ∇xu2 − Lu2, G = Γ(u, u) + 1
2
ξ · ∇xφu −∇xφ · ∇ξu,
where r is a linear term related only to the microscopic component u2 and G is a quadratic nonlinear term.
A similar process as in [11, 12, 13] yields
d
dt
E
int
N (t) +
∥∥∇Nx (a, b, c)∥∥2 + ∥∥∇N+1x φ∥∥2 . ∥∥∇Nx u2∥∥2ν + (1 + t)−(N+ 32 ) (ǫ0 + E2∞(t)) ,(4.1)
where the instant energy functional EintN (t) is defined as
E
int
N (t) = −
∑
|α|=N−1
∑
j,m
(
∂α+ejΘjm(u2) +
1
2
∂α+emΘmm(u2), ∂
αbm
)
+
∑
j
(
∂α+ejΛj(u2), ∂
αc
)
+ κ (∂α∇xb, ∂αa)

and it is easy to see that ∣∣EintN (t)∣∣ . ∣∣∇Nx u∣∣2 + ∣∣∇N−1x Pu∣∣2 .
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On the other hand, for |α| = N − 1, we can deduce from Remark 3.1 that
d
dt
(
M
∥∥∇N−1x u2(t)∥∥2 + ∥∥w−ℓ∇N−1x u2(t)∥∥2)
+(1 + t)−1−ϑ
∥∥〈ξ〉w−ℓ∇N−1x u2∥∥2 + ∥∥w−ℓ∇N−1x u2∥∥2ν(4.2)
. E∞(t)
∑
|α1|<N−1
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w−ℓ∂α1∇ξu2‖2 +
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2)
+(1 + t)−N−
3
2+
2
3
(
ǫ0 + E2∞(t)
)
+
∥∥∇Nx u∥∥2ν .
For |α| = N , we apply ∂α(|α| = N) to the equation (1.7)1 to get that
∂t∂
αu+ ξ · ∇x∂αu+∇xφ · ∇ξ∂αu
−1
2
ξ · ∇xφ∂αu+
∑
|α1|<|α|
Cα1α ∂
α−α1∇xφ · ∇ξ∂α1u(4.3)
−1
2
∑
|α1|<|α|
Cα1α ξ · ∂α−α1∇xφ∂α1u− ∂α∇xφ · ξM
1
2 − L∂αu
= ∂αΓ(u, u).
Multiplying the above identity (4.3) by ∂αu, taking summation over |α| = N , and integrating the final resulting
identity with respect to x and ξ over R3x × R3ξ, we have by employing similar analysis used to deduce (3.19)
that
1
2
d
dt
∑
|α|=N
{
‖∂αu(t)‖2 + ‖∂α∇xφ‖2
}
+ η0
∑
|α|=N
‖∂αu2‖2ν
. (1 + t)−N−
3
2+
1
6
(
ǫ0 + E2∞(t)
)
+
∑
|α|=N
(
η ‖∂αu‖2ν + ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉∂αu‖2
)
. Cη(1 + t)
−N− 32+
1
6
(
ǫ0 + E2∞(t)
)
+
∑
|α|=N
(
η ‖∂αu‖2ν + (1 + t)−
5
4 E− 58 ‖〈ξ〉∂αu‖2
)
,(4.4)
since 2−γ1−γ ≥ 54 for −3 < γ < 0 and ‖∇xφ(t)‖5/4L∞ . (1 + t)−5/4E5/8∞ (t) by (1.13).
For the weighted estimate on the term involving the pure space derivative of u, multiplying (4.3) by w2−ℓ∂
αu
and integrating the resulting equation over R3x × R3ξ, one has
d
dt
‖w−ℓ∂αu(t)‖2 + (1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu‖2 + ‖w−ℓ∂αu2‖2ν
. − (∂α (∇xφ · ∇ξu) , w2−ℓ∂αu)︸ ︷︷ ︸
I1
+
1
2
(
∂α (ξ · ∇xφu) , w2−ℓ∂αu
)
︸ ︷︷ ︸
I2
+
(
K∂αu2, w
2
−ℓ∂
αu
)︸ ︷︷ ︸
I3
(4.5)
+
(
∂α∇xφ · ξM 12 , w2−ℓ∂αu
)
︸ ︷︷ ︸
I4
+
(
∂αΓ(u, u), w2−ℓ∂
αu
)︸ ︷︷ ︸
I5
.
For the third term I3 in the right hand side of (4.5), by Lemma 2.1 one has for each η > 0 that
I3 .
{
η ‖w−ℓ∂αu2‖ν + Cη
∥∥χ|ξ|<2Cη〈ξ〉−γℓ∂αu2∥∥} ‖w−ℓ∂αu‖ν
. η ‖w−ℓ∂αu2‖2ν + Cη
{
‖∂αu2‖2ν + ‖∂α(a, b, c)‖2
}
.
For the fourth term I4, we have from Cauchy’s inequality that
I4 . η ‖∂αu‖2ν + Cη ‖∂α∇xφ‖2 . η ‖∂αu2‖2ν + Cη
{
‖∂α∇xφ‖2 + ‖∂α(a, b, c)‖2
}
.
As to the last term I5, one can get from Lemma 2.3 that
I5 . (1 + t)
−N− 32+
1
6
(
ǫ0 + E2∞(t)
)
.
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Now for the term I1, we can write it as
I1 =
(∇xφ · ∇ξ∂αu,w2−ℓ∂αu)︸ ︷︷ ︸
I1,1
+
∑
|α1|<|α|
Cα1α
(
∂α−α1∇xφ · ∇ξ∂α1u,w2−ℓ∂αu
)
︸ ︷︷ ︸
I1,2
.
Note that ∇ξw2−ℓ(t, ξ) . 〈ξ〉w2−ℓ(t, ξ), we apply integration by parts with respect to ξ and use (3.13) to bound
I1,1 as follows
I1,1 =
1
2
(
1,∇xφ · ∇ξ
{
(w−ℓ∂
αu)2
})− 1
2
(
∇xφ · ∇ξw2−ℓ(t, ξ), (∂αu)2
)
. η
(
‖w−ℓ∂αu2‖2ν + ‖∂α(a, b, c)‖2
)
+ Cη ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉w−ℓ∂αu‖2 .
And we can further write I1,2 as
I1,2 =
∑
|α1|<|α|
Cα1α
(
∂α−α1∇xφ · ∇ξ∂α1u1, w2−ℓ∂αu
)
+
∑
|α1|<|α|
Cα1α
(
∂α−α1∇xφ · ∇ξ∂α1u2, w2−ℓ∂αu1
)
+
∑
|α1|<|α|
Cα1α
(
∂α−α1∇xφ · ∇ξ∂α1u2, w2−ℓ∂αu2
)
.
Notice that the Maxwellian in the macroscopic component can absorb the weight function when 0 < q ≪ 1
and any algebraic power of 〈ξ〉, we can apply integration by parts with respect to ξ again and use the definition
(1.13) of E∞(t) to control the first two terms in the right hand side of the inequality above as
η ‖∂αu‖2ν + Cη(1 + t)−N−
3
2 E2∞(t),
since |α| = N . For the last term in the right hand side of the above inequality, according to the range of
α1, we estimate it in three cases: For the case of |α1| = 0, we have by employing the Ho¨lder inequality with
(p, q, r) = (2,∞, 2) that∣∣(∂α∇xφ · ∇ξu2, w2−ℓ∂αu2)∣∣
. ‖∂α∇xφ‖ ‖〈ξ〉w1−ℓ∇ξu2‖L∞(L2ξ)
∥∥∥〈ξ〉 12w−ℓ∂αu2∥∥∥
. ‖∂α∇xφ‖ ‖〈ξ〉w1−ℓ∇ξu2‖L∞(L2ξ) ‖〈ξ〉w−ℓ∂
αu2‖
1−γ
2−γ
∥∥∥〈ξ〉 γ2w−ℓ∂αu2∥∥∥ 12−γ
. η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+Cη(1 + t)
−(N− 12 )(1 + t)(1+ϑ)
1−γ
2−γ E∞(t) ‖〈ξ〉w1−ℓ∇ξu2‖2L∞(L2ξ) ;
For the case of 1 ≤ |α1| ≤ N − 2, we can use the Ho¨lder inequality with (p, q, r) = (3, 6, 2) to yield∑
1≤α1≤N−2
∣∣(∂α−α1∇xφ · ∇ξ∂α1u2, w2−ℓ∂αu2)∣∣
.
∥∥∂α−α1∇xφ∥∥L3 ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖L6(L2ξ) ∥∥∥〈ξ〉 12w−ℓ∂αu2∥∥∥
.
∥∥∂α−α1∇xφ∥∥L3 ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖L6(L2ξ) ‖〈ξ〉w−ℓ∂αu2‖ 1−γ2−γ ∥∥∥〈ξ〉 γ2w−ℓ∂αu2∥∥∥ 12−γ
. η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+Cη(1 + t)
−(|α−α1|+1)(1 + t)(1+ϑ)
1−γ
2−γ E∞(t) ‖〈ξ〉w1−ℓ∇ξ∇x∂α1u2‖2 .
Finally for the case of |α1| = N − 1, one can deduce from the Ho¨lder inequality with (p, q, r) = (∞, 2, 2) that∑
|α1|=N−1
∣∣(∂α−α1∇xφ · ∇ξ∂α1u2, w2−ℓ∂αu2)∣∣
.
∥∥∂α−α1∇xφ∥∥L∞ ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖∥∥∥〈ξ〉 12w−ℓ∂αu2∥∥∥
. η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+Cη(1 + t)
−(|α−α1|+2)(1 + t)(1+ϑ)
1−γ
2−γ E∞(t) ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2 .
THE VLASOV-POISSON-BOLTZMANN SYSTEM FOR THE WHOLE RANGE OF CUTOFF SOFT POTENTIALS 29
Collecting the estimates above, one has
I1,2 . η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+ Cη(1 + t)
−N− 32 E2∞(t)
+Cη(1 + t)
−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ E∞(t)
∑
2≤|α1|<|α|
‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2
+Cη(1 + t)
−(N− 12 )+(1+ϑ)
1−γ
2−γ E∞(t) ‖〈ξ〉w1−ℓ∇ξu2‖2L∞(L2ξ) .
Consequently, we can bound I1 by
I1 . η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν + ‖∂α(a, b, c)‖2
)
+Cη ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉w−ℓ∂αu‖2 + Cη(1 + t)−N−
3
2 E2∞(t)
+Cη(1 + t)
−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ E∞(t)
∑
2≤|α1|<|α|
‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2
+Cη(1 + t)
−(N− 12 )+(1+ϑ)
1−γ
2−γ E∞(t) ‖〈ξ〉w1−ℓ∇ξu2‖2L∞(L2ξ) .
At last, we deal with the term I2. To this end, we further rewrite it as:
I2 =
1
2
(
ξ · ∇xφ∂αu,w2−ℓ∂αu
)
︸ ︷︷ ︸
I2,1
+
1
2
∑
|α1|<|α|
Cα1α
(
ξ · ∂α−α1∇xφ∂α1u,w2−ℓ∂αu
)
︸ ︷︷ ︸
I2,2
,
Similar to the estimation of I1,1 and I1,2, I2,1 and I2,2 can be estimated as follows:
I2,1 . η
(
‖w−ℓ∂αu2‖2ν + ‖∂α(a, b, c)‖2
)
+ Cη ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉w−ℓ∂αu‖2 ,
and
I2,2 =
∑
|α1|<|α|
Cα1α
{(
ξ · ∂α−α1∇xφ∂α1u1, w2−ℓ∂αu
)
+
(
ξ · ∂α−α1∇xφ∂α1u2, w2−ℓ∂αu1
)
+
(
ξ · ∂α−α1∇xφ∂α1u2, w2−ℓ∂αu2
)}
. η ‖w−ℓ∂αu2‖2ν + ‖∂α(a, b, c)‖2 + (1 + t)−(N+
3
2 )E2∞(t)
+η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν
)
+Cη
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2 E∞(t),
Thus, we obtain
I2 ≤ η
(
(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu2‖2 + ‖w−ℓ∂αu2‖2ν + ‖∂α(a, b, c)‖2
)
+Cη ‖∇xφ‖
2−γ
1−γ
L∞ ‖〈ξ〉w−ℓ∂αu‖2 + Cη(1 + t)−N−
3
2 E2∞(t)
+Cη(1 + t)
−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
∑
2≤|α1|<|α|
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2 E∞(t)
+Cη(1 + t)
−(N− 12 )+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉 12w−ℓu2∥∥∥2
L∞(L2ξ)
E∞(t).
Substituting the estimates on I1-I5 into (4.5) and choosing η > 0 small enough, we have
d
dt
‖w−ℓ∂αu(t)‖2 + qϑ(1 + t)−1−ϑ ‖〈ξ〉w−ℓ∂αu‖2 + 1
2
‖w−ℓ∂αu2‖2ν
. ‖∂αu‖2ν + ‖∂α∇xφ‖2 + (1 + t)−N−
3
2+
1
6 E2∞(t)(4.6)
+(1 + t)−(N−
1
2 )+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξu2‖2L∞(L2ξ) +
∥∥∥〈ξ〉 12w−ℓu2∥∥∥2
L∞(L2ξ)
)
E∞(t)
+
∑
2≤|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2 +
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) E∞(t).
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Choosing 0 < M1 ≪ M2 suitably large and δ small enough in (3.1), and performing [(4.1) +M1 × (4.4)] ×
M2 + (4.6) + (4.2), we can obtain
d
dt
{
M
∥∥∇N−1x u2∥∥2 + ∥∥w−ℓ∇N−1x u2∥∥2 + ∥∥w−ℓ∇Nx u∥∥2
+M2
[
E
int
N (t) +M1
(∥∥∇Nx u∥∥2 + ∥∥∇N+1x φ∥∥2)]}
+(1 + t)−1−ϑ
{∥∥〈ξ〉w−ℓ∇N−1x u∥∥2 + ∥∥〈ξ〉w−ℓ∇Nx u2∥∥2}
+
∥∥w−ℓ∇N−1x u2∥∥2ν + ∥∥w−ℓ∇Nx u∥∥2ν + ∥∥∇N+1x φ∥∥2(4.7)
. (1 + t)−(N−
1
2 )+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξu2‖2L∞(L2ξ) +
∥∥∥〈ξ〉 12w−ℓu2∥∥∥2
L∞(L2ξ)
)
E∞(t)
+
N∑
|α|=N−1
∑
|α1|<|α|
(1 + t)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2
+
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) E∞(t) + (1 + t)−N− 32+ 23 E2∞(t).
Integrating (4.7) with respect to t over [0, t], we have from the definition of the temporal energy functional
E∞(t) defined in (1.13) that∥∥w−ℓ∇N−1x u2∥∥2 + ∥∥w−ℓ∇Nx u∥∥2 + ∥∥∇N+1x φ∥∥2
+
∫ t
0
(1 + s)−1−ϑ
(∥∥〈ξ〉w−ℓ∇Nx u(s)∥∥2 + ∥∥〈ξ〉w−ℓ∇N−1x u2(s)∥∥2) ds
+
∫ t
0
(∥∥w−ℓ∇N−1x u2(s)∥∥2ν + ∥∥w−ℓ∇Nx u(s)∥∥2ν + ∥∥∇N+1x φ∥∥2) ds(4.8)
. ǫ0 + E2∞(t) + E∞(t)
∫ t
0
(1 + s)−(N−
1
2 )+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξu2‖2L∞(L2ξ) +
∥∥∥〈ξ〉 12w−ℓu2∥∥∥2
L∞(L2ξ)
)
+E∞(t)
N∑
|α|=N−1
∑
2≤|α1|<|α|
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2 +
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) ds.
Moreover, we multiply (4.7) by (1 + t)N−
1
2+ϑ and integrate the resulting equality with respect to t over [0, t]
to obtain
(1 + t)N−
1
2+ϑ
(∥∥w−ℓ∇N−1x u2∥∥2 + ∥∥w−ℓ∇Nx u∥∥2 + ∥∥∇N+1x φ∥∥2)
+
∫ t
0
(1 + s)N−
3
2
(∥∥〈ξ〉w−ℓ∇N−1x u2(s)∥∥2 + ∥∥〈ξ〉w−ℓ∇Nx u(s)∥∥2) ds
+
∫ t
0
(1 + s)N−
1
2+ϑ
(∥∥w−ℓ∇N−1x u2(s)∥∥2ν + ∥∥w−ℓ∇Nx u(s)∥∥2ν + ∥∥∇N+1x φ∥∥2) ds
. (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
+
∫ t
0
(1 + s)N−
3
2+ϑ
∥∥∇N−1x Pu(s)∥∥2 ds(4.9)
+
∫ t
0
(1 + s)N−
3
2+ϑ
(∥∥w−ℓ∇N−1x u2∥∥2 + ∥∥w−ℓ∇Nx u∥∥2 + ∥∥∇N+1x φ∥∥2) ds
+E∞(t)
∫ t
0
(1 + s)ϑ+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξu2‖2L∞(L2ξ) +
∥∥∥〈ξ〉 12w−ℓu2∥∥∥2
L∞(L2ξ)
)
ds
+E∞(t)
N∑
|α|=N−1
∑
|α1|<|α|
∫ t
0
(1 + s)−(|α−α1|+2)+N−
1
2+ϑ+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2
+
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) ds.
For the second term in the right hand side of (4.9), by Lemma 3.1, it can be estimated as follows
(4.10)
∫ t
0
(1 + s)N−
3
2+ϑ
∥∥∇N−1x Pu(s)∥∥2 ds . (1 + t)ϑ (ǫ0 + E2∞(t)) .
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Employing Lemma 2.4 with m = N − 32 , the third term in the right hand side of (4.9) can be bounded by∫ t
0
(1 + s)N−
3
2+ϑ
(∥∥w−ℓ∇N−1x u2∥∥2 + ∥∥w−ℓ∇Nx u(s)∥∥2 + ∥∥∇N+1x φ(s)∥∥2) ds
. η
∫ t
0
(1 + s)N−
3
2
(∥∥〈ξ〉w−ℓ∇N−1x u2(s)∥∥2 + ∥∥〈ξ〉w−ℓ∇Nx u(s)∥∥2) ds(4.11)
+η
∫ t
0
(1 + s)N−
1
2+ϑ
(∥∥w−ℓ∇N−1x u2(s)∥∥2ν + ∥∥w−ℓ∇Nx u(s)∥∥2ν + ∥∥∇N+1x φ(s)∥∥2) ds
+Cη
∫ t
0
(∥∥w−ℓ∇N−1x u2(s)∥∥2ν + ∥∥w−ℓ∇Nx u(s)∥∥2ν + ∥∥∇N+1x φ(s)∥∥2) ds.
Multiplying (4.8) by a suitably large positive constant and adding it to (4.9), we can use (4.10) and (4.11) to
obtain
(1 + t)N−
1
2+ϑ
(∥∥w−ℓ∇N−1x u2(t)∥∥2 + ∥∥w−ℓ∇Nx u(t)∥∥2 + ∥∥∇N+1x φ(t)∥∥2)
+
∫ t
0
(1 + s)N−
3
2
(∥∥〈ξ〉w−ℓ∇N−1x u2(s)∥∥2 + ∥∥〈ξ〉w−ℓ∇Nx u(s)∥∥2) ds
+
∫ t
0
(1 + s)N−
1
2+ϑ
(∥∥w−ℓ∇N−1x u2(s)∥∥2ν + ∥∥w−ℓ∇Nx u(s)∥∥2ν + ∥∥∇N+1x φ(s)∥∥2) ds(4.12)
. E∞(t)
∫ t
0
(1 + s)−3+N−
1
2
+ϑ+(1+ϑ) 1−γ
2−γ
(∥∥〈ξ〉w1−ℓ∇ξ∇N−1x u2∥∥2
+
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) ds+ (1 + t)ϑ (ǫ0 + E2∞(t))
+E∞(t)
N∑
k=N−1
∫ t
0
(1 + s)−3+N−
1
2+ϑ+(1+ϑ)
1−γ
2−γ
∥∥〈ξ〉w1−ℓ∇ξ∇kxu2(s)∥∥2 ds,
where we have used the following estimate
E∞(t)
N∑
|α|=N−1
∑
|α1|<|α|
∫ t
0
(1 + s)−(|α−α1|+2)+N−
1
2+ϑ+(1+ϑ)
1−γ
2−γ
(
‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2
+
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2) ds
. E∞(t)
N−1∑
|α1|=N−2
∫ t
0
(1 + s)−3+N−
1
2+ϑ+(1+ϑ)
1−γ
2−γ ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2 ds(4.13)
+E∞(t)
∫ t
0
(1 + s)−3+N−
1
2+ϑ+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉 12w−ℓ∇N−1x u2∥∥∥2 ds
+E∞(t)
∑
|α1|≤N−3
∫ t
0
(1 + s)|α1|−1−
1
2+ϑ+(1+ϑ)
1−γ
2−γ ‖〈ξ〉w1−ℓ∇ξ∂α1u2‖2 ds
+E∞(t)
∑
|α1|≤N−2
∫ t
0
(1 + s)|α1|−1−
1
2+ϑ+(1+ϑ)
1−γ
2−γ
∥∥∥〈ξ〉 12w−ℓ∂α1u2∥∥∥2 ds
and the facts that the second term in the right hand side of (4.13) can be absorbed by the second term in the
left hand side of (4.12) since E∞(t) ≤ δ can be chosen sufficiently small, and the last two terms in the right
hand side of (4.13) can be controlled by (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
due to (3.25) and 0 < ϑ ≤ 19 . Therefore, only
the first term in the right hand side of (4.13) is kept in (4.12).
To deduce a closed energy type estimate based on the estimate (4.12), we need to deal with the term
involving the higher order mixed spatial and velocity derivatives ∂αβ u(t, x, ξ) for the case (N − 1 ≤ |α|+ |β| =
k ≤ N, |β| ≥ 1). For this purpose, for |α|+ |β| = k, |β| ≥ 1, we multiply (3.24) by (1 + t)r|α|+ϑ with
r|α| =

|α|+ 12 , if (α, β) ∈ U lowα,β = {(α, β) | |α|+ |β| ≤ N − 1}
∪ {(α, β) | |α|+ |β| = N, |α| < N − 2} ,
N+2|α|
3 − 12 , if (α, β) ∈ Uhighα,β = {(α, β) | |α|+ |β| = N,N − 2 ≤ |α| ≤ N − 1} ,
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and integrate the resulting inequality with respect to t over [0, t] to get that∑
|α|+|β|=k
(1 + t)r|α|+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+
∑
|α|+|β|=k
∫ t
0
(
(1 + s)r|α|−1
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + t)r|α|+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds
. (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
+
∑
|β1|<|β|
|α|+|β|=k
∫ t
0
(1 + s)r|α|+ϑ
∥∥w|β1|−ℓ∂αβ1u2(s)∥∥2ν ds(4.14)
+η
∑
|α|+|β|=k
∫ t
0
(
(1 + s)r|α|−1
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)r|α|+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds
+Cη
∑
|α|+|β|=k
∫ t
0
∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν ds+ ∑
|α|+|β|=k
∫ t
0
(1 + s)r|α|+ϑ
∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(s)∥∥∥2 ds
+E∞(t)
∑
|α1|<|α|
|α|+|β|=k
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+r|α|+ϑ
(∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2
+
∥∥∥〈ξ〉 12w|β|−ℓ∂α1β u2(s)∥∥∥2) ds+ χ|α|=N−1 ∫ t
0
(1 + s)r|α|+ϑ
∥∥∇Nx u(s)∥∥2ν ds
holds for k = N − 1, N . Here we have used Lemma 2.4 with m = r|α| − 1.
Now integrating (3.24) with respect to t over [0, t] and multiplying the resulting inequality by a suitably
large positive constant M and adding the final inequality to (4.14) with k = N − 1, we can get that∑
|α|+|β|=N−1
(1 + t)r|α|+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+
∑
|α|+|β|=N−1
∫ t
0
(
(1 + s)r|α|−1
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)r|α|+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds
. (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
+
∑
|α|+|β|=N−1
∫ t
0
(1 + s)r|α|+ϑ
∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(s)∥∥∥2 ds(4.15)
+E∞(t)
∑
|α1|=|α|−1
|α|+|β|=N−1
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ
+r|α|+ϑ
(∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2
+
∥∥∥〈ξ〉 12w|β|−ℓ∂α1β u2(s)∥∥∥2) ds.
Here we have used (3.25) for |α|+ |β| ≤ N − 2:∑
|β1|<|β|
|α|+|β|=N−1
∫ t
0
(1 + s)r|α|+ϑ
∥∥w|β1|−ℓ∂αβ1u2(s)∥∥2ν ds . (1 + t)ϑ (ǫ0 + E2∞(t))
and ∑
|α1|<|α|−1
|α|+|β|=N−1
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+r|α|+ϑ
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2 ds
+
∑
|α1|≤|α|−1
|α|+|β|=N−1
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+r|α|+ϑ
∥∥∥〈ξ〉 12w|β|−ℓ∂α1β u2(s)∥∥∥2 ds
. (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
,
since
(4.16) − (|α− α1|+ 2) + (1 + ϑ)1− γ
2− γ + r|α| + ϑ ≤ r|α1| − 1
holds for 0 < ϑ ≤ 19 and −3 < γ < 0.
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Note that
(1 + t)r|α|+ϑ
∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2
. (1 + t)r|α+ei|−1
∥∥∥〈ξ〉w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2 + (1 + t)r|α+ei|+ϑ ∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2ν ,(4.17)
for |α| + |β| = N − 1, |β| ≥ 1, we can take a suitable linear combination of (4.15) for each order of |α| to
obtain
N−2∑
|α|=0
∑
|α|+|β|=N−1
M˜|α|(1 + t)
r|α|−
1
2+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+
N−2∑
|α|=0
∑
|α|+|β|=N−1
∫ t
0
(
(1 + s)r|α|−
3
2
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)r|α|− 12+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds
.
∑
|α|=N−1
∫ t
0
(1 + s)r|α|−1 ‖〈ξ〉w−ℓ∂αu2(s)‖2 + (1 + s)r|α|+ϑ ‖w−ℓ∂αu2(s)‖2ν ds
+
∑
|α|=N−2
|α|+|β|=N−1
∫ t
0
(
(1 + s)r|α+ei|−
3
2
∥∥〈ξ〉w−ℓ∂α+eiu2(s)∥∥2 + (1 + s)r|α+ei|− 12+ϑ ∥∥w−ℓ∂α+eiu2(s)∥∥2ν) ds(4.18)
+E∞(t)
N−2∑
|α|=1
∑
|α1|=|α|−1
|α|+|β|=N−1
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+r|α|+ϑ
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2 ds
+(1 + t)ϑ
(
ǫ0 + E2∞(t)
)
.
Similarly, for |α| + |β| = N, |β| ≥ 1, by noticing that (4.17) holds also for our specially chosen of r|α|, we
can deduce that
N−1∑
|α|=0
∑
|α|+|β|=N
M˜|α|
{
(1 + t)r|α|+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+
∫ t
0
(
(1 + s)r|α|−1
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)r|α|+θ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds}
.
∑
|α|=N−1
|α|+|β|=N
∫ t
0
(
(1 + s)r|α+ei|−1
∥∥〈ξ〉w−ℓ∂α+eiu2(s)∥∥2 + (1 + s)r|α+ei|+ϑ ∥∥w−ℓ∂α+eiu2(s)∥∥2ν) ds
+E∞(t)
∑
|α|+|β|=N
∫ t
0
(1 + s)−(|α−α1|+2)+(1+ϑ)
1−γ
2−γ+r|α|+ϑ
N−1∑
|α|=2
|α|−1∑
|α1|=|α|−2
∥∥∥〈ξ〉w|β+ei|−ℓ∇ξ∂α1β u2(s)∥∥∥2
+
N−1∑
|α|=1
∑
|α1|=|α|−1
∥∥∥〈ξ〉 12w|β|−ℓ∂α1β u2(s)∥∥∥2
 ds+ (1 + t)ϑ (ǫ0 + E2∞(t))(4.19)
+
N−1∑
|α|=0
∑
|α|+|β|=N
∫ t
0
(1 + s)r|α|+ϑ
∥∥w|β−ei|−ℓ∂αβ−eiu2(s)∥∥2ν ds
+χ|α|=N−1
∫ t
0
(1 + s)r|α|+ϑ
∥∥∇Nx u(s)∥∥2ν ds.
Finally, by taking a suitable linear combination as [(4.18) ×M1 + (4.19)] + (4.12) ×M2 for some suitably
large positive constants M1 ≪M2, we can get from the smallness of E∞(t) and the fact (4.16) that
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Lemma 4.1. Under the assumptions listed in Lemma 3.4, we can deduce that
N∑
k=N−1

∑
|α|+|β|=k
|β|≥1
(1 + t)r|α|+ϑ
∥∥w|β|−ℓ∂αβ u2(t)∥∥2
+(1 + t)N−
1
2+ϑ
[∥∥w−ℓ∇N−1x u2∥∥2 + ∥∥w−ℓ∇Nx u∥∥2 + ∥∥∇N+1x φ∥∥2](4.20)
+
∑
|α|+|β|=k
∫ t
0
(
(1 + s)r|α|−1
∥∥〈ξ〉w|β|−ℓ∂αβ u2(s)∥∥2 + (1 + s)r|α|+ϑ ∥∥w|β|−ℓ∂αβ u2(s)∥∥2ν) ds

. (1 + t)ϑ
(
ǫ0 + E2∞(t)
)
holds for ant 0 ≤ t ≤ T .
Remark 4.1. We want to emphasize here that the very reason why we assign the special temporal decay rates
r|α| to certain L
2−norm of ∂αβ u as in (1.14) is to guarantee that the estimate (4.17) holds for each pair of
multiindex (α, β) satisfying |α| + |β| ≤ N , especially for the case when (α, β) ∈ Uhighα,β , so that the linear
combinations performed in (4.18) and (4.19) work well.
To show that the estimate (4.17) holds for each pair of multiindex (α, β) satisfying |α| + |β| ≤ N , we only
need to consider the following three subcases:
Case I: For the case when all the temporal decay rates on the involving terms ∂αβ u are given by r|α| = |α|+ 12 ,
it is easy to see that (4.17) is true by Lemma 2.4.
Case II: If the corresponding rates on the involving terms ∂αβ u are given by r|α| =
N+2|α|
3 − 12 , noticing that
N+2|α|
3 − 12 + ϑ =
(
N+2|α+ei|
3 − 32
)
+
(
1
3 + ϑ
)
, we have from Lemma 2.4 that
(1 + t)
N+2|α|
3 −
1
2+ϑ
∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2
. (1 + t)
N+2|α+ei|
3 −
3
2
∥∥∥〈ξ〉w|β−ei|−ℓ∂α+eiβ−eiu2(t)∥∥∥2 + (1 + t)N+2|α|3 − 56+ 2−γ2 ( 13+ϑ) ∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2ν
. (1 + t)
N+2|α+ei|
3 −
3
2
∥∥∥〈ξ〉w|β−ei|−ℓ∂α+eiβ−eiu2(t)∥∥∥2 + (1 + t)N+2|α+ei|3 − 12+ϑ ∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2ν ,
where we have used the facts that for −3 < γ < 0
N + 2|α|
3
− 5
6
+
2− γ
2
(
1
3
+ ϑ
)
≤ N + 2|α+ ei|
3
− 1
2
+ ϑ, 0 < ϑ ≤ 1
9
,
4 + γ
−3γ ≥
1
9
.
Case III: The last case we need to deal with is |α| + |β| = N, |α| = N − 3. For such a case, noticing our
definition of r|α| given by (1.14), one can deduce from Lemma 2.4 that
(1 + t)(N−3+
1
2 )+ϑ
∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2
. (1 + t)(N−2+
1
2−
1
3 )−1
∥∥∥〈ξ〉w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2 + (1 + t)N−2− 56+ 2−γ2 ( 13+ϑ) ∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2ν
. (1 + t)rN−2−1
∥∥∥〈ξ〉w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2 + (1 + t)rN−2+ϑ ∥∥∥w|β−ei|−ℓ∂α+eiβ−ei u2(t)∥∥∥2ν ,
since by writing
(
N − 3 + 12
)
+ ϑ = (rN−2 − 1) +
(
1
3 + ϑ
)
, we can verify that
rN−2 − 3
2
+
2− γ
2
(
1
3
+ ϑ
)
≤ rN−2 − 1
2
+ ϑ,
when ϑ ≤ 4+γ−3γ . Since 4+γ−3γ ≥ 19 for −3 < γ < 0, it is sufficient to choose 0 < ϑ ≤ 19 .
Putting the above three subcases together yield the estimate (4.17).
5. The Proof of Theorem 1.1
This section is devoted to proving our main result Theorem 1.1. For this purpose, as pointed out in the very
beginning of Section 3, the local solvability of the Cauchy problem of the one-species VPB system (1.7) for
the whole range of cutoff intermolecular interactions can be obtained by employing the argument used in [25]
for the one-species VPB system (1.7) in a periodic box for hard sphere model and in [23] for the Boltzmann
equation in a periodic box for cutoff soft potentials. Now assume that such a local solution u(t, x, ξ) has been
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extended to the time step t = T for some T > 0, that is, u(t, x, ξ) is a solution of the Cauchy problem of the
one-species VPB system (1.7) defined on the strip
∏
T = [0, T ] × R3x × R3ξ, then the energy type estimates
performed in Sections 3 and 4 tells us that if u(t, x, ξ) satisfies the a priori assumption (3.1) for some sufficiently
small positive constant δ > 0 and all 0 ≤ t ≤ T , then the estimates obtained in Lemma 3.1, Lemma 3.4, Lemma
4.1, (A.1), and (A.2) tell us that
(5.1) E∞(t) . ǫ0 + E2∞(t), 0 ≤ t ≤ T.
The estimate (5.1) together with the assumption that ǫ0 > 0 is chosen sufficiently small tell us that
(5.2) E∞(t) . ǫ0
holds for all 0 ≤ t ≤ T . It is worth to emphasis that, on the one hand, the estimate (5.2) yields a time-
independent estimate on the solution u(t, x, ξ) for all (t, x, ξ) ∈ ∏T and, on the other hand, can be used to
close the a priori assumption (3.1).
Having obtained (5.2), the global existence and uniqueness of solution u(t, x, ξ) to the Cauchy problem of
the one-species VPB system (1.7) follows by a standard continuation argument as in [25, 26], so we omit the
details for brevity. This completes the proof of Theorem 1.1.
Appendix A. Almost optimal temporal decay for microscopic terms
The main purpose of this section is to deduce the almost optimal temporal decay estimates on the L2−norm
of the lower order spatial derivatives of microscopic parts of u, that is
Lemma A.1. Take |α| ≤ N − 2, 34 < p < 1. Let u(t, x, ξ) be a solution of the Cauchy problem of the one-
species VPB system (1.7) and u2 be its microscopic part. Then, under the a priori assumption (3.1), we have
the following almost optimal temporal decay estimates
(A.1) ‖∂αu2(t)‖2 . (1 + t)−(|α|+ 32 )+1−p
(
ǫ0 + E2∞(t)
)
.
Similarly, for |α| = N − 2, |β| = 1, we have the following estimate as well
(A.2)
∥∥∇N−2x ∇ξu2(t)∥∥2 . (1 + t)−(N− 12 )+2(1−p) (ǫ0 + E2∞(t)) .
Moreover, for l2 > N +
1
2 and ℓ ≥ (1 + 14p−3 )l2, we have
(A.3)
∥∥∥〈ξ〉− γ2 l2∇N−2x ∇ξu2(t)∥∥∥2 . (1 + t)−N+1 (ǫ0 + E2∞(t)) .
Proof. By (3.12) and (3.19), we can deduce for |α| ≤ N − 2 that
d
dt
‖∂αu2(t)‖2 + ‖∂αu2‖2ν . (1 + t)−|α|−
3
2 E2∞(t) + ‖∂α∇xu‖2ν + ‖∇xφ(t)‖
2−γ
1−γ
L∞ ‖〈ξ〉∂αu2‖2
. (1 + t)−|α|−
3
2
(
ǫ0 + E2∞(t)
)
+ (1 + t)−
5
4 E 58∞(t)(1 + t)−|α|− 12 E
1
2
∞(t)(A.4)
. (1 + t)−|α|−
3
2
(
ǫ0 + E2∞(t)
)
.
Here we have used the fact that ‖∂α∇xu‖2ν ≤ ‖∂α∇xu‖2 and Lemma 3.1.
As in [6, 42, 43], we split the velocity space R3ξ into two parts
E(t) = {〈ξ〉−γ ≤ t1−p}, Ec(t) = {〈ξ〉−γ > t1−p},
where 34 < p < 1. Then it follows that
d
dt
‖∂αu2(t)‖2 + λt−1+p ‖∂αu2‖2 . (1 + t)−|α|− 32
(
ǫ0 + E2∞(t)
)
+ t−1+p
∥∥χEc(t)∂αu2(t)∥∥2 ,
which implies
‖∂αu2(t)‖2 . e−tp ‖∂αu2(0)‖2 +
(
ǫ0 + E2∞(t)
) ∫ t
0
e−(t
p−τp)(1 + τ)−|α|−
3
2 dτ
+
∫ t
0
e−(t
p−τp)τ−1+p
∥∥χEc(τ)∂αu2(τ)∥∥2 dτ.(A.5)
Next we deal with the last two terms in the right hand side of the above estimate. To do so, we first use (A.4)
to see that
‖∂αu2(t)‖2 . ǫ0 + E2∞(t),
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on the other hand, noticing that
tr|α| =
(
t1−p
) |α|+3/2
1−p . 〈ξ〉− 2(|α|+3/2)1−p γ2 ,
on Ec(t), we can get by choosing l1 =
2(|α|+3/2)
1−p that∥∥χEc(t)∂αu2(t)∥∥2 . t−|α|− 32 ‖w−l1∂αu2(t)‖2 . t−|α|− 32 ǫ0.
By the combination of above two estimates, one has
(A.6)
∥∥χEc(t)∂αu2(t)∥∥2 . (1 + t)−|α|− 32 (ǫ0 + E2∞(t)) .
Substituting (A.6) into (A.5), we finally get our desired estimates (A.1).
For the proof of (A.2), we can obtain by multiplying (3.22) (with |α| = N − 2, |β| = 1) by ∇N−2x ∇ξu2(t)
and then integrating the resulting identity with respect to x and ξ over R3 × R3 that
d
dt
∥∥∇N−2x ∇ξu2(t)∥∥2 + ∥∥∇N−2x ∇ξu2(t)∥∥2ν . ∥∥∇N−2u2∥∥2ν + ∥∥∇N−1x u∥∥2 + (1 + t)−(N− 12 ) (ǫ0 + E2∞(t))
. (1 + t)−(N−
1
2 )+1−p
(
ǫ0 + E2∞(t)
)
.
Here we have used (A.1) and Lemma 3.1. Then the same argument used to deduce (A.1) yields (A.2).
Finally, we show that the estimate (A.3) is true. By the definition of E∞(t) and (A.2), we use the Ho¨lder
inequality to obtain∥∥∥〈ξ〉− γ2 l2∇N−2x ∇ξu2∥∥∥2 . ∥∥w1−ℓ∇N−2∇ξu2∥∥2 l2ℓ−1 ∥∥∇N−2∇ξu2∥∥2(1− l2ℓ−1 )
. (1 + t)−(N−
3
2 )
l2
ℓ−1−[(N−
1
2 )−2(1−p)](1−
l2
ℓ−1 )
(
ǫ0 + E2∞(t)
)
. (1 + t)−N+1
(
ǫ0 + E2∞(t)
)
,
since 34 < p < 1, l2 > N +
1
2 , and ℓ ≥ 4p−24p−3 l2 + 1. 
We now state the temporal decay estimates on the solution operator of the linearized system related to
(1.7) whose proof can be found in [50], cf. Lemma 2.5 of [50].
Lemma A.2 ([50]). Let −3 < γ < 0, |α| ≥ 0, l0 ≥ 0, l2 > |α|+ 32 . Then, the evolution operator etB satisfies∥∥∥〈ξ〉− γ2 l0∂αetBu0∥∥∥+ ∥∥∂α∇x△−1x P0etBu0∥∥ . (1 + t)− 12 ( 12+|α|)(∥∥∥〈ξ〉− γ2 (l0+l2)∂αu0∥∥∥+ ∥∥∥〈ξ〉− γ2 (l0+l2)u0∥∥∥
Z1
)
for any t ≥ 0. Moreover, it holds for some sufficiently small positive constant λ > 0 that
∂tEl0 (û(t, k)) +
λ|k|2
1 + |k|2El0−1 (û(t, k)) ≤ 0,
where El0 (û(t, k, ξ)) ∼
∣∣〈ξ〉− γ2 l0 û(t, k)∣∣2
L2ξ
+ |k|−2|aˆ|2 is a time-frequency functional and û(t, k, ξ) = F [u](t, x, ξ)
denotes the Fourier transform of f with respect to the variable x and k denotes the corresponding frequency
variable. Furthermore, if we use the notation e(t−τ)BG(τ, x, ξ) to denote the unique solution of the following
Cauchy problem 
ut −Bu = 0,
∆xφ =
∫
R3
M1/2udξ,
u(τ, x, ξ) = G(τ, x, ξ), 0 ≤ τ < t,
then it holds for any t > τ > 0 and any l0 ≥ 0 that
(A.7)∣∣∣〈ξ〉− γ2 l0e(t−τ)BG(τ, k, ξ)∣∣∣2
L2ξ
=
∣∣∣〈ξ〉− γ2 l0 û(t, k, ξ)∣∣∣2
L2ξ
.
{
1 +
|k|2
1 + |k|2 (t− τ)
}−l2 ∣∣∣〈ξ〉− γ2 (l0+l2)Ĝ(τ, k, ξ)∣∣∣2
L2ξ
.
Here Ĝ(t, k, ξ) = F{G(t, x, ξ)} denotes the Fourier transform of G(t, x, ξ) with respect to the space variable x.
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