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Abstract
Stochastic Gradient Descent (SGD) plays a central role in modern machine learning. While there is
extensive work on providing error upper bound for SGD, not much is known about SGD error lower bound.
In this paper, we study the convergence of constant step-size SGD. We provide error lower bound of SGD
for potentially non-convex objective functions with Lipschitz gradients. To our knowledge, this is the
first analysis for SGD error lower bound without the strong convexity assumption. We use experiments
to illustrate our theoretical results.
1 Introduction
Stochastic Gradient Descent (SGD) is one of the most popular optimization algorithms in modern machine
learning [Bottou, 2010, Bottou et al., 2018, Zhang, 2004, Badrinarayanan et al., 2017, Zinkevich et al., 2010].
SGD enjoys computational efficiency and is easy to implement.
In terms of theoretical guarantee, there are extensive studies on analyzing the error upper bound for SGD.
[Zhang, 2004] studies SGD on regularized forms of linear prediction methods, where an error upper bound is
given. A non-asymptotic convergence analysis is given in [Moulines and Bach, 2011]. [Nguyen et al., 2018a]
studies the convergence of SGD with decaying step-size SGD. [Rakhlin et al., 2011] gives convergence analysis
for averaged SGD. [Nguyen et al., 2018b] discusses the tightness of existing theoretic upper bound and pro-
vides a particular objective function whose SGD error almost touches this upper bound. [Gower et al., 2019]
gives general convergence analysis under expected smooth assumption. However, there is much less work
on the SGD error lower bound. [Dieuleveut et al., 2017] provides the lower bound for averaged SGD with
strongly convex objective functions. [Jentzen and Von Wurstemberger, 2019] quantifies the convergence speed
of SGD and gives error lower bound but they are considering SGD with decaying step-size. Their discussion
is limited to quadratic objective functions and lack explicit formula of coefficient. When compared to prior
work, our work is more general in the sense that we consider a family of objective function with Lipschitz
gradient (both convex and non-convex functions are included).
The error lower bound of SGD is of interest for several reasons. On one hand, the error lower bound
sharpens our understanding of SGD. [Zhang, 2004] givens an error upper bound for constant step-size SGD
when applied to a linear regression learning task. But there exists a term that does not vanish as iteration
goes to infinity. This term depends on the step-size η and will approach 0 as η → 0. Our error lower bound
accounts for the existence of such a term. On the other hand, SGD error lower bound might be an interesting
topic to the adversarial machine learning community. For training data poisoning attacks where an attacker
changes training data before learning, a learner using constant step-size SGD will be partially immune to
the attack in the sense that the attacker cannot precisely control the resulting model.
Our contributions include the following:
1. We give asymptotic and non-asymptotic analysis for SGD error lower and upper bounds when the
objective function is strongly convex and has Lipschitz gradients (Theorem 3.1, 3.2);
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2. We give asymptotic analysis for SGD error lower bound when the objective function is potentially
non-convex and has Lipschitz gradients (Theorem 3.3). We also give a loose but uniform constant
lower bound (Theorem 3.4).
2 Preliminaries
Stochastic gradient descent (SGD) is an iterative method for optimizing an objective function with the
following structure
min
x∈Rd
f(θ) :=
1
J
J∑
j=1
fj(θ). (1)
where f, fj : Rd → R for j = 1, . . . , J . In machine learning applications, f is the total loss function whereas
each fj represents the loss due to the j-th training sample. θ is a vector of trainable parameters and J is the
training sample size, which is typically very large. Throughout the paper we call θ† the optimal solution.
Under the assumption that all objective functions are differentiable, we have
∇f(θ†) = 0 . (2)
At each iteration, SGD randomly picks one of {fj} and performs gradient descent along the gradient
provided by the chosen fj . More explicitly, to obtain the k+1-th step solution, one has the following formula:
θk+1 = θk − η∇fγk(θk) , (3)
where η > 0 is the step-size, and γk is an i.i.d. random variable from the uniform distribution on {1, 2, . . . , J}.
In this paper we focus on SGD with constant step-size.
Comparing to Gradient Descent (GD), which requires gradients of the entire list of objective functions,
SGD requires fewer number of gradients, and thus is computationally much cheaper per iteration. However,
since stochasticity is involved, the convergence analysis is significantly more complicated. In particular, since
∇fj(θ†) may not be zero (despite ∇f(θ†) = 0), SGD cannot terminate itself even at the global minimum.
In the strongly convex case, we show that instead of converging to the minimum point, SGD forms a “fuzzy
error ball” around it.
We assume the gradients of f and each fj to be Lipschitz:
Assumption 2.1 λ-smooth assumption: there exist constants {λmax,j}Jj=0 > 0 such that
|∇f(θ1)−∇f(θ2)| ≤ λmax,0|θ1 − θ2|
|∇fj(θ1)−∇fj(θ2)| ≤ λmax,j |θ1 − θ2| (∀j) .
(4)
In this paper, we use | · | to denote the 2-norm of a vector.
Our analysis is divided into two situations: Lipschitz (Assumption 2.1) and strongly convex (Assump-
tions 2.2); Lipschitz and potentially non-convex. For the first situation, we will assume:
Assumption 2.2 Strongly convex assumption: there exist a constant λmin > 0 such that
〈∇f(θ1)−∇f(θ2), θ1 − θ2〉 ≥ λmin|θ1 − θ2|2 , (5)
Under the strong convexity assumption the solution θ† satisfying (2) is the unique solution to (1).
We introduce the following notations:
D0 =
 1
J
J∑
j=1
|∇fj(θ†)|2
1/2 , Λ =
 1
J
J∑
j=1
λ2max,j
1/2 .
We now show two examples that satisfy both Assumption 2.1 and 2.2:
2
Example 2.1 Linear Regression Let {(xj , yj)}Jj=1 be a training set, where xj ∈ Rd×1 and yj ∈ R. We
assume J >> d and X = (x1, . . . ,xJ) ∈ Rd×J has full row rank. We consider a linear regression problem. Let
fj(θ) = 1/2(θ
>xj−yj)2. Then f(θ) = 1/(2J)
∣∣X>θ − y∣∣2, where y = (y1, . . . , yJ)> ∈ RJ×1. In this case, (1)
has a closed-form solution and θ† is given by (XX>)−1Xy. ∇fj(θ) = xj(x>j θ−yj), ∇f(θ) = X(X>θ−y)/J ,
∇2fj(θ) = xjx>j , ∇2f(θ) = XX>/J . Thus we can choose λmax,0 = σmax(XX>)/J , λmax,j = x>j xj and
λmin = σmin(XX
>)/J . We use σmin(·) and σmax(·) to denote the smallest and largest eigenvalues.
Example 2.2 Logistic Regression with L2 Regularization Let {(xj , yj)}Jj=1 be a training set, where
xj ∈ Rd×1 and yj ∈ {0, 1}. The objective function of Logistic Regression with regularization (of weight 1) is
θ>θ/2− 1/J
J∑
j=1
(yj log(S(θ
>xj)) + (1− yj) log(1− S(θ>xj))), (6)
where S(·) is the Sigmoid function defined by S(x) = 1/(1 + e−x). In this case,
fj(θ) = −(yj log(S(θ>xj)) + (1− yj) log(1− S(θ>xj))) + θ>θ/2, (7)
Then
∇fj(θ) = (S(θ>xj)− yj)xj + θ (8)
By
|∇fj(θ1)−∇fj(θ2)| ≤ |S(θ>1 xj)− S(θ>2 xj)||xj |+ |θ1 − θ2|
≤ |θ>1 xj − θ>2 xj ||xj |+ |θ1 − θ2|
≤ (|xj |2 + 1)|θ1 − θ2|,
and
∇2fj(θ) = S(θ>xj)(1− S(θ>xj))xjx>j + I, (9)
we can choose
λmax,j = (|xj |2 + 1), λmax,0 = 1 + 1/J
J∑
j=1
|xj |2, λmin = 1
3 Main Results
We present our main theory in this section. It is our goal to show that SGD is bounded away from the
minimum. The quantity of interest is:
Rk = E
∣∣θk − θ†∣∣2 . (10)
It is the expected squared distance between the k-iteration solution and the target θ†. The expectation takes
into account the randomness in SGD.
The analysis builds upon two steps: in Step 1, we derive the upper and lower bound of the iterative
formula that updates Rk+1 from Rk. This step heavily depends on rewriting the SGD formula. We present
the result in Subsection 3.1. In Step 2, we analyze the long time behavior of the iterative formula. The
behavior depends on the strong convexity of the cost function, and thus we separate the discussion for the
strongly convex and non-convex case, and present them in Subsection 3.2 and 3.3, respectively.
3
3.1 Key Recursive Inequalities
The derivation of the updating formula for Rk comes directly from SGD (3), which we rewrite into:
θk+1 = θk − η∇f(θk) + ηV (θk) , (11)
where the variation
V (θ) = ∇f(θ)−∇fγk(θ) .
Due to the randomness involved in the selection of γk, V is also a random variable with explicitly expressible
mean and variance:
E (V (θ)) = −→0 ,
Var (V (θ)) =
1
J
J∑
j=1
(∇f(θ)−∇fj(θ)) (∇f(θ)−∇fj(θ))> .
Building upon these, we have the following theorem on the recursive formula.
Theorem 3.1 The following upper and lower bounds hold true if SGD uses fixed step-size η < 1λmax,0 :
• If the objective functions are λ-smooth (satisfy Assumption 2.1), then
Rk+1 −Rk ≥ [−2ηλmax,0]Rk − 2η2ΛD0R1/2k + η2D20 . (12)
• In addition, if the objective functions are also strongly convex (satisfy both Assumption 2.1 and 2.2),
then:
Rk+1 −Rk ≤
[−2ηλmin + η2 (λ2max,0 + Λ2 − λ2min)]Rk + 2η2ΛD0R1/2k + η2D20 . (13)
Remark 3.1 There are several comments:
• Equation (12) gives the lower bound for Rk+1 while (13) gives the upper bound. The lower bound relies
only on the λ-smooth assumption while the upper bound furthermore requires strong convexity. This is
in line with the standard GD analysis.
• For very small η, the η2 terms in (12) and (13) become negligible, and the linear term on Rk dominates
the estimates.
• In the recursive formula for the classical GD analysis the new-step error linearly depends on the old-
step error. We do have an extra square root term
√Rk. This is exactly because the randomness adds
a direction different from the gradient descent direction. To handle this new direction, the Ho¨lder
inequality is utilized and the power of Rk is thus sacrificed.
• In the second statement of the theorem, strongly convex property is imposed. This may not be necessary,
see [Gower et al., 2019]. However, it is our main goal to understand the lower but not the upper bound,
and thus we do not pursue a tighter condition in this paper.
• The statement of the theorem still holds true for varying time step, assuming that ηk satisfies the
condition at every step: ηk <
1
λmax,0
for all k.
• For J = 1, SGD degenerates to GD and D0 = 0. (13) recover the classical analysis for GD.
Proof. We start from (11), subtract θ† and take expectation of the L2 norm and get:
Rk+1 = E
∣∣θk+1 − θ†∣∣2 = E ∣∣θk − θ† − η∇f(θk)∣∣2 + η2E |V (θk)|2
= E
∣∣θk − θ† − η (∇f(θk)−∇f(θ†))∣∣2 + η2E |V (θk)|2
= E
∣∣θk − θ† − η (∇f(θk)−∇f(θ†))∣∣2 + 1
J
J∑
j=1
E|∇fj(θk)|2 − E|∇f(θk)|2 .
(14)
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In the first equation we used the fact that E (V (θ)) = 0, and in the second we use the fact that ∇f(θ†) = 0.
Lastly we expand E|V (θk)|2 using the definition of V .
To obtain (12) and (13) amounts to give upper and lower bounds for the three terms on the right hand
side.
To lower bound the first term, we note that using the triangle inequality:
E
∣∣θk − θ† − η (∇f(θk)−∇f(θ†))∣∣2 ≥E (∣∣θk − θ†∣∣− η ∣∣∇f(θk)−∇f(θ†)∣∣)2
≥E ((1− ηλmax,0) ∣∣θk − θ†∣∣)2
≥ (1− ηλmax,0)2 E
∣∣θk − θ†∣∣2 = (1− ηλmax,0)2Rk ,
(15)
where the second inequality comes from the λ-smooth assumption and the requirement on η.
To upper bound the first term, we note that:∣∣θk − θ† − η (∇f(θk)−∇f(θ†))∣∣2
=〈θk − θ† , θk − θ†〉 − 2η〈θk − θ† ,∇f(θk)−∇f(θ†)〉+ η2〈∇f(θk)−∇f(θ†) ,∇f(θk)−∇f(θ†)〉 ,
which gives
E
∣∣θk − θ† − η (∇f(θk)−∇f(θ†))∣∣2 ≤ (1− 2ηλmin + η2λ2max,0)E ∣∣θk − θ†∣∣2 = (1− 2ηλmin + η2λ2max,0)Rk .
(16)
by the strong convexity condition.
To estimate the third term in (14), we note that on one hand, by using the λ-smoothness assumption
2.1, we have:
E|∇f(θk)|2 = E|∇f(θk)−∇f(θ†)|2 ≤ λ2max,0E
∣∣θk − θ†∣∣2 = λ2max,0Rk , (17)
and on the other, by using the strong convexity property (5), we have:
E|∇f(θk)|2 = E|∇f(θk)−∇f(θ†)|2 ≥ λ2minE
∣∣θk − θ†∣∣2 = λ2minRk . (18)
To estimate the second term in (14), we insert θ† to have:
1
J
J∑
j=1
E|∇fj(θk)|2 = 1
J
J∑
j=1
E|∇fj(θk)−∇fj(θ†) +∇fj(θ†)|2
=
1
J
J∑
j=1
E|∇fj(θ†)|2 + 1
J
J∑
j=1
E|∇fj(θk)−∇fj(θ†)|2 + 2
J
J∑
j=1
E
〈∇fj(θ†),∇fj(θk)−∇fj(θ†)〉 .
(19)
Noting that 1J
∑J
j=1 E|∇fj(θ†)|2 = D20,
0 ≤ 1
J
J∑
j=1
E|∇fj(θk)−∇fj(θ†)|2 ≤ Λ2E|θk − θ†|2
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and that
1
J
J∑
j=1
E
〈∇fj(θ†),∇fj(θk)−∇fj(θ†)〉 ≤ 1
J
J∑
j=1
∣∣∇fj(θ†)∣∣E ∣∣∇fj(θk)−∇fj(θ†)∣∣
≤ 1
J
J∑
j=1
|∇fj(θ†)|E
(
λmax,j
∣∣θk − θ†∣∣)
≤ 1
J
J∑
j=1
|∇fj(θ†)|λmax,j
(
E|θk − θ†|2
)1/2
≤
 1
J
J∑
j=1
|∇fj(θ†)|2
1/2 1
J
J∑
j=1
λ2max,j
1/2√Rk
=D0Λ
√
Rk .
(20)
The second to last inequality relies on the λ-smooth assumption and the last one comes from Cauchy-
Schwartz inequality. Putting together these estimates leads to the upper and lower bound of the second
term in (14):
D20 − 2ΛD0
√
Rk ≤ 1
J
J∑
j=1
E|∇fj(θk)|2 ≤ D20 + Λ2Rk + 2ΛD0
√
Rk . (21)
To finish the proof, we combine (15), (21) and (17) for the lower bound:
Rk+1 ≥ [1− 2ηλmax,0]Rk − 2η2ΛD0R1/2k + η2D20 .
With the strongly convex assumption 2.2, combining (21), (18) and (16), we have:
Rk+1 ≤
[
1− 2ηλmin + η2
(
λ2max,0 + Λ
2 − λ2min
)]Rk + 2η2ΛD0R1/2k + η2D20 ,
concluding the proof. 
3.2 Strongly convex Objective Function
If the objective function is strongly convex, it is a well-known result that SGD converges to the optimal solu-
tion with decaying step-size ([Nguyen et al., 2018a, Gower et al., 2019, Zhang, 2004, Nguyen et al., 2018b]).
With fixed step-size, however, it is widely believed that θk oscillates around the true solution with a noise
determined by the step-size. We give a tight trajectory of Rk in the following theorem based on the recursive
formula above.
Theorem 3.2 Suppose the objective functions in (1) are λmax,0-smooth and strongly convex (satisfying (4)
and (5)), then using SGD with step-size:
η <
λmin
Λ2 + λ2max,0
, (22)
we have constants C0−4 depending on f , fi and R0 only so that:
• Non-asymptotic rate for all k
Rk ≤
[
1− 2ηλmin + η2Φ2
]kR0 + C2η ,
Rk ≥ [1− 2ηλmax]kR0 + C3η
(23)
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• Non-asymptotic rate for large k: Let K0 =
⌈
log(η)
log(1−ηλmin)
⌉
, then we have
RK0 ≤ C4η ,
and for k ≥ K0:
Rk ≤
[
1− 2ηλmin + η2Φ2
]k−K0 RK0 + ηD20 + 2C1/24 η3/2ΛD02λmin − ηΦ2 ,
Rk ≥ [1− 2ηλmax,0]k−K0 RK0 +
ηD20 − 2C1/24 η3/2ΛD0
2λmax,0
.
(24)
• Asymptotic rate for large k:
lim sup
k→∞
Rk ≤ ηD
2
0 + 2C
1/2
4 η
3/2ΛD0
2λmin − ηΦ2 , (25)
lim inf
k→∞
Rk ≥ max
{
ηD20 − 2C1/24 η3/2ΛD0
2λmax,0
, 0
}
. (26)
In the estimate,
Φ =
√
Λ2 + λ2max,0 − λ2min ,
and the constants C0−4 can be made explicit:
C0(η) =
ηΛD0 +
√
η2Λ2D20 + ηD
2
0 (2λmin − ηΦ2)
2λmin − ηΦ2 ,
C1(η) = max
{R0 , C20} ,
C2(η) =
2ΛD0
[
C1 +
(
D20 + 1/2
)
η2
]1/2
+D20
2λmin − ηΦ2 ,
C3(η) =
−2ΛD0
[
C1 +
(
D20 + 1/2
)
η2
]1/2
+D20
2λmax,0
,
C4(η) = R0 + C2(η) .
Remark 3.2 Several comments are in order.
• If R0 ∼ O(1), by definition, except C0 ∼ O(√η), all other constants C1−4 are of O(1) on η.
• The asymptotic rate (25),(26) are not very tight when time step is not small enough. If η further
satisfies
η2ΛD0
1− 2ηλmax,0 ≤
−2ηΛD0 +
√
4η2Λ2D20 + 8ηλmax,0D
2
0
4λmax,0
,
we could improve them as
lim sup
k→∞
Rk ≤
[
2ηΛD0 +
√
4η2(Λ2D20 − Φ2D20) + 8ηD20λmin
4λmin − 2ηΦ2
]2
, (27)
lim inf
k→∞
Rk ≥
[
−2ηΛD0 +
√
4η2Λ2D20 + 8ηλmax,0D
2
0
4λmax,0
]2
. (28)
We proved (28) in the non-convex case (31). The upper bound (27) can be proved using similar
techniques, which we omitted.
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In Theorem 3.2, we use estimation of R1/2k . This will give us some higher order (w.r.t η) error in the
trajectory track (23),(24). In real application, if time step η is not small enough, we can choose to calculate
(12),(13) directly to track the trajectory of Rk.
It’s clear from equation (23) and (24) the impact of the error introduced due to the random initial guess
is eliminated at an exponential rate. As k increases, the second term dominates. It is a term of O(η), with
the coefficient mainly determined by D0, that reflects the influence of the stochasticity in the algorithm.
This is a term that cannot be eliminated. Furthermore, comparing (25) with (26), we see that in the leading
order, for small η, approximately
lim sup
k→∞
Rk . ηD0
2λmin
, while lim inf
k→∞
Rk & ηD0
2λmax,0
.
This implies in the strongly convex case, if we run SGD forever, the expectation of the error will only be
determined by the total loss function f and the step-size η.
3.3 Potentially Non-Convex Objective
Without the strongly convex assumption 2.2, it’s hard to track the trajectory of R. The main reason is
we only have one direct inequality (12) in Theorem 3.1. However, the lower bound of lim inf has a relaxed
requirement on strong convexity and the properties of objective function, and thus a quantitative result is
still available for the lower bound of lim inf. The following theorem gives us the asymptotic lower bound of
R:
Theorem 3.3 Suppose the objective functions are λmax,0-smooth (satisfying (4)), then using SGD with
step-size η such that:
η <
1
2λmax,0
,
there exists z0 so that
• Asymptotic rate of lim sup:
lim sup
k→∞
Rk ≥ z20 . (29)
• Asymptotic rate of lim inf: If η is small enough such that
η2ΛD0
1− 2ηλmax,0 ≤ z0 , (30)
then
lim inf
k→∞
Rk ≥ z20 . (31)
z0 can be made explicit:
z0(η) =
−2ηΛD0 +
√
4η2Λ2D20 + 8ηλmax,0D
2
0
4λmax,0
. (32)
Remark 3.3 Several comments are in order:
• In this theorem, if we further have η < λmax,02Λ2 , then we have
z0 ≥
√
ηD20 − η3/2D0
√
2D20Λ
2/λmax,0
2λmax,0
.
Therefore, when η is small enough, the leading term of lim inf (31) is the same as the strongly convex
case (26).
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• Condition (30) is a very weak requirement on η. Indeed the left hand is a second order term of η while
the right hand side is z0 which is about O(η1/2). This condition always holds true for small η.
Compare Theorem 3.3 with Theorem 3.2, the major difference is we lost the non-asymptotic estimation
in the non-convex case. Without further assumption, it’s hard to find upper bounds in each iteration like
(13). This makes controlling negative term −R1/2k and tracking tight lower bound difficult. However, using
structure of the left hand side in (12), we can prove z20 is also a loose lower bound for every iteration as the
following theorem states:
Theorem 3.4 If (30) is true, then Rk satisfies the following properties:
• For any k ≥ 0,
Rk > min
{R0, z20}
• For any k ≥ 0, if Rk < z20 , then
Rk+1 > Rk (33)
• If there exists k∗ such that Rk∗ ≥ z20 , then we have
Rk ≥ z20 , ∀k > k∗ . (34)
In Theorem 3.4, equation (33),(34) show if there is one step whose error, in expectation sense, is small,
then the error will grow and if there is one step the error is above a certain threshold, in expectation sense,
the error will be constantly above the threshold, leading to no-convergent case.
In real applications, most likely R0 > z20 . By (34), although we cannot get a tight lower bound of Rk for
any k, at least we know it will not decrease below the threshold z20 in any steps.
4 Experiments
We now illustrate our theoretical results with experiments. In Section 4.1, we use SGD to learn a linear
regression model. In Section 4.2, we use SGD to minimize a 4th order piecewise polynomial on R.
4.1 SGD for Strongly Convex Quadratic Objective Function
In this experiment, we run SGD to learn a linear regression model y = θ>x + , where θ ∈ R2×1. We will
use this experiment to show the existence of an error lower bound and visualize the “fuzzy ball” around the
global minimum.
The training data {(xj , yj)}Jj=1 ⊂ Rd×1 × R is generated as follows: the size of training set is J = 30,
the dimension of the feature vector is d = 2. Each xj is a random vector on the unit sphere generated as
follows: first draw xj ∼ N(0, I2×2), then normalize it into xj = xj/|xj |. We use θ∗ = (−1.27,−0.49)> to
generate the yj ’s. For j = 1, . . . , J , yj = θ
∗>xj + j , where j ∼ N(0, 0.12). θ† = (−1.27,−0.48)> is the
Ordinary Least Square solution of this linear regression problem.
When running SGD, we set the step-size to be η = 0.01 and set the maximum iteration to be 50000. The
initial point is (0, 0)>. For the same data set, we run 1000 trials. The only difference between these trials
is due to the randomness in SGD. The error Rk is an expectation, we estimate Rk by averaging the error
|θk − θ†|2 over the 1000 trials. We visualize the θk’s for some particular iterations and plot the error curve
in Figure 1. In the error curve, the lower and upper bounds are obtained by computing (12) and (13) in
Theorem 3.1, the asymptotic lower bound z20 is the result in Theorem 3.3.
The upper panels in Figure 1 shows the distribution of θk in particular iterations. Intuitively, the variance
of θk does not decrease to zero as t becomes large even after the SGD has stabilized. The error curve in
Figure 1 shows a positive constant lower bound of the error, which demonstrates that the error of solution
Rk will not decrease to zero. Instead, the solution will be bounded away from a small fuzzy ball with a fixed
radius in the sense of expected L2 norm. So our results do not mean SGD will never touch the minimum
point θ†.
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Figure 1: Upper panels: upper left panel shows θk for k = 25, 50, 100, 250, 1000, 5000, 10000, 50000 in each
trial; upper middle panel shows θ10000 in each trial; upper right panel shows θ50000 in each trial. In these
panels, the blue circle is the initial point (θ0), the blue star is the global optimal (θ
†). We can only find
6 clusters in the upper left panel because the clusters in the 5000, 10000 and 50000th iterations overlap.
Lower panel: the SGD error curve for a strongly convex objective function.
4.2 SGD for Non-Convex Objective Function
In this experiment, we run SGD to minimize a non-convex function. We use this experiments to show the
existence of an error lower bound when the objective function is non-convex.
For simplicity, we let the objective function be the following function: f(θ) = θ4 + 2/3θ3 − θ2, f1(θ) =
θ4+2/3θ3−θ2+θ, f2(θ) = θ4+2/3θ3−θ2−θ for θ ∈ [−2, 2]. To ensure that f, f1, f2 has Lipschitz derivatives,
we define f, f1, f2 to be linear functions for θ /∈ [−2, 2] such that f, f1, f2, f ′, f ′1, f ′2 are all continuous on R.
See Figure 2. It is clear that f has two local minima at θ = −1 and θ = 0.5. θ = −1 is the global minimum,
i.e. θ† = −1.
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Figure 2: f, f1, f2 for θ ∈ [−3, 3]
When running SGD, we set the step-size to be 1/(4λmax,0) ≈ 0.069 and set the maximum iteration to
be 500. The initial point is either θ0 = 2 or θ0 = −2. For each of the initial points, we run 100 trials.
For each trial, we plot the value of θ at each iteration. We show the θ trajectories of all the 500 trials and
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error curves for each initial points in Figures 3 and 4. In the error curves, the lower bounds are obtained by
computing (12) in Theorem 3.1, the asymptotic lower bound z20 is the result in Theorem 3.3.
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Figure 3: θ trajectories and error curve for SGD
starts at θ0 = 2, 500 trials.
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Figure 4: θ trajectories and error curve for SGD
starts at θ0 = −2, 500 trials.
It is not surprising that SGD will get trapped into local minimum for improper initial point. Figure 3
shows that when starting at θ0 = 2, SGD is very likely to get trapped at θ = 0.5. In this case, our lower
bound is rather loose. However, as shown in Figure 4, even when SGD is trapped at θ† the global minimum,
there is still an error lower bound, which is very similar to the results in Section 4.1.
Intuitively, when the objective function is non-convex and has local minima, SGD might get trapped in
the local minima. If so, it is obvious that there exists an error lower bound. Our theorems show that even
if SGD escapes from the local minimum and approaches the global minimum, there is still a positive error
lower bound because of the randomness in constant step-size SGD.
5 Conclusion
In this paper, we study the error lower bound of constant step-size SGD. We use expected L2 distance from
the global minimum to characterize the error. Our theoretical results show that for potentially non-convex
objective function with Lipschitz gradient, there always exists a positive error lower bound for SGD. The
lower bounds account for a non-decaying term in classic SGD error upper bound analysis.
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Appendices
A Proof of Theorem 3.2
Proof.
We first reformulate the right hand side of the iterative formula
Rk+1 −Rk ≤
[−2ηλmin + η2Φ2]Rk + 2η2ΛD0R1/2k + η2D20 . (35)
as a quadratic function, with R1/2k replaced by x:
H(x) = η
([−2λmin + ηΦ2]x2 + 2ηΛD0x+ ηD20) .
Since η < λmin
Λ2+λ2max,0
< λmin
Λ2+λ2max,0−λ2min
, the coefficient of the quadratic term is negative and the function has
a maximum value. By direct calculation, we obtain
max H(x) = η2
(
ηΛ2
2λmin − ηΦ2 +D
2
0
)
≤
(
D20 +
1
2
)
η2 ,
where we used the condition of η. Also, the function achieves zero at a root:
x0 =
ηΛD0 +
√
η2Λ2D20 + ηD
2
0 (2λmin − ηΦ2)
2λmin − ηΦ2 .
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Therefore, we obtain
H(x0) ≤
(
D20 +
1
2
)
η2 , and C0 = x0 .
Since H is monotonically decreasing in the region of [x0 ,∞), one has H(C0) ≤ 0. We now use the
iterative formula to discuss two cases:
if Rk ≤ C20 : Rk+1 ≤ Rk +H(W 1/2k ) ≤ Rk +
(
D20 +
1
2
)
η2 ≤ C20 +
(
D20 +
1
2
)
η2 ,
if Rk > C20 : Rk+1 ≤ Rk +H(W 1/2k ) ≤ Rk +H(C0) ≤ Rk .
This implies, for all k:
Rk ≤ max
{
C20 ,R0
}
+
(
D20 +
1
2
)
η2 = C1 +
(
D20 +
1
2
)
η2 . (36)
Plug this into (35), we arrive at:
Rk+1 ≤
[
1− 2ηλmin + η2Φ2
]Rk + 2η2ΛD0 (C1 + (D20 + 1/2) η2)1/2 + η2D20 ,
and then by setting
α = 1− 2ηλmin + η2Φ2,
β = 2η2ΛD0
(
C1 +
(
D20 + 1/2
)
η2
)1/2
+ η2D20 ,
we have a simpler version of the updating formula:
Rk ≤ αkR0 +
(
k∑
i=0
αi
)
β ≤ αkR0 + β
1− α =
(
1− 2ηλmin + η2Φ2
)kR0 + C2η . (37)
Similarly, plug (36) into,
Rk+1 −Rk ≥ [−2ηλmax,0]Rk − 2η2ΛD0R1/2k + η2D20 , (38)
we also have
Rk ≥ [1− 2ηλmax,0]Rk − 2η2ΛD0
(
C1 +
(
D20 + 1/2
)
η2
)1/2
+ η2D20 ,
and
Rk ≥ [1− 2ηλmax,0]kR0 + C3η.
Because η < λmin
Λ2+λ2max,0
< λmin
Λ2+λ2max,0−λ2min
, we have
α = 1− 2ηλmin + η2
(
Λ2 + λ2max,0 − λ2min
) ≤ 1− η (2λmin − η (Λ2 + λ2max,0 − λ2min)) ≤ 1− ηλmin ,
and setting K0 =
⌈
log(η)
log(1−ηλmin)
⌉
in (37), we have
RK0 ≤αK0R0 +
β
1− α
≤ [1− ηλmin]
log(η)
log(1−ηλmin) R0 +
2ηΛD0
[
C1 +
(
D20 + 1/2
)
η2
]1/2
+ ηD20
2λmin − ηΦ2
=
(
R0 +
2ΛD0
[
C1 +
(
D20 + 1/2
)
η2
]1/2
+D20
2λmin − ηΦ2
)
η = C4η .
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What’s more, for k ≥ K0, we also have
Rk ≤ αK0R0 + β
1− α ≤ C4η ⇒ R
1/2
k ≤ C1/24 η1/2 .
Plug this into the iteration formula (35) and (38), we obtain for k ≥ K0
Rk+1 ≤
[
1− 2ηλmin + η2Φ2
]Rk + 2C1/24 η5/2ΛD0 + η2D20
Rk+1 ≥ [1− 2ηλmax,0]Rk − 2C1/24 η5/2ΛD0 + η2D0,
where we also use
1− 2ηλmax,0 > 0, ∀η < λmin
Λ2 + λ2max,0
.
Running the same argument using α and β as above, we obtain
Rk ≤
[
1− 2ηλmin + η2Φ2
]k−K0 RK0 + ηD20 + 2C1/24 η3/2ΛD02λmin − ηΦ2 ,
Rk ≥ [1− 2ηλmax,0]k−K0 RK0 +
ηD20 − 2C1/24 η3/2ΛD0
2λmax,0
.
(39)
Finally, the last two inequalites are direct result by letting k → in (39).

B Proof of Theorem 3.3,3.4
Proof.
First, take lim sup on both sides of (38), we can obtain
lim sup
k→∞
Rk+1 ≥ [1− 2ηλmax,0] lim sup
k→∞
Rk − 2η2ΛD0 lim sup
k→∞
R1/2k + η2D20 ,
which implies
2ηλmax,0
(
lim sup
k→∞
Rk
)
+ 2η2ΛD0
(
lim sup
k→∞
Rk
)1/2
− η2D20 ≥ 0 . (40)
Define a quadratic function to be:
h1(z) = 2λmax,0z
2 + 2ηΛD0z − ηD20 .
Comparing it with (40), we see that
h1
((
lim sup
k→∞
Rk
)1/2)
≥ 0 .
It is also straightforward to verify that h1(z0) = 0 by plugging in the definition of z0. Considering h1 is a
monotonically increasing function in the region of [z0,∞),
lim sup
k→∞
Rk ≥ z20 .
Finally, to prove
lim inf
k→∞
Rk ≥ z20 . (41)
and Theorem 3.4, we need to consider two different cases.
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• In the first scenario, we assume there exists k∗ ≥ 0 such that
Rk∗ ≥ z20 .
Let
h2(z) = z
2 − h1(z) = [1− 2ηλmax,0] z2 − 2η2ΛD0z + η2D20 ,
then naturally: Rk∗+1 ≥ h2(R1/2k∗ ) according to (38). One can also show that h2 achieves its minimum
at
z∗ =
η2ΛD0
1− 2ηλmax,0 ,
then because of condition on η, z∗ < z0, and h2 is a monotonically increasing function in the region
[z0,∞], and thus
Rk∗+1 ≥ h2
(
R1/2k∗
)
≥ h2(z0) = z20 .
which implies
Rk ≥ z20 , ∀k > k∗ ⇒ lim inf
k→∞
Rk ≥ z20 .
• In the second scenario, we assume for all k ≥ 0, we have
0 ≤ Rk ≤ z20 ⇒ h1
(
R1/2k
)
≤ h1(z0) = 0 .
Here we used the fact that h1 is monotonically increasing in the region of [0, z0]. Using (38), we have,
for all k ≥ 0:
z20 ≥ Rk+1 ≥ Rk − h1
(
R1/2k
)
≥ Rk − h1(z0) = Rk ,
meaning {Rk} is an increasing sequence with an upper bound z20 . However, we also have, according to
lim supk→∞Rk ≥ z20 , therefore, we finally obtain
lim
k→∞
Rk = z20 .
Combining the discussion of the two scenarios, we prove (41) and Theorem 3.4. 
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