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For large organizations, updating instructional programs presents a challenge to keep abreast of
constantly changing business processes and policies. Each time a process or policy changes,
significant resources are required to locate and modify the training materials that convey the new
content. Moreover, without the ability to track learning objects to processes and policies,
training managers cannot conduct an effective training gap analysis in these areas. As a result,
the corporate training picture is unclear and instructional needs cannot be accurately determined.
The research addressed these problems by recognizing the need for linkages between an
organization’s business processes, its policies, and the learning objects that package the
corresponding training content and deliver it to the workforce. The overall investigation was
completed in three parts. In the first study, a thorough examination of the literature was
conducted to determine the extent of the research problem and to provide a theoretical
foundation for a solution. In the second study an expert panel was used to elicit user needs for a
knowledge management system that addresses training management shortcomings in a large law
enforcement agency. Another expert panel from that agency validated and prioritized the user
needs during the third study. Through a combination of research-based elicitation and validation
techniques, an accurate list of natural language software requirements emerged to represent the
collective needs of the law enforcement training experts. The software requirements may now
serve to analyze the capabilities of existing information technology systems or to form the basis
for a request for proposal (RFP) to build the envisioned knowledge management system.
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Chapter One
Research Agenda

Introduction
Large organizations that manage numerous business processes have special training
needs. Many of these organizations have begun implementing the principles of business process
management (BPM), which seeks to make an organization more efficient by modifying
workflow and eliminating wasteful tasks (Trkman, 2009). However, if these changes affect the
entire organization, then many thousands of employees may need to be trained on hundreds of
policies and tasks in the new system (Reijers, Mans, & van der Toorn, 2009). Unfortunately,
organizational policies and business processes are rarely mapped to the existing training products
and policies that support them (Hawryszkiewycz, 2005). This oversight makes it difficult to
locate and modify training content to reflect organizational changes.
Problem Statement
The business processes and organizational policies of large organizations are not
coordinated with their training strategies, resulting in irrelevant and ineffective training
programs. The research focused on the training challenges of large organizations that manage
several thousand employees, with dozens of job families and offices located all over the world.
For the sake of readability this type of large organization will be referred to as a CALO, defined
by Kiper (2008) as “a Company, Agency, or other Large Organization” (p. 14). Examples of
CALOs exist in the public sector (e.g., U.S. State Department, Federal Bureau of Investigation)
as well as in the private sector (e.g., Microsoft, Coca-Cola).
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Definition of Terms
A business process (BP) is a segment of defined activity in an organization. It is a set of
tasks that are logically related to fulfill an organization’s objective (Trkman, 2009). A BP may
be modeled in workflow diagrams using Business Process Modeling Notation (BPMN), and
executed in software applications using Business Process Modeling Language (BPML) (Fischer,
2002). Through the use of symbols and arrows, BP models define how work is done and who
does it. Due to its size and diversity, a CALO’s workforce participates in many hundreds of BPs
every day (Reijers, Mans, & van der Toorn, 2009).
An organizational policy (OP) refers to a CALO’s documented guidance to the
organization. OPs articulate outcomes and strategic goals that are in practice fulfilled by BPs
(Trkman, 2009). OPs may be produced internally by the CALO or adopted from a higher
authority, such as the CALO’s parent organization. Statutes, regulatory guidelines, employee
handbooks, and standard operating procedures are examples of OPs. An OP may take the form
of an electronic or physical document, and convey the specific rules, protocols, or directives
approved by CALO executive managers.
Finally, a learning object (LO) is a construct used to chunk educational material into
smaller units for content management in online learning environments (Beck, 2005). However,
Hawryszkiewycz (2005) questions whether the popular concept of LOs has been implemented
appropriately in large organizations. In fact, Feldstein (2006) argues that the electronic packages
in learning management systems are more similar to traditional instructional materials than true
LOs. Therefore, for the purpose of this research an LO is defined broadly as a container of
learning materials that manages instructional content as well as supporting resources maintained
by an organization. It is a collection of BPs, OPs, and the instructional products (e.g.,
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PowerPoint slides, job aids, demonstrations) needed to communicate the BPs and OPs to the
learner.
LOs, BPs, and OPs are the primary concepts that drive the research described herein.
Other terms used throughout the research include the following acronyms, which for
convenience are repeated in Appendix A.


Analytic Hierarchy Process (AHP), a method of prioritizing software requirements
involving pair-wise comparisons (Karlsson, Wohlin, & Regnell, 1998).



Business Process (BP), a segment of defined activity, logically related to fulfill an
organization’s objective (Trkman, 2009).



Business Process Management (BPM), a corporate effort that seeks to make an
organization more efficient by modifying workflow and eliminating wasteful tasks
(Trkman, 2009).



Business Process Modeling Language (BPML), a computer language used to automate
business processes (Fischer, 2002).



Business Process Modeling Notation (BPMN), the standardized set of diagram
elements used to depict business processes (Fischer, 2002).



Company, Agency, or other Large Organization (CALO), a shorthand term that refers
to large organizations in general (Kiper, 2008).



Computer Managed Instruction (CMI), an IEEE standard for building learning objects
(see http://www.ieeeltsc.org/working-groups/wg11CMI/CMIdescription).



Course Management System (CMS), an application used by Zhang and Su (2007) to
build computing courses.
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Commercial Off The Shelf (COTS), a common term referring to commercially
available solutions.



Electronic Performance Support System (EPSS), an application proposed by Raybould
(1995) to manage corporate knowledge in an organization.



Enterprise Resource Planning (ERP), an industry standard for the integration of
business processes and transactional data (Liang & Xue, 2005).



Federal Law Enforcement Training Accreditation (FLETA), the organization that
accredits training programs for federal law enforcement agencies (see www.fleta.gov).



Hierarchical Cumulative Voting (HCV), a token-based method for prioritizing
software requirements (Berander & Svahnberg, 2009).



High-level Requirement (HLR), a software requirement written at a general level and is
supported by lower-level requirements (LLRs) (Berander & Svahnberg, 2009).



Institute of Electrical and Electronics Engineers (IEEE), a body that governs the
standards for hardware and software development (see www.ieee.org).



Institutional Review Board (IRB), the common term for a committee that ensures
compliance with ethical research guidelines.



Joint Application Design (JAD), a consensus-building technique for requirements
elicitation that involves a facilitator and face-to-face meetings (Coughlan & Macredie,
2002).



Job Task (JT), a common term referring to an individual’s contribution to a business
process.



Knowledge Management (KM), a business field that involves the creation, codification,
and sharing of corporate information and experiences (Turban & Aronson, 2001).

5


Low-level Requirement (LLR), a software requirement that describes a specific task
expected to be accomplished in software. LLRs are organized under high-level
requirements (HLRs), which they support (Berander & Svahnberg, 2009).



Learning Object (LO), a container of learning materials that manages instructional
content as well as supporting resources (Feldstein, 2006).



Lesson Plan (LP), the common term for a description of the content and strategies used
in a particular unit of instruction.



Nominal Group Technique (NGT), a consensus-building technique that uses the
individual, written contribution of members to build a common understanding of a group
(Landeta, Barrutia, & Lertxundi, 2011).



Online Learning Environment (OLE), a computer-based system that delivers training
electronically (O’Brien & Hall, 2004).



Organizational Policy (OP), a general term referring to the written guidance to an
organization.



Quality Assurance (QA), a requirements elicitation strategy for ensuring the value of
requirement descriptions (Denger & Olsson, 2005).



Requirements Elicitation (RE), the process of gathering software requirements from the
customers or users of a system (Davey and Cope, 2008; Laporti, Borges, & Braganholo,
2009).



Request for Proposal (RFP), the common term for a document an organization
publishes to elicit bids from potential vendors to address a particular business need.
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Sharable Content Object Reference Model (SCORM), a standard that defines the
metadata and components of reusable learning objects (see
http://www.adlnet.gov/Technologies/scorm/default.aspx).



Soft Systems Methodology (SSM), a requirements elicitation technique that represents
the problem space in pictorial form (Checkland, 1998; Coughlan & Macredie, 2000).



Software Requirements Specification (SRS), the written representation of user needs
for a software application (IEEE, 1998).



Technology-enhanced Learning (TEL), a computing-based strategy for delivering
corporate training proposed by Capuano, Gaeta, Ritrovato, and Salerno (2008).



Training Needs Analysis (TNA), a process by which an organization may define its
instructional requirements (O’Brien and Hall, 2004).

Research Goal
The goal of the research was to develop software requirements for a knowledge
management system by which training content may be mapped to a CALO’s business processes
and organizational policies. In essence, the research explored how CALOs decompose corporate
activity and policy into business processes and job tasks, whose success is dependent on
effective training strategies. Considerable attention was given to existing learning products such
as lesson plans, and how they may be tagged with metadata to facilitate their mapping to OPs
and BPs. The OPs and BPs themselves were also examined for mapping opportunities.
Large scale training programs are difficult to create and manage – and their failure could
be very costly. The results of the research will assist CALOs in developing strategies to analyze
their OPs, define their BPs, and then map them to meaningful instructional content used to teach
those concepts to their employees. It was designed to contribute to the existing knowledge and
practices of business process modeling, knowledge management, and instructional systems
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design. Although the research focus was centered on a sizable law enforcement organization, it
is anticipated that the results may be generalized to any CALO, including other government
agencies and private corporations.
Barriers and Issues
Conducting research in the context of a large law enforcement organization posed special
challenges. For example, no law enforcement sensitive or classified content could be used in the
collection of data or the reporting of findings. Instead, the focus of the methodology was on the
mechanism(s) that managed the content, and on representative content that would not
compromise law enforcement or national security guidelines.
As requirements were developed to link BPs and OPs to LOs, study participants
frequently identified additional problems (such as political or ownership issues), which were
unrelated to KM shortcomings and out of the scope of the research. However, the participants
were reminded about the goals of the research, and they cooperated completely as their raw input
was guided into relevant statements of user needs.
Finally, the concepts of LOs and BPs are foreign concepts to those who are not immersed
in the areas of learning management systems and business process management. To mitigate
participant confusion, therefore, the term lesson plan was substituted for LO and the concept of
job task replaced BP. In this way, participants were not required to learn a new vocabulary to
contribute to the development of software requirements.
Relevance and Significance
A major concern of those who manage KM projects is that the definition of requirements
is expensive, and occupies a large portion of the KM project development schedule – as much as
20-25% of the total project time (Japenga, 2011). However, one of the advantages of the current
research project is that the time required to develop robust requirements had no impact on the
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cost or schedule of the KM project itself. This benefit is due to the fact that such a project had
not yet been initiated – or even envisioned – by the stakeholders. Rather, the requirements
developed by this research will help justify a plan to create such a KM system, with the
requirements forming the basis of a formal Request for Proposal (RFP).
In order to arrive at a rich, accurate set of software requirements for the future KM
system, three separate studies were completed. The first study explored the relevance,
significance, and theoretical foundation for the problem under investigation. A thorough review
of the literature uncovered similar problems identified in other CALOs, and the current state of
success for remedies that were attempted in those cases. This first paper provided the
justification for pursuing the next phase of investigation, the development of software
requirements for a KM system.
The goal of the second study was to develop a set of rich, natural language software
requirements for a KM system that will map LOs to BPs and OPs. Knowledgeable, experienced
members of a CALO workforce were recruited to participate in a requirements elicitation (RE)
process. The employed RE techniques were based on a combination of best practice methods
found in the literature. Qualitative data from the participants were used to construct
requirements that represent their collective goals for the future KM system.
The third study aimed to validate the software requirements generated in the second
study. Research-based methods were used to validate the content as well as the priority ranking
of the requirements. The output from this third study was a validated set of prioritized
requirements that may be used as the basis for a possible RFP to solicit a contractor to build the
KM system.
The most common reason for the failure of information system projects is poor software
requirements resulting from poor RE processes (Davey and Cope, 2008; Laporti, Borges, &
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Braganholo, 2009). The research documented by these studies will help CALO managers
develop a KM system that will avoid this fate.
The following three chapters describe each of the studies that addressed the research
problem. Chapter Two represents a paper that established the theoretical foundation for the
problem. Chapter Three documents the study that elicited preliminary software requirements
from an expert panel. Chapter Four describes the study whereby participants validated and
prioritized those requirements, resulting in a final list representing user needs for a KM system.
Each chapter that describes a study includes the research questions, definitions, assumptions,
background, methods, analysis, results, and conclusions that pertain to that particular study. By
considering all three studies as a whole, Chapter Five documents the conclusions, implications,
and recommendations for future considerations. Finally, Appendix A is provided as a quick
reader’s guide to the acronyms most frequently used in this research.
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Chapter Two
Theoretical Study

Abstract
Training programs suffer when they become outdated and irrelevant, which happens
when the training content does not match what is supposed to be taught. It is the duty of
curriculum managers to update instructional materials to reflect the latest organizational
policies— what the workforce is allowed to do— and business processes— job tasks that are
actually carried out. However, organizations with large workforces have difficulty modifying
their individual training products to keep up with the thousands of policies and processes that
change frequently. By exploring the issue through a review of the literature this paper sets forth
the theoretical foundation for creating a knowledge management (KM) system that will address
the problem. Readers who are employees of large organizations will benefit from learning about
the nature and impact of the problem–which is rarely understood–and the challenges of creating
a KM system that will solve the problem.
Keywords
Business process management, knowledge management, corporate learning, systems
development, instructional systems design
Introduction
Large organizations that manage numerous business processes have special training
needs. Many of these organizations have begun implementing the principles of business process
management (BPM), which seeks to make an organization more efficient by modifying
workflow and eliminating wasteful tasks (Trkman, 2009). However, if these changes affect the
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entire organization, then many thousands of employees may need to be trained on hundreds of
policies and tasks in the new system (Reijers, Mans, & van der Toorn, 2009). Unfortunately,
organizational policies and business processes rarely are mapped to the existing training products
and policies that support them (Hawryszkiewycz, 2005). This oversight makes it difficult to
locate and modify training content to reflect organizational changes.
This paper is an exploratory study that uncovers the presence and impact of the above
problem and provides the basis for creating a knowledge management (KM) system that can map
an organization’s educational products to its policies and business processes. By clarifying the
impact and significance of such a gap between the KM and training efforts of large
organizations, this paper seeks to raise awareness of the problem so that organizational leaders
are equipped to evaluate solutions. The principle question for this study is: How does existing
literature address the problem of coordinating learning programs with business processes and
organizational policies?
The remainder of this paper is organized as follows: A set of definitions is provided to
clarify the scope and context of the research. Next, the challenges of corporate training, the
problems with business process modeling, and the lack of commercial off-the-shelf (COTS)
solutions are explored to provide a deeper understanding of the research problem. This is
followed by a discussion of the impact of effective (and ineffective) corporate training and the
specific benefits of getting it right. Next, a thorough review of the literature will uncover similar
problems identified in other organizations and the current state of success for any remedies that
were attempted in those cases. Finally, a summary of the research findings is presented along
with considerations for future work. Appendix A is provided to assist the reader in recalling
pertinent acronyms and definitions.
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Definitions
The business processes and policies of large organizations are not coordinated with their
training strategies, resulting in irrelevant and ineffective training programs. This paper will
focus on the training challenges of large organizations that manage several thousand employees
with dozens of job families and offices located all over the world. For the sake of readability,
this type of large organization will be referred to as a CALO, defined by Kiper (2008) as “a
Company, Agency, or other Large Organization” (p. 14). Examples of CALOs exist in the
public sector (e.g., U.S. State Department and Federal Bureau of Investigation) as well as in the
private sector (e.g., Microsoft and Coca-Cola).
A business process (BP) is a segment of defined activity in an organization. It is a set of
tasks that logically are related to fulfill an organization’s objective (Trkman, 2009). A BP may
be modeled in workflow diagrams using Business Process Modeling Notation (BPMN), and
executed in software applications using Business Process Modeling Language (BPML) (Fischer,
2002). Through the use of symbols and arrows, BP models define how work is done and who
does it. Due to its size and diversity, a CALO’s workforce participates in hundreds of BPs every
day (Reijers, Mans, & van der Toorn, 2009).
An organizational policy (OP) refers to a CALO’s documented guidance to the
organization. OPs articulate outcomes and strategic goals that are, in practice, fulfilled by BPs
(Trkman, 2009). OPs may be produced internally by the CALO or adopted from a higher
authority such as the CALO’s parent organization. Statutes, regulatory guidelines, employee
handbooks, and standard operating procedures are examples of OPs. An OP may take the form
of an electronic or physical document and convey the specific rules, protocols, or directives
approved by CALO executive managers.
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Finally, a learning object (LO) is a construct used to chunk educational material into
smaller units for content management in online learning environments (Beck, 2005). However,
Hawryszkiewycz (2005) questions whether the popular concept of LOs has been implemented
appropriately in large organizations. In fact, Feldstein (2006) argues that the electronic packages
in learning management systems are more similar to traditional instructional materials than true
LOs. Therefore, for the purpose of this research, an LO is defined broadly as a container of
learning materials that manages instructional content and supports resources maintained by an
organization. It is a collection of BPs, OPs, and the instructional products—PowerPoint slides,
job aids, and demonstrations—needed to communicate the BPs and OPs to the learner.
The Challenge of Corporate Training
Several large organizations, government and private, currently are undertaking
challenging efforts in business process management (BPM). For example, government agencies,
such as the Federal Bureau of Investigation (FBI), are attempting to modify existing business
processes as they move from 100-year-old paper-based workflow systems to electronic systems
of record (Miller, 2005). However, radical modifications to corporate business processes require
updated policies, new technologies, and effective training methods to communicate these
changes to the entire enterprise. As an additional challenge large organizations (CALOs), such
as the FBI, maintain a diverse workforce that may include dozens of job families, various levels
of experience, and offices that are located all over the world.
Capuano, Gaeta, Ritrovato, and Salerno (2008) identified the significant problem of
coordinating corporate learning programs with business processes, which is why they focus on
technology-enhanced learning (TEL) solutions. They recognize that “a better integration of TEL
with business process management is, in fact, one of the greatest challenges for today’s
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knowledge management” (p.56). In a CALO, hundreds of OPs are used to generate thousands of
BPs. But how do workers learn about relevant BPs and the OPs that undergird them?
It is obvious that effective corporate training is needed to communicate OPs and BPs.
However, what happens when BPs and OPs change? How do training managers know which
instructional materials need to be modified in order to bring the workforce into compliance with
the new OPs and BPs? In other words, which parts of existing web-based training modules, new
employee training curricula, and PowerPoint presentations contain the content that covers the
OPs and BPs in question? According to Raybould (1995), the coordination between
organizational performance and learning products “often relies on haphazard and inefficient
manual processes. Since these processes often are slow the cycle time is long, and as a result the
organization is not responsive to changes in the business environment” (p.12).
CALOs cannot afford to be unresponsive to changing OPs and BPs. Figure 1 illustrates
the relationship between OPs, BPs, and traditional training products. Training products are
depicted as items on an assembly line, where OPs and BPs are inserted into each product. After
merchandise leaves an assembly line there is always a chance that the product components will
need to be updated, requiring the manufacturer to announce a recall so that the products may be
replaced or updated with new components. In the world of consumer products a failure to recall
defective items could result in public safety issues.
In the same way, when OPs and BPs change and the training products do not the training
becomes either 1) irrelevant, because it teaches concepts that are no longer part of the updated
OPs and BPs; or 2) ineffective, because the training no longer covers current requirements. The
problem is obvious: After training products leave the “assembly line,” they lose their association
with the supply source of OPs and BPs.
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Figure 1: The relationship between organizational policies (OPs), business processes
(BPs), and training products.
Without a link back to the changed OPs and BPs it is difficult for a CALO to “recall” the
training products and retrofit them with current OPs and BPs. However, training workers in
current OPs and BPs is crucial for the success of BPM, according to Trkman (2009) who
complains that the lack of a good grounded theory restricts BPM to “the fad phase” (p.1) of
development.
The Difficulty of Business Process Modeling
To model a business process is to depict a portion of an organization’s enterprise
knowledge with flowcharts and diagrams. This activity can be very useful in helping a CALO
understand the details of what is taking place in the organization, which people (actors) are
making things happen, and where streamlining processes may be necessary to improve
efficiency. Unfortunately, however, the task of defining a business process is complex and timeconsuming, requiring multiple iterations to document the relationships properly (Virine and
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Rapley, 2003). Moreover, the difficulty of developing BP models is compounded by the
thousands of BPs managed by a CALO together with its large and diverse workforce.
If a CALO’s knowledge is structured, static, and explicit the formal documentation, such
as BP modeling, is an effective way to record that knowledge (Song, Nerur, & Teng, 2007).
However, the truth is that BPs are constantly changing–either through internal pressures or by
external mandates. CALO managers understand that “changes in business strategies or new
business collaborations lead to modifications… of their underlying business process models.”
(Koschmider & Oberweis, 2007, p. 1263). If OPs affect changes in BPs, then BP modeling
strategies need to be very agile.
While BP models are difficult to develop for meeting OP demands, they are even more
difficult to incorporate into training. The challenge lies in the fluidity of the BPs (Koschmider &
Oberweis, 2007), which must be incorporated into training products that may not be as
modifiable. As a CALO’s business process modeling committee debates the specifics of a
particular business process, instructional designers–who must incorporate the process content
into a variety of instructional products–are forced to wait for the process to be defined or risk
extensive rework on learning aids that have been produced in the meantime. In either case, the
strong dependency between defining a business process and its corresponding training content
can cause a CALO to spend significant time and money in an attempt to keep the two activities
synchronized.
The Trouble with Commercial Off-The-Shelf (COTS) Solutions
Simply placing curriculum materials in an electronic format does not guarantee
successful BPM training. Zhang and Su (2007) argued that the variety and scope of business
processes require careful attention to matching online learning tools to training needs. Newton
and Doonga (2007) reviewed several e-learning initiatives and discovered that “corporate e-
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training did not address strategic business objectives.” They concluded their study by stating
that the problem “continues to be a major issue” (p. 127).
Unfortunately, it appears that commercial vendors are not coming to the rescue. Much of
today’s corporate learning concentrates on tasks that are common across the workforce rather
than on more granular, job-specific responsibilities (Hawryszkiewycz, 2005). Even software
packages designed for enterprise resource planning (ERP)–which is supposed to integrate
business processes and transactional data– have not provided the flexibility needed to train a
large, diverse workforce (Liang & Xue, 2005). According to Kay (2003), the e-learning market
is flooded with canned, “one-size-fits-all” solutions that do not meet the needs of different
audiences within organizations. Kay also argues that large audiences require a blended approach
to training whereby e-learning is integrated with traditional modes of instructional delivery, such
as instructor-led training.
However, multiple modes of training create enormous difficulties for updating
curriculum materials, especially when the content of the training materials is derived from OPs
and BPs that are changing. In CALOs, new business strategies and collaborations always will
lead to changes in the underlying BP models (Koschmider & Oberweis, 2007). The challenge is
to effectively communicate the new BPs to the workforce. Regrettably, the literature indicates
that current online learning strategies often miss the mark. Martin, Leyking, and Wolpers (2008)
articulate the problem succinctly: “Existing eLearning approaches miss consistent alignment
with business operations and objectives” (p. 1). The challenges in updating organizational
policies and codifying tacit business knowledge—business process modeling—together with the
difficulties of creating and maintaining instructional products call for an intervention that is
robust and responsive enough to bridge the gap between a CALO’s organizational policies, its
business processes, and its training strategies.
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The Impact of Ineffective Corporate Training
An assessment of the research problem begins with a look at how CALOs train their
workforce and what happens when the training falls short. CALOs have many business
processes–sometimes thousands of them–that need to be effectively communicated to their
employees (Reijers, Mans, & van der Toorn, 2009). This section briefly explores the “pain and
suffering” consequences of ineffective corporate training as well as the benefits that could be
realized if a solution is found to bridge a CALO’s learning programs with its policies and
processes.
Reduced Efficiency
In 2004 organizations in the United States with 100 or more employees spent $51.4
billion on formal training programs with close to $20 billion dedicated to end-user training
programs alone (Gupta & Bostrom, 2006). With such a large investment, it is easy to see why
CALO executive managers are concerned about the effectiveness of their training programs.
However, it is not just the cost of the training itself that should concern them. Ineffective
training produces ineffective employees, and lost productivity can cut deeply into the corporate
bottom line.
Barnum (2002) evaluated how “a small inefficiency can lead to heavy costs” (p. 23). She
presented a way to calculate the cost of time wasted on an inefficient procedure. This straightforward calculation may also be adapted to account for the cost of time wasted due to ineffective
training.
For example, if a CALO pays its employees an average of $15 per hour then it is
effectively paying 25 cents for every minute of the worker’s time ($15 divided by 60). If the
worker wastes 10 minutes unsuccessfully trying to complete a business process for which he was
not adequately trained, then the organization loses $2.50 (25 cents times 10). For a CALO with
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10,000 employees who need to perform the same business process, $25,000 in productivity may
be lost on a single business process that was attempted once during a single day ($2.50 times
10,000). Multiplying this cost by 250 workdays per year, it is clear that the main training
problem – that is, the disconnect between the business process and its training content – would
now be affecting the CALO bottom line at a rate of $6.25 million annually. Not surprisingly,
researchers such as Newton and Doonga (2007) agreed that “…there is a need for better metrics
that demonstrate the link between training and bottom-line business results (p. 117).”
Secondary Effects
Lost productivity is not the only casualty of ineffective training. Sorenson (2002)
examined the factors that influence the design and implementation of training programs and
found that reduced efficiency is only one consequence of ineffective training. He noted that
organizations also must spend money on system repair and maintenance due to the actions of
untrained employees. Untrained employees are more likely to break equipment, lose
information, or crash computer systems by not following the correct business processes.
Naturally, CALOs would assume higher risks of business process mistakes.
Sorenson (2002) suggested that other significant costs are associated with accidents that
could be prevented with the appropriate training. Such costs include worker’s compensation
claims, lost time on the job, and liability lawsuits. Also, when a serious mistake is committed by
someone employed by a CALO, the CALO’s training program is inspected carefully to
determine whether the organization provided adequate training in policies and procedures. A
finding of insufficient training can harm the CALO’s reputation and bring civil penalties.
Finally, an untrained employee could cost a CALO thousands of dollars in fines or sanctions for
noncompliance with regulatory agency requirements. It is plain to see how the costs of an
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inadequately trained workforce can have a serious impact on a CALO’s effectiveness, morale,
reputation, and bottom line.
Benefits for Policy and Practice
It is difficult to overestimate the benefits of correcting the gap between the development
of a CALO’s myriad LOs and the management of its OPs and BPs. For purposes of discussion,
consider a CALO such as the FBI. The effort to improve training management directly would
track with its strategic management objectives and facilitate its compliance with Federal Law
Enforcement Training Accreditation (FLETA) standards by mapping OPs and BPs to the
instructional objectives in its LOs. Enabling the effective creation and management of LOs also
would enhance the FBI’s adjunct faculty program, which requires a centralized repository of
validated training content.
For FBI curriculum managers, the ability to organize LOs electronically by OPs and BPs
means they would be able to locate training products that have been outdated by changing
policies, such as the Domestic Investigation Operations Guide (FBI, 2011). For executive
managers, the policy-to-training mapping of a KM system would enable them to respond to data
calls regarding how training programs specifically are addressing policy-driven enterprise
initiatives, such as those requiring that intelligence be integrated into training received by new
agents and new analysts. In general, finding a solution to the current KM problem would
promote more accountability of training across the enterprise, especially as the Training Division
seeks to assume all training responsibilities for the FBI.
Contribution to the Body of Knowledge
The Business Process Modeling Language (BPML) has been standardized for business
process modeling application development (Fischer, 2002). This authoring language enables the
creation of software that electronically manages BPs. However, although the modeling language
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provides a powerful structure for defining activities that need to be accomplished within a CALO
(i.e., their business processes), it is not mapped to any educational paradigm in the literature.
For the past several years, reusable learning objects increasingly have been used to chunk
educational material into smaller units for content management in online learning environments
(Beck, 2005). This standardization allows instructional designers to create learning modules
that can be edited, reused, and shared among compatible systems. However, neither the computer
managed instruction (CMI) standard developed by IEEE (see http://www.ieeeltsc.org/workinggroups/wg11CMI/CMIdescription) nor the Sharable Content Object Reference Model (SCORM)
specification developed by the Advanced Distributed Learning Initiative (see
http://www.adlnet.gov/Technologies/scorm/default.aspx) has addressed the issue of mapping
lesson content to policies or business practices.
To summarize, the current BPM authoring standards do not have a means to link to
learning objects, and the current learning object authoring standards do not offer a way to link to
business processes. The research in this paper seeks to establish the theoretical basis for
ensuring that business processes and polices are adequately tracked to learning objects. By
linking multiple areas of the KM domain this research makes a significant contribution to the
field of instructional technology.
Literature Review
As described in the previous section, the difficulties in communicating a CALO’s
business processes or synchronizing its business processes to training products may add up to
ineffective training programs. What makes this exercise so challenging? Through a review of
existing research, this section briefly explores current learning theory, knowledge management
challenges, research that relates training programs to business processes, and recent attempts to
transform business processes into learning products.
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Learning Theory
Learning theory offers an explanation of how business processes are defined and
communicated to an organization. In effect, the exercise of codifying a CALO’s business
processes is an attempt to document a particular knowledge schema. According to cognitive
information processing theory (Driscoll, 2005), a schema is a mental depiction of a person’s
memory, which includes learned concepts and how they relate to each other. BP models are
similar to concept maps described by Chang and Chang (2008), whereby modelers “build a solid
schema and visual representation of a set of abstract concepts” (p.18). Those who model the
business processes of a CALO are depicting their own understanding of the organization’s
business processes as interpreted from relevant organizational policies.
Unfortunately, different employees who work in the same job will have differing
schemas as to how all of the job’s events, activities, and tasks are related to one another. This
diversity in perspectives creates difficulties for training new business processes because
instructional designers use learners’ existing schema to relate the new knowledge to previously
learned knowledge (Driscoll, 2005). When the corporate understanding of existing processes is
not certain it is difficult to define instructional goals and objectives for training the new business
processes. A CALO’s business process (or job task) training program will suffer as a result.
One way to help a CALO understand what its workforce needs to learn is to conduct a
training needs analysis (TNA). O’Brien and Hall (2004) noted that online learning environment
(OLE) solutions created by third-party vendors are seldom adequate to meet the unique needs of
individual organizations that wish to communicate their current business processes to their
employees. They surveyed and visited organizations in several countries and examined user
manuals, training materials, and organizational data to inform their development of a general
TNA approach. As an outcome of their development study, they proposed a TNA design
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methodology that helps CALO managers identify training needs and instructional levels in their
own organizations.
The recommended design structure includes up to four training levels depending on the
type and size of the organization. Level 1 identifies general training that is relevant to every
employee in the company. Level 2 training pertains to the employee’s level in the organizational
hierarchy, such as an executive manager, supervisor, or general worker. Level 3 incorporates
training needs that are relevant to each functional area or department of an organization. Finally,
Level 4 identifies specific training that is required for each job role, such as a file clerk or
salesperson. The authors suggested that their TNA templates not only will enhance an
organization’s TNA process, but also may improve its efficiency in training as their online
learning requirements will “meet their individual requirements using cost-effective methods and
just enough training techniques” (p.939).
Perhaps the biggest advantage of the TNA model presented by O’Brien and Hall is that it
allows a CALO’s own subject matter experts (i.e., its employees) to define the training needs.
This strategy is contrasted with hiring an outside e-learning “expert” who is neither familiar with
the company’s business processes nor will be available to address the adaptation of any future
training needs.
Instructional designers with large organizations may feel that conducting a TNA is an
overwhelming task. Fortunately, O’Brien and Hall provided a way to “eat the elephant.” Their
approach is flexible enough to be applied to a variety of organizations and facilitates the
development of reusable learning objects for learning management systems. This may be an
approach worth pursuing in the attempt to map a CALO’s business processes to its training
program.
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Knowledge Management Challenges
The difficulty of connecting a CALO’s business processes and policies to its training
strategy fundamentally is a problem of knowledge management (KM). Human beings carry
around a vast amount of knowledge–personal experiences, best practices, academic ideas, and
physical techniques–which have been collected and internalized over many years. This type of
knowledge is referred to as tacit knowledge (Turban & Aronson, 2001) or implicit knowledge
(May & Taylor, 2003), and it describes an understanding of reality that has not yet been
processed for common use. Keeping knowledge in this form creates difficulties in transferring
the knowledge to others; therefore, when an employee leaves an organization there is significant
knowledge drainage (Wei, Hu, & Chen, 2002). It is important for implicit knowledge to be
converted to explicit knowledge, which can be codified and documented for sharing (Turban &
Aronson, 2001; Wickramasinghe, Fadlalla, & Sharma, 2004). This knowledge conversion is the
very essence of business process management (BPM) efforts.
Regarding the two types of knowledge, May and Taylor (2003) highlighted an important
technical challenge in KM—the labor-intensive process of 1) converting implicit or tacit
knowledge to explicit knowledge, 2) transferring the knowledge to where it is needed, and 3)
internalizing the knowledge (converting it back to implicit knowledge). For structuring
knowledge and building a framework for knowledge sharing May and Taylor (2003) advocated
the use of what they call “patterns.” These information templates provide a standardized way to
identify the context, problem, forces, solution, rationale, resulting context, and related patterns
for each “knowledge fragment” (p. 97). Providing the level of detail required for each pattern
requires a significant investment of time and resources. However, applying a simplified version
of the pattern concept may help create highly contextualized knowledge needed to build
components of a CALO’s business process models.
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After an organization embarks on a BPM or KM initiative it will face daunting technical
challenges as it attempts to make knowledge available to everyone in the organization. Turban
and Aronson (2001) stressed that individual and organizational knowledge must be captured,
evaluated, processed, shared, and renewed, and that each of these exercises requires a
mechanism to carry it out.
Hlupic, Pouloudi, and Rzevski (2002) took a hard look at organizational KM, and during
their descriptive research they investigated different approaches to researching KM issues.
Specifically, they examined how organizational “soft” issues interact with technical “hard”
issues. Through a meta-analysis of the KM literature, they argued that “research in knowledge
management should reflect this synergy of organizational and technical issues” (p. 97). While
developing their framework for KM research, they recognized at least three categories of KM
tools, those needed to generate knowledge, codify knowledge, and transfer knowledge between
people in an organization.
However, the researchers did not address the role of KM tools in the specific context of
corporate training programs. In that context generating knowledge refers to a CALO’s
developing new BPs and OPs. Codifying knowledge takes place as BPs are modeled and OPs
are documented. Transferring knowledge refers to communicating BPs and OPs to the
workforce through corporate training LOs. These activities define the features and
functionalities of KM tools that could be used to address the corporate training problem.
However, as stated previously, the complexity of coordinating a CALO’s training programs with
its KM efforts makes it unlikely that a “one size fits all” technical solution will be found (Kay,
2003). Each organization must find the KM tools and techniques that are compatible with its
policies, capabilities, and budget.
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Relating Business Processes to Training
Training products must accurately reflect the current business processes and policies of
an organization or they cease to be relevant and effective. In their development study, Caetano,
Pombinho, and Tribolet (2007) argued that organizations do not have the ability to map
employee competencies to their business processes. As an organization changes, job skills may
be lost as employees transition from one section of the organization to another. According to
these authors, competency-based management is a paradigm that focuses on individual
employees as organizational assets whose talents and skills may be codified and exploited for the
benefit of the organization.
The authors noted that current methods of documenting an organization’s activities, such
as Business Process Management Notation (BPMN), may accurately represent how an
organization functions, but they do not contain any information regarding the competencies
needed to accomplish those activities. The researchers suggested that competencies serve to
“classify human actors according to their ability of performing tasks in a specific environment.
They are the manifestation of knowledge attained through the performance of an action”
(Caetano, Pombinho, & Tribolet, 2007, p. 1258).
A competency modeling approach is presented in their article. It treats competencies as
reusable collections of nodes and links (representing nouns and verbs, respectively) that describe
what needs to be done to accomplish a certain business process. An individual competency,
which is a subset of the larger collection, is then mapped for each employee. The goal of this
exercise is to develop a competency model for each employee so that s/he can be recruited within
the organization to be assigned to an appropriate activity or project. The researchers developed a
web-based system, which they report is being tested to validate their model.
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One interesting aspect of their research is their attention to the problem of granularity.
They observed that “on the one hand, a high-level, coarse-grained representation will not provide
enough information. On the other, if it is too detailed, the entire representation process may
become compromised, as it is effort and time-consuming” (p. 1258). This analysis seems to
address the same concerns as those of business process modeling. In fact – although it was not
suggested in the article – using a similar competency-based method may yield a way to map
training programs to competencies, and thus to business processes.
Hawryszkiewycz (2005) recognized the fact that an organization’s business processes are
continually changing, and that people must be taught how to adapt to these changes. He
suggested that training at work is the most effective way to communicate the new processes, but
noted that most educational programs are aimed at training large numbers of organizations on a
limited number of goals. A customized approach is needed to enable employees to learn what
they need to know – and only what they need to know – within the context of their work
activities. In other words, employees need to be trained on the specific business processes for
which they are responsible.
Hawryszkiewycz’s framework aimed to create a learning space that is more effective than
a traditional learning object, which he defined as “an integrated set of subject material together
with its supporting services” (p. 23). His learning space approach integrates the subject material
(i.e., the business process) with support tools while providing access to subject experts. After the
learner’s knowledge gap is identified, s/he is presented with an online learning space whereby
various learning activities may be chosen to address those knowledge gaps.
The proposed workspace for learning activities is designed to help organize the training
resources necessary to address an organization’s changing business processes. However, the
paper does not address how the components of those training resources are modified in order to
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coincide with the business processes. A tracking mechanism is still needed to ensure that the
online learning resources represent the most current business processes of the organization.
The performance of a CALO’s business processes often requires specialized training,
even certifications. David, David, and David (2011) conducted a content analysis of corporate
job descriptions, business student resumes, business course syllabi, and business textbooks to
determine the extent to which business schools are “offering students what it takes to get a job”
(p. 51). The researchers first created an inventory of 140 skill sets based on 200 job descriptions
for various business tracks. Then they examined 200 resumes of business students nearing
graduation and found that 95% of the resumes did not mention any of the skills or certifications
identified in their inventory. To determine why there was such a disparity between skills needed
and skills obtained they looked at 100 business course syllabi and 20 textbooks representing the
five business major areas. Almost without exception, neither the syllabi nor the textbooks
covered any of the 140 skills or certifications required in the corporate job descriptions.
The primary lesson learned from the business school study may be applied to any CALO:
Those who train workers need to focus less on theory and more on specific skill sets required for
the desired job. The authors offer their skill set inventory as a starting point to help address
needed reforms in business schools. However, a more effective solution would be to provide the
educators with a method to track the ever-changing corporate skill sets with the courses and
instructional materials that are being delivered. In other words, they could benefit from a KM
system that could track BPs to the LOs that are meant to teach them. In this way, educators in
both business schools and CALOs would be able to proactively identify training gaps between
what is practiced in the field and what is being taught.
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Transforming Business Process Content into Learning Content
There are surprisingly few documented attempts in the literature to address the
transformation of business process models to usable learning content. Virine and Rapley (2003)
proposed the unification of business process visualization techniques to aid in understanding
business process models, but they do not attempt to tie business processes directly to the training
of those processes. Moreover, they admitted that their proposed methodology “cannot be
applicable to comprehensive and large scale decision and risk analysis involved [in] a large
number of steps and alternatives” (p. 1781). In other words, their methodology is not applicable
to CALOs.
In their development research study, Reijers, Mans, and van der Toorn (2009) attacked
the problem of unwieldy business process models by proposing a system of aggregating
complicated BP models for an organization. By exploiting common elements of the models,
they suggested that fewer BP models need to be maintained and will require updates less
frequently. They developed a modeling language that allows for the on-demand extraction of
specific BP models from aggregate BP models, thereby giving users the ability to view the
relevant segment of the overall BP universe. While the researchers acknowledged that their
design has not yet been empirically tested, their approach seems to provide a useful way to
characterize events and functions within BPs. However, the researchers did not attempt to
connect those elements to anything related to training. Indeed, the need to connect BPs to
corporate training – specifically, to learning objects (LOs) – may have been overlooked because
“the management of process models as a discipline is at its infancy in comparison with fields like
product and software management” (p. 241).
Jay Cross (2003) of the Internet Time Group proposed a strategy called “Workflow-based
eLearning” that reduces the “lag time” between the assignment of a business process task and the
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training of a worker to complete the task. Such a mechanism would be helpful in strengthening
the relationship between a CALO’s business processes and its training products. In fact, Cross
claimed that his “workflow optimization products” actually were designed to reduce the need for
training.
According to Cross, these tools make computer-based business processes and the
corresponding online training available in the same environment. But while his system may be
useful for computer-based business processes, it does not seem applicable to physical business
processes or to existing legacy training products. Furthermore, no research has been found to
validate any of the products that Cross describes, and no peer-reviewed articles have been found
to be authored by Cross. The ideas he presents have merit, but need to be validated with further
research.
Zhang and Su (2007) call for harnessing the read/write power of Web 2.0 technologies to
create “living educational materials” (p. 153). To encourage real-world learning in computer
science students they built BRIDGE, an online system comprised of three components. One
component allowed the students to collaboratively annotate open-source software. A second
component enabled the creation of student-authored educational modules that connect computing
theories with industrial practices. The third component of BRIDGE was a course management
system (CMS) that was used to build computing courses from the modules. Although the
BRIDGE system was successfully launched in a computer science education environment, its
implementation has not been formally evaluated. Further research is needed to determine if such
a model can be successful.
Despite its relatively new appearance in the literature, the challenge of tying together
theory and practice with flexible learning materials is a goal worthy of pursuing. A model
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similar to the BRIDGE concept could be developed to bridge organizational policies to business
practices through collaboratively-developed learning objects.
Raybould (1995) introduced an organizational learning model whereby an organization
designs a knowledgebase, initiates performance based on that knowledge, achieves individual
learning as a result of the performance, generates new knowledge based on the learning, and then
captures that knowledge for the organization’s knowledgebase. This process, which Raybould
called the Organizational Performance/Learning Cycle, seems to be an effective framework that
could be used for managing policy and business process knowledge for CALOs.
To implement this model, Raybould (1995) suggested the development of an electronic
performance support system (EPSS) that “…captures, stores, and distributes individual and
corporate knowledge assets throughout an organization, to enable individuals to achieve required
levels of performance in the fastest possible time…” (p. 11). Although he advocated strongly for
electronic knowledge management, Raybould also recognized that legacy training products
include both electronic and non-electronic components. To maximize the use of the latter he
suggested “…non-electronic components should be indexed, managed, and coordinated
electronically wherever feasible, or we are not improving on the ad-hoc, unorganized manual
systems that have contributed to the problems of information overload” (p.10). Managing
information in legacy, manual training materials is one of the primary concerns of any training
program overhaul project.
Future Considerations
The research documented in this paper established the relevance, significance, and
literature basis for the problem of mapping LOs to BPs and OPs, and in doing so it raised
important training management issues for CALOs. The knowledge gained here could serve as
the theoretical foundation for a future study, the goal of which would be to define software
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requirements for a KM system that enables a CALO’s training content to be mapped to its
business process models and organizational policies.
A major concern of those who manage KM projects is that the definition of requirements
is expensive and occupies a large portion of the KM project development schedule–as much as
20-25% of the total project time (Japenga, 2011). However, this issue disappears if the CALO
does not already have a training-related KM project underway. Rather, the requirements
developed by the future study would help justify a plan to create such a KM system, with the
requirements forming the basis of a formal Request for Proposal (RFP).
On the other hand, many challenges could surface during a requirements elicitation study.
As requirements are developed to link BPs and OPs to LOs it may be difficult to identify the
existing training strategies and instructional materials that already are in use in the organization–
sometimes in poorly documented curricula (Raybould, 1995). In addition, business processes
and policies are part of a CALO’s intellectual capital and are subject to hoarding (Hlupic,
Pouloudi, & Rzevski, 2002). Owners of this knowledge may be reluctant to make it available to
others in the organization and could exhibit a low level of tool readiness (Sun, 2011) that would
prevent them from supporting any type of computer-based solution. Finally, existing
instructional materials (e.g., long PowerPoint presentations and web-based training modules)
may be related to several BPs and OPs, which would complicate how they are associated to LOs.
The selection of a CALO is a key decision for a future study. A large law enforcement
organization such as the FBI may be considered, but it would pose special challenges for the
researcher. For example, the researcher would not be able to use any law enforcement sensitive
or classified content in the final report. Instead, the study must focus on the mechanism that
manages the content and carefully select representative content that would not compromise law
enforcement or national security guidelines. Also, famously unsuccessful efforts to automate
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business processes have haunted law enforcement CALOs like the FBI (Israel, 2012), and these
setbacks may cause the workforce to lose confidence in the CALO’s ability to successfully build
a KM system.
Despite the possible challenges listed in this section, pursuing a KM system to manage
training products, policies, and business processes would be a worthwhile goal for a CALO. The
benefits of dynamically relating these learning constructs would outweigh any inconvenience or
problems experienced by the researcher.
Summary
For CALOs undergoing transition, modifying the training products that correspond to
business processes becomes an endless exercise in trying to catch up to the latest policy or
technical implementation that affects those processes. Indeed, depending on the CALO’s
corporate training approach, every change in a policy or business process could require a
corresponding change in a policy manual, job aide, user guide, online help section, PowerPoint
presentation, computer-based training module, instructor-led training unit, or train-the-trainer
component. Hundreds of business process changes easily can breed thousands of adjustments to
training products, and the chore of making these adjustments is often attempted without a
mechanism to find exactly where in the curriculum the changes need to be made. For large
organizations the coupling of policies, processes, and training content is no trivial task.
The goal of this paper was to shed light on the significant problem caused by not coordinating a
CALO’s learning products with its policies and processes. Large-scale training programs are
difficult to create and manage, and their failure could be very costly. The research presented in
this study will assist CALOs in developing strategies to analyze their organizational policies,
define their business processes, and map them to meaningful instructional content used to teach
those concepts to their employees. It is meant to contribute to the existing knowledge and
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practices of business process modeling, knowledge management, and instructional systems
design.
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Chapter Three
Elicitation Study

Abstract
Large organizations have trouble keeping their training programs aligned with their
business processes and organizational policies. Thousands of lesson plans are often stored as
static documents, which are neither readily searchable nor linked to approved processes and
policies, rendering corporate training programs inefficient and outdated. A well-designed
knowledge management (KM) system would be able to meet this technological need, but
generating software requirements for such a system is typically a time and resource intensive
process.
A unique combination of e-mail-based surveys, qualitative data-coding techniques, and
Soft Systems Methodology (SSM) was employed to elicit a robust set of user needs without the
need for face-to-face meetings. Employees of a large government agency were asked to tell their
stories about the current problems they experienced in training management as well as their ideas
for future solutions to those problems. Common themes were identified in their responses and
then categorized. The resulting goals and preferences for the KM system were documented in a
set of conceptual diagrams that represent the participants’ view of the current and future state of
affairs. These models represent the collective user needs from all the participants, and will serve
as artifacts to be used for future requirements definition, validation, and prioritization.
Keywords
Requirements elicitation, user needs, business process management, knowledge
management, corporate learning, systems development, instructional systems design

36
Introduction
Large organizations that manage hundreds of business processes typically are governed
by an even greater number of policies. To increase efficiency some of these organizations have
implemented business process management (BPM) strategies, which seek to eliminate workflow
bottlenecks and wasteful tasks (Trkman, 2009). Efforts to manage business processes, however,
may be wasted if employees are not trained adequately on those processes and the policies that
authorize them to perform those processes. In fact, connecting all three of these areas–training,
processes, and policies–is a task often neglected by large organizations (Hawryszkiewycz, 2005),
which results in ineffective and irrelevant training programs.
Coordinating corporate training programs with processes and policies is a problem that is
well-established in the literature, and the proposed solutions predictably involve some sort of
knowledge management (KM) system. For example, Zhang and Su (2007) argued that the
variety and scope of business processes require careful attention to matching online learning
tools to training needs. Capuano, Gaeta, Ritrovato, and Salerno (2008) proposed a technologyenhanced learning (TEL) system because they recognized that “a better integration of TEL with
business process management is, in fact, one of the greatest challenges for today’s knowledge
management” (p.56). Teaching a large number of processes and polices to a large workforce
naturally has pushed organizations to seek a technical solution.
Indeed, organizations have spent billions of dollars to move their training to online
learning environments (Gupta & Bostrom, 2006). However, many corporate learning initiatives
concentrate on tasks that are common across the workforce rather than on more granular, jobspecific responsibilities (Hawryszkiewycz, 2005). O’Brien and Hall (2004) found that online
learning solutions created by third-party vendors seldom are adequate to meet the unique needs
of individual organizations that wish to communicate their current business processes to their
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employees. Likewise, Newton and Doonga (2007) reviewed several corporate e-learning
initiatives and concluded that corporate e-training did not address strategic business objectives.
Martin, Leyking, and Wolpers (2008) summarized the corporate training problem succinctly:
“Existing eLearning approaches miss consistent alignment with business operations and
objectives” (p. 1).
Typical e-learning solutions fail to meet corporate training needs because they fail to
connect training content to an organization’s processes and policies. Some have attempted to
map online learning to business processes (Cross, 2003; Capuano, Gaeta, Ritrovato, & Salerno
2008) or to map business processes to competencies (Caetano, Pombinho, & Tribolet, 2007).
However, there is no published work that explicitly addresses the mapping of training products
to both the business processes that are taught to the workforce and the policies that govern the
execution of those processes. Clearly, a new KM system is required to meet this need.
The goal of the current study was to elicit user needs in preparation for defining software
requirements for a KM system that manages the linkages between an organization’s training
products, its business processes, and its organizational policies. The subject chosen was the
Federal Bureau of Investigation (FBI), a large organization that continues to struggle with the
challenge of changing its business processes and policies in the face of an expanded national
security mission and a new case management system (Miller, 2005). Since the terrorist attack on
September 11, 2001 the FBI has responded to a great deal of public scrutiny of the agency’s
efforts to automate its business processes (Israel, 2012). In addition, post 9-11 information
overload and high-pressure decision-making policies have contributed to what Krause (2012)
calls “vigilance fatigue” (p.3), a condition that weakens security awareness. As a result, the
FBI’s capacity to manage the training of new processes and policies has received even less
attention.
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An expert panel of FBI training professionals was used to develop a natural language
description of a KM system that could manage training content by linking to processes and
policies, while continuing to support usability and facilitate compliance with Federal Law
Enforcement Training Accreditation (FLETA) requirements. This user-based description is the
essential first step in defining the system goals and preferences (Liaskos, McIlraith, Sohrabi, &
Mylopoulos, 2011) from which software requirements are written. The remainder of this paper
is organized as follows: A set of definitions is provided to clarify the scope and context of the
research. Next, the purpose of the study and research questions is introduced, followed by a
review of the literature and a discussion of methods used. Finally, a summary of the research
findings is presented, along with a summary and considerations for future work. Appendix A is
provided to assist the reader in recalling pertinent acronyms and definitions.
Definitions
Coordinating training programs with business processes and organizational policies is
one of the most difficult challenges of a large organization. The current study focused on the
training programs of the FBI, but its results are generalizable to all large organizations that
manage several thousand employees and dozens of job families. For the sake of readability, this
type of large organization will be referred to as a CALO, defined by Kiper (2008) as “a
Company, Agency, or other Large Organization” (p. 14). Examples of CALOs exist in the
public sector (e.g., U.S. State Department and the Drug Enforcement Agency) as well as in the
private sector (e.g., Microsoft and Coca-Cola).
A business process (BP) is a segment of defined activity in an organization. It is a set of
tasks that logically are related to fulfill an organization’s objective (Trkman, 2009). Through the
use of symbols and arrows, BP diagrams define how work is done and who does it. Due to its
size and diversity, a CALO’s workforce participates in hundreds of processes every day (Reijers,
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Mans, & van der Toorn, 2009). In the FBI Training Division each person’s contribution to a
business process is referred to as a job task (JT), which is the entity used to map to instructional
materials used to train that person. To avoid confusing study participants with an unfamiliar
term, JT was used in place of BP throughout the study.
An organizational policy (OP) refers to a CALO’s documented guidance to the
organization. OPs articulate outcomes and strategic goals that are, in practice, fulfilled by BPs
(Trkman, 2009). OPs may be produced internally by the CALO or adopted from a higher
authority such as the CALO’s parent organization. Statutes, regulatory guidelines, employee
handbooks, and standard operating procedures are examples of OPs. An OP may take the form
of an electronic or physical document and convey the specific rules, protocols, or directives
approved by CALO executive managers. The FBI manages several hundred OPs through its
Policy and Guidance Library (FBI, 2011).
Finally, a learning object (LO) is a construct used to chunk educational material into
smaller units for content management in online learning environments (Beck, 2005). An LO
may be defined broadly as a container of learning materials that manages instructional content
and resources maintained by an organization. However, like other CALOs, the FBI typically
manages this type of information in the form of a lesson plan (LP). And while an LO is probably
a more accurate term to describe this concept in the anticipated KM system, to avoid introducing
a new term to the study participants, LP was used to refer to the anticipated collection point for
JTs, OPs, and instructional products—PowerPoint slides, job aids, and demonstrations—needed
to communicate the JTs and OPs to the learner.
Purpose
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As noted previously, the FBI needs a robust KM system to coordinate its training content
with its processes (JTs) and policies (OPs). To build such a system it must first collect the userdefined needs, and collect them in a way that may be transformed into software requirements.
Requirements engineering is a branch of software engineering that involves the
elicitation, modeling, analyzing, communicating, agreeing, and evolving requirements for
software (Nuseibeh & Easterbrook, 2000). The primary focus of this study was on the elicitation
process, which employs the techniques used to capture software requirements from a selected
group of stakeholders in a CALO.
The overall goal was to develop a rich set of user needs that describes a KM system by
which FBI training content may be mapped to its job tasks and organizational policies. To attain
this goal, the following pair of questions were addressed:


What KM processes and technologies are required to associate LPs with JTs and OPs?



How will user needs be defined for a KM system that will manage LPs, JTs, and OPs?

These research questions effectively establish the system boundaries (Nuseibeh & Easterbrook,
2000) that guide the process of defining the problem scope and requirements for such a system.
Background
Nuseibeh and Easterbrook (2000) suggested that “the primary measure of success of a
software system is the degree to which it meets the purpose for which it was intended” (p. 37).
Defining software requirements–statements about how the system will function–is the most
effective way to ensure that goal is met. The process for defining those requirements is known
as requirements elicitation (RE), which Saiedian and Dale (2000) defined as “the specific
processes of gathering, determining, extracting, or exposing software requirements” (p. 420).
Japenga (2011) distinguished between system requirements and software requirements.
The former sets forth specifications about the entire information technology system, which
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would include hardware, software, and possibly networking components. The latter focuses
exclusively on the features and functionalities associated with the software, because that is where
the end-users interact and where most of the complexity is encountered. For the purposes and
goals of this study, RE techniques will be used to generate user needs and software requirements,
which will refer only to the natural language descriptions of the envisioned KM system and not
to the more technical statements used to bind software developers to activities specified in
contracts. Regardless of the technical granularity one chooses for software requirements, there is
a considerable amount of literature-based guidance on how to best develop them.
The Institute of Electrical and Electronics Engineers (IEEE) offers many types of
standards for hardware and software developers (see www.ieee.org). Their most recent set of
recommendations regarding software requirements specification (SRS) is contained in the
document known as IEEE STD 830-1998 (IEEE, 1998). In this standard, the IEEE presents
several benefits for developing software requirements, which include establishing common
agreements between customer and developer, reducing development effort, facilitating
estimating costs and schedules, and providing the basis for validation and compliance testing.
IEEE also suggested several issues that should be covered in SRS development, such as
functionality, attributes, and design constraints.
Notwithstanding all of its guidance regarding the characteristics of requirements, the
IEEE standard offers very little in terms of how the requirements should be developed. It simply
recommends that customers (users) and suppliers (developers) should work together on defining
requirements, so “the functionality, interfaces, performance, and other attributes and constraints
of the software are not predefined, but rather are jointly defined and subject to negotiation and
change” (p. 14). Fortunately, there are many studies that have suggested best practices for
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accomplishing the RE task. In general, they have focused on two areas: the people involved and
the techniques used .
The two primary groups of people involved in RE are the customers and the developers.
Saiedian and Dale (2000) identified customer stakeholders as those who pay for the system
(buyers), those who understand the organization’s problem addressed by the new system
(domain experts), those who will maintain the system on behalf of the organization (software
maintainers), and, finally, those who will actually use the system when it is built (end users). On
the developer side, there are those who oversee the project (project managers), those who
identify and document the requirements (requirements engineers), those who provide design
constraint expertise (software engineers), and those who evaluate the system (testers). For ease
of reference, this paper refers to these groups as simply customers and developers.
The costs of not conducting effective RE are well documented. Laporti, Borges, and
Braganholo (2009) report that ineffective RE processes account for 55 percent of a system’s
technical problems and 82 percent of the effort in correcting mistakes. Davey and Cope (2008)
claim that 71 to 90 percent of failed software projects can be attributed to poor RE and to the
mismanagement of requirements. Failed and abandoned projects are extremely costly to a
CALO and – if it is a government organization – to the U.S. taxpayer.
One may wonder why RE is so difficult. One problem is that the two groups may speak
different languages. Users are accustomed to expressing themselves in natural language,
whereas the developer may prefer the more precise syntax of technical specifications (Laporti, et
al., 2009). Another major problem lies in the fact that different stakeholders, even those who
reside on the same side of the customer-developer aisle, have differing goals (Nuseibeh &
Easterbrook, 2000). For example, a CALO’s buyers and managers may be focused on budget
and accountability, while its users are concerned only with functionality and features of the
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system. On the developer side, a project manager may want to influence requirements based on
schedule constraints, while the requirements engineer places a higher priority on meeting the
customer’s needs. With such a diverse range of goals among stakeholders, it is difficult for any
side to speak with one voice.
A close working relationship between customers and developers is essential to the
success of the RE process, and, ultimately, to the success of the project. How they interact with
each other is defined by the selected methodology. Chakraborty, Sarker, and Sarker (2010)
reviewed more than a dozen studies that propose RE methodologies and noted that the majority
of them do not attempt empirical validation of their findings. Rather, the studies focused on the
elements of various RE methods as a way to generate requirements by following a set of
prescribed steps. Moreover, the steps identified in these studies seemed to fall into a familiar
trend – they began to mimic each other as well as development methodologies in unrelated
fields. For example, the activities of identification, conceptualization, formalization,
implementation, and testing presented by Byrd, Cossick, and Zmud (1992) seem to echo the
phases of analysis, design, development, implementation, and evaluation that comprise the
ADDIE model of Instructional Systems Design (Martínez-Ortiz, Sierra, & Fernández-Manjón,
2009).
The empirical studies reviewed by Chakraborty, et al. (2010) were qualitative in nature,
seeking to uncover dimensions of RE based on observed patterns of interaction behavior among
stakeholders. The problem with these studies, according to the reviewers, was that they
represented stand-alone research rather than offering a unifying framework that could represent
all elements of RE found in the various studies. Chakraborty, et al.’s solution was to analyze the
RE process from the perspective of knowledge sharing, trust, and development of shared mental
models using a grounded theory approach. By collecting (primarily interview-related) data from
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two very different organizations, the researchers uncovered RE characteristics that were common
to both organizations and, presumably, generalizable to other organizations.
Chakraborty, et al. (2010) identified four “states” of the RE process: scoping, sensemaking, dissension, and termination. In each of these states, representatives of the customers
and developers participated in interactions that involved objectives, knowledge transfer, trust,
and mental models. While one might expect that the RE process would progress from one state
to the other in a linear fashion, the researchers actually found that the participant interactions
would cause them to skip around and revisit states depending on “triggers” that were also
identified during the study. At certain states, specific RE techniques were invoked to mitigate
the negative effects of certain interactions or to facilitate a transition to a different state. Issues
with objectives and trust factors, for example, might cause the RE process to move from a sensemaking to a dissension state where those issues would be addressed with a group consensus
technique. Eventually, the participants would want to arrive at the termination state, which is
typified by a clear set of requirements, explicitly codified knowledge, a high level of trust, and a
shared frame of reference. In this way, the process model explains user-developer interactions in
the RE life cycle that are independent of specific techniques.
Techniques–or variations of techniques–must be employed to elicit requirements. The
RE techniques described in the literature may be categorized into several major types. Nuseibeh
and Easterbrook (2000) referred to traditional techniques as those that employ surveys;
questionnaires; interviews; and the review of organizational policies, guidelines, manuals, and
other existing documentation. Group techniques such as brainstorming, focus groups, and Joint
Application Design (JAD) seek to build consensus among stakeholders (Coughlan & Macredie,
2002). Other techniques include modeling (requiring detailed pictures), prototyping (requiring a
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functioning mockup of the system), and contextual techniques, requiring the developer to
observe user job tasks in their natural setting (Nuseibeh & Easterbrook, 2000).
While several studies in the literature have recommended certain sets of RE techniques,
there are fewer that attempted to research the effectiveness of those techniques, complained
Davey and Cope (2008). However, one such study (Coughlan & Macredie, 2002) involved a
comparison of four common RE methods: MUST (a Danish acronym for initial design theories
and methods), Joint Application Design (JAD), User-Led Requirements Construction (ULRC),
and Soft Systems Methodology (SSM). The study found certain methods, such as MUST and
SSM, involve close communications between customers and developers and employ a wide
variety of techniques. On the other hand, JAD is “intensely group-focused and much
responsibility is placed on the skill of the facilitator to direct the session” (p. 67). While using
the ULRC method, most of the burden of modeling requirements lies with the users. With
MUST being a relatively new methodology and SSM enjoying a 30 year track record in research,
one is left with the impression that SSM may be the more prevalent and therefore more validated
methodology to consider.
SSM was not developed exclusively as an RE technique, but rather as a problem-defining
methodology (Checkland, 1998). However, according to Coughlan and Macredie (2002), the
SSM approach is particularly well-suited to the RE process for complex systems because it calls
for representing the problem in pictorial form. As the RE activities progress, SSM guidelines
call for other conceptual models to be used for contrasting the desired system with the current
system. These illustrations are sent to participants throughout RE to spark discussions and
debates regarding the requirements. As the visual models mature, they are used to refine the
requirements in the final stages of RE.
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Although Coughlan and Macredie (2002) provided a thorough analysis of available RE
methodologies, they recognized their study was theoretical in nature and called for more research
in realistic settings. To achieve results in such a practical setting, Laporti, et al. (2009) attempted
to develop, and then validate, a unique RE method. Their study was based on the premise that
“On one side, users and clients prefer natural language to express their needs; on the other,
analysts prefer a more formal, less ambiguous language…” (p. 367). The goal was to transform
the natural language stories provided by the customers to the more rigid and technical format of
use cases, a commonly used tool for capturing software requirements. They noted that RE
techniques such as extreme programming and JAD focus too much on the role of the analyst
(developer) rather than on that of the user (customer). The roles and structure defined by these
two techniques actually inhibit participation and collaboration among stakeholders.
Rather than attempting to extract knowledge from customers via rigid surveys or
questionnaires, Laporti, et al., enabled them to tell stories of their experiences–good and bad–
regarding systems and processes. Each story was then deconstructed into fragments, which
described specific activities in the story. The story fragments from various participants were
consolidated and transformed into a standardized description format called scenarios, which
were made available to the customer group for comments and corrections. When consensus was
reached, the scenarios were transformed into the standard format of use cases. In this way, the
RE process enabled the evolution of requirements from contextualized, free-form stories to
structured data in scenarios and use cases, from which formal software requirements may be
written. In addition, the researchers were able to track this evolution so that use cases and
software requirements may be traced back to the scenarios and stories that inspired them.
Although the development of use cases and formal software requirements are outside the
scope of this paper, it is worth noting that Laporti, et al., designed a simple experiment to test the
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effectiveness of their method. The researchers tasked two groups of six Masters degree level
students to elicit the requirements for a system that would sell movie tickets in an online
environment. One group was asked to strictly use a traditional interview technique for RE, while
the other group was asked to use the new method. The second group developed fewer use cases,
but their use cases were more detailed than those of the first group. The differences were
attributed to the fact that the activities of the second group involved more discussion, and
therefore conflict, which needed to be addressed on a regular basis.
However, the researchers noted that the second group did not strictly follow the story-toscenario-to-use case conversion rules. To further evaluate the new method, a different scenario
was given to a third group who strictly followed the prescribed approach (although their results
could not be compared to the first group). Questionnaires given to the participants of the first
and third groups indicated that the new model served to direct the discussions and resulted in
more accurate and complete requirements. Reflecting on this experiment, the researchers
concluded that the conversion process for their method was effective, but difficult and timeconsuming. They noted that an asynchronous collaborative method of communication would
have made better use of participants’ time.
The above examination of the literature uncovered a wide variety of techniques used by
developers to elicit requirements from customers. Regardless of the specific techniques used,
however, the consensus among all researchers is that RE processes should concentrate on
collaborative activities between those who represent the users, or the consumers of the product,
and those who represent the developers, or the providers of the product. All RE techniques must
focus on the relationship between these two groups (Saiedian & Dale, 2000) so that a common
understanding of the envisioned system will lead to a strong and stable set of software
requirements.
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Methods
The consensus from the literature rejects the idea that a single RE method or technique is
appropriate to every situation (Chakraborty, Sarker, & Sarker, 2010; Nuseibeh & Easterbrook,
2000; Saiedian & Dale, 2000). In fact, Coughlin and Macredie (2002) observed, “When
methodologies are used, it is more the case that parts of them are used (or parts from different
methodologies) rather than following all the steps required by a particular methodology” (p. 68).
Consistent with this opinion, the current study adopted a variety of activities from the established
RE methods reviewed in the previous section. Saiedian and Dale (2000) justified the use of RE
techniques in the design of information systems:
In order to gain an understanding of the user’s work, we try to appeal to the very
resources upon which the participants draw to achieve their own understanding of their
work. Knowledge of many of these aspects can only be gained from experienced coworkers (p. 421).
The methods employed by the current study were implemented in three phases. First,
existing documentation was reviewed to guide the parameters of the study and to serve as a
reference for the identification of requirements. Next, FBI stakeholders were identified and
study participants were selected based on experience, expertise, and ability to influence the
implementation of the proposed system. Finally, data collection was conducted using a mix of
techniques tailored to the goals of the study.
Review of existing documentation
While some researchers recommend the reviewing of existing documentation as an RE
technique itself (Coughlan & Macredie, 2002; Nuseibeh & Easterbrook, 2000), it may be even
more important to review documentation before employing an RE technique. Such
documentation may inform the questions asked in customer interviews, such as: Which
documents containing organizational policies and job tasks are most relevant to lesson plans?
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A thorough review of the documentation helped to articulate the constraints of the system
to the user, which is a challenging task (Saiedian & Dale, 2000). In this case, the proposed KM
system will be constrained by internal security policy, investigative guidelines, U.S.
code,instructional systems design procedures, and guidelines published by FLETA (see
www.fleta.gov).
Identification of stakeholders
Of course there are advantages to selecting a randomized sample of users to participate.
However, there would be no guarantee that those users would have the time, expertise, or
willingness to participate. Fortunately, in CALOs it is common to have “user representatives
who are domain experts” (Chakraborty, Sarker, & Sarker, 2010). In other words, larger
organizations have employees who not only have experience as end users but also are familiar
with the system analysis process.
The stakeholder participants were recruited personally from the customer job categories
described previously as buyers, domain experts, software maintainers, end users, project
managers, requirements engineers, software engineers, and testers (Saiedian & Dale, 2000). The
seven FBI employees who agreed to participate included two frontline instructors, who regularly
design and deliver training; one supervisory instructional systems specialist, an expert in
instructional systems design (ISD); two unit chiefs who supervise instructors and training
programs; one unit chief who regularly answers division-level data calls regarding FBI training;
and a unit chief with significant technical expertise in learning management systems. These
participants not only were knowledgeable of the needs of the FBI Training Division, but also had
sufficient status in the organization to influence the implementation of the project if it was
approved (Coughlan & Macredie, 2002).
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Because the elicitation study described in this paper does not support any current KM
system project, there is no developer who has been named or assigned. As a result,
representatives from an actual developer could not be included in the RE process. Instead, the
researcher acted in the role of the developer and served to collect, analyze, and present the data
as an advocate for a future KM project plan. This decision carried a risk of researcher bias, as
the researcher has intimate knowledge of both the problems and participants involved in this
validation study. However, this risk was mitigated by the application of sound, objective, and
literature-based methodologies that governed the collection and analysis of data. The
participation of the researcher, who is an onboard employee and future user of the proposed
system, ensured a strong contextual understanding throughout the RE process (Nuseibeh &
Easterbrook, 2000) and eliminated the “us vs. them” mentality (Saiedian & Dale, 2000) that
typifies customer-developer relationships in these types of projects.
Data collection
Saiedian and Dale (2000) observed, “As with any process, elicitation has to be adapted to
match the scope of the task, the initiative maturity of the using agency, and the cost and schedule
constraints” (p. 426). Informed by those techniques with documented success in the literature,
the RE processes followed by this study included semi-structured interview questions, conducted
asynchronously, informed by a review of existing documentation, augmented with SSM
diagrams, and subjected to group consensus.
Taking into consideration the time constraints, the diversity of stakeholders, and the
ability of those stakeholders to fit participation into their schedules, the collection of data
involved a series of written interview questions, resembling open-ended surveys, which were
delivered by e-mail. Collecting this type of qualitative data via e-mail is becoming increasingly
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more popular (Gay, Mills, & Airasian, 2009), and in this case proved effective in eliciting user
needs from busy people without the need for time-draining face-to-face meetings.
Participants were asked to recount stories about their jobs as they relate to curriculum
management, including the problems they encounter on a regular basis. This free-form story
telling technique is similar to one used by Laporti, et al. (2009), although their strict procedure of
converting the stories to scenarios and use cases was replaced with activities that supported the
construction of SSM diagrams (Coughlan & Macredie, 2000) as described below. The
participants were asked to substantiate their stories with specific examples of the “pain and
suffering” experienced with inadequate curriculum management resources. When required,
follow up questions and responses also were sent through e-mail.
The original elicitation and clarification of participant stories were conducted via one-onone e-mail communication; none of the participants knew who else was participating in the
study. The data collection method approximates a typical e-mail survey and was used to avoid
undue influence of ideas by other participants. However, after the stories were deconstructed
into coded activities (see Analysis below), the activity descriptions–both current and future–were
consolidated from those submitted by all participants, and the list was provided to the entire
group in the form of illustrative diagrams. This approach followed previously described SSM
guidelines (Checkland, 1998; Coughlan & Macredie, 2000). At this point, the participants were
asked to respond to the consolidated product with comments and corrections about the activities
and models.
Effective communication is “notoriously difficult to achieve and is a recurring problem”
during the RE process (Coughlan & Macredie, 2002, p. 48). Asynchronous communication,
such as e-mail, provides advantages in terms of response time flexibility for participants and the
ability for participants to “think through” their responses, which increases the quality of the
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responses. The one-on-one e-mail communication method used in the study sparked uninhibited
discussions about user needs that led to a common understanding among all participants. As
expected, the participants expressed their preference for this method rather than a long series of
group meetings. In addition, the e-mail exchanges created a written record of each response,
without expending additional resources in recording and transcription. However, these
communications were planned very carefully, making the most out of each exchange so that the
responses closely tracked with the study’s RE goals. Firm deadlines were set on responses, and
tactful reminders were required to keep the information flowing.
As Scheinholtz and Wilmont (2011) noted, successful RE “strongly depends on the right
questions being asked in such a way that the user stakeholder can provide the right details in his
response” (p. 72). This philosophy was used for developing both original questions and followup (probing) questions to induce elaborative, explanatory, and resolving types of responses from
the participants. The first e-mail message sent to the participants contained the following
questions:
1. Organizational policies (OPs) define what we’re allowed to do in the FBI. If FBI training
products could be linked to policy documents, which policy documents would be the
most important?
2. When someone (e.g., FBIHQ divisions, the Director, Inspection Division, Congress, etc.)
asks you questions about the curriculum you manage, what kinds of questions are you
asked? In other words, on what kinds of training information have you been asked to
report?
3. What are the specific challenges (i.e., “pain and suffering”) that you’ve faced when
creating/managing content for courses or curricula? What circumstances have prompted
you to say, “There must be a better way of doing this”?
4. What are some ways you think an information technology system could help the FBI
develop and manage curriculum?
The number of open-ended questions was kept to a minimum to respect the participants’
time. However, in order to fully capture their requirements, the questions were crafted in a way
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that encouraged the participants to express their needs in both a negative (i.e., what is currently
wrong) and a positive way (i.e., how things could be better). The questions also were meant to
elicit procedural skills as well as explicit knowledge, as suggested by Scheinholtz and Wilmont
(2011). The wording of the questions was based on personal conversations with the participants
during their recruitment, thus ensuring the questions would be understood clearly. The analysis
of their responses will be discussed in the following section.
Analysis
As with other qualitative studies, the free-form data collected was first subjected to a
content analysis whereby patterns and common themes among written submissions were
identified. Next, following the approach offered by Laporti, et al. (2009) the stories contained in
the e-mail responses were deconstructed into fragments that describe specific activities. A total
of 37 “Activity Themes” emerged from the story fragments to reflect the shortcomings of current
processes as well as the desired features for a future KM system. Finally, from these Activity
Themes six categories of KM features were identified: Access, Reporting, Accountability,
Development, FLETA Requirements, and Versions. As described in the next section, the results
of the coding and categorizing efforts were checked for accuracy by the participants.
Table 1 provides a small sample of story fragments, quoted directly from the participants’
responses, along with the corresponding activity themes and feature categories. In addition, each
story fragment was tagged with a number (indicated in parenthesis) that corresponds to a
particular participant. This numerical assignment became an indicator of the variety of
participation from individuals as well as the uncanny convergence of issues brought forth
without collaboration among participants. It also provides a means to track support for each
identified need back to the original raw expression of that need.
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Story Fragment

Activity Theme

Category

“For me it is really about having all the
documents to include archives in a central
repository that can be easily searched and
information pulled to address inquiries.” (2)
“Right now the “what” part of the training
equation only goes as deep as the course title,
description, sponsor, hours, topic and a few
more minor data elements. We need to expand
our knowledge of “what” was taught to include
the detailed lesson plans, course objectives, and
job tasks… If this was in a searchable database,
reporting functions could easily be developed.”
(4)
“I am usually asked about Lesson Plans and
Curriculum Maps. Who created the material,
what SMEs were involved with creating the
material or consulted.” (7)
“There needs to be links to the audience being
taught, the number of times it is taught, the
effective date of the material, why were changes
made and a record of approvals.” (2)
“Specific challenges: Finding a job task list that
is actually accurate and useful. Re-tooling lesson
plans to match the latest LP format. Finding time
to thoroughly go through curriculum and update
it… one of my big challenges has been keeping
instruction in line with the constantly shifting
world of FBI policy.” (3)
“I think just linking a course to a policy is 80 to
90% of the goal… it would be helpful to be able
to map to the most granular requirement,
whether that is at the course level or learning
objective level, whether it is a policy, regulation,
or statute (law).” (4)
“Something else that would be useful is some
kind of a lesson plan template tool with dropdown menus and fields for entering information
that would then generate a perfectly formatted
lesson plan. Lesson plans could be linked to
PowerPoint presentations, worksheets,
instructor materials, resources, etc.” (6)
“…we seem to be arbitrarily creating forms just
for FLETA compliance even though the
information is already contained elsewhere… If
there were a system that could allow the data to
be automatically entered or drawn from
supporting (existing) documents, it seems that
would dramatically reduce the frustrations… I
don’t care which place it is housed, but asking us
to do the same thing twice is redundant and
unnecessary.” (1)
“[I am asked] Do you retain your curriculum for a
period of time? Yes, as required by federal law…
I think we have several approved lesson plans
out floating around. Who knows who has the
latest and greatest…” (5)

 No centralized storage of training info – repeated
digging to answer questions
 Need secure, centralized storage of LPs
 Need ability to search content across all LPs
 Need ability to search content across all LPs
 Need learning objectives tracked to LPs
 Need mapping and updating of job task list

ACCESS
REPORTING

 Need mechanism for collaboration and review

ACCOUNTABILITY
DEVELOPMENT
FLETA REQUIREMENTS








Need additional metadata for training programs
Unclear ownership of training
Justification for changing LP, with effective date
Need clear approval process for LPs
Need mapping and updating of job task list
Need facilitated creation of LPs, including
templates and reusable LPs
 No method to map to policies and changes in
policies
 Need LPs linked to policies, policy subsections

REPORTING
DEVELOPMENT
VERSIONS
ACCOUNTABILITY
DEVELOPMENT
FLETA REQUIREMENTS

 No method to map to policies and changes in
policies
 Need LPs linked to policies, policy subsections
 Need learning objectives tracked to LPs

DEVELOPMENT
FLETA REQUIREMENTS
REPORTING

 Need facilitated creation of LPs, including
templates and reusable LPs
 Need LPs linked to instructional materials,
evaluations, and other LPs

DEVELOPMENT

 FLETA compliance data contained in multiple,
static documents
 Need FLETA compliance data pulled from existing
documents

FLETA REQUIREMENTS

 Need archival of LPs for historical analysis

VERSIONS

ACCESS
REPORTING
DEVELOPMENT

Table 1: Sample data show how Story Fragments map to Activity Themes and Categories
From the time the participants were recruited, they were told that the primary purpose for
the study was to address the problem of lesson plans (LPs) not being electronically associated
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with other training information, such as job tasks (JTs) and organizational policies (OPs).
Although most of their responses did support this stated purpose, the participants also brought up
several other issues – such as the ease of development of LPs, the accountability for LP
collaboration and workflow, and the versioning of LPs – which superficially seem to be outside
of the scope of ensuring LP linkages to JTs and OPs. Upon closer analysis, however, these
additional issues are inextricably tied to JTs and OPs. For example, an LP developer benefits
greatly from having quick access to lists of JTs and OPs that help to organize and justify the LP
content. A workflow and accountability system ensures that training managers can record their
official approval of the way JTs and OPs are associated with the LPs. Finally, LP versioning is
required for historical lookups on which LP was taught on a certain date, and which JTs and OPs
were in effect at the time. All relevant user needs were captured as part of the analysis and
included in the SSM models that represent the results of the study.
Results
The study participants were selected from three different sections at the FBI Training
Division and their job descriptions varied from special agent to professional support, from
instructor to unit chief, and from instructional systems specialist to information technology
specialist. Nevertheless, they all seemed to independently converge on a common set of themes
that represent both the current state of affairs as well as envisioned solutions. Every participant,
for example, recognized the need to link LPs to JTs and OPs. Some expressed the need as
supporting the development of LPs, while others justified it as a way to comply with FLETA
requirements.
One of the surprising phenomena observed during the study was the level of emotion
expressed by the participants during their responses. One could sense their frustration as they
recounted the time and effort wasted in dealing with rudimentary content management processes

56
that result from unsearchable static documents and training data that regularly is unavailable for
reporting – the type of reporting required to respond to FLETA-related inquiries. Consider the
following comment from one of the participants:
The first challenge that comes to mind is FLETA, and everything associated with it…
The amount of time these tasks have taken… gives the appearance that we have lost our
focus on why the [FBI] Academy exists and what its function truly is in the organization.
It is likely that the researcher’s efforts to safeguard the identity of the participants enabled
such candid and detailed responses. Indeed, by allowing the participants to tell their stories
without fear of reprisal likely has resulted in a more accurate and robust set of user needs than
what could have been obtained otherwise.
Analysis of the story fragments revealed that some activity themes corresponded to one
particular category, while others could be associated with multiple categories (see Table 1). This
many-to-many relationship between themes and categories lent itself to depicting the model as a
webbed system rather than a hierarchical one. Therefore, two SSM diagrams were developed to
illustrate these complex relationships–one depicting the current problems with training
management and the other illustrating the goals of the proposed KM system. These diagrams
were e-mailed to the participants for their review and feedback. After their feedback was
incorporated, the final SSM models were developed. Figure 1 shows the current problems
encountered with training management and Figure 2 shows the goals of the proposed KM
system.
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Figure 1 represents the relationships between activity themes, identified from participant
story fragments, and the categories that represent problematic conditions to which they
contribute. Solid arrows represent primary relationships, and dotted arrows represent secondary
relationships based on the analysis of the data.
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Figure 1: The current problems encountered with training management.

58
The SSM diagram in Figure 2 represents the relationships between the activity themes
and the categories of positive conditions to which they contribute. Liaskos, et al. (2011) refer to
these concepts as goals and preferences, which form the basis for defining software
requirements.
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Figure 2: The goals of the proposed knowledge management (KM) system.
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Summary and Future Considerations
The goal of this study was to discover the KM capabilities required to associate LPs to
JTs and OPs and to develop a strategy to capture the user needs for such a KM system. User
needs were elicited and documented using a combination of traditional and group RE techniques
(Coughlan & Macredie, 2000, Laporti, et al., 2009, Scheinholtz & Wilmont, 2011), none of
which included time-consuming face-to-face meetings. Indeed, it usually is difficult to find a
representative group of stakeholders due to constraints on time, status level, and required
expertise (Coughlan & Macredie, 2002). However, managing communications by e-mail
enabled the participation of several knowledgeable and influential people, who are often the
busiest in the Training Division. In addition, the safeguarding of identities resulted in rich
responses that were candid and extensive.
Extracting key statements from participants’ stories enabled the expressed needs to be
coded and categorized, resulting in meaningful goals and preferences for the KM system. In this
way, the strength of support for particular KM goals (and consequently, KM preferences) may be
traced directly back to the raw participant input that provides context for the user needs. Finally,
transforming the activity themes and categories into the goals and preferences displayed in SSM
diagrams promoted a common understanding of user needs among the participants.
The participants represented a variety of FBI Training Division stakeholders. It is easy to
understand their eagerness to help define the KM system that will improve the management of
training content across the enterprise. For senior managers, the KM system tracks to the
Training Division’s strategic objectives and will enable them to respond quickly to data calls
regarding training content and management. For instructors, the ability to map content to
policies and processes will facilitate LP creation and modification by directly linking to JTs and
OPs, which change frequently. For curriculum managers, having ready access to mapped LP
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content means they will be able to determine whether current training content still is relevant and
whether JTs and OPs are covered adequately by training programs. Virtually every Training
Division job function may be improved by the implementation of a KM system described herein.
Drawing a contrast with their own theoretical treatment of requirements elicitation (RE)
methodology comparisons, Coughlan and Macredie (2002) suggested, “More research therefore
is required on methods in use that conduct studies in real-life settings employing more
naturalistic techniques so as to reveal the facets of communication in action and context” (p. 71).
The findings presented by this paper answer the call for research in real-life settings. In fact,
while most studies examine RE techniques after the fact, the FBI study examined techniques to
develop user needs and requirements for a KM system that has not yet been formally proposed.
Moreover, the researcher acting in the role of developer for a project that does not yet exist is an
approach not found in the literature. Eliciting requirements in this way eliminates the schedule,
budget, and legal constraints that typically apply to KM projects.
By following the RE methods outlined in this study, a strong set of user needs emerged
from the collective input of high caliber FBI Training Division employees. However, the same
RE methodology is applicable to the large KM development projects of other CALOs who
struggle with building RE consensus among its stakeholders.
Taken together, the captured user needs have described effectively the problem scope of
the proposed KM system by defining the criteria for actual software requirements. Future efforts
should concentrate on the validation and prioritization of these software requirements in
preparation for a formal statement of work (SOW) or request for proposal (RFP).
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Chapter Four
Validation Study

Abstract
Large organizations have trouble keeping their ever-changing business processes and
policies aligned with their training programs, which are largely based on learning content locked
inside static lesson plans. One particular large organization recognized the need for a knowledge
management (KM) solution and took steps to elicit user needs from a group of training experts.
A subsequent study was conducted to enable the validation, fine-tuning, and prioritization of the
natural language software requirements, accomplished by reaching consensus among eight of the
most important training stakeholders in the organization–all without having to conduct any faceto-face meetings. The successful validation and prioritization of the 33 user-based requirements
were achieved using techniques derived from Hybrid Delphi, preference-based goal modeling,
and hierarchical cumulative voting.
Keywords
Requirements validation, requirement prioritization, user needs, knowledge management,
corporate learning, systems development, instructional systems design, Delphi technique
Introduction
Large organizations that manage numerous business processes have unique training
needs. Many of these organizations have begun implementing the principles of business process
management (BPM), which seeks to make an organization more efficient by modifying
workflow and eliminating wasteful tasks (Trkman, 2009). However, training is an often
overlooked need when decisions are made to change business processes or policies. If these
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changes affect the entire organization, then many thousands of employees may need to be trained
on the new policies and tasks (Reijers, Mans, & van der Toorn, 2009). Unfortunately,
organizational policies and business processes rarely are mapped to the existing training products
that support them (Hawryszkiewycz, 2005). This oversight makes it difficult to locate and
modify training content to reflect organizational changes.
The current validation study was designed to follow up on a previous effort to elicit user
needs from a panel of experts in the Training Division of the Federal Bureau of Investigation
(FBI). By employing requirements elicitation methods derived from Laporti, Borges, and
Braganholo (2009), the experts were asked to submit detailed “stories” expressing their needs for
a KM system that manages training curricula. Their collective feedback was deconstructed into
story fragments, transformed into activity themes, and categorized into generally desired
outcomes. The result was a detailed Soft Systems Methodology (SSM) model (Coughlan &
Macredie, 2000) that visualized the interrelated goals representing the user needs for the KM
system.
However, generating effective software specifications is not the goal—the real goal is to
create effective software (Japenga, 2011). To solve a realistic problem, software requirements
need to be validated and prioritized, distinguishing those that are mandatory for the function of
the system from those that may be preferred. These judgments may be based on schedule, cost,
and system limitations. Therefore, the current study was designed to validate and prioritize the
requirements developed from the previous elicitation study. For simplicity, these will be referred
to as the previous study and the current study. The remainder of this paper is organized as
follows: A set of definitions is provided to clarify the scope and context of the research. Next,
the purpose of the study and research questions are introduced, followed by a review of the
literature and a discussion of methods used. Finally, a summary of the research findings is
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presented along with a summary and considerations for future work. Appendix A is provided to
assist the reader in recalling pertinent acronyms and definitions.
Definitions
A business process (BP) is a segment of defined activity in an organization. Having a
specific beginning and end, a BP is a set of tasks that logically are related to fulfill an
organization’s objective (Trkman, 2009). Through the use of symbols and arrows, BP diagrams
define how work is done and who does it. Due to its size and diversity, the workforce of a large
organization participates in hundreds of processes every day (Reijers, Mans, & van der Toorn,
2009). In the FBI Training Division, each person’s contribution to a business process is referred
to as a job task (JT), which is the construct used to map to instructional materials used to train
that person. To avoid confusing participants with an unfamiliar term, JT was used in place of BP
throughout the study.
An organizational policy (OP) refers to an organization’s documented guidance to the
workforce. OPs articulate outcomes and strategic goals that are, in practice, fulfilled by BPs
(Trkman, 2009). OPs define the parameters and context for JTs, and may be produced internally
or adopted from a higher authority such as a parent organization. Statutes, regulatory guidelines,
employee handbooks, and standard operating procedures are examples of OPs. An OP may take
the form of an electronic or physical document and convey the specific rules, protocols, or
directives approved by executive managers. The FBI manages several hundred OPs through its
Policy and Guidance Library (FBI, 2011).
Finally, a learning object (LO) is a construct used to chunk educational material into
smaller units for content management in online learning environments (Beck, 2005). An LO
may be defined broadly as a container of learning materials that manages instructional content
and resources maintained by an organization. However, like other organizations, the FBI
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typically manages this type of information in the form of a lesson plan (LP). And while an LO is
probably a more accurate term to describe the functionality envisioned in the KM system, in the
current study the more familiar term LP was used to refer to the anticipated collection point for
JTs, OPs, and instructional products—PowerPoint slides, job aids, and demonstrations—needed
to communicate the JTs and OPs to the learner.
Purpose
Large organizations have many business processes—sometimes thousands of them—that
need to be communicated effectively to their employees (Reijers, Mans, & van der Toorn, 2009).
For organizations undergoing transition, modifying the training products that correspond to
business processes becomes an endless exercise in trying to catch up to the latest policy or
technical implementation that affects those processes. Indeed, depending on the organization’s
blended training approach, every change in a business process could require a corresponding
change in a policy manual, job aide, user guide, online help section, PowerPoint presentation,
computer-based training module, instructor-led training unit, or train-the-trainer component.
Hundreds of business process changes easily can breed thousands of adjustments to training
products, and the chore of making these adjustments often is attempted without a means to find
exactly where in the curriculum the changes need to be made. For large organizations the
coupling of policies, processes, and training content is no trivial task.
Due to their sizable workforces and number of business processes, large organizations
seek efficient mechanisms to capture and disseminate knowledge to the organization. An
effective training management solution is needed to facilitate how an organization’s policies and
business processes are communicated to its employees. The current study sought to create a set
of natural language software requirements for a knowledge management (KM) system—one that
will coordinate an organization’s learning systems with its BPs and OPs. Specifically, the goal
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was to produce a high-quality, validated set of prioritized human language requirements that will
inform the development of the envisioned KM system. To attain this goal, this study was guided
by the following research question:


What is the relative importance of the requirements necessary to inform the development
of a KM system that coordinates learning programs with policies and business processes?
This question helped to focus the review of the literature and the selection of methods

applied to the requirements elicited from the previous study. The following section summarizes
current research pertaining to techniques for both requirements validation and achieving group
consensus.
Background
After software requirements are elicited from stakeholders, the next logical step is to
validate those requirements to ensure that they meet user needs (Nuseibeh & Easterbrook, 2000).
However, for large-scale KM systems not all of the requirements may be implemented into the
final product. Therefore, the requirements also must be prioritized to maximize the fulfillment of
technical constraints, business aspects, and crucial stakeholder preferences (Perini, Ricca, &
Susi, 2009).
The process of validating a set of requirements is a difficult task for two reasons. The
first reason was suggested by Nuseibeh and Easterbrook (2000), who explained that getting to
the truth regarding a good set of software requirements is similar to developing a good scientific
theory. The requirement descriptions not only must be testable empirically, but they should also
be refutable. In fact, inaccurate requirements should be identified by trying to falsify them during
testing. Consider a sample requirement: “A lesson plan (LP) will contain links to the
organizational policies (OPs) that provide the authority for the content being taught in the LP.”
During validation the participants may be asked, “Are there any instances where an LP should
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NOT require a link to an OP?” If the answer is yes, then the requirement may need to be
modified to say “A lesson plan (LP) will include the ability to link to the organizational policies
(OPs) that provide the authority for the content being taught in the LP.” In the modified version,
the user is not required to define links to the OP(s) when creating the LP.
A second area of difficulty lies in the attempt to maintain agreement among all
stakeholders, especially when they have divergent goals. The goals of executive managers may
be very different from those of mid-level managers and end users in terms of costs,
accountability, security, and performance of the new system. Political and social pressures are
constantly at work, shaping the outcome of requirements negotiation. Nuseibeh and Easterbrook
(2000) reviewed several models of negotiating requirements, but realized that since all parties
will not be pleased with all requirements, the overall objective should be to accommodate the
most important goals identified by each stakeholder.
In the field of requirement engineering there is a difference between system requirements
and software requirements (Japenga, 2011). System requirements describe the required
hardware, networking components, and other aspects of the system. Software requirements
focus exclusively on the features and functionalities associated with the software, where the end
users concentrate, and where most of the complexity is encountered. For the purposes of this
paper, “requirements” and “user needs” will be used interchangeably to refer to the natural
language descriptions of the envisioned KM software functions and not to the more technical
statements used to bind software developers to activities specified in contracts. Regardless of the
technical granularity of software requirements, there is a considerable amount of literature-based
guidance on how to best evaluate them.
The Institute of Electrical and Electronics Engineers (IEEE) publishes industry standards
in many areas of hardware and software development (see www.ieee.org). Their most recent set
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of recommendations regarding software requirements specification (SRS) is contained in the
document known as IEEE STD 830-1998 (IEEE, 1998). In this standard the IEEE outlines the
benefits for developing software requirements—including the establishment of common
agreements between customer and developer, the reduction of development effort, the facilitation
of estimating costs and schedules—and providing the basis for validation and compliance
testing. They also recommended that several issues be addressed in SRS development, such as
functionality, attributes, and design constraints, and they offered specific characteristics that
should be included in each requirement. In essence, requirements should be:


Correct – Accurately representing what the customers desire in the system.



Unambiguous – Open to only one interpretation.



Complete – All that is needed for the developer to build a particular feature.



Consistent – Using the same terminology across descriptions.



Ranked for importance and/or stability – Separating priority goals from nice-to-haves.



Verifiable – Including measurable standards.



Modifiable – With the ability to change the same terms and definitions across multiple
requirements.



Traceable – The ability to track requirements to overarching guidelines, policies, and
artifacts of requirements elicitation, such as interviews and surveys.
Despite its detailed guidance regarding the characteristics of requirements, the IEEE

standard offers very little in terms of how the requirements should be developed or validated. It
simply recommends that customers (users) and suppliers (developers) should work together on
defining requirements, so that “the functionality, interfaces, performance, and other attributes
and constraints of the software are not predefined, but rather are defined jointly and subject to
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negotiation and change” (p. 14). Fortunately, there are many studies that have suggested best
practices for accomplishing effective requirements validation. In general, they have focused on
two areas: quality assurance and prioritization.
Denger and Olsson (2005) observed that many of the quality assurance (QA) activities of
a software development project typically are performed at the testing and maintenance stages.
However, without conducting QA on the software requirements, developers could be building a
system based on the wrong requirements. Denger and Olsson (2005) stressed that all subsequent
steps of the software development process are influenced by the requirements that are defined for
the system. Therefore, the requirements need to be subjected to QA from various perspectives,
including:


User view – The requirements need to reflect what the user requires of the final system.



Product view – The system must be described in such a way that it can be developed
efficiently.



Manufacturing view – The requirements need to adhere to certain standards that can be
measured.



Value-based view – The requirements must provide a basis for relating value to cost.
According to Denger and Olsson (2005), the quality of requirements themselves is only

part of an overall QA strategy for requirements engineering. One also must consider available
resources, risks, time schedule, and organizational aspects as they relate to the software project.
The current study offers many advantages in these areas in that the project is relatively low-risk
(i.e., human lives are not dependent on its outcome), it has no defined timetable, and the
participants are willing volunteers who seek to improve work life for themselves and for the
organization.
During the previous elicitation study, conceptual models were created using the Soft
Systems Methodology developed by Checkland (1998). These models illustrated how the
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elicited software requirements relate to each other. Liaskos, McIlraith, Sohrabi, and Mylopoulos
(2011) expanded the idea of requirements concept mapping to include user preferences. Their
framework distinguished between mandatory and non-functional requirements for a system. The
latter describes “nice-to-have” requirements, the priorities of which seldom are understood or
documented as they relate to mandatory requirements.
In the goal model developed by Liaskos, et al. (2011), software tasks are specific,
measurable activities that lead to goals. Borrowing from the example presented by Liaskos, et
al., sample tasks could be Obtain Credit Card Number, Obtain Credit Card Authorization, and
Charge Credit Card. Goals, on the other hand, are states or conditions that are desired, such as
Payment Done Via Credit Card. Their goal model depicts arrows indicating precedence
(sequencing) between the tasks and arrows between each of the tasks and the goal indicating an
AND-decomposition, meaning that all of the tasks must be completed in order to achieve the
goal. From the goal, other arrows are drawn to preferences, such as Expedited Process, Payment
Flexibility, and Customer Convenience. One interesting area explored in the current study was
the effect these preference links had on the prioritization of requirements.
After the requirements are further refined and clarified, Denger and Olsson (2005)
suggested that a QA analysis be applied to the requirements list. The first approach they
suggested involves an inspection process. An inspection checklist can be useful for uncovering
defects, but the checklist must be project-specific and accompanied by significant guidance.
Scenario-based inspections are more effective, according to Denger and Olsson (2005), because
they provide the context required to properly evaluate requirements. By inspecting requirements
through the lens of realistic scenarios, the participants also may verify the traceability of the
requirements back to the problems they are meant to solve.
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The second QA approach suggested by Denger and Olsson (2005) is the application of
requirements-based testing. They insisted that test planning and the creation of test cases should
be completed as soon as the requirements are defined. The process for defining test cases
identifies many types of defects, because if test engineers cannot derive acceptance test cases
from the requirements, then they will need to be modified. Traceability is also important in test
creation, as tests need to be tracked to requirements so that regression testing may be performed
if requirements are modified.
Assigning priorities to requirements is essential given that cost, schedule, or system
constraints may preclude some requirements from being implemented in the final software
solution. Karlsson, Wohlin, and Regnell (1998) evaluated six different methods for prioritizing
software requirements. They concluded that the analytic hierarchy process (AHP) was the most
effective method, although it had problems with scaling to larger sets of requirements. AHP
involves making pair-wise comparisons between each of the requirements. In addition, an
importance factor is assigned to each of the comparisons, so that a value of 1 would indicate
equal importance while a value of 9 would indicate an extreme difference in importance. For a
software project having n requirements, a person would need to make n(n-1)/2 pair-wise
comparisons. Therefore, in the study conducted by Karlsson, et al. (1998), a total of 78
comparisons were required to prioritize the 13 requirements they examined using the AHP
method. It is easy to see how prioritizing a larger requirement set in this way could consume
time and resources, although computer-based tools can make the comparison process a little
easier (Perini, et al., 2009).
Hierarchy AHP is a variation of AHP that was also reviewed by Karlsson, et al. (1998),
although it did not perform as well as AHP for their requirement set. With hierarchy AHP a
larger set of requirements is sorted into general categories, which are placed into a hierarchy.
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Because only requirements at the same level in the hierarchy are compared to each other, this
method greatly reduces the number of pair-wise comparisons that are required.
Dealing with this type of multi-level requirements prioritization, Berander and Svahnberg
(2009) examined two methods of calculating priorities using the hierarchy techniques. In their
study, lower-level requirements (LLRs) were organized under more general high-level
requirements (HLRs). Rather than using the pair-wise comparisons of AHP to achieve a ranking
of LLRs within blocks of HLRs, they used a cumulative voting technique to distribute 100
tokens among LLRs. This technique is called hierarchical cumulative voting (HCV). The
researchers then conducted an empirical study comparing two different methods of employing
HCV.
One prioritization method involved multiplying the relative priority of each LLR (P LLR)
by the priority of its parent HLR (PHLR) in order to arrive at an absolute priority relative to all
other LLRs. However, the researchers noted that this method favors HLRs with fewer
requirements. The bias was caused by the fact that the priority tokens were distributed among
fewer requirements. To remedy this problem, a compensation factor was added to the equation.
The researchers chose to multiply the factor PHLR x PLLR by a compensation factor (CHLR) equal
to the number of LLRs comprising an HLR block. In other words, an HLR block containing two
LLRs would merit a compensation factor of 2, and an HLR block containing ten LLRs would
merit a compensation factor of 10, thus compensating for the bias favoring low-LLR blocks. In
this way, the absolute priority of an LLR was calculated by multiplying PHLR x PLLR x CHLR.
Berander and Svahnberg (2009) reported that participants preferred the compensation factor for
hierarchical prioritization of requirements.
In order to employ a group of experts to validate and prioritize requirements, some type
of method is needed to harness the collective knowledge of that group. Bolger and Wright
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(2011) refer to this activity as a process of “aggregating judgment” (p. 1500). In some studies,
group opinions on requirements are captured and tallied in real time by having experts log into
computers simultaneously (e.g., Berander & Svahnberg, 2009 and Perini, et al., 2009). In the
current study, however, it was unlikely that all of the desired group of experts would be available
to participate at the same time. Therefore, other consensus-building techniques were sought in
the literature.
Graefe and Armstrong (2011) conducted an experiment to compare four different
methods: Face-to-face meetings, Nominal groups, Delphi, and Prediction markets. Although the
researchers did not find statistically significant differences in accuracy among the four
techniques, they did observe qualitative differences in implementation and participant ratings of
the methods. Face-to-face meetings involve relatively unstructured interactions, while Nominal
groups employ a mix of individual contributions and group discussions. Both of these
techniques are vulnerable to live-meeting, participant-related biases, such as dominant
personalities and “groupthink.” On the other hand, prediction markets involve the anonymous
participation of experts who have a contrived stake in the outcome of the event they are
predicting. However, in the Graefe and Armstrong (2011) study, the prediction markets
technique was given the least favorable rating due to its complexity.
Delphi is a survey technique by which participants anonymously contribute their opinions
or estimates, which are aggregated and provided back to the group in multiple rounds. In the
study by Graefe and Armstrong (2011), the Delphi technique performed the best out of the four
methods on specific experimental questions and provided the greatest improvement in group
accuracy of estimates compared to participants’ prior individual estimates. Furthermore,
participants were most confident in the results produced by Delphi, which also scored high in
other rating categories such as freedom to participate, time well-spent, and satisfaction.
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Bolger and Wright (2011) also highlighted the benefits of Delphi, claiming that its multiple
rounds of anonymous surveys and feedback enable participating experts to “converge on the
truth” (p.1500). Drawing upon a social science analysis, these researchers established that
Delphi overcame several of the nonconstructive pressures to change opinions that are found in
traditional face-to-face collaborations. Instead, Delphi enabled participants to state positions and
provide justification for those positions without fear of embarrassment or being dominated by
overconfident participants.
Finally, a unique consensus building method was proposed by Landeta, Barrutia, and
Lertxundi (2011), who combined aspects of the Face-to-face meeting, Nominal group technique
(NGT), and Delphi to create a Hybrid Delphi. This technique involved two stages. The first was
a face-to-face stage, where a facilitator elicited stories and reflections from an expert focus
group, which led to questions that were posed to the group using modified NGT activities.
Activities in this stage produced outcomes similar to those of the elicitation methodology used in
the previous FBI study. (However, the previous study did not require face-to-face meetings.)
The second stage involved two rounds of Delphi surveys to the same group, during which
an ordered list of proposals was produced. Landeta, et al. (2011) noted how participants were
able to follow the established criterion, respond in a reasonable amount of time, and “think out
their answers” (p. 1633) using an asynchronous survey method. This Hybrid Delphi method was
tested successfully on three real cases during their investigation.
Similar to what was experienced with the requirements elicitation methods in the
previous study, the validation of requirements in the current study utilized a variety of techniques
that were tailored to the project (Perini, et al., 2009). The next section will describe the methods,
which combine many of the techniques that were uncovered in the above literature review.
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Methods
The methods were implemented in three phases. First, the user needs elicited in the
previous FBI study were organized into a logical goal model (Liaskos, et al., 2011). Next,
stakeholder participants were identified from those who represent a cross section of potential
users of the proposed system. Finally, data collection was conducted using techniques derived
from Hybrid Delphi (Landeta, et al., 2011), preference-based goal modeling (Liaskos, et al.,
2011), and hierarchical cumulative voting (Berander & Svahnberg, 2009).
Organizing user needs
Starting with the SSM model developed in the previous elicitation study, a diagram
similar to the goal model presented by Liaskos, et al. (2011) was developed to capture the tasks,
goals, and preferences of the proposed KM system. In essence, lower level tasks were organized
under higher level goals, which led to preference outcomes for the proposed KM system. Unlike
their model, however, the “++” and “--” notations were abandoned in favor of a simpler, more
hierarchical structure to represent dependencies. Figure 1 depicts a small segment of the actual
goal model, and in this paper it will be used to simplify the explanation of techniques used to
validate and prioritize the software goals and tasks. The actual tasks, goals, and preferences
were derived from the activity themes and categories developed from the user-based stories of
the previous study and will be discussed in the results section.
In the model, it is possible that more than one goal can lead to a preference, and
conversely, more than one preference could result from a single goal. Based on the findings of
Liaskos, et al., the model was kept to fewer than 50 elements to avoid confusion. The model not
only depicts the webbed relationships between goals and preferences but it also exhibits a goalbased hierarchical structure, which is not present in the goal model of Liaskos, et al. (2011). The
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model served two primary purposes: To structure smaller sets of information that were provided
to the participants for their review and to guide the final priority calculations for each user need.
Preference 1

Preference 2

Preference 3

Preferences

Goal 1

Goal 2

Goal 3

Goal 4

Task 1.1

Task 2.1

Task 3.1

Task 4.1

Task 1.2

Task 2.2

Task 3.2

Task 4.2

Goals

Tasks

Task 1.3

Task 3.3

Task 1.4
Task 1.5

Figure 1: A segment of a sample goal model.
Selection of participants
Several academic and professional colleagues were recruited for participation. Landeta,
et al. (2011) tested their Hybrid Delphi technique in three real cases, all of which involved six to
ten expert participants. Therefore, eight participants were recruited from the following positions:
Instructional Systems Specialist, Front Line Instructor, Instructor Supervisor, Training Program
Manager, Training Executive Manager, and Software Systems Designer. All experts provided
their written consent to participate in the study and were told that the data they submit would be
reported only in the aggregate and not associated with their names or positions.
Each participant was sent an introduction letter, which highlighted the benefits of
participation. The letter was designed to appeal to participants who may be motivated by the
opportunity to help define a KM system that will make their jobs easier. Volunteer participation
is the most desired type of participation because it tends to increase the ability to generalize from
the findings (Berander & Svahnberg, 2009).
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The participants were experienced practitioners with previous knowledge of the domain
(Perini, et al., 2009), as well as a stake in the outcome of the project. In fact, having familiarity
with the domain made additional training unnecessary (Berander & Svahnberg, 2009). However,
Bolger and Wright (2011) suggested that participants should not only be experts, but should also
be diverse in their perspectives, avoiding too much similarity of opinion. The eight FBI
employees who agreed to participate included a seasoned frontline instructor, who regularly
designs and delivers training; one supervisory instructional systems specialist, an expert in
instructional systems design (ISD); three unit chiefs who supervise instructors in three different
training programs (and who deliver training themselves); one unit chief who regularly answers
division-level data calls regarding FBI training and policy; a unit chief with significant technical
expertise in learning management systems; and a supervisory information technology specialist
with a Ph.D. in computer science. The variety of experts enable what Denger and Olsson (2005)
called perspective-based reading (PBR), whereby requirements are inspected by stakeholders
representing a variety of positions and interests.
Data collection
Based on a review of current research, the Delphi technique was deemed to be an
effective way to obtain a reliable group opinion from experts. Although a specific example of
using Delphi to validate and prioritize user needs (or software requirements) could not be found
in the literature, the technique has been used for “the obtaining of ranked lists of problems,
practices, solutions… regarding a specific phenomenon using the tacit knowledge of professional
experts” (Landeta, et al., 2011, p. 1629). This statement accurately reflects the aims of the
current study.
Delphi was used to collect data, which included individual rankings and weightings of
requirements, along with the rationale that supports each judgment. The rationale is important
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for the discussion of validation and prioritization because the quality of the rationale should
serve as a “good cue to truth” (Bolger & Wright, 2011, p. 1503). Also, guidance found in the
literature was adopted in the administration of the Delphi technique. For example, there were no
more than two rounds of voting per Delphi phase, each of which lasted no more than two weeks
(Landeta, et al., 2011). Also, each round was engineered to require as few judgments as possible
(Bolger & Wright, 2011). To keep the number of judgments to a minimum, therefore, data were
collected using three separate phases of the Delphi technique.
Delphi Phase 1: Quality assurance and verification
Denger and Olsson (2005) suggested that a combination of quality assurance (QA)
techniques should be applied to software requirements in a manner that is specific to the project.
During this data collection phase, a checklist of questions was provided to prompt participants to
inspect the requirement statements for defects relating to the previously mentioned IEEE (1998)
quality measures. Because certain quality measures—such as ranking and traceability—were to
be controlled by the study itself, the remaining measures were reworded to ask the following
questions about each task:


Should this BE a required task?



Is it CLEAR enough to avoid confusion?



Is it COMPLETE enough to guide development?



Is the wording CONSISTENT with that of other tasks?



Can it be TESTED?

To create an effective inspection checklist these questions were added as columns to a
spreadsheet containing a list of the goals and tasks extracted from the goal model (see Figure 2).
To clarify the difference between goals and tasks the following explanation was provided to the
Goals and Tasks column header: “In order to achieve [GOAL], a user must be able to
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[TASK]…” By substitution, for example, the participant understood that “In order to achieve
[Goal 1: Facilitated creation of LPs], a user must be able to [Task 1.1: Use a template to create a
new LP].” In addition, a mouseover comment providing a brief explanation of each task
description was added to each task in the spreadsheet.

Figure 2. Quality Assurance checklist for software requirements.
Utilizing standard enterprise e-mail, participants were provided with the spreadsheet and
asked to complete two activities with respect to the list: 1) Inspect the tasks (representing
software requirements) to ensure they meet quality standards provided in the checklist, and 2) If
the answer is “no” to any quality measure, provide a recommended change to the task. In
accordance with the Delphi method, participants were asked to respond by e-mail to the
researcher to eliminate any influence from other participants. Their recommended modifications
were accommodated, their rationale was summarized, and both were returned to the entire group
for verification. The requested modifications, along with the subsequent e-mail discussions
between researcher and participants, provided a context-rich set of clarifications that were
codified for each task and made available to the group during the next part of the study. The
prioritization of the requirements was accomplished using the next two phases of Delphi.
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Delphi Phase 2: Prioritization of goals
Referring to their goal model, Liaskos, et al. (2011) suggested that the identified
preferences be assigned numerical weights in a way similar to cumulative voting that uses
“tokens” (Berander & Svahnberg, 2009). Liaskos, et al. also noted that assigning an absolute
value to these weights is not as important as capturing their importance relative to each other.
Therefore, in the first round of this phase of Delphi, participants were asked to assign numerical
weights (using 100 tokens) to each of the preferences, along with a justification for each value
chosen. As Bolger and Wright (2011) suggested, the participants were asked to provide
feedback that included specific examples that illustrate reasons for the judgment. To facilitate
the weighting and feedback process another spreadsheet was created so that both numerical and
text data could be provided with a simple e-mail reply.
After the scores for each preference were received by the expert panel they were
averaged and returned to the group along with any justifications that were provided. The range
of scores (the highest and lowest score) for each preference was also provided to the group to aid
in the evaluation. In the second round of this Delphi phase, each participant was asked to review
the scores and justifications and then provide new scores for each preference. The new scores
after the “re-voting” were averaged and then plugged into the preferences portion of the goal
model. For illustrative purposes, a simple example of scores for preferences is depicted in
Figure 3. (In reality, 6 preferences were identified, along with 11 goals and 33 tasks, which will
be discussed in the Results section.) In keeping with the “tokens” idea, the points from each
preference were divided among the goals that support it. Goals that support multiple preferences
received their share of the points from that preference. The resulting scores defined the
prioritization for the goals, which is the starting point for the next Delphi phase.
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Preference 1

Preference 2

30

40

Preferences
15

Goals

Tasks

15

20

Preference 3

30

10
10

20

10

Goal 1

Goal 2

Goal 3

Goal 4

35

25

30

10

Task 1.1

Task 2.1

Task 3.1

Task 4.1

Task 1.2

Task 2.2

Task 3.2

Task 4.2

Task 1.3

Task 3.3

Task 1.4
Task 1.5

Figure 3. Assigning priorities to goals using sample data.
Delphi Phase 3: Prioritization of requirements
The previous Delphi phase combined two prioritization methods as the preference
weighting technique guided by the research of Liaskos, et al. (2011) led to the prioritization of
the goals, or higher level requirements (HLRs), called for by Berander and Svahnberg (2009).
This was the starting point for prioritizing the subordinate tasks, which will now be designated as
lower level requirements (LLRs). The finished translation of terms is depicted in Figure 4. In
heeding the advice of Berander and Svahnberg (2009) the final model includes no more than
seven LLRs per HLR.
In this data collection phase participants were again requested to assign 100 token-based,
weighted ratings to each of the LLRs. However, those ratings were made relative to LLRs
residing in the same HLR block. Again, to illustrate the technique, sample scores are depicted in
Figure 4 with LLR scores in each block adding up to 100. As in the previous phase of Delphi,
there were two rounds of e-mail communications to settle the relative prioritization of LLRs.
Following the method preferred by Berander and Svahnberg (2009), the absolute priority for
each LLR was calculated by multiplying the relative priority of each LLR (PLLR) by the priority

81
assigned to its HLR (PHLR) by a compensation factor (CHLR) corresponding to the number of LLRs
in the block. For example, the final priority for the sample LLR 3.2 would be 10 x 30 x 3 = 900.
The next section will describe the actual results of both the voting and the calculations.
Preference 1

Preference 2

30

40

Preferences
15

HLRs

LLRs

15

20

Preference 3

30

10
10

20

10

HLR 1

HLR 2

HLR 3

HLR 4

35

25

30

10

LLR 1.1 30
1.1
LLR 1.2 10

LLR 2.1 70

LLR 3.1 40

LLR 4.1 50

LLR 2.2 30

LLR 3.2 10

LLR 4.2 50

LLR 1.3 20

LLR 3.3 50

LLR 1.4 15
LLR 1.5 25

Figure 4. Assigning priorities to lower-level requirements (LLRs) using sample data.
Results
Delphi Phase 1: Quality assurance and verification
During the QA and verification activities of Phase 1, it was anticipated that organizing
tasks by their end states (goals) and preferences would reveal conflicts and dilemmas that trigger
further discussion and clarification of requirements (Liaskos, et al., 2011). As a result of
participant feedback, the wording for several tasks needed to be modified to clarify the meaning
of the tasks without becoming overly technical. For example, Task 2.1 originally read, “Create a
hierarchical and selectable job task list for each job” and the mouseover comment elaborated by
stating, “Representatives from the Curriculum Management Section need the ability to define a
list of job tasks (business processes) based on the most recent job task analysis.” Three of the
participating experts had questions about this task.
One participant took issue with the Curriculum Management Section being named as the
entity in charge of creating the job task list. Another did not understand whether the KM system
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or a user (through an interface) would create the job task list. Another wanted a subject matter
expert (SME) to be part of the explanation of who was allowed to create the job task list. As a
result the task was changed to read, “Create and manage a selectable job task list for each job”
and the task explanation became, “SMEs or specific users authorized by Training Division need
the ability to define a list of job tasks (business processes) that will be selectable when authoring
LPs.” In addition, the following comments were summarized by the researcher as a result of the
e-mail interactions:
With regard to the job tasks, the KM system needs to provide two capabilities: One to
create/modify the list of job tasks and the other to pull from those job tasks while creating
the lesson plan. The creating action [Task 2.1] should be completed by an "authorized
user" and the selecting action [Task 2.2] should be completed by a "common user," or the
one who creates the LP.
Many similar comments were generated as a result of the negotiation of meaning between
the participants and the researcher. These comments provided so much rich context that it was
decided to add them as a separate column in the goals and task list that was sent out to the group
for final review. They also became a useful aid to the participants when they were later asked to
prioritize those tasks (i.e., during Delphi Phase 3).
Delphi Phase 2: Prioritization of goals
During this phase, the expert panel was asked to focus on the relative importance of the
preferences, or general outcomes, of the envisioned KM system. After a brief explanation of the
token-based voting process the participants were asked to evaluate six preferences. To help
clarify the meaning of each preference, the following definitions were provided. The definitions
were based on the findings of the previous elicitation study.


Effective Development of Lesson Plans (LPs) – The user develops standardized
lesson plans in a way that is easy to edit, attach supplementary materials, link to
job tasks and policies, and make available for collaborative input.
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Availability of LP Versions – Modified versions of LPs are justified, archived,
and available for retrieval.



Flexible Reporting of Training Information – Administrative information
contained in LPs and training programs is available for a variety of query and
reporting needs, both internal and external to Training Division.



Consistent Accountability for Training Process – The process of developing,
approving, and delivering training is consistent with policy and transparent to
those who have a need-to-know.



Convenient Access to Training Content – The actual content of training
products is searchable and easily retrievable for users who have been authorized
access.



Facilitated Compliance with FLETA Requirements – The authors of LPs and
training program managers comply with FLETA requirements with minimal
impact to the training mission.

The participants were asked to provide justifications to accompany the scores they
assigned to each preference. The justifications helped to explain the significant differences
between the lowest and highest scores of some of the preferences. For example, the third
preference, Flexible Reporting of Training Information, earned a score of 5 from one participant
and 20 from another. The first participant stated, “This is important, but within the six choices,
not as important… I know that statistics can be manipulated to show what a person wants to
see….” The second participant commented, “Increased oversight—key to future success—don't
want to lose our delegated approval authorities from DOJ.” Another preference with a wide
scoring range was Facilitated Compliance with FLETA Requirements, which earned a low score
of 6 and a high score of 30. Justifications such as “Complying to standards may or may not offer
valuable ROI” and “We cannot lose accreditation” helped to explain the difference in scoring.
During the second Delphi round the participants were asked to reconsider each of their
scores based on the group’s average score, the scoring range, and the justifications compiled
from the first round. During this round of “re-voting” many participants changed their scores
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while a few firmly held their ground, especially on the low and high scores for the fifth and sixth
preferences (see Table 1). One particularly volatile preference was Facilitated Compliance with
FLETA Requirements. One participant, apparently influenced by the positive rationale of others,
changed the score from 20 to 24. However, another participant reduced her score from 25 to 20
based on the justifications, offering the following argument:
I do not agree with the "we cannot lose accreditation" statement, and thus, I still would
not rate it any higher than I have in my re-voting. I do agree with the idea that the
perceived need to comply with FLETA standards seems to lack a solid ROI in many
aspects.
Another low scoring participant offered the following commentary on the same preference:
This is a double-edged sword. Of course now that we have joined FLETA, we cannot
lose that accreditation. The perception and consequences would be devastating within the
federal law enforcement community. However, while accreditation does force us in some
areas to do the right thing, it also creates a tremendous amount of workload documenting
what we already do very well. And in some cases, it forces us to do things differently
even if the new value is less than the current value.
These candid discussions about preferences demonstrated the effectiveness of the Delphi
technique, as the participants considered each others’ input while arriving at a group consensus.
Indeed, after the second round of this Delphi phase the scores were moderated (the range was
reduced) for three out of the six preferences as depicted in Table 1.

Voting Summary for Preferences
Preference
Effective DEVELOPMENT of Lesson Plans (LPs)
Availability of LP VERSIONS
Flexible REPORTING of Training Information
Consistent ACCOUNTABILITY for Training Process
Convenient ACCESS to Training Content
Facilitated Compliance with FLETA REQUIREMENTS

Table 1. Results of preference voting.

Round 1
Round 2
Low High Mean Low High Mean
10
25
21.7
10
25
18.3
10
20
13
10
15
12.2
5
20
13.8
10
20
17.7
5
25
15.5
10
25
16.3
10
24
15.7
10
24
16.3
6
30
20.3
6
30
19.2
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Overall, the mean scores did not change significantly from the first round to the second.
There was some movement of importance away from the Development, Versions, and FLETA
Requirements preferences to those supporting Reporting, Accountability, and Access, but the
largest difference was an increase of 3.9 points for Reporting. Those who did not change their
high and low scores on the FLETA preference, for example, effectively cancelled each other out
in the mean score, but others reduced their rating slightly. Furthermore, the mean scores were
distributed more evenly between all six preferences, as indicated by a mere 7 point difference
between the lowest mean score, Versions, and the highest, FLETA Requirements.
Although these Delphi rounds did not identify user preferences with extraordinary scores,
an important part of this exercise was that the preferences themselves were discussed and the
justifications were documented in a context that made sense to the user. Indeed, these
discussions will assist software developers with understanding the user needs. The scores from
the preferences were used to calculate the final prioritization of the requirements, which is
discussed in the next section.
Delphi Phase 3: Prioritization of requirements
During the last phase, the participants were asked to evaluate the importance of tasks
associated with each goal. The voting on tasks in this phase was a natural extension of the
voting they had just completed in the previous phase. However, in this phase the participants
were afforded 100 tokens for each of the 11 goals. The participants were required to distribute
their tokens between as many as five tasks per goal or as few as two. This simplified the voting
somewhat and may have contributed to the reduced number of justifications that accompanied
the voting. Another factor could have been the presence of detailed comments that were added
to the task explanations after the Phase One discussions. One participant noted, “I didn't add
many new comments as your new statements helped address any previous concerns.” In any
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case, the voting conducted on tasks did not spawn the type of strongly worded justifications that
were submitted during the preference voting.
Nevertheless, during the task voting the participants asked additional clarifying questions,
some of which resulted in further adjustments to the task descriptions. For example, one
participant submitted this issue:
Still a bit confused between the stated task and the explanation used to describe the task.
For example Task [6.2] here talks about Routing … and the explanation speaks to a way
of keeping historical records (or logs) of who the collaborators were. For developers I am
not sure they would make the transition from “ability to route an LP” to “provide a record
of who collaborated on an LP.” Consider using the term “Log” where you want the
system to capture historical events/actions for later use in other ways such as reports or
other actions….
This e-mail exchange prompted the rewording of Task 6.2 to be “Route LP to collaborators and
record activity log.” Similarly, Task 10.2 was modified to read “Route LP to approvers and
record activity log.” In more formal software requirements these two activities likely would
appear in separate requirement statements. However, from the perspective of the participants
these two ideas go hand in hand. To separate them for voting would have caused unnecessary
confusion.
As with the preference voting phase, in the second round of Delphi voting the
participants were provided the low score, high score, and mean score for each of the tasks, along
with submitted justifications. However, not only was the number of task voting justifications
fewer than those in the preference voting, but also few of the mean scores awarded to the tasks
changed substantially from the first round of voting to the second (see Table 2). This is
somewhat surprising, as some of the task groups were given a wide range of scores during the
first round. For example, the initial scoring for Task 2.1 (“Create and manage a selectable job
task list for each job”) and Task 2.2 (“Select applicable job task(s) for each LP”) each resulted in
a 30 point difference between their high and low scores. The first round mean scores for the two
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task groups were 42.5 and 57.5, respectively. During the second round the point range remained
the same, and the mean scores separated only slightly to 41.9 and 58.1, respectively, indicating
that the participants strongly felt that the ability for a user to select from a list of job tasks was
more important than being able to create and modify the job task list itself.
Some tasks that saw movement in scoring were those of Goal 7. Tasks 7.1 and 7.2 scored
56.3 and 43.7, respectively, during the first round and separated to 60.1 and 39.9 during the
second round. Upon further reflection, participants may have felt that “Input standardized data
for training programs” (Task 7.1) was a more essential requirement than “Create multiple views
of program data” (Task 7.2), which may be considered a nice-to-have feature in a future build.
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Voting Summary for Task Priorities
Round 1
Goals and Tasks

Low

High

20
20
10
10
12

30
22
27
15
40

20
50

Round 2
Mean

Low

High

Mean

24.3
20.5
18.0
11.7
25.5

15
20
10
10
10

30
30
25
20
30

24.8
21.6
17.6
15.3
20.7

50
80

42.5
57.5

20
50

50
80

41.9
58.1

25
5
10

60
50
45

45.0
26.3
28.7

30
5
10

60
50
40

44.3
28.0
27.7

25
25

75
75

50.0
50.0

25
25

75
75

51.4
48.6

15
15
15

50
35
70

28.7
27.5
43.8

15
10
15

50
35
70

35.6
26.9
37.5

30
5
30

60
40
35

39.5
27.0
33.5

20
5
25

60
40
40

40.7
23.9
35.4

40
15

85
60

56.2
43.8

40
25

75
60

60.1
39.9

10
40

60
90

42.5
57.5

20
40

60
80

41.7
58.3

5
20
20
20

30
30
40
50

19.8
23.2
28.8
28.2

5
10
20
20

30
30
40
40

18.4
23.0
27.7
30.9

10
40
10

30
80
40

20.0
57.5
22.5

10
20
10

40
80
40

22.9
51.1
26.0

30
20
20
10

40
30
30
20

35.0
23.8
25.0
16.2

25
20
20
5

40
30
32
20

33.3
24.9
26.0
15.8

Goal 1: Facilitated creation of LPs
1.1 Use a template to create a new LP.
1.2 Reuse an existing LP (as a "pony") to create a new LP.
1.3 Input standardized data for LPs.
1.4 Apply ad hoc metadata (tags) for individual LPs.
1.5 Record a justification for modifying an LP.

Goal 2: LPs linked to centralized job tasks
2.1 Create and manage a selectable job task list for each job.
2.2 Select applicable job task(s) for each LP.

Goal 3: LPs linked to policies and policy subsections
3.1 Create and manage a selectable and nested list of section references for each FBI policy.
3.2 Select applicable policy section(s) for each LP.
3.3 Create hyperlink(s) to policy section(s).

Goal 4: Learning objectives tracked to LPs
4.1 Define terminal and enabling learning objectives for each LP.
4.2 Use learning objectives to organize LP content.

Goal 5: LPs linked to instructional materials and to other LPs
5.1 Upload instructional materials, such as PowerPoint slides.
5.2 Create link to online resources, such as Intranet web sites.
5.3 Create link to other LPs.

Goal 6: Mechanism for collaboration and review
6.1 Select collaborators for an LP.
6.2 Route LP to collaborators and record activity log.
6.3 Enable collaborators to provide feedback on LP content.

Goal 7: Program-level data reported to training managers
7.1 Input standardized data for training programs.
7.2 Create multiple views of program data.

Goal 8: Instances of training are recorded
8.1 Input standardized data for instances of training delivery.
8.2 Archive instances of training delivery.

Goal 9: Training content available to authorized users
9.1 Save and access LPs and training program data from a single user interface.
9.2 Track versions of LPs.
9.3 Apply access controls to stored training data.
9.4 Search training content across LPs and programs.

Goal 10: Training development process that follows established policy
10.1 Review policy governing training development.
10.2 Route LP to approvers and record activity log.
10.3 Conduct annual review of LPs.

Goal 11: FLETA documentation generated from system
11.1 Identify FLETA-related metadata from LPs and programs.
11.2 Input data into FLETA-specific forms.
11.3 Generate FLETA statistics and reports.
11.4 Save and archive reports.

Table 2. Results of task voting.
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After the Round 2 (final) mean score was calculated for each task’s priority relative to its
goal (see Table 2), the only remaining activity was to calculate the absolute priority of each task
as it compares to tasks that support other goals. The first step was to distribute the scores for the
preferences among the goals that support them. The relationships between goals and preferences
were established by the previous study and are depicted in Figure 5.
At this point it is useful to refer to tasks as LLRs and to goals as HLRs. Figure 5 is
functionally the same as the previous goal diagram (see Figure 4). However, for the sake of
presentation it has been modified such that the preferences (and their scores) appear on the left
side while the HLRs and LLRs are listed on the right. The arrows indicate relationships between
HLRs and preferences, and their styles have been altered to reduce confusion.
To calculate the priority of an HLR (PHLR), one needs simply to add its share of the score
for each preference that it supports. For example, Figure 5 illustrates how HLR 1 supports the
Development, Versions, and Reporting preferences, which scored 18.3, 12.2, and 17.7 during the
preference voting. Each preference distributes its points equally among the goals that support it.
In this case, the Development, Versions, and Reporting preferences distributed a per-HLR share
of 3.05, 6.1, and 2.53, respectively. Adding these numbers resulted in a PHLR of 11.68 for HLR
1. All of the other HLR priorities were calculated in the same way, by adding up their share of
the preference scores.
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Preference Scores

Priorities for Goals and Tasks
PHLR

Effective
DEVELOPMENT of
Lesson Plans (LPs)

11.68

5.58

10.38

(6.1 /HLR)

5.58

17.7
(2.53 /HLR)

Consistent
ACCOUNTABILITY for
Training Process

16.3

11.2

22.21

16.3
(8.15 /HLR)

10.23

Facilitated Compliance
with FLETA
REQUIREMENTS

4.8

19.2
(4.8 /HLR)

60.1
39.9
41.7
58.3

HLR 9: Training content available to authorized users
LLR 9.1 Save and access LPs and training program data from a single user
interface.
LLR 9.2 Track versions of LPs.
LLR 9.3 Apply access controls to stored training data.
LLR 9.4 Search training content across LPs and programs.

Convenient ACCESS to
Training Content

40.7
23.9
35.4

HLR 8: Instances of training are recorded
8.1 Input standardized data for instances of training delivery.
8.2 Archive instances of training delivery.

(5.43 /HLR)

35.6
26.9
37.5

HLR 7: Program-level data reported to training managers
7.1 Input standardized data for training programs.
7.2 Create multiple views of program data.

2.53

51.4
48.6

HLR 6: Mechanism for collaboration and review
LLR 6.1 Select collaborators for an LP.
LLR 6.2 Route LP to collaborators and record activity log.
LLR 6.3 Enable collaborators to provide feedback on LP content.

2.53

28.0
27.7

HLR 5: LPs linked to instructional materials and to other LPs
LLR 5.1 Upload instructional materials, such as PowerPoint slides.
LLR 5.2 Create link to online resources, such as Intranet web sites.
LLR 5.3 Create link to other LPs.

13.28

44.3

HLR 4: Learning objectives tracked to LPs
LLR 4.1 Define terminal and enabling learning objectives for each LP.
LLR 4.2 Use learning objectives to organize LP content.

Flexible REPORTING of
Training Information

41.9
58.1

HLR 3: LPs linked to policies and policy subsections
LLR 3.1 Create and manage a selectable and nested list of section
references for each FBI policy.
LLR 3.2 Select applicable policy section(s) for each LP.
LLR 3.3 Create hyperlink(s) to policy section(s).

12.2

24.8
21.6
17.6
15.3
20.7

HLR 2: LPs linked to centralized job tasks
LLR 2.1 Create and manage a selectable job task list for each job.
LLR 2.2 Select applicable job task(s) for each LP.

Availability of LP
VERSIONS

PLLR

HLR 1: Facilitated creation of LPs
LLR 1.1 Use a template to create a new LP.
LLR 1.2 Reuse an existing LP (as a "pony") to create a new LP.
LLR 1.3 Input standardized data for LPs.
LLR 1.4 Apply ad hoc metadata (tags) for individual LPs.
LLR 1.5 Record a justification for modifying an LP.

18.3
(3.05 /HLR)

Goals (HLRs) and Tasks (LLRs)

18.4

23.0
27.7
30.9
HLR 10: Training development process that follows established policy
LLR 10.1 Review policy governing training development.
22.9
LLR 10.2 Route LP to approvers and record activity log.
51.1
LLR 10.3 Conduct annual review of LPs.
26.0
HLR 11: FLETA documentation generated from system
LLR 11.1 Identify FLETA-related metadata from LPs and programs.
33.3
LLR 11.2 Input data into FLETA-specific forms.
24.9
LLR 11.3 Generate FLETA statistics and reports.
26.0
LLR 11.4 Save and archive reports.
15.8

Figure 5. The distribution of preference votes to supporting HLRs.
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After the 100 tokens from the preferences were distributed among the eleven HLRs the
absolute priority of the LLRs was ready to be computed. The absolute priority of an LLR was
calculated by multiplying the priority of its parent HLR (PHLR) by the relative priority of the LLR
within its group (PLLR) by a compensation factor (CHLR), which is the number of LLRs
comprising an HLR block (Berander & Svahnberg, 2009). As discussed earlier, the calculation
PHLR x PLLR x CHLR is designed to compensate for HLR groups with fewer LLRs. The final
ranking of each LLR was based on this calculated score as depicted in Table 3.
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HLR

PHLR

HLR 1

11.68

HLR 2

5.58

HLR 3

10.38

HLR 4

5.58

HLR 5

11.2

HLR 6

13.28

HLR 7

2.53

HLR 8

2.53

HLR 9

22.21

HLR 10

10.23

HLR 11

4.8

LLR

PLLR

LLR 1.1
LLR 1.2
LLR 1.3
LLR 1.4
LLR 1.5
LLR 2.1
LLR 2.2
LLR 3.1
LLR 3.2
LLR 3.3
LLR 4.1
LLR 4.2
LLR 5.1
LLR 5.2
LLR 5.3
LLR 6.1
LLR 6.2
LLR 6.3
LLR 7.1
LLR 7.2
LLR 8.1
LLR 8.2
LLR 9.1
LLR 9.2
LLR 9.3
LLR 9.4
LLR 10.1
LLR 10.2
LLR 10.3
LLR 11.1
LLR 11.2
LLR 11.3
LLR 11.4

24.8
21.6
17.6
15.3
20.7
41.9
58.1
44.3
28.0
27.7
51.4
48.6
35.6
26.9
37.5
40.7
23.9
35.4
60.1
39.9
41.7
58.3
18.4
23.0
27.7
30.9
22.9
51.1
26.0
33.3
24.9
26.0
15.8

CHLR

5

2

3

2

3

3

2
2

4

3

4

PHLR x PLLR x
CHLR

Final LLR
Ranking

1448.32
1261.44
1027.84
893.52
1208.88
467.60
648.40
1379.50
871.92
862.58
573.62
542.38
1196.16
903.84
1260.00
1621.49
952.18
1410.34
304.11
201.89
211.00
295.00
1634.66
2043.32
2460.87
2745.16
702.80
1568.26
797.94
639.36
478.08
499.20
303.36

7
10
14
17
12
28
22
9
18
19
24
25
13
16
11
5
15
8
29
33
32
31
4
3
2
1
21
6
20
23
27
26
30

Table 3: Calculating the priority ranking of lower-level requirements (LLRs).
It is not surprising that the highest priority LLRs are found in the HLR 9 block “Training
content available to authorized users.” That particular HLR garnered the highest percentage of
preference tokens by supporting four different preferences, including half of those available from
the Access preference. This is consistent with the written justifications from the participants,
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who assigned high value for these preferences and LLRs (tasks). On the other hand, the lower
ranked LLRs were associated with HLR 7 “Program-level data reported to training managers”
and HLR 8 “Instances of training are recorded.” This also is not surprising because each of those
HLRs were able to capture only a small share of the tokens belonging to the Reporting
preference. Also, the compensation factor (CHLR) did not help their ranking as there were only
two LLRs for each of those HLRs.
What is interesting is to examine LLRs like 10.2 “Route LP to approvers and record
activity log,” which emerged from its fellow 20th and 21st ranked LLRs to be rated as the 6th most
important requirement. Despite its parent HLR (“Training development process that follows
established policy”) receiving a below average share of the preference points, LLR 10.2 earned
more than half of the votes of the three LLRs in the HLR 10. This could mean that the idea of
having electronic routing and approval of LPs has special importance despite being associated
with an underperforming HLR that supports only two preferences.
Summary and Future Considerations
The study fulfilled its purpose and research goal by producing a rich, agreed-upon list of
validated and prioritized software requirements that satisfy the user needs for a proposed KM
system. It did so by conducting a structured QA review followed by a combination of voting
activities. All work was accomplished by applying the Delphi consensus-building technique
through e-mail communications.
The primary purpose of the envisioned KM system was to enable the organization to
coordinate its training programs with its policies and business processes (or, in this case, its job
tasks). Such a gap in its management of curriculum created for the subject organization several
challenges in the areas of Development, Versions, Reporting, Accountability, Access, and
FLETA Requirements, which became preference categories identified in the previous study. For
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example, being unable to link lesson plans to policies meant that training content could not be
accessed by searching on policy topics, training managers could not report on which policies
were being trained, and FLETA requirements could not be satisfied by mapping lesson versions
to policies that were in force at the time. Likewise, because job task lists were not available for
lesson plan development, approvers could not hold lesson plan authors accountable for content
that accurately and completely fulfilled business needs in the organization.
Participants weighed the relative importance of these problems (and their solutions) as
they considered the overall preferences, or outcomes, of the proposed KM system as well as its
functional goals and tasks (HLRs and LLRs, respectively). They drew upon their own
experience and skill sets, as well as those of their colleagues, to form opinions and assign relative
values to user needs that define a KM system that would be useful to all of them. The prioritized
LLR list of Table 3 represents a culmination of their efforts.
Although validated techniques were used successfully to validate and prioritize the final
list of user needs, caution should be exercised when interpreting the priorities. The rankings
provide general guidance about which requirements are more important than others, but they
should not be used as a strict standard for inclusion into the final KM project. In other words,
just because LLR 7.2 “Create multiple views of program data” ranked last among the 33
requirements does not mean that it should be the first one to be eliminated, if indeed some
requirements must be cut. The relationships between HLRs and preferences are a matter of
judgment generated by consensus, but a few changes to those relationships could have a big
impact on the final priority list. In addition, it seemed that participants with the more extreme
positions during the Delphi voting were less likely to change their positions. A few changes in
those votes could have altered the results as well.
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Nevertheless, the outcomes from this study validate and contribute to research in the area
of consensus building as well as requirements validation and prioritization. For example, the
application of the Delphi method facilitated the resolution of conflict between stakeholders
(Nuseibeh & Easterbrook, 2000), but it was accomplished completely via e-mail. The results
add to the body of knowledge in the area of processes that affect opinion change in Delphi,
which is a sparsely treated subject in the literature according to Bolger and Wright (2011).
Moreover, this research answers the call for more investigation into customizing and combining
QA inspections (Denger & Olsson, 2005) as e-mail interactions between the researcher and
participant contributed to rich descriptions that greatly clarified the requirements.
Finally, the combination of prioritizing techniques demonstrates a novel way of
producing prioritized software requirements. Indeed, using the Delphi method for requirements
prioritization does not appear in the literature, although it is used to achieve other group
judgments (Landeta, et al., 2011). Also, the method of assigning priority weights to preferences
(Liaskos, et al., 2011) for the purpose of prioritizing goals, and ultimately lower-level
requirements (Berander & Svahnberg, 2009), likewise has not been found in the literature. And
although these techniques may not be scalable to large KM projects encompassing hundreds of
requirements, they certainly are generalizable to other similar-sized software applications and to
other large organizations.
Including the appropriate stakeholders as participants ensured that the KM system would
be useful to a variety of users at Training Division. Embedded with their e-mailed votes and
written justifications were several positive comments regarding the techniques and hope for the
future KM system: “I appreciate the request for a second review—especially given the
significant differences…”; “It would be fabulous to have a system that would handle these
tasks!!”; “…if this existed, it would be a good thing!”
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The output from this validation study was a prioritized set of software requirements
formulated in natural language, which is the language of the customer (Denger and Olsson,
2005). Future work on this project includes the translation of those requirements into a formal
version to be operationalized using standardized semantics (Letier & Lamsweerde, 2002). At the
same time, standardized training metadata must be defined to support the new digital library
(Hicks, Perkins, & Maurer, 2007), and existing policy documents must be examined to identify
granular mapping points (Douglas, 2009) for linking to LPs. The task explanations and detailed
comments captured during this study will aid substantially in the transformation of the user needs
into formal software requirements. After this last step the requirements will be ready to present
as part of a formal request for proposal (RFP).
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Chapter Five
Conclusions, Implications, and Recommendations

Introduction
Large organizations have trouble creating and modifying training products to reflect their
ever-changing business processes and corporate polices, resulting in ineffective and irrelevant
training programs. The overall objective of the research project was to develop a high level,
user-based set of criteria defining a KM system that coordinates an organization’s processes and
policies with its learning programs. To accomplish this goal, the project was divided into three
individual studies. The first study established the theoretical foundation for the project by
examining the literature for similar examples of the problem as well as any progress made
towards solutions. The second study used these findings to inform the process of eliciting a
strong set of user needs from a group of experts representing an organization’s stakeholders. The
third study validated these user needs by applying a QA review and prioritization to the list,
resulting in a design specification that represents the most important features of the envisioned
KM system. The outcome of these studies led to valuable conclusions, implications, and
recommendations for future work.
Conclusions
The theoretical study explored how the existing literature addresses the problem of
coordinating learning programs with business processes and organizational policies. The review
uncovered research describing consequences associated with the problem, the theoretical basis
for addressing the problem, and studies that offer partial solutions to the problem.
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Training products that are not tied to an organization’s policies and processes can become
outdated very quickly. When a policy or process cannot be traced back to the instructional
materials meant to communicate it to the workforce, then a change in that policy or process has
little chance of being reflected in the current training. Outdated training content leads to
ineffective training delivery, which can cost an organization in terms of wasted employee time
(Barnum, 2002) as well as legal liability (Sorenson, 2002).
According to the literature, large organizations often change their strategies and policies,
which generate changes in how they do business (Koschmider & Oberweis, 2007). As a result,
the workforce needs to be trained on the new policies and processes. However, simply placing
the training content in an electronic environment does not solve the problem because the
alignment between a learning object repository or eLearning system to current corporate
practices is not enforced (Martin, Leyking, & Wolpers, 2008; Newton & Doonga, 2007; Zhang
& Su, 2007). In fact, neither the computer managed instruction (CMI) standard nor the Sharable
Content Object Reference Model (SCORM) specification provide any way of connecting
learning objects to policies or business processes. At the same time, the Business Process
Modeling Language (BPML) does not facilitate the connection between business process models
to either policies or training.
The literature also indicated that learning theory and knowledge management strategies
should inform the development of technologies used to define business processes and policies
and communicate them to the workforce. Employees have built for themselves mental schemas
(Driscoll, 2005) and concept maps (Chang & Chang, 2008) to enable them to make sense of how
business processes take place. These schemas may be exploited during a training needs analysis
to help define training that is specific job roles (O’Brien and Hall, 2004). Generating and
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codifying these schemas form the basis for building KM solutions that transfer the knowledge
between people in an organization (Hlupic, Pouloudi, & Rzevski, 2002).
Finally, the theoretical study revealed areas where researchers only addressed a portion of
the problem. For example, Hawryszkiewycz (2005) recognized that training programs must be
customized and adapted to changing corporate business processes, but he did not propose a
tracking mechanism to keep them synchronized. Caetano, Pombinho, and Tribolet (2007)
demonstrated how role-based competencies could be associated with business processes, but
stopped short of suggesting a way to map them to policies or training. Similarly, Reijers, Mans,
and van der Toorn (2009) developed a novel way of depicting complicated business process
models, but they did not attempt to connect those models with any policies that authorized them
or the instructional products that teach them. Finally, David, David, and David (2011) offered a
skill set inventory to help a training provider focus on job-related tasks rather than theory.
However, they did not mention the need to map those tasks to training products for gap analysis
and content updates.
The output from the theoretical study exposed several gaps in the existing training-related
KM research documented in the literature. The gaps pointed to the need for a technical
mechanism to bring together an organization’s training products, processes, and policies. The
successful identification and support for this need became the starting point for the elicitation
study.
The purpose for the elicitation study was to utilize stakeholders in a large government
agency to identify high level software requirements for a KM system that would manage links
between learning products (lesson plans), business processes (job tasks) and organizational
policies. Specifically, the intent of the research was to determine the user needs regarding KM
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processes and technologies required to create those associations, and the methods used to acquire
the user needs from on-board employees.
Seven participants were recruited from a larger group of active instructors and training
managers in the FBI Training Division. Each participant was a domain expert as well as a user
representative (Chakraborty, Sarker, & Sarker, 2010). Consistent with requirements elicitation
(RE) studies found in the literature (Chakraborty, Sarker, & Sarker, 2010; Coughlin & Macredie,
2002; Nuseibeh & Easterbrook, 2000; Saiedian & Dale, 2000), a combination of RE methods
were used to capture user needs from the participants.
First, each contributing member of the expert group was individually e-mailed a short set
of open-ended questions that elicited detailed, candid responses regarding their experiences with
training management. This elicitation method proved to be a very efficient way of collecting raw
input from very busy people. Their “stories” (Laporti, et al., 2009) included negative on-the-job
experiences as well as positive suggestions as to how training management problems may be
resolved. Next, their stories were subjected to a content analysis to identify common features
called activity themes. Each of the 37 activity themes was then associated with one or more
categories, which represented high level outcomes (or benefits) of the envisioned KM system.
At times, participants needed to be reminded of the goals of the study and that not all
training management issues (such as content ownership) may be resolved with a technical
solution. Nevertheless, nearly all responses converged on the primary disconnect between lesson
plans, job tasks, and policies. Other identified activity themes either related to this disconnect or
were deemed essential to a KM system that would address the problem.
The webbed relationships between the activity themes and the categories were depicted in
two different diagrams based on Soft Systems Methodology (Checkland, 1998; Coughlan &
Macredie, 2000). One diagram depicted the current state of affairs and the other illustrated what
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a successful KM system would be required to do. Both figures were sent back to the expert
panel members for their feedback and the diagrams were modified accordingly.
The outcome from the elicitation study was a high-level set of interrelated user needs that
were traceable back to the original input from the experts. The defined user needs effectively
addressed the goal of connecting lesson plans with job tasks and policies. The fact that the
specification list was user-generated increases the likelihood of user buy-in for the future KM
system and the traceability of the requirements ensures their accuracy (IEEE, 1998).
The purpose for the third study was to validate the user needs elicited from the previous
study and determine their relative importance. An eight member expert panel, composed of
instructors, training managers, and software specialists, was used to validate the user needs
through three phases of e-mail-based collaboration. Each phase involved two rounds of Delphi
interactions (Bolger & Wright, 2011; Landeta, et al., 2011).
The first phase involved a quality assurance (QA) review of the existing set of required
software tasks that emerged from the elicitation study. An excel spreadsheet helped to facilitate
the QA review by organizing these tasks into logical goals, imbedding descriptive explanations
for every task, and then providing specific criteria that required a simple “yes” or “no” answer.
If a task did not meet a particular criterion, the participant was asked to provide a recommended
change. This exercise produced an unexpectedly detailed series of explanatory e-mails between
the researcher and participants, which prompted the rewriting of several tasks. The e-mail
interactions also provided rich descriptions and context that served to inform the next two phases
of activity.
In the second phase participants were asked to assign relative importance to six
preferences, or general outcomes, of the proposed KM system. These preferences were adopted
from the categories identified in the previous study. The expert panel used a token-based voting
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technique (Liaskos, et al., 2011) to distribute 100 points among the preferences, and several
members provided a justification for their votes. In general participants voiced very strong
opinions on the importance of the preferences, which demonstrated the effectiveness of this
Delphi technique for enabling members to provide quality input based on personal and
professional experience. When the votes and justifications were compiled in a spreadsheet and
shared with the group during the second round re-voting, the experts referred to each others’
previous votes and justifications – to either adjust their own votes or to express their
disagreement and thereby defend their scores. Regardless of which side was argued, these
interactions accurately represented the issues involved, and served to provide context for what
was important to the users.
The voting on preferences successfully prepared the participants for a similar voting
activity during the third Delphi phase. This time, the participants voted on the individual tasks –
representing user needs – the descriptions of which were fine-tuned during the first phase. Based
on participant comments, the clarity of the tasks was probably the reason for the reduced debate
regarding their assigned votes and justifications. Each member was allowed 100 tokens to
distribute among tasks supporting a single goal, thus limiting the number of voting decisions to a
maximum of five tasks per goal. Again, a spreadsheet was useful in being able to represent the
mean scores, the range of scores, and justifications from the first round so that participants could
adjust their re-votes accordingly. However, the second round of this phase neither produced
much movement of votes nor inspired much debate among participants.
To arrive at the final (absolute) prioritization of the software requirements, all of
collected data were used. A relational model was developed, based on the associations between
activity themes and categories defined in the elicitation study. In the new model these concepts
became known as software goals and preferences, respectively. The mean score obtained for
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each of the preferences in Phase Two were divided among the goals that supported them
(Liaskos, et al., 2011), so that each goal was assigned its share of the original votes (tokens).
Software tasks (also adopted from activity themes) that were grouped under goals were already
assigned mean scores (or priorities) from Phase Three. Berander and Svahnberg (2009)
considered these lower level requirements (LLRs) and higher level requirements (HLRs), and
following their method the priority for each LLR was multiplied by the priority of its HLR and
the number of LLRs assigned to that HLR. The product of these three numbers represented the
absolute priority – or relative importance – for each LLR. Thus the goal of the third study was
achieved.
The preceding discussion illustrates both the strengths and weakness of the research
project as a whole. Methods were adopted from a variety of research sources, and the
combination of those methods resulted in novel ways to develop software requirements using a
group of experts. Indeed, using a story-based elicitation technique (Laporti, et al., 2009) to feed
an SSM model (Coughlan & Macredie, 2000) was an effective way to transform raw, expert
contributions into diagrams that represented high level user needs. In the same way, preference
weighting influenced by the research of Liaskos, et al. (2011) was combined with the
prioritization of the goals (HLRs) and tasks (LLRs) inspired by Berander and Svahnberg (2009).
The use of these two techniques enabled the experts to evaluate importance at both the high level
(general outcomes of the envisioned KM system) as well as the lower level (specific tasks
required by the KM system).
However, the blending of methods came with a price. Different researchers refer to
similar concepts using distinct terminology, so combining methods meant finding a way to
translate terms that may have particular meanings relative to a study. For example, activity
themes harvested from the raw stories of the elicitation study became known as software goals
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and tasks when creating relationship models in the validation study. Moreover, these constructs
later became known as HLRs and LLRs respectively, as another method was applied to their
prioritization. Similarly, activity theme categories from the elicitation study became known as
preferences for purposes of voting on the importance of outcomes in the validation study.
Finally, all of these concepts were loosely referred to as high level user needs, software
requirements, or software specifications, to avoid the more formal, technical descriptions that
most participants could not understand. Future projects of a similar nature should strive to
clarify these important terms.
Implications
With regard to managing large training programs, several benefits may be taken from this
research. That learning objects should be coordinated with business processes and policies is an
opinion found in the literature as well as expressed by two expert panels. Maintaining links to
processes and policies not only establishes the relevance and authority of the lesson plan, but it
also ensures that the latest policies and processes are actually being trained to the workforce.
With effective BP-to-LP links, reports could be generated to provide insight into how well
business processes (or job tasks) are being covered by training products. In the same way, OPto-LP reports could determine the extent to which training programs are facilitating compliance
with specific policies.
For leaders of an organization similar to the one examined in this research, the findings
will help them not only to understand the nature of problems that plague their training programs
but also to develop a technical solution to solve them. Maintaining a repository of electronic
lesson plans, for example, would be more effective if the lesson plans could be standardized,
searchable, linked to BPs and OPs, and put into workflow to track collaboration and approval.
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Aside from greatly increasing efficiency, such functionality would undoubtedly meet many of
the administrative, operational, and strategic requirements of the organization.
With a carefully designed KM system, efficient search and reporting features would
facilitate the location and modification of instructional materials that have been outdated by
changing processes and policies. Data calls for accountability and compliance would be
streamlined by access to metadata embedded into lesson plans. Indeed, nearly everyone
associated with an organization’s training program – curriculum managers, instructors,
supervisors, course designers, and executives – would benefit from a KM system that
implements the findings of this research.
The process of arriving at the KM software requirements themselves could be considered
a secondary contribution of the research. The quality of software requirements is as good as the
group of participants who develop them. Unfortunately, the best people are most often the
busiest people, and are usually so tied down to their jobs that they cannot commit to the hours –
and sometimes days and weeks – of meetings required to harvest their expertise. Consider a face
to face meeting of ten people, for example. If no one talks over each other and everyone has
equal time to speak, then each participant will spend only 10% of the meeting time providing
input. For the individual, therefore, 90% of the meeting is spent not providing input. Of course,
face to face meetings could involve a significant amount of non-verbal communication,
contextual details, and negotiating the meaning of concepts. However, if one of the primary
goals of a collaborative effort (such as requirements elicitation) is to collect raw input, it seems
far more efficient to use a method that enables participants to use 100% of their time providing
raw input. This objective may be achieved using asynchronous communication.
Indeed, software requirements are typically developed using methods that involve a
facilitator and a group of subject matter experts who attend a series of face to face meetings
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(Coughlan & Macredie, 2002). The Delphi method offered a way to collect input from experts
without requiring face-to-face meetings. But although the Delphi method commonly has been
used to build consensus through asynchronous communication (Bolger & Wright, 2011; Graefe
& Armstrong, 2011; Landeta, et al., 2011), an example could not be found in the literature where
it had been used to develop software requirements.
In this project the successful use of Delphi e-mail communications, whereby participants
are asked to share their stories and vote on requirements – in their own time and without
distractions from other participants – enabled the best people to participate. Moreover, the
anonymity of the data collected ensured that opinions could be shared without fear of
intimidation or repercussions. The resulting data from open-ended questions were often difficult
to analyze and compile, but they provided a very accurate representation of the user desires for
the proposed KM system.
In summary, the three study approach to this research provided a no-cost, low-risk
method for an organization to define user needs for a future KM system with committing
resources to the project. Avoiding the high costs and risks of typical requirements elicitation
efforts (Davey & Cope, 2008; Laporti, et al., 2009), this project identified the best contributors,
maximized their time, facilitated their expert responses, and distilled their collective wisdom into
a set of validated, prioritized requirements. The user-defined, natural language requirements are
traceable back to the original input from the participants, which will provide context for the
future interpretation and clarification of the requirements.
Recommendations
The organization used as the subject for this investigation was provided a validated and
prioritized list of requirements that represent the needs of the population of future users. It is
recommended that the organization now determine whether its existing IT systems could be
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leveraged to meet any of the identified requirements. The owners and maintainers of those
systems should be involved in the discussion, during which the requirements may be clarified or
reworded if required. Eventually, a budget and timeline will need to be established to build the
KM system and account for any functional gaps.
Some of the biggest challenges, however, will be to determine specific metadata for
lesson plans, as well as how to link the lesson plans to processes (job tasks) and policies.
Stakeholders will need to decide which metadata should describe training programs versus the
lesson plans, and which type of data will be collected regarding each delivery of the training
programs. The job task list needs to be finalized and assigned a clear owner, so that it may be
modified to accommodate future organizational needs. Finally, existing policies must be
examined to determine the most appropriate level of granularity (e.g., sections, subsections) to
which lesson plans should link. These linkages will determine the effectiveness of reporting
capabilities that reveal training gaps for both job tasks and policies.
As previously described, a contribution of this research was the demonstration of an
efficient means to collect raw input from a group of expert contributors. Considering the
positive results from the elicitation and validation activities, the e-mail-based Delphi method
could be expanded, perhaps, to include a larger problem scope that would produce a larger
number of software requirements. To avoid overwhelming participants, however, the problem
scope could be broken down into discreet areas so that contributors are asked to make decisions
on a limited number of issues at any given time. Multiple teams of experts could be used, each
one simultaneously concentrating on a separate problem area, and then they could switch to
another problem area. The experts in each problem area would help generate SSM diagrams
which could then be compared as the expert groups rotate through the problem areas. The
multiple group method would expand the population of expert contributors and increase
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confidence in the resulting requirements list, without increasing the workload for a group at any
particular time.
It is recommended that future training-related KM projects follow the methods described
in this three study investigation. It would be interesting to see how other large organizations
adopt these methods to identify their training management problems and develop software
requirements to address those problems. Once a new KM system is deployed, a usability study
could be used to measure exactly how much time and resources are saved through its
implementation. Finally, future research projects should pursue consensus-building methods that
include the most knowledgeable and motivated participants without impacting their operational
obligations and work schedules. The project described in this paper offers an effective strategy
to accomplish these goals.
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Appendix A
Acronyms and Definitions
AHP

Analytic Hierarchy Process

BP

Business Process

BPM

Business Process Management

BPML

Business Process Modeling Language

BPMN

Business Process Modeling Notation

CALO

Company, Agency, or other Large Organization

CMI

Computer Managed Instruction

CMS

Course Management System

COTS

Commercial Off The Shelf

EPSS

Electronic Performance Support System

ERP

Enterprise Resource Planning

FLETA

Federal Law Enforcement Training Accreditation

HCV

Hierarchical Cumulative Voting

HLR

High-level Requirement

IEEE

Institute of Electrical and Electronics Engineers

IRB

Institutional Review Board

JAD

Joint Application Design

JT

Job Task

KM

Knowledge Management

LLR

Low-level Requirement

LO

Learning Object
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LP

Lesson Plan

NGT

Nominal Group Technique

OLE

Online Learning Environment

OP

Organizational Policy

QA

Quality Assurance

RE

Requirements Elicitation

RFP

Request for Proposal

SCORM

Sharable Content Object Reference Model

SSM

Soft Systems Methodology

SRS

Software Requirements Specification

TEL

Technology-enhanced Learning

TNA

Training Needs Analysis
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