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ABSTRAKT
Operimi i Radio paisjeve (Antenat) të operatorëve të ndryshëm të telefonisë mobile dhe
ndërlidhja e tyre me Rrjetën Bërthamë (Core Network) mundësohet nga RAN (Radio
Access Network) i cili jo domosdoshmërisht është i njejtë për operator të ndryshëm mobil.
Përgjatë viteve të zhvillimit të Telekomunikacionit në përgjithesi dhe të Komunikimeve
mobile në veçanti, janë zhvilluar teknologji të reja për ta tejkalur problemin e diversitetit në
mes të teknologjive të aplikuara në rrjetën e një operatori të telefonisë mobile por edhe për
të tejkaluar kufizimet e ndryshme teknike.
Në aspektin e dizajnimit të rrjetës së operatorëve të telefonisë mobile gjithmonë kalimi nga
gjeneratat paraprake në ato më të reja ka kerkuar ndryshime në Rrjetën Bërthamë (Core
Netëork), këto rritje dhe futje të teknologjive të reja në Rrjetën Bërthamë (Core Network)
kanë sfiduar pjesën RAN (Radio Access Network) duke bërë të domosdoshëm një dizajn
sa më të mirë të kësaj pjese si pjesë shumë e rëndësishme e rrjetës.
RAN-i kronologjikisht ka përjetuar transformime mjaft të shpeshta në aspektin e avancimit
të teknologjive të qasjes e veçanërisht të atyre të pjesës së transportit të rrjetës që nga
gjenerata 2G deri në atë 4G.
Zhvillimi i gjeneratave të telefonisë mobile është bërë në atë mënyrë që e kanë
mbivendosur njëra tjetrën duke qenë se edhe me futjen e gjeneratave te reja nuk janë
ndaluar shërbimet përmes gjeneratave më të vjetra. Ky fakt ka bërë që me përdorimin e
BTS është përdorur teknologjia TDM ndërsa më vonë me zhvillimin e 3G është futur
NodeB duke përdorur teknologjinë ATM në transmision si dhe me futjen e 4G kanë hyrë në
perdorim eNodeB duke e paraqitur nevojën për një mënyrë më efikase, më të shpejtë dhe
më të lirë në aspektin e transmetimit. Në rrjetën e një operatori të telefonisë mobile në
kohët e sotme është pothuajse e pamundur të mos hasen te tri gjeneratat e telefonisë mobile
duke ofruar shërbime. Prandaj, duke qenë se kemi shumëllojshmëri të teknologjive si dhe
nevojë që me kohë të implementohen edhe teknologji të tjera, rrjeta do bëhet shumë e
shtrenjtë si dhe vështirë e menaxhueshme dhe e zgjerueshme.
Problemet e shfaqura më lart janë trajtuar në vazhdim të kësaj teme duke e hulumtuar,
shqyrtuar dhe testuar alternativën e reduktimit të teknologjive të ndryshme të transportit
dhe zëvendësimit të tyre në IP (Internet Protocol).
Kalimi në një RAN të bazuar tërësisht në IP do të shkurtojë operatoreve të telefonisë
mobile shpenzimet në zgjerim te mbulueshmërisë, rritje të kapacitetit por edhe do të rritë
konvergjencën ndërmjet protokoleve të ndryshme duke zgjeruar mundësitë për
implementimin e teknologjive të së ardhmes të cilat domosdo do te jenë të bazuara në IP.
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1. HYRJE
Zhvillimi i teknologjisë së informacionit me hapa të shpejtë ka ndikuar që edhe kërkesat e
klientëve për shërbime me të dhëna, video dhe shërbime tjera të rriten më shumë dhe më
shpejtë se që është parashikuar. Plotësimi i kërkesave të klientëve dhe sigurimi i
besueshmërisë, disponueshmëria dhe çmimi i favorshëm janë gjithmonë sfida kryesore për
një operator të telefonisë mobile në drejtim të mbajtjes dhe rritjes së stabilitetit financiar.
Arritja e këtyre qëllimeve kërkon që në mënyrë të vazhdueshme të bëhen investime në
teknologji të reja në rrjetën e operatorit që nënkupton integrimin e paisjeve/teknologjive më
të reja si dhe adaptimin dhe migrimin e këtyre paisjeve/teknologjive në rrjetën ekzistuese,
duke mos i ndalur për asnjë moment disponueshmërinë e shërbimeve të operatorit për
klientin. Përditësimi i rrjetës është një proces që duke u realizuar parcialisht dhe në kohë të
ndryshme është shumë i mundshëm dhe nuk shkakton shumë problem. Por, duke u bazuar
në nevojat e përditësimit dhe modernizimit të rrjetës me paisje/teknologji të reja, vije
momenti ku rrjeta e operatorit arrin një shumllojshmëri të teknologjive të cilat në një
moment të caktuar mund të paraqesin problem për vazhdimin e modernizimit të rrjetës.
Përditësimi i rrjetës së një operatori mobil i cili ofron shërbimet 2G, 3G si dhe përgatitjet
për ofrimin e 4G është sfida më e madhe pasiqë në RAN të këtij operatori
domosdoshmërisht kemi shumëllojshmëri të teknologjive të transportit (varësisht nga
gjenerata mobile). Prandaj, duke pasur këtë shumëllojshmëri gjithsesi që mbështetja për to
si dhe integrimi i teknologjive të reja dhe arritja e një konvergjence në rrjetë është shumë e
vështirë.
Propozimi për të mënjanuar një situatë të tillë, mund të jetë ngritje e teknologjisë ekzistuese
te transportit në teknologjine IP (Internet Protocol) duke kaluar kështu në tërësi në një IPRAN modern. Por, nëse keto spekulime do te jene te sukseshme apo jo, mbetet te shihet
nga rezultatet e gjeneruara me poshtë.
Kjo temë është organizuar si vijon: shqyrtimi i literaturës është bërë në kapitujt 2 dhe 3, ku
në kapitullin 2 është bërë analizimi i zhvillimit të gjeneratave mobile si dhe rritjes së
kërkesave ndërsa në kapitullin 3 janë paraqitur arkitektura rrjetës IP-RAN si dhe protokolet
që përdoren për realizimin e këtij skenari. Deklarimi i problemit dhe definimi i objektivave
së bashku me metodologjinë e përdorur janë paraqitur në kapitujt 3, respektivisht 4. Pas
kapitujve të lartëcekur është paraqitur realizimi laboratorik duke simuluar një IP-RAN dhe
duke gjeneruar rezultate. Si dhe për fund, punimi konkludohet me diskutime dhe
përfundimet e nxjerra. Këtij punimi iu është bashkangjitur edhe një shtojcë ku janë
paraqitur të gjitha konfigurimet e paisjeve të simuluara në realizimin laboratorik.
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2. ZHVILLIMI DHE RRITJA E KËRKESAVE TË RRJETAVE TË
KOMUNIKIMEVE MOBILE
Që prej fillesave të rrjeteve celulare, RAN ka pësuar ndryshime në mënyren e qasjes dhe të
komunikimit me pajisjet. Për të kuptuar më mire se cilat janë funksionet e RAN dhe si ka
evoluar deri në ditët e sotme, është e nevojshme të bëhet një përshkrim i shkurtër i
gjeneratave më të vjetra mobile. Ky përshkrim do të bëhet jo vetëm në aspektin e qasjes por
edhe të komunikimit prej pikës së fillimit deri në pikën e mbarimit por edhe duke vënë në
pah rritjen e nevojave për shërbime më të avancuara si dhe kapacitete më të larta.
Në vijim do të shofim kronologjikisht evoluimin e rrjetave te komunikimeve mobile si dhe
ndikimin e këtij zhvillimi në pjesën e RAN.
2.1 Gjenerata 1G
Komunikimet mobile tanimë paraqesin sektorin e rritjes më të shpejtë të industrisë
komunikuese në botë. Fillesat e rrjetave të komunikimeve mobile janë paraqitur në vitet
1960-1970 nga kompania telekomunikuese “Bell Laboratory” në SHBA[1]. Në vitet 1980
ka filluar edhe zhvillimi më i madh i rrjeteve celulare mobile.
Gjenerata e parë e sistemeve mobile ka përdorur transmetimin analog për shërbimet e të
folurit. Në fillim është paraqitur në Japoni pastaj në Europë dhe Amerikë. Sistemet e
përdorua në këto vende kanë ofruar handover dhe mundësi për roaming mes celulave por
nuk kanë mundësuar edhe ndërlidhjen mes shteteve. Kjo ka qenë edhe njëra prej mangësive
të gjeneratës së parë.
Në Amerikë sistemi i parë mobil është lançuar në vitin 1982, AMPS apo Sistemi i avancuar
mobil[1]. FCC ka alokuar 40 MHz bandwidth ne bendin e frekuencave 800 deri në 900
MHz. Sistemet e gjeneratës së parë kanë përdorur teknikën e modulimit frekuencor (FM)
për radio transmetim dhe trafiku është multipleskuar në sistem FDMA(teknika e qasjes së
shumëfishtë me ndarje frekuencore)[1].
Aparatet telefonike për shërbimet me zë të gjeneratës së parë kanë qenë shume të mëdhenj
me antena shumë të mëdha që i kanë bërë më të pa përshtatshëm për përdorim të
përditshëm.
Standardi

Viti

Teknika e qasjes

Frekuenca

Modulimi

Bandwidth

AMPS

1983

FDMA

824-894 MHz

FM

30 kHz

NAMPS

1992

FDMA

824-894

FM

10 kHz

Tabela 1. Specifikat e standardeve të rrjetit 1G [1]

2

2.2 Sistemet mobile te gjeneratës së dytë – 2G
Sistemet e gjeneratës së dytë kanë filluar zhvillimin në fundin e viteve të 80-ta. Teknikat e
qasjes së shumëfishtë apo multiple access të përdorura nga kjo gjeneratë janë:
-

TDMA(teknika e qasjes së shumëfishtë me ndarje kohore) dhe,
CDMA(teknika e qasjes së shumëfishtë me ndarje të kodit) varësisht nga sistemet
e përdorura.
Standardet që përdorin teknikën TDMA janë:
1. GSM - (Sistemi global i komunikimeve mobile) me 8 përdorues të ndarë në kohë
për një kanal 200 kHz (Europë, Azia, Australia, Amerikë Jugore).
2. IS-136 - me 3 përdorues të ndarë në kohë për një kanal 30kHz e njohur në
Amerikën veriore.
3. PDC – standard japonez i ngjashëm me IS-136.
Standardi që përdor teknikën CDMA ëshë IS-95 apo ndryshe cdmaone që mbështet 64
përdorues të koduar në mënyrë ortogonale që transmetojnë njëkohësisht në kanal 1.25MHz.
Sistemi GSM në Europë është zhvilluar në gjeneratën 2.5G GPRS që përkrahin edhe
shërbimet për mesazhe të shkurta SMS për komunikime me paketa. Poashtu, evoluimi ka
vazhduar në 2.7G apo EDGE që mundëson shpejtësi më të madhe për transmetim të të
dhënave përmes aparatit mobil deri në shpejtësi 384kbps.Aparatet telefonike të gjeneratës
së dytë janë më të vegjël në krahasim me ata të gjeneratës së parë, më të lehtë dhe ofrojnë
më shumë shërbime si audio, të dhëna, mundësi interaktive për lojëra etj. Komunikimet
audio në këtë gjeneratë janë zhvilluar më shumë, ndërsa ato video janë më pak të
zhvilluara.

Figura 1. Arkitektura e një rrjete 2G [2]
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2.3 Sistemet mobile të gjeneratës së tretë – 3G

Sistemi 3G mundëson lidhje pa tela në mënyrën që nuk ka qenë e mundur më parë. Lidhje
me internet multi-megabit, komunikim mes protokollit Zë përmes Internetit apo VOIP janë
vetëm disa prej përparësive të këtij sistemi. Përmes rrjetit 3G arrihet përdorimi i dy llojeve
të komunikimit atij me kanale dhe me paketa.
Unioni internacionial i telekomunikacionit ITU, ka implementuar një plan për shfrytëzuar
bendin frekuencor prej 2000 MHz që mbështet një standard komunikues për të gjitha
shtetet e botës. Plani quhet IMT 2000 që ndahet në dy sektorë: GSM/IS-136/PDC dhe
CDMAone[3]. Thënë ndryshe, IMT 2000 ndahet në dy kampuse: 3GPP - Partnershipi për
projektet 3G kompatibil me GSM/IS-136/PDC dhe 3GPP2 që bazohet në IS-95. Brenda
përfshijnë dy standarde kryesore: cdma 2000 dhe W-CDMA apo UMTS (Sistemi univerzal
i telekomunikimeve mobile).
Standardi UMTS përdor rrjetin bazë për shërbime me zë të GSM 2G duke mundësuar
operimin dual mes GSM dhe EDGE (gjenerata 2.7).
CDMA2000 përdor teknikën e qasjes CDMA për të dërguar zë, të dhëna dhe sinjalizim mes
telefonit mobil dhe stacionit bazë.
Rrjetet 3G mbështesin shërbimet që mundësojnë shpejtësi të transferimit të informatave
deri në 200kbit/s. Standardet e fundit të 3G si 3.5G dhe 3.75G mundësojnë poashtu edhe
qasje mobile broadband prej shumë Mbit/s për telefonat e mençur dhe modemat mobil në
laptop. Kjo siguron se mund të aplikohet kjo teknologji në telefoni voice wireless, internet,
video thirrjet dhe televizion[3].
Kalimi prej gjeneratave të kaluara në gjeneratën e 3 kërkon ndryshim të pajisjeve në
stacionet bazë dhe ato kontrolluese. Poashtu edhe pajisjet mobile të përdoruesve duhet ta
jenë më të avancuara në mënyrë që të mund të shfrytëzojnë shërbimet e reja audio, video të
mundësuara nga rrjeti 3G.
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Figura 2. Arkitektura e një rrjete 3G [3]

Shërbimet multimediale që janë zhvilluar më shumë në rrjetin 3G krahasuar me 2.5G janë
si më poshtë:
-

Audio dhe Video streaming më të zhvillluar,
Shpejtësi shumë më e madhe e të dhënave,
Video-konferenca,
IPTV (Televizion përmes internetit).

Përkundër rritjes së shpejtësisë, kualitetit dhe shërbimeve, rrjeti 3G ka edhe disa mangësi
që janë përdorur si bazë për rritjen e kapaciteteve dhe zhvillimin e gjeneratave pasuese.
Disa nga mangësitë e rrjetit 3G, mund të konsiderohen si :
-

Kostoja e infrastrukturës për rrjetin 3G,
Nevoja e pajisjeve mobile të reja (rritja e kërkesave për shërbime të mira rrit edhe
nevojën e ndryshimit të pajisjeve fundore në çdo avancim të rrjeteve pa tela),
Roaming dhe të dhëna/zë nuk mund të përdoren njëkohësisht,
Energjia e shfrytëzuar është shumë e lartë,
Kërkon stacione bazë më afër përdoruesit
Nevojitet shpejtësi më e madhe për shfrytëzimin e streaming audio dhe video.
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Figura 3. Paraqitja hierarkike e gjeneratave të rrjetave pa tela dhe specifikat për secilën [4]

2.4 Sistemet mobile te gjeneratës së katërt - 4G
Rritja e shpejtë e teknologjive të reja në sistemet e komunikimeve mobile dhe rritja e
kërkesave të klientëve për përdorimin e tyre ka bërë që industritë telekomunikuese të
zhvillojnë ekspertizën e tyre edhe më shumë në gjeneratën e katërt me rradhë te njohur
ndryshe si 4G.
Për dallim nga 3G, gjenerata pasuese është munduar të arrijë shkallë më të larta për
përdoruesit në mënyrë që ata të kenë mundësi të shfrytëzojnë shërbime të ndryshme të të
gjitha teknologjive ekzistuese mobile siç janë: GSM, GPRS, UMTS, Wireless, Bluetooth.
Arsyeja kryesore për kalimin në një rrjet të tillë është për të pasur një platformë të
përbashkët për të gjitha teknologjitë që janë zhvilluar deri më tani dhe për të harmonizuar
pritshmëritë e përdoruesve për shërbimet e ofruara.
Ndyshimi më i madh në mes GSM/3G dhe rrjetit 4G (IP), qëndron në funksionalitetin e
RNC dhe BSC i cili është distribuar në BTS dhe një numër serverash dhe portave dalëse.
Kjo do të thotë që ky rrjet do të jetë më i lirë dhe shpejtësia e të dhënave do të jetë më e
madhe.
Më poshtë është paraqitur skema e një rrjete që përdor arkitekturën 4G.
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Figura 4. Rrjeti bazë i sistemeve ekzistuese të bashkuara në një rrjet të vetëm 4G [5]
2.4.1 Kërkesat për rrjetin 4G

Në mars të vitit 2008, organizata ITU-R ka specifikuar një listë të kërkesave për standardin
e ri 4G, e njohur ndryshe si specifikat IMT-Advanced[5]. Këto specifika kanë caktuar si
shpejtësi më të madhe që duhet të arrihet për shërbimet prej 100Mbit/s deri ne 1 Gbit/s.
Kërkesat më poshtë duhet të plotësohen nga rrjetet për të ofruar shërbim 4G sipas IMTAdvanced:
-

-

Rrjeta duhet të jetë e bazuar tërësisht në protokollin IP për të gjithë pjesën
komutuese
Shpejtësia e të dhënave duhet të jetë deri në 100 Mbit/s për komunikimet me
mobilitet të lartë (trenat dhe veturat) dhe 1 Gbit/s për komunikimet me mobilitet më
të ulët (këmbësorët, përdoruesit e stacionuar).
Përdorim të shkallëzuar të bandwidth të kanaleve 5-20 Mhz.
Handover të butë (soft) në mes të rrjeteve heterogjene
Aftësi për të ofruar kualitet të lartë të shërbimeve për mbështetje të multimedias.

Standardet IMT-Advanced, per 4G kanë ndërtuar këtë gjeneratë të rrjeteve pa tela në atë
mënyrë që të ofrojë shërbime interaktive mobile me shpejtësi të madhe, mundësi të
zgjeruara për roaming, mesazhe të unifikuara dhe multimedia[9].
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Teknologjitë e para të propozuara janë ndarë në dy grupe :
-

LTE Advanced e standardizuar nga grupi 3GPP (pasardhës i LTE si 3.9G)

-

802.16m standardizuar nga IEEE (shembull: WiMAX)
LTE Advanced ( 3GPP Versioni 10 )

WiMax (Versioni 2.0 )

Mobiliteti
Mbulueshmëria
Gjersia e brezit te kanaleve

4 (e katërt)
2011
DL ( Downlink) : OFDMA
UL (Uplink) : SCFDMA
TDD (Time Division Duplex)
FDD ( Frequency Division Duplex)
deri në 350 km/h
deri në 100 km
deri në 100 MHz

4 (e katërt)
2011
DL ( Downlink) : OFDMA
UL (Uplink) : SCFDMA
TDD (Time Division Duplex)
FDD ( Frequency Division Duplex)
deri në 350 km/h
deri në 50 km
5, 10, 20, 40 MHz

Piku i transferimit të të
dhënave

DL ( Downlink) : 1 Gbps
UL (Uplink) : 300 Mbps

DL ( Downlink) : > 350 Mbps ( 4 x 4
Antena)
UL (Uplink) : > 300 Mbps ( 2 x 4 Antena)

Gjenerata:
Viti i lëshimit:
Teknologjia e Qasjes:
Modi i Duplex-it

Efiqenca e shfrytësimit te
spektrit
Vonesa

VoIP dhe karakteristikat
tjera

DL ( Downlink) : 30 bps/Hz
UL (Uplink) : 15 bps/Hz
Në qasje < 5 ms
Në Handover < 50 ms
>80 përdorues për sector / MHZ (FDD)
Arkitekturë e mbështetur tërësisht në IP
teknologji
Kompatibile me 3G

DL ( Downlink) : 2.6 bps/Hz (2 x 2 Antena)
UL (Uplink) : 1.3 bps/Hz (1 x 2 Antena)
Në qasje < 10 ms
Në Handover < 30 ms
>30 përdorues për sector / MHZ (FDD)
Arkitekturë e mbështetur tërësisht në IP
teknologji
Kompatibile me 3G

Tabela 2. Dallimet dhe ngjashmëritë mes LTE Advanced dhe WiMax [9]
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3. ARKITEKTURA E IP RAN DHE PROTOKOLET E
PËRDORURA
Rrjeta RAN që përdor protokolin IP (Internet Protocol) për të ndërlidhur Radio Pajisjet
(BTS/NodeB) me Qendrat Kontrolluese (BSC/RNC) njihet si IP-RAN. Rrjetat e
deritanishme për komunikimin e Radio Paisjeve me qendrat e tyre kontrolluese përdorin
kryesisht protokolet e transportit siq jane TDM dhe ATM. Arkitektura e IP RAN e trajtuar
në këtë punim do të përdorë teknologjinë IP, që të mundësojë komunikimin ndërmjet
Radio Paisjeve me shumë Radio Kontroller (Radio Network Controller – RNC ).
Arkitektura e IP RAN parasheh që linqet fizike të përdorura nga protokolet e lartcekura
(ATM dhe TDM) të cilat njifen si T1/E1 të zëvendësohen me linqe optike apo edhe
elektrike të bazuara në standardin Ethernet, duke ndikuar kështu drejtpërsëdrejti në uljen e
kostos së një linku dhe njëkohësisht rritjen e kapacitetit përgjatë rrjetës RAN.
Përveç zëvendësimit të linqeve fizike duke e ditur se të gjitha Radio Paisjet tashmë
mbështesin konfigurime të IP-së brenda paisjes, atëherë kalimi në IP RAN do të jetë më i
lehtë shtuar këtu edhe faktin që pajisjet momentale në rrjetën RAN të shumicës së
operatorëve janë paisje që operojnë në shtresën 2 dhe 3 të OSI Modelit e që mbështesin
konfigurimet e IP protokolit si dhe protokoleve të ndryshme të rutimit.
Kjo arkitekturë mbështet të gjitha protokolet e rutimit por kryesisht në rrjetat që kërkohet
topologji hierarkike, hyjnë në përdorim protokolet si OSPF (Open Shortest Path First) dhe
IS-IS ( Intermediate System to Intermediate System ). Me qëllim të utilizimit sa më të madh
të rrjetës dhe realizimit të një arkitekture më të plotë dhe më funksionale rrjeta IP-RAN vë
në funksion edhe përdorimin e protokolit BGP (Border Gateway Protocol) për të bërë
ndarjen e sistemeve autonome brenda përbenda rrjetës së një operatori me qëllim të
diferencimit të trafikut dhe tabelave të rutimit. Protokol tjetër i rëndësishem dhe që zë vend
në arkitekturën e IP-RAN është edhe MPLS (Multiprotocol Label Switching) i cili siguron
që komutimi i trafikut përmes IP paketave të bëhet sa më shpejtë si dhe përkrah vetitë e
menaxhimit të shtegut të komutimit të trafikut.
Sigurimi i përdorimit të IP adresave adekuate si dhe menjanimi i ngarkesës së paisjeve
pjesmarrëse në rrjetë me ruta (Routes) të shumta do të bëhet duke përdorur Rrjetat Private
Virtuale (Virtual Private Network - VPN ) të cilat do të jenë të dedikuara për grupe të
caktuara të Radio Paisjeve, të cilave destinacioni drejt Qendrës Kontrolluese do u caktohet
përmes përdorimit të Rutimit dhe Komutimi Virtual (Virtual Routing and Forwarding 9

VRF) me anë të cilave mund të përdoren dhe të ndahet trafiku i mirëmbajtjes dhe
menaxhimit të Radio Paisjes, trafiku real apo cfarëdo ndarje shtese, varësisht nga dizajni.
Përveq komunikimit ndërmjet Radio Paisjeve dhe Qendrave Kontrolluese, në arkitekturën e
IP-RAN parashihet edhe aplikimi i Inxhinierisë së Trafikut duke përdorur rrjetën MPLS me
ç’rast do të caktohen shtigjet e veçanta që do të mund të përdoren për tu komutuar trafiku
nga Radio Paisja drejt Qendrave Kontrolluese.
Në kapitujt në vazhdim të këtij punimi do të paraqesim të gjitha protokolet e nevojshme për
kalimin e RAN-it në IP si dhe do të bëjmë emulimin e një RAN-i të bazuar tërësisht në IP
duke bërë testimin e komunikimit si dhe inxhinierisë së trafikut
3.1 Protokolet e rutimit
Nga kurset e kaluara kemi mësuar se protokolet e rutimit ndahen në dy tipe të protokolleve:
vektor të disancës dhe gjendje të linkut (eng. link state). Për shkak që në këtë temë diplome
do të kemi të bëjmë me protokolet më të avancuara, përkatësisht protokolet që janë të tipit
të gjendjes së linkut, është e nevojshme një përshkrim i shkurtër i tyre.
Protokolet e rutimit me gjendje të linkut janë sikur harta e një rruge. Një ruter që operon
përmes Gjendjes së Linkut, nuk mund të mashtrohet lehtë në përcaktimin e vendimeve të
gabuara gjatë rutimit prej një pikë në pikë, kjo pasi ai ka një “hartë” të qartë të të gjitha
pikave të lidhura në rrjet [6].
Secili ruter i mban informacionet për lidhjet e veta, lidhjet direkte, dhe statusin e këtyre
lidhjeve. Ky informacion pastaj kalon prej ruterit në ruter, secili ruter e krijon një kopje të
këtyre informacione dhe nuk e ndryshon atë. Objektivi kryesor është që secili ruter të ketë
informacion identik për tërë rrjetin e brendshëm, dhe secili ruter pastaj mundet që në
mënyrë të pavarur të kalkulojë se cila është rruga më e mirë për tu ndjekur për transmetim
nga pika në pikë.
Protokolet me gjendje të linkut, nganjëherë quhen edhe “rruga e shkurtë e para”[6], janë të
ndërtuara nga algoritmi i famshëm i teorisë së grafeve, E. W. Dijkstra apo algoritmi i rrugës
më të shkurtër. Shembujt e protokolleve të rutimit që përdorin algoritmin e gjendjes së
linkut janë:
-

Rruga e shkurtër e hapur e para (OSPF – Open Shortest Path First) për IP
ISO – Sistemi i ndërmjetëm për Sistemin e ndërmjetëm për CLNS dhe IP

Megjithëse, protokolet e gjendjes së linkut konsiderohen më kompleks se protokolet me
vektor të distancës, funksionaliteti bazë nuk është edhe aq kompleks[6].
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Procedurat e funskionomit të protokolleve me gjendje të linkut janë si në vijim:
Secili ruter krijon një marrëdhënie (eng. Adjency) apo afërsi – me të gjithë
ruterët fqinjë
ii.
Secili ruter dërgon paketa që tregon gjendjen e vet të linkut apo LSAs (Link
State Advertisments)
iii. Secili ruter e ruan një kopje të të gjitha LSA-ve që i pranon nga ruterët tjerë në
databazën e vet.
iv.
Nëse rrjeti është konfiguruar mirë, të gjitha databazat e ruterëve do të jenë
IDENTIKE.
Databaza e kompletuar e topologjisë, e quajtur ndryshe edhe databaza e gjendjes së linkut,
paraqet grafin e rrjetës përkatëse. Duke përdorur algoritmin Dijkstra, secili ruter kalkulon
rrugën më të shkurtër për tu lidhur me secilin rrjet dhe këtë informacion e shkruan në
tabelën e Rutimit. Nga kjo rrjedh, se të gjithë ruterët e një rrjete, do ta kenë tabelën e
topologjisë së rrjetës identike, por tabela e rutimit ndërron varësisht nga pozita e ruterit në
atë rrjet.
i.

3.1.2 Fqinjët

Zbulimi i fqinjëve është hapi i parë i nevojshëm për të krijuar një ambient funksional për
protokolet e gjendjes së linkut.
Në përputhje me terminologjinë miqësore të fqinjëve, në këtë rast shkëmbehen ‘Hello’
mesazhe, që mund të referohet si protokoli HELLO [7]. Protokoli me gjendje të linkut, do
të definojë formatin e një ‘Hello’ pakete dhe procedurat për të shkëmbyer paketat si dhe
procesimin e informacioneve që përmbajnë këto paketaNjë Hello paketë, duhet të përmbajë
së paku ID e ruterit, dhe shembull, një IP adresë nga njëra interface e ruterit. Fushat tjera të
kësaj pakete, mund të përmbajnë subnet maskën, intervalin Hello, intervalin kohor
maksimal që ruteri do të jete ne pritje para se të marrë vendimin për të shpallur ruterin fqinj
si të “vdekur”, përshkrimin e tipit të lidhjes, dhe flamuj që të ndihmojnë në funksionimin e
lidhjeve të reja (adjencies)[7].
Përveq në krijimin e fqinjëve, Hello paketat shërbejnë edhe si keepalive (mbajtë gjallë) për
të monitoruar lidhjet fqinje. Nëse një ruter nuk degjon një “Hello” nga fqinjët, pas intervalit
të paracaktuar, ruteri fqinj do të konsiderohet si i paarritshëm dhe lidhja mes atyre ruterëve
nuk do të ekzistoje më Intervali tipik për shkëmbimin e Hello paketave është 10 sekonda,
ndërsa intervali i vdekjes (dead interval) konsiderohet sa 10 herë intervali i shkëmbimit.
3.1.3 Areat
Sipas gjendjes së linkut, brenda për brenda rrjetes, kemi ndarje të zonave, te ashtuquajtura
si area. Një fushë apo area është një nëngrup i ruterave që e formojnë një Rrjet. Ndarja e një
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rrjeti në zona apo area është përgjigje e tri shqetësimeve më të shpeshta për protokolet e
gjendjes së linkut:
-

Algoritmi kompleks kërkon më shumë kohë procesorike sesa protokollet me vektor
të distancës
- Qarkullimi i shumë paketave të gjendjes së linkut ndikon shumë në kapacitetin në
dispozicion, posacërisht në rrjetet jo-stabile
Protokollet moderne të gjendjes së linkut dhe ruterët që funksionojnë përmes tyre, janë të
dizajnuar që ti zvogëlojnë këto efekte, por nuk mund ti eliminojnë të gjitha.
3.2 Protokolli Sistemi Intermediar në Sistemin Intermediar – IS-IS
Për të mbështetur domenet më të mëdha të rutimit, përdoret hierarkia dy nivelëshe e
protokollit IS-IS.
Një domen më i madh mund të ndahet administrativisht në dy fusha. Çdo sistem është i
vendosur në njërën nga fushat. Rutimi brenda fushës së njejtë është referuar si rutimi i
Nivelit 1. Rutimi mes fushave të ndryshme është referuar si rutim i nivelit 2.
Niveli 2 i Sistemit Intermediar (IS) ruan informacionet e rrugëve për fushat në destinacion.
Niveli 1 i Sistemit Intermediar (IS) ruan informacionet e rutimeve brenda fushës së vet.
Për një paketë që e ka destinacion një fushë tjetër, Niveli 1 IS e dërgon paketën te pika më e
afërt e nivelit 2 IS në fushën e vet, pavarësisht nëse destinacioni i paketës është në atë rrugë
apo jo. Pastaj, paketa udhëton përmes rutimit të Nivelit të 2 për në fushën destinuese,
poashtu mund të ndodhë që gjatë rrugëtimit paketa të udhëtojë edhe përmes Nivelit 1 deri
në destinacion[7][8].
Vlen të theksohet se zgjedhja e portës dalëse prej një fushe në tjetrën bazuar nga rutimi i
nivelit 1 në nivelin 2 më të afërt, mund të rezultoj në rutim jo-optimal.
3.2.1 CLNS

CLNS (Connectionless Service Network) është një prej shërbimeve të OSI modelit që
gjendet në shtresën e rrjetit (eng. Network Layer), i ngjashëm me shërbimet IP. Një entitet
CLNS komunikon përmes protokollit CLNP (Connectionless Network Protocol) me
entitetin tjetër CLNS. Siç kuptohet edhe nga emri, shërbimi CLNS nuk kërkon që të
krijohet paraprakisht një lidhje mes dy pikave para transmetimit. Me fjalë të tjera
transmetimi përmes CLNS nuk është “i besueshëm” por llogaritet si “best effort”.
Në arkitekturën e OSI modelit, përkufizohen “sistemet”. Ruterat janë Sisteme Intermediare
ndërsa pajisjet fundore apo “hostat” janë Sisteme Fundore[8].
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3.2.2

Operimi i Protokollit IS-IS

Prej nivelit më të lartë, IS-IS operon si në vijim:
-

-

-

-

-

Ruterët të konfiguruar me protokollin IS-IS do të dërgojnë Hello paketa te të gjithë
ruterat që kanë interface të konfiguruar me IS-IS në mënyrë që të krijojnë lidhje të
reja dhe fqinjë.
Ruterat të cilët e ndajnë një link të përbashkët, do të bëhen IS-IS fqinjë nëse Hello
paketat e tyre përmbajnë informacione që përmbushin kriteret për të formuar lidhje
të përbashkët. Këto kritere ndryshojnë varësisht nga tipi i medias që do të përdoret
(p2p apo broadcast). Kriteri kryesor është përputhja e autentikimit, tipi i IS (niveli 1
apo nivel 2) dhe niveli i MTU.
Ruterët mund të ndërtojnë paketë me gjendje të linkut apo LSP (Link-State Packet)
bazuar në interface-t e tyre lokal që janë konfiguruar për IS-IS dhe prefisket e
mësuara nga ruterët tjerë të lidhur.
Në përgjithësi, ruterët dërgojnë LSP paketa te të gjithë fqinjët e lidhur përveq te
fqinji nga i cili e kanë pranuar LSP paketën e njejtë. Megjithatë, ka forma të
ndryshme të dërgimit të këtyre paketa dhe poashtu numër i ndryshëm i skenareve
përmes të cilëve “flooding” mund të jetë i ndryshëm.
Gjatë dhe pas shkëmbimit të LSP paketave, të gjithë ruterët do të konstruktojnë
databazën e tyre për gjendje të linkut.
Një pemë me rrugën më të shkurtër (Shortest-path tree –SPT) kalkulohet për secilin
IS, dhe përmes kësaj SPT ndërtohet tabela e rutimit.
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3.2.3 Backbone (Kurrizi)

Backbone i IS-IS është një koleksion i ngjeshur i ruterëve të aftë për Nivel 2 të IS-IS, ku
secili prej tyre mund ti takojë fushave të ndryshme.

Figura 5. Backbone (Kurrizi) i IS-IS [8]

Me IS-IS, një ruter individual është vetëm në një area, dhe kufiri mes fushave është një link
që i lidh dy ruterë që janë në area të ndryshme. Një IS-IS ruter në përgjithësi ka vetëm një
adresë të pikës së qasjes në shërbime të rrjetit (NSAP- Network Service Access Point)[8].
Ndryshe nga IP ruterët që përdorin OSPF ose protokolle të ngjashme që mund të kenë me
shumë se një IP adresë.
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Figura 6. Areat e protokolit IS-IS [8]

Protokoli IS-IS ka hierarki dy-nivelëshe. Ruterët me aftësi të nivelit 2 e formojnë
Backbone. Të dyja, ruterët e nivelit 1 dhe ruterët e nivelit 2, gjendën në areat përkatëse.
Ruterët mund të konfigurohen si të llojit Nivel 1 (N1), Nivel 2 (N2), ose të dyja (N1/N2).
Brenda Cisco IOS Software, konfigurimi default është i Nivelit 1 dhe Nivelit 2 në të njejtën
kohë, gjë që lejon krijimin automatik të një rrjeti IS-IS në mes të dy ruterëve vetëm duke i
lëshuar në përdorim këta rutera (eng. plug-and-play).
Ruterët me aftësi të nivelit 2 lidhin të gjitha areat brenda domenit të rutimit. Ruterët e
nivelit 2 i reklamojnë adresat e tyre NSAP te ruterët e tjerë të nivelit 2 në backbone.
Të gjithë ruterat e nivelit 1 dhe hostat në atë area duhet të kenë një NSAP me adresë të
njejtë të fushës.
Ruterët e Nivelit 1 – Një ruter i nivelit 1 e njeh topologjinë e rrjetës vetëm brenda areas së
vet dhe është i lidhur me ruterët fqinj të niveli 1 ose të Nivelit N1/N2 në atë fushë. Poashtu,
ky ruter ka databazën e gjendjes së linkut me të gjitha informacionet për rutim brenda areas
së vet. Këta ruterë përdorin ruterin e parë më të afërt me aftësi të nivelit 2 kur duhet të
dërgojnë një paketë jashtë areas së vet, skenar ky që mund të rezultoj në rutim nënoptimal[7].
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Ruterët e Nivelit 2 – Një ruter i nivelit 2 mund të ketë fqinjë në area të njejtë apo në area të
ndryshme, dhe ka një databazë të gjendjes së linkut të nivelit 2 që përmban të gjithë
informacionet për rutim ndërmjet areave përkatëse. Ruterët e nivelit 2 kanë informata për
areat tjera por nuk do të kenë informacione të nivelit të 1 brenda areas së vet.
Në botën e OSI modelit, një ruter duhet që ta njohë topologjinë e rrjetës brenda areas së
vetë, kështu i bie se një ruter nuk duhet të konfigurohet me Nivel 2 nëse nëpër këtë ruter
kalon vetëm OSI trafik. Nëse trafiku në një area është vetëm IP, atëherë të gjithë ruterët
mund të konfigurohen me Nivel 2[7].
Ruterët e Nivelit N1/N2 – Ruterët e nivelit N1/N2 mund të kenë fqinjë prej areave të
ndryshme. Poashtu, i kanë nga dy databaza për gjendje të linkut: databazë të gjendjes së
linkut të nivelit të 1 për rutim brenda-areas dhe databazë të nivelit të 2 për rutim jashtëareas.
Një ruter N1/N2 i përmban dy topologji SPF dhe për këtë arsye mund t’i nevojitet më
shumë memorje dhe procesim. Kur konfigurohet protokolli IS-IS në një Cisco Ruter,
automatikisht ruteri do të jetë i konfiguruar si i Nivelit N1/N2[7].
3.2.4 Ndërtimi i lidhjeve te protokoli IS-IS

Dy rutera do të bëhen fqinjë nëse bien dakord për parametrat vijues:
-

-

Niveli 1 – Dy rutera që e ndajnë një segment të përbashkët të rrjetës duhet ti kenë
interface e tyre të konfiguruar për të qenë në arean e njejtë nëse duan të kenë lidhje
të nivelit 1.
Niveli 2 – Dy rutera që e ndajnë një segment të përbashkët të rrjetës duhet të
konfigurohen si nivel 2 nëse ata janë në fusha të ndryshme dhe duan të bëhen fqinj.
Autentikimi – IS-IS lejon konfigurimin e një password-i për një link specifik, për
një area apo edhe për të gjithë domenin.

Databazat e gjendjes së linkut – Të gjithë LSP-të valide të pranuara nga një ruter ruhen në
databazën e gjendjes së linkur. Këto LSP e përshkruajnë topologjnë e një fushe. Ruterët e
përdorin databazën e gjendjes së linkut për të kalkuluar pemën e rrugës më të shkurtër
(SPF).
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3.3 BGP
3.3.1 BGP Verzion 4

Border Gateway Protocol (BGP) është një protokol për rutim në mes domenesh i cili është i
dizajnuar që të ofrojë rutim pa loop-a (eng. loop free) në mes këtyre domeneve të ndara të
cilat përmbajnë politika të pavarura të rutimit nga njëra tjetra.
Implementimi i BGP v4 përmes Cisco IOS (Sistemit operativ te pajisjeve Cisco) përfshinë
shtesa të tjera shumë-protokollare të cilat mundësojnë shpërndarjen e informacioneve të
rutimit të IP Rutave të shumta dhe familjeve të shumta të adresave që përkrahen ne shtresën
e tretë të TCP (Layer 3) ku hyjnë IP e versionit 4 (IPv4), IP e versionit 6 (IPv6), Rrjetave
private virtuale (Virtual Private Network - VPN) si dhe Shërbimeve të Rrjetës pa nevojë të
inicimit të lidhjes (Connectionless Network Services - CLNS).
BGP kryesisht gjen përdorim në lidhjen e rrjetave lokale me ato te jashtme duke fituar qasje
ne Internet apo lidhje me organizata të ndryshme. Me rastin e lidhjes me një organizatë të
jashtme, krijohen sesione të BGP-së së jashtme (eBGP – External BGP). Edhe pse
protokoli BGP kategorizohet si protokol dalës i jashtëm (External Gateway Protocol EGP), shumë rrjeta brenda për brenda një organizate kanë arritur kompleksitet aq të lartë sa
që është bërë i nevojshëm përdorimi i BGP për të thjeshtëzuar komunikimin brenda rrjetës
së organizatës. Pajisjet që kanë të aktivizuar dhe përdorin BGP për komunikim mes vete
brenda së njëjtës organizatë përdorin sesione të BGP-së së brendshme (Internal BGP iBGP)[11].
3.3.2 BGP- Spikeri dhe Relacionet në mes të pjesmarrësve në rrjetë (Peer Relationships )

Një ruter i rrjetës që ka të konfiguruar BGP-në, nuk e bën zbulimin e pajisjeve tjera që kanë
të konfiguruar BGP gjithashtu ne mënyre automatike. Administratori i rrjetës zakonisht bën
manualisht konfigurimin e lidhjes ndërmjet ruterëve që përdorin BGP.
Një pajisje e të njëjtës rrjetë që përmban BGP të konfiguruar dhe e cila ka një TCP sesion
aktiv kundrejt një pajisjeje tjetër me BGP të konfiguruar themi se kanë një relacion që
njihet si shoqërim mes pajisjesh (Peer Relationship).
Një spiker në BGP është një ruter lokal ndërsa një shoqërues është çfarëdo ruteri
pjesëmarrës në rrjetë i cili ka të konfiguruar BGP. Me vendosjen e lidhjes TCP në mes të dy
pajisjeve të shoqëruara, çdo pajisje që përmban BGP fillimisht bën shkëmbimin e rutave të
njohura për pajisjet tjera pra duke e shkëmbyer të tërë tabelën e rutimit të BGP-së me
pajisjet tjera shoqëruese. Pas këtij shkëmbimi fillestar, të vetmet shkëmbime të informatave
të përditësuara ndodhin kur kemi ndryshime në topologjinë e rrjetës apo kur ndonjë rregull
e rutimit implementohet apo ndonjë rregull ekzistuese modifikohet. Përgjatë kohës në të
cilën nuk kemi shkëmbimet e informacioneve të lartpërmendura në mes të pajisjeve te
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shoqëruara, ruterët bëjnë shkëmbimin e mesazheve speciale të njohura si mesazhe që
mbajnë gjallë komunikimin (eng. keepalives)[10].
Një sistem autonom i BGP është nje rrjetë e kontrolluar nga një administrator teknik i cili
është përgjegjës për administrimin e një entiteti të vetëm.
Ruterët e shoqëruar i quajmë te jashtëm (external) në rast se ata operojnë në sisteme
autonome të ndryshme ndërsa të brendshëm (internal) në rast se janë në të njëjtin sistem
autonom.
3.3.3 BGP – Vendosja e sesioneve në mes të pjesëmarrësve

Kur një proces i rutimit në BGP vendos një sesion në mes të shoqëruesve, ai kalon nëpër
proceset e mëposhtme:
• (Idle) – Është gjendja fillestare të cilën procesi i rutimit të BGP e vendos me rastin e
aktivizimit të protokollit të rutimit apo me rastin e rivendosjes se lidhjes. Në këtë gjendje,
ruteri qëndron në pritje të ndonjë ngjarjeje siç është : ndonjë konfigurim nga pjesëmarrësit e
tjerë të rrjetës që gjenden në largësi[10].
• Connect – Është gjendja kur procesi i rutimit të BGP detekton se një pjesëmarrës i rrjetës
është ne proces të vendosjes së një sesioni TCP me pjesëmarrësin Spiker lokal të BGP[10].
• Active – Në këtë gjendje, procesi i rutimit të BGP tenton të vendos një sesion TCP me një
pjesëmarrës në rrjetë duke e përdorur një matës të kohës që njihet si ConnectRetry timer.
Eventet fillestare injorohen në këtë gjendje dhe në rast të dështimit të sistemit apo në rast të
rikonfigurimit të BGP procesit, procesi do të kalojë nga kjo gjendje në gjendjen Idle[10].
• OpenSent – Në këtë gjendje kemi të vendosur një lidhje TCP në mes të pjesëmarrësve në
rrjetë me ç’rast procesi i rutimit të BGP dërgon një mesazh të njohur si OPEN në drejtim të
pjesëmarrësit në largësi dhe pastaj kalon në gjendjen OpenSent. Në rast të dështimit të
lidhjes së vendosur në mes këtyre pjesëmarrësve, atëherë automatikisht gjendja e procesit
kalon në gjendjen Active[10]
• OpenReceive – Procesi i rutimit të BGP pranon mesazhe OPEN nga pjesëmarrësi në
largësi me ç’rast qëndron në pritje të mesazheve fillestare të llojit “keepalive” nga
pjesëmarrësi në largësi. Me rastin e pranimit të mesazhit të llojit “keepalive”, procesi i
rutimit të BGP automatikisht kalon në gjendjen Established. Në rast se kemi ndryshime të
konfigurimit apo ndonjë gabim në konfigurim që afekton sesionin e shoqërimit midis
pjesëmarrësve, pjesëmarrësit dërgojnë mesazhe të llojit FSM (Finite State Machine) me
ç’rast gjendja e procesit të BGP kalon në gjendjen Idle[10].
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• Established – Lloji i mesazhit “keepalive” pranohet nga një pjesëmarrës i rrjetës.
Shoqërimi në këtë gjendje tashmë është vendosur me pjesëmarrësin tjetër me c’rast procesi
i rutimit BGP do të mundësojë shkëmbimin e mesazheve përditësuese me shoqëruesin në
largësi. Në rast të dështimit të kësaj lidhjeje procesi i rutimit të BGP do të kalojë
automatikisht në gjendjen Idle[10].

3.3.4 Implementimi i BGP në nivelin Global të ruterit dhe komandat e konfigurimit të familjes së
adresave

Modeli i familjes së adresave për konfigurimin e BGP bazohet në ndarjen veç e veç të
konfigurimit për secilën familje të adresave. Të gjitha komandat të cilat janë të pavarura për
familjet e adresave grupohen se bashku ne fillim, pastaj këto komanda do të pasohen me
komanda specifike dhe të ndara për secilën familje të adresave.
Kur një operator i rrjetës bën konfigurimin e BGP , rrjedha e konfigurimeve të BGP do jetë
si më poshtë:
• Konfigurimi global (Global configuration) — ky konfigurim aplikohet ne BGP proces ne
dhe nuk do të aplikohet në pjesëmarrësit në veçanti. Shembull: komandat network,
redistribute, dhe BGP bestpath.
• Konfigurimet e veçanta për familjet e adresave (Address family-dependent configuration)
Këto konfigurime aplikohen në mënyrë specifike për familjet e adresave, në këto
konfigurime hyjnë rregullat kundrejt një pjesëmarrësi individual.
3.3.5 BGP e jashtme (eBGP) dhe BGP e brendshme (iBGP)

Nëse një sistem autonom (AS) përmban shumë Spiker të BGP, atëherë sistemi autonom
mund të shërbej si shërbim transitor për sisteme tjera autonome. Siç do e paraqesim ne
diagramin e mëposhtëm, AS 200 shërben si sistem tranzitor për AS 100 dhe AS 300.
Për të dërguar informata për sistemet e jashtme autonome, sistemet autonome duhet të kenë
të siguruar arritshmërinë, për të siguruar arritshmërinë ndërmjet rrjetave duhet të
ndërmerren hapat e mëposhtëm:
- Shoqërimi i BGP së brendshme (iBGP) mes ruterave brenda një sistemi autonom
(SA)
- Ridistribuimi i informacioneve të BGP te protokollet e brendshme (IGP) që
veprojnë në sistem autonom (SA)
Kur BGP vepron mes dy ruterave që i takojnë dy sistemeve autonome të ndryshme (SA),
kjo quhet BGP e jashtme (eBGP). Kur BGP vepron mes dy ruterave në sistemin e njejtë
autonom, quhet BGP e brendshme (iBGP)[10].
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Figura 7. Përdorimi i iBGP dhe eBGP [10]

3.4 Protokolli i komutimit të paketave përmes etiketimit - MPLS (Multiprotocol
Label Switching)
MPLS është protokol që funksionon përmes etiketave (labels), etiketat shkëmbehen
ndërmjet ruterëve në atë mënyrë që të ndërtohet një përkthim etiketë-në-etiketë ndërmjet
ruterëve që komutojnë paketat duke përdorur rrjetën që përdor MPLS. Etiketimi i IP
paketave mundëson që ruterët të komutojnë trafikun vetëm në bazë të etiketës dhe duke e
injoruar destinacionin e IP paketës. Pra, përcjellja e trafikut bëhet bazuar në etiketat dhe jo
IP adresat.
Kur një ruter komuton një IP paketë, fakti i anashkalimit të ndërhyrjes së ruterit në ndrrimin
e IP adresës së destinacionit të një pakete e bënë procesin e kalimit të trafikut nëpër rrjetën
e bazuar në MPLS që të jetë me e shpejtë dhe të konsumojë me pak procesim të paisjes.
Të gjitha benefitet e këtij protokolli e kanë shëndruar atë si protokol shumë të përshtatshëm
për realizimin e VPN (Virtual Private Network) të cilët do i përdorim në vazhdim për
realizimin e RAN – it të bazuar në IP.
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3.4.1 Përdorimi i rrjetës me infrastrukturë të unifikuar

Parimi i punës dhe avantazhi i protokolit MPLS është që të trajtojë të gjitha paketat që
hyjnë në rrjetën MPLS dhe duke u bazuar në IP adresën e destinacionit apo ndonjë kriter
tjetër të komutojë të tërë trafikun përgjatë infrastrukturës së njejtë. Arsyeja kryesore e
hyrjes së IP në transportin e rrjetave të telekomit është pasiqë mundëson transportin e
teknologjive të ndryshme ku përveç ‘data trafikut’ bëhet edhe transporti i trafikut të
telefonisë.
Duke përdorur MPLS së bashku me IP, janë zgjeruar mundësitë e transportit në industrinë e
telekomunikacionit. Duke iu shtuar etiketimin një IP pakete është arritur që edhe protokole
tjera të transportohen. Prandaj, në rrjetat që kanë të aktivizuar dhe përdorin MPLS është i
mundur transporti i IPv4, IPv6, Ethernet, High Level Data Link Control (HDLC), PPP, dhe
teknologji të tjera të shtresës së dytë të OSI modelit.
Ruteri që komuton etiketat në terminologjinë e rrjetave kompjuterike njihet si Label Switch
Router (LSR) dhe si i tillë është ruter që mbeshtetet dhe përkrah MPLS. Kemi disa lloje të
këtyre ruterëve varësisht nga detyrat e tyre në rrjetë:
- Ruteri që pranon paketat (Ingress LSR) — Ky rol i ruterit pranon paketat që hyjnë në
MPLS rrjetë. Pra, paketat që ende nuk janë etiketuar, vendos një etiketë në paketë dhe si të
tillë e komuton atë në bazë të Shtresës së dytë të OSI modelit.
-Ruteri dalës (Egress LSR) — Ky rol i ruterit pranon paketën e etiketuar dhe e “zhvesh”
atë nga etiketa duke vazhduar me komutimin e saj në bazë të Shtresës së dytë të OSI
modelit. Duhet të cekim se të dy ruterët e lartpërmendur logjikisht janë të vendosur në
kufijtë e përfundimit/fillimi të rrjetës MPLS.
- Ruteri i ndërmjetëm (Intermediate LSRs) — Ky rol i ruterit pranon paketat tashmë të
etiketuara, kryen operacione të ndryshme në të dhe më pas e drejton dhe e komuton atë në
destinacionin e kërkuar në bazë të Shtresës së dytë të OSI modelit. Një ruter i ndërmjetëm
mund të performojë tri lloje të operacioneve: pop, push dhe swap. Operacioni POP paraqet
mundësinë e ruterit që funksionon në MPLS, që të “zhvesh” paketën nga një etiketë dhe ta
komutojë atë.
PUSH është operacioni që një MPLS ruter duhet ta performojë dhe ai përfshinë aftësinë e
ruterit që të kryej etiketime të shumta brenda një pakete varësisht nga destinacioni dhe
rruga që do të ndiqet për komutim të paketës.
SWAP operacioni përfshinë procesin e ndërrimit të etiketës së një pakete duke e komutuar
atë në destinacionin e kërkuar.
21

3.4.2 Shtegu i Komutimit të Etiketave (Label Switched Path)

Shtegu i komutimit të etiketave në teknologjinë MPLS njihet si LSP dhe paraqet një
sekuencë të LSR duke mundësuar komutimin e kontrolluar të paketave përmes rrjetës
MPLS.
Pra, logjika e funksionimit të LSP është që LSR i burimit është Ruteri që pranon paketat
(Ingress LSR) ndërsa destinacioni është Ruteri dalës (Egress LSR) duke i trajtuar të gjithë
ruterët që përshkohen përgjatë udhëtimit të paketës sikur Ruterë të ndërmjetëm
(Intermediate LSR)

Figura 8. Shtegu i komutimit të Etiketave (LSP) ne MPLS [11]

3.4.3 Distribuimi i Etiketave përmes LDP

Ruterët LSR në tabelën e tyre të rutimit të IP paketave krijojnë një lidhje lokale sic vijon:
realizon lidhjen në mes të një etikete dhe prefiksit të IP adresës që posedon në tabelën e
rutimit. Këto lidhje të kalkuluara, ruteri LSR pastaj ua distribuon të gjithë pjesmarrësve në
rrjetën MPLS të cilët njihen si LDP Neighbors. Në këtë menyrë secili pjesëmarrës në
MPLS rrjet popullon nga një tabelë speciale me informacionet e etiketimit që njihet si baza
e informacioneve të etiketimit (Label Information Base - LIB). Të gjitha këto distribuime
bëhen duke përdorur protokollin LDP (Label Distribution Protocol) i cili merret me
distribuimin e etiketave ndërmjet ruterëve pjesmarrës ne MPLS rrjetë.
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Figura 9. Distribuimi i etiketave permes protokolit të distribuimit LDP [11]

• Pop— Etiketa e fundit largohet duke e komutuar paketën në bazë të etiketës së mbetur
apo të pa etiketuar fare.
• Swap—Etiketa e fundit largohet dhe zëvendësohet me një etiketë tjetër.
• Push—Etiketa e fundit largohet duke u zëvendësuar me etiketën e re por gjithashtu duke
vendosur një apo më shumë etiketa në paketën e re.
Në figurë shofim se një IPv4 paketë me destinacion 10.0.0.0/8 me të hyrë ne rrjetën MPLS
përmes Ruteri që pranon paketat (Ingress LSR) i vendoset etiketa 129 the komutohet në
drejtim të LSR tjetër.
LSR i radhës përformon ‘swap’ në këtë paketë duke ia zëvendësuar etiketën 129 në 17 dhe
duke e përcjelluar atë në drejtim të një LSR të tretë.
LSR i tretë e pranon paketën e etiketuar duke performuar operacionin ‘swap’ në të dhe në
këtë menyrë duke ia zëvendësuar etiketën 17 në 33 dhe duke e komutuar tutje. I gjithë
komutimi do të vazhdojë në këtë menyrë deri në momentin e arritjes tek Ruteri dalës
(Egress LSR) i cili do ta “zhvesh” nga etiketat paketën dhe do ta komutoj tutje në rrjetë
jasht MPLS rrjetës.
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Figura 10. Procesi i etiketimit ne rrjeten MPLS [11]

3.5 Rrjeta Private Virtuale (Virtual Private Network - VPN )
VPN është një rrjetë që emulon rrjetën private në një infrastrukturë të përbashkët. VPN
funksionon në shtresën 2 dhe 3 të OSI Modelit. Në rast të përgjithshëm një VPN i takon një
kompanie e cila ka nën administrim një apo më shume pajisje që kontrollon nga largësia
duke shfrytëzuar rrjetën e përbashkët me përdorues tjerë që e ofron ofruesi i shërbimeve të
Internetit apo infrastruktura në pronësi të kompanisë (në këtë rast studimi kompania e
ofrimit të shërbimeve telekomunikuese).
Logjika e funksionimit të një VPN është që të gjithë përdoruesit e infrastrukturës së
përbashkët të jenë në gjendje të përdorin infrastrukturën për të kontrolluar pajisjet e tyre në
largësi përmes një VPN por duke qenë të ndarë nga VPN të tjerë. Përdorimi i VPN në
industrinë e telekomit ka gjetur përdorim qysh në gjeneratën e dytë (2G) të komunikimeve
mobile.
Duke filluar nga aplikimi i teknologjisë ATM (Asynchronous Transfer Mode) në transport,
operatorët kanë përdorur VPN për të krijuar qarqe virtuale (Virtual Circuits) me anë të
cilave është mundësuar komunikimi ndërmjet pajisjeve fundore dhe atyre qendrore në RAN
të operatorit të telefonisë mobile[11].
Megjithatë, me rritjen e nevojave për kapacitete më të larta, ulje të kostos dhe rritjes së
sigurisë, ka lindur nevoja e përdorimit të VPN të mirëfilltë i cili do të aplikohej dhe do të
shërbente në rrjetën IP/MPLS.
Përgjatë këtij punimi ne do të përdorim VPN për arritjen e qëllimit të realizimit të RAN-it
të bazuar në IP duke krijuar rrjetën e bazuar në IP/MPLS dhe në të cilën do aplikojmë
logjikën dhe konfigurimet e nevojshme për të realizuar me sukses ndërlidhjen e pajisjeve
fundore me ato qendrore duke konfigurar VPN që do të përdor VRF (Virtual Routing and
Forwarding).
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3.5.1 Rutimi dhe Komutimi Virtual (Virtual Routing and Forwarding - VRF)

VRF është një teknologji e bazuar në IP e cila mundëson instanca të shumta dhe të njëjta që
të ekzistojnë në një Ruter të vetëm. Meqë këto instanca do të jenë të “izoluara” dhe
funksionale në të njejtën kohë atëherë VRF mundëson edhe përdorimin e IP adresave të
njëjta në të njëjtën kohë duke mos shkaktuar konflikt në rrjetë[11].
VRF ndërton një tabelë të rutimit virtuale brenda ruterit duke përmbajtur adresën fillestare
dhe hapin e ardhshëm në drejtim të destinacionit të paketës. Kjo teknologji është e
aplikueshme dhe mbështetet nga të gjitha protokollet e rutimit si dhe përkrah aplikimin dhe
kombinimin me teknologjinë e Inxhinierisë së Trafikut (MPLS Traffic Engineering –
MPLS TE) përgjatë rrjetës.
Kompanitë telekomunikuese që ofrojnë shërbime të komunikimeve mobile kanë filluar
aplikimin e VRF duke krijuar VPN të ndara për përdorim në RAN të rrjetës. Prandaj,
përgjatë këtij punimi do të krijojmë VRF me qëllim të arritjes së komunikimit ndërmjet
pajisjeve fundore drejt paisjes qendrore duke emuluar kështu një skenar që paraqet të tërë
zgjidhjen duke filluar nga Antenat deri tek pajisja që i kontrollon ato (Node B/RNC).

3.6 Inxhinieria e Trafikut në MPLS (MPLS Traffic Engineering – MPLS TE)
Siç e dimë nga studimet e deritanishme, rutimi i trafikut mund të jetë tradicional duke
përdorur rutim statik apo në rastin më të përgjithshëm në industri rutim dinamik përmes
protokoleve të rutimit.
Krahasimi i IP adresës së burimit dhe destinacionit me tabelat e rutimit të ruterëve
pjesmarrës në rrjetë ka arritur qëllimin e komutimit sa më të shpejtë të paketave.
Procedura e lartpërmendur ndiqet nga të gjithë ruterët që marrin pjesë ne komutimin e
paketës bazuar në rregullat dhe kriteret e para-konfiguruara duke shqyrtuar kostin e linkut
si rrugë për të gjetur shtegun më të afërt drejt destinacionit.
Në lëminë e telekomunikacionit e veçanërisht në komunikimet mobile respektivisht në
pjesën e RAN të rrjetës, komutimi i trafikut nuk paraqet problem deri në momentin e
fillimit të ndikimit të këtij procesi në konsumin e kapacitetit të linqeve pasi që rutimi
tradicional nuk e merr për bazë disponueshmërinë apo mbingarkesën e një linku.
Prandaj, me të lindur nevoja për shfrytëzim sa më të mirë të rrjetës dhe kontrollimit të
shtegut të komutimit të trafikut ka ardhur në shprehje gjetja e zgjidhjeve për planifikim të
shtigjeve të komutimit të trafikut dhe në këtë mënyrë orientim të paracaktuar të trafikut
përgjatë RAN-it.
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Si zgjidhje është provuar konfigurimi i rregullave dhe kritereve duke përdorur tiparin që
ofrojnë protokollet e rutimit që quhet Rutimi i bazuar në Rregulla (Policy-based Routing PBR). Mirëpo, për një rrjetë të gjerë dhe me shumë pajisje (Ruterë) kjo do të bëhej e
mundimshme, vështirë e menaxhueshme dhe me kosto të lartë pasi aplikimi i këtij tipari do
të kërkonte që të bëheshin konfigurime për secilin ruter pjesmarrës në rrjetë përgjatë
shtegut të paracaktuar për komutim të trafikut.
Për të evituar skenaret e lartpërmendura dhe për të zgjidhur problemet e utilizimit dhe
kontrollimit të shtegut të komutimit të trafikut në rrjetë si zgjidhje më e lehtë është
Inxhinieria e Trafikut në MPLS.
Kjo teknologji bazohet në aplikimin e kritereve të rutimit të trafikut qysh në fillim të rrjetës
duke e krijuar kështu nje MPLS tunel në ruterin burimor të këtij tuneli deri te ruteri i
destinacionit. Me këtë rast duke përdorur edhe LSP (Label Switching Path) bëhet komutimi
i këtij trafiku varësisht se cilën LSP do e kemi të konfiguruar për të arritur drejt
destinacionit[11].
Funksionimi dhe komutimi i trafikut me aplikimin e kësaj teknologjie do e merr për bazë
kapacitetin e linkut prandaj si i tillë do arrijë të realizojë kalkulime duke përdorë algoritme
të zgjedhjes së shtegut më të mirë.
Teknologjia e Inxhinierisë së Trafikut në këtë mënyrë ofron një zgjidhje efiçiente për
drejtimin e trafikut kah shtigjet e dëshiruara për të shmangur linqet e tejngarkuara duke i
kontribuar utilizimit sa më të mirë të kapacitetit.
Përgjatë këtij punimi do realizojmë skenarin e aplikimit të kësaj teknologjie/zgjidhjeje duke
tentuar të orientojmë trafikun në shtigjet që do i caktojmë vet.
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4. DEKLARIMI I PROBLEMIT
Rritja e shërbimeve të operatorëve që ofrojnë komunikime mobile si dhe ofrimi i
mundësive të mëdha të kryerjeve të operacioneve te ndryshme ditore përmes pajisjeve
mobile, kanë pasuar rritjen e përdoruesve të pajisjeve mobile respektivisht shfrytëzimin më
të madh të rrjetës së operatorëve te komunikimeve mobile.
Me rritjen e konsumatorëve ka ardhur nevoja edhe për rritjen e shërbimeve me qëllim
mbajtjen e hapit me konkurrencën si dhe rritjes së fitimit për operatorët që ofrojne këto
shërbime. Të gjithë faktorët e lartpërmendur kanë rritur nevojën për zgjerim të rrjetës, rritje
të kapacitetit arritje të cilat kanë rritur edhe numrin e paisjeve pjesmarrëse në rrjetë.
Realizimi i këtyre ndërhyrjeve në rrjetën e operatorit duke përdorur teknologjitë e
transportit në RAN sic janë ATM dhe TDM apo teknologji tjera, nuk e zgjedh problemin në
mënyre permanente por e shmang atë duke arritur kapacitete që do të sfidoheshin përsëri
bazuar në trendet e rritjes së kërkesave. Gjithashtu, teknologjitë e transporit si ATM dhe
TDM si dhe infrastruktura fizike që i mbështet ato ka koston më të lartë se që do të kishte
një infrastrukturë e bazuar në IP.
Ky punim ka për synim që të trajtojë pjesën RAN (Radio Access Network) të një rrjete të
telefonisë mobile dhe të tentojë menjanimin e problemeve të ndryshme të lartcekura duke
reduktuar koston e ofrimit të shërbimeve me ç’rast zgjerimin e kontrolluar të rrjetës, rritjen
e kënaqshme të kapacitetit si dhe menaxhimin sa më të lehtë të pajisjeve. Gjithashtu, të
ndikoj në uljen e numrit të pajisjeve në rrjetën RAN të operatorit duke aplikuar
teknologjinë IP për të mbështetur komunikimin e antenave si të gjeneratës 2G poashtu edhe
3G me Rrjetën Qendrore (eng. Core Network) por edhe duke krijuar një rrjetë homogjene
dhe të gatshme për përditësimet drejt gjeneratave të ardhshme mobile si LTE dhe tutje. Ky
punim është fokusuar në objektivin e lartpërmendur duke realizuar nën-objektivat e
mëposhtme:
• Studimin e zhvillimit kronologjik të RAN përgjat zhvillimit të gjeneratave mobile
• Analizimi i protokoleve të përdorura në një rrjetë RAN si dhe paisjeve fizike të
përdorura
• Përcaktimi i një zgjidhjeje që do të arrinte objektivin kryesor duke mënjanuar
problemet e paraqitura në këtë temë
• Përcaktimi i protokoleve të nevojshme për realizimin e objektivit kryesor
• Realizimi i skenarit të rrjetës RAN të bazuar tërësisht në teknologjinë IP duke e
emuluar ne laborator dhe nxjerrur rezultatet

27

5. METODOLOGJIA
Gjatë këtij punimi janë përdorur metoda të ndryshme në drejtim të arritjes së objektivit
kryesor në zgjidhjen e problemit të definuar. Metodat që janë përdorur janë si më poshtë:
•

Përshkruese – është bërë përshkrimi i temës së trajtuar duke vënë në pah zhvillimin
kronologjik të teknologjive që kanë të bëjnë me temën e trajtuar.

•

Analize – është bërë analizimi i literaturave të ndryshme si dhe arkitekturave të
ndryshme që ofrojnë zgjidhje të problemit të parashtruar që ofrohen me
dokumentime teknike të publikuara nga prodhues dhe dizajnues të ndryshëm të
rrjetave në Telekomunikacion.

•

Simulim – është bërë simulimi i një rrjete RAN duke përdorur Ruter të prodhuesit
Cisco, duke konfiguruar protokolet e përmendura në vijim të këtij punimi si dhe
duke nxjerrur rezultatet e konfigurimeve të nevojshme. Simulimet/Testimet janë
realizuar përmes programit për simulim të rrjetave GNS3.

Siç shihet nga metodat e përzgjedhura, nënobjektivat një deri në katër janë trajtuar në
kuadër të shfletimit të literaturës, ndërsa për të trajtuar objektivën e fundit është marrë një
rast studimi duke simuluar arkitekturën e një rrjete e cila do të trajtonte problemet e
lartcekura.
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6. Dizajnimi dhe Simulimi i IP-RAN-it
Për realizimin e RAN-it të bazuar në IP, është përdorur simulatori GNS 3 (Graphical
Network Simulator), për të ndërtuar rrjeta me pajisje të kombinuara, virtuale dhe ato reale.
Për shkak që për realizimin e rrjetës RAN, kërkohen ruter me aftësi më komplekse, kjo ka
qenë zgjidhja më e përshtatshme për këtë skenar.
Fillimisht, kemi vendosur 7 Cisco Ruter-a siç shihet në skemën në vijim për të konfiguruar
të gjithë protokollet e nevojshme, adresimet e nevojshme në secilin interface. Sic e dimë,
pajisja Ruter është pajisje e nivelit të 3 të OSI Modelit, apo nivelit IP që kupton dhe
përkthen adresat IP prej një interface në tjetrin. Ruteri, për nga aspekti i transmetimit,
ruajtjes së të dhënave, është më i avancuar se pajisjet Switch dhe Hub që i takojnë niveleve
më të ulëta të modelit referues OSI, nivelit të të dhënave përkatësisht nivelit fizik.

Figura 11. Topologjia e rrjetes RAN e simuluar ne GNS

Konfigurimet bazike që janë bërë te secili ruter para se të fillohet puna me protokollet e
rutimit janë:
-

Vendosja e secilit ruter me IOS c7200
Lidhja e ruterëve me njëri tjetrin me kabllo FastEthernet
Lëshimi i interface që lidhin dy ruterë dhe vendosja e pikë-për pikë IP adresave /30
Vendosja e rutave statike fillimisht për të testuar se gjithçka është në rregull
Caktimi i një loopback adrese si interface logjike për secilin ruter

29

Tabela e mëposhtme e paraqet një skemë se çka është konfiguruar paraprakisht në secilin
prej ruterëve

Hostname

Interface
IP Adresa
Loopback0
11.11.11.11 /32
FastEthernet 0/0
10.2.12.1/30
R1
FastEthernet 1/0
Loopback0
22.22.22.22/32
FastEthernet 0/0
10.2.12.2/30
FastEthernet 0/1
10.2.23.1/30
R2
FastEthernet 1/0
10.2.24.1/30
FastEthernet 2/0
10.2.25.1/30
Loopback0
33.33.33.33/32
FastEthernet 0/1
10.2.23.2/30
R3
FastEthernet 1/0
Loopback0
44.44.44.44/32
FastEthernet
0/0
10.2.46.1/30
R4
FastEthernet 1/0
10.2.24.2/30
Loopback0
55.55.55.55/32
FastEthernet 0/0
10.2.56.1/30
R5
FastEthernet 2/0
10.2.25.2/30
Loopback0
66.66.66.66/32
FastEthernet
0/0
10.2.46.2/30
R6
FastEthernet 0/1
10.2.56.2/30
FastEthernet 1/0
10.2.67.1/30
Loopback0
77.77.77.77/32
FastEthernet 0/0
R7
FastEthernet 1/0
10.2.67.2/30
Tabela 3. IP adresat e alokuara per ruteret e sumuluar ne laborator

6.1 Konfigurimi i IS-IS
Në mënyrë që të aktivizohet protokolli IS-IS për IP në një ruter dhe në mënyrë që ai ruter të
shkëmbejë informacione të rutimit me ruterët e tjerë të aktivizuar me IS-IS duhet që të
kryhen veprimet e mëposhtme:
-

Aktivizimi i procesit të IS-IS dhe caktimi i area-s (nivel 1 apo nivel 2)
Aktivizimi i IS-IS në nivel të përgjithshëm për IP rutim dhe në interface specifike.

Veprimet e përmendura janë të nevojshme për funksionimin e IS-IS në një ruter ndërsa
veprimet tjera të konfigurimit të mundësuara nga IS-IS janë opcionale.
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Nga skema në Fig. 11, do të konfigurojmë protokollin IS-IS në ruterët R1, R2 dhe R3.
Konfigurimi i ngjashëm i protokollit të IS-IS do të bëhet në të gjithë ruterat, prandaj e kemi
paraqitur në figurën më poshtë konfigurimin e ruterit 1 në detaje.

Figura 12. Konfigurimi i IS-IS ne Ruteri1

Hapi i parë është aktivizimi i protokollit të rutimit IS-IS dhe specifikimi i një procesi të
rëndomtë (zakonisht procesi i parë merret me numër rendor 1) të IS-IS për IP, gjë që e
mundëson kalimin e ruterit prej modit global në modin e konfigurimit.
Hapi i dytë është konfigurimi i NET (Network Entity Title) ku edhe mund të specifikohet
emri për NET poashtu edhe adresa. Për Ruteri1 është konfiguruar NET adresa e paraqitur
në konfigurimin në figurën 12. Pjesa e parë paraqet area-n, e dyta ID e sistemit apo në këtë
rast router ID e ruter-it (interface logjik - loopback).
Hapi i tretë është konfigurimi i tipit të sistemit (area apo ruter backbone), ku opcionet e
përmendura edhe te pjesa e parë e punimit janë: Niveli 1, Niveli 1-2 ose Niveli 2. Në këtë
rast e kemi përdorur Nivelin 2 të protokollit IS-IS.
Pasi e kemi konfigururar IS-IS në mënyrë globale në ruter, është e nevojshmë të veprojmë
në mënyrë të ngjashme në interface e lidhur me ruterët tjerë me të cilët duam të krijojmë
lidhje përmes këtij protokolli.
Hapi i 4 sipas figurës është hyrja në modin e konfigurimit të interface të caktuar, në këtë
rast int fa0/0 qe lidhet me ruterin, pasi jemi në interface veprojmë ngjashëm me aktivizimin
e procesit 1 të protokolit IS-IS dhe pastaj edhe caktimi i nivelit të protokollit IS-IS (N1,
N1/N2, N2). Njejtë veprojmë edhe te interface tjerë të lidhur me ruterët me IS-IS të
konfiguruar.
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Pasi i kemi bërë konfigurimet e duhura në të gjithë ruterët e lidhur, është e nevojshme të
verifikohet se gjithçka është në rregull përmes komandave në vazhdim:

Figura 13. Komandat per verifikim te funksionimit te IS-IS ne Ruteri3

Permes ketyre komandave, ne kemi mundesi te shohim tiparet e protokollit të konfiguruar
IS-IS, shtegjet maksimale të rutimit, portat dalëse dhe adresat përmes të cilave mund të
qaset në këto porta.
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Figura 14. Komanda verifikues e fqinjesise CLNS dhe mesimit te rutave

6.2 Konfigurimi i BGP-së
Për të kuptuar më mirë si funksionon protokolli BGP, do të marrim si shembull lidhjen e tre
ruterave nga topologjia jonë.

Figura 15. Konfigurimi i BGP ne topologjine e simuluar ne GNS
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Supozojmë se duam të krijojmë një lidhje BGP në mes të Ruteri1 dhe Ruteri2. Këta dy
ruter i takojnë sistemit të njejtë autonom AS 100. Para se të formojmë shoqërimin mes
këtyre dy ruterëve, fillimisht e konfigurojmë protokollin BGP për të dy ruterët vec e vec si
në vijim:

Figura 16. Komandat e konfigurimit të BGP ne Ruteri1 dhe Ruteri2

Përmes këtyre konfigurimeve, Ruteri1 ka të aktivizuar protokollin BGP dhe i takon sistemit
autonom 100 dhe BGP ID e ruterit është 11.11.11.11 përkatësisht adresa e interface logjik
loopback, ngjashëm edhe për Ruteri3.
Dy ruterë mund të formojnë fqinjësi nëse ata e formojnë një lidhje TCP mes vete. Lidhja
TCP është e domosdoshme në mënyrë që ruterat të jenë në gjendje të shkëmbejnë
përditësimet e reja të rutimit. Pasi lidhja TCP të jetë funksionale, ruterat mund të dërgojnë
mesazhe të hapura në mënyrë që të shkëmbejnë informacione. Vlerat që shkëmbejnë ruterët
për tu bërë BGP fqinjë janë: numri i sistemit autonom, verzioni i BGP, id e Ruterit për BGP
dhe koha e mbajtjes gjallë të lidhjes (eng. Keepalive). Pas kësaj dy ruterat do të krijojnë
lidhjen e cila nëse është e suksesshme siç e kemi spjeguar në kapitullin paraprak, do të ketë
statusin “established”.
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Figura (apo komandat) më poshtë tregojnë konfigurimet e nevojshme për krijimin e
fqinjësisë.

Figura 17. Komandat e konfigurimit të fqinjesise ne BGP mes Ruteri1 dhe Ruteri2

Siç shihet, komanda për të krijuar lidhjen duhet të ketë adresën dhe sistemin autonom me të
cilin lidhet me ruterin fqinj. Vlen të theksohet se sistemi autonom mund të jetë i brendshëm
dhe i jashtëm siç është spjeguar në kapitullin paraprak. Sistemi autonom i jashtëm apo
eBGP ka lidhje direkte (ip adresë direkte) ndërsa BGP e brendshme iBGP ruterat nuk kanë
nevojë për IP direkte të lidhur me BGP për shkak që rutimet kryhen përmes protokolleve të
brendshme (IS-IS apo OSPF). Për ta parë statusin e fqinjëve të formuar të protokollit BGP,
përdoret komanda verifikuese: show ip bgp neighbors ku përmes tjerash mund të shikohet
se sa shpesh nevojitet të shkëmbehen rutat në mes fqinjëve.

35

Figura 18. Verifikimi i fqinjësise përmes BGP

Siç mund të vërehet nga konfigurimet, ne kemi përdorur si IP adresë interface e lidhur
direkt mes ruterëve, IP adresën e interface logjike apo Loopback. Kjo është e zakonshme në
rastet e BGP së brendshme pasi Loopback adresa është gjithmonë funksionale, por në rastet
e BGP së jashtme gjithmonë duhet që ruterat të kenë lidhje fizike për shkak që është
esenciale që të ekzistojë lidhja eBGP mes këtyre ruterave dhe përdorimi i interface logjike
nuk funksionon.
Për të përdorur loopback e ruterit fqinj si adresë për qasje në atë ruter, duhet që të kryhet
edhe një konfigurim shtesë në ruterin fqinj në mënyrë që në rastin e dërgimit të paketave të
jetë i detyruar të përdor si adresë të burimit, IP adresën e vet të ruterit.
Me fjalë të tjera i gjithë konfigurimi për iBGP duhet të jetë si në vijim:
Ruteri1(config)#router bgp 100
Ruteri1 (config-router)#neighbor 22.22.22.22 remote-as 100
Ruteri1 (config-router)#neighbor 22.22.22.22 update-source loopback 0
Ruteri2(config)#router bgp 100
Ruteri2 (config-router)#neighbor 11.11.11.11 remote-as 100
Ruteri2 (config-router)#neighbor 11.11.11.11 update-source loopback 0

Ruteri R1 e përdor adresën e loopback të Ruterit R2 për qasje në atë ruter, në këtë mënyre
Ruteri R2 duhet të konfigurojë komandën përmes së cilës ai e din se çfarëdo informate që
do ti vijë nga ruteri fqinjë R1, adresa e burimit e R2 do të jetë ajo e loopback 0.
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6.3 Konfigurimi i MPLS VPN
6.3.1 Funksionimi i MPLS VPN
Për të kuptuar më mirë funksionimin e MPLS VPN, në topologjinë tonë kemi insertuar
edhe pajisjet e rrjetit 3G/4G, IP- Node B dhe RNC. Nga skema jonë shihet që ruteri R1 ka
lidhje direkte me IP Node B dhe komunikojnë përmes Nivelit të 3

Figura 19. Topologjia e RAN e simuluar në GNS pas insertimit të RNC dhe IP NodeB

Për të funksionuar lidhja MPLS VPN, e kemi konfigururar MPLS në të gjithë ruterat. Kjo
është e nevojshme pasi çdo ruter duhet të jetë në gjendje të distribuoj etiketa (eng. Labels)
dhe poashtu të përcjellë etiketën që e merr nga një ruter në tjetrin. Në figurën e mëposhtme
është paraqitur konfigurimi i MPLS në ruterin Ruteri7 por e njejtja vlen edhe te ruterët e
tjerë.

Figura 20. Komandat per konfigurimin e MPLS

Përmes komandës mpls ip në modin global, e konfigurojmë MPLS në të gjithë ruterin si
dhe përmes komandës mpls ldp router-id loopbac0 e kemi caktuar në mënyrë statike ID e
ruterit që në këtë rast e kemi marrë adresën logjike të tij apo loopback0. Komanda e njejtë
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për të konfiguruar MPLS vlen edhe në interface tjera të lidhur me ruter tjerë. Përmes
komandave të mëposhtme, bëhet verifikimi i fqinjëve me MPLS të konfigurar, tabelës së
MPLS së bashku me etiketimet përkatëse varësisht nga lidhjet e ruterit me interface tjerë që
kanë të konfiguruar MPLS. Për të parë se MPLS e kemi konfiguruar në të gjithë ruterët, më
poshtë janë dhënë komandat verifikuese të ekzekutuara në ruterin fundor, Ruteri1:

Figura 21. Komandat per verifikimin e fqinjesise ne MPLS permes LDP
6.3.2 Modeli i rutimit të MPLS VPN

Modeli i rutimit MPLS VPN, është i ngjashëm me modelin pikë-në-pikë te një ruter i
dedikuar. Prej perspektivës së IP Node B, vetëm përditësimet për IP adresa dhe të dhëna
përcjellen te RNC. IP Node B dhe RNC nuk kanë nevojë për konfigurime specifike për të
funksionuar në domenin e MPLS VPN.
Në implementimin MPLS VPN, Ruteri1 performon funksione të ndryshme. Ruteri1 duhet
së pari të jetë i aftë për të izoluar trafikun e klientit nëse më shumë se një klient është i
lidhur me Ruteri1, për këtë arsye, secilit klient i caktohet një tabele e rutimit e pavarur nga
klientët tjerë. Rutimi përgjatë rrjetit bazë (eng. Core), që në rastin tonë janë ruterat Ruteri3,
Ruteri4, Ruteri5 & Ruteri6 kryhet përmes përdorimit të një procesi të rutimit në tablën
globale të rutimit. Ruterët bazë mundësojnë komutimin e etiketave (eng. Label switching)
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në mes të Ruteri dhe Ruteri7 dhe nuk janë në dijeni në lidhje me rutat e VPN. Poashtu, IP
NodeB dhe RNC nuk janë në dijeni për rutat e Ruterëve Bazë.
6.3.3 Dalluesi i Rutave (Route Distinguisher), Synimet e Rutave (Route Targets), dhe Familja e
adresave

Në modelin e rutimit MPLS VPN, Ruteri1 siguron izolimin ndërmjet klientëve duke
përdorur VRF-at. Megjithatë, ky informacion duhet të bartet në mes të Ruteri1 dhe Ruteri7
për të mundësuar transferimin e të dhënave në mes të klientave përmes backbone të MPLS
VPN.
Ruteri1 duhet të jetë në gjendje të implementojë proceset që mundësojnë mbivendosjen e IP
adresave në rrjetat e klientëve të lidhur. Ruteri1 poashtu duhet të mësojë këto ruta nga
rrjetet e lidhura të klientëve dhe të shpërndajë këtë informacion përmes backbone të
përbashkët. Kjo mund të realizohet përmes asoocimit të një dalluesi të rutave (eng. Route
distinguisher) për një tabelë të rutimit virtuale në Ruteri1.
Një RD është një identifikues unik 64-bitësh që i paraprin prefiksi i klientit 32-bitësh ose
ruta e mësuar prej IP NodeB, gjë që e bën adresë unike 96-bitëshe që mund të transportohet
përmes Ruteri1 dhe Ruteri7 në domenin e MPLS. Kështu, një RD unike është konfiguruar
për VRF në R1 dhe R7. Adresa rezultuese, që i ka 96-bit në total (32-bit prefiksi i klientit +
64-bit identifikuesi unik ose RD), quhet adresë e VPN versioni 4 (VPNv4).
Protokoli që përdoret për të shkëmbyer këto VPNv4 ruta në mes të Ruteri1 dhe Ruteri7
është multi-protokoli BGP (MP-BGP). Me fjalë të tjera, BGP që është në gjendje të bart
prefikset e VPNv4 përves familjeve tjera të adresave quhet MP-BGP.
MP-BGP gjithashtu është përgjegjëse për caktimin e VPN etiketave. Te komutimi i
paketave në MPLS VPN, ruteri i specifikuar si hap i ardhshëm i përditësimeve të BGP
duhet të jetë i njëjti si ai që i cakton VPN etiketat. Poashtu, BGP mundëson përdorimin e
VPNv4 adresave në ruter MPLS VPN që mundëson mbivendosjen e vargut të adresave me
klientë të shumtë.
Synimet e Rutave (eng. Route Targets) – janë identifikues shtesë që përdoren në domenin e
MPLS VPN në vendosjen e MPLS VPN që identifikojnë VPN anëtarësinë e rutave të
mësuara nga ai vend (eng. Site) i veçantë. Më shumë për synimet e rutave do të mësohet
nga pjesa praktike në vazhdim.
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6.3.4 Konfigurimi bazë i MPLS VPN

Për të realizuar komunikimin pikë-në-pikë të arkitekturës IP-RAN, nga topologjia jonë
ekzistuese kemi vendosur edhe IP-NodeB dhe RNC si pajisje fundore të cilat do të
komunikojnë përmes protokolit të internetit. Është e rëndësishme siç është shprehur edhe
më herët gjatë këtij punimi, që pajisjet fundore, qofshin ata klient apo pajisje tjera
transmetuese, të ju mundësohet thjeshtësimi i komunikimit duke mos pasur neoje për
pajisje komplekse ose të jenë në dijeni për të gjithë rrjetin prapa asaj që nevojitet. Kjo bëhet
e mundur përmes arkitekurës IP-RAN ku jo vetëm se lirohet trafiku i panevojshëm për
pajisjet fundore, por edhe mund të shfrytëzojnë arkitekturën e njejtë për shërbime të
ndryshme, video, audio, video streaming etj.
Nga aspekti i konfigurimit, hapi i parë që do të bëjmë është konfigurimi i dy VRF-ave
përmes të cilëve e mundësojmë konfigurimin e tabelave virtuale të rutimit në mes të IPNode B dhe Ruterit të parë të lidhur (Ruteri1), dhe RNC dhe Ruterit të parë të lidhur
(Ruteri7).
Topologjia si në vijim:

Figura 22. Paraqitja logjike e vrf UBT

VRF-at e konfiguruar në Ruteri1 dhe Ruteri7 i kemi emëruar UBT, dhe konfigurimet e
nevojshme janë paraqitur në vijim:
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Figura 23. Komandat e konfigurimit te VRF ne Ruteri1 dhe Ruteri7

Pas konfigurimit të vrf UBT, e kemi konfigurar edhe dalluesin e rutave përmes të cilit
krijohen tabelat e rutimit dhe të komutimit. RD shtohet në fillim të adresës së prefiksit të
Node B IPv4 për ti konvertuar në një prefiks unik të VPNv4. Në këtë rast ne e kemi
përdorur versionin e numrit 32-bitësh të sistemit autonom (1:100).
Hapi i tretë i konfigurimit është konfigurimi i politikave të eksportit dhe importit të rutave
për komunitetet e zgjeruara të MP-BGP. Kjo politikë përdoret për filtrimin e rutave për një
RT specifike. Ne e kemi përdor komandën route-target both 1:100 e cila nënkupton që e
kemi përdorur policën e njejtë për rutat eksport dhe import.
Hapi i rradhës është vendosja e VRF në interface e caktuar në ruterat përkatës dhe në
interface virtual në Node B dhe në RNC. Pas aplikimit të VRF në interface, vendosen IP
adresat për rrjetat pikë-në-pikë prej Ruteri1 te IP Node B dhe Ruterit 7 dhe RNC.
6.3.5 Konfigurimi final i protokollit BGP në Ruteri1 dhe Ruteri7

Konfigurimi i protokollit BGP në mes të Ruteri1dhe Ruteri7 është hapi i ardhshëm që duhet
të kryhet për të pasur rrjetin funksional MPLS VPN. Arsyeja e këtij konfigurimi është që të
sigurohet se rutat e VPNv4 mund të transportohen përgjatë rrjetit backbone (kurriz) të
ofruesit të shërbimeve duke përdorur MP-iBGP apo protokollin e brendshëm të BGP.
Ruterët bazë në rrjetin backbone janë transparent në gjithë këtë proces dhe prandaj nuk
mbajnë në vete asnjë konfigurim të rutave të klientit. Konfigurimi i protokollit BGP në
Ruteri1 dhe Ruteri7 bëhet ngjashëm siç është shpjeguar më herët me konfigurimin
globalisht të protokollit BGP në sistemin Autonom 100 dhe caktimi i fqinjësisë në mes të
dy ruterave duke përdour si adresë Loopback0 te të dy ruterat edhe si burim i IP adresave.
Hapi i radhës që duhet të bëhet është konfigurimi i familjes së adresave për VPNv4 në nën
procesin e konfigurimit të BGP. Ky hap na lejon që të hyjmë në modin e familjes së
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adresave në VPNv4 për të aktivizuar fqinjët në VPNv4. Aktivizimi i fqinjëve të iBGP është
esencial për transportimin e prefiksave të VPNv4 përgjatë backbone të ofruesit të
shërbimeve. Përveç kësaj, është e rëndësishme të konfigurohet përhapja e komuniteteve të
zgjeruara me rutat e BGP për të aktivizuar përhapjen e Route Targetave (RT), e cila i
identifikon VPN-at në të cilët do të importohen rutat. Konfigurimet finale për BGP rutim
në Ruteri1 dhe Ruteri7 janë paraqitur në vijim:

Figura 24. Konfigurimi i BGP ne Ruteri1 dhe Ruteri7
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Komandat verifikuese të BGP:

Figura 25. Verifikimi i rutave te vrf UBT

Figura 26. Verifikimi i rutave te vrf UBT permes BGP
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Figura 27. Verifikimi i rutave te vrf UBT ne MPLS
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6.4 Konfigurimi i MPLS Inxhinierisë së Trafikut
Siç është shpjeguar në kapitullin paraprak, për të zgjidhur problemet e utilizimit dhe
kontrollimit të shtegut të komutimit të trafikut përdoret Inxhinieria e Trafikut në MPLS.

Figura 28. Paraqitja logjike e shtigjeve të RSVP Tunelit

Në rastin tonë të rrjetës në figurën 27, nëse e aplikojmë inxhinierinë e trafikut për pajisjet
pas Ruteri7 për trafikun që vie nga Ruteri1 ku çdo link ka edhe koston dhe kapacitetin e
vet, ne mund të caktojmë një shteg të ri të konfiguruar në Ruteri1 i cili i definon se si
saktësisht do të bartet trafiku prej Ruteri1 te pajisjet pas Ruteri7. Të gjithë ruterët e
ndërmjetme pastaj do të përcjellin këtë shteg. Kështu, Ruteri1 në rastin tonë do të caktojë
shtegun për bartje të trafikut si në vazhdim Ruteri1-Ruteri2-Ruteri4-Ruteri6-Ruteri7.
Nëse e krahasojmë këtë skenar me rutimin IP tradicional, i gjithë trafiku prapa Ruteri7 do të
ishte dinamik dhe do të ndryshonte pa ndonjë rregull të caktuar.
Pra, kjo teknologji bazohet në aplikimin e kritereve të rutimit të trafikut qysh në fillim të
rrjetës duke e krijuar kështu nje MPLS tunel në ruterin burimor të këtij tuneli deri te ruteri i
destinacionit. Me këtë rast duke përdorur edhe LSP (Label Switching Path) bëhet komutimi
i këtij trafiku varësisht se cilën LSP do e kemi të konfiguruar për të arritur drejt
destinacionit.
6.4.1 RSVP-TE (Protokolli për rezervimin e resurseve – shtrirje e trafikut)

Protokolli i rutimit (IS-IS) është i nevojshëm në procesin e alokimit të resurseve për
krijimin e MPLS TE. Informacionet për resurset apo kapacitetet e caktuara të një ruteri
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përhapen te ruterët tjerë për të treguar se janë të gatshëm të marrin pjesë në kalkulimin e
LSP shtegut për krijimin e tunelit përkatës.
Protokolli RSVP-TE (Protokolli për rezervimin e resurseve – shtrirje e trafikut) është një
protokol shtesë i RSVP për krijimin e LSP-ve në rrjetin MPLS. RSVP protokoli i zgjeruar
(RSVP-TE) mbështet caktimin e LSP rutave në mënyrë eksplicite me apo pa rezervimin e
resurseve.
Hapi i parë është konfigurimi i MPLS Inixhinierisë së trafikut në modin global për të gjithë
ruterat në rrjet, pastaj bëhet konfigurimi i parametrave të interface-ave të lidhur me ruterat e
tjerë. Në interface e konfigurojmë MPLS TE (MPLS Inxhinierinë e Trafikut) dhe e
vendosim kapacitetin e rezervuar për atë interface (RSVP). Në rastin tonë, të gjithë
interface i kemi konfiguruar me kapacitet prej 1024Kbps. Në figurën më poshtë është dhënë
konfigurimi i këtyre parametrave në Ruteri1 ku ngjashëm janë konfiguruar edhe në ruterët
tjerë.

Figura 29. Konfigurimi i MPLS inxhinierise se Trafikut

Hapi i rradhës është konfigurimi i parametrave shtesë në protokolin e brendshëm, në rastin
tonë të protokollit IS-IS në mënyrë që ta mbështesë MPLS Inixhinierinë e Trafikut. Ky
konfigurim bëhet në modin e procesit të IS-IS për të gjithë ruterat bazë.

Figura 30. Aplikimi i Inxhinierise se trafikut ne IS-IS

Siç shihet nga skema, në procesin e konfiguruar më parë të protokollit IS-IS janë shtuar
edhe komanda “metric-style wide”që nënkupton se IS-IS është i gatshëm të dërgojë dhe
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pranojë metrika 24 dhe 32-bitësht, kjo komandë kërkohet të jetë wide apo e gjerë për të
konfiguruar më pas tunelat e MPLS.
Komanda e rradhës mpls traffic-eng router-id e konfiguron ID e ruterit që do të përdoret
për TE. Komanda e fundit është mpls traffic-eng level-1 | level-2 që e mundëson MPLS TE
brenda nivelit të caktuar të IS-IS, në rastin tone niveli 2.
Hapi i ardhshëm është konfigurimi i TE tunelave në ruterat fundor, në rastin tonë
konfigurimi i tunelit në Ruteri1 dhe Ruteri7. Ne këtu do të paraqesim hap pas hapi
konfigurimin në Ruteri1 ku ngjashëm është konfiguruar edhe në Ruteri7.

Figura 31. Konfigurimi i Tunelit MPLS

Siç shihet nga figura, Tuneli krijohet në nivel të interface me komandën interface Tunnel1
për ruterin me numër rendor 1. Tunelat MPLS mund të konfigurohen me IP adresë por
zakonisht konfigurohen pa numër dhe i jepet interface logjik si në rastin tonë Loopback0.
Nëse nuk konfigurohet ky hap ip unnumbered Loopback0 nuk do të mund të kalojë trafik
nëpër këtë ruter.
Komanda e rradhës tunnel destination 77.77.77.77, konfigurohet IP adresa në destinacion
(preferohet IP adresa e Loopback) të tunelit që në rastin tone është duke u konfiguruar
tuneli prej Ruteri1 në Ruteri7. Komanda pasardhëse tregon që ky tunel do të jetë i modit
mpls traffic-eng, ndërsa komanda mpls traffic-eng autoroute announce e lejon protokollin e
brendshëm (IS-IS) të përdor kalkulimin SPF (eng.shortest path first) e cila poashtu e lejon
që trafiku i VPN të kalojë nëpër tunel. Nëse kjo komandë nuk konfigurohet, tuneli TE nuk
do të mund të dërgojë VPN trafik.
Komanda e rradhës është tunnel mpls traffic-eng bandwidth bandwidth, komandë opcionale
por përmes së cilës mund të specifikojmë sasinë e kapacitetit të rezervuar për një tunel gjatë
gjithë shtegut, në rastin tone e kemi caktuar 256Kbps.
Komanda tjetër e konfiguruar është: tunnel mpls traffic-eng path-option 1 explicit identifier
1 që edhe nga emri tregohet se e kemi caktuar një shteg të caktuar të cilin duhet ta ndjek
tuneli prej pikës 1 deri në pikën e fundit te Ruteri7. Shtegu i ashtquajtuar eksplicit duhet të
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caktohet hap-pas-hapit (eng hop-by-hop). Figura në vazhdim tregon konfigurimin në detaje
të këtij shtegu.

Figura 32. Caktimi i shtegut të para-vendosur

Siç shihet, për secilin hap ne kemi caktuar adresën pasardhëse që në këtë rast e kemi
përdorur rrugën prej Ruteri1-Ruteri2-Ruteri4-Ruteri6-Ruteri7. Pas caktimit të kësaj rruge,
çfarëdo trafiku prej Ruteri1 në Ruteri7 do ta ndjekë këtë rrugë të para-vendosur.
Si në çdo zgjidhje tjetër të një rrjete telekomunikuese, është e nevojshme të caktohet edhe
një shteg dytësor apo mbrojtës nëse shtegu i parë nuk është funksional.
Kjo bëhet përmes komandës tunnel mpls traffic-eng path-option protect 1 explicit identifier
2 ku si në rastin e caktimit të shtegut primar, është e nevojshme që të caktojmë rrugën që do
të ndjeket hap-pas-hapi.

Figura 33. Caktimi i shtegut dytesor te para-vendosur

Siç shihet, si shteg dytësor e kemi caktuar rrugën prej Ruteri1-Ruteri2-Ruteri5-Ruteri6Ruteri7. Vlen të theksohet se ekzistojnë edhe komanda tjera përmes të cilave shtegu mund
të caktohet në mënyrë dinamike, pra nuk është e nevojshme të caktohen hapat që duhet të
ndjeken por dinamikisht do të caktohej rruga me kapacitet të nevojshëm.
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Më poshtë janë paraqitur edhe komandat verifikuese të MPLS-TE Tunelit, pas
konfigurimeve të dy tunelave në Ruteri1 dhe Ruteri7.

Figura 34. Komanda verifikuese e Tunelit te konfiguruar

Përmes kësaj komande show mpls traffic-eng tunnels tunnel1, mund të shihen specifikat e
tunelit të konfigurar në Ruteri1. Siç shihet Tuneli1 është aktiv, i lidhur, ka dy shtigje me
rutat specifike primare dhe sekondare si dhe disa parametra tjerë specifik për tunelin.
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Figura 35. Komandat verifikuese të MPLS Tuneleve

Nga kjo figurë shihen rezultatet e komandës show mpls traffic-eng tunnels protection ku
shihen specifikat e tunelit mbrojtës, proceset sinjalizuese siç janë procesi i LSP Tunelave,
RSVP Proceset dhe proceset tjera të nevojshme për sinjalizim. Të gjitha këto procese janë
aktive dhe duke funksionuar normalisht. Komanda tjetër është show mpls traffic-en tunnels
brief e cila tregon shkurtimisht gjendjen e dy tunelave, tuneli nga Ruteri1 dhe tuneli nga
Ruteri7 ku siç shihet të dytë janë aktiv si në aspektin fizik po ashtu edhe në atë të
protokoleve.

Figura 36. Verifikimi i rrugetimit nga Ruteri1 deri tek Ruteri7

Figura 35 tregon komandat verifikuese të qasjes së IP adresës nga Ruteri1 në Ruteri7. Siç
shihet nga komanda traceroute 77.77.77.77 ne kemi gjurmuar rrugën që është ndjekur për
të arritur në IP destinuese. Siç shihet, secili hap është mbështjellur me një MPLS etiketë
ndërsa në IP në destinacion, paketa ka mbërritur e zhveshur edhe nga MPLS etiketat.
Komanda e fundit tregon më në detaje gjurmimin e tunelit (eng.traceroute) të krijuar ku
shihet se secili interface është etiketuar nga MPLS dhe ka mbërritur në destinacion.
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7. DISKUTIME DHE PËRFUNDIME
Me paraqitjen e materialeve në kapitujt paraprak, ky punim teme ka pasur për qëllim që të
ofrojë një zgjidhje për eliminimin e problemeve të transportit të trafikut përmes rrjetës
RAN të një kompanie ofruese të shërbimeve telekomunikuese. Duke paraqitur zhvillimin e
RAN-it në mënyrë kronologjike është identifikuar rritja e nevojës për kapacitete më të larta
por edhe nevoja për homogjenizimin e rrjetës në teknologji të vetme me qëllim të arritjes së
një rrjete sa më të thjeshtë, funksionale, lehtë të menaxhueshme dhe të gatshme për
përshtatje më teknologjitë e së ardhmes.
Me realizimin e IP-RAN-it te propozuar, është tentuar të prezantohet një skenar funksional
një RAN te bazuar në teknologjinë IP, duke e bërë komutimin e trafikut përmes paketave.
Brenda ketij simulimi është mundësuar komunikimi i paisjeve fundore me ato qëndrore
përmes rrjetës të bazuar në IP duke u mbështetur në protokolet ekzistuese në industrinë e
rrjetave dhe komunikimeve mobile dhe njëkohësisht duke bërë integrimin dhe ndërthurjen e
gjithë teknologjive përfshirëse.
Aplikimi i teknologjise IP i ka paraprirë zëvendësimit edhe të paisjeve/infrastrukturës fizike
paraprake e cila ka koston më të lartë pasiqë secili shërbim kërkon paisje të veçantë por
edhe eliminimit të shumë linqeve të kushtueshme me kapacitet më të ulët me linqe të
bazuara në teknologjinë Ethernet por edhe linqe Optike me kosto më të ulët por që ofrojnë
mundësi më të larta të kapacitetit.
Përveç arritjes së qëllimit të uljes së kostos dhe rritjes së kapacitetit, me kalimin në rrjetën e
RAN të bazuar tërësisht në IP, operatori do të ketë më të lehtë aplikimin e teknologjive të
së ardhmes, ndërlidhjen më të lehtë të klientëve në Internet si dhe lehtësi më të mëdha në
kalimin në gjeneratat e ardhshme të komunikime mobile.
Si çdo aplikim në teknologjitë më të reja, edhe modeli i propozuar në këtë temë ka hasur në
sfida dhe probleme që vazhdojnë të trajtohen, veçanërisht ne industrinë e
telekomunikacionit. Disa nga sfidat që vazhdojnë të trajtohen dhe përmirsohen në
vazhdimsi janë: Siguria, Kualiteti i shërbimit (eng. Quality of Service - QoS) dhe efiqienca
në përdorimit të IP adresave.
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9. SHTOJCA
Ruteri1
Current configuration : 2949 bytes
!
hostname Ruteri1
!
ip vrf UBT
rd 1:100
route-target export 1:100
route-target import 1:100
!
multilink bundle-name authenticated
mpls traffic-eng tunnels
!
Redundancy
!
interface Loopback0
ip address 11.11.11.11 255.255.255.255
ip router isis 1
isis circuit-type level-2-only
!
interface Loopback2
ip address 100.1.1.1 255.255.255.255
!
interface Tunnel1
ip unnumbered Loopback0
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tunnel mode mpls traffic-eng
tunnel destination 77.77.77.77
tunnel mpls traffic-eng autoroute announce
tunnel mpls traffic-eng priority 7 7
tunnel mpls traffic-eng bandwidth 256
tunnel mpls traffic-eng path-option 1 explicit identifier 1
tunnel mpls traffic-eng path-option protect 1 explicit identifier 2
!
interface FastEthernet0/0
ip address 10.2.12.1 255.255.255.252
ip router isis 1
duplex auto
speed auto
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
interface FastEthernet0/1
no ip address
duplex auto
speed auto
!
interface FastEthernet0/1.1
encapsulation dot1Q 2
ip vrf forwarding UBT
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ip address 12.1.1.1 255.255.255.252
!
router isis 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
net 49.0001.1111.1111.1111.00
is-type level-2-only
metric-style wide
!
router bgp 100
no synchronization
bgp log-neighbor-changes
network 100.1.1.1 mask 255.255.255.255
neighbor 77.77.77.77 remote-as 100
neighbor 77.77.77.77 update-source Loopback0
no auto-summary
!
address-family vpnv4
neighbor 77.77.77.77 activate
neighbor 77.77.77.77 send-community extended
exit-address-family
!
address-family ipv4 vrf UBT
no synchronization
redistribute connected
exit-address-family
!
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ip route vrf UBT 88.88.88.88 255.255.255.255 12.1.1.2
!
ip explicit-path identifier 1 enable
next-address 22.22.22.22
next-address 44.44.44.44
next-address 66.66.66.66
!
ip explicit-path identifier 2 enable
next-address 22.22.22.22
next-address 55.55.55.55
next-address 66.66.66.66
!
mpls ldp router-id Loopback0
!
end

Ruteri2
Current configuration : 1940 bytes
hostname Ruteri2
!
mpls traffic-eng tunnels
!
interface Loopback0
ip address 22.22.22.22 255.255.255.255
ip router isis 1
isis circuit-type level-2-only
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!
interface Loopback2
ip address 100.1.1.3 255.255.255.255
!
interface FastEthernet0/0
ip address 10.2.12.2 255.255.255.252
ip router isis 1
duplex auto
speed auto
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
interface FastEthernet0/1
ip address 10.2.23.1 255.255.255.252
ip router isis 1
duplex auto
speed auto
mpls ip
isis circuit-type level-2-only
!
interface FastEthernet1/0
ip address 10.2.24.1 255.255.255.252
ip router isis 1
duplex half
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mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
interface FastEthernet2/0
ip address 10.2.25.1 255.255.255.252
ip router isis 1
duplex half
mpls ip
isis circuit-type level-2-only
!
router isis 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
net 49.0001.2222.2222.2222.00
is-type level-2-only
metric-style wide
!
mpls ldp router-id Loopback0
!
control-plane
!
end

Ruteri3
Current configuration : 1536 bytes
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hostname Ruteri3
!
interface Loopback0
ip address 33.33.33.33 255.255.255.255
ip router isis 1
isis circuit-type level-2-only
!
interface Loopback2
ip address 100.1.1.2 255.255.255.255
!
interface FastEthernet0/1
ip address 10.2.23.2 255.255.255.252
ip router isis 1
mpls ip
isis circuit-type level-2-only
!
router isis 1
net 49.0001.3333.3333.3333.00
is-type level-2-only
!
mpls ldp router-id Loopback0
end

Ruteri4
Current configuration : 1733 bytes
!
hostname Ruteri4
!
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multilink bundle-name authenticated
mpls traffic-eng tunnels
!
redundancy
!
interface Loopback0
ip address 44.44.44.44 255.255.255.255
ip router isis 1
isis circuit-type level-2-only
!
interface FastEthernet0/0
ip address 10.2.46.1 255.255.255.252
ip router isis 1
duplex auto
speed auto
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
interface FastEthernet1/0
ip address 10.2.24.2 255.255.255.252
ip router isis 1
duplex half
mpls traffic-eng tunnels
mpls ip
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isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
router isis 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
net 49.0001.4444.4444.4444.00
is-type level-2-only
metric-style wide
!
mpls ldp router-id Loopback0
!
end

Ruteri5
Current configuration : 1733 bytes
!
hostname Ruteri5
!
multilink bundle-name authenticated
mpls traffic-eng tunnels
!
redundancy
!
interface Loopback0
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ip address 55.55.55.55 255.255.255.255
ip router isis 1
isis circuit-type level-2-only
!
interface FastEthernet0/0
ip address 10.2.56.1 255.255.255.252
ip router isis 1
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
interface FastEthernet2/0
ip address 10.2.25.2 255.255.255.252
ip router isis 1
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
router isis 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
net 49.0001.5555.5555.5555.00
is-type level-2-only
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metric-style wide
!
mpls ldp router-id Loopback0
!
end

Ruteri6
Current configuration : 1805 bytes
!
hostname Ruteri6
!
mpls traffic-eng tunnels
!
interface Loopback0
ip address 66.66.66.66 255.255.255.255
ip router isis 1
isis circuit-type level-2-only
!
interface FastEthernet0/0
ip address 10.2.46.2 255.255.255.252
ip router isis 1
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
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interface FastEthernet0/1
ip address 10.2.56.2 255.255.255.252
ip router isis 1
mpls ip
isis circuit-type level-2-only
!
interface FastEthernet1/0
ip address 10.2.67.1 255.255.255.252
ipip router isis 1
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
!
router isis 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
net 49.0001.6666.6666.6666.00
is-type level-2-only
metric-style wide
!
mpls ldp router-id Loopback0
!
end

Ruteri7
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Current configuration : 2941 bytes
!
hostname Ruteri7
!
ip vrf UBT
rd 1:100
route-target export 1:100
route-target import 1:100
!
no ip domain lookup
no ipv6 cef
!
multilink bundle-name authenticated
mpls traffic-eng tunnels
!
redundancy
!
ip tcp synwait-time 5
!
interface Loopback0
ip address 77.77.77.77 255.255.255.255
ip router isis 1
isis circuit-type level-2-only
!
interface Loopback2
ip address 200.1.1.1 255.255.255.255
!
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interface Tunnel1
ip unnumbered Loopback0
tunnel mode mpls traffic-eng
tunnel destination 11.11.11.11
tunnel mpls traffic-eng autoroute announce
tunnel mpls traffic-eng priority 7 7
tunnel mpls traffic-eng bandwidth 256
tunnel mpls traffic-eng path-option 1 explicit identifier 1
tunnel mpls traffic-eng path-option protect 1 explicit identifier 2
!
interface FastEthernet0/0
no ip address
!
interface FastEthernet0/0.1
encapsulation dot1Q 2
ip vrf forwarding UBT
ip address 13.1.1.1 255.255.255.252
!
interface FastEthernet1/0
ip address 10.2.67.2 255.255.255.252
ip router isis 1
duplex half
mpls traffic-eng tunnels
mpls ip
isis circuit-type level-2-only
!
ip rsvp bandwidth 1024
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!
router isis 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
net 49.0001.7777.7777.7777.00
is-type level-2-only
metric-style wide
!
router bgp 100
no synchronization
bgp log-neighbor-changes
network 200.1.1.1 mask 255.255.255.255
neighbor 11.11.11.11 remote-as 100
neighbor 11.11.11.11 update-source Loopback0
no auto-summary
!
address-family vpnv4
neighbor 11.11.11.11 activate
neighbor 11.11.11.11 send-community extended
exit-address-family
!
address-family ipv4 vrf UBT
no synchronization
redistribute connected
exit-address-family
!
ip route 99.99.99.99 255.255.255.255 13.1.1.2
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!
ip explicit-path identifier 1 enable
next-address 66.66.66.66
next-address 44.44.44.44
next-address 22.22.22.22
!
ip explicit-path identifier 2 enable
next-address 66.66.66.66
next-address 55.55.55.55
next-address 22.22.22.22
!
mpls ldp router-id Loopback0
!
end

IPNodeB
Current configuration : 1347 bytes
!
hostname IPNodeB
!
interface Loopback0
ip address 88.88.88.88 255.255.255.255
!
interface FastEthernet0/1
no ip address
!
interface FastEthernet0/1.1
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encapsulation dot1Q 2
ip address 12.1.1.2 255.255.255.252
!
ip route 0.0.0.0 0.0.0.0 12.1.1.1
!
end

RNC
Current configuration : 1343 bytes
!
hostname RNC
!
interface Loopback0
ip address 99.99.99.99 255.255.255.255
!
interface FastEthernet0/0
no ip address
!
interface FastEthernet0/0.1
encapsulation dot1Q 2
ip address 13.1.1.2 255.255.255.252
!
ip route 0.0.0.0 0.0.0.0 13.1.1.1
!
end
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