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При проектировании компьютерной сети важной 
задачей является правильное распределение 
нагрузки между узлами данной сети.  Балансиров-
ка нагрузки – это метод распределения заданий 
между несколькими сетевыми устройствами с це-
лью оптимизации использования ресурсов, со-
кращения времени обслуживания запросов, обес-
печения  отказоустойчивости  (резервирования)  
и горизонтального масштабирования  кластера [1]. 
В этой работе будет проведена классификация 
алгоритмов балансировки нагрузки компьютерной 
сети, будут выделены достоинства и недостатки 
каждого алгоритма. 
 Статические алгоритмы распределения нагрузки  
Алгоритмы распределения нагрузки в сети можно 
поделить на статические, динамические и адап-
тивные. 
В  статических алгоритмах  решения  о распреде-
лении нагрузки принимается заранее, до начала 
работы. Они не изменяются в процессе работы. 
Примером статического алгоритма может служить 
алгоритм Round Robin [2]. Рассмотрим его по-
дробнее.  
Пусть имеются N объектов и M задач, которые 
должны выполнить эти объекты.   Пусть задачи m 
имеют равный приоритет, а объекты n равны по 
своим свойствам между собой. Первый объект 
(n=1) должен выполнить первую задачу (m=1), 
второй объект вторую и т.д., до достижения по-
следнего объекта (m=N). Следующая задача 
(m=N+1) будет задана первому объекту (n=1)  и 
т.д. То есть происходит перебор объектов, выпол-
няющих задания, по циклу или по кругу (round), и 
по достижении последнего объекта следующая 
задача будет также назначена первому объекту.     
В компьютерных сетях в качестве объектов, мож-
но принять IP-адреса web-серверов, а в качестве 
задач – ответы web-сервера на запросы клиентов.  
Когда клиент посылает запрос на web-сервер, web-
сервер отвечает на запросы не только одним IP-
адресом, а списком из нескольких адресов серве-
ров, предоставляющих идентичный сервис, при 
этом порядок, по которому определяется этот спи-
сок,  основан на алгоритме Round Robin. С  каж-
дым ответом последовательность IP-адресов ме-
няется.  Таким образом, разным клиентам будут 
выданы IP-адреса разных серверов, что распреде-
лит общую нагрузку между серверами [3]. 
Статический алгоритм достаточно легко реализо-
вать, но в случае невозможности выполнения объ-
ектом поставленной ему задачи (например, если 
сервис на одном IP-адресе будет недоступен), 
данный объект не удалится из списка всех объек-
тов, а будет получать новые задачи (клиенты мо-
гут повторно получить IP-адрес недоступного сер-
вера).  
Динамические и адаптивные алгоритмы рас-
пределения нагрузки  
В отличие от статических алгоритмов распределе-
ния динамические алгоритмы используют инфор-
мацию о системе для реализации  распределения 
нагрузки. Примером такой информации может 
служить информация о загруженности узлов. За-
груженность узла может определяться, например, 
как количество задач в очереди узла, либо как до-
ля процессорного времени, затраченная на реше-
ние задачи, либо как вероятность обнаружить 
узел, занятый решением задачи в какой-либо мо-
мент времени. 
Динамические алгоритмы нагрузки можно разде-
лить  по  степени централизованности на центра-
лизованные, иерархические и  полностью распре-
деленные алгоритмы [4]. Также существуют алго-
ритмы, совмещающие все указанные подходы.  
Координатор собирает и поддерживает в актуаль-
ном состоянии информацию о загруженности уз-
лов системы, а алгоритм поиска 
партнера использует эти данные. 
Большой недостаток централизованных алгорит-
мов состоит в том, что в случае сбоя центрального 
компонента, произойдет сбой всей системы (цен-
тральный компонент является уязвимым местом 
системы). Централизованные алгоритмы потенци-
ально менее надежны, чем иерархические и  пол-
ностью распределенные.  
Динамический алгоритм балансировки содержит 
четыре элемента:  
 политику балансировки;  
 алгоритм выбора партнера;  
 алгоритм выбора задачи для передачи; 
 механизм сбора необходимой информации о со-
стоянии системы.  
Политика балансировки определяет, является ли 
узел объектом балансировки. Алгоритм выбора 
задачи определяет, какую именно задачу необхо-
димо передать. При выборе задачи  алгоритм мо-
жет учитывать, что накладные расходы, которые 
связаны с пересылкой задачи, должны быть ми-
нимальны, число связей в задаче с локальными 
ресурсами должно быть минимально, сложность 
выполнения задачи должна быть большой.  
За выбор подходящего узла для операции балан-
сировки нагрузки  отвечает алгоритм выбора 
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партнера. Обычно в распределенных алгоритмах 
используют опросы узлов. Они могут быть после-
довательными или параллельными.  
Механизм сбора информации о загруженности 
системы определяет, когда собираются данные о 
загруженности, где хранятся эти данные и что 
является их источником. Выделяют несколько 
классов механизмов сбора информации [4].  
1. Сбор данных по необходимости. Когда узел 
нуждается в балансировке нагрузки, распределен-
ные алгоритмы данного класса собирают инфор-
мацию о загруженности. Они подразделяются на 
инициируемые отправителем, получателем и сим-
метрично инициируемые. В алгоритмах, иниции-
руемых отправителем, узел, передающий задачи, 
ищет получателей, которым он может передать 
часть задач. В алгоритмах, инициируемых получа-
телем, узел, получающий задачи, заимствует зада-
чи у отправителя. В симметричных алгоритмах 
используется комбинация упомянутых подходов.  
2. Периодический сбор данных. Алгоритмы дан-
ного класса могут быть как распределенными, так 
и централизованными. Алгоритм инициирует ба-
лансировку нагрузки в зависимости от собранных 
данных.  
3. Сбор данных по изменению состояния. В си-
стемах, реализующих алгоритмы данного класса, 
при изменении внутреннего состояния, узлы сами 
распространяют информацию об изменении за-
груженности.  
 Под стабильностью алгоритма балансировки или 
системы, его использующей, обычно понимают 
одну из двух характеристик:  
- системная устойчивость, то есть недопустимость 
ситуации, когда отдельные узлы системы пере-
гружены, в то время как остальные простаивают 
или недогружены;  
- алгоритмическая стабильность, выраженная в 
том, что алгоритм не совершает бесполезных дей-
ствий с ненулевой вероятностью. 
Динамические алгоритмы можно использовать, 
например, для решения задач динамической 
маршрутизации. Пусть маршрут пакета от отпра-
вителя до получателя включает маршрутизаторы 
нескольких уровней – уровня доступа, распреде-
ления и ядра. Маршрутизатору необходимо опти-
мизировать  распределения нагрузки между ис-
пользуемыми каналами связи. Для решения задачи 
используется динамический алгоритм, который 
будет распределять нагрузку, основываясь на ин-
формации о состоянии загруженности соседних 
узлов [5].  
Адаптивные алгоритмы являются частным случа-
ем динамических алгоритмов и в зависимости от 
условий и априорного знания о свойствах алго-
ритмов балансировки выбирают наиболее подхо-
дящий из них. Пример - алгоритм адаптивной ба-
лансировки через оценку эффективной пропуск-
ной способности [6]. Этот алгоритм маршрутиза-
ции имеет две цели: оценка стоимости канала 
и создание «политики для принятия решения об 
обновлении стоимости канала». Для первой цели 
все стоимости, которые будут использоваться 
в будущем кратчайшем или лучшем периоде об-
новления путей вычисляются на основе предвари-
тельной информации о нагрузке        каналов (тра-
фика). В то же время для второй, расходы анали-
зируются таким образом, чтобы решение по об-




В результате работы была рассмотрена классифи-
кация алгоритмов распределения нагрузки в ком-
пьютерной сети. У каждого класса есть свои до-
стоинства и недостатки, например, динамические 
алгоритмы должны собирать, хранить и анализи-
ровать информацию о состоянии системы, им 
свойственны большие накладные расходы на ба-
лансировку по сравнению со статическими алго-
ритмами, но статические алгоритмы менее эффек-
тивны по сравнению с динамическими. Выбор 
алгоритма распределения нагрузки во многом за-
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