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ABSTRACT 
In Intelligent Transportation System (ITS), the emergence of big data 
technologies makes a wide variety of data being collected and accessed possible. With 
these multi-source traffic data available, an intelligent diagnosis for the transportation 
system is feasible and necessary. This dissertation explores several data-driven methods 
for three types of system diagnosis: a) anomaly diagnosis for highway system, b) 
performance diagnosis for signalized intersection, and c) crash detection and risk 
diagnosis for real-time traffic conditions. 
The first study focuses on the system health and proposes a systematic data 
mining technique to diagnose highway system anomalies in a batch-processing fashion. 
Built on the concepts of symbolic dynamics, a spatiotemporal pattern network (STPN) 
architecture is developed to capture the system characteristics. This novel spatiotemporal 
graphical modeling approach is shown to be able to extract salient time series features 
and discover spatial and temporal patterns for a traffic system, which could provide 
anomaly diagnosis for highway system. 
The second study focuses on system efficiency. To improve the efficiency in 
signalized intersection system, this study addresses some shortcomings in current 
automated traffic signal performance measures (ATSPM), which lack of data quality 
control, demand pattern assessment, and intelligent control support. This study proposes a 
data-driven intelligent traffic signal performance measures (ITSPM) embedding machine 
learning method and data visualization to diagnose the system performance. 
The last study focuses on system safety. This study proposes a deep learning 
approach to identify crashes from traffic characteristics. Several deep neural network 
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structures and training operation combinations are examined and applied to achieve 
higher classification performance. By predicting the probability of a crash on highway 
traffic, this study helps to diagnose the risk in the system based on big traffic data. 
Overall, this dissertation studies on different data-driven methods to diagnose the 
transportation system regarding system health, efficiency and safety, contributes to the 
solutions of transportation system diagnostic problem with big data in ITS, provides 
decision support for practitioners. 
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CHAPTER 1.    INTRODUCTION 
1.1 Background 
With rapidly growing applications of information technology in Intelligent 
Transportation System (ITS), various traffic data from multiple sources become available, 
which provides researchers both opportunities and challenges. These traffic data could range 
from traffic flow data from highway system to control data from signalized intersections. 
How to better utilize this heterogeneous information, uncover the hidden patterns, diagnose 
the system regarding the system health, efficiency and safety is critical. 
There have been a lot of studies conducted in different aspects of diagnosing the 
transportation system. Since system health is important to both planners and road users, 
many studies (Chakraborty et al., 2017, Margreiter, 2016, Tang and Gao, 2005, Jin and Ran, 
2009) have been done in detecting incidents to monitor the system health. Some traditional 
methods, including fixed or dynamic thresholding, traffic flow fundamental diagram 
implementation, etc., have been widely used. Besides those techniques in transportation 
engineering, many machine learning algorithms are also applied to detect the incidents and 
diagnose the system health (Chen and Wang, 2009, Yuan and Cheu, 2003, Yao et al., 2014, 
Li et al., 2016, Kim and Wang, 2016). These applications of machine learning have the 
advantage in mining the large amount of data, which motivates this research of anomaly 
diagnosis for highway system with big data driven approach. 
System efficiency is also critical, especially in signalized networks. Currently, there 
are more than 300,000 traffic signals the operation, and the performance of most signals is 
assessed through citizen complaints (Federal Highway Administration, 2017). This 
inefficient performance monitoring is an obstacle of signal operation improvement. Research 
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has been done (Smaglik et al., 2007, Urbanik et al., 2006, Day et al., 2008) and an automated 
traffic signal performance measures (ATSPMs) tool has been developed (Taylor, 2016), 
which equips traffic signal controllers with high-resolution data-logging capabilities to 
generate performance measures. However, there are still some shortcomings in this state-of-
practice tool, which involve a lack of data quality control and the extent of resources required 
to properly use the tool for system-wide management. This motivates a study of improving 
the current tool with advanced data analytic to better diagnose the performance. 
In transportation system, safety is the major concern for both agencies and road users. 
Early identification of crash could help engineers to take fast action to reduce further 
damages. With the emergence of artificial intelligence and availability of massive traffic 
data, many researchers have applied machine learning algorithm to recognize traffic incident 
features and identify crashes (Koesdwiady et al., 2016, Nassiri et al., 2014, Pereira et al., 
2013). These applications are good examples of machine learning in transportation safety, 
which motivate the study of deep learning in crash risk diagnosis using big traffic data. 
Big data analytics is trending with the growing power of data collection, storage and 
computation. Big data could refer to data with large volume, variety and velocity. In 
transportation industry, high-resolution, large volume, and large-scale traffic data can be 
obtained or accessed now by many agencies. In this research, data are extracted from a 
database with about 500 roadside radar sensors managed by Iowa Department of 
Transportation (DOT), which is a real-time data collection in every 20 seconds and growing 
over 15 GB every month. Two-year historical data cumulated to 360 GB which is a large 
volume that traditional method cannot handle. Thus, big data techniques have been used to 
accomplish the tasks of data acquisition, storage and processing. 
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In this study, data are downloaded through vendor’s secured link in near real-time and 
stored in Hadoop distributed file system (HDFS) in high-performance cluster (HPC). Since 
the raw data is unstructured and in a large volume, MapReduce technique is implemented in 
Hadoop framework to perform parallel processing of big data. 
1.2 Research Objectives 
The objective of this research is to provide big data driven methods to diagnose the 
system in three aspects: anomalies, performance and crash risk. This research contains three 
studies and will answer the following research questions. 
1.2.1 Research question 1: How to diagnose anomalies from system-wide perspective?  
Traffic systems are complex, interactive and dynamic. Both temporal and spatial 
relationships that exist among multiple attributes and different sub-systems in a traffic system 
need to be extracted for effective performance monitoring. From a traffic operation 
perspective, establishing a reliable and intelligent transportation system could benefit both 
system planners and users, who relies highly on data. 
The first study proposes a systematic data mining technique to detect traffic system-
level anomalies in a batch-processing fashion. Built on the concepts of symbolic dynamics, a 
spatiotemporal pattern network (STPN) architecture is developed to capture the system 
characteristics. An information-theoretic metric is used to quantify the causal relationships 
between sub-systems. By comparing the structural similarity of the information-theoretic 
metrics of the STPNs learnt from each day, a day with anomalous system characteristics can 
be identified. 
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1.2.2 Research question 2: What are missing in current signal performance diagnosis 
and how to fill in them?  
Current signal performance diagnosis is conducted in the tool named automated 
traffic signal performance measures (ATSPMs), which is an effort to equip traffic signal 
controllers with high-resolution data-logging capabilities to generate performance measures. 
These measures allow practitioners to improve operations and to maintain and operate their 
systems in a safe and efficient manner. However, there are three main shortcomings of the 
tool: (i) The tool currently uses raw data feeds but has very little data quality control or 
quality checks in place, (ii) using the tool for system-wide management is resource intensive, 
and (iii) the tool’s primary focus is automobile traffic, and it fails to address multi-modal 
aspects of signal operation. 
The second study extends the state-of-art by the creation of a new tool called the 
Intelligent Traffic Signal Performance Measurement System (ITSPM). Instead of primarily 
automating the signal performance calculation from a raw data stream, this tool uses machine 
learning techniques, traffic flow theory, and data-driven intelligence to provide additional 
insights to decision makers. Three primary enhancements are provided to address the above-
reported shortcomings of the existing state-of-the-art tool. 
1.2.3 Research question 3: How to diagnose the crash risk in current traffic condition? 
Through massive traffic data, quickly and accurately identifying crashes is a 
challenge, which would also benefit the traffic incident management by providing confident 
early detection. The third study proposes a deep learning approach to identify crashes and 
estimate the risk from traffic conditions. The deep learning method has the capability to 
explore various data, including vehicle speed, volume and sensor occupancy, to learn the 
features of crash-prone traffic condition. Several deep neural network architectures are 
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examined and compared with traditional shallow models. By predicting the probability of 
crash occurrence, this study helps to diagnose the crash risk in the system based on current 
traffic condition. 
1.3 Dissertation Organization 
This dissertation is organized in a manuscript-based format, consisting of 3 papers 
that address the research questions and achieve the research objective accordingly. Chapter 2 
reviews previous methods on highway system anomaly diagnosis, proposes an unsupervised 
learning method to detect system anomalies and conducts a case study on a highway corridor 
with real-world traffic data. This chapter focuses on system health and addresses research 
question 1. Chapter 3 improves the state-of-practice signal performance system by deeper 
exploring the control data from two intersections and applying data mining techniques. This 
chapter focuses on system efficiency and addresses research question 2. Chapter 4 uses deep 
learning methods to detect crashes and estimate the risk of traffic data, which extracts the 
features in traffic flow characteristics to classify the incidents. This chapter focuses on 
system safety and addresses research question 3. Chapter 5 concludes the dissertation with 
research findings, limitations and future works. 
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CHAPTER 2.    ANOMALY DIAGNOSIS FOR HIGHWAY SYSTEM WITH DATA 
MINING APPROACH 
Modified from a paper published in the International Journal of Prognostics and Health 
Management 
Tingting Huang, Chao Liu, Anuj Sharma and Soumik Sarkar 
 
Abstract 
Traffic dynamics in the urban interstate system are critical in terms of highway safety 
and mobility. This paper proposes a systematic data mining technique to detect traffic 
system-level anomalies in a batch-processing fashion. Built on the concepts of symbolic 
dynamics, a spatiotemporal pattern network (STPN) architecture is developed to capture the 
system characteristics. This novel spatiotemporal graphical modeling approach is shown to 
be able to extract salient time series features and discover spatial and temporal patterns for a 
traffic system. An information-theoretic metric is used to quantify the causal relationships 
between sub-systems. By comparing the structural similarity of the information-theoretic 
metrics of the STPNs learnt from each day, a day with anomalous system characteristics can 
be identified. A case study is conducted on an urban interstate in Iowa, USA, with 11 
roadside radar sensors collecting 20-second resolution speed and volume data. After applying 
the proposed methods on one-month data (Feb. 2017), several system-level anomalies are 
detected. The potential causes that include inclement weather condition and non-recurring 
congestion are also verified to demonstrate the efficacies of the proposed technique. 
Compared to the traditional predefined performance measures for the traffic systems, the 
proposed framework has advantages in capturing spatiotemporal features in a fast and 
scalable manner. 
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2.1 Introduction 
Traffic systems are complex, interactive and dynamic. Both temporal and spatial 
relationships that exist among multiple attributes and different sub-systems in a traffic system 
need to be extracted for effective performance monitoring. From a traffic operation 
perspective, establishing a reliable and intelligent transportation system could benefit both 
system planners and users, who relies highly on data. However, because of rapidly growing 
data, how to efficiently mine the hidden pattern of those data and further monitoring the 
health of the system becomes important. 
In transportation research, many studies have been done in detecting incidents. 
Margreiter (2016) used Bluetooth reidentification techniques to estimate travel time and 
further detected congestion/incident by a thresholding method. The authors used 80 km/h as 
speed threshold for warning and combined both number of warnings and 60 km/h speed 
threshold to detect incidents. Besides the simple fixed thresholding method, some other 
statistical method was also employed. Chakraborty, Hess, Sharma and Knickerbocker (2017) 
used an outlier-based method to explore more from historical data then set up a dynamic 
threshold of speed for detection. Other than threshold-based method, Tang and Gao (2005) 
proposed a combined method of the nonparametric regression and standard deviation 
algorithm to detect incidents and tested it in simulation. Jin and Ran (2009) utilized the 
fundamental diagrams in traffic flow theory to identify the freeway incidents and improved it 
by introducing uncongested and congested regime shifts in the diagrams. 
As artificial intelligence was applied widely in recent decades, there have been also 
many machine learning methods applied in traffic incident detection. Many techniques like 
decision tree, support vector machine (SVM) and neural network were practiced. Chen and 
Wang (2009) used traffic volume, speed, vehicle headway and sensor occupancy data to 
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implement decision tree learning and tested it in a simulated environment. Regarding SVM, 
Yuan and Cheu (2003) used two different non-linear kernel SVMs to train and test in 
simulated incidents data. To optimize the parameters for SVM, Yao, Hu, Zhang and Jin 
(2014) employed the tabu search algorithm to achieve more accurate classification. 
Moreover, Li, He, Zhang and Yang (2016) proposed a bagging SVM for classifying highway 
incidents. They bootstrapped several subsets to train SVMs, then used majority voting to 
ensemble them. Another research done by Kim and Wang (2016) used Bayesian networks to 
detect and predict highway congestion. Besides the traffic flow characteristics like speed and 
volume of the flow, they also used weather condition and time of day as inputs.  
There are also many studies utilizing neural network to identify the incidents. Ritchie 
and Cheu (1993) used traffic data from simulation and train a multi-layer neural network to 
detect freeway incidents. To improve the detection performance, Abdulhai and Ritchie 
(1999) then applied a modified form of Bayesian-based neural network and achieved faster 
training and higher performance than previous architecture. Further, Adeli and Karim (2000) 
proposed a fuzzy-wavelet radial basis function neural network to classify the incidents, it also 
achieved high detection rate and low false alarms in both real world and simulated data.  
However, these previous machine learning methods adopted in transportation area 
tend to be supervised learning, which requires expensive labeled data and more variables to 
train the model. Moreover, the common objective of these research is still trying to detect 
isolated incident at traffic operation level, which is finding the location and time of an 
incident. In terms of system-wide anomaly, they might ignore other factors resulting in traffic 
pattern changes, such as adverse weather condition. 
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This work aims to use an unsupervised learning method to detect anomalies from a 
system-wide perspective. The motivation of system-wide anomaly detection is that an event 
occurrence may not always lead to a severe impact on system. Thus, it is important to build a 
health monitoring process that focuses on the system dynamics, in this case, the traffic flow 
dynamics. The approach in this work is intended to capture system-wide anomalies, other 
than the events that only affect the local dynamics, and this kind of method is more robust 
with noise and disturbances in the system. 
To achieve an unsupervised, systematic learning, we apply a novel data-driven 
method based on spatiotemporal pattern network (STPN). This framework has been 
successfully applied in solving different real-world engineering problems. For example, 
STPN has been used for bridge damage detection in structural health monitoring (Liu, Gong, 
Laflamme, Phares, & Sarkar, 2017). Researchers proposed an approach based on STPN to 
extract patterns from dense sensor network and applied it on damage detection in a small 
bridge network. Results showed that the approach could capture the spatiotemporal features, 
localize the damage and it can be implemented in real-time. Another application of STPN 
framework is wind turbine power prediction (Jiang, Liu, Akintayo, Henze, & Sarkar, 2017). 
Researchers used STPN models to extract spatiotemporal features and capture causal 
dependencies. They also predicted the power for one wind turbine based on the observation 
from another wind turbine and achieved a high degree of accuracy. Moreover, one research 
(Liu, Huang, Zhao, Sarkar, Vaidya, & Sharma, 2016) has been done using STPN to explore 
traffic dynamics on an interstate, which demonstrates a good application of STPN in traffic 
system. 
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This study applies a novel framework, the spatiotemporal pattern network, to detect 
the traffic system anomaly. In contrast with the traditional transportation research methods, it 
captures the spatiotemporal features of traffic flow and discovers the causal relationships 
between the sub-systems. Also, it only learns from data instead of using traditional 
predefined measures, which helps mitigate the impacts from arbitrary rules. Besides, 
compared to the machine learning methods used previously, it is also fast and easy to 
implement without the need of expensive labeled data. In addition, it does not involve much 
site-specific information, which makes it more scalable. 
In this study, we used the high-resolution, 2-dimensional real historical traffic data 
over one month from 11 roadside radar sensors on Interstate 35/80 in Des Moines, Iowa. The 
proposed graphical modeling approach is used to extract the pattern of traffic dynamics and 
detect the anomalies. Several anomalies are identified, and potential practical causes are also 
investigated in the case study. 
This work could also be extended into an online detection application. Some related 
work has already been performed by Lin, Liu, Huang, Sarkar and Sharma (2017). Although 
an online detection is very useful as sending early warnings to road users, there is also a need 
of extracting long term trend by using batch processing focused on historical data. It is 
critical to decision-makers examining the different impacts from past events and preparing 
appropriate reaction plan accordingly. 
2.2 Methodology 
2.2.1 Spatiotemporal Pattern Network (STPN) 
Built on the concepts of Symbolic Dynamics Filtering, a spatiotemporal feature 
extraction scheme, STPN, is constructed to discover and represent sub-system behavior and 
causal interactions among the sub-systems (Sarkar, Sarkar, Virani, Ray, & Yasar, 2014; Jiang 
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& Sarkar, 2015; Liu, Ghosal, Jiang, & Sarkar, 2017). The fundamental concept of STPN, 
symbolic dynamic filtering, has advantages in extracting features from time series data (Rao, 
Ray, Sarkar, & Yasar, 2009). It is able to use symbol sequence to approximate a 𝐷-Markov 
machine to capture the features in the process. 
Data abstraction (discretization and symbolization) is the first step to create discrete 
symbol sequences from continuous data. Thus, the system is analyzed in the symbolic space 
instead of the continuous space. The discretization and symbolization of time series data is 
done by partitioning. The general idea of partitioning is, for a given time series data 𝑇 with n 
samples, transform 𝑇 into symbol sequence 𝑆 with 𝑘 partitions where 𝑘 ≤ 𝑛. There are 
several partitioning algorithms could be used, such as uniform partitioning (UP), maximum 
entropy partitioning (MEP), maximum migration partitioning (MMP), symbolic false nearest 
neighbor partitioning (SFNNP), etc. (Jin, Sarkar, Mukherjee, & Ray, 2009; Sarkar, Srivastav, 
& Shashanka, 2013; Sarkar & Srivastav, 2016). In this study, since traffic system is closely 
related to the physical world, to reflect the relationship between traffic data and public 
knowledge, a customized UP was proposed to transform all the time series into symbol 
sequences with 6 partitions. The details will be elaborated in case study. 
Another assumption in this modeling approach is that we can approximate a symbol 
sequence as a Markov chain of order𝐷. Thus, a 𝐷-Markov machine (or 𝑥𝐷-Markov machine 
for multivariate time series) could be built to analyze the temporal features (𝑥𝐷-Markov 
machine is for extracting spatial features). 
A 𝐷-Markov machine is a probabilistic finite state automata (PFSA) using finite 
history of 𝐷 symbols as one state. It is formally defined as follows (Sarkar et al., 2014). 
• 𝐷 is the depth of the Markov machine; 
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• 𝑄 is the finite set of states with cardinality |𝑄| ≤ |Σ|𝐷, the states are 
represented by equivalence classes of symbol strings of maximum length 𝐷 
where each symbol belongs to alphabet Σ; 
• and 𝛿: 𝑄 × Σ → 𝑄 is the state transition function that satisfies the condition 
that if |𝑄| = |Σ|𝐷, there exist 𝛼, 𝛽 ∈ Σ and 𝑥 ∈ Σ⋆ such that 𝛿(𝛼𝑥, 𝛽) = 𝑥𝛽 
and 𝛼𝑥, 𝑥𝛽 ∈ 𝑄. 
where 𝑄 is a non-empty finite set with cardinality |𝑄| ≤ ∞, called set of states; Σ is a non-
empty finite set with cardinality |Σ| ≤ ∞, called symbol alphabet;  and Σ⋆ is the collection of 
all finite-length strings with symbols from Σ. 
As defined above, a 𝐷-Markov machine estimates the probability of occurrence of a 
new symbol given the last 𝐷 symbols for one symbol sequence, thus, it can capture the causal 
effects of one symbol sequence on another symbol sequence (Jiang & Sarkar, 2015). 
To determine the cross-dependence, an 𝑥𝐷 -Markov machine is defined as follows 
(Sarkar et al., 2014). 
Let ℳ1 and ℳ2 be the PFSAs corresponding to symbol sequence {𝑠1} and {𝑠2} 
respectively. An 𝑥𝐷-Markov machine is defined as a 5-tuple ℳ1→2 ≜ (𝒬1, Σ1, Σ2, 𝛿1, Π̃12) 
such that: 
• 𝒬1 = {𝑞1, … , 𝑞|𝒬1|} is the state set of symbol sequence {𝑠1}; 
• Σ1 = {𝜎0, … , 𝜎|Σ1|−1} and Σ2 = {𝜎0, … , 𝜎|Σ2|−1} are the alphabet sets of symbol 
sequence {𝑠1} and {𝑠2} respectively; 
• 𝛿1: 𝒬1 × Σ1 → 𝒬1 is the state transition function that maps the transition in 
symbol sequence {𝑠1}; 
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• Π̃12 is the symbol generation matrix of size 𝒬1 × Σ2; the 𝑖𝑗
𝑡ℎ element of Π̃12 
denotes the probability of finding the symbol 𝜎𝑗 in {𝑠2} while making a 
transition from the state 𝑞𝑖 in {𝑠1}. 
With this setup, STPN is defined as a 4-tuple 𝑊𝐷: 
𝑊𝐷 ≡ (𝑄
𝐴 , 𝑄𝐵 , Π𝐴𝐵 , Λ𝐴𝐵)     (2.1) 
such that: 
• 𝐴 and 𝐵 are representing two sub-systems (nodes) of STPN; 
• 𝑄𝐴 and  𝑄𝐵 are the state set correspondingly; 
• Π𝐴𝐵 indicates the transition matrix from 𝐴 to 𝐵; 
• and Λ𝐴𝐵 is a metric for quantifying the relational pattern from 𝐴 to 𝐵. 
Figure 2.1 demonstrates the structure of STPN model. In Figure 2.1, Π𝐴𝐴 and Π𝐵𝐵 are 
the transition matrices representing the self-relations for system 𝐴 and system 𝐵 
correspondingly, which are also referred to atomic patterns (APs). While Π𝐴𝐵 and Π𝐵𝐴 are 
the transition metrics reflecting cross relations from 𝐴 to 𝐵 and from 𝐵 to𝐴, which are called 
relational patterns (RPs). Formally the transition matrix is derived by: 
𝜋𝛼𝛽
𝐴𝐵 ≔ 𝑃(𝑆𝑖+1
𝐵 = 𝛽| 𝑆𝑖
𝐴 = 𝛼) ∀𝑖    (2.2) 
where 𝛼 ∈ 𝑄𝐴 and 𝛽 ∈ 𝑄𝐵; 𝜋𝛼𝛽
𝐴𝐵 is the probability of transiting from state 𝛼 in system 𝐴 to 
state 𝛽 in system 𝐵. 
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Figure 2.1 Extraction of atomic patterns and relational patterns of STPN 
The APs intend to extract the state transitions in a sub-system itself, and the RPs 
describe the state transition from a sub-system to another. Using Equation (2.2), the transition 
probabilities can be computed and represent the patterns (APs and RPs). 
To quantify the APs and RPs in STPN, Λ𝐴𝐵 is defined. Here, an information theoretic 
metric could be used (Solo, 2008; Wibral, Rahm, Rieder, Lindner, Vicente, & Kaiser, 2011). 
There are several metrics available, such as transfer entropy and mutual information. In this 
study, the mutual information (MI) is used. 
2.2.2 Mutual Information based Metric 
In this study, we define the MI for APs and RPs as follows (RP from system 𝐴 to 𝐵 is 
used as instance). 
𝐼𝐴𝐵 = 𝐻(𝑆𝑖+1
𝐵 ) − 𝐻(𝑆𝑖+1
𝐵  | 𝑆𝑖
𝐴) 
where 
𝐻(𝑆𝑖+1
𝐵 ) =  − ∑ 𝑃(𝑆𝑖+1
𝐵 = 𝛽)
𝑄𝐵
𝛽
𝑙𝑜𝑔𝑃(𝑆𝑖+1
𝐵 = 𝛽) 
𝐻(𝑆𝑖+1
𝐵  | 𝑆𝑖
𝐴) =  ∑ 𝑃(𝑆𝑖
𝐴 = 𝛼)
𝑄𝐴
𝛼
𝐻(𝑆𝑖+1
𝐵  |𝑆𝑖
𝐴 = 𝛼) 
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𝐻(𝑆𝑖+1
𝐵  | 𝑆𝑖
𝐴 = 𝛼) =  − ∑ 𝑃(𝑆𝑖+1
𝐵 = 𝛽 | 𝑆𝑖
𝐴 = 𝛼)
𝑄𝐵
𝛽
∙ 𝑙𝑜𝑔𝑃(𝑆𝑖+1
𝐵 = 𝛽 | 𝑆𝑖
𝐴 = 𝛼) 
This MI based metric is used to measure the capability of predicting the dynamics of 
one sub-system from past observations of another sub-system dynamics or itself. 
2.2.3 Structural Similarity 
In this study, we treat each sensor on the road as one node or sub-system of STPN. 
Thus, an 𝑁 × 𝑁 MI-matrix (𝑁 is number of sensors) could be obtained to represent the 
patterns in STPN. As we examine the data in a daily basis, we would obtain 𝑀 MI-matrices 
in total during study time period (here 𝑀 = 28), and a comparison method is needed. Here 
we adopt an index called structural similarity (SSIM) from image processing. SSIM (Wang, 
Bovik, Sheikh, & Simoncelli, 2004) is focusing on the structural information of an image, 
like the pixels have strong inter-dependencies especially when they are spatially close. 
Formally it is defined as follows (Wang et al., 2004). 
𝑆(𝑥, 𝑦) = (
2𝜇𝑥𝜇𝑦 + 𝐶1
𝜇𝑥2 + 𝜇𝑦2 + 𝐶1
)
𝛼
(
2𝜎𝑥𝜎𝑦 + 𝐶2
𝜎𝑥2 + 𝜎𝑦2 + 𝐶2
)
𝛽
(
𝜎𝑥𝑦 + 𝐶3
𝜎𝑥𝜎𝑦 + 𝐶3
)
𝛾
 
where 
• 𝜇𝑥 and 𝜇𝑦 are the mean of 𝑥 and 𝑦 respectively; 
• 𝜎𝑥
2 and 𝜎𝑦
2 are the variance of 𝑥 and 𝑦 respectively; 
• 𝜎𝑥𝑦 is the covariance of 𝑥 and 𝑦; 
• 𝐶1, 𝐶2, and 𝐶3 are used to stabilize the division if denominator is near 0; 
• 𝐶1 = (𝑘1𝐿)
2, 𝐶2 = (𝑘2𝐿)
2 and 𝐶3 = 𝐶2/2 with 𝑘1, 𝑘2 and 𝐿 being constant; 
• 𝛼, 𝛽 and 𝛾 are weights for combining those comparative measures with 𝛼, 
𝛽, 𝛾 > 0. 
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SSIM measures the local quality/distortion between two images using a sliding 
window and combines the results to a single value as the index of one image’s quality related 
to another image (Wang et al., 2004). Although the SSIM index is designed for comparing 
images, it has been shown to be useful in computing the similarity of features (Liu, Jiang, & 
Yang, 2014). For our 𝑁 × 𝑁 MI-matrix, which could be treated as images, the SSIM index is 
efficient in terms of feature extraction and comparison. Here, SSIM index is not related to a 
specific traffic condition. It is used as a metric to compare the similarity of features 
(represented by MI matrix for each day), where a low SSIM index indicates the traffic 
conditions represented by the MI matrices are different. 
2.3 Problem Formulation 
In this study, we utilized real word traffic data from sensors, and applied STPN for 
anomaly detection. Figure 2.2 depicts the basic work flow. 
 
Figure 2.2 Construction of STPNs for anomaly detection from daily traffic data 
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As shown in Figure 2.2, the multivariate time-series data collected from the sensors 
are first partitioned into symbols and then state sequences are generated. The state transition 
matrices are then obtained using 𝐷-Markov machine (𝑥𝐷-Markov machine). The patterns are 
then evaluated using information-based metric (mutual information in this work) and daily 
graphical models are formed. The system-wide anomaly affects the patterns (“Day 𝑖” marked 
at the bottom-left panel) and can be detected through comparing the changes of the mutual 
information metrics. 
2.3.1 Data Preparation 
This study used traffic data collected from 11 radar sensors on I-35/80 WB through 
Des Moines urban area (speed limit is unchanged segment to segment). The location of each 
sensor is shown in Figure 2.3. 
 
Figure 2.3 Location of studied sensors on I-35/80 westbound 
Labeled as order in traveling direction 
These sensors are labeled by their orders in terms of traveling direction. Speed and 
volume data in 20-second intervals were obtained from these sensors. In this case study, we 
took February 2017 as the study time period. 
As the model requires continuity in time series data, we need to preprocess the data 
when there was no vehicle present. Since this situation happened at night at most times, thus, 
we excluded night time (11pm-5am) data from the daily data set. For any other missing 
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values in some sensor, we linearly interpolated the value by using the speed and volume at 
closest timestamps before and after. However, if a start or end value is missed, the 
interpolation will fail. Thus, we also used the smallest overlapping time period in each day 
with all the sensors available. After the data preprocessing, this system has two-dimensional 
time series data with 11 nodes for 28 days. 
2.3.2 Symbolization 
This study uses custom domain knowledge-based partitioning to transform the 
continuous time-series data into symbol sequence. In Highway Capacity Manual (HCM) 
(Transportation Research Board, 2000), level of service (LOS) is a quality measure regarding 
operational conditions under different traffic flows. 
There are 6 lettered LOS from “A” to “F”, with “A” representing the best and “F” the 
worst. Different types of road facilities require different methods to compute LOS. In this 
study, we employ the method for freeway LOS calculation based on traffic density. The 
traffic density is defined by the number of passenger cars presenting in one kilometer one 
lane. The computation of density follows: 
𝐷 = 𝑉/𝑆 
where V is the flow rate (in pc/hr/ln) and S is the average speed (in mi/hr). 
The LOS is determined by the density value. Table 2.1 lists the LOS criteria for basic 
freeway segments from HCM. 
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Table 2.1 Freeway LOS Criteria 
LOS Density (pc/mi/ln) 
A [0, 11] 
B (11, 18] 
C (18, 26] 
D (26, 35] 
E (35, 45] 
F (45, maximum] 
 
This LOS-based custom partitioning algorithm is applied on the entire dataset, and 
the result are illustrated in Figure 2.4. After symbolization, the continuous multivariate time 
series data are discretized into univariate 6-symbol sequences. 
 
Figure 2.4 Traffic data partitioning via LOS rules 
2.3.3 STPN Evaluation 
To form the STPN with less complex computation, we treated those symbol 
sequences as Markov chains of order 1 and computed the 1-step transition matrices for those 
chains. To evaluate the connectivity among those sub-systems (i.e. sensors in this case), MI 
was calculated on those transition matrices. An example of MI results is shown in Figure 2.5. 
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The Figure 2.5 (a) is just showing the quantification of Day 1’s STPN, in which the darker 
color represents higher MI between sensors. 
 
a) Day 1 example with sensor ID 
 
b) All days’ presentation 
Figure 2.5 Information based metrics 
Each block represents the MI between that pair of sensors 
The higher value of MI from 𝑎 to 𝑏 indicates the more information obtained in sensor 
𝑏 is through sensor 𝑎. In other words, MI represents how well one sensor could predict 
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another. Together they formed the whole metrics of a pattern network, which could reflect 
the system dynamics.  
To efficiently compare those MI-matrices on STPNs, the SSIM is calculated. SSIM is 
symmetric, which means the SSIM for Day 1 to Day 2 is the same as for Day 2 to Day 1. 
Since the comparison strategy is sensitive to the baseline selection, in this study, we use the 
following comparison strategy: for a certain day, calculate all the SSIM indices from this day 
to the other days, then use the average value as the index for it. 
To identify the anomalous days, here we use 85% of the maximum SSIM value as the 
threshold rather than a percentile thresholding for anomalies. The reason for setting this 
threshold includes: (i) the SSIM on any anomalous days should be away from the best 
condition (maximum SSIM); (ii) we should avoid using percentile, which will maintain a 
fixed portion of days in every month to be anomalies. The results are illustrated in Figure 2.6. 
 
Figure 2.6 Average SSIM from STPN in each day 
Dashed ones are identified as anomalous days 
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2.4 Results Discussion 
As shown in Figure 2.6, Feb. 5th had a significant drop in average similarity to 
others. Other days like Feb. 8th, Feb. 12th, Feb. 19th and Feb. 24th also had less similarities. 
Motivated by the potential day-of-week seasonality (low SSIM on Feb. 5th, 12th, 19th) and a 
prior knowledge of traffic variation in terms of day of week (especially weekday vs. 
weekend), we further explore the patterns by comparing them at the day of week level. 
Figure 2.7 shows the average SSIM for each day in day of week level. For example, 
Wednesday in Week 1 (Feb. 1st) obtained its SSIM index by averaging SSIM indices 
comparing with all other Wednesdays. Thus, as Figure 2.7 indicates, Wednesdays in the 
study period show relatively low and diverse SSIM values, and Saturdays have a more stable 
pattern. 
 
Figure 2.7 Average SSIM from STPN by day of week 
To associate the patterns with the real-world situation, a heat map has been generated 
by using the interpolated data set. Figure 2.8 visualizes the LOS in the whole system every 
day, by using vertical axis to represent sensors and horizontal axis as time of day. 
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Figure 2.8 LOS heat map from the traffic system in each day 
X-axis represents time of day and y-axis represents sensors 
2.4.1 Events: Adverse Weather and Crash 
From Figure 2.8, it could be seen that on Feb. 8th (Wednesday, Week 2) and Feb. 
24th (Friday, Week 4), there were unusually low LOS present in morning and afternoon peak 
hours. By checking the historical weather information (Weather Underground, 2017), it 
shows that there were snowfall events in those two days. Thus, the inclement weather may 
cause the anomalous pattern in those days since it is reasonable to assume the motorists on 
highway could be affected by heavy snows. 
Another data source that we have access to is the event reports from Iowa DOT 
Traffic Management Center. Table 2.2 shows the number of events (focused on crash only) 
on each day in study time period on I-35/80 WB. Here it also shows on Feb. 8th and Feb. 
24th, there were 2 and 5 crashes respectively. Therefore, we find that multiple vehicle 
crashes may contribute in making the system anomalous in those days as well. 
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Although the weather information and event reports could help us to verify the 
system anomalies we detected, they could not replace STPN to detect system anomaly 
directly. The reason why they are not suitable is that bad weather or crashes do not always 
severely affect the traffic system. For example, in Table 2.2, we could see that on Feb. 25th 
there were 2 multiple vehicle crashes. However, it still has a relatively high similarity with 
other Saturdays shown in Figure 2.7 and Figure 2.8 (Saturday, Week 4). The reason could be 
less volume in the weekend. Note that it is also not identified as a system-level anomaly by 
the proposed STPN scheme. In this context, STPN shows advantages in detecting the system-
wide anomaly for the traffic system with fewer false alarms (the false alarms that may be 
reported when deploying weather or event information). 
Table 2.2 Number of crashes by date from event reports 
Event Type 2-1 2-3 2-6 2-7 2-8 2-13 2-21 2-24 2-25 
1 Vehicle Crash 1   1 1   2  
2 Vehicle Crash  1 1  1   2 2 
3+ Vehicle Crash  1    1 1 1  
 
Note that such system-level anomalies arise from a complex combination of multiple 
factors involving weather, traffic states and incidents that can be highly non-intuitive in 
nature. Therefore, a multivariate automated feature extraction scheme such as STPN can be 
more effective compared to a rule-based univariate scheme for real life deployment. 
2.4.2 Anomaly in Weekends 
As shown in Figure 2.6 and Figure 2.7, Feb. 5th (Sunday, Week 1) had low similarity 
with all other days and relatively low similarity in Sunday trends. Associated with Figure 2.8, 
it could be seen that there were no obvious peak hours occurred on Feb. 5th comparing to 
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other Sundays. This kind of anomaly captured by STPN become more obvious in low traffic 
volume weekends as the traffic pattern changed.  
In addition, there is another relatively low similarity occurred on Feb. 26th (Sunday, 
Week 4), which is not associated with any obvious physical reason. Because there are only 4 
data points in this case study, it is not easy to determine the trend, especially in low volume 
weekends. Thus, a long-term monitoring of both weekday and weekend trends is needed. 
2.5 Additional Study 
2.5.1 Comparison with Original Information Similarity 
In addition, we also consider if simple image analysis of LOS heat maps (original 
information without STPN) over different days can be effective in anomaly detection. We 
compute the SSIM index directly based on the LOS heat maps (Figure 2.8) and use the same 
averaging and thresholding strategy. The comparison with STPN results is shown in Figure 
2.9. 
 
 
a) SSIM from STPN (same as Figure 2.6) 
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b) SSIM from LOS heat map 
Figure 2.9 Comparison of average SSIM from STPN and LOS 
Dotted line in b) shows the additional false alarms. 
Compared to Figure 2.9 (a), which is obtained from STPN, Figure 2.9 (b) shows more 
fluctuations. Also, we observe that multiple nominal days and anomalous days are too close 
around the threshold, which indicates the results tend to be quite sensitive with the threshold. 
Also, using heat map directly may generate more false alarms. 
Further investigation is also made regarding the distributions of SSIM under normal 
and anomalous conditions. Since the sample size is limited, here we assume that the SSIM 
values follow Gaussian distributions just for illustration purpose. Here we also assume that 
the severe crash days and weekends have different characteristics than regular traffic flow. 
Thus, we could illustrate the SSIM distributions based on our benchmark from domain 
knowledge. Figure 2.10 shows the comparison of SSIM distributions from STPN and LOS 
heat map. 
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a) SSIM from STPN 
 
b) SSIM from LOS 
Figure 2.10 Comparison of SSIM distributions from STPN and LOS 
In Figure 2.10 (a), STPN results show less variance in distribution under normal 
condition than anomalous condition and two distributions are well separated. Both 
characteristics are extremely useful for efficient anomaly detection with low false alarm. 
However, in LOS heat map results (Figure 2.10 (b)), distributions under normal condition 
and anomalous conditions are not as well separated. This illustrates the need for a 
sophisticated scheme such as STPN for detecting traffic system-wide anomalies in a robust 
fashion. 
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2.5.2 Generalizability Analysis 
One additional case study was also conducted to test the generalizability of this 
method. Data from the same corridor in January 2017 were used. By using the proposed 
methodology, Figure 2.11 demonstrates both the SSIM from STPN results and the original 
LOS information. 
 
a) SSIM from STPN (Additional case) 
 
b) SSIM from LOS heat map (Additional case) 
Figure 2.11 Additional case: comparison of average SSIM from STPN and LOS 
Blank space indicates missing data on that day 
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By checking the weather information (Weather Underground, 2017), those anomaly 
days (in Figure 2.11(a)) have low visibility with high perception, which impact the driver 
behaviors more significant than other days. Also, if we simply use the structural similarity 
method to extract information from original LOS, more variant SSIM values and more false 
alarms will be generated.  
This additional case implied that the proposed method could be easily implemented 
on other cases without rebuilding model to accommodate any site-specific or time-specific 
characteristics in transportation system. 
2.6 Conclusions and Future Work 
This research explored the traffic system dynamics and proposed a health monitoring 
approach. Built on concepts of symbolic dynamics, a spatiotemporal pattern network 
framework was presented to capture the system dynamics, and a mutual information-based 
metric was used to quantify the causal relationship (atomic pattern and relational pattern) 
between sensors in the system. To compare the similarity of the information-based metrics of 
the STPNs and further detect the anomaly, an SSIM measure was adopted to measure the 
similarity. Based on the assumption that the system-wide anomalies lead to significant 
variation in the patterns of the STPNs, the less similar patterns were identified as system 
anomaly. 
This study applied the proposed method on one-month traffic data collected from 11 
roadside radar sensors along I-35/80 WB in Iowa. By constructing STPN on daily traffic 
data, and comparing them in day of week level, several system anomalies with low 
similarities were detected. Associating weather and incident information, the potential causes 
of those system were also verified. It shows that the inclement weather and crashes could 
impact the system dynamics but not necessarily. 
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This paper employs and customizes the graphical model learning method to solve a 
traffic system problem. This batch process approach fits the need of long-term traffic pattern 
extraction and past events impact assessment. Further, it could alarm traffic operation 
engineers by identifying which type of events causes traffic pattern change and needs more 
attention. 
In future work, more corridors could be involved. As running on a long-term 
historical data, the system anomaly could be easily detected by checking how far it is apart 
from a normal pattern network. Based on this application, a health monitoring framework for 
the traffic system can be developed. Future research directions will include: (i) analyze the 
potential causes of system-level anomaly from real world, then set the priority levels for 
those real-world events; (ii) summarize the anomalies over a long time and further utilize it 
to evaluate system-level reliability. 
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Abstract 
Automated traffic signal performance measures (ATSPMs) are an effort to equip 
traffic signal controllers with high-resolution data-logging capabilities and utilize this data to 
generate performance measures. These measures allow practitioners to improve operations as 
well as to maintain and operate their systems in a safe and efficient manner. Although these 
measures have changed the way that operators manage their systems, several shortcomings of 
the tool, identified by talking with signal operators, are a lack of data quality control and the 
extent of resources required to properly use the tool for system-wide management. To 
address these shortcomings, in this paper intelligent traffic signal performance measurements 
(ITSPMs) are presented, using the concepts of machine learning, traffic flow theory, and data 
visualization to reduce the operator resources needed for overseeing data-driven traffic signal 
management systems. In applying these concepts, ITSPMs provide graphical tools to identify 
and remove logging errors and data from bad sensors, intelligently determine trends in 
demand, and address the question of whether coordination may be needed at an intersection. 
The focus of ATSPMs and ITSPMs on performance measures for multimodal users is 
identified as a pressing need for future research. 
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3.1 Introduction 
In the United States, more than 300,000 traffic signals are currently in operation. 
According to the Federal Highway Administration, the operation and performance of most of 
these signals is assessed through citizen complaints (Federal Highway Administration, 2017). 
In these settings, agencies are forced to rely on software and simulation models to develop 
timings, with the presumption that if there are no complaints, everything is working 
acceptably, often compromising on performance and efficiency. 
Automated traffic signal performance measures (ATSPMs) are an effort to equip 
traffic signal controllers with high-resolution data-logging capabilities and to utilize these to 
generate performance measures. These measures allow practitioners to improve operations 
and to maintain and operate their systems in a safe and efficient manner (Federal Highway 
Administration, 2017). State-of-the-art ATSPM systems primarily present raw data in 
graphic representations with the goal of providing tools for visual queries to traffic signal 
experts. The tool has been very useful for data-driven management of traffic signal systems 
and has been adopted and modified by several agencies. From conversations with several 
practitioners who use them, the three main shortcomings of the tool are: (i) The tool currently 
uses raw data feeds but has very little data quality control or quality checks in place, (ii) 
using the tool for system-wide management is resource intensive, and (iii) the tool’s primary 
focus is automobile traffic, and it fails to address multi-modal aspects of signal operation. 
In this study, the current state of the art is extended by the creation of a new tool 
called the Intelligent Traffic Signal Performance Measurement System (ITSPM). Instead of 
primarily automating the signal performance calculation from a raw data stream, this tool 
uses machine learning techniques, traffic flow theory, and data-driven intelligence to provide 
additional insights to decision makers. In this paper, three primary enhancements are 
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provided to address the above-reported shortcomings of the existing state-of-the-art tool, 
namely: 
a. Additional measures for data quality control are provided; 
b. Machine learning-based intelligence is provided to deliver initial insights into the 
data, thus reducing the visual querying time, which results in more efficient 
utilization of personnel resources; 
c. Some of the current graphics in ATSPM are improved to better represent 
operations at different spatial and temporal resolutions. 
Although noted as a shortcoming, multi-modal aspects are not addressed in this paper 
and will be the focus of future research. The remainder of the paper is presented in the 
following manner. A literature review and the state of practice are presented next, followed 
by methodology, data used, and results. The paper then wraps up with conclusions and 
recommendations. 
3.2 Literature Review 
The development of ATSPMs began with the collection of event-based data by 
researchers at Purdue University in the mid-2000s (Smaglik et al., 2007) and the 
identification of tactical methods to control traffic within NCHRP 3-66 (Urbanik et al., 
2006). Since these original works, researchers have emphasized the development of event-
based data acquisition systems that have the capability of generating high-level performance 
measures as well as enough data resolution capable of being used for fault recreation and 
signal fine tuning (Day et al., 2008). Researchers at Purdue University and University of 
Minnesota, as well as practitioners at the Indiana and Utah Departments of Transportation 
spearheaded the effort to move Highway Capacity Manual operational parameters from the 
post-processed environment to real-time performance measures in a mainstream operational 
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environment (Taylor, 2016, Liu et al., 2008). Whereas historical performance measure data 
were limited to hourly volumes, peak hour factors, and v/c values over long analysis periods, 
these measures use event-based data to empower an agency with the ability to make data-
driven decisions regarding detector and communication health, traffic signal coordination, 
and split efficiency (Day et al., 2014, Day et al., 2015, Bullock et al., 2014, Day et al., 2012). 
Although this work has been a game changer in the operation and management of traffic 
signal systems, thus far it has focused mostly on vehicular performance measures with 
limited investigation into multimodal performance. One major reason for this limitation is the 
lack of pedestrian sensing capabilities in existing control systems. The natural platform for 
this would be an extension of ATSPMs from a multimodal perspective, perhaps 
incorporating visualization techniques by the nationally renowned author Edward Tufte 
(2001). Existing vehicular ATSPMs may also benefit from improved visualization 
techniques, although the Purdue researchers responsible for much of the ATSPM 
development work have already spent much effort on visualization (Day et al., 2010, 
Brennan et al., 2011). 
The state-of-practice with respect to ATSPMs involves the use of open source 
software and continued improvements to visualizations and metrics using advances in data 
analytics. Several vendors have also engaged in developing similar products. From 
conversations with several practitioners who use them, ATSPMs are most often used for 
troubleshooting, operations, and planning. The AASHTO innovation initiative led by the 
Utah DOT has led to the adoption of ATSPMs by 26 transportation agencies across the 
country (Federal Highway Administration, 2017). The open source software used by the Utah 
DOT produces chart usage reports to track which performance measures and visualizations 
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are most used by agency personnel. A usage report for from Jan 1 – July 23, 2017 in Utah 
showed that the Purdue phase termination (18000 queries), split monitor (8000 queries), and 
Purdue Coordination Diagram (PCD; ~ 6000 queries) are the most used metrics. 
Conversations with engineers at the Utah DOT and Georgia DOT corroborated this report. 
Turning movement counts and approach volumes are additional metrics that are used 
frequently by planners for simulation and modeling purposes. 
According to agency personnel at the Utah DOT, the Purdue phase termination metric 
is used from an operations standpoint to address complaints. The split monitor is used for 
troubleshooting, retiming, and general operations, whereas the PCD is used for assessing if 
cycle lengths and offsets are optimal as well as the need for general retiming. Currently, with 
the open source software pioneered by Utah DOT, presentation of the PCD is not optimized. 
However, planned improvements in the near future involve linking the PCD with the link-
pivot diagram to study progression quality and improve operations. The link-pivot algorithm 
was developed by researchers at Purdue University to optimize offsets along signalized 
arterials (Day and Bullock, 2014). Additional improvements involve the addition of transit 
signal priority (TSP) metrics to evaluate transit delays and to study the transition status of the 
controller when TSP is implemented. According to agency personnel, least useful measures 
currently are approach delay, arrivals on red, and pedestrian delay. With respect to 
improvements, engineers expressed interest in improving ways to measure delays, which 
could then be used in decision making. They also wanted the ability to examine the 
operational performance at the corridor and network levels, when currently they can only do 
so at the intersection level. 
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3.3 Problem Identified and Diagnosis Methods 
The objective of this study was to improve the current state-of-the-art ATSPMs by 
providing enhancements in diagnosing sensor errors and assessing demands. The paper also 
emphasizes the need to associate each graphic with a given spatial and temporal resolution as 
described below: 
a. Stream analytic measures – These performance measures are used to quickly 
detect any anomalous behavior at any intersection during a day. 
b. Batch analytic measures – This historical chart serves to provide trends over time, 
and individual day’s information can be retrieved for anomaly detection. 
c. Spatial resolution – Spatial resolution can be either at the phase/approach level for 
a given intersection or at a network level, depending on the desired objective. The 
decision makers might want to use ITSPMs to compare different corridors or to 
focus on a given intersection. 
The graphic used for each resolution should be carefully planned to avoid any visual 
overload of information and to provide the users with the ability to identify the information 
that needs to be conveyed. In this paper, an attempt is made to use appropriate graphics to 
convey information suitable to a given resolution. The designed graphics and alerts in ITSPM 
are tied to decision support queries, as shown in Table 3.1. A comparison of how these 
decision support queries are answered by Utah ATSPM 4.0.1 is also shown in the table (Utah 
DOT). Decision support for traffic signals can be divided into four broad categories, namely: 
(a) data quality, (b) demand assessment, (c) traffic control, and (d) level of service. The focus 
of this paper is on major improvement in assessing the first three categories. 
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Table 3.1 Traffic signal decision support queries that could be better addressed by ITSPM 
Operator Queries 
Utah Automated Traffic Signal 
Performance Monitoring (ATSPM 4.0.1) 
Proposed Intelligent Traffic 
Signal Performance Monitoring 
(ITSPM) 
Sensor and Communication Health  
Are there any failures in 
logging?  
Utah DOT uses email alerts (not a generated 
report) for the following items: 
1. No data 
2. Too many ped calls 
3. Too many max outs 
4. Too many force-offs 
5. Low detector count 
6. High detector count 
Georgia DOT is working on an extension 
that will allow users to query the database to 
see how long these errors have been 
occurring 
New performance measure 
proposed (shown in Figure 3.2 
and Figure 3.3) 
Are there any sensor 
failures?  
Utah DOT uses the Purdue phase 
termination plot to determine if sensor 
failures exist. The phase termination plot is 
used to identify data gaps, too many max-
outs (which can occur due to constant calls), 
too many force-offs and too many ped calls 
(which can occur due to constant calls due 
to a malfunctioning detector). 
New performance measure 
proposed (shown in Figure 3.4) 
Demand Assessment 
What are the temporal 
variations for timing 
plan settings  
Not available  Not addressed in this paper  
Is the demand randomly 
distributed or is there a 
need for coordination  
Not available  
New performance measure 
proposed based on ML-based 
algorithm (described in Figure 
3.5) 
Control Support  
Are the coordination 
parameters ideal?  
Can be manually identified by visually 
exploring the Purdue Coordination Diagram 
 Aggregate Platoon Coordination 
Diagram (APCD) proposed 
(Figure 3.6) 
 
3.4 Data Description 
The data used for this study were obtained from the City of Portland, which recently 
started the implementation of ATSPMs at five intersections. For the visualizations in this 
paper, data were obtained from two specific intersections: NE Sandy Blvd. @ 57th Ave. and 
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SE Division St. @ 122nd Ave (shown in Figure 3.1 and Table 3.2). Data were available for 
February, May, and June of 2017. In this paper, the results are demonstrated based on data 
from different time frames due to the availability. The Sensor and Communication Health 
section and the Control Support section used data from June 18 to June 24 (one week of 
data), whereas the Demand Assessment section used data from May 1 to June 24 for a better 
demand pattern extraction. 
  
a) Intersection NE Sandy Blvd. @ 57th Ave      b) Intersection SE Division St. @ 122nd Ave 
Figure 3.1 Studied intersections layout 
Table 3.2 Studied phases and detector information 
Intersection Phase ID Direction Detector ID Detector Type Advanced 
Distance (ft) 
Sandy@57th 2 WB 9 Vehicle 400 
6 EB 19 Vehicle 225 
Division @ 
122nd 
2 EB 10 Vehicle 185 
4 SB 15 Vehicle 185 
6 WB 20 Vehicle 185 
8 NB 25 Vehicle 185 
 
The database contains the high-resolution logs from each intersection’s controller. 
The high-resolution logs record events, such as phase changes, detector calls, power failures, 
44 
 
etc. at a 10th of a second resolution. A partial description of event-based log is listed in Table 
3.3, and a sample of data is shown in Table 3.4. 
Table 3.3 Event-based signal and detector data description (partial) 
Event 
Code 
Event 
Descriptor 
Parameter Description 
0 Phase On Phase number (1-16) Set when NEMA Phase On becomes 
active, either upon start of green or 
walk interval, whichever occurs first 
1 Phase Begin 
Green 
Phase number (1-16) Set when either solid or flashing green 
indication has begun. Do not set 
repeatedly during flashing operation 
7 Phase Green 
Termination 
Phase number (1-16) Set when phase green indications are 
terminated into either yellow 
clearance or permissive (FYA) 
movement 
81 Detector Off Detector channel 
number (1-64) 
Detector on and off events shall be 
triggered post any detector 
delay/extension processing 
82 Detector On Detector channel 
number (1-64) 
 
 
Table 3.4 Sample of event-based signal and detector data 
Signal ID 2062 is Sandy @ 57th, event code and event parameter correspond to Table 3.3 
Signal ID Timestamp Event Code Event Parameter 
2062 00:05.8 81 10 
2062 00:05.9 44 2 
2062 00:08.7 82 12 
2062 00:08.8 43 2 
2062 00:09.4 81 12 
2062 00:09.5 44 2 
2062 00:40.3 82 9 
2062 00:40.3 82 20 
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3.5 Results 
The enhancements proposed in this paper are divided into three sections: Sensor and 
Communication Health, Demand Assessment, and Control Support. In the Sensor and 
Communication Health section, data logging and sensor errors are discussed. Next, demand 
is analyzed to find the typical patterns that can be used to identify variation in demand and 
need for coordination. In the last section, enhancement of the PCD for adaptation to a multi-
day display is discussed. The improved version is called the Aggregate Platoon Coordination 
Diagram (APCD). It should be noted that existing ATSPMs are very strong in the visualizing 
control and level-of-service parameters, and the measures proposed here are not intended to 
substitute all the graphics in the ATSPM system but, rather, to further augment the existing 
set of tools. 
3.5.1 Sensor and Communication Health 
Data quality is important to assure that decisions are being made using accurate 
information. ITSPMs are intended to monitor two sources of problem: (a) problems 
occurring due to incorrect logging of the data and (b) sensor errors involving false and stuck 
calls. It should be noted that issues of missed calls are not observable using high-resolution 
logs unless a redundant sensor is present to validate the missed calls. 
3.5.1.1 Logging Failures 
In high resolution logging, it is recommended that a logging flag that triggers a log 
entry at a known interval (every 10-15 sec) be added. This will ensure that any logging 
failures can be directly measured by counting the number of missing logging flags. In the 
absence of such a feature, ITSPMs propose to use surrogate measures to monitor logging 
failures. 
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Spurious Inactivity Period This is defined as a period during which the controller 
records no entries for any of the event codes. A tick mark appears for each time one of the 
event codes is logged during a 30-minute period, as illustrated in Figure 3.2a. The periods of 
inactivity, annotated by “A” and “B,” could be due to an absence of any activity at the 
intersection or some spurious behavior of the logging program. To use a data-driven 
technique to find a threshold that separates spurious inactivity from normal inactivity, we 
explored logging gap distributions, which show the duration of time interval between two 
events observed over a week on the x axis and the number of times they were observed on 
the y axis, as displayed in Figure 3.2b. It can be seen that for the distributions observed at 
both Sandy @ 57th and Division @ 122nd, most of the entries are shorter than 300 seconds 
and then there is a sudden burst of activity after a long gap, at around 450 seconds (annotated 
by “C”) and near 660 seconds (annotated by “D”). For this work, we used 300 sec as the 
threshold for detecting spurious vs. normal inactivity. 
For the study intersections, a spurious inactivity period was defined as any period of 
time greater than 300 seconds during which no event was recorded in the database. The 
average spurious inactivity period versus time-of-day plot is presented in Figure 3.1c. The y 
axis represents the percentage of time during an hour when there was missing data, classified 
to be spurious activity, and the x axis represents the hour of the day. It can be observed that 
the performance of Division @ 122nd was poor over the entire day with approximately 70% 
of the data not being recorded in any given hour. If a dataset with 70% missing values were 
to be used for performance evaluation, the results would be misguided. The volume 
distribution reported for a Friday (6-23-2017) by the Portland ATSPM and the volume 
observed for a Friday (10-23-2015) using another data collection program (Liu et al., 2016) 
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are presented in Figure 3.1d. The stark contrast between 2015 and 2017 volumes highlight 
the importance of using data quality checks prior to making decisions using automated 
performance measures. 
 
a) Spurious Inactivity in logging example 
 
b) Logging gap distribution 
 
c) Summary of spurious inactivity for Sandy @ 57 and Division @ 122nd 
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d) Impact on volume distribution (Friday 6-23-2017) vs. Friday (10-23-2015) 
Figure 3.2 Spurious inactivity assessment 
Missing Event ErrorA second form of logging error can occur if only a single event 
code is spuriously missed for some period of time. In general, the phase status of “green-
start” should be followed by “green-end,” and these events should repeat in pairs. After 
removing the spurious logging failures, if there are still instances when such pairings are 
violated, a missing event status error will then be recorded. A missing event status can be 
recorded for phases or detector calls or for any event that is bound to have occurrences in 
pairs. Tick marks for each time green and a detector turned on and off is shown in Figure 
3.3a. An example with phase 2 of Sandy @ 57th, for which the green indication started twice 
consecutively with no green termination was recorded in between, is annotated with “A.” In 
Figure 3.3b, this data is shown aggregated into a histogram of missing phase 6 status over 
time of day. Also displayed are the long cycles (greater than 5 minutes) observed for phase 6. 
 
a) Missing phase status example 
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b) Summary of missing phase 6 status for Sandy @ 57th 
Figure 3.3 Missing event assessment 
The red bars indicate the percentage of time that phase logging was unmatched, and 
the blue bars indicate the percentage of time that the cycle length was greater than 5 minutes 
in through movements. The long cycles are shown because it is possible that the whole phase 
pair could be missed because of this logging error. Plotting of very long cycles along with 
unmatched pairs over time of day can give an indication of how often this might be 
occurring. Typically, very long cycles are acceptable during night times, but a red flag should 
be raised if a lot of them are observed during the daytime for movement on a main street. 
This type of aggregation could also be compiled for detector statuses, as there is an 
expectation of a certain level of volume by time of day. 
3.5.1.2 Sensor Errors 
Stuck call errors can be calculated using Equation 3.1 with the threshold set as a user-
defined parameter. Six minutes implies that a detector was occupied for two or more 
consecutive cycles (with 180 seconds chosen as a conservatively high cycle length for most 
jurisdictions), which is highly improbable, especially during non-peak hours. 
𝑆𝑡𝑢𝑐𝑘 𝐶𝑎𝑙𝑙 = {
 1,         ∑ 𝑂𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑇𝑖𝑚𝑒1𝑚𝑖𝑛 > 6 𝑚𝑖𝑛
 0,                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                             
  (3.1) 
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A false call error refers to the count that one detector per lane during 1 minute should 
not exceed, which would be the saturation flow rate. Although the exact saturation flow rate 
of that approach is not known, a threshold determined from experience can be used. Here we 
used 45 counts per minute (2700 v/hr/ln) as a threshold, and any records exceeding that were 
coded as false call errors. 
To identify sensor errors, a scatter plot of the vehicle count per lane per minute is 
plotted against time occupancy in 1-minute bins. Here we only focus on advanced detectors. 
A detector example with 1 month of data is shown in Figure 3.4a. The two shaded regions 
represent different potential sources of errors: false call errors (annotated by “A”) and stuck 
call errors (annotated by “B”). If the logging error is not removed from the data, the number 
of stuck call errors will drastically change the data distribution, as in the case of Figure 3.4a. 
A case of a sensor performing reasonably well is shown in Figure 3.4b. Only one stuck call, 
annotated by “C,” is observed in a period spanning one week. It should be noted that sensor 
health statistics should be calculated after eliminating the time periods with significantly high 
logging errors. 
                
a) Detector count vs. total occupied time in       b) Detector errors after removing spurious 
    1-min aggregations (diagnostic figure)               inactivity errors 
Figure 3.4 Sensor quality performance 
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3.5.2 Demand Assessment 
Currently the coordination decisions are mainly made by some common rule of 
thumbs. Whether or not to provide signal coordination for a given time-period based on 
demand assessment is a challenging question for traffic operators to answer. Researchers also 
tried to utilize high-resolution event-based data to explore the coordination decision-making 
based on volume to distance ratio, platoon dispersion, etc. (Day et al., 2011, Day and 
Bullock, 2012) This section provides a data-driven methodology to address the following 
problems: 
a. Are there bunches/platoons arriving at an intersection? This provides evidence 
that the arrivals are not completely random and that the upstream intersection is 
impacting the arrival pattern at the subject intersection. This in turn points toward 
exploring the impact of providing coordination. 
b. What is the time period for which coordination should be explored? The 
proximity of an upstream intersection shows only the possibility of creating 
tightly packed platoons. For coordination to be beneficial, there needs to be 
enough platoons for enough cycles. The percentage of cycles showing platoons 
during a given time period and the average platoon length can be good measures 
for answering the question of the appropriate time period to be explored. 
Steps used to identify the presence of platoons and calculate surrogate measures to 
identify a good time period to explore coordination options are presented in Figure 3.5. 
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Figure 3.5 Procedures for determining the need of coordination 
In Step A, the arrivals that will be classified as a platoon of vehicles are identified. To 
cluster those arrivals, a machine learning technique was applied. Density-based Spatial 
Clustering of Applications with Noise (DBSCAN), a data-clustering algorithm (Ester et al., 
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1996), was used to identify the group of vehicles in a single cycle. To categorize vehicles 
into platoons, the following rule was used: A platoon should contain a minimum of 5 
vehicles and not be separated by average headway greater than 1.6 seconds. It results in a 
parameter setting of 5 as minimum samples and 4 seconds as epsilon in DBSCAN algorithm. 
These parameters were user-defined and can be chosen as deemed appropriate by the 
operator. In Figure 3.5, an example using data from Sandy @ 57th St. and Division @ 122nd 
St. for a given day is shown in Step A. The black dots are random arrivals that are not 
clustered into any potential platoons, and the red dots show vehicles classified as platoons. 
In Step B, the percentage of cycles in a given hour that have platoons is identified. 
An example distribution of percentage of cycles containing platoons is shown in Step B of 
Figure 3.5. The blue line indicates the median cycle percentages by time of day; the gray 
shading implies the range from the 25th and 75th percentiles of the data by time of day. 
In Step C, the distribution of average platoon lengths by number of vehicles is 
calculated. The average platoon length distributed by time of day is shown in Figure 3.5, Step 
C. The blue line and gray shading represent the median and the range from the 25th to the 
75th percentile of each distribution, respectively. 
The percentage of cycles with a platoon and average platoon length by time of day 
are needed to identify the time period for which the impact of providing coordination should 
be explored. A predefined threshold can be used to identify the time periods to explore. As an 
example, if a threshold of 60% was chosen for percentage of cycles exhibiting platoons with 
platoon length greater than 8 vehicles then, as annotated by “A” and “B” in Figure 3.5, the 
PM peak for Sandy @ 57th might be explored for impacts of coordination. 
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3.5.3 Control Support 
The PCD is currently used by several agencies to identify if most arrivals occur 
during the green band, among other items. It is an effective tool to identify if there are any 
occurrences of platoon incursions happening during the start or end of green times. Despite 
being a very useful tool at a single-day resolution level, the PCD in its current form is not 
extendable to longer time durations. When given a month as a time range, UTAH ATSPM 
4.01 generates one PCD per intersection per day. To aggregate this information, an 
alternative visualization is a cyclic flow profile. It presents the probability of green and 
vehicle arrival profile as cyclic distributions and can be combined for multiple days. 
However, this chart loses the time dependency by summarizing time range into a distribution 
format. Here, a new tool named Aggregate Platoon Coordination Diagram (APCD) is 
proposed. Please note that the term “Platoon” instead of “Purdue” is used to avoid any claims 
that this measure has been supported or recommended by Purdue University personnel. 
Vehicle distributions using one day and one week of data, respectively, are shown in 
Figure 3.6a and 3.6b. In Figure 3.6b, the green and red lines show average red time and 
average cycle time, respectively. The color map indicates the density of arrivals, which is the 
average number vehicle arrivals for each 5-sec period per cycle. The darker color indicates 
higher density and, thus, shorter headways. The color threshold was chosen to populate only 
densities that can be considered as platoons. 
How to use the APCD to find the potential platoon bandwidth is demonstrated in 
Figure 3.6c, annotated by “A.” For each time slot (along the y axis), if over 10% of vehicles 
arrive within a 2-second headway, this slot would be considered as part of the platoon band. 
Taking the lowest and highest values from all the time slots, which are the band boundaries, 
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the platoon bandwidth can be determined. Here, the intersection of Division @ 122nd St. 
(2015) shows a 29.5 second platoon bandwidth. 
 
a) Single day PCD example 
 
b) APCD over one week 
 
c) APCD with bandwidth detected 
Figure 3.6 Proposed APCD features 
Platoon BandA
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3.6 Conclusions 
The ITSPM presented in this paper builds on the concepts of machine learning, traffic 
flow theory, and data visualization to minimize the human time needed for data-driven traffic 
signal management systems. From talking with practitioners intimately familiar with 
ATSPMs, the existing state-of-the-art systems were reported to have three primary 
limitations: a) limited data quality control, b) intensive resource requirements, and c) falling 
short in addressing the multi-modal aspect of the operations. This paper addressed the first 
two of these shortcomings. 
In this paper, a methodology to identify and remove data-logging errors as well as to 
identify bad sensors was presented. Eliminating these errors improves the quality of data, 
which leads to more precise decision making and results in more efficient human asset 
management. After providing the methodology for data quality control, machine learning 
principles, which include intelligence in demand trend identification, were used. The use of 
machine intelligence will reduce the time taken by human operators, who would otherwise 
have to detect the same patterns manually and will allow them to allocate their time more 
efficiently making decisions rather than identifying patterns. In addition, ITSPM also 
includes an intelligent method for identifying whether coordination may be needed at an 
intersection. This can be achieved using two surrogate measures defined in this paper, 
namely, percentage of cycles exhibiting platoons per hour and average platoon sizes. Finally, 
in this paper the Aggregate Platoon Coordination Diagram (APCD), which is an 
advancement over the current PCD, was proposed. The APCD can be used to minimize 
visual clutter by removing any vehicle that is not in a platoon and can be scaled to include 
multiple days of data, thus eliminating the need for the traffic signal managers to browse 
through multiple individual PCDs when looking to improve coordination. 
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Future work could emphasize on two aspects. Regarding sensor and communication 
health, besides the proposed methods in this paper, future research direction would be 
integrating more data sources like crash and weather data to conduct a causation analysis. In 
addition, shortcomings in the ATSPM outputs in addressing the multi-modal aspect of traffic 
signal operations were identified, and the authors recommend that efforts be focused on 
designing these performance measures in future research. The availability of multi-modal 
information through high resolution logs is also limited. At a minimum, there is a need to 
integrate more multi-modal sensors on the roadways to provide approach volumes and delays 
for all modes. New surrogate measures can be calculated to investigate if phase allocations 
are equitable. 
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CHAPTER 4.    HIGHWAY CRASH DETECTION AND RISK ESTIMATION USING 
DEEP LEARNING 
A paper to be submitted to the Transportation Research Part C: Emerging Technologies 
Tingting Huang, Shuo Wang, Soumik Sarkar, and Anuj Sharma 
Abstract 
Highway safety is a critical topic in transportation research. Detecting crash on 
highway can provide timely information to both incident management and public. Further, 
predicting crash risk also can help to manage highway traffic proactively. As deep learning 
algorithms developed and implemented in many research areas, this paper designs and 
applies several deep models on two-year high-resolution traffic data to both detect crash 
occurrence and predict crash risk. Big data techniques are utilized to process the large 
amount of real-world traffic data, including volume, speed and sensor occupancy, and deep 
learning methods are implemented to classify crashes or crash-prone traffic conditions. 
Several case studies have been conducted on Interstate 235, an urban highway in Des 
Moines, IA. The results show that deep model has better classification performance on 
detection case than shallow models and has comparable performance in prediction case. 
Further, different prediction cases are also tested in terms of different temporal locations (1-
minute, 5-mintue and 10-minute before crash). The results indicate that it is hard to predict 
the crash risk of traffic condition that is 10 minutes prior to a crash. Based on this study, 
several insights about choosing deep models are also discussed. 
4.1 Introduction 
Highway crash can cause large amount of losses to the system, not only in form of 
personal injury, property damage, but also including reduced system mobility and increased 
secondary crash risk, especially in urban interstate system. According to NHTSA (2018), 
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there were 37,133 people killed in motor vehicle traffic crashes on U.S. roadways during 
2017. To prevent crashes, lots of efforts have been done in research to investigate the causes 
of crashes and work on preventions. Besides root cause analysis, crash detection and crash 
risk estimation are also crucial in helping traffic incident management (TIM) to fast react to 
an incident and reduce the adverse effects. Thus, traffic crash detection and risk estimation 
are important topics in safety research as well. 
Traffic crash detection can provide useful and timely information to TIM. As big data 
and machine learning techniques developed rapidly, a lot of research has been done on 
utilizing large amount of traffic data and applying machine learning algorithms to achieve 
precise and early detection. Common classification model like logistic regression, support 
vector machine (SVM), decision tree and neural network are widely used. Agarwal et al. 
(2016) developed a hybrid model using logistic regression with a wavelet-based feature 
extraction for detecting traffic incidents. They found that combining discrete wavelet 
transform with logistic regression yields higher detection rate and lower false alarm rate than 
using raw data. There are also a lot of studies on crash detection using SVM and its variants. 
Šingliar and Hauskrecht (2007) tried to use SVM on traffic incident detection and achieved 
better performance comparing to the traditional California 2 model. Yuan and Cheu (2003) 
tested two different kernels in SVM on simulated data and transferred the model to other 
dataset and get comparable performance with neural networks. Instead of trying out different 
kernels, Xiao and Liu (2012) used a convex combination of basic kernels to construct an 
adaptive SVM model. Compared with standard SVM and SVM ensemble, the multi-kernel 
SVM outperformed even on noisy data. Other variants are also developed. Chen et al. (2009) 
ensembled the SVMs by bagging and boosting, compared them with individual SVM and get 
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better performance in detection. Wang et al. (2015) used SVM in AdaBoost to classify the 
abnormal traffic patterns extracted from intersection video data. Other classification methods 
have also been used in traffic incident detection, such as decision tree (Chen & Wang, 2009), 
fully connected neural network (Cheng et al., 2010), Stochastic Gradient Boosting (Ahmed & 
Abdel-Aty, 2013), nearest neighbor (Ozbayoglu et al., 2016) and Extreme Machine Learning 
(Li et al., 2017).  
With the power of computation complexity increasing, deep learning achieves great 
success in computer vision, especially in classification and detection algorithm. Inspired by 
those algorithms, some researchers have started to adopt computer vision and deep learning 
techniques to solve traffic incident detection problem. Wang et al. (2018) used the videos 
from intersection and detect the objects to get the trajectory of both vehicles and non-
motorized vehicles. Then they used LSTM model to predict the trajectory in short-term 
future and detect the conflicts. Zhu (2018) employed convolutional neural network (CNN) on 
simulated detector data on a network and tested several hyperparameters in CNN model, 
compared with shallow models, the CNN model outperformed in terms of detection metrics. 
El Hatri and Boumhidi (2018) used stacked autoencoders to build the model structure and 
applied fuzzy rules to control the network and training. They tested their model on simulated 
intersection network data and yield higher detection rates. 
Regarding prediction case, many studies were focusing on off-line statistical analysis, 
which analyzed the factors contributing to crash frequency on highways or intersections and 
made predictions. Avelar et al. (2018) used Negative Binomial (NB) and Poisson-lognormal 
model to predict sever crash frequency by investigating the factors such as AADT, speed 
limit and number of lanes. Nassiri et al. (2014) used NB, Zero Inflated NB, SVM and neural 
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network to predict accident frequencies on highways based on traffic and roadway 
characteristics, including volume to capacity ratio (V/C), vehicle kilometers travelled (VKT) 
and roadway width. Instead of predicting crash counts, an on-line crash risk prediction 
method can provide more timely information. Since it focuses on every individual event, 
thus, classification algorithms can also be used as prediction because it gives the probability 
of being a crash or not. Abdel-Aty et al. (2005) and Oh et al. (2005) both applied neural 
network to real-time crash prediction. Abdel-Aty et al. (2004) also conducted an analysis 
using a logistic regression model. Xu et al. (2013) built a sequential logit model to predict 
crashes with severity. Hossain and Muromachi (2013) introduced an ensemble learning 
method, which is recognized an effective approach for tackling imbalanced classification 
problems. Random multinomial logit model (RMNL), a random forest of logit models, was 
applied on a very high-resolution traffic data (8ms raw data into 5min) collected in Tokyo for 
real-time crash prediction and good prediction performance was reported. Wang et al. 
(2015a, 2015b) applied a multi-level Bayesian logistic regression model to predict crashes on 
weaving segments and ramps of expressways. Among the previous studies, from the simplest 
rule-based models to linear models and complicated non-linear models, different machine 
learning methods have been applied on different datasets with different performances.  
Recently, researchers are also exploring the capability of deep learning in predicting 
traffic incidents. Chen et al. (2016) leveraged the mobile user GPS data at city level and used 
stack denoise autoencoder to extract features from gridded human mobility data. Then they 
used logistic regression to model the features with accident frequency, which is interpreted as 
crash risks. The results showed that the deep model outperformed several shallow models 
like decision tree, SVM and logistic regression. Ren et al. (2017) also tried to estimate the 
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crash risk by predicting the crash frequency in 1 hour based on historical crash count data. 
They used long short-term memory (LSTM) to model the time series of crash count and 
added grid coordinates into the fully connected layer to account for spatial features. Different 
length of input series and different number of layers in model structure were also tested to 
improve the performance. 
Deep learning is developing rapidly with big data growing, however, the majority of 
deep learning studies are still in computer vision, natural language processing, etc., due to the 
rich information in input. In traffic engineering, there are still lots of topics can be explored 
with help of deep learning. This paper will focus on applying deep learning methods to 
diagnose traffic system safety in two perspectives: a) crash detection and b) crash risk 
estimation (prediction). In detection case, traffic data during crash have been evaluated, 
while in prediction case, traffic data before crashes are used. Further, to test the prediction 
power, different cases also formed in prediction problem: a) using data 1 minute before 
crash; b) using data 5 minutes before crash; and c) using data 10 minutes before crash. 
This paper conducts a case study on Interstate 235 (both directions) in Des Moines, 
IA. This freeway segment is a 13.78-mile long corridor that is frequently used in the Des 
Moines metropolitan area. The high-resolution volume, speed and sensor occupancy data 
have been collected by roadside radar sensors representing traffic characteristics. Different 
deep neural network architectures have been tested and compared with some known shallow 
classification models as well. 
This study has two main contributions. First, this paper uses supervised learning 
approach to mine the pattern in large amount and high-resolution historical traffic data and 
detect unusual patterns caused by crashes, which can be implemented as an on-line tool for 
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TIM to help with early detection. Second, by investigating different prediction cases, one can 
select appropriate method to estimate the crash risk ahead of crash occurrence, which 
provides additional information for safety monitoring. 
4.2 Methodology 
Artificial neural network (ANN) is a popular machine learning algorithm. Base on the 
ANN concept, lots of variants are developed for different research purposes. This study will 
use convolutional neural network (CNN) firstly introduced for image processing, to learn the 
pattern in spatiotemporal traffic data and classify the traffic conditions. 
4.2.1 Artificial Neural Network 
Before introducing CNN, the basic concept in ANN is discussed. ANN is a model 
structure that mimic how human brain works (illustrated in Figure 4.1). It contains multiple 
neurons in different layers. Typically, there is an input layer and output layer, others are 
hidden layers which are not fully explainable. By tweaking the weights on each connection 
between neurons in different layers, the output approaches the truth, which is labeled data. 
This is the typical supervised learning method. Several key techniques in ANN can be 
summarized as follows. 
 
Figure 4.1 ANN model structure (illustration) 
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4.2.1.1 Weight and Bias 
The connection between each layer are formed with learnable weights and bias. For 
example, one neuron in hidden layer ℎ can be calculated by its input as: 
ℎ =  𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ + 𝑤𝑛𝑥𝑛 + 𝑏     (4.1) 
where 𝑤1, 𝑤2, … , 𝑤𝑛 are weights for input 𝑥1, 𝑥2, … , 𝑥𝑛 respectively, and 𝑏 is the bias for 
neuron ℎ. 
Feeding forward the network, the output 𝑦 would be combining all the outputs from 
last hidden layers. Similar to Equation 4.1, the output could also be computed by 𝑦 =
𝑤1ℎ1 + 𝑤2ℎ2 + ⋯ + 𝑤𝑛ℎ𝑛 + 𝑏. By comparing the ground truth (label) with the calculated 
output, the weights and biases should be adjusted. 
There can be many layers, a large amount of connections with linear function in a 
network, thus, it results in numerous parameters. These weights and biases in the network are 
dynamic and learned through backpropagation and optimization techniques discussed later. 
4.2.1.2 Activation 
Keeping all the linear results in each neuron as the output will result in a linear 
combination in the network, which cannot handle complex and non-linear problems. To cope 
with the non-linearity, an activation function 𝑓(𝑥) is used to normalize the results. There are 
several structures can be used in the field. The most common one is sigmoid function formed 
as follows. 
𝑓(𝑥) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1
1+𝑒−𝑥
    (4.2) 
Sigmoid function is a monotonic function and can bound the results within 0 to 1. 
Besides sigmoid function, tanh function (Equation 4.3), rectified linear unit (ReLU) 
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(Equation 4.4) and its alternative, exponential linear unit (ELU) (Equation 4.5) are frequently 
used by researchers. 
𝑓(𝑥) = tanh(𝑥) =
𝑒𝑥−𝑒−𝑥
𝑒𝑥+𝑒−𝑥
    (4.3) 
𝑓(𝑥) = {
0    𝑓𝑜𝑟 𝑥 < 0
𝑥    𝑓𝑜𝑟 𝑥 ≥ 0
    (4.4) 
𝑓(𝑥) = {
𝛼(𝑒𝑥 − 1)    𝑓𝑜𝑟 𝑥 < 0
𝑥                   𝑓𝑜𝑟 𝑥 ≥ 0
   (4.5) 
The tanh function is similar with sigmoid function but bounds the results within -1 to 
1. However, complex activation function results in complex gradient computation and makes 
the network hard to converge. Thus, ReLU is used because it is a simple maximum function 
that can also provide non-linearity. But ReLU tends to zero out all the negative values, so 
ELU is developed to maintain the negative values. In practice, the choice of activation 
function tends to be experimental. Different function could be tested in model training and 
selected by comparing performance. 
For the last layer of neural network, the output should try to match the labeled data. 
Therefore, for a multiclass problem, a multinomial logistic function (known as softmax 
function) is used. For 𝑖𝑡ℎclass in total of 𝑀 classes, the probability of 𝑖𝑡ℎclass is: 
𝑃(𝑦 = 𝑖) =
𝑒𝑋
𝑇𝑊𝑖
∑ 𝑒𝑋
𝑇𝑊𝑚𝑀𝑚=1
    (4.6) 
where 𝑋 is the input and 𝑊 is the weight. 
4.2.1.3 Loss Function 
The loss function is used to measure the different between network output and the 
labeled data. With a particular object, the network can be trained to optimize it. The most 
common loss function is mean squared error (MSE). 
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𝐿 =
1
𝑀
∑ (𝑦𝑖 − ?̂?𝑖)2𝑀𝑖=1      (4.7) 
where ?̂?𝑖 is the model output and 𝑦𝑖 is the ground truth. 
MSE could work well on a regression problem, however, for classification problem, 
cross entropy is preferred. The formula for cross entropy loss with 𝑀 > 2 classes is as 
follows. 
𝐻 = − ∑ 𝑦𝑖 log ?̂?𝑖𝑀𝑖=1      (4.8) 
There are also some other loss functions, such as mean absolute error, hinge, KL 
divergence, etc. The loss function is also not deterministic for all model training. One can 
choose the loss function and optimization method to minimize the loss. In this study, since 
we are dealing with a binary classification problem, the binary cross entropy loss function is 
used, which is 𝐻 = −(𝑦𝑙𝑜𝑔(?̂?) + (1 − 𝑦)log (1 − ?̂?)). 
4.2.1.4 Backpropagation 
Neural network uses backpropagation method to update the weights iteratively to 
minimize the loss. The error will pass back to neurons and the weights should be adjusted 
along the direction that reduces the loss. To simplify the problem, suppose a three-layer 
network: input layer (𝑋), hidden layer (ℎ) and output layer (𝑦). 
The error 𝐸 is calculated by selected loss function 𝐸 = 𝐿(𝑦, ?̂?), where 𝑦 is the ground 
truth and ?̂? is the model prediction calculated by activation function 𝑓2, ?̂? = 𝑓2(ℎ, 𝑊2). 𝑊2 is 
the weights from hidden layer to output layer, and ℎ is the activation from hidden layer 
calculated by activation function 𝑓1, ℎ = 𝑓1(𝑋, 𝑊1). 𝑊1 is the weights from input layer to 
hidden layer. Thus, the partial derivative of 𝐸 on 𝑊1 and 𝑊2 are calculated by Equation 4.9 
and 4.10 using chain rules. 
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𝜕𝐸
𝜕𝑊2
=
𝜕𝐸
𝜕?̂?
𝜕?̂?
𝜕𝑊2
    (4.9) 
𝜕𝐸
𝜕𝑊1
=
𝜕𝐸
𝜕?̂?
𝜕?̂?
𝜕ℎ
𝜕ℎ
𝜕𝑊1
    (4.10) 
where 
𝐸 is the error calculated using loss function 𝐿 
𝑦 is the ground truth and ?̂? is the model prediction calculated by activation function 𝑓2 
ℎ is the activation from hidden layer calculated by activation function 𝑓1 
𝑋 is the input and 𝑊1, 𝑊2 are the weights on the input layer and hidden layer respectively. 
To reduce the loss, the weights should be iteratively adjusted along the opposite 
direction of gradient, namely ∆𝑊𝑖 = −𝛼
𝜕𝐸
𝜕𝑊𝑖
 with learning rate 𝛼. This technique is called 
gradient descent. 
Ideally, in each iteration the loss function should be reduced, and all the neurons 
should be adjusted based on their gradients. However, it will consume lots of time and 
computation power when the training data is large. Therefore, one variant called stochastic 
gradient descent (SGD) is used to adjust the weights through a few training data instead of 
full training set. 
4.2.2 Convolutional Neural Network 
Convolutional neural network (CNN) is firstly developed and widely used in image 
classification. It has the ability of maintaining the local structure of an image and generating 
less parameters. The key characteristics in CNN are descripted as follows. 
CNN is managing the spatial dependency through convolution. A small filter is 
applied and runs over the large image, to learn the feature locally. And the weights on the 
filter are shared to any locations of the image. Shown in Figure 4.2, a filter (3 by 3, in the 
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middle) is applying on an input image (7 by 7, at the left) and the convolved feature (3 by 3, 
at the right) is calculated by element-wise multiplication and summation, (1 × 1 + 0 × 0 +
0 × 1 + 0 × 0 + 1 × 1 + 0 × 0 + 0 × 1 + 0 × 0 + 1 × 1) = 3. 
 
Figure 4.2 Convolutional feature extraction 
By weights sharing, convolutional layer has less parameters than a fully connected 
layer. And it maintains the local structure of an image, which makes it powerful in image 
classification. In this study, we treat the spatiotemporal traffic data as image, add time of day 
information as additional node on fully connected layers, then, it can be used to classify a 
specific traffic condition to be crash-prone or not. 
4.3 Data Description and Preprocessing 
4.3.1 Crash Data from Traffic Management Centers Reports 
Traffic Management Centers (TMCs) of Iowa DOT are responsible for monitoring 
traffic signals, traffic flow and special events for Iowa’s major streets and highway networks. 
Operators in the TMC monitoring room watch real-time traffic conditions sent from a closed-
circuit television (CCTV) system. TMCs may not always be the first detector of crashes and 
traffic jams, but they are always an important and accurate information source. Table 4.1 
gives a sample data of TMC reports, which include incident ID, start and cleared timestamp, 
GPS coordinates of incident location, corresponding road segment, and event type. 
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Table 4.1 A sample data of TMC crash reports 
ID Received Cleared Latitude Longitude Road Direction Event Type 
49644 
2016-01-05 
17:32:00 
2016-01-05 
18:53:00 
41.592764 -93.696594 I235 W 
3+ VEHICLE 
COLLISION 
49725 
2016-01-08 
07:18:00 
2016-01-08 
07:21:00 
41.592766 -93.736229 
I235 E 
2 VEHICLE 
COLLISION 
50037 
2016-01-13 
08:03:00 
2016-01-13 
09:50:00 
41.59268 -93.694736 I235 E 
1 VEHICLE 
COLLISION 
Among all those events, only crashes are selected for this study. Further, to associate 
the crash with the correct traffic data, the GPS coordinates have been converted into mile 
markers of that specific roadway using Iowa DOT Roadway Asset Management System 
(RAMS). 
During the 2-year study period, there are 856 crashes reported on the target roadway 
segments. A histogram showing the duration distribution of those crashes is also plotted in 
Figure 4.3. From the distribution, most crashes were cleared within an hour and several 
situations might last even longer. These crash reports are used to generate the traffic datasets 
with or without crashes. 
 
Figure 4.3 Crash duration distribution in study area and period 
4.3.2 Traffic Data from Radar Sensors 
Iowa DOT has installed hundreds of radar sensors made by Wavetronix along urban 
and rural freeways. These sensors collect real-time traffic information including traffic 
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volume (veh/h), average traffic speed (mi/h), and sensor time occupancy (%), at an interval 
of 20 seconds (Wavetronix, 2017). Figure 4.4 displays the locations of the sensors on 
Interstate 235, which is the study area. There are 15 sensors on eastbound and 14 sensors on 
westbound with mean spacing of 0.95 mile. 
 
Figure 4.4 Locations of Wavetronix sensors along Interstate 235 
With mile marker labeled on westbound sensors 
The data collected are the basic traffic characteristics of a freeway segment. Traffic 
volume is defined as the number of vehicles passing a point on a highway during a specific 
time interval (20 seconds in this paper, same for below). Traffic speed is defined as the 
average speed of all vehicles passing a point on a highway over the specified time period. 
Occupancy is defined as the proportion of time that a detector is occupied by a vehicle in a 
defined time. To deal with the missing or noisy data in such high-resolution data, this paper 
uses 1-minute traffic volume, speed and occupancy by aggregating the 20-second interval 
raw data. 
In 1-minute traffic data, there are still some missing values due to short-term sensor 
malfunction or no vehicle presenting at night. Figure 4.5 (a) illustrates a raw 1-minute speed 
heatmap by using sensor’s mile marker as y-axis and time of day as x-axis. The full day data 
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are plotted. In Figure 4.5 (a), the left part (night time) has lots of grey blocks, which means 
there are not many vehicles in that period. To fill the missing value for all timestamps, we 
linearly interpolated the traffic data by every 1 minute. The temporal-interpolated speeds are 
shown in Figure 4.5 (b) as an example. 
After temporal interpolation, we still lack data for any locations between sensors. 
Thus, a spatial interpolation is also needed. Since the mile markers are representing the 
traveling distance between each sensor point, thus, the spatial interpolation is implemented 
based on the mile maker of sensors. Here we assume the changing is gradual in terms of 
distance. The final spatial and temporal interpolated data are illustrated in Figure 4.5 (c). 
 
a) Raw 1-min Speed Heat Map 
 
b) Temporal Interpolated Speed Heat Map 
Figure 4.5 Traffic data interpolation (use speed data as an instance) 
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c) Spatial and Temporal Interpolated Speed Heat Map 
Figure 4.5 (Continued) 
4.3.5 Dataset Generation 
In this paper, two types of case are studied: a) crash detection case and b) crash risk 
prediction case. Figure 4.6 illustrates how to generate sample data for each case. 
The detection case is mainly focusing the traffic pattern changes after a crash occurs. 
To achieve that, the positive samples (crash sample, labeled as 1 in classification problem) 
are generated from 10 minutes before a crash received by TMC until 10 minutes after crash 
cleared, in space, from 2 miles upstream to 0.5 mile downstream. In this region (blue shade 
in Figure 4.6), each sample consists of traffic data with 10 minutes in time and 1 mile in 
space (10x10x3 in data dimension). By sliding this small sample window with 1 minute in 
time and 0.1 mile in space, multiple positive samples can be generated for detection. 
The prediction cases are more focusing on estimating risk, which means the data 
should be extracted before the crash occurrence. To test how far away the traffic condition 
from a crash can still fairly estimate the risk, three different cases are conducted. The positive 
samples are generated just before the crash for case 1 (see annotation in Figure 4.6), 5 
minutes before crash for case 2, and 10 minutes before crash for case 3. Positive samples in 
prediction case are only sliding in space to get multiple samples. The space range is 0.5 mile 
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in upstream and 2 miles in downstream to cope with the need of prediction for current 
location. 
For both detection and prediction cases, the negative samples (non-crash samples, 
labeled as 0 in classification problem) are generated in the areas where no crashes happened. 
(see white shaded area in Figure 4.6 for illustration). To balance the positive samples and 
negative samples, the negative samples are generated randomly in the feasible region with 
the same dimension (10x10x3). 
 
Figure 4.6 Sample generation for different cases (1 detection case, 3 prediction cases) 
The total number of samples in each dataset are summarized in Table 4.2. Then, all 
the datasets are randomly split into training and testing dataset with ratio of 0.8 and 0.2. In 
addition, the day of week and time of day information is extracted for each sample and 
converted to weekend indicator and peak hour indicator (peak hour refers to 7-9 am and 4-6 
pm inclusive in this paper). 
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Table 4.2 Number of samples in each dataset 
Dataset 
Train Test Total 
Positive Negative Positive Negative Positive Negative 
Detection 350,280 350,280 96,763 96,763 447,043 447,043 
Prediction Case 1 9,653 9,636 2,392 2,409 12,045 12,045 
Prediction Case 2 9,589 9,636 2,456 2,409 12,045 12,045 
Prediction Case 3 9,681 9,636 2,380 2,409 12,061 12,045 
 
4.4 Experimental Results 
In this section, two types of case study are discussed: a) crash detection case study 
and b) crash risk prediction case study. 
4.4.1 Crash Detection 
4.4.1.1 Model Structure and Performance 
Starting from a base model with multiple convolutional layers and fully connected 
layer, several different model structures have been tested and the performances reported. A 
short description and overview have been listed in Table 4.3. To better illustrate the model 
architecture, Figure 4.7, Figure 4.10, Figure 4.13, and Figure 4.18 show the different models’ 
key components: number of layers, layer type, output dimension, kernel dimension and some 
special operations. 
Table 4.3 Overview of deep models on detection experiments 
Model Description* 
Temporal 
Info 
Regularization Optimizer** 
Number of 
Parameters 
Model 1_1 3 conv and 1 fc No No Adam 15,336 
Model 1_2 3 conv and 1 fc Yes No Adam 15,338 
Model 1_3 3 conv and 1 fc Yes Yes Adam 15,338 
Model 2_1 4 conv and 1 fc Yes Yes Adam 29,674 
Model 3_1 3 conv and 2 fc Yes Yes Adam 24,042 
Model 4_1 2 conv and 2 fc Yes Yes Adam 40,426 
Model 5_1 1 conv and 2 fc Yes Yes Adam 34,026 
Model 5_2 1 conv and 2 fc Yes Yes SGD 34,026 
Model 6_1 1 conv and 1 fc Yes Yes SGD 8,426 
*conv: convolutional layers; fc: fully connected layers;**Adam: adaptive moment 
estimation; SGD: stochastic gradient descent (with momentum in this paper) 
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In training operation, data are scaled to 0-1 using min-max scaler. Since mini-batch 
training technique is used, batch normalization is also applied in each layer. The 
regularization operation here is drop-out operation with rate of 0.5. Each model structure is 
illustrated as follows.  
In Figure 4.7 (a), a base model with 3 convolutional layers and 1 fully connected 
layer is used, referred as Model 1_1. To test the temporal information of data, two indicators 
are added. As described in 4.3.5, peak hour and weekend indicators are extracted and 
concatenate to the fully connected layer before output layer (Figure 4.7 (b), Model 1_2). To 
further test the regularization operation on training loss and testing performance, third 
experiment is conducted with drop-out operation after fully connected layer, named as Model 
1_3. Since it does not change the model structure, so it will not be shown in figures, same for 
all the following discussion. 
     
a) Model 1_1      b) Model 1_2  
Figure 4.7 Model 1 structure and variant. 
In Model 1 category, performances on each model have been reported and compared 
in Figure 4.8. From the area under the curve (AUC) of receiver operating characteristic 
(ROC) and precision-recall (PR) curve, adding temporal information has a slightly better 
performance. However, when examining the training process (shown in Figure 4.9), 
compared to Model 1_3, Model 1_1 and 1_2 have the sign of overfitting. Thus, Model 1_3 
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which has regularization operation is preferred. Consequently, temporal information and 
drop-out operation are used for all the following experiments. 
 
Figure 4.8 Model 1 performance comparison 
 
Figure 4.9 Model 1 training loss 
To investigate the model structure, the first intuition is making the model larger or 
deeper. Two models are designed in Figure 4.10. Model 2_1 expands Model 1_3 by adding 
one more convolutional layer, while Model 3_1 adds one more fully connected layer. 
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a) Model 2_1: adding one more convolutional layer 
 
b) Model 3_1: adding one more fully connected layer 
Figure 4.10 Model 2 and Model 3 structure 
The performances of Model 2_1 and Model 3_1 are plotted and compared with 
Model 1_3 (Figure 4.11). The training loss are also shown in Figure 4.12. 
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Figure 4.11 Model 2 and Model 3 performance comparison 
 
Figure 4.12 Model 2 and Model 3 training loss 
Compared to Model 1 and 2, Model 3 shows a more stable training process and better 
performance. Opposite to expanding the network, which will result in too many parameters 
to our dataset, the next step is trying to reduce the model layers. Model 4_1 reduces the 
network to 2 convolutional layers and Model 5_1 further reduces it to 1 convolutional layer 
(Figure 4.13). The performance and training loss are plotted in Figure 4.14 and Figure 4.15 
respectively. 
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a) Model 4_1      b) Model 5_1 
Figure 4.13 Model 4 and Model 5 structure 
 
Figure 4.14 Model 4 and Model 5 performance comparison 
 
Figure 4.15 Model 4 and Model 5 training loss 
So far, Model 5_1 has the best performance, but the validation loss tends to be 
fluctuated. To further test this model structure, the optimizer in training is changed from 
Adam (start learning rate of 0.001) to SGD (fixed learning rate of 0.001, momentum of 0.9), 
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and re-trained 1000 epochs to see if the loss can be further reduced, because SGD with fixed 
learning rate may reduce the loss faster than Adam with adaptive rate (Ruder, 2016). The 
performance and loss comparison between Model 5_1 and Model 5_2 are shown in Figure 
4..16 and Figure 4.17. 
 
Figure 4.16 Model 5 performance comparison 
 
Figure 4.17 Model 5 training loss 
Although Model 5_2 has a slightly lower performance but during training process, the 
validation loss is more stable. 
Since the shallower model (Model 5) shows a better performance, one shallowest 
model in these experiments is tested also with SGD optimizer. The model structure is shown 
below (Figure 4.18), named as Model 6_1. The performance of Model 6_1 compared to the 
current best Model 5_2 is shown in Figure 4.19. 
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Figure 4.18 Model 6 structure 
 
Figure 4.19 Model 5 and Model 6 performance comparison 
According to the AUC of ROC and PR, Model 6_1 performs worse than Model 5_2, 
which means the shallowest model is not good at separating this dataset, and the best model 
among all the experiments is Model 5_2, considering both performance and training loss. 
Besides AUC of ROC and PR curve, more metrics are also computed. Table 4.4 listed the 
average accuracy and F1-score for each model by using threshold of 0.5. Model 5_2 still 
shows a competitive performance. 
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Table 4.4 Deep model performance on crash detection 
Model Accuracy F1-score AUC_ROC AUC_PR 
model1_1 0.7459 0.7296 0.8173 0.8449 
model1_2 0.753 0.7352 0.8245 0.8520 
model1_3 0.7479 0.7389 0.8176 0.8496 
model2_1 0.7489 0.738 0.8182 0.8493 
model3_1 0.752 0.7437 0.8251 0.8539 
model4_1 0.7649 0.758 0.8389 0.8654 
model5_1 0.7734 0.7651 0.8463 0.8695 
model5_2 0.7685 0.7543 0.8398 0.8651 
model6_1 0.7451 0.7353 0.8223 0.8444 
 
Comparing with other machine learning method, the same training and testing data 
are used, and several shallow models, such as logistic regression (LR), decision tree (DT), 
random forest (RF), support vector classification (SVC) and K-nearest neighbors (KNN) are 
applied. The hyperparameters in each model are also tuned and explained in the footnotes of 
Table 4.5. The best performance is accuracy of 0.76 and F1-score of 0.74 from random forest 
model. Number of trees in RF is decided by out-of-bag (OOB) errors which is plotted in 
Appendix B. 
Compared to shallow models, deep model has better performance on crash detection 
case study, but not with a large margin. The reason can be that the samples are homogenous 
since the crash data is sliding over the whole crash duration with 1-minute in time and 0.1 
mile in space. That may also explain in deep models, even less capable model has better 
performance than deeper model. 
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Table 4.5 Shallow model performance on crash detection* 
Model Accuracy F1-score AUC_ROC AUC_PR 
LR_100 0.7297 0.6952 0.8249 0.8370 
LR_1000 0.7297 0.6952 0.8249 0.8370 
DT_0.05 0.7451 0.7197 0.8215 0.8401 
DT_0.005 0.7495 0.7285 - - 
SVC_linear_C1 0.4296 0.6002 - - 
SVC_linear_C10 0.5703 0.4579 - - 
SVC_linear_C100 0.6094 0.4392 - - 
SVC_rbf_C1 0.4616 0.6312 - - 
SVC_rbf_C10 0.6429 0.5131 - - 
SVC_rbf_C100 0.4229 0.5927 - - 
SVC_rbf_C1_g0.1 0.3192 0.4289 - - 
SVC_rbf_C10_g0.1 0.4105 0.4906 - - 
SVC_rbf_C100_g0.1 0.3231 0.3682 - - 
SVC_poly_3 0.5245 0.6318 - - 
SVC_sigmoid 0.6511 0.5411 - - 
RF_90_0.005 0.7616 0.7431 0.8563 0.8678 
KNN_5 0.7149 0.6723 0.7625 0.8053 
*Hyperparameters are indicated in model names, separated by underscores. LT: maximum 
iteration; DT: minimum samples percentage; SVC: kernel type, C value, and gamma value; 
RF: number of trees, minimum samples percentage; KNN: number of nearest neighbors. 
4.4.1.2 Model Test Cases 
Several test cases have been randomly selected to illustrate the classification results. 
Four categories of results are shown in Figure 4.20: a) true positives, b) false positives, c) 
true negatives and d) false negatives. Raw data are scaled to, and color coded in 0 to 1. 
 
  
a) True positives 
Figure 4.20 Detection test cases from best deep model 
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a) True positives (Continued) 
 
b) False positives 
Figure 4.20 (Continued) 
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b) False positives (Continued) 
 
c) True negatives 
Figure 4.20 (Continued) 
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d) False negatives 
Figure 4.20 (Continued) 
From the random samples, the data is not intuitively easy to separate. Some crash 
case may have very similar pattern with non-crash case since not all the crashes have a 
significant impact on traffic characteristics. Thus, real-time detection is still challenging. 
Further, model can perform differently on different temporal locations. Figure 4.21 shows the 
ROC from deep model Model 5_2 and shallow model RF_90. Note that crashes happened at 
weekday peak hour and weekend non-peak hour are relatively easy to detect. But it is also 
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noteworthy that data are not balanced in terms of temporal information. The more detailed 
performance by different temporal information are listed in Appendix A. 
 
a) best deep model    b) best shallow model 
Figure 4.21 Detection performance on different temporal cases 
4.4.1.3 Model Capacity and Data Size 
As discussed in 4.4.1.1, the best deep model is the model with less capacity compared 
to first model structure. To further investigate the relationship between deep model capacity 
and dataset size, an extra set of experiments have been conducted by applying the best deep 
model (model 5_2) on different percentage of training data. Figure 4.22 shows the 
relationship between model performance and percentage of total training samples. It can be 
seen that as reducing the data size, the model performances slightly decreased. In terms of 
the training process, Figure 4.23 shows the training and validation loss over training steps for 
each reduced dataset. From this comparison, it is also clear that the model tends to overfit on 
less data. Thus, to apply deep learning method, understanding the dataset and choosing an 
appropriate model structure are important. 
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Figure 4.22 Performance comparison with different data size 
 
a) 100% training data    b) 80% training data 
 
c) 60% training data    d) 40% training data 
 
e) 20% training data 
Figure 4.23 Training loss comparison with different data size 
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4.4.2 Crash Risk Prediction 
Similar to detection case, crash risk prediction is using classification method to 
provide prediction on testing samples. The key different with detection case is in prediction, 
the samples are extracted before the crash occurrence in time and space. As described in 
section 4.3.5, three different prediction datasets are generated by using the data 1 minute, 5 
minutes and 10 minutes before crash, namely, case 1, 2 and 3 in following discussion. 
Further, since we only consider the 10-minute window of data before crash, the number of 
samples is much smaller in prediction case than detection case (which is sliding windows 
during the entire crash), as shown in Table 4.2 as well. Thus, instead of starting with a 
complex model in detection case, prediction case study should consider relatively small 
model to accommodate the dataset size. 
In deep learning, there are several methods could reduce the number of parameters in 
a network. One technique called global average pooling (GAP) has been applied instead of 
using fully connected layers after convolutional layers. GAP is pooling the layer along height 
and width dimension by computing the mean value and keeping the channel dimension. This 
operation can reduce the number of learning parameters than fully connection, then it helps 
to avoid overfitting. 
Same as detection case study, the overview of all experiments in prediction cases is 
listed in Table 4.6. All the experiments have temporal information involved, drop-out 
operation with rate of 0.5 after each fully connection, and batch normalization in each layer. 
Several structures and their performances are discussed as follows. 
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Table 4.6 Overview of deep models on prediction experiments 
Model Description* GAP Operation Optimizer** Number of Parameters 
Model 1_1 3 conv and 1 fc Yes Adam 7,658 
Model 2_1 2 conv and 1 fc Yes Adam 1,506 
Model 3_1 1 conv and 1 fc Yes Adam 570 
Model 4_1 1 conv Yes Adam 226 
Model 4_2 1 conv Yes SGD 226 
Model 5_1 2 fc No Adam 4,938 
Model 6_1 1 fc No Adam 2,410 
Model 7_1 2 conv and 2 fc No Adam 2,530 
*conv: convolutional layers; fc: fully connected layers;**Adam: adaptive moment 
estimation; SGD: stochastic gradient descent (with momentum in this paper) 
The first group of experiments tests the different number of convolutional layers. As 
shown in Figure 4.24, Model 1, 2 and 3 have 3, 2 and 1 convolutional layers respectively. 
Note that GAP is used to convert the convolution data to vector with low dimension. The 
performance of these models is shown in Figure 4.25. 
               
a) Model 1      b) Model 2 
 
c) Model 3 
Figure 4.24 Model 1, Model 2 and Model 3 structure 
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a) Prediction case 1 
 
b) Prediction case 2 
 
c) Prediction case 3 
Figure 4.25 Model 1, 2 and 3 performance on different prediction cases 
According to Figure 4.25, Model 3 outperforms other two models. By investigating 
the training process (Figure 4.26), Model 1 and 2 also have overfitting problem, and Model 3 
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has less gap between validation loss and training loss, but the validation loss is fluctuating a 
lot. 
 
Figure 4.26 Model 1, 2 and 3 training loss (case 1 as example) 
Inspired by the trend between performance and number of layers, further reducing the 
network complexity is implemented. Figure 4.27 illustrate three smaller models, Model 4_1, 
Model 5_1 and Model 6_1. Note that Model 5_1 and Model 6_1 are fully connected 
networks that used to compare with convolutional networks. 
            
a) Model 4   b) Model 5   c) Model 6 
Figure 4.27 Model 4, Model 5 and Model 6 structure 
The performance and loss are plotted in Figure 4.28 and Figure 4.29. 
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a) Prediction case 1 
 
b) Prediction case 2 
 
c) Prediction case 3 
Figure 4.28 Model 4, 5 and 6 performance comparison on different prediction cases 
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Figure 4.29 Model 4, 5 and 6 training loss (case 1 as example) 
Model 4_1 outperforms other two models and has a smaller margin on training loss 
and validation loss. But the validation loss is still not stable. Inspired by detection case study, 
here we also select the current best model Model 4_1 and re-train it with SGD optimizer as 
Model 4_2 (same structure in Figure 4.27 a). To see if GAP operation has the capability to 
reduce overfitting, one more model is also tested, with no GAP layers. Model 7 with 2 
convolutional layers but no GAP structure is shown in Figure 4.30. 
 
Figure 4.30 Model 7 structure 
Since GAP plays an important role in reducing number of parameters, thus, to remove 
GAP operation but keep the number of parameters small, here we increase the stride in first 
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convolutional layer that will reduce the dimension quickly and generate relatively fewer 
parameters. 
The performance and training loss of Model 4_2 and Model 7_1, comparing with 
Model 4_1 are shown in Figure 4.31 and Figure 4.32. 
 
a) Prediction case 1 
 
b) Prediction case 2 
Figure 4.31 Performance of Model 4_1, 4_2 and 7 on different prediction cases. 
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c) Prediction case 3 
Figure 4.31 (Continued) 
 
Figure 4.32 Training loss of Model 4_1, 4_2 and 7 (case 1 as example) 
It is clearly to see that Model 7 without GAP has low performance and overfitting 
issue. Model 4_2 using SGD has a slightly better performance in terms of AUCs, and 
validation loss is still fluctuating. The overall comparison of performance metrics in all the 
deep models is shown in Table 4.7. 
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Table 4.7 Deep model performance on crash risk prediction 
a) AUC of ROC and PR curve 
Model 
Case 1 Case 2 Case 3 
ROC PR ROC PR ROC PR 
model1_1 0.7699 0.7960 0.8288 0.8511 0.7594 0.7814 
model2_1 0.8674 0.8816 0.8353 0.8558 0.8116 0.8335 
model3_1 0.8744 0.8898 0.8781 0.8905 0.8425 0.8501 
model4_1 0.8722 0.8843 0.8881 0.8936 0.8570 0.8581 
model4_2 0.8705 0.8841 0.8900 0.8913 0.8606 0.8597 
model5_1 0.8572 0.8687 0.8829 0.8851 0.8272 0.8393 
model6_1 0.8386 0.8539 0.8552 0.8665 0.8414 0.8488 
model7_1 0.8004 0.8321 0.8362 0.8571 0.7845 0.8108 
b) Accuracy and F1-score 
Model 
Case 1 Case 2 Case 3 
Accuracy F1- score Accuracy F1-score Accuracy F1-score 
model1_1 0.7234 0.707 0.7737 0.7503 0.7043 0.6911 
model2_1 0.8013 0.7855 0.7743 0.7655 0.7212 0.7332 
model3_1 0.7986 0.7848 0.8025 0.7933 0.7734 0.7677 
model4_1 0.7911 0.7797 0.8029 0.791 0.7816 0.7686 
model4_2 0.7869 0.7748 0.8025 0.793 0.7757 0.7582 
model5_1 0.778 0.7544 0.7903 0.7788 0.7584 0.7463 
model6_1 0.754 0.7332 0.7694 0.7593 0.7609 0.7497 
model7_1 0.7609 0.7465 0.7519 0.7548 0.7133 0.7135 
 
To compare with shallow models, some classification methods are tested. Different 
hyperparameter combination are also indicated in model name (see footnote for details). The 
performance on 3 cases are listed in Table 4.8. 
Table 4.8 Shallow model performance on crash risk prediction* 
a) AUC of ROC and PR curve 
Model* 
Case 1 Case 2 Case 3 
ROC PR ROC PR ROC PR 
LR_100 0.8516 0.8657 0.8677 0.8795 0.8477 0.8473 
LR_1000 0.8516 0.8657 0.8677 0.8795 0.8477 0.8473 
DT_0.05 0.8448 0.8600 0.8694 0.8790 0.8208 0.8070 
DT_0.005 0.8096 0.8295 0.8338 0.8680 0.7681 0.7754 
RF_0.005(170/190/130) 0.8664 0.8806 0.9098 0.9189 0.8584 0.8588 
KNN_5 0.8081 0.8403 0.8618 0.8929 0.7923 0.8148 
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Table 4.9 (Continued) 
b) Accuracy and F1-score 
Model* 
Case 1 Case 2 Case 3 
Accuracy F1-score Accuracy F1-score Accuracy F1-score 
LR_100 0.7754 0.7572 0.7870 0.7759 0.7604 0.7451 
LR_1000 0.7754 0.7572 0.7870 0.7759 0.7604 0.7451 
DT_0.05 0.7602 0.7440 0.7730 0.7587 0.7531 0.7322 
DT_0.005 0.7540 0.7334 0.7671 0.7381 0.6859 0.6552 
SVC_linear_C1 0.7702 0.7488 0.7901 0.7776 0.7646 0.7454 
SVC_linear_C10 0.7706 0.7494 0.7909 0.7791 0.7617 0.7417 
SVC_linear_C100 0.7717 0.7506 0.7895 0.7773 0.7644 0.7454 
SVC_rbf_C1 0.7827 0.7683 0.7901 0.7823 0.7669 0.7511 
SVC_rbf_C10 0.7908 0.7779 0.7991 0.7918 0.7744 0.7626 
SVC_rbf_C100 0.7935 0.7815 0.8037 0.7965 0.7780 0.7658 
SVC_rbf_C1_g0.1 0.7933 0.7766 0.7942 0.7816 0.7813 0.7631 
SVC_rbf_C10_g0.1 0.8042 0.7887 0.7958 0.7779 0.7707 0.7460 
SVC_rbf_C100_g0.1 0.7735 0.7447 0.7726 0.7365 0.7183 0.6614 
SVC_rbf_C1_g0.01 0.7915 0.7791 0.7960 0.7892 0.7726 0.7586 
SVC_rbf_C10_g0.01 0.7952 0.7831 0.8014 0.7942 0.7797 0.7669 
SVC_rbf_C100_g0.01 0.7927 0.7784 0.7965 0.7855 0.7755 0.7577 
RF_0.005(170/190/130) 0.7950 0.7746 0.8221 0.8067 0.7746 0.7481 
KNN_5 0.7640 0.7468 0.7979 0.7856 0.7366 0.7134 
*Hyperparameters are indicated in model names, separated by underscores. LT: maximum 
iteration; DT: minimum samples percentage; SVC: kernel type, C value, gamma value; RF: 
minimum samples percentage, number of trees; KNN: number of nearest neighbors. 
Overall, random forest has better performance (with number of trees as 170, 190 and 
130 on 3 cases, tuned by OOD error curves in Appendix B). The model performance also 
varies on different temporal location. The ROC is plotted in Figure 4.33 with different 
temporal information. 
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i) Prediction case 1 
 
ii) Prediction case 2 
 
iii) Prediction case 3 
a) best deep model    b) best shallow model 
Figure 4.33 Prediction performance on different temporal cases 
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It can be seen that prediction on 1 minute and 5 minutes before crash have better 
performance on weekdays, while on 10 minutes case, they perform better on weekend peak 
hour. 
Overall, case 2 has the best performance and case 3 has the worst. Typically, the far 
away the data is the harder to predict. However, prediction of crash occurrence may not be 
solely associate with traffic characteristics, other factors could also contribute to a crash such 
as weather condition or human behaviors. 
4.5 Conclusions 
This paper applies deep learning algorithms including several model variants to solve 
traffic safety problems – crash detection and crash risk estimation on an urban Interstate 
highway. The detection and prediction problem can be formed as a binary classification 
problem, with crashes reported to TMC with time and space information as labels, and the 
surrounding traffic data as samples. High-resolution traffic data including volume, speed and 
sensor occupancy are used in case study. After balancing the classes, different network 
structures and training operations have been explored. It can be found that in detection case, 
convolutional neural networks (CNN) with drop-out operation outperforms some shallow 
models in terms of classification performance and has a stable training process without 
overfitting issue. In prediction cases, data from different time slots are tested to further 
investigate the model prediction power. The results show that deep model has a comparable 
performance with shallow model, and it is noteworthy that less complex model in deep 
model category can achieve better performance. 
Overall, deep model can be applied on traffic data to classify crash occurrence or 
crash risk with appropriate label provided. However, careful inspection of model structure is 
needed, especially when data size is small. In this study, several issues are also noted: a) data 
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may have inaccurate labels. TMC incident reports are generated when a crash is reported, 
thus, they may have temporal and spatial differences with true crash; b) data are relatively 
homogenous. When generating crash samples, the target window is sliding with 1 minute in 
time and 0.1 mile in space. Thus, lots of crash samples created from one crash and have very 
similar patterns. It is a common issue in crash study because of the sparseness of crash data; 
c) in prediction case, traffic characteristics are related to crash risk, but they are not 
necessarily the only contributors. Many factors can also lead to a crash, such as adverse 
weather condition, driver distraction, etc. 
Traffic safety is the key concern in traffic engineering and management. Many 
research efforts have also been done to diagnose the system. Recently, as computation power 
increasing, deep learning becomes feasible and applied in many research areas. It provides an 
efficient approach to researchers to solve generic, complex problems. This study 
demonstrates the ability to utilize the deep learning algorithm to detect crash and estimate 
crash risk. More comprehensive data, more study locations should be included to test the 
performance and generalization of deep models in the future. 
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CHAPTER 5.    CONSOLIDATED CONCLUSIONS 
Transportation system serves road users in more intelligent way in recent years. More 
and more technologies have been applied. Transportation system has a board range of 
subdomains, such as highway system and signalized intersection. To diagnose the system in 
an efficient way, AI has been employed in transportation industry. This study focuses on 
designing the diagnosis for subdomains in transportation, including anomaly diagnosis for 
highway system, performance diagnosis for signalized intersections, and crash detection and 
risk estimation for highway traffic. 
The first study proposes a novel solution, STPN, for detecting highway system 
anomalies. This solution features unsupervised learning which reduces the requirement of 
labeled data and prior knowledge and makes it more scalable. The multivariate data are used 
to represent the traffic condition on a roadway by integrating them into level of service. 
Based on symbolic dynamics filtering, the data are symbolized and treated as 𝑥𝐷-Markov 
machine to explore spatial and temporal features. Comparing those features by information 
based metric and structural similarity, the anomaly could be detected. Two case studies have 
been conducted on I-35/80 WB and several anomalous days have been captured. This batch 
process of anomaly detection could help agencies to fast diagnose the highway traffic flow 
condition and extract long term traffic patterns. For those past events, different impacts on 
traffic could also be assessed and future alert on severe events could be provided. 
The second study aims to improve the signalized intersection performance measure. 
By using data-driven analysis, several shortcomings in current measure system have been 
overcome. Firstly, the logging data quality that can impact on the volume estimation and 
adaptive signal control, has been examined. Then, the demand pattern has been recognized 
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by using outlier detection algorithm. And last, the needs for coordination have also been 
evaluated by clustering method. These new measures developed can help traffic planners and 
engineers to better diagnose the intersection’s performance, even on a network level. And 
they can also provide supports to engineers for signal timing design and control. 
The third study detects crash occurrence and evaluates the crash risk from real-world 
traffic data. As the rapidly increasing of data collection, crashes and crash-prone conditions 
can be identified by modeling big traffic data. This study utilizes deep learning method to 
extract features from traffic data near the target crash and trained to learn the true crash 
events. By applying the trained model, current traffic condition could be classified to detect a 
crash or estimate the risk. The diagnosis of crash risk can help traffic engineers, especially 
the incident management engineers to have a reliable source of incident information that can 
lead to a fast and accurate reaction to the traffic incident. 
Overall, building and maintaining the intelligent transportation system can benefit 
both agencies and road users in many aspects. Enormous data obtained make the big data-
driven research possible. With the advent of artificial intelligence, lots of traffic problem 
could be solved efficiently. This dissertation is exploring different perspectives in 
transportation system and applying different machine learning methods to diagnose different 
systems. The outcome of this dissertation can help practitioners in transportation to use the 
massive information to understand the system in an efficient and intelligent way. 
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APPENDIX A. DETECTION PERFORMANCE BY TIME 
Table A-1 Deep model performance on dataset from different temporal location 
Model Peak Hour Indicator Weekend Indicator Test Accuracy Test F1-Score 
model1_1 0 0 0.6944 0.5049 
 0 1 0.8182 0.5039 
 1 0 0.7768 0.854 
 1 1 0.7704 0.357 
model1_2 0 0 0.6978 0.4619 
 0 1 0.8114 0.3831 
 1 0 0.7954 0.8708 
 1 1 0.7466 0.4179 
model1_3 0 0 0.6934 0.4812 
 0 1 0.8088 0.4045 
 1 0 0.7919 0.8717 
 1 1 0.7093 0.4339 
model2_1 0 0 0.6883 0.4727 
 0 1 0.794 0.3938 
 1 0 0.7887 0.8658 
 1 1 0.7187 0.3643 
model2_2 0 0 0.6892 0.4674 
 0 1 0.8039 0.4104 
 1 0 0.8002 0.8759 
 1 1 0.7133 0.411 
model3_1 0 0 0.6969 0.5163 
 0 1 0.8271 0.4683 
 1 0 0.7911 0.8689 
 1 1 0.7226 0.3814 
model4_1 0 0 0.7108 0.504 
 0 1 0.8366 0.4339 
 1 0 0.8033 0.8813 
 1 1 0.744 0.4739 
model5_1 0 0 0.7174 0.4816 
 0 1 0.8561 0.5281 
 1 0 0.812 0.888 
 1 1 0.7353 0.4432 
model5_2 0 0 0.7193 0.4755 
 0 1 0.8419 0.434 
 1 0 0.8003 0.8787 
 1 1 0.7529 0.4109 
model6_1 0 0 0.6952 0.377 
 0 1 0.8315 0.3693 
 1 0 0.7901 0.8787 
 1 1 0.5639 0.3178 
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Table A-2 Shallow model performance on dataset from different temporal location 
Model Peak Hour Weekend Test Accuracy Test F1-Score 
LR_100 0 0 0.688788 0.271951 
 0 1 0.818816 0.197019 
 1 0 0.747074 0.84592 
 1 1 0.721042 0.336926 
LR_1000 0 0 0.688788 0.271951 
 0 1 0.818816 0.197019 
 1 0 0.747074 0.84592 
 1 1 0.721042 0.336926 
DT_0.05 0 0 0.688728 0.270899 
 0 1 0.834072 0.372713 
 1 0 0.773422 0.866875 
 1 1 0.795672 0.23335 
DT_0.005 0 0 0.69006 0.317861 
 0 1 0.820743 0.328468 
 1 0 0.788517 0.87499 
 1 1 0.781809 0.444591 
SVC_linear_C1 0 0 0.340661 0.507867 
 0 1 0.194021 0.323127 
 1 0 0.624116 0.767895 
 1 1 0.195517 0.326353 
SVC_linear_C10 0 0 0.646131 0.3293 
 0 1 0.740281 0.207087 
 1 0 0.43303 0.549946 
 1 1 0.582275 0.113799 
SVC_linear_C100 0 0 0.660932 0.235266 
 0 1 0.731012 0.398533 
 1 0 0.496087 0.541066 
 1 1 0.799948 0.097076 
SVC_linear_C1000 0 0 0.660932 0.235266 
 0 1 0.731012 0.398533 
 1 0 0.496087 0.541066 
 1 1 0.799948 0.097076 
SVC_rbf_C1 0 0 0.345951 0.5134 
 0 1 0.192257 0.321389 
 1 0 0.699176 0.822808 
 1 1 0.194869 0.326177 
SVC_rbf_C10 0 0 0.674093 0.301811 
 0 1 0.796588 0.137691 
 1 0 0.547037 0.631987 
 1 1 0.777663 0.035955 
SVC_rbf_C100 0 0 0.345214 0.512576 
 0 1 0.190084 0.315862 
 1 0 0.603666 0.751204 
 1 1 0.196554 0.326637 
SVC_rbf_C1_g0.1 0 0 0.329866 0.437461 
 0 1 0.178355 0.282902 
 1 0 0.363493 0.473188 
 1 1 0.205105 0.328995 
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Table A-2 (Continued) 
Model Peak Hour Weekend Test Accuracy Test F1-Score 
SVC_rbf_C10_g0.1 0 0 0.460595 0.485479 
 0 1 0.300074 0.315046 
 1 0 0.411804 0.5528 
 1 1 0.201477 0.32799 
SVC_rbf_C100_g0.1 0 0 0.33373 0.38976 
 0 1 0.306594 0.273961 
 1 0 0.318273 0.374666 
 1 1 0.30824 0.326819 
SVC_poly_3 0 0 0.426557 0.49869 
 0 1 0.325828 0.37191 
 1 0 0.710028 0.812637 
 1 1 0.361752 0.378187 
SVC_sigmoid 0 0 0.645346 0.061476 
 0 1 0.799623 0.001635 
 1 0 0.595633 0.712929 
 1 1 0.801762 0.001305 
RF_90_0.005 0 0 0.709498 0.416366 
 0 1 0.838542 0.380683 
 1 0 0.792617 0.876033 
 1 1 0.777792 0.148038 
KNN_5 0 0 0.674521 0.348988 
 0 1 0.77518 0.2979 
 1 0 0.728525 0.818969 
 1 1 0.829878 0.48771 
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APPENDIX B. RANDOM FOREST HYPERPARAMETER 
The number of trees in random forest model is decided by investigating the out-of-
bag error (OOB). The number is selected when OOB is low and stable. From Figure B-1, 90 
is used for number of trees; From Figure B-2, 170, 190 and 130 are used for prediction case 
1, 2 and 3 respectively. 
 
Figure B-1 Detection random forest OOB error 
 
a) Case 1 
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b) Case 2 
 
c) Case 3 
Figure B-2 Prediction random forest OOB error 
