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Abstract: Fluid–Structure Interaction (FSI) problem is significant in science and engineering, which leads to 10 
challenges for computational mechanics. The coupled model of Finite Element and Smoothed Particle 11 
Hydrodynamics (FE-SPH) is a robust technique for simulation of FSI problems. However, two important 12 
steps of neighbor searching and contact searching in the coupled FE-SPH model are extremely 13 
time-consuming. Point-In-Box (PIB) searching algorithm has been developed by Swegle to improve the 14 
efficiency of searching. However, it has a shortcoming that efficiency of searching can be significantly 15 
affected by the distribution of points (nodes in FEM and particles in SPH). In this paper, in order to improve 16 
the efficiency of searching, a novel Striped-PIB (S-PIB) searching algorithm is proposed to overcome the 17 
shortcoming of PIB algorithm that caused by points distribution, and the two time-consuming steps of 18 
neighbor searching and contact searching are integrated into one searching step. The accuracy and efficiency 19 
of the newly developed searching algorithm is studied on by efficiency test and FSI problems. It has been 20 
found that the newly developed model can significantly improve the computational efficiency and it is 21 
believed to be a powerful tool for the FSI analysis.  22 
Keywords: FEM; SPH; neighbor searching; contact searching; Striped-PIB algorithm; FSI problems  23 
1. Introduction  24 
Fluid–Structure Interaction (FSI) is a growing field in applied science and engineering. For example, the 25 
drive to model nonlinear flutter response has spawned the field of computational aeroelastics [1]. The 26 
structural response of cardiac, arterial and respiratory systems play a crucial role in the flow characteristics in 27 
computational biomechanics [2, 3]. In real world systems, geometries are complex and require considerable 28 
computing power to be accurately resolved [4]. Moreover, FSI problems involve multi-physics phenomenon, 29 
in which the pressure and viscous stresses of fluid can cause a considerable deformation of the structure, 30 
which in turn affects the pressure, velocity and stress distribution in fluids. All of these indicate that FSI 31 
2 
 
modeling and simulation is computationally onerous, although recent years have made much progress in FSI 1 
modeling technology [5-9]. The high computational cost is still the main barrier to make numerical 2 
simulation to be a realistically viable tool in applied science and engineering.  3 
Most numerical methods proposed for the FSI problems have adopted the Eulerian approach for fluid 4 
medium and the Lagrangian approach for solid medium [10]. For example, the Arbitrary Lagrangian 5 
Eulerian (ALE) method [11, 12] is a straight forward strategy for simulating the FSI problems. However, 6 
ALE method is generally difficult and time-consuming to track the moving interface, especially for interface 7 
under a large deformation. Pure Lagrangian method may be attractive for FSI problems since the capability 8 
of Lagrangian meshless methods can naturally handle the moving interface with very large deformations and 9 
large motion of fluids.  10 
Smoothed Particle Hydrodynamics (SPH) method is a purely Lagrangian meshless technique, which has 11 
been originally developed in 1977 by Lucy [13], Monaghan and Gingold [14, 15]. It has subsequently been 12 
successfully employed in a wide range of problems in the fields of astrophysics, fluid mechanics, solid 13 
mechanics and etc. In recent years, because of the unique and complimentary advantages of SPH for fluid 14 
dynamics and Finite Element Method (FEM) for structural dynamics, FEM coupled with SPH method 15 
(FE-SPH) has been proposed to investigate FSI problems, such as fluid-structure impact problems [16] and 16 
free-surface flow interaction with elastic structures problems [17-19]. Both of FEM and SPH methods are 17 
based on Lagrangian description, the interface of FSI problems can be easily handled. However, high 18 
computational cost is still the major barrier for the coupled FE-SPH simulation of FSI problems. Further 19 
study shows that the main reason for the extremely high computational cost of coupled FE-SPH simulation is 20 
the two important steps of neighbor searching and contact searching [20, 21]. Contact searching is used to 21 
recognize the contact interface between fluids (particles) and structure (elements). Neighbor searching lists 22 
the related particles that are inside the neighborhood of each particle, and then the interaction of related 23 
particles should be calculated by conservation equation [13-15].  24 
In order to improve the efficiency of neighbor searching and contact searching, several searching 25 
algorithms are proposed, such as the linked list algorithm [22], tree searching algorithm [20] and 26 
Point-In-Box (PIB) searching algorithm [21]. The linked list algorithm is the most widely used searching 27 
algorithm in SPH method. The efficiency of this method can be decreased for variable smoothing length, 28 
because the box spacing may not be optimal for every particle. The PIB searching algorithm determines 29 
which set of points lie inside a box. It can be used for the neighbor searching of SPH method, contact 30 
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searching of FEM and contact searching of coupled FE-SPH models [23-26]. The efficiency of PIB 1 
searching algorithm is dependent on the distribution of points (nodes in FEM and particles in SPH method) 2 
[27]. The searching efficiency will decrease quickly when the number of points is increased for the square 3 
distribution of points. The square distribution of points will be discussed in the following sections of this 4 
paper.  5 
In order to improve the computational efficiency of PIB searching algorithm and to decrease its sensitivity 6 
to the distribution of points, in this paper, a Striped-PIB (S-PIB) searching algorithm is proposed by taking 7 
advantage of PIB searching algorithm, which is efficient for the striped distribution of points. Both neighbor 8 
searching and contact searching adopt the newly developed S-PIB algorithm to improve the computational 9 
efficiency. On the other hand, contact algorithm [28] is also time-consuming for large number of 10 
elements/particles, even though the tree searching algorithm, PIB searching algorithm and present S-PIB 11 
searching algorithm are used. In this paper, a new scheme that integrates the two steps of contact searching 12 
and neighbor searching into one searching step is also developed to improve the computational efficiency of 13 
coupled FE-SPH model. It is the focus of this paper to improve the computational efficiency of coupled 14 
FE-SPH model for FSI problems, and the present numerical techniques can also be used for searching 15 
calculations of other numerical method in simulation of solid mechanics and fluid mechanics.  16 
The outline of this paper is as follows. The theories and formulations of coupled FE-SPH model are 17 
described in Section 2, in which a particle-element contact algorithm proposed by Johnson [28] is used for 18 
the treatment of interface between fluid and structure. In Section 3, PIB searching algorithm and its 19 
shortcoming are introduced and analyzed firstly. Then the S-PIB searching algorithm is developed to 20 
overcome the shortcoming of PIB algorithm and to be applied for neighbor searching and contact searching. 21 
Numerical examples are investigated and discussed in Section 4. Finally, some conclusions and remarks are 22 
given in Section 5.  23 
2. Coupled FE-SPH model for FSI problem  24 
In this paper, fluid and structure are solved by incompressible SPH method and FEM, respectively. 25 
Because the FEM has been successfully applied to solve structural dynamics, the theories and formulations 26 
of FEM are not introduced in this paper, and details of FEM can be found in the reference [29]. The 27 
incompressible SPH method is briefly described as follows.  28 
2.1 SPH Formulations  29 
In this paper, governing equations of incompressible fluid are the conservation of mass and linear 30 
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momentum, which are expressed in the Lagrangian form. Using particle approximation, discretization of 1 
governing equations can be written as  2 
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where v  is the velocity, p is the pressure, g is the acceleration of gravity, ρ is the density, m is the mass, and 5 
superscript  is used to denote the coordinate direction. W is the smoothing kernel function with a smoothing 6 
length h and cubic Spline kernel function [30] is used in this paper. ∏ is the Monaghan artificial viscosity 7 
[31].  8 
In the incompressible SPH method, the pressure and velocity are proposed as primitive variables and the 9 
standard projection method is used to solve the velocity-pressure coupling problem [32]. Moreover, the 10 
homogeneity of particle distribution is quite important for the accuracy of SPH model, because the highly 11 
irregular particle distribution may break down the SPH calculation. In this paper, the artificial particle 12 
displacement (APD) [33, 34] is used to prevent the particle clustering. A general form of APD can be found 13 
in a recent work by Shadloo et al. [34]. The focuses of this paper are to improve the computational efficiency 14 
of neighbor searching and contact searching of coupled FE-SPH model for FSI problems.  15 
 16 
Figure 1. Schematism of interface between fluid and structure  17 
2.2 Treatments of interface between fluid and structure  18 
For all coupled methods [35-37], the treatments of interface between fluid (simulation by SPH) and 19 
structure (simulation by FEM) is crucial for simulation of FSI problem. Because both SPH and FEM are 20 
based on the Lagrangian description, the interface between fluid and structure can be easily handled by the 21 
particle-element contact algorithm [28], as shown in Figure 1, in which the particles of fluid are considered 22 
as circles with specified radius in 2D problems. For the incompressible fluid, the specified radius of particle 23 
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is constant, which is the half of initial particle spacing. The segments of structure surface are designated as 1 
master segments (composed of two master nodes). In the present method, the particles of fluid that contact 2 
with surface of structure are recognized firstly by searching algorithm at each time step, and then it is 3 
determined by box test and crossover test. The searching algorithm for recognizing the contact interface will 4 
be presented in detail in section 3.4. The box test and crossover test are described briefly in the following of 5 
this section.  6 
As shown in Figure 2, a box test is used. x1, x2, y1 and y2 are the coordinates of master nodes N1 and N2. 7 
The coordinates of particle Ns are xs and ys. The check for each fluid particle is to determine which master 8 
segments are candidates for interaction. The box test in Figure 2 indicates that fluid particle Ns can be 9 
associated with master segment N1-N2 only if it is contained in a rectangular box that extends a distance ed . 10 
Here, the distance ed  is simply defined as  11 
e refd V t= D                                      (3) 12 
where refV  is the maximum relative velocity between particles and master segments in problem domain, 13 
and tD  is the integration time increment.  14 
 15 
Figure 2. Box test  16 
If the fluid particle passes the box test, then the fluid particle subjects to crossover test, as shown in Figure 17 
3. This is performed to determine whether the fluid particle has crossed over the master segment or not. And 18 
it is determined by the following equations 19 
0 edd< ?                                       (4) 20 
and  21 
( )s sAx By Cd = - + +                               (5a) 22 
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2 2
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where d is the crossover distance between particle and master segment, A and B are the direction cosines 5 
that are normal to the external surface of the master segment, l is the length of the segment. If Equation (4) is 6 
satisfied, the fluid particle has touched or crossed over the master segment.  7 
 8 
Figure 3. Crossover test  9 
In this paper, the contact of fluid-structure interface can be handled by changing the positions and 10 
velocities of particles and master nodes during the process of iterations, which is proposed by Johnson [28]. 11 
Comparing with the reference [28], the main improvement in this paper is that the contact judgment is 12 
simplified. The contact judgment is given as follows:  13 
(1) If the particle falls into the region 1, as shown in Figure 3, it interacts with the master segment that the 14 
greatest crossover occurs in all candidate of master segment.  15 
(2) If the particle falls into the region 2 for two adjacent master segments, it interacts only with the single 16 
common node for those two segments.  17 
(3) Otherwise, it does not interact with any master segment.  18 
3. Searching algorithm  19 
In the coupled FE-SPH model, searching algorithm is used for neighbor searching of SPH and contact 20 
searching of interface between fluid and structure, which are highly time-consuming. In order to improve the 21 
efficiency of neighbor searching and contact searching, the PIB searching algorithm is proposed to determine 22 
which set of points lies inside a box by Swegle [21]. However, a shortcoming of PIB searching algorithm is 23 
that the computational efficiency can be significantly affected by the distribution of points. In this paper, a 24 
novel Striped-PIB (S-PIB) searching algorithm is developed to overcome the shortcoming of PIB searching 25 
algorithm based on the detailed analysis. The process of PIB algorithm and our newly developed S-PIB 26 
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algorithm is presented in this section, respectively.  1 
3. 1 PIB searching algorithm  2 
PIB searching algorithm contains three steps: sorting points, searching bounds and listing intersection. 3 
Figure 4 shows a schematism of these three steps for 2D problems, and the detailed description of each step 4 
can be found in [21]. In this paper, a brief summary of PIB searching algorithm is given as follows.  5 
3.1.1 Sorting points  6 
The sorting points step constructs an ordered list of the points for each coordinate direction. The result of 7 
sorting is an index vector for each coordinate, { xI , yI }, which contains the point IDS in the order of 8 
increasing coordinate value. One additional set of vectors, { xR , yR }, named the rank vectors is also 9 
constructed to give location of each point in the index vector.  10 
     11 
(a) Sorting points                          (b) Searching bounds 12 
 13 
(c) Listing intersection  14 
Figure 4. Schematism of PIB searching algorithm 15 
3.1.2 Searching bounds  16 
The second step is to form lists for each coordinate, which contains those points that are within the bounds 17 
of the box. Each list is formed by using two binary searching on the index vector. For x-coordinate, the lower 18 
pointers min
xi  and the upper pointer max
xi  are found by using the first and the last points inside the box from 19 
the index vector xI . The points whose rank is between min
xi and max
xi  are classified as the points inside the 20 
box in x-coordinate, and these points are saved in the list of x-coordinate. The searching bounds for 21 
y-coordinate are also implemented in the same way of x-coordinate.  22 
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3.1.3 Listing intersection  1 
Finally, the lists are intersected to find the points in the box for each coordinate. The points in one list are 2 
selected to check if their ranks are between the lower and the upper pointer. Usually, the shortest list of 3 
points is selected to check for improving computational efficiency. For example, suppose that the list for the 4 
y-coordinate contains the smallest number of points, the points in this list  5 
( ) ( ) ( )min min max, 1 , ,y y y y y yi i i i= +I I I                            (6) 6 
are in the box if  7 
( )min maxx x xi i i＃R                                    (7) 8 
3.1.4 Shortcoming of PIB searching algorithm  9 
For the PIB searching algorithm, computational cost of each single step is given in the section 4.1 of this 10 
paper. It can be seen that the step of sorting points takes only a small proportion of the neighbor searching, 11 
and the step of listing intersection by using comparison method consumes most of CPU time. For the 2D 12 
domain containing N points, the computational cost for the step of searching bounds by using two binary 13 
searching is of operation LogN, and the computational cost of the step of listing intersection is of operation 14 
N1-1/d ( d is the space dimension) [27]. In this paper, the efficiency of listing intersection will be significantly 15 
improved in the S-PIB algorithm compared with the PIB algorithm. The efficiency of sorting points can also 16 
be significantly improved by dividing striped subsets from problem domain. On the other hand, considering 17 
the small movement for each point, the step of sorting points can also be updated in every several time step 18 
to reduce the computational cost. In this paper, the step of sorting points updates in every time step.  19 
      20 
      (a) Striped distribution                (b) Square distribution  21 
Figure 5. Different distribution of points  22 
The computational cost of the listing intersection is determined by the number of points of the shortest list. 23 
As shown in Figure 5(a), when a few points are distributed in the shortest list and the number of points is not 24 
changed, the computational cost of listing intersection should change little even though the number of points 25 
Striped direction 
More points 
Less points pointsN1/2 
  pointsN1/2
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is increased along the striped direction. However, as shown in Figure 5(b), the efficiency of listing 1 
intersection will significantly decrease for square distribution of points, when the number of points is 2 
increased along the direction of the shortest list. The listing intersection is more efficient for the points of 3 
striped distribution than square distribution as there are fewer points in the shortest list for striped 4 
distribution. In this paper, the number of points in the shortest list should be kept small to improve the 5 
efficiency of listing intersection in the S-PIB algorithm.  6 
 7 
Figure 6. Schematism of S-PIB searching algorithm  8 
3.2 S-PIB searching algorithm  9 
In order to improve the efficiency of PIB searching algorithm, the S-PIB searching algorithm is proposed 10 
to overcome the shortcoming of PIB searching algorithm which performs inefficiently for the points with 11 
square distribution. As shown in Figure 6, the first step for the S-PIB algorithm is to divide striped subsets 12 
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from the problem domain. Subsequently, the striped subsets that contain the box are determined. After that, 1 
the points lying in the box at each striped subset are searched by using PIB searching algorithm. Finally, all 2 
the points lying in the box are the union of the points that lie in the box of each striped subset. Because the 3 
striped direction takes effect on the efficiency of the searching algorithm, the coordinate with a large number 4 
of points is set as the striped direction in this paper to improve the searching efficiency. The striped subsets 5 
are divided from the direction of perpendicular to the striped direction with a striped size, and each striped 6 
area is the striped subsets of points, as shown in Figure 6.  7 
Assuming that the striped direction is y-coordinate, striped subsets 
xtns  are divided along x-coordinate 8 
for the 2D problems. The striped size xsD  in the x-coordinate can be computed by  9 
( )max minx xs x x tnsD = -                                    (8) 10 
in which maxx and minx  are the maximum and minimum x-coordinate of points in problem domain. Serial 11 
number of striped subset xins  which contains the points i can be calculated by  12 
( )( )minmin int 1,  x x xi i sns x x tns轾= - D +犏臌                           (9) 13 
where xi is the x-coordinate of point i.  14 
For all points in the problem domain, the serial number of striped subset can be determined by Equation 15 
(9). And for the points lying in the same striped subset, the three steps of sorting points, searching bounds 16 
and listing intersection are implemented in the same way of PIB algorithm.  17 
As discussed in section 3.1.4, the dividing striped subsets from problem domain are proposed to improve 18 
the searching efficiency by overcoming the shortcoming of PIB searching algorithm. However, the process 19 
of dividing striped subsets is also consuming CPU time. The computational efficiency of the present S-PIB 20 
searching algorithm will be discussed in the numerical examples.  21 
3.3 S-PIB algorithm for neighbor searching  22 
The neighbor searching of SPH method can be implemented by using the S-PIB searching algorithm. The 23 
first step for searching of neighbor particles is forming a square box with the length of bD . The second step 24 
is to find the particles in the box by using the S-PIB searching algorithm. Finally, the particles in the box 25 
need to be further determined whether it is recorded as the adjacent particle of particle i or not. The scheme 26 
of determining adjacent particles of particle i can be found in the reference [22].  27 
The procedure for neighbor searching by using S-PIB algorithm is the following:  28 
11 
 
(1) Dividing striped subsets from problem domain  1 
(2) Sorting points to construct index vector { xI , yI } and rank vector { xR , yR } of striped subsets  2 
(3) Loop over all points  3 
(2.1) Constructing box k based on points and calculating minIstrip  and maxIstrip  4 
( )
( )( )
min min
max min
          int 1
min int 1,  
x
lk s
x x
tk s
Istrip x x
Istrip x x tns
轾= - D +犏臌
轾= - D +犏臌
                          (10) 5 
where lkx  and tkx  is the x-coordinates of the lower and the upper bounds in the box k , respectively. 6 
minIstrip  and maxIstrip  is the lower and the upper bounds of serial number of striped subsets, respectively.  7 
(2.2) Loop over minIstrip Istrip= ， maxIstrip  8 
(2.2.1) Searching bounds to obtain min
xi ， maxxi ， minyi and maxyi  9 
(2.2.2) Listing intersection to find the particles in the box k 10 
(2.2.3) Checking the neighbor particles  11 
(2.3) End Istrip loop  12 
(3) End points loop  13 
3.4 Contact searching  14 
There are both contact searching and neighbor searching in each time step, which are time-consuming 15 
processes in the coupled FE-SPH model. The contact searching can be implemented with the process of 16 
neighbor searching. Supposing master nodes of master segments are SPH particles, so that the master nodes 17 
can be considered in the process of neighbor searching. The fluid particle i takes part in the contact searching 18 
only if it is the neighbor particle of master nodes. Only the fluid particles near the interface need to be 19 
considered in the box test and crossover test. As shown in Figure 7, the particle i is the neighbor particle of 20 
the master node 1, 2, 3, and only takes box test and crossover test for the master segment A, B, C, D.  21 
To ensure that all the particles, which may contact with the surfaces of structure, are the neighbor particles 22 
of master nodes and are as few as possible, a reasonable smoothing length of the master nodes should be 23 
used. As shown in Figure 8, the radius of influence domain of master nodes is calculated by  24 
2 2
max( ) ( / 2)ed d R l                                  (11) 25 
where R is the radius of the particles. maxl  is the maximum length of the master segments. ed  is obtained 26 
from Equation (3). Equation (11) can keep d large enough to ensure that the union of influence domain of 27 
12 
 
master nodes 1N  and 2N  contains all the particles that may contact with the master segment 1 2N N . 1 
And it should also keep d small enough to make the neighbor particles of master nodes as few as possible.  2 
 3 
Figure 7. Schematism of contact searching implemented with neighbor searching  4 
 5 
Figure 8. Radius of influence domain of mater nodes  6 
In order to ensure that all the particles in the influence domain are the neighbor particles of the master 7 
node by using the symmetric smoothing length for neighbor searching [22], the smoothing length of master 8 
node should be  9 
1( )=h N d h                                   (12) 10 
where h(N1) is the smoothing length of master node N1 and h  is the smoothing length of particles.  11 
Figure 9(b) shows the schematism of the contact searching implemented with the neighbor searching. It 12 
can be seen that the contact searching implemented with neighbor searching is finished before SPH and FEM 13 
calculation at each time step, which is different from the direct contact searching [22] (as show in Figure 14 
9(a)). It is more efficient than the direct contact searching when two steps of neighbor searching and contact 15 
searching are integrated into one searching step.  16 
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              1 
(a) Direct contact searching [22]    (b) Contact searching implemented with neighbor searching 2 
Figure 9. Schematism for different contact searching  3 
4. Numerical Examples  4 
In this section, the efficiency tests and FSI problems are used to validate the newly developed method. For 5 
FSI problems, the interaction of free surface flow with elastic structures is simulated. The CPU time of 6 
calculation is obtained based on a computer with an Intel(R) Xeon(R) CPU X5690 Processor (3.47 GHz, 7 
23.9 GB) under a WINDOWSXP (32-Bit Edition) operating system.  8 
4.1 Efficiency tests of S-PIB algorithm  9 
Figure 10 shows the striped and square distribution of particles for 2D problems, which is used to study on 10 
computational efficiency of the novel S-PIB algorithm. In the striped distribution of particles, the number of 11 
particles ny is a constant in the y-coordinate, and the number of particles nx can be changed in the 12 
x-coordinate. In the square distribution of particles, n particles are distributed in each coordinate. The size of 13 
box bD  is set as 6Ds, in which Ds is the spacing of adjacent particles.  14 
In order to study on computational efficiency of the novel S-PIB algorithm, the square distribution with 15 
360000(600×600) uniform particles are used. Table 1 provides the CPU time of searching with different 16 
striped size sD . When box size bD  is not changed, s bD D  is changed from 0.125 to 100. It can be seen 17 
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Neighbor searching 
SPH and FEM calculating 
Contact searching 
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14 
 
that CPU time decreases with the increasing of s bD D  from 0.125 to 0.5, and CPU time minimizes when 1 
s bD D  is 0.5. After that, CPU time increases with the increasing of s bD D . When s bD D  is 100, 2 
CPU time is 8.59s, which is the same with computational cost of PIB algorithm [21]. It can also be seen from 3 
Table 1 that CPU time changes from 1.06s to 1.15s when s bD D  varies from 0.125 to 5, the relative CPU 4 
time is from 10.1% to 13.4% compared to PIB algorithm. Computational efficiency can be improved in a 5 
wide range of striped size for S-PIB algorithm. In the following analysis of this paper, s bD D =0.5 is used 6 
for numerical simulation.  7 
 8 
 9 
 10 
 11 
 12 
 13 
(a) Striped distribution                      (b) Square distribution  14 
Figure 10. Distribution of particles for 2D problems  15 
Table 1. CPU time of searching with different striped size  16 
s bD D  0.125 0.25 0.5 1 2 3 4 
Number of subsets 799 400 200 100 50 34 25 
CPU time (s) 1.06 0.93 0.87 0.89 0.94 1.01 1.08 
 17 
s bD D  5 10 20 30 50 100 
Number of subsets 20 10 5 4 2 1 
CPU time (s) 1.15 1.50 2.19 2.51 4.31 8.59 
For the square distribution with 360000 particles, computational cost of each single step of neighbor 18 
searching by using PIB and S-PIB algorithm are given in Table 2 and Figure 11. It can be seen from Figure 19 
11(a) that the computational cost of sorting points and searching bounds is 4.2% and 5.52% of neighbor 20 
searching in the PIB algorithm respectively. The proportions of the two steps are significantly less than that 21 
of step of listing intersection, where the proportion of listing intersection is 88.62% of neighbor searching in 22 
PIB algorithm. Table 2 shows that computational cost of the S-PIB algorithm is significantly less than that of 23 
PIB algorithm. CPU time is mainly reduced by the step of listing intersection in S-PIB algorithm compared 24 
ny=5
nx

Ds
Ds






 


n
n


 






Ds
 Ds 
y
x
15 
 
with PIB algorithm. Moreover, the striped subsets divided from problem domain in the S-PIB algorithm can 1 
also significantly improve the efficiency of sorting points compared with PIB algorithm. On the other hand, 2 
it is inevitable that additional effort is taken on the step of dividing striped subsets. Figure 11(b) shows that 3 
the proportion of CPU time for the step of dividing striped subsets is only 1.5% of neighbor searching in the 4 
S-PIB algorithm.  5 
 6 
(a) PIB algorithm  7 
 8 
(b) S-PIB algorithm 9 
Figure 11. The proportion of each single step of searching algorithm  10 
Table 2. Computational cost of each single step of PIB and striped-PIB algorithm  11 
Single 
step 
Total CPU 
time 
Sorting 
points 
Searching 
bounds 
Listing 
intersection 
Check neighbor 
particles 
Others 
PIB 8.5927 0.3609 0.4740 7.6151 0.1365 0.0062 
S-PIB 0.8653 0.0989 0.5014 0.1009 0.1347 0.0294 
Figure 12 shows CPU time of searching by PIB, S-PIB and tree searching algorithm. It can be seen that 12 
the CPU time of PIB algorithm increases quickly when the number of particles is increased in the square 13 
distribution, and the CPU time is sensitive to the distribution of particles. However, S-PIB algorithm has 14 
high computational efficiency, which is almost independent on the striped or square distribution of particles, 15 
and it also needs less CPU time than PIB and tree searching algorithm. Therefore, it can be proved that the 16 
16 
 
S-PIB algorithm can overcome the shortcoming of the PIB algorithm.  1 
 2 
Figure 12. CPU time of different searching algorithm  3 
Table 3 shows CPU time of searching by the linked list algorithm and S-PIB algorithm, in which 360000 4 
uniform and irregular particles are used for the square distribution. Figure 13 shows the schematism of 5 
irregular distributed particles, which is only used to represent the irregular distribution. It can be seen that the 6 
efficiency of S-PIB algorithm is lower than that of linked list algorithm for uniform distributed particles. 7 
However, for the irregular distributed particles, the efficiency of S-PIB algorithm is higher than that of linked 8 
list algorithm, when the box spacing is equal to the maximum kernel compact support khmax (hmax=1.25dmax, 9 
where dmax is the maximum spacing of adjacent particles. Scaling factor k=2) in the linked list algorithm.  10 
 11 
Figure 13 Schematism of irregular distributed particles  12 
Table 3. CPU time of searching by the linked list algorithm and S-PIB algorithm  13 
Searching algorithm Uniform distribution Irregular distribution 
Linked list 0.3828 1.3719 
S-PIB 0.8653 1.0047 
In order to study on the efficiency of the newly developed S-PIB algorithm for 3D problems, 3D 14 
formulations and programs of the S-PIB algorithm are also developed. Figure 14 shows the cuboid and cubic 15 
distribution of particles for 3D problems. In the cuboid distribution of particles, nx=ny=5 particles are 16 
distributed in the x-coordinate and y-coordinate, and the number of particles nz in the z-coordinate is greatly 17 
17 
 
larger than nx and ny. In the cubic distribution of particles, n particles are distributed in each coordinate. The 1 
size of box b is also set as 6Ds.  2 
 3 
(a) Cuboid distribution                  (b) Cubic distribution  4 
Figure 14. Distribution of particles for 3D problems  5 
Figure 15 shows the CPU time of neighbor searching with PIB algorithm and S-PIB algorithm. It can be 6 
seen that CPU time of PIB algorithm and S-PIB algorithm is almost the same in the cuboid distribution. 7 
However, in the cubic distribution, CPU time of PIB algorithm increases quickly with the increasing number 8 
of particles, and CPU time is sensitive to the distribution of particles for the PIB algorithm. Computational 9 
efficiency of S-PIB algorithm is greatly higher than that of PIB algorithm in the cubic distribution. This case 10 
validates that S-PIB algorithm has also improved computational efficiency for 3D problems. Figure 16 11 
provides relative CPU time of different number of particles for 3D problems. Relative CPU time is defined 12 
as the ratio of CPU time of the PIB algorithm to CPU time of the S-PIB algorithm, as shown in Equation 13 
(13). It can be seen that relative CPU time is almost equal to 1 in the cuboid distribution. However, for the 14 
cubic distribution, the relative CPU time increases quickly with the increasing number of particles, the 15 
relative CPU time is 25.6 when 300000 particles are used.  16 
Relative CPU time PIB S-PIB/t t t                                (13) 17 
 18 
Figure 15. CPU time of different number of particles for 3D problems  19 
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  1 
Figure 16. Relative CPU time of different number of particles for 3D problems  2 
4.2 Collapse of water column with an elastic obstacle  3 
The collapse of water column onto an elastic obstacle, which is a typical fluid-structure interaction 4 
problem, is studied on in this section by using the coupled FE-SPH model. For this well-known example, 5 
initial geometry of the water column with the obstacle is set according to reference [38]. The width and the 6 
height of water column are L=0.146m and 2L, respectively, as shown in Figure 17(a). The density of water is 7 
1000kg/m3. A rigid box is the computational domain with a height of 0.356m and a length of 4L. The 8 
obstacle is placed on the bottom wall at a distance L to the right of the water column. The height and the 9 
width of obstacle are ԰=0.08m and w=0.012m, respectively. The material properties of obstacle are density 10 
s =2500 kg/m3 and Young modulus E=106 N/m2. The gravitational force acts downwards with g=9.8m/s2 11 
and air is neglected in simulations. As shown in Figure 17(b), 240 and 50 quadrilateral elements are used for 12 
elastic obstacle and rigid box, respectively. The initial particle spacing is 0.00292m, 0.00146m, 0.00073m 13 
and 0.00049m, separately, corresponding to simulation cases that 5000, 20000, 80000 and 180000 particles 14 
are used.  15 
              16 
(a) Initial configuration                     (b) Discrete configuration 17 
Figure 17. Water column with an elastic obstacle  18 
԰  
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(a) Experiment [38]          (b) FE-SPH (Method 1)         (c) FE-SPH (Method 2)  5 
Figure 18. Results comparison of water profile of experiment with simulations  6 
Figure 18 shows water profiles obtained by experiments [38] and the coupled FE-SPH model, in which 7 
20000 particles are used for simulation. In Method 1, PIB algorithm is used for neighbor searching and 8 
contact searching, respectively. In Method 2, S-PIB algorithm is used for the neighbor searching and contact 9 
searching and the two steps of searching are integrated into one step. Figure 18 indicates that the results of 10 
method 1 and method 2 are in good agreement with experiment results [38]. Figure 19 shows the 11 
displacements at the upper left corner of elastic obstacle. The displacements of present coupled FE-SPH 12 
model are in consistency with those of references [39, 40], and the results of method 1 and method 2 in 13 
coupled FE-SPH model are in good agreement with each other. So the two steps of contact searching and 14 
neighbor searching integrated into one step does not affect the accuracy of the results. Accurate results can 15 
also be obtained by method 1 and method 2 with 5000, 80000 and 180000 particles in this numerical model.  16 
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Figure 19. Displacements at the upper left corner of baffle  2 
Table 4. CPU time of one time step only for neighbor searching by different algorithms (unit: s)  3 
Number of particles Tree algorithm PIB algorithm S-PIB algorithm 
5000 0.0297 0.0163 0.0103 
20000 0.1419 0.1129 0.0494 
80000 0.6080 0.7398 0.2081 
180000 1.3723 2.3942 0.4720 
Table 4 lists CPU time of one time step only for neighbor searching by different algorithms. S-PIB 4 
searching algorithm is more efficient than tree searching algorithm and PIB searching algorithm. When the 5 
number of particles is more than 80000, PIB searching algorithm consumes longer time than tree searching 6 
algorithm and the S-PIB searching algorithm. Table 5 lists CPU time of one time step for contact searching 7 
by different algorithms. Direct contact searching directly checks every particle whether it is in the box of 8 
every master nodes or not [22]. PIB searching algorithm is used for contact searching to determine whether a 9 
certain particle lies in the box of master nodes or not, then to checks whether the particles have crossed over 10 
the master segment or not. It can be seen that direct contact searching [22] is highly time-consuming. The 11 
contact searching implemented with neighbor searching, in which S-PIB searching algorithm is used, 12 
consumes fewer CPU time than that of PIB searching algorithm and direct contact searching algorithms [22].  13 
Table 6 defines different algorithm from method A to E for neighbor searching and contact searching. 14 
Table 7 shows CPU time of different method for calculation of 30000 time steps, and time increment is 15 
210-5s for every time step. The method E by using S-PIB algorithm for neighbor searching and contact 16 
searching consumes less CPU time than those of other methods, in which neighbor searching and contact 17 
21 
 
searching is implemented together. When the particles are more than 20000, the PIB searching algorithm 1 
consumes longer time than tree searching algorithm. But the S-PIB searching algorithm can overcome the 2 
shortcoming of the PIB searching algorithm. Figure 20 shows the CPU time of different method for neighbor 3 
searching, contact searching and the others in one time step, in which the number of particles is 20000. It can 4 
be seen that method E is more efficient than other methods.  5 
Table 5. CPU time of one time step for contact searching by different algorithms (unit: s)  6 
Number of 
particles 
Direct contact 
searching [22] 
 PIB algorithm 
Contact searching implemented 
with neighbor searching  
5000 0.0167 0.0017 0.0005 
20000 0.0669 0.0075 0.0016 
80000 0.2681 0.0348 0.0058 
180000 0.6020 0.0889 0.0191 
 7 
Table 6. Different algorithm for neighbor searching and contact searching  8 
Method  Neighbor searching Contact searching 
Method A Tree algorithm Direct contact searching [22] 
Method B PIB algorithm Direct contact searching [22] 
Method C S-PIB algorithm Direct contact searching [22] 
Method D S-PIB algorithm PIB algorithm 
Method E S-PIB algorithm 
Contact searching implemented with 
neighbor searching 
 9 
Table 7. CPU time of different methods for calculation of 30000 time steps (unit: s)  10 
Number of 
particles  
Method A Method B  Method C Method D Method E 
5000 2608.9 2163.8 1881.3 1025.6 977.8 
20000 10665.5 16919.0 11329.0 4287.9 3994.7 
80000 77326.5 80720.6 31241.3 19348.8 18029.3 
180000 101550.4 162334.6 71430.5 46556.0 44347.2 
22 
 
 1 
Figure 20. CPU time of one time step of different methods  2 
4.3 Deformation of an elastic plate subjected to time-dependent water pressure  3 
The deformation of an elastic plate due to time-dependent water pressure has been studied on 4 
experimentally and numerically by Antoci et al. [41], in which a section of water is isolated by a gate with a 5 
rigid upper part and a deformable lower part of rubber. The initial configuration of problem is illustrated in 6 
Figure 21. The geometric dimensions of the problem are L=0.079m, H=0.14m, A=0.1m and S=0.005m, 7 
separately. The density of water is 1000 kg/m3. The material properties of elastic plate include density 8 
 =1100 kg/m3, Young modulus E=1.2107 N/m2 and the Poisson ratio v=0.4. 395 and 141 quadrilateral 9 
elements are used for elastic obstacle and rigid box, respectively. The initial particle spacing is 0.002m, 10 
0.001m, 0.0005m and 0.00033m separately, corresponding to simulation cases that 3500, 14000, 56000 and 11 
126000 particles are used. In this numerical example, the methods 1, 2, A, B, C, D and E are defined in the 12 
same way of section 4.2.  13 
 14 
Figure 21. Initial configuration  15 
Figures 22 and 23 show the results of present coupled FE-SPH model compared with the previous 16 
published experiments and numerical results [19, 41], in which 14000 particles are used for simulation. It can 17 
be seen that the results of coupled FE-SPH model are in consistency with experimental results and numerical 18 
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results in references [19, 41]. Good results can also be obtained by method 1 and method 2 with 3500, 56000 1 
and 126000 particles in this numerical model.  2 
     3 
     4 
     5 
     6 
(a) Experiment [41]         (b) FE-SPH (Method 1)       (c) FE-SPH (Method 2)  7 
Figure 22. Results comparison of experiment with simulations  8 
Table 8 shows CPU time of one time step only for neighbor searching by different algorithms. It can be 9 
seen that PIB searching algorithm consumes less time than tree searching algorithm when 3500 and 14000 10 
particles are adopted in this model. However, PIB searching algorithm consumes more CPU time than tree 11 
searching when 56000 and 126000 particles are adopted. PIB searching algorithm is highly time-consuming 12 
when the number of the particles is increased. However, the S-PIB searching algorithm is more efficient than 13 
both PIB searching algorithm and tree searching algorithm in all cases with different number of particles.  14 
t=0.04s 
t=0.08s 
t=0.16s 
t=0.20s 
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      1 
(a) Displacements ux                             (b) Displacements uy  2 
Figure 23. Displacements at the free end of elastic plate  3 
Table 8. CPU time of one time step only for neighbor searching by different algorithms (unit: s)  4 
Number of particles Tree algorithm PIB algorithm S-PIB algorithm 
3500 0.0245 0.0134 0.0084 
14000 0.1061 0.0797 0.0348 
56000 0.4425 0.5469 0.1456 
126000 1.0092 1.7864 0.3361 
Table 9 lists CPU time of one time step for contact searching by different algorithms. Table 9 indicates that 5 
direct contact searching [22] is highly time-consuming. Contact searching implemented with neighbor 6 
searching, in which S-PIB searching algorithm is used, consumes less time than the PIB searching algorithm 7 
and direct contact searching algorithm [22].  8 
Table 9. CPU time of one time step for contact searching by different algorithms (unit: s)  9 
Number of 
particles 
Direct contact 
searching [22] 
 PIB algorithm 
Contact searching implemented 
with neighbor searching 
3500 0.0269 0.0013 0.0012 
14000 0.1072 0.0053 0.0033 
56000 0.4284 0.0239 0.0147 
126000 0.9653 0.0609 0.0319 
Table 10 lists CPU time of different method for calculation of 40000 time steps, and time increment is 10 
510-6s for every time step. Method E, in which S-PIB searching algorithm is used for neighbor searching 11 
and contact searching, consumes less CPU time than other methods. Moreover, the PIB searching algorithm 12 
25 
 
consumes longer CPU time than tree searching algorithm when the number of particles is more than 56000. 1 
It can be concluded from the analysis of this numerical example that the newly developed searching 2 
algorithm can significantly improve computational efficiency of coupled FE-SPH model for FSI problems.  3 
Table 10. CPU time of different methods for calculation of 40000 time steps (unit: s)  4 
Number of 
particles  
Method A Method B  Method C Method D Method E 
3500 4761.5 2987.9 2097.7 1108.5 1102.5 
14000 11129.4 10609.6 8337.2 4454.6 4337.1 
56000 47062.5 54657.7 33581.9 18574.3 17890.9 
126000 105247.9 135595.2 76353.6 43533.7 42157.1 
5 Conclusions  5 
Highly CPU time-consuming characteristic is one of the most essential limitations for simulation of FSI 6 
problems. In this paper, the computational efficiency of coupled FE-SPH model can be significantly 7 
improved for simulation of FSI problems, which is developed based on the following issues:  8 
(1) The novel S-PIB searching algorithm is proposed to improve searching efficiency by overcoming the 9 
shortcoming of PIB searching algorithm that can be significantly affected by the distribution of points.  10 
(2) Two extremely time-consuming steps of neighbor searching and contact searching are integrated into 11 
one searching step to improve computational efficiency of coupled FE-SPH model.  12 
Numerical examples validate the accuracy and efficiency of the coupled FE-SPH model based on the 13 
newly developed searching algorithm. It can be concluded that the coupled FE-SPH model developed in this 14 
paper provides an efficient and powerful tool for solving FSI problems. We note that the present method is 15 
also beneficial to variable smoothing length in SPH method and parallel computations of large systems, 16 
which should be interesting work in the future.  17 
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