In the biclustering problem, we seek to simultaneously group observations and features. While biclustering has applications in a wide array of domains, ranging from text mining to collaborative filtering, the problem of identifying structure in high dimensional genomic data motivates this work. In this context, biclustering enables us to identify subsets of genes that are co-expressed only within a subset of experimental conditions. We present a convex formulation of the biclustering problem that possesses a unique global minimizer and an iterative algorithm, COBRA, that is guaranteed to identify it. Our approach generates an entire solution path of possible biclusters as a single tuning parameter is varied. We also show how to reduce the problem of selecting this tuning parameter to solving a trivial modification of the convex biclustering problem. The key contributions of our work are its simplicity, interpretability, and algorithmic guarantees -features that arguably are lacking in the current alternative algorithms. We demonstrate the advantages of our approach, which includes stably and reproducibly identifying biclusterings, on simulated and real microarray data.
1. Introduction. In the biclustering problem, we seek to simultaneously group observations (columns) and features (rows) in a data matrix. Such data is sometimes described as two-way, or transposable, to put the rows and columns on equal footing and to emphasize the desire to uncover structure in both the row and column variables. Biclustering is used for visualization and exploratory analysis in a wide array of domains. For example, in text mining, biclustering can identify subgroups of documents with similar properties with respect to a subgroup of words (Dhillon, 2001) . In collaborative filtering, it can be used to identify subgroups of customers with similar preferences for a subset of products (Hofmann and Puzicha, 1999) . Comprehensive reviews of biclustering methods can be found in (Madeira and Oliveira, 2004; Tanay, Sharan and Shamir, 2005; Busygin, Prokopyev and Pardalos, 2008) .
In this work, we focus on biclustering to identify patterns in high dimensional cancer genomic data. While a cancer, such as breast cancer, may present clinically as a homogenous disease, it typically consists of several distinct subtypes at the molecular level. A fundamental goal of cancer research is the identification of subtypes of cancerous tumors that have similar molecular profiles and the genes that characterize each of the subtypes. Identifying these patterns is the first step towards developing personalized treatment strategies targeted to a patient's particular cancer subtype.
Subtype discovery can be posed as a biclustering problem in which gene expression data is partitioned into a checkerboard-like pattern that highlights the associations between groups of patients and groups of genes that distinguish those patients. Biclustering has had some notable successes in subtype discovery. For instance, biclustering breast cancer data has identified sets of genes whose expression levels segregated patients into five subtypes with distinct survival outcomes (Sørlie et al., 2001 ). These subtypes have been reproduced in numerous studies (Sørlie et al., 2003) . Encouraged by these results, A heatmap of the expression of 500 genes (rows) across 56 subjects (columns) after applying hierarchical clustering on genes and subjects. Figure 1a depicts the clustered dendrogram applied to the raw data; Figure 1b depicts the results of hierarchical clustering applied to the rows and columns of COBRA smoothed estimates. Subjects belong to one of four subgroups: Normal (green), Carcinoid (red), Colon (blue), and Small Cell (purple). The color within the array indicates level of expression. Green indicates a high level of expression; red a low level of expression.
scientists have searched for molecular subtypes in other cancers, such as ovarian cancer (Tothill et al., 2008) . Unfortunately, the findings in many of these additional studies have not been as reproducable as those identified by Sørlie et al. (2001) . The failure to reproduce these other results may reflect a genuine absence of biologically meaningful groupings. But another possibility may be related to issues inherent in the computational methods currently used to identify biclusters. While numerous methods for biclustering genomic data have been proposed (Madeira and Oliveira, 2004; Busygin, Prokopyev and Pardalos, 2008) , the most popular approach to biclustering cancer genomics data is the clustered dendrogram. This method performs hierarchical clustering (Hastie, Tibshirani and Friedman, 2009 ) on the patients (columns) as well as on the genes (rows). The matrix is then re-ordered according to these separate row and column dendrograms and visualized as a heatmap with dendrograms plotted alongside the row and column axes. Figure 1a illustrates an example of a clustered dendrogram of expression data from a lung cancer study. The data consists of the expression levels of 500 genes across 56 individuals, a subset of the data studied in Liu et al. (2008) and Lee et al. (2010) . Subjects belong to one of four subgroups: Normal, Carcinoid, Colon, or Small Cell. This simple strategy seems to reasonably recover the clinical diagnoses and identify sets of genes whose dysregularization characterizes the subtypes.
As an algorithmic procedure, however, the clustered dendrogram has two characteristics that make it less than ideal for generating reproducible results. Dendrograms are constructed by greedily fusing observations (features) to decrease some criterion. Consequently the algorithm may return a biclustering that is only locally optimal with respect to the criterion. Since solutions may vary depending on how the algorithm is initialized, such procedures tend to be run from multiple initializations, but even then there is no guarantee that a global optimum will be reached. The algorithm is also not stable in the sense that small perturbations in the data can lead to large changes in the clustering assignments.
More sophisticated methods have been proposed for biclustering, some based on the singular value decomposition (SVD) of the data matrix (Lazzeroni and Owen, 2002; Bergmann, Ihmels and Barkai, 2003; Turner, Bailey and Krzanowski, 2005; Witten, Tibshirani and Hastie, 2009; Lee et al., 2010; Sill et al., 2011) , and others based on graph cuts (Dhillon, 2001; Kluger et al., 2003) . Some approaches are similar in spirit to the clustered dendrogram and directly cluster the rows and columns (Coifman and Gavish, 2011; Tan and Witten, 2013) . While these methods may provide worthwhile improvements in empirical performance, none of them address the two fundamental issues that dog the clustered dendrogram. Moreover, scientists may shy from using many of these methods, since their outputs are typically not as easy to visualize as compared to the simple clustered dendrogram. From a reproducible research perspective, a biclustering method should (i) give the same, ideally unique, answer regardless of how the algorithm is initialized, and (ii) be stable with respect perturbations in the data.
In this paper, we pose biclustering as a convex optimization problem and introduce a novel Convex BiclusteRing Algorithm (COBRA) for iteratively solving it. COBRA outputs results that retain the simple interpretability and visualization of the clustered dendrogram and also possesses several key advantages over existing techniques: (i) Stability and Uniqueness: COBRA produces the unique global minimizer to a convex program and this minimizer is continuous in the data. This means that COBRA always maps the data to a single biclustering assignment, and this solution is stable.
(ii) Simplicity: COBRA employs a single tuning parameter that controls the number of biclusters. (iii) Data Adaptivity: COBRA admits a simple and principled data adaptive procedure for choosing the tuning parameter that involves solving a convex matrix completion problem.
Returning to our motivating lung cancer example, Figure 1b illustrates the results of COBRA with the tuning parameter selected according to our data adaptive procedure. The columns and rows have been reordered via hierarchical clustering. Much clearer biclustering patterns emerge. Specifically, we see three distinct groups of genes and five major groups of subjects that align with the clinical diagnoses. The Carcinoid group has been partitioned into two groups that are very similar.
A Convex Formulation of Biclustering.
Our goal is to identify the groups of rows and groups of columns in a data matrix that are associated with each other. As seen in Figure 1b , when rows and columns are reordered according to their groupings, a checkerboard pattern emerges, namely the elements of the matrix partitions defined by row and column groups tend to display a uniform intensity.
We now describe a probabilistic model that can generate the observed checkerboard pattern. Our data, X ∈ R p×n , consists of n samples drawn from a p-dimensional feature space. Suppose that the latent checkerboard structure is defined by R feature groups and C observation groups. If the ijth entry in X belongs to the cluster defined by the rth feature group and cth observation group, then we assume that the observed value x ij is given by x ij = µ 0 + µ rc + ε ij , where µ 0 is a baseline or grand mean shared by all entries of the data matrix, µ rc is the mean of the cluster defined by the rth row partition and cth column partition, and ε ij are iid N (0, σ 2 ) for some σ 2 > 0. To ensure identifiability of the mean parameters, we assume that µ 0 = 0, which can be achieved by removing the grand sample mean from the data matrix X.
This biclustering model corresponds to a checkerboard mean model (Madeira and Oliveira, 2004) . This model is most similar to that assumed by Tan and Witten (2013) who propose methods to estimate a checkerboard-like structure with some of the bicluster mean entries being sparse. The checkerboard model is exhaustive in that each matrix element is assigned to one bicluster. This is in contrast to other biclustering models that identify potentially overlapping row and column subsets that are not exhaustive; these are typically estimated using SVD-like methods (Lazzeroni and Owen, 2002; Bergmann, Ihmels and Barkai, 2003; Turner, Bailey and Krzanowski, 2005; Witten, Tibshirani and Hastie, 2009; Lee et al., 2010; Sill et al., 2011) or methods to find hot-spots (Shabalin et al., 2009) .
Estimating the checkerboard model parameters consists of finding the partitions and the mean values of each partition. Estimating µ rc , given feature and observation clusterings, is trivial. Let R and C denote the indices of the rth row partition and cth column partition. The maximum likelihood estimate of µ rc is simply the sample mean of the entries of X over the indices defined by R and C, namely µ rc = 1 |R||C| i∈R,j∈C x ij . In contrast, estimating the row and column partitions, is a combinatorially hard problem and characterizes the main objective of biclustering. This task is akin to best subset selection in regression problems (Hastie, Tibshirani and Friedman, 2009 ). However, just as the best subset selection problem has been successfully attacked by solving a convex surrogate problem, namely the Lasso (Tibshirani, 1996) , we will develop a convex relaxation of the combinatorally hard problem of selecting the row and column partitions.
We propose to identify the partitions by minimizing the following convex criterion
where Ω W (U) = i<j w ij U ·i − U ·j 2 , and U ·i (U i· ) denotes the ith column (row) of the matrix U.
We have posed the biclustering problem as a penalized regression problem, where the matrix U ∈ R p×n is our estimate of the means matrix µ. The quadratic term quantifies how well U approximates X. The regularization term J(U) penalizes deviations away from a checkerboard pattern. The parameter γ ≥ 0 tunes the tradeoff between the two terms. The parameters w ij = w ji andw ij =w ji are non-negative weights that will be explained shortly.
The penalty term J(U) is closely related to other sparsity inducing penalties. When only the rows or columns are being clustered, minimizing the objective function in (2.1) corresponds to solving a convex clustering problem (Pelckmans et al., 2005; Lindsten, Ohlsson and Ljung, 2011; Hocking et al., 2011; Chi and Lange, 2014) under an 2 -norm fusion penalty. The convex clustering problem in turn can be seen as a generalization of the Fused Lasso (Tibshirani et al., 2005) . When the 1 -norm is used in place of the To understand how the regularization term J(U) steers solutions toward a checkerboard pattern, consider the effects of Ω W (U) and ΩW(U T ) separately. Suppose J(U) = Ω W (U). The ith column U ·i of the matrix U can be viewed as a cluster center or centroid attached to the ith column X ·i of the data matrix X. When γ = 0, the minimum is attained when U ·i = X ·i , and each column occupies a unique column cluster. As γ increases, the cluster centroids are shrunk together and in fact begin to coalesce. Two columns X ·i and X ·j are assigned to the same column partition if U ·i = U ·j . We will prove later that for sufficiently large γ, all columns coalesce into a single cluster. Similarly, suppose J(U) = ΩW(U T ) and view the rows of U as the cluster centroids attached to the rows of X. As γ increases, the row centroids will begin to coalesce, and we likewise say that the ith and jth rows of X belong to the same row partition if their centroid estimates U i· and U j· coincide.
When J(U) includes both Ω W (U) and ΩW(U T ), rows and columns of U are simultaneously shrunk towards each other as the parameter γ increases. The penalized estimates exhibit the desired checkerboard structure as seen in Figure 1b . Note this shrinkage procedure is fundamentally different from methods like the clustered dendrogram, which independently cluster the rows and columns. By coupling row and column clustering, our formulation explicitly seeks out a solution with a checkerboard mean structure.
We now address choosing the weights w ij andw ij . A judicious choice of the weights enables us to (i) employ a single regularization parameter γ, (ii) obtain more parsimonious clusterings, and (iii) speed up the convergence of key subroutines employed by COBRA. With these goals in mind, we recommend weights having following properties: (i) The column weights should sum to 1/ √ n and the row weights should sum to 1/ √ p.
(ii) The column weight w ij should be inversely proportional to the distance between the ith and jth columns X ·i − X ·j 2 . The row weights should be assigned analogously.
(iii) The weights should be sparse, namely consist mostly of zeros. We now discuss the rationale behind our weight recommendations. The key to ensuring that a single tuning parameter suffices for identifying the checkerboard pattern, is keeping the two penalty terms Ω W (U) and ΩW(U T ) on the same scale. If this does not hold, then either column or row clusterings will dominate. Consequently, since the columns are in R p and the rows are in R n , we choose the column weights to sum to 1/ √ p and the row weights to sum to 1/ √ n. Using weights that are inversely proportional to the distances between points, more aggressively shrinks rows and columns that are more similar to each other, and less aggressively shrinks rows and columns that are less similar to each other. Finally, sparse weights expedite computation. COBRA solves a sequence of convex clustering problems. The algorithm we employ for solving the convex clustering subproblem scales in storage and computational operations as O(npq), where q is the number of non-zero weights. Shrinking all pairs of columns (rows) and taking q = n 2 (q = p 2 ) not only increases computational costs but also typically produces inferior clustering to sparser ones as seen in Chi and Lange (2014) . We employ the sparse Gaussian kernel weights described in Chi and Lange (2014) , which satisfy the properties outlined above. Additional discussion on this choice of weights is given in Appendix A.
3. Properties of the Convex Formulation and COBRA's Solution. The solution to minimizing (2.1) has several attractive properties as a function of the data X, the regularization parameter γ, and its weights W = {w ij } andW = {w ij }, some of which can be exploited to expedite its numerical computation. We emphasize that these results are inherent to the minimization of the objective function (2.1). They hold regardless of the algorithm used to find the minimum point, since they are a consequence of casting the biclustering problem as a convex program. Proofs of all propositions can be found in Appendix B. First, minimizing (2.1) is a well-posed optimization problem.
Proposition 3.1. The function F γ (U) defined in (2.1) has a unique global minimizer.
Furthermore, since F γ (U) is convex, the only local minimum is the global minimum, and any algorithm that converges to a stationary point of F γ (U) will converge to the global minimizer. The next result will have consequences for numerical computation and is also the foundation underpinning COBRA's stability.
Proposition 3.2. The minimizer U of (2.1) is jointly continuous in (X, γ, W,W).
Continuity of U in the regularization parameter γ suggests employing warm-starts, or using the solution at one γ as the starting point for a problem with a slightly larger γ, because small changes in γ will result in small changes in U . Continuity of U in X tells us that the solution varies smoothly with perturbations in the data, our main stability result. Recall that the ith and jth columns (rows) are assigned to the same cluster if
Since U varies smoothly in the data, so do the differences U ·i − U ·j . While assigning entries to biclusters is an inherently discrete operation, we will see in Section 7 that this continuity result manifests itself in assignments that are robust to perturbations in the data. Continuity of U in the weights also give us stability guarantees and assurances that COBRA's biclustering results should be locally insensitive to changes in the weights.
The parameter γ tunes the complexity of COBRA's solution. We next show that COBRA's most complicated (small γ) and simplest (large γ) solutions coincide with the clustered dendrogram's most complicated and simplest solutions. Clearly when γ = 0, the solution is just the data, namely U = X. To get some intuition on how the solution behaves as γ increases, observe that the penalty J(U) is a semi-norm. Moreover, under suitable conditions on the weights, spelled out in Assumption 3.1 below, J(U) is zero if and only if U is a constant matrix.
Assumption 3.1. For any pair of columns (rows), indexed by i and j with i < j, there exists a sequence of indices i → k → · · · → l → j along which the weights, w ik , . . . , w lj (w ik , . . . ,w lj ) are positive. This result suggests that as γ increases the solution to the biclustering problem converges to the solution of the following constrained optimization problem:
the solution to which is just the global meanX, whose entries are all identically the average value of X over all its entries. The next result formalizes our intuition that the centroids eventually coalesce toX as γ becomes sufficiently large.
Proposition 3.4. Under Assumption 3.1, F γ (U) is minimized by the grand mean X for γ sufficiently large.
Thus, as γ increases from 0, the centroids matrix U traces a continuous solution path that starts from np biclusters, consisting of u ij = x ij , to a single bicluster, where
4. Estimation of Biclusters with COBRA. Having characterized our estimator of the checkerboard means as the minimizer to (2.1), we now turn to the task of computing it. From here on, we fix the data X and the weights W andW and consider the biclustering solution as a function of the parameter γ, denoting the solution as U γ . The penalty term J(U) in (2.1) makes minimization challenging since it is non-smooth and not separable over any block partitioning of U. Coordinate descent (Friedman et al., 2007; Wu and Lange, 2008) is an effective solution when the non-smooth penalty term is separable over some block partitioning of the variables, which is unfortunately not the case for (2.1). Another popular iterative method for minimizing non-smooth convex functions is the alternating direction method of multipliers (ADMM) (Boyd et al., 2011) . While an ADMM algorithm is feasible, we take a more direct approach with the Dykstra-like proximal algorithm (DLPA) proposed by Bauschke and Combettes (2008) because it yields a simple meta-algorithm that can take advantage of fast solvers for the convex clustering problem.
DLPA generalizes a classic algorithm for fitting restricted least squares regression problems (Dykstra, 1983) and solves minimization problems of the form
where f and g are lower-semicontinuous, convex functions. The biclustering problem is clearly an instance of (C.1). Setting f = γΩ W and g = γΩW in (C.1) gives us the pseudocode for COBRA shown in Algorithm 1. The operation prox γΩ W (Z) is the proximal mapping of the function γΩ W and is defined to be Proposition 4.1 not only ensures the algorithmic convergence of Algorithm 1, but it also provides a natural stopping rule. We stop iterating once U m − Y T m F falls below some tolerance τ > 0. A proof of Proposition 4.1, as well as additional technical details and discussion on DLPA and COBRA, can be found in Appendix C.
The advantage of using DLPA is that COBRA is agnostic to the actual algorithm used to solve the proximal mapping. This is advantageous since we cannot analytically compute prox γΩ W (Z). In this paper we use the alternating minimization algorithm (AMA) introduced in Chi and Lange (2014) to solve the convex clustering problem. The algorithm performs projected gradient ascent on the Lagrangian dual problem. Its main advantage is that it requires computational work and storage that is linear in the size of the data matrix X, when we use the sparse Gaussian kernel weights described in Appendix A. Nonetheless, the DLPA framework makes it trivial to swap in more efficient solvers that may become available in the future.
Algorithm 1 Convex BiclusteRing Algorithm (COBRA)
Convex Clustering of Columns Q m+1 = Ym + Q m − Um+1 until convergence 5. Model Selection. Estimating the number of clusters or biclusters in a data set is a major challenge. With many existing biclustering methods, this is further exacerbated by the many tuning parameters that must be selected and the fact that biclustering assignments do not always change smoothly with the number of biclusters. For example, the sparse SVD method (Lee et al., 2010) requires three tuning parameters: two parameters controlling the sparsity of the left and right singular vectors of the sparse SVD and one controlling its rank. Furthermore, selecting the number of biclusters and other tuning parameters can be a major computational burden for large data sets. For example, the sparse biclustering method (Tan and Witten, 2013) uses cross-validation to select the number of row and column partitions. This can be time consuming if a large range of possible number of row and column partitions are explored.
In contrast, COBRA has one parameter γ, that controls both the number of biclusters and bicluster assignments; moreover, the number of biclusters and assignments varies smoothly with γ. Encapsulating the model complexity in a single parameter γ also suggests COBRA should be more robust and stable to modest model misspecification. We will see evidence of this in the numerical experiments later.
5.1. Hold-Out Validation. We present a simple but principled approach to selecting γ in a data-driven manner by posing the model selection problem as another convex program. We randomly select a hold-out set of elements in the data matrix and assess the quality of a model U γ on how well it predicts the hold-out set. This idea was first proposed by Wold (1978) for model selection in principal component analysis and has been used more recently to select tuning parameters for matrix completion problems (Mazumder, Hastie and Tibshirani, 2010; Chi et al., 2013) . Denote these index pairs Θ ⊂ {1, . . . , p}×{1, . . . , n}, and let |Θ| denote the cardinality of the set Θ. We may select a relatively small fraction of the elements, say 10%, for validation, namely |Θ| ≈ 0.1×np. Denote the projection operator onto the set of indices Θ by P Θ (X). The ijth entry of P Θ (X) is x ij if (i, j) ∈ Θ and is zero otherwise. We then solve the following convex optimization problem
for a sequence of γ ∈ G = {γ 1 = 0, . . . , γ max }. Recall that we denote the minimizer of F γ (U) by U γ . We choose the γ that minimizes the prediction error over the hold-out set Θ, namely γ = arg min
5.2. Solving the Hold-Out Problem. The problem defined in (5.1) can be seen as a convex matrix completion problem. Algorithm 2 summarizes a simple procedure for reducing the problem of minimizingF γ (U) to solving a sequence of the complete biclustering problems (2.1). The solution from the previous iteration is used to fill in the missing entries in the current iteration; COBRA is then applied to the complete data matrix.
Algorithm 2 COBRA with missing data
This approach is identical to the soft-impute approach of Mazumder, Hastie and Tibshirani (2010) for solving the matrix completion problem using a nuclear norm penalty instead of our fusion penalty J(U). The similarity is not a coincidence as both procedures are instances of a majorization-minimization (MM) algorithm (Lange, Hunter and Yang, 2000) which apply the same majorization on the smooth quadratic term. We defer details on this connection to Appendix D. Algorithm 2 has the following convergence guarantees for the imputation algorithm.
Proposition 5.1. The limit points of the sequence of iterates U (m) of Algorithm 2 are solutions to (5.1).
Thus, we have turned the model selection problem of selecting both the number of biclusters and bicluster assignments into a principled convex program with strong convergence guarantees.
6. Simulation Studies. We compare COBRA to four other widely used biclustering methods with software available in R in the following simulations and real data case study in the next section. These methods are (i) the sparse biclustering method (Tan and Witten, 2013) implemented in the package sparseBC, (ii) Plaid models (Lazzeroni and Owen, 2002) implemented in the package biclust, (iii) the sparse SVD method (Lee et al., 2010; Sill et al., 2011) implemented in the package s4vd, and (iv) the iterative signature algorithm (Bergmann, Ihmels and Barkai, 2003) implemented in the package isa2. The first method is most directly comparable to ours in that it assumes an underlying checkerboard mean structure. The three other methods are popular SVD-based approaches that seek overlapping biclusters. All parameters were selected according to methods in the R packages.
In all experiments, we use the Rand index (Rand, 1971) to compare clustering results. The Rand index maps a pair of partitions to a number between 0 and 1, where 1 indicates perfect agreement between two partitions. In experiments with an underlying checkerboard partition, we consider the partition as the set of biclusters induced by taking the cross-product of the row and column groups. For all experiments, we used a single fixed weight assignment rule (See Appendix A), therefore COBRA selects a single tuning parameter γ by validation.
In the following two studies, we simulate data from a checkerboard mean pattern. Data in the first study follows the underlying model assumed by COBRA. Data in the second study follows a model with a modest amount of misspecification. Results under more drastic model misspecification, using overlapping multiplicative bicluster means assumed by Lee et al. (2010) , are presented in Appendix E.
6.1. Checkerboard Mean with Gaussian noise. We first compare COBRA and the sparse biclustering (spBC) algorithm of Tan and Witten (2013) on their abilities to recover a checkerboard pattern. This simulated example is similar to the first example in Tan and Witten (2013) . We simulate a 200 × 200 data matrix with a checkerboard bicluster structure, where x ij ∼ iid N (µ rc , σ 2 ) and µ rc ∼ Unif[−2, 2]. We consider a lownoise situation (σ = 2) and a high-noise one (σ = 4). There are 8 row and column groups each. Since typical clusters will not be equal in size, rows and columns are assigned to each of the groups randomly according to a non-uniform distribution. The probability that a row is assigned to the ith group is inversely proportional to i. Columns are assigned analogously to groups. We computed the Rand index between the true biclusters and those obtained by COBRA and spBC. Figure 2 shows histograms of Rand indices over 50 replicates. We see that in the low-noise setting, both methods accurately recover the biclusters defined by the row and column groups, with spBC doing slightly better. In the high-noise setting, COBRA recovers the true biclusters more consistently than spBC.
6.2. Checkerboard Mean with Outliers. Both COBRA and spBC assume additive iid Gaussian noise. We now compare how COBRA and spBC fare under a mild deviation from this assumption, namely additive heterogenous Gaussian noise. We anticipate spBC may have trouble since it employs k-means to cluster rows and columns and k-means is known to struggle when the spread within clusters are not homogenous, as assumed in the first scenario. Consider the low-noise scenario above with the following change. Noise is bimodal; for a random 95% of the entries, the standard error is σ 1 = 2 and for the remaining 5%, the standard error σ 2 is either 5 or 10. Figure 3 shows the histograms of the Rand index of 50 replicates. We see that both methods perform well when the variance of the outlying entries is not too high. When σ 2 = 10, both methods suffer, but COBRA is noticeably more robust to outliers that spBC.
7. Application to Genomics. To illustrate COBRA in action on a real example, we revisit the lung cancer data studied by Liu et al. (2008) and Lee et al. (2010) . We have selected the 500 genes with the greatest variance from the original collection of The noise in 95% of the cells is distributed as N (0, 2 2 ), while the noise in the other 5% of the cells has either low-variance, N (0, 5 2 ), or high-variance, N (0, 10 2 ). When the variance is high for the outlying 5%, COBRA is noticeably more robust to outliers that spBC.
12,625 genes. Subjects belong to one of four subgroups; they are either normal subjects (Normal) or have been diagnosed with one of three types of cancers: pulmonary carcinoid tumors (Carcinoid), colon metastases (Colon), and small cell carcinoma (Small Cell). We first illustrate how the solution U γ evolves as γ varies. Figure 4 shows snap shots of the COBRA solution path of this data set, as the parameter γ increases. The path captures the whole range of behavior between under-smoothed estimates of the mean structure (small γ), where each cell is assigned its own bicluster, to over-smoothed estimates (large γ), where all cells belong to a single bicluster. In between these extremes, we see rows and columns "fusing" together as γ increases. Thus we have visual confirmation that minimizing (2.1) over a range of γ, yields a convex formulation of the clustered dendrogram.
While generating the entire solution path enables us to visualize the hierarchical relationships between biclusterings for different γ, we may ultimately require a hard biclustering assignment. By applying the validation procedure described in Section 5, we arrive at the smoothed mean estimate shown previously in Figure 1b . The row and column orderings used in Figure 1b and Figure 4 were obtained after applying hierarchical clustering on the smoothed mean estimate. As noted earlier, we see three distinct groups of genes and five major groups of subjects which align with the ground-truth diagnoses.
We next conduct a simulation experiment based on the lung cancer data to test the stability and reproducibility of biclustering methods, critical qualities for real scientific analysis. To expedite computation in these experiments, we restrict our attention to the 200 genes with the highest variance. We first apply the five biclustering methods on the original data to obtain baseline biclusterings. We then add iid N (0, σ 2 ), noise where σ = 1, 2, 3 to create a perturbed data set on which to apply the five methods. We compute the Rand index between the baseline clustering and the one obtained on the perturbed data. Figure 5 shows the histograms of the Rand index of 50 replicates. For all values of σ, we see that COBRA solutions are the most stable and reproducible.
8. Discussion. Our proposed method for biclustering, COBRA, can be considered a principled reformulation of the clustered dendrogram. Unlike the clustered dendrogram, COBRA returns a unique global minimizer of a goodness-of-fit criterion, but like the clustered dendrogram, COBRA is simple to interpret. COBRA also sports two key improvements over existing biclustering methods. First, it is more stable. COBRA biclustering assignments on perturbations of the data agree noticeably more frequently than those of existing biclustering algorithms. Second, it admits an effective and efficient model selection procedure for selecting the number of biclusters, that reduces the problem to solving a sequence of convex biclustering problems. The upshot of these two qualities is that COBRA produces results that are both simple to interpret and reproducible.
The simplicity of our means model is also its greatest weakness, since we consider only checkerboard patterns, namely we assign each observation to exactly one bicluster and do not consider overlapping biclusters (Cheng and Church, 2000; Lazzeroni and Owen, 2002; Shabalin et al., 2009) . Nonetheless, while models that allow for overlapping biclusters might be more flexible, they are also harder to interpret.
While our simulation studies demonstrated the effectiveness of COBRA, there are several directions to potentially improve its performance. We could add a Lasso penalty to incentivize sparse mean estimates as in Tan and Witten (2013) . While this would introduce extra complexity in choosing the regularization parameter, it may be that many genes are irrelevant and a Lasso penalty could improve biclusterings by effectively removing such genes from consideration as demonstrated in Tan and Witten (2013) . For all values of σ, we see that COBRA solutions are the most stable and reproducible.
As with all convex shrinkage estimators, the COBRA solution is biased, and in particular biased towards the grand mean of the data matrix. We can mitigate this bias using a two stage procedure analogous to the relaxed Lasso (Meinshausen, 2007) , by recomputing weights based on the smoothed output of an initial application of COBRA and then reapplying COBRA using the new weights. Alternatively, we could consider non-convex penalties (Pan, Shen and Liu, 2013 ) that would also produce less biased estimates. The drawback of the latter approach is that we would lose the computational guarantees of the convex formulation.
In general, the COBRA solution paths are not guaranteed to be agglomerative. In the special case of convex clustering with the 1 -norm with uniform weights w ij = 1, Hocking et al. (2011) prove that the path is agglomerative. They also give an 2 -norm example in which the centroids fuse and then unfuse as the regularization parameter increases. This behavior, however, seems to occur infrequently in practice. Nonetheless, COBRA allows for such fission events. We conjecture that under certain conditions on the weights, we can limit the probability of these fissions; this is something we will investigate in future work.
Finally, we highlight some parallel work in the signal processing literature. Coifman and Gavish (2011) explore the biclustering problem through a novel wavelet representation of the transposable data matrix. They also seek a representation that is smooth with respect to partitions of the row and column graphs that specify the similarity among the observations and features. By casting the problem in a signal processing framework, however, a checkerboard mean structure can be obtained via operations in the wavelet domain, namely by thresholding small wavelet coefficients. We leave it as future work to determine the connections between our simple and direct formulation of the biclustering problem with Coifman and Gavish's wavelet representation of the problem.
An R package implementing COBRA will be made available.
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APPENDIX A: COLUMN AND ROW WEIGHTS
Recall that our goal is to minimize the following convex criterion
where Ω W (U) = i<j w ij U ·i − U ·j 2 , and U ·i (U i· ) denotes the ith column (row) of the matrix U. In this work, we use the sparse Gaussian kernel weights proposed in Chi and Lange (2014) for the weights W andW that define the terms Ω W (U) and ΩW(U). We construct the weights in two steps. We describe these steps for computing the column weights; the row weights are computed analogously. We start by computing preweights between the ith and jth columns asŵ ij = ι k {i,j} exp(−φ X ·i − X · j 2 2 ), as the product of two terms. The first factor ι k {i,j} is 1 if j is among i's k-nearest-neighbors or vice versa and 0 otherwise. The first term controls the sparsity of the weights. The second factor is a Gaussian kernel that puts greater pressure on similar columns to fuse and less pressure on dissimilar columns to fuse. The nonnegative constant φ controls the rate at which the pressure to fuse is applied as a function of the distance between columns; the value φ = 0 corresponds to uniform weights. The pre-weightsŵ ij are then normalized to sum to 1/ √ p.
For all experiments in the paper, we set φ = 0.5 and set k = 10 for both row and column weights.
We briefly discuss the rationale behind our weight choice here and refer readers to Chi and Lange (2014) for a more detailed exposition. Chi and Lange (2014) give several examples that show that restricting positive weights to nearest neighbors enhances both computational efficiency and clustering quality. In their examples they showed that if dense Gaussian kernel weights were used, cluster centroids shrunk towards each other as the tuning parameter γ increased but no fusions would occur along the path save a single simultaneous fusion of all cluster centroids for a sufficiently large γ. Thus, while the two factors defining the weights act similarly, sensible fusions along the solution path could be achieved only by using them together. This is best illustrated in the half-moons example in (Chi and Lange, 2014) .
APPENDIX B: PROOFS OF SOLUTION PROPERTIES
In this appendix, we give proofs of propositions in Section 3 in the paper.
Proposition B.1 (Existence and Uniqueness). The function F γ (U) defined in (2.1) has a unique global minimizer.
We first recall a few definitions and concepts useful in optimization (Lange, 2013) . A function is coercive if all its sub level sets are compact. A function f is convex if f (αx + (1 − α)y) ≤ αf (x) + (1 − α)f (y) for all α ∈ (0, 1) and x, y in its domain. A function f is strictly convex if the inequality is strict.
Proof. The existence and uniqueness of a global minimizer U are immediate consequences of the coerciveness and strict convexity of F γ (U).
Proposition B.2 (Continuity). The solution U of (2.1) is jointly continuous in (X, γ, W,W).
Proof. Without loss of generality, we can absorb the regularization parameter γ into the weights
. Thus, we can check to see if the solution U is continuous in the variable ζ = (vec(X) T , w T ) T . It is easy to verify that the following function is jointly continuous in U and ζ
where
is a convex function of U that is continuous in w. Let
We proceed with a proof by contradiction. Suppose U (ζ) is not continuous at a point ζ. Then there exists an > 0 and a sequence {ζ (m) } converging to ζ such that
Note that since f (U, ζ) is strongly convex in U, the minimizers U (m) and U (ζ) exist and are unique. Without loss of generality we can assume ζ (m) − ζ F ≤ 1. This fact will be used later in proving the boundedness of the sequence U (m) . Fix an arbitrary pointŨ. If U (m) is a bounded sequence then we can pass to a convergent subsequence with limitŪ. Note that
Since f is continuous in (U, ζ), taking limits gives us the inequality
SinceŨ was selected arbitrarily, it follows thatŪ = U (ζ), which is a contradiction. It only remains for us to show that the sequence U (m) is bounded. Consider the function
Note that g is convex, since it is the point-wise supremum of a collection of convex
and f is strongly convex in U, it follows that g(U) is also strongly convex and therefore has a unique global minimizer U * such that g(U * ) < ∞. It also follows that
for all m. By the reverse triangle inequality it follows that
Combining the inequalities in (B.1) and (B.2), we arrive at the conclusion that
converges to X, the left hand side must diverge. Thus, we arrive at a contradiction if U (m) is unbounded.
Proposition B.3 (Zeroes of the fusion penalty). Under Assumption 3.1, J(U) = 0 if and only if U = c11 T for some c ∈ R.
Proof. We first show that
is positive if and only if U ·i = U ·j for all i < j, namely all the columns of U are the same. Clearly if the columns of U are the same, then Ω W (U) is zero. Suppose that Ω W (U) is zero. Then it must that be U ·i = U ·j for every w ij > 0. Consider a pair (i, j) such that w ij = 0. By Assumption 3.1, there exists a path i → k → · · · → l → j along which the weights are positive. Let w denote the smallest weight along this path, namely w = min{w ik , . . . , w lj }. By the triangle inequality
We can then conclude that
It follows that U ·i = U ·j , since w is positive. By a similar argument it follows that
is zero if and only if U i· = U j· for all i < j, or in other words if the rows of U are all the same. Thus, J W (U) = 0 if and only if U is a constant matrix.
Proposition B.4 (Coalescence). Under Assumption 3.1, F γ (U) is minimized by the grand meanX for γ sufficiently large.
Proof. We will show that there is a γ max such that for all γ ≥ γ max , the grand mean matrixX is the unique global minimizer to the primal objective (2.1). We will certify thatX is the solution to the primal problem by showing that the optimal value of a dual problem, which lower bounds the primal, equals F γ (X).
Throughout the proof, we will work with the vectorization of matrices, namely the vector obtained by stacking the columns of a matrix on top of each other. We denote the vectorization of a matrix X by its corresponding bold lower case, namely x = vec(X). Thus, we will construct a dual to the following representation of the primal problem,
In order to rewrite the penalty J in terms of the vector u, we use the identity vec(MNP) = (P T ⊗ M) vec(N) where ⊗ denotes the Kronecker product between two matrices. Thus,
and e i is the ith standard basis vector. To keep things notationally simpler, we have absorbed the normalizations by √ p and √ n into the weights w ij andw ij . We first introduce some notation in order to write the relevant dual problem to the primal problem (B.3). Note that the column weights w ij can be identified with a column graph of n nodes, where there is an edge between the ith and jth node if and only if w ij > 0. The row weightsw ij can also be identified with an analogous row graph of p nodes. Let E c and E r denote the sets of edges in the column and row graphs, and let |E c | and |E r | denote their respective cardinalities. The edge-incidence matrix of the column graph Φ c ∈ R |Ec|×n encodes its connectivity and is defined as
If node i is the head of edge l, −1 If node i is the tail of edge l, 0 otherwise.
The row edge-incidence matrix Φ r ∈ R |Er|×p is defined similarly. We begin deriving the dual problem by recalling that norms possess a variational representation in terms of their dual norms, namely
where · † is the dual norm of · . Using this fact and working through some tedious algebra, we can rewrite the penalty term in (B.3) compactly as
The vector v is the concatenation of several vectors, namely
where v l ∈ R n ,ṽ l ∈ R p . The matrix A can be expressed in terms of the row and column edge-incidence matrices, namely
Finally, the constraints on the vector v are encoded in the set C γ = {v : v l 2 ≤ w l γ and ṽ l 2 ≤w l γ}. Thus, the primal problem (B.3) can be expressed as the following saddle point problem
By performing the minimization with respect to u, we obtain a dual maximization problem that provides a lower bound on the primal objective
For sufficiently large γ, the solution to the dual maximization problem coincides with the solution to the unconstrained maximization problem
whose solution is v = AA T † Ax. Plugging v into the dual objective gives an optimal value of
which we rewrite as
Note that I − A T AA T † A is the projection onto the orthogonal complement of the column space of A T , which is equivalent to the null space or kernel of A, denoted Ker(A). We will show shortly that Ker(A) is the span of the all ones vector. Therefore, I − A T AA T † A x = 1 np x, 1 1. Before showing that Ker(A) is the span of 1, we note that the smallest γ such that v ∈ C γ is an upper bound on γ max .
We now argue that Ker(A) is the span of 1 ∈ R np . We rely on the following fact: If Φ is an incidence matrix of a connected graph with n vertices, then the rank of Φ is n − 1 (See Theorem 7.2 in Chapter 7 of Deo (1974) ). According to Assumption 3.1 in the paper, the column and row graphs are connected; it follows that Φ c ∈ {−1, 0, 1} |Ec|×n has rank n − 1 and Φ r ∈ {−1, 0, 1} |Er|×p has rank p − 1. It follows then that Ker(Φ c ) and Ker(Φ r ) have dimension one. Furthermore, since each row of Φ c and Φ r has one 1 and one −1, it follows that 1 ∈ Ker(Φ c ) ⊂ R n , and likewise 1 ∈ Ker(Φ r ) ⊂ R p . A vector z ∈Ker(A) if and only if z ∈ Ker(Φ c ⊗ I) ∩ Ker(I ⊗ Φ r ).
Recall that if the singular values of a matrix A are σ A,i and the singular values of a matrix B are σ B,j , then the singular values of their Kronecker product A ⊗ B are σ A,i σ B,j . It follows then that the rank of A ⊗ B is the product of the ranks of A and B.
The above rank property of Kronecker products of matrices implies that the dimension of Ker(Φ c ⊗ I) equals p and the dimension of Ker(I ⊗ Φ r ) equals n. It is easy to see then that the linearly independent set of vectors {1 ⊗ e 1 , . . . , 1 ⊗ e p }, where 1 ∈ R n and e i ∈ R p , forms a basis for Ker(Φ c ⊗ I). Likewise, the linearly independent set of vectors {e 1 ⊗ 1, . . . , e n ⊗ 1}, where 1 ∈ R p and e i ∈ R n , forms a basis for Ker(I ⊗ Φ r ).
Take an element from Ker(Φ c ⊗ I), namely 1 ⊗ a, where 1 ∈ R n and a ∈ R p . We will show that in order for 1 ⊗ a ∈ Ker(I ⊗ Φ r ), a must be a multiple of 1. Consider the relevant matrix-vector product
where we again used the fact that vec(MNP) = (P T ⊗ M) vec(N) and the fact that vec(bc T ) = c ⊗ b. Note that (I ⊗ Φ r )(1 ⊗ a) = 0 if and only if Φ r a = 0. But the only way for Φ r a to be zero is for a = c1 for some c ∈ R. A similar argument shows that the only non-trivial vector in Ker(I ⊗ Φ r ) that also belongs to Ker(Φ c ⊗ I) isc1 forc ∈ R. Thus, we have shown that Ker(A) is the span of 1.
APPENDIX C: DLPA, COBRA, AND A PROOF OF PROPOSITION 4.1
We give expanded technical treatment of DLPA and COBRA as well as results described in Section 4. We begin by reviewing some basic concepts convex analysis (Bauschke and Combettes, 2008; Combettes and Pesquet, 2011) . Recall that the domain of a convex function f is the set of x such that f (x) < ∞. For σ > 0 the mapping
is called the proximal map of the function f (v). The proximal map exists and is unique whenever the function f (v) is convex and lower-semicontinuous. Norms and semi-norms satisfy these conditions, and for many norms of interest the proximal map can be evaluated by either an explicit formula or an efficient algorithm. For example, the proximal map for the 1 -norm is the ubiquitous element-wise soft-thresholding operator, namely the lth element of the proximal mapping is given by
Closer inspection of (2.1) shows that we seek the proximal mapping of the sum of two lower-semicontinuous, convex functions, namely
where f (U) = γΩ W (U) and g(U) = γΩW(U T ). This problem is reminiscent of the classic problem of finding the projection of a point onto the intersection of two nonempty and closed convex sets. Indeed, it is the problem when the functions f and g are respectively the indicator functions of two nonempty and closed convex sets A and B. Then we can pose the problem of finding the projection of X onto the set A ∩ B as the optimization problem
where δ A is the set indicator function, which is 0 for all U ∈ A and ∞ for all U ∈ A. von Neumann's alternating projection method provides an iterative solution when the two sets A and B are vector subspaces (Deutsch, 1992) . His strategy was subsequently generalized by Dykstra to closed convex cones in Euclidean spaces (Dykstra, 1983) and generalized further by Boyle and Dykstra to the intersection of convex sets in Hilbert spaces (Boyle and Dykstra, 1986) . Finally, Bauschke and Combettes (2008) derived a Dykstra-like proximal algorithm that iteratively solves for the desired proximal mapping of the sum of two convex functions (Bauschke and Combettes, 2008; Combettes and Pesquet, 2011) , which we describe next.
Let f and g be lower-semicontinuous convex functions on R n , with dom f ∩dom g = ∅, and let x ∈ R n . Bauschke and Combettes' algorithm, shown in Algorithm 3, iteratively solves the following problem
and is guaranteed to converge.
Theorem C.1 (Proposition 5.3 in Combettes and Pesquet (2011) ). Algorithm 3 converges to the solution of (C.1).
Setting f (U) = γΩ W (U) and g(U) = γΩW(U) in Algorithm 3 yields COBRA outlined in Algorithm 1 in the paper. Consequently, the convergence of COBRA (Proposition 4.1) follows immediately from Theorem C.1, since Ω W (U) and ΩW(U) are both continuous convex functions over all of R np .
Algorithm 3 Dykstra-Like Proximal Algorithm (DLPA) Recall that in the model selection problem we seek the minimizer of the following validation objectiveF
In this appendix, we elaborate on how to extend COBRA via a Majorization-Minimization (MM) algorithm to handle missing data in order to solve (5.1).
We begin with a brief review of MM algorithms. The basic strategy behind an MM algorithm is to convert a hard optimization problem into a sequence of simpler ones. The MM principle requires majorizing the objective function f (u) by a surrogate function g(u |ũ) anchored at the current pointũ. Majorization is a combination of the tangency condition g(ũ |ũ) = f (ũ) and the domination condition g(u |ũ) ≥ f (u) for all u ∈ R n . The associated MM algorithm is defined by the iterates u (m+1) := arg min
It is straightforward to verify that the MM iterates generate a descent algorithm driving the objective function downhill, namely that f (u (m+1) ) ≤ f (u (m) ) for all m.
Returning to our original problem, we observe that the following quadratic function of U is always nonnegative 1 2
and that the inequality becomes equality when U =Ũ. Adding the quadratic function in (D.1) toF γ (U) gives us the following function
where M = P Θ c (X) + P Θ (Ũ). The function g(U |Ũ) majorizesF γ (U) at the pointŨ, since g(U |Ũ) ≥F γ (U) for all U and g(Ũ |Ũ) =F γ (Ũ). Minimizing the majorization g(U |Ũ) can be accomplished by invoking COBRA on the complete matrix M. Alternating between updating the majorization and applying COBRA to minimize the new majorization yields Algorithm 2 in the paper.
Having derived the majorization being minimized in Algorithm 2, we are almost ready to prove Proposition 5.1. We need one more ingredient. The convergence theory of monotonically decreasing algorithms, like the MM algorithm, hinges on the properties of the map ψ(U) which returns the next iterate given the last iterate. For easy reference, we state a simple version of Meyer's monotone convergence theorem (Meyer, 1976) which is the key ingredient in proving convergence in our setting.
Theorem D.1. Let f (U) be a continuous function on a compact domain S and ψ(U) be a continuous map from S into S satisfying f (ψ(U)) < f (U) for all U ∈ S with ψ(U) = U. Then all limit points are fixed points of ψ(U).
We now prove Proposition 5.1.
Proof. We first use the above theorem to establish that the iterates of the MM algorithm tend towards the fixed points of the corresponding map, ψ(Ũ) = arg min U g(U | U). Fix an arbitrary starting guess U (0) . Set S = {U : g(U | U (0) ) ≤ F γ (U (0) )}. Since g(U | U (0) ) is continuous and coercive in U, it follows that S is compact. Since g(U |Ũ) is strongly convex in U it follows that ifŨ is not a fixed point then it is not the unique global minimizer of g(U |Ũ) and therefore F γ (ψ(Ũ)) < F γ (Ũ). By Theorem D.1 the limit points of the sequence U (n) are fixed points of ψ(U). We argue that the fixed points of ψ(U) are global minimizers of the validation objective (5.1). Note that the mappingŨ → ψ(Ũ) is characterized by the condition ψ(Ũ) − P Θ c (X) − P Θ (Ũ) ∈ γ∂J(ψ(Ũ)).
IfŨ is a fixed point of ψ thenŨ = ψ(Ũ), and the above optimality condition becomes P Θ c (Ũ) − P Θ c (X) ∈ γ∂J(Ũ).
But this implies thatŨ is a global minimizer of the validation objective (5.1).
Putting everything together, we have that the limit points of the MM sequence U (m) are global minimizers of the validation objective.
Note that there might be infinitely many limit points. The set of limit points, however, must be contained in S and is therefore bounded. It must also be convex and closed.
As a final remark, we point out that we obtain essentially the same MM algorithm, if we substitute the objectiveF γ (U) with the objective
where U * denotes the nuclear norm of U. When we substitute U * for J(U), the resulting MM algorithm is the soft-impute algorithm of Mazumder, Hastie and Tibshirani (2010) .
APPENDIX E: SIMULATION: OVERLAPPING MULTIPLICATIVE BICLUSTERS
To test the limits of COBRA's ability to handle model misspecification, we consider a more serious violation of the checkerboard means assumption than the one considered in Section 6.2 in the paper. We replicate an example of a pair of overlapping multiplicative where rep(a, b) denotes a vector of length b whose entries are all a. The means matrix is computed using the normalized vectors u =ũ/ ũ 2 and v =ṽ/ ṽ 2 . The data matrix is given by X = M + ε, where ε ij ∼ iid N(0, 1). We partition the set of indices into two groups, the union of the two bicluster support and its complement. Figure 6 shows the boxplots of the Rand index of 50 replicates. The Rand index is computed between the true bicluster support and the biclusterings obtained by COBRA, spBC, and the bicluster support obtained by Plaid, spSVD, and ISA. Both COBRA and spBC struggle with the non-checkerboard structure. As noted in Tan and Witten (2013) , however, adding a sparsity penalty can improve the support recovery in this context. In fact, they empirically show that overlapping multiplicative biclusters can be approximated as the union of a collection of constant biclusters and that with a judiciously chosen amount of 1 penalization, a sparse checkerboard mean structure can do admirably in recovering the support. While this result is encouraging, it remains unclear how to automatically choose the amount of 1 penalization. Indeed, their BIC method for selecting the amount of 1 regularization tends to recover supports that are too dense. While spBC and COBRA are not intended to recover non-checkerboard mean structure, it remains an intriguing avenue of future research to determine how these methods may be refined to gracefully deal with such model-misspecification automatically. Finally, we note that although the data matches the generating mechanism for spSVD, it does not always perform the best. One has to take into account that we used stability selection to choose the tuning parameters and in general selection of tuning parameters can be quite challenging.
