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Abstract
This work studies mean-square stabilizability via output feedback for a networked linear time invariant (LTI) feedback system with a
non-minimum phase plant. In the feedback system, the control signals are transmitted to the plant over a set of parallel communication
channels with possible packet dropout. Our goal is to analytically describe intrinsic constraints among channel packet dropout probabilities
and the plant’s characteristics, such as unstable poles, non-minimum phase zeros in the mean-square stabilizability of the system. It turns
out that this is a very hard problem. Here, we focus on the case in which the plant has relative degree one and each non-minimum zero
of the plant is only associated with one of control input channels. Then, the admissible region of packet dropout probabilities in the
mean-square stabilizability of the system is obtained. Moreover, a set of hyper-rectangles in this region is presented in terms of the plant’s
non-minimum phase zeros, unstable poles and Wonham decomposition forms which is related to the structure of controllable subspace
of the plant. When the non-minimum phase zeros are void, it is found that the supremum of packet dropout probabilities’ product in
the admissible region is determined by the product of plant’s unstable poles only. A numerical example is presented to illustrate the
fundamental constraints in the mean-square stabilizability of the networked system.
Key words: Networked control system, output feedback, mean-square stabilization, non-minimum phase zero
1 Introduction
In the last two decades, stabilization problems for networked
feedback systems have attracted a great amount of research
interests (for example, see [4], [6], [9], [10], [13] and the
references therein). These works mainly focus on coping
with new challenges caused by limited resources, uncertain-
ties/unreliability in communication channels. Indeed, great
success has been achieved in this research area, in partic-
ular, for stabilization via state feedback. In [1], networked
multi-input multi-output (MIMO) LTI feedback systems are
studied where control signals are transmitted to actuators
over fading channels. Uncertainties in the channels are mod-
eled as multiplicative noises and then a design scheme is
presented for mean-square stabilization via state feedback.
Moreover, fundamental constraints in mean-square stabiliz-
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ability caused by channel uncertainties are studied for the
networked systems in [1]. It is shown for a networked single-
input feedback system that the minimum capacity required
for mean-square stabilization via state feedback is deter-
mined by the product of all the unstable poles of the plant. In
[16], this problem is studied for a networked MIMO system
where the total capacity of the feedback control channels is
given and can be allocated to each channels associated with
individual control inputs. It is found that the minimum total
channel capacity for the mean-square stabilization problem
is also determined by the product of all the unstable poles
of the plant. Some new developments in stabilization and
state estimation for networked systems over packet dropping
channels are presented in [2] for systems with both actuators
and sensors connected to controllers over communication
channels.
In this work, we study the mean-square stabilizability via
output feedback for a networked MIMO LTI system where
the control signals are transmitted over packet dropping
channels. The channel uncertainties are also modeled asmul-
tiplicative noises. The difficulties for mean-square stabiliza-
tion with multiplicative noises are well recognized (see e.g.
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[8]), especially for the case with non-minimum phase zeros
[11]. Here, we attempt to explore fundamental constraints
among channel packet dropout probabilities and plant’s char-
acteristics and structure in mean-square stabilizability of the
networked system with a non-minimum phase plant. With
this purpose, our study focuses on the case in which the
plant is with relative degree one and each non-minimum
phase zero is associated with one of control input channels.
The largest admissible region of packet dropout probabilities
for mean-square stabilizability of the system is presented.
Moreover, a set of hyper-rectangles in this region is found
in terms of plant’s nonminimum phase zeros, unstable poles
and Wonham decomposition forms [15]. The boundaries
of these hyper-rectangles describe the interactions between
channel packet dropout probabilities and the plant’s char-
acteristics and structure in this problem. Moreover, to ex-
plain the features of this admissible region comprehensively,
we introduce a concept, blocking packet dropout probability
with which data transmitted over all channels are lost. An
upper bound of this probability allowed to the mean-square
stabilizability is presented for the non-minimum phase net-
worked system. In particular, it is shown that when non-
minimum phase zeros of the plant are void, the supremum
of blocking packet dropout probability in the admissible re-
gion is determined by the product of all the unstable poles
of the plant. We note that for the latter case, a related prob-
lem was studied under certain technical assumption in [16],
but this assumption is removed in this work.
The remainder of this paper is organized as follows. We pro-
ceed in Section 2 to formulate the problem under study. A
useful tool, upper triangular coprime factorization, is devel-
oped in Section 3. Section 4 presents our main results on
mean-square stabilizability via output feedback for the net-
worked systems. Section 5 concludes the paper.
The notation used throughout this paper is fairly standard.
For any complex number z, we denote its complex conjugate
by z¯. For any vector u, we denote its transpose by uT and
conjugate transpose by u∗. For any matrix A, the transpose,
conjugate transpose, spectral radius and trace are denoted by
AT , A∗, ρ(A) and Tr(A), respectively. Denote a state-space
model of an LTI system by

 A B
C D

. For any real rational
function matrix G(z), z ∈ C, define G∼(z) = GT (1/z). De-
note the expectation operator by E{·}. Let the open unit disc
be denoted by D := {z ∈C : |z|< 1}, the closed unit disc by
D¯ := {z ∈ C : |z| ≤ 1}, the unit circle by ∂D, and the com-
plements of D and D¯ by Dc and D¯c, respectively. The space
L2 is a Hilbert space and consists of all complex matrix
functions G(z) which are measurable in ∂D and
1
2pi
∫ pi
−pi
Tr
[
G∗(e jθ )G(e jθ )
]
dθ < ∞.
For F,G ∈L2, the inner product is defined as
〈F,G〉=
1
2pi
∫ pi
−pi
Tr
[
F∗(e jθ )G(e jθ )
]
dθ (1)
and the induced norm is defined by
‖G‖2 =
√
〈G,G〉. (2)
It is well-known that L2 admits an orthogonal decomposi-
tion into the subspaces
H2 :=
{
G :G(z) analytic in D¯c,
‖G‖2 =
{
sup
r>1
1
2pi
∫ pi
−pi
Tr
[
G∗(re jθ )G(re jθ )
]
dθ
} 1
2
< ∞
}
,
and
H
⊥
2 :=
{
G :G(z) analytic in D, G(0) = 0,
‖G‖2 =
{
sup
r<1
1
2pi
∫ pi
−pi
Tr
[
G∗(re jθ )G(re jθ )
]
dθ
} 1
2
< ∞
}
.
Note that for any F ∈H ⊥2 and G ∈H2,
〈F,G〉= 0. (3)
Define the Hardy space
H∞ := {G :G(z) bounded and analytic in D
c} .
A subset of H∞, denoted by RH ∞, is the set of all proper
stable rational transfer function matrices in the discrete-time
sense. Note that we have used the same notation ‖ · ‖2 to
denote the corresponding norm for spaces L2, H2 andH
⊥
2 .
2 Problem Formulation
The networked feedback system under study is depicted in
Fig. 1. The plantG in the system is a MIMO LTI system and
the signal y(k) is the measurement. The control signal u(k)
for the plant is generated by the feedback controller K. It
includes r entries u1(k), · · · ,ur(k) which are sent to the plant
G over r parallel packet dropping channels, respectively.
The signal v(k) = [v1(k), · · · ,vr(k)]
T is the received control
signal at the plant side.
Let
{
α j(k),k = 0,1,2, · · · ,∞
}
, j = 1, · · · ,r be random pro-
cesses with independent identical Bernoulli probability dis-
tributions, respectively. It indicates the receipt of the control
signal u(k), i.e., α j(k) = 1 if u j(k) is received, otherwise
2
✲ G ✲
✛
channels
K
✻ u(k)
y(k)v(k)
Fig. 1. A networked feedback system
α j(k) = 0. Let the probability of α j(k) = 0 be p j. The av-
eraged receiving rate of data packets is E{α j(k)} = 1− p j
in the j-th channel. Let ω j(k) = α j(k)− (1− p j). Subse-
quently, the received control signal v j(k) is written as:
v j(k) = α j(k)u j(k) = (1− p j)u j(k)+ω j(k)u j(k). (4)
It is clear that
{
ω j(k),k = 0,1,2, · · · ,∞
}
, j = 1, · · · ,r have
independent identical probability distributions, referred to as
i.i.d random processes, respectively. The i.i.d random pro-
cess
{
ω j(k),k = 0,1,2, · · · ,∞
}
has zero mean and variance
(1− p j)p j. Now, it is assumed that {α j(k)}, j = 1, · · · ,r
are mutually independent. And then, it holds for any i, j ∈
{1, · · · ,r}, i 6= j that E{ωi(k1)ω j(k2)}= 0,∀k1,k2 > 0.
Denote the averaged channel gain by
µ = diag{1− p1, · · · ,1− pr}
and the multiplicative noise in the channels by
ω(k) = diag{ω1(k), · · · ,ωr(k)} . (5)
It follows from the discussion above that E(ω(k)) = 0 and
E(ω(k)ωT (k)) = diag{p1(1− p1), · · · , pr(1− pr)}.
Let ω¯(k) = µ−1ω(k). From (4), the packet dropout channels
in the system shown in Fig. 1 are modeled as follows (also
see [1]):
v(k) = µu(k)+ µω¯(k)u(k). (6)
It is verified from the mean and covariance of ω(k), k =
0,1,2, · · · that
E(ω¯(k)) = 0 and E(ω¯(k)ω¯T (k)) = Σ
where
Σ = diag
{
p1
1− p1
, · · · ,
pr
1− pr
}
.
Definition 1 (see [14]) For any initial state, if it holds for
the control signal and the output that
lim
k→∞
E
{
u(k)uT (k)
}
= 0, lim
k→∞
E
{
y(k)yT (k)
}
= 0,
then the feedback system in Fig. 1 is said to be mean-square
stable.
To study the mean-square stability for the networked feed-
back system in Fig. 1, it is re-diagrammed as an LTI sys-
tem with a multiplicative noise as shown in Fig. 2. Let
∆(k) = ω¯(k)u(k). The channel model (6) is rewritten as
v(k) = µu(k)+ µ∆(k).
Thus, the transfer function T from ∆(k) to u(k) in the nom-
inal system is given by
T = (I−KGµ)−1KGµ (7)
where Gµ is considered as a new plant involved with the
averaged gain of the channel. Let Ti j, i, j = 1, · · · ,r be the
T✲
✛ω¯
∆(k) u(k)
Fig. 2. An LTI system with a multiplicative noise
{i, j}-th entry of the transfer function matrix T and
Tˆ =


‖T11‖
2
2 · · · ‖T1r‖
2
2
· · ·
‖Tr1‖
2
2 · · · ‖Trr‖
2
2

 . (8)
Lemma 1 (see [8]) The LTI system with a multiplicative
noise in Fig. 2 is mean-square stable if and only it holds that
ρ(TˆΣ)< 1. (9)
To design an output feedback controller K which stabilizes
the system in Fig. 2 in the mean-square sense is referred
to as mean-square stabilization via output feedback. If this
problem is solvable, the system is refereed to as mean-square
stabilizable. Intuitively, the mean-square stabilizability of
the system is related to the packet dropout probabilities p1,
· · · , pr and the transfer function T of the nominal closed-
loop system. In this work, fundamental constraints in mean-
square stabilizability via output feedback are studied for the
networked system in terms of the packet dropout probabili-
ties and characteristics of the plant G.
3 Upper Triangular Coprime Factorization
To study the mean-square stabilizability of the networked
system, we consider the set of all possible stabilizing con-
trollers for the plant Gµ , which is described by Youla
parametrization in terms of its coprime factorizations. A
useful tool for the mean-square stabilization design, referred
3
to as upper triangular coprime factorization, is introduced
in this section.
Suppose that the state-space model of the plant Gµ is given
by Gµ =

 A B
C 0

, and {A,B} is controllable, {A,C} is de-
tectable. Let the right coprime factorization of the plant Gµ
be NM−1, where the factors N and M are from RH ∞.
Moreover, N and M are given by
M = I−F(zI−A+BF)−1B, (10)
N =C(zI−A+BF)−1B, (11)
where F is any stabilizing state feedback gain (for details,
see e.g. [17]).
It is shown in [15] that, with certain state transformation, the
state-space model of Gµ can be transformed into so-called
Wonham decomposition form

 Aw Bw
Cw 0

 with
Aw =


A1 ⋆ · · · ⋆
0 A2 · · · ⋆
...
...
. . .
...
0 0 · · · Ar

 , Bw =


b1 ⋆ · · · ⋆
0 b2 · · · ⋆
...
...
. . .
...
0 0 · · · br

 ,
where
A j =


0 1 0 · · · 0
0 0 1 · · · 0
· · · · · ·
0 0 0 · · · 1
−a jl j −a j(l j−1) −a j(l j−2) · · · −a j1


, b j =


0
0
...
0
1


.
(12)
Since the pairs {A j,b j}, j = 1, · · · ,r, are all controllable, it
is always possible to find row vectors f j such that A j+b j f j
is stable for all j = 1, · · · ,r. Now, we select a block diago-
nal state feedback gain F = diag{ f1, f2, · · · , fr}. Applying
Wonham decomposition forms and the state feedback gain
F into (10) and (11) yields a right coprime factorization
Gµ = NM−1 in which the factor M is an upper triangular
matrix. In this work, this coprime factorization is referred to
as upper triangular coprime factorization. It is summarized
in the following result.
Lemma 2 For a given plant Gµ , there exist coprime matri-
ces N andM ∈RH ∞ such that Gµ =NM
−1 and the matrix
M is an upper triangular matrix. Furthermore, the diagonal
elements m j j, j = 1, · · · ,r of M are given by
m j j = 1− f j(zI−A j+ b j f j)
−1b j, j = 1, · · · ,r.
Taking account of the structures of A j and b j, we can see that
the numerator polynomial ofm j j is the characteristic polyno-
mial of A j. Denote the unstable poles of A j by λ j1, · · · ,λ jl j .
Note the fact that
{
A j,b j
}
is controllable. By selecting a
proper f j , the poles of m j j are assigned as 1/λ j1, · · · ,1/λ jl j
and all stable poles of A j. This yields that the diagonal el-
ements m j j is given by m j j =
(z−λ j1)×·· ·× (z−λ jl j)
(λ ∗j1z− 1)×·· ·× (λ
∗
jl j
z− 1)
.
It is clear that m j j is an inner, i.e., m
∼
j j(z)m j j(z) = 1 (for
definition of an inner, see e.g. [17]). Denote it by m j,in.
For this particular upper triangular coprime factorization,
let Min = diag{m1,in · · · ,mr,in} referred to as diagonal inner.
Moreover, a balanced realization of m j,in, which is used in
remainder of this work, is denoted by
m j,in =

 A j,in B j,in
C j,in D j,in

. (13)
In general, for a given plant G, there is a finite number of
Wonham decomposition forms to Gµ in which poles of the
plant could be assigned to different diagonal sub-matrixes
in the state matrix Aw, respectively. This comes out a set of
upper triangular coprime factorizations and associated diag-
onal inners Min for the plant, which are dependent to unsta-
ble poles in diagonal sub-matrixes in Wonham decomposi-
tion forms. It will be shown in next section that the interac-
tion between this feature and non-minimum phase zeros of
the plant leads to the non-convexity in analyzing the mean-
square stabilizability for the non-minimum phase system.
4 Mean-square stabilizability
In this section, fundamental constraints in mean-square sta-
bilizability via output feedback, caused by the uncertainties
in network channels, are studied for the system in Fig. 1.
This is a very hard problem in general since non-minimum
phase zeros make the mean-square stabilization via output
feedback to be a non-convex problem (see for example [11]).
Our study focuses on a non-minimum phase plant under As-
sumption 1.
Assumption 1 The plant G has non-minimum phase zeros
z1, · · · ,zr. Each of them is associated with a column of G, i.e.
G= G0diag
{
1− z1z
−1, · · · ,1− zrz
−1
}
where G0 is a minimum phase system and with relative de-
gree one, i.e., lim
|z|→∞
zG0(z) is invertible.
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At first glance, this assumption is quite artificial. However,
due to multi-path transmission in wireless communication,
multiple paths with different propagation lengths yield a
channel with finite impulse response (FIR) which may in-
clude a nonminimum phase zero. In general, there is as
called “common sub-channel zero” induced by multi-path
transmission which is a difficult issue in channel identifica-
tion and estimation (for example see [7] and [12]). This is a
case which fits Assumption 1. On the other hand, we attempt
to analytically investigate inherent constraints on the mean-
square stabilizability imposed by interaction between Won-
ham decomposition forms and non-minimum pase zeros of
the plant for the networked system. To seek a simplicity, the
plants under this assumption are studied, which would be an
interesting case as shown in Example 1. It should be noted
that the results in this work can be extended to the case:
G= G0diag
{
z−τ1g1, · · · ,z
−τrgr
}
where scale transfer functions g j, j = 1, · · · ,r have more
than one non-minimumphase zeros and relative degree zero,
τ j, j= 1, · · · ,r are positive integers, G0 is a minimum phase
system and with relative degree one.
Now, we consider all stabilizing controllers for the nominal
closed-loop system T . LetNM−1 be an upper triangular right
coprime factorization of the plant Gµ , which is discussed in
the preceding section. And let M˜−1N˜, with M˜, N˜ ∈RH ∞,
be the left coprime factorization of the plant Gµ associated
with NM−1. It is well known (see [17] for details) that the
factors N, M, N˜, M˜ with some X , Y , X˜ , Y˜ ∈RH ∞ satisfy
the Bezout Identity below:
[
M Y
N X
][
X˜ −Y˜
−N˜ M˜
]
= I. (14)
All stabilizing controllers for the nominal system are given
K = (X˜−QN˜)−1(Y˜ −QM˜), (15)
where Q ∈RH ∞ is a parameter to be designed. Applying
the controller (15) to the system, we obtain the nominal
closed-loop system T in (7) as follows:
T = (Y −MQ)N˜. (16)
According to Lemma 1, the system is mean-square stabiliz-
able if and only if there exists a Q satisfying the inequality
ρ(TˆΣ)< 1.
To this end, we need the following result (see [5] for details),
Lemma 3 Suppose W is an r× r positive matrix and wi j is
the {i, j}-th entry of W. Then, it holds that
ρ(W ) = inf
Γ
max
j
r
∑
i=1
γ2i
γ2j
wi j
where Γ = diag
{
γ21 , · · · ,γ
2
r
}
, with γi > 0, i= 1, · · · ,r.
Denote the j-th column of T by Tj. Applying Lemma 3, we
have
ρ(TˆΣ) = inf
Γ
max
j
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
p j
1− p j
. (17)
From Lemma 1 and the spectral radius given in (17), we
have the next result.
Lemma 4 The closed-loop system in Fig. 2 is mean-square
stabilizible if and only if it holds for some Γ and Q that
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
p j
1− p j
< 1, j = 1, · · · ,r. (18)
Now, it is studied to minimize ρ(TˆΣ). From (16), it holds
for the system that
Γ1/2Tjγ
−1
j = Γ
1/2(Y −MQ)N˜Γ−1/2e j (19)
where e j is the j-th column of the r× r identity matrix I.
Applying Bezout identity (14) into (19) leads to
Γ1/2Tjγ
−1
j = Γ
1/2[M(X˜ −QN˜)− I]Γ−1/2e j. (20)
LetMΓ =Γ
1/2MΓ−1/2, N˜Γ =Γ
1/2N˜Γ−1/2, X˜Γ =Γ
1/2X˜Γ−1/2,
and QΓ = Γ
1/2QΓ−1/2. We rewrite (20) as
Γ1/2Tjγ
−1
j = [MΓ(X˜Γ−QΓN˜Γ)− I]e j.
Let the inner-outer factorization of MΓ given by MΓ =
MΓinMΓout where MΓin, MΓout are inner and outer, respec-
tively (see e.g. [17]). Noting the identity M∼ΓinMΓin = I and
the definition of L2 norm, we have that∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
=
∥∥[MΓout(X˜Γ−QΓN˜Γ)−M−1Γin]e j∥∥22 . (21)
Due to the facts thatM−1Γin−M
−1
Γin(∞) ∈H
⊥
2 andMΓout(X˜Γ−
QΓN˜Γ)−M
−1
Γin(∞) ∈H2, it holds
〈M−1Γin−M
−1
Γin(∞),MΓout(X˜Γ−QΓN˜Γ)−M
−1
Γin(∞)〉= 0.
Hence, (21) is written as follows:
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
=
∥∥[MΓout(X˜Γ−QΓN˜Γ)−M−1Γin(∞)]e j∥∥22
+
∥∥[M−1Γin−M−1Γin(∞)]e j∥∥22 . (22)
Let
JΓ(QΓ) = max
1≤ j≤r
{[∥∥[MΓout(X˜Γ−QΓN˜Γ)−M−1Γin(∞)]e j∥∥22
+
∥∥[M−1Γin−M−1Γin(∞)]e j∥∥22
] p j
1− p j
, j = 1, · · · ,r
}
. (23)
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According to Lemma 4, (22) and (23), the system is mean-
square stabilizible if and only if it holds for some Γ > 0 that
min
QΓ∈RH ∞
JΓ(QΓ)< 1. (24)
For any given Γ > 0, it is hard to find an analytic optimal
solution in minimizing JΓ(QΓ), in general. To explain the
intrinsic constraints caused by interaction between packet
dropout probabilities, unstable poles and non-minimum
phase zeros in this mean-square stabilization problem, the
analytic optimal solution in minimizing JΓ(QΓ) is studied
for the system under Assumption 1.
From Assumption 1, an inner-outer factorization of N˜Γ is
given by N˜Γ = N˜Γoutdiag{n1,in, · · · ,nr,in} where N˜Γout is an
outer of N˜Γ and n j,in =
z− z j
z∗jz− 1
, j= 1, · · · ,r are inner factors.
Thus, from n∼j,inn j,in = 1, we obtain that
∥∥[MΓout(X˜Γ−QΓN˜Γ)−M−1Γin(∞)]e j∥∥22
=
∥∥∥MΓoutQΓN˜Γoute j− [MΓout X˜Γ−M−1Γin(∞)]e jn−1j,in∥∥∥2
2
. (25)
Subsequently, it follows from fraction decomposition that
[
MΓout X˜Γ−M
−1
Γin(∞)
]
e jn
−1
in, j
=−
[
MΓout(z j)X˜Γ(z j)−M
−1
Γin(∞)
]
e j
1− z∗jz j
z− z j
+L j, (26)
where L j is the remainder part of this fraction decomposition
which belongs to H2. Note the fact that
[
MΓout(z j)X˜Γ(z j)−M
−1
Γin(∞)
]
e j
1− z∗jz j
z− z j
∈H ⊥2 .
Then, substituting (26) into (25) leads to
∥∥[MΓout(X˜Γ−QΓN˜Γ)−M−1Γin(∞)]e j∥∥22
=
∥∥MΓoutQΓN˜Γoute j−L j∥∥22
+
∥∥∥∥[MΓout(z j)X˜Γ(z j)−M−1Γin(∞)]e j 1− z
∗
jz j
z− z j
∥∥∥∥
2
2
. (27)
Let L= [L1 · · · Lr]. SelectQΓ =M
−1
ΓoutLN˜
−1
Γout . It is clear from
(22) and (27) that this QΓ minimizes
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
, j =
1, · · · ,r simultaneously. Moreover, it holds that
min
QΓ∈RH ∞
JΓ(QΓ) = max
1≤ j≤r
{
JΓ, j
p j
1− p j
, j = 1, · · · ,r
}
(28)
where
JΓ, j =min
QΓ
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
=
∥∥[M−1Γin−M−1Γin(∞)]e j∥∥22
+
∥∥∥∥[MΓout(z j)X˜Γ(z j)−M−1Γin(∞)]e j 1− z
∗
jz j
z− z j
∥∥∥∥
2
2
. (29)
Denote the packet dropout probability vector by p =
(p1, · · · , pr) and the mean-square stabilizible region of p to
the closed-loop system by P . This mean-square stabilizible
region P is studied in terms of the non-minimum phase
zeros and a balanced realization of MΓin given by
MΓin =

 AΓin BΓin
CΓin DΓin

.
Theorem 1 Suppose that the plant G satisfies Assumption 1.
The system in Fig. 1 is mean-square stabilizable if and only if
the packet dropout probability vector p= (p1, · · · , pr) ∈P
and P is given by
P =
{
p= (p1, · · · , pr)
∣∣∣p j < (eTj ΦΓ, je j+ 1)−1
j = 1, · · · ,r, Γ > 0
}
(30)
where
ΦΓ, j = D
∗−1
Γin B
∗
ΓinN
∗
j,in(A
∗−1
Γin )N j,in(A
∗−1
Γin )BΓinD
−1
Γin
and
N j,in(A
∗−1
Γin ) = (z
∗
jA
∗−1
Γin − I)(z jI−A
∗−1
Γin )
−1.
The proof of this theorem is given in Appendix A.
In general, the mean-square stabilizible region P given by
this theorem is non-convex. Now, a set of convex subregions
of P is studied in terms of diagonal inners Min associated
with Wonham decomposition forms of the plant Gµ .
Theorem 2 Suppose that the plant G satisfies Assumption
1. Then, the system in Fig. 1 is mean-square stabilizable if,
for all j= 1, · · · ,r, the packet dropout probability p j in j-th
channel satisfies:
p j ≤ pˆ j (31)
where pˆ−1j = D
∗−1
j,in B
∗
j,inN
∗
j,in(A
∗−1
j,in )N j,in(A
∗−1
j,in )B j,inD
−1
j,in+ 1.
The proof of this theorem is presented in Appendix B.
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It is worth to be mentioned that, in terms of the signal-
to-noise ratio, log
1
p j
is the counterpart of the channel ca-
pacity which is studied in [1] and [16]. Instead of consid-
ering the minimum channel capacities for the mean-square
stabilizability, Theorems 1 and 2 describe the mean-square
stabilizable region and one of its subregions for the packet
dropout probability vector p= (p1, · · · , pr), respectively. In
particular, the subregion presented in Theorem 2 is a hyper-
rectangle determined by a diagonal inner Min which is as-
sociated with a given Wonham decomposition form of the
plant Gµ . Moreover, it has two diagonal vertices which are
the origin and V = (pˆ1, · · · , pˆr), respectively. The latter is in
the boundary of the mean-square stabilizable region P .
SinceWonham decomposition form of the plantGµ may not
be unique, if this is a case, there is a set of such mean-square
stabilizable hyper-rectangles for the packet dropout proba-
bility vector p. Denote the diagonal inner associated with
the s-th Wonham decomposition form by Ms,in and denote
its diagonal entries by ms1,in, · · · ,msr,in. Let

 As j,in Bs j,in
Cs j,in Ds j,in


be a balance realization of ms j,in, j = 1, · · · ,r. Denote the
mean-square stabilizable hyper-rectangle associated with the
s-th Wonham decomposition form by Ps. Its vertex Vs =
(pˆs1, · · · , pˆsr) is obtained by using Theorem 2.
Corollary 1 If the packet dropout probability vector
(p1, · · · , pr) is in the union of all Ps, i.e.,
(p1, · · · , pr) ∈ ∪
s
Ps, (32)
then the networked feedback system in Fig. 1 is mean-square
stabilizable.
If the plant G has only one Wonham decomposition form,
the mean-square stabilizable hyper-rectangles merge to one
hyper-rectangle. The equation (32) becomes the necessary
and sufficient condition for the mean-square stabilizability
of the system. For a SIMO plant G, there is only one Won-
ham decomposition form, the mean-square stabilizable re-
gion and hyper-rectangle studied in Theorems 1 and 2, re-
spectively, degrade to a common interval in one dimension
space. In this case, Theorem 2 presents a necessary and suf-
ficient condition for the mean-square stabilizability of the
system, i.e., pˆ1 given by the theorem is the supremum of the
packet dropout probability which is allowed for the mean-
square stabilizability of the network feedback system. In
particular, for a SISO plant with one unstable pole λ1 and
one non-minimum phase zero z1, this supremum is given by
pˆ1 =
[
(λ 21 − 1)(z1λ1− 1)
2/(z1−λ1)
2+ 1
]−1
.
Notice the fact that the product ∏rj=1 p j is the probability
with which data packets over all channels are dropped simul-
taneously. In this work, it is referred to as blocking packet
dropout probability. The volume of a hyper-rectangle Ps is
the maximum of the blocking packet dropout probability for
all (p1, · · · , pr) ∈Ps. Thus, it leads to:
Corollary 2 If the blocking packet dropout probability
∏rj=1 p j of the channels satisfies the inequality
r
∏
j=1
p j <max
s
{
r
∏
j
pˆs j
}
, (33)
then, there exists a set of data dropout probabilities
p1, · · · , pr with which the networked feedback system in Fig.
1 is mean-square stabilizable.
Now, we study the case in which the non-minimum phase
zeros are void, i.e., the plant is a minimum phase system
with relative degree one.
Lemma 5 Suppose that the plant G is minimum phase with
relative degree one. Then, for any given Γ > 0, there exists
a Q to jointly minimize
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
, j = 1, · · · ,r. It holds
that
min
Q
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
= eTj D
∗−1
Γin D
−1
Γine j− 1.
The proof of this lemma is given in Appendix C.
Theorem 3 If the plant G is minimum phase with relative
degree one and λ1, · · · ,λl are unstable poles of the plant,
then the closed-loop system is mean-square stabilizible for
some packet dropout probabilities p1, · · · , pr if and only
if the blocking packet dropout probability of the channels
satisfy:
r
∏
j=1
p j < (
l
∏
i=1
|λi|)
−1. (34)
The proof of this theorem is given in Appendix D.
Theorem 3 presents the supremum of the blocking packet
dropout probability in the mean-square stabilizability of
the networked feedback system. Once the blocking packet
dropout rate is less than this supremum, the system is
mean-square stabilizable by allocating packet dropout prob-
abilities among channels.
Example 1 Suppose that the plant in the networked feed-
back system shown in Fig 1. is a two-input two-output sys-
tem. The transfer function of the plant is given as below:
G=


(z− 0.25)(z+ 2)
z(z− 2)(z+ 1.5)
z− 1.5
z(z+ 1.5)
z+ 2
z(z− 2)
(2z− 2.75)(z− 1.5)
z(z− 0.25)(z− 2.5)

 .
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Let p1 and p2 be packet dropout probabilities of two chan-
nels, respectively. Applying Theorem 1, we can obtain the
mean-square stabilizable region OV11V1V2V22 in Fig. 3 for
the packet dropout probabilities, numerically.
Note the fact that there are two Wonham decomposition
forms for the plant. Two diagonal inners associated with
these forms are
M1,in = diag
{
z− 2
2z− 1
,
(z+ 1.5)(z− 2.5)
(−1.5z− 1)(2.5z− 1)
}
and
M2,in = diag
{
(z− 2)(z+ 1.5)
(2z− 1)(−1.5z− 1)
,
z− 2.5
2.5z− 1
}
.
The balance realizations of M1,in and M2,in are given by
M1,in =




0.5 0 0
0 0.4 −0.683
0 0 −0.667




−0.866 0
0 0.611
0 −0.745


[
0.866 0 0
0 0.917 0.298
] [
0.5 0
0 −0.267
]


(35)
and
M2,in =




0.5 0.646 0
0 −0.667 0
0 0 0.4




0.578 0
0.745 0
0 −0.917


[
0.866 −0.373 0
0 0 0.817
] [
−0.333 0
0 0.4
]


,
(36)
respectively. According to Theorem 2, the mean-square sta-
bilizable regions p1 < pˆ11 = 0.1758 and p2 < pˆ12 = 0.0142
are obtained from the balance realization (35) of M1,in for
p1 and p2, respectively. Subsequently, the mean-square sta-
bilizable rectangle OV11V1V12 shown in Fig. 3 is obtained
for the packet dropout probability vector (p1, p2). Similarly,
the mean-square stabilizable regions p1 < pˆ21 = 0.0476 and
p2 < pˆ22 = 0.0246 are obtained from the balance realiza-
tion (36) of M2,in for p1 and p2, respectively. The mean-
square stabilizable rectangle OV21V2V22 shown in Fig. 3 is
obtained for the packet dropout probability vector. Two ver-
tices of these rectangles are V1 = (0.1758,0.0142) and V2 =
(0.0476,0.0246), the areas of the rectangles are 2.50×10−3,
1.17× 10−3, respectively. In other words, the mean-square
stabilizable rectangle obtained fromM1,in is bounded by the
green curve p1p2 = 2.50× 10
−3. While, the mean-square
stabilizable rectangle obtained fromM2,in is bounded by the
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
p1
p
2
V2
V1
p1p2 = 2.50 × 10
−3
p1p2 = 1.17 × 10
−3
V21
V22
V12
V11
Fig. 3. Mean-Square Stabilizable Region for Data Dropout Rate
green curve p1p2 = 1.17× 10
−3. The upper bound of the
blocking packet dropout probability for mean-square stabi-
lizabilty of the system is 2.50× 10−3. If the plant had only
one Wonham decomposition form, these two green curves
would merge to one curve and the two rectangles would
merge to one rectangle as well.
5 Conclusion
This work studies the mean-square stabilizability via out-
put feedback for a networked MIMO feedback system over
several parallel packet dropping communication channels.
The admissible region of packet dropout probabilities is dis-
cussed in the mean-square stabilizability of a non-minimum
phase networked system. The trade-off among these packet
dropout probabilities, plant’s characteristics and structure in
the mean-square stabilizability of the system is presented by
an upper bound of blocking packet dropout probability in
the region. And then, it is found that, for a minimum phase
plant with relative degree one, the supremum of blocking
packet dropout probability which is allowed for the mean-
square stabilizability is only determined by the product of
the plant’s unstable poles.
Appendix A Proof of Theorem 1
We first review three basic results in LTI systems.
Lemma 6 (see [3]) For a balanced realization

 A j,in B j,in
C j,in D j,in


of the inner m j,in, it holds that
[
A∗j,in C
∗
j,in
B∗j,in D
∗
j,in
][
A j,in B j,in
C j,in D j,in
]
=
[
I 0
0 I
]
. (A.1)
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Lemma 7 (see e.g. [17]) Suppose that the system G(z) =
 A B
C D

 is stable and that matrix P is the positive semi-
definite solution to the following Lyapunov equation:
A∗PA−P+C∗C = 0.
Then the H2-norm ‖G‖
2
2 of the system is given by
‖G‖22 = tr{B
∗PB+D∗D} .
Lemma 8 Suppose that the transfer matrix G(z) =

 A B
C D


is square and D is invertible. Then the inverse of G(z) is
given by G−1(z) =

 A−BD−1C −BD−1
D−1C D−1

.
To prove this theorem, we start from (28) and (29). It follows
from Bezout identity and Assumption 1 that
MΓ(z j)X˜Γ(z j)e j = e j. (A.2)
Substituting MΓ(z j) =MΓin(z j)MΓout(z j) into (A.2) yields
MΓout(z j)X˜Γ(z j)e j =M
−1
Γin(z j)e j.
Hence, we rewrite (29) as follows:
JΓ, j =min
QΓ
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
=
∥∥[M−1Γin−M−1Γin(∞)]e j∥∥22
+
∥∥∥∥[M−1Γin(z j)−M−1Γin(∞)]e j 1− z
∗
jz j
z− z j
∥∥∥∥
2
2
,
j = 1, · · · ,r. (A.3)
According to Lemma 4 and (A.3), the system is mean-square
stabilizible if and only if it holds for a Γ > 0 that
JΓ, j <
1
p j
− 1, j = 1, · · · ,r. (A.4)
Now we consider the expression of JΓ, j, j= 1, · · · ,r in terms
of the balance realization

 AΓin BΓin
CΓin DΓin

 ofMΓin. SinceMΓin
is an inner, it holds that
∥∥[M−1Γin−M−1Γin(∞)]e j∥∥22 = ∥∥[I−MΓinM−1Γin(∞)]e j∥∥22 .
Now, applying the balanced realization, we have
[MΓinM
−1
Γin(∞)− I]e j =CΓin (zI−AΓin)
−1
BΓinD
−1
Γine j.
According to Lemmas 6 and 7, it is obtained that
∥∥[I−MΓinM−1Γin(∞)]e j∥∥22 = eTj D∗−1Γin B∗ΓinBΓinD−1Γine j. (A.5)
On the other hand, it holds that
∥∥∥∥[M−1Γin(z j)−M−1Γin(∞)]e j 1− z
∗
jz j
z− z j
∥∥∥∥
2
2
=(z∗jz j− 1)e
T
j
[
M−1Γin(z j)−M
−1
Γin(∞)
]∗
×
[
M−1Γin(z j)−M
−1
Γin(∞)
]
e j (A.6)
where M−1Γin is given by Lemma 8 that
M−1Γin =

 AΓin−BΓinD−1ΓinCΓin −BΓinD−1Γin
D−1ΓinCΓin D
−1
Γin

.
It is verified by Lemma 6 that A∗−1Γin = AΓin−BΓinD
−1
ΓinCΓin.
So, we have
M−1Γin(z j)−M
−1
Γin(∞) =−D
−1
ΓinCΓin(z jI−A
∗−1
Γin )
−1BΓinD
−1
Γin.
(A.7)
Substituting (A.5), (A.6), (A.7) into (A.3) leads to
JΓ, j =e
T
j D
∗−1
Γin B
∗
Γin(z
∗
j I−A
−1
Γin)
−1
[
(z∗j z j− 1)C
∗
ΓinD
∗−1
Γin D
−1
ΓinCΓin
+ (z∗j I−A
−1
Γin)(z jI−A
∗−1
Γin )
]
(z jI−A
∗−1
Γin )
−1BΓinD
−1
Γine j
It follows from Lemma 6 that
C∗ΓinD
∗−1
Γin D
−1
ΓinCΓin+ I = A
−1
ΓinA
∗−1
Γin .
Then it turns out that
JΓ, j = e
T
j D
∗−1
Γin B
∗
Γin(z
∗
j I−A
−1
Γin)
−1(z jA
−1
Γin− I)
× (z∗jA
∗−1
Γin − I)(z jI−A
∗−1
Γin )
−1BΓinD
−1
Γine j. (A.8)
Consequently, from (A.4) and (A.8), we obtain that
the system is mean-square stabilizible if and only if
p= (p1, · · · , pr) ∈P .
Appendix B Proof of Theorem 2
Since NM−1 is an upper triangular coprime factorization
(see Section 3), matrices M and MΓ are written as follows:
M =


m11 m12 · · · m1r
0 m22 · · · m2r
· · · · · ·
0 0 · · · mrr

 , MΓ =


m11 mˆ12 · · · mˆ1r
0 m22 · · · mˆ2r
· · · · · ·
0 0 · · · mrr


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where mˆi j = mi j
γi
γ j
, 1≤ i< j ≤ r.
Let Γ
1/2
ε = diag
{
1,ε−1, · · · ,ε−r+1
}
.
MΓε =


m11 m12ε · · · m1rε
r−2
0 m22 · · · m2rε
r−3
· · · · · ·
0 0 · · · mrr

 .
As studied in Section 3, selecting proper f j , j = 1, · · · ,r in
Lemma 2 yields that m11, · · · , mrr are inner factors m1,in,
· · · ,mr,in. This leads to lim
ε→0
MΓε = diag{m1,in, · · · ,mr,in} , i.e.,
lim
ε→0
MΓε is an inner. Let MΓε =MΓε ,inMΓε ,out be inner-outer
factorization. It holds that
lim
ε→0
MΓε ,in = diag{m1,in, · · · ,mr,in} . (B.1)
It is clear that
inf
Γ
inf
Q
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
≤ lim
ε→0
inf
Q
∥∥∥Γ1/2ε Tjε j−1∥∥∥2
2
.
From (A.3) and (B.1), it holds that
lim
ε→0
inf
Q
∥∥∥Γ1/2ε Tjε j−1∥∥∥2
2
=
{∥∥∥m−1j,in−m−1j,in(∞)∥∥∥2
2
+
∥∥∥∥[m−1j,in(z j)−m−1j,in(∞)] 1− z
∗
jz j
z− z j
∥∥∥∥
2
2
}
.
In the light of the proof for Theorem 1, we can see that
∥∥∥m−1j,in−m−1j,in(∞)∥∥∥2
2
+
∥∥∥∥[m−1j,in(z j)−m−1j,in(∞)] 1− z
∗
jz j
z− z j
∥∥∥∥
2
2
=D∗−1j,in B
∗
j,inN
∗
j,in(A
∗−1
j,in )N j,in(A
∗−1
j,in )B j,inD
−1
j,in.
If it holds for j = 1, · · · ,r that
p j
1− p j
D∗−1j,in B
∗
j,inN
∗
j,in(A j,in)N j,in(A j,in)B j,inD
−1
j,in < 1,
i.e., the inequality (31) holds for r = 1, · · · ,r. Then, we can
design Q such that the inequalities hold
inf
Γ
inf
Q
p j
1− p j
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
< 1, j = 1, · · · ,r.
Therefore, the system is mean-square stabilizible.
Appendix C Proof of Lemma 5
It is shown in the proof of Theorem 1 that
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
=
∥∥[MΓout(X˜Γ−QΓN˜Γ)−M−1Γin(∞)]e j∥∥22
+
∥∥[M−1Γin−M−1Γin(∞)]e j∥∥22 .
Since the plant G is minimum phase with relative degree
one, we can design QΓ such that
MΓout(X˜Γ−QΓN˜Γ)−M
−1
Γin(∞) = 0.
Thus, it holds for j = 1, · · · ,r that
min
Q
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
=
∥∥[M−1Γin−M−1Γin(∞)]e j∥∥22 . (C.1)
Applying (A.5), we write (C.1) as follows:
min
Q
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
= eTj D
∗−1
Γin B
∗
ΓinBΓinD
−1
Γine j, j = 1, · · · ,r.
(C.2)
Taking into account of the fact given by Lemma 6
B∗ΓinBΓin+D
∗
ΓinDΓin = I,
we rewrite (C.2) as follows:
min
Q
∥∥∥Γ1/2Tjγ−1j ∥∥∥2
2
= eTj D
∗−1
Γin D
−1
Γine j− 1, j= 1, · · · ,r.
Appendix D Proof of Theorem 3
According to Lemmas 4 and 5, the system is mean-square
stabilizible if and only if it holds for some Γ > 0 that
eTj D
∗−1
Γin D
−1
Γine j− 1<
1− p j
p j
, j = 1, · · · ,r. (D.1)
Thus, the j-th channel’s packet dropout probability p j sat-
isfies the inequality for the Γ > 0 as below:
eTj D
∗−1
Γin D
−1
Γine j <
1
p j
. (D.2)
Subsequently, it holds for the blocking packet dropout prob-
ability of the channel that
r
∏
j=1
1
p j
>
r
∏
j=1
eTj D
∗−1
Γin D
−1
Γine j ≥ det
(
D∗−1Γin D
−1
Γin
)
(D.3)
where the second inequality follows from a property of a
positive definite matrix (see [5]).
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Since the plant G has l unstable poles, the inner MΓin has l
factors MΓin,1, · · · , MΓin,l , i.e., MΓin =MΓin,1× ·· ·×MΓin,l .
Each of these factors is associated with an unstable pole λi
and is given by
MΓin,i =UiU
∗
i +ηiη
∗
i
z−λi
λ ∗i z− 1
where ηi is direction vector of λi and
[
Ui ηi
][U∗i
η∗i
]
= I.
Hence, it holds for the balanced realization of MΓin that
DΓin =
n
∏
i=1
[
Ui ηi
]I 0
0
1
λ ∗i


[
U∗i
η∗i
]
. (D.4)
Substituting (D.4) into (D.3) leads to
r
∏
j=1
p j <
l
∏
i=1
|λi|
−1. (D.5)
On the other hand, if the blocking packet dropout probability
satisfies (D.5), it is always possible to find a set of p1, · · · , pr
so that the inequalities hold:
p j <
l j
∏
i=1
|λ ji|
−1, j = 1, · · · ,r (D.6)
where λ ji, i= 1, · · · , l j are unstable poles of A j.
Let Γ1/2 =
{
1,ε, · · · ,εr−1
}
. In the light of the proof for The-
orem 2, we can design a mean-square stabilizing controller
for the system when some p1, · · · , pr satisfy the inequalities
(D.6), respectively, and ε → 0.
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