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Abstract
Purpose – The aim of this study is to propose a performance measurement and management
system (PMMS) for small- and medium-sized enterprises (SMEs), based on an analysis of the
connections between these firms’ business practices and performance measured by economic value
added (EVA).
Design/methodology/approach – Secondary data from the PDGw database was used on a sample
of 108 Canadian manufacturing SMEs over two consecutive years. The primary statistical method
used was regression analysis to investigate the influence of diverse business practices on EVA in these
firms.
Findings – This paper shows that EVA can be a useful tool for performance management in SMEs,
when used in conjunction with a list of business practices that affect the firm’s results. The findings
indicate that some business practices have a direct impact on EVA within one year, while others have
a deferred influence. The impacts of other practices on EVA were found to be weak or insignificant, an
aspect that requires further investigation.
Research limitations/implications – The main limitation of this study is the lack of
generalizability of the findings. However, the sampled SMEs vary widely in terms of their
characteristics, which may mitigate the negative impacts of a non-probabilistic sample.
Practical implications – This study offers a structured methodology to identify the paths leading
to better performance in SMEs, through an improved understanding of their business practices’
impacts on EVA.
Originality/value – To the best of the authors’ knowledge, this is the first study that explores the
linkage between SME business practices and EVA. When applied in conjunction with a set of business
practices, EVA can help managers detect problems and identify sources of improvement.
Keywords Performance management, Business practices, Small to medium-sized enterprises,
Performance management systems, Working practices, Canada, Economic value added
Paper type Research paper
1. Introduction
The structure of today’s business context is changing quickly, generating a great deal
of uncertainty. This environment forces firms, particularly small and medium-sized
enterprises (SMEs), to be innovative and to constantly review their processes and
practices in order to survive on the market. This means that they must keep a close eye
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on their performance (Kennerley and Neely, 2003; Raymond et al., 2009; Cocca and
Alberti, 2010). However, there are very few performance measurement and
management systems (PMMS) that apply well to SMEs, which are usually
characterized by limited resources and lack of managerial expertise (Garengo et al.,
2005). The relative shortage of performance management tools, combined with the
prevailing environmental uncertainty and complexity, makes it difficult to control and
steer the firm in the right direction. Although originally developed for large
corporations, we argue in this paper that economic value added (EVAw) can be an
appropriate starting point in developing a balanced and easy-to-use PMMS for SME.
As Brem et al. (2008) pointed out, little research has been done on the introduction of
performance measurement systems in SMEs. The purpose of this exploratory study is
to show that it is possible to obtain a PMMS tailored to the specific needs of SMEs
when EVA-related financial information is combined with non-financial information
about the firm’s business practices. Our research shows that there is a relationship
between SME business practices and performance measured by EVA, although few
authors have considered this connection in the past.
The paper is organized as follows. The second section examines the relevance of
EVA as a PMMS, while the third section looks at the business practices that may
influence EVA and its various components. This is followed by a description of the
study’s methodological framework, its main results and conclusions.
2. EVA: a potential basis for a PMMS in smes
EVA as defined by Stern Stewart & Co. measures the wealth a firm creates in a given
period. It is the firm’s net operating profit after tax (NOPAT) minus the cost of the
capital used to produce that profit, i.e. the cost of capital rate (K) multiplied by the
invested capital (IC). Based on the EVA calculation, a firm creates wealth (value) if the
NOPAT generated is in excess of the cost of the invested capital.
EVA ¼ NOPAT2 K £ IC
Because EVA considers profit and resource costs, it can be used as a direct
interpretation of the firm’s performance without being compared to a standard. The
fact that it is simple to use is important for SMEs, which often do not have the
expertise required to implement complex or sophisticated performance measurement
systems and to use them effectively (Laitinen, 1996; Hussein et al., 1998). EVA is also
calculated using information that is easily available in many SMEs, provided they
produce standard financial statements. Further, EVA considers all the financial
information from the income statement and balance sheet, including revenues, cost of
goods sold, R&D costs, selling and administrative expenses, inventories, accounts
receivable, accounts payable, capital assets, debt and equity. It is also more attractive
than other more conventional measures because it takes into consideration not only
the profits generated by the firm’s resources, but also the cost of those resources
(Young and O’Byrne, 2001, p. 5). This is not the case of other popular indicators such
as return on equity (ROE) and return on assets (ROA). Based on the above, we argue
that EVA can be regarded as a global performance measure which can be used as the
basis for a comprehensive PMMS in SMEs. Also, Dierks and Patel (1997) suggest that
it is easier for a firm to share a common language if there is only one performance
measure instead of several. In this regard, the use of EVA helps develop a language
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common to all employees by integrating financial and operational indicators in a
single aggregate measure that can be broken down when necessary (Stern et al., 1998,
p. 484). This allows the organization to be guided towards a common goal and avoid
conflicts between the messages sent by different measures, which can cause value to
be destroyed. EVA therefore has an advantage over one of the most popular PMMS,
the balanced scorecard (Kaplan and Norton, 1992) which comprises several
performance indicators on four axes (financial, customer, internal process and
learning) but does not explain how those indicators can be integrated to obtain a
global performance measure.
It should be also noted that the system we propose remains connected to the firm’s
strategy. EVA is a global financial measure that provides an assessment of the level of
achievement of the firm’s strategic goals. Business practices translate the strategy into
activities that are performed by employees. The proposed system therefore requires
that the financial measures, business practices and firm strategy are consistent, which
is essential for performance management. Becker et al. (1997) describe misalignments
between business practices and strategy as a “deadly combination”, while Raymond
et al. (2009) clearly show that better performance is only possible if these two elements
are properly aligned. As Figure 1 suggests, an alignment between strategy, business
practices and EVA facilitates feedback, which in turn makes it possible to review and
adapt the firm’s strategic goals to market changes (Atkinson et al., 1997).
In order for a PMMS to be useful for SMEs, Garengo et al. (2005) note that it must
allow managers to identify actions likely to improve the firm’s performance and to
eliminate inefficiencies[1]. These authors also suggest that causality must be
established between results and their determinants, primarily to assess past decisions
and actions, but also to identify potential improvements to the firm’s business practices
or resource use. As illustrated in Figure 2, SMEs can use the financial components of
EVA, which are available directly from their accounting information, combined with
the organizational activities that influence them, to identify areas in which they can
create value. These activities are referred to as business practices, which are defined as
“the set of real, observable operations carried out by the firm’s employees” (Boselie
et al., 2005, p. 74). The EVA breakdown and connection with various business practices
shown in Figure 2 illustrate how the PMMS we propose takes into account both
quantitative and qualitative aspects of performance, as recommended by Hudson et al.
(2001). These include sales management practices associated with the “sales”
component of EVA, manufacturing management processes associated with the
“operating expenses” component, financial management practices associated with the
“financing expenses” component, production equipment management practices related
to “net capital assets”, and working capital management practices associated with the
“current assets” component.
Figure 1.
Alignment between
strategy, business
practices and EVA
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It should be noted that the proposed PMMS is aimed mainly at SME managers, who
are the main decision makers. However, to enhance the decision-making process, it is
recommended that other employees who have information that may be useful to
planning should also be involved. In specific terms, Figure 2 shows how managers can
use the tool to improve value creation in the firm. In the first stage, the value creation
goal should be established as a dollar amount (e.g. EVA of $2 million) or as a
percentage (e.g. EVA growth of 10 percent over the previous year). To achieve this
goal, the managers, in the second stage of the process, explore the various options
available to achieve the EVA goal by considering the various factors and limitations
affecting the firm (human and financial resources, market conditions, etc.). Depending
on the option chosen, the managers then establish the amounts or percentage
improvements to be achieved in the different EVA components (e.g. 15 percent growth
in sales, 4 percent reduction in operating expenses, etc.). In the third stage, they must
identify the business practices (value drivers) and associated measures that are likely
to help achieve the goal for each EVA component. In doing this, they must apply their
judgment and experience, and may also examine industry practices to identify those of
relevance to the firm. In this respect, the EVA system is similar to the Balanced
Scorecard, in that it must be adjusted to the context of the firm using it (Kaplan and
Norton, 2003, p. 82). The business practices, regarded here as the leading indicators,
may be measured in terms of their presence, scope or frequency of use.
Once these practices have been introduced, the managers can move onto the fourth
stage, when they compare the results achieved (lagging indicators) with the goals. A
negative difference means they need to review either the practices or the goals. The
time between introduction of the practice (third stage) and review of its results (fourth
stage) will depend on a number of factors, including the nature of the practice (i.e. the
time needed for results to be generated), the employees’ level of competency with it, and
some exogenous disturbances over which the firm has no control, such as unexpected
market conditions. However, it seems reasonable to compare results with goals at least
Figure 2.
EVA, performance
management tool
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once a year, when the financial statements are produced. If the system is to be both
useful and valid, the firm must produce a balance sheet and income statement at least
once a year, and must gather data on the firm’s business practices. These data
collection activities form the infrastructure that supports the EVA system. The
proposed PMMS includes the PMMS features that Franco-Santos et al. (2007)
considered necessary, namely performance measures, goals and supporting
infrastructure.
Another important feature of the proposed PMMS is that it allows for discussion
and exchanges of information between managers and employees to set the EVA goal,
identify the goals for each EVA component, and determine which business practices
will be implemented. This feature is important for strategic planning and management
of uncertainty, since the ideas and judgments proposed by one side can be questioned
and strengthened or weakened by the other side (Fletcher and Smith, 2004). The EVA
system allows for this type of exchange between managers, even when they have no
accounting or finance background (Young and O’Byrne, 2001, p. 85).
According to Cocca and Alberti (2010), if PMMS are to be useful to SMEs, they must
provide management with guidance on how to manage uncertainty, innovate in terms
of products and services, and support the firm’s development. Figure 2 shows that the
PMMS we propose makes it possible to identify the paths leading to the creation of
value for the firm, thereby allowing both managers and employees to focus their
energies on practices that increase value and either improve or discard those that
destroy value. These benefits were highlighted by Young and O’Byrne (2001, p. 84)
who noted that firms using EVA tend to use their assets more efficiently and eliminate
unprofitable activities. In addition, when EVA is connected to business practices, it
supplies the firm with a PMMS that provides a holistic view. This type of approach is
particularly important for SMEs, which usually do not have integrated or balanced
management systems (Cocca and Alberti, 2010). The fact that the measure can be
broken down also addresses some of the common criticisms levelled at financial
measures, including that they tend to focus more on profits than on other performance
elements and that they do not reflect specific issues with the firm’s activities (Tangen,
2004).
In this section, we have shown how EVA can be useful as a performance guidance
tool, rather than simply as a measurement tool, provided it is associated with the
indicators of activities that create or destroy value in the firm. The next section
identifies potential links between the main EVA components and the relevant business
practices.
3. Business practices associated with EVA components
One of the most challenging steps in the process of developing the PMMS presented
here is to identify the business practices likely to affect the chosen EVA components as
indicated in Figure 2 – in other words, the firm’s sales, manufacturing and
management practices. However, the literature on performance measurement systems
does not provide a complete overview of the links between influential practices and
aspects of performance measurement. We therefore had to examine more general work
on performance in order to identify key business practices in manufacturing firms that
have observable impacts on EVA components. Given that some practices may improve
the firm’s performance in certain areas and deplete it in others (Kennerly et al., 1997),
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we examined the impact on EVA of a broad range of business practices[2] affecting
different aspects of performance. It is this holistic approach that makes our research
original. However, it is important to note that the literature review presented below is
by no means exhaustive, given the large number of practices that exist within firms.
Our purpose was simply to identify the practices with empirically proven impacts on
performance.
3.1 Sales management practices
Sales management includes practices related to market and competition analysis,
innovation management and customer relationship management. According to Kaplan
and Norton (1992, p. 77), sales management competencies are an important aspect of
the firm’s overall performance, because they have a direct impact on sales and
customer satisfaction levels. Market watch practices such as market surveys,
competition analyses, prospecting of new customers and analysis of representatives’
reports can all have an impact on the firm’s sales, as can the fact of working with
partners in sales, distribution, design and product R&D. Some human resource
management (HRM) practices (e.g. training, recruitment and remuneration of sales
management personnel) can also affect sales (Teksten et al., 2005). Other authors have
pointed out that the use of advanced manufacturing technologies (AMT), including
computer-aided design/computer-aided manufacturing (CAD/CAM), flexible
production systems, programmable control systems for equipment and digitally
controlled machines, can help increase sales volumes and market shares by improving
product quality and customer satisfaction levels (Gupta and Whitehouse, 2001;
St-Pierre and Raymond, 2004).
3.2 Manufacturing and equipment management practices
Operating expenses such as costs of equipment maintenance and quality control can be
affected by business practices related to manufacturing management, production
equipment suitability and production systems integration, AMT use and production
staff management. Although activities related to continuous improvement of
manufacturing capacity (e.g. production-stoppages management, equipment
flexibility, production-bottleneck management) increase operating expenses, they
appear to have a positive impact on efficiency and asset productivity (Powell and
Schmenner, 2002). Equipment suitability and production systems integration can
affect operating expenses by improving productivity and reducing losses from
non-compliance (Keogh et al., 2003). The use of AMTs such as numerical control
machines and flexible production systems can improve product quality and cut back
on production times and costs (D’Souza, 2006). Last, HRM practices for production
personnel can help reduce manufacturing overheads and improve product quality and
delivery times (Chandler and McEvoy, 2000).
3.3 Working capital management practices
The three main components of current assets are cash, inventories and accounts
receivable. Cash-related practices ensure that the firm has enough cash reserves to
honour its financial commitments. Cash budgets are commonly used as tools for this
purpose. Other practices potentially affecting the extent or value of accounts receivable
require account management tools such as the aging method and payment quality
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analysis for new customers. Khoury et al. (1999) show that credit analysis is one of the
most common methods used by Canadian SMEs to manage their accounts receivable.
With regard to inventories, ordering decisions that affect the extent and value of the
firm’s inventories are often made using a computer-based system (Burns and Walker,
1991; Khoury et al., 1999). Last, the presence of a person in charge of the
accounting/finance function and training for office employees can improve
management quality and therefore influence both the value and turnover of current
assets.
4. Methodology
The empirical portion of this paper focuses on stages 3 and 4 of the EVA system
described in section 2, by studying the relationship between business practices and the
firm’s financial results expressed as EVA components. Our purpose is to show
managers the nature of this relationship (sign, strength, temporality) without
necessarily producing a specific list of the business practices to be included in or
excluded from the proposed PMMS. As noted in the second section of this paper, the
choice of business practices must reflect the firm’s own context. We used secondary
data from the PDGw database[3], which contains general information such as firm age,
number of employees, financial statements and business practices implemented in the
areas of human resources, production, sales/marketing, innovation, management and
control. To allow for the time lapse between the introduction of a practice and the
appearance of benefits, we opted for a data analysis over a period of two consecutive
years. Accordingly, our sample is made up of the 108 manufacturing SMEs for which
the database contained both financial and non-financial data for two consecutive years.
These firms work mainly in the metal products, plastic products and wood
manufacturing sectors. Table I presents the descriptive statistics for the sample firms,
where year 0 is the prior year, and year 1 the most recent year. It should be noted that
the information available from the secondary database did not include the date on
which the various business practices were implemented.
Caution is needed when studying groups of SMEs, since they are somewhat
heterogeneous and do not necessarily have comparable goals. We therefore selected
firms that had development strategies (e.g. innovation or exports) as opposed to
survival strategies. Firms with a growth strategy will have, at some point in their
development, to obtain support from outside funding institutions, which will assess
Year N Mean Standard deviation Minimum Maximum
Number of employees 0 108 54.27 55.30 5 419
1 108 67.08 61.94 11 400
Total assets ($) 0 108 4.708 M 5.710 M 0.445 M 41.244 M
1 108 5.388 M 6.661 M 0.441 M 41.933 M
Sales turnover ($) 0 108 7.507 M 8.382 M 1.100 M 54.747 M
1 108 8.539 M 8.963 M 1.221 M 54.906 M
Export rate 0 108 19% 24% 0% 99%
1 108 23% 25% 0% 99%
R&D budget (% of sales) 0 108 2% 3.1% 0% 23%
1 108 1% 2.4% 0% 21%
Table I.
Sample descriptive
characteristics
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their performance based on their financial results. Therefore, our selected firms are
likely to manage their performance and aim for a certain minimum level of positive
financial results.
Because of the substantial variations in the size of the sampled firms, from 5 to 419
employees[4], it was not possible to use absolute EVA values as performance
indicators. Instead, we used EVA per employee (EVAE), as a method of standardizing
EVA values. EVAE is an economically easy-to-interpret figure and allows the
comparison of the sampled firms.
The independent variables “business practices” were measured in a variety of ways:
. the presence of a practice or tool (yes/no;, e.g. use of a cash budget); frequency (1:
extremely infrequent to 5: extremely frequent;, e.g. production of market
surveys); and
. the scope of a practice such as number of partnerships in marketing/sales (0:
none to 7: partnerships with prime contractors, customers, suppliers,
competitors, research centers, colleges and universities, or other SMEs).
We identified 102 business practices from the database, and began by analyzing
inter-practice correlations. We eliminated five business practices with correlations in
excess of 0.85 in order to avoid multi-collinearity problems (Garson, 2001). We then
carried out exploratory factor analyses using varimax rotation to reduce the number of
practices and extract factors representing different business domains, which we define
as a set of business practices in a given field of the firm’s activity. The ratio of five
observations per variable (Tabachnick and Fidell, 1989, p. 603) was applied by
performing separate factor analyses for each field of activity (sales management,
manufacturing and equipment management, and working capital management).
Lastly, we performed a multiple regression analysis where the dependent variable was
EVA per employee (EVAE) and the independent variables were the business domains
identified and the business practices not retained by the factors. In other words, EVAE
for years 0 and 1 were the dependent variables, and the domains and business practices
for year 0 were the independent variables for both EVAE periods, thereby allowing us
to take the time effect into account:
. EVAE (year 0) ¼ f (year 0 business domains and business practices)
. EVAE (year 1) ¼ f (year 0 business domains and business practices)
5. Results and discussion
As shown in Table II, the factor analysis for the sales management field produced four
factors or four business domains, namely:
(1) S1: human resource management practices for sales personnel (representatives);
(2) S2: production of market surveys;
(3) S3: partnerships with various business collaborators; and
(4) S4: monitoring of product/service improvements introduced to satisfy customer
needs.
Table III presents the results of the factor analysis for manufacturing and equipment
management. Five factors were obtained, namely:
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(1) P1: training of production personnel;
(2) P2: HRM practices for production personnel, excluding training;
(3) P3: level of proficiency and suitability of production management systems for
the firm’s manufacturing type;
(4) P4: control of operating costs and production personnel’s knowledge of
production monitoring systems (MRP, etc.); and
(5) P5: incentive-based remuneration for production personnel.
Table IV presents the four factors identified for working capital management:
(1) W1: use of financial management and planning tools;
(2) W2: training for administrative and sales personnel;
(3) W3: use of inventory management tools; and
(4) W4: use of accounts receivable management tools.
The factors identified in the various fields have Cronbach alpha values ranging from
0.61 to 0.75, except for factor W4, “Use of accounts receivable management tools”,
which had an alpha value of 0.55. In exploratory studies, and for content validity
Factors Variable description Loadings Cronbach alpha
S1 Representative traininga 0.7446 0.73
Presence of a performance assessment policy for
representativesb 0.6667
Customized training for representativesb 0.6540
Presence of a representative recruitment policyb 0.6488
Presence of a job description for representativesb 0.5945
Presence of a profit-sharing program for
representativesb 0.4038
Analysis of representatives’ reportsc 0.4646
Presence of individualized compensation (bonus, etc.)
for representativesb 0.3019
S2 Market survey of potential customersc 0.8775 0.75
Market survey of current customersc 0.8603
Competition analysisc 0.6099
S3 Number of partnerships in marketing/salesd 0.7836 0.68
Number of partnerships in product distributiond 0.7555
Number of partnerships in design and R&Dd 0.6126
S4 Measurement of delivery time improvementsb 0.7502 0.69
Measurement of product quality improvementsb 0.7282
Measurement of new product development time
improvementsb 0.6983
Measurement of product standardization
improvementsb 0.6715
Notes: n ¼ 108; aAverage number of training hours per month (0: none; 1: 1-5 hours; 2: 6-10 hours; 3:
10 hours and more); bYes/No; cMeasure of frequency (1: never to 5: often); dNumber of partnerships (0:
none to 7: partnerships with prime contractors, customers, suppliers, competitors, research centers,
colleges and universities, and other SMEs)
Table II.
Factor analysis: sales
management
Economic
value added
611
D
ow
nl
oa
de
d 
by
 T
ÉL
UQ
 A
t 1
6:4
2 2
4 O
cto
be
r 2
01
7 (
PT
)
reasons, an alpha value of less than 0.6 is acceptable (Riel and Bruggen, 2003). Prior
studies, such as those by Alexandris et al. (2002) and Nelson et al. (2005) accepted alpha
values of 0.29 and 0.52 respectively. Hence, this factor was kept for subsequent testing.
Overall, we identified 13 factors in the various fields: S1, S2, S3, S4, P1, P2, P3, P4, P5,
W1, W2, W3 and W4, which were subsequently used to explain EVAE.
It should be noted that 45 business practices were not retained by the factor
analysis. The regression model requires a minimum ratio of five observations for each
independent variable (Tabachnick and Fidell, 1989), meaning that we could not use all
of these remaining practices. In order to further reduce the number of independent
variables, we performed another correlation analysis between these practices and
EVAE, and retained only the six variables that were significantly correlated with the
dependent variable:
(1) CFM: level of proficiency in flexible manufacturing systems or cells (1: very
weak to 5: very high).
Factors Variable description Loadings Cronbach alpha
P1 Training for foremena 0.7698 0.61
Training for production employeesa 0.8137
Customized training given to foremenb 0.5448
Customized training given to production employeesb 0.6134
P2 Performance evaluation for production personnelb 0.5605 0.65
Presence of a recruitment policy for production
employeesb 0.7369
Presence of a recruitment policy for foremenb 0.7727
Presence of a job description for foremenb 0.6071
P3 Level of proficiency in the local network used for
material requirements planning (MRP) and Intranetd 0.7010 0.62
Level of proficiency in the scheduling application
usedd 0.7806
Suitability of production management systems for
the type of productione 0.7434
P4 Control of operating costs for purchasing and
suppliesc 0.5710 0.61
Control of operating costs for productionc 0.6267
Level of proficiency in MRPd 0.6921
Level of proficiency in the inventory management
system usedd 0.6468
Level of proficiency in manufacturing resources
planning (MRPII)d 0.6018
P5 Performance-based remuneration for production
personnelb 0.767 0.71
Individual remuneration (bonus, etc.) for production
employeesb 0.7763
Individual remuneration (bonus, etc.) for foremenb 0.8231
Notes: n ¼ 108; aAverage number of training hours per month (0: none; 1: 1-5 hours; 2: 6-10 hours; 3:
10 hours and more); bYes/No; cMeasure of frequency (1: never to 5: often); dLevel of proficiency (1: very
weak to 5: very high); eSuitability level (1: low to 3: high)
Table III.
Factor analysis:
manufacturing and
equipment management
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(2) PLA: use of a computer-based production planning (yes/no).
(3) REE: level of proficiency in electronic data interchange (EDI) with
customer/supplier (1: very weak to 5: very high).
(4) UTE: use of discounts offered by suppliers (measure of frequency, 1: never to 5:
often).
(5) AMP: product improvement (R&D product budget expressed as percentage of
sales).
(6) RAR: presence of a sales force (ratio of number of representatives to the total
number of employees).
Given the complexity of measuring the cost of capital in unlisted companies, we did
not consider it in our analyses along with business practices likely to influence it
(Figure 2). To calculate EVAE, we fixed the capital cost at 20 percent for all firms.
This rate does not necessarily reflect the actual cost of capital for all firms in our
sample, due to varying risk levels. Therefore, EVAE may have been underestimated
in some cases and overestimated in others. To reduce the impact of this weakness,
we decided to perform another regression analysis using the return on invested
capital (ROIC) as the dependent variable. The advantage of using ROIC is that it
takes into account all EVAE components except the cost of capital. ROIC must be
compared to the cost of capital (K) to see whether the firm has created or destroyed
Factors Variable description Loadings Cronbach alpha
W1 Use of a cash budgetb 0.7462 0.71
Use of forecast financial statementsb 0.6646
Use of computer-based management and schedulinge 0.5673
Use of accounting and financial management toolsf 0.9431
W2 Representative traininga 0.6296 0.68
Executive traininga 0.8090
Training for office staff a 0.8321
W3 Level of proficiency in MRPIId 0.5787 0.63
Use of a computer-based inventory managementb 0.6862
Control of operating costs for inventoriesc 0.7303
Level of proficiency in the inventory management
system usedd 0.7402
W4 Presence of an intervention policy for late paymentsb 0.7791 0.55
Use of accounting and financial management toolsf 0.5276
Use of individual account monitoringb 0.5589
Payment quality analysis for new customersb 0.7103
Notes: n ¼ 108; aAverage number of training hours per month (0: none; 1: 1-5 hours; 2: 6-10 hours; 3:
10 hours and more); bYes/No; cMeasure of frequency (1: never to 5: often); dLevel of proficiency (1: very
weak to 5: very high); eSum of the number of computer-based management and scheduling tools used
among the following: projected financial statements, cash budget, investment evaluation, costing
practices, production planning, accounts receivable management, accounts payable management,
inventory management. If the tool is used, the variable ¼ 1; if the tool is not used, the variable ¼ 0:
Each of the eight variables is weighted by 0.625 so as to obtain a total index of 5; fSum of the number of
accounting and financial management tools used among the following: cash budget, costing system,
projected financial statements
Table IV.
Factor analysis: working
capital management
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value. If ROIC is above K, then the firm has created value, and vice-versa. The
ROIC formula is:
ROIC ¼ ðSales2 Operating expensesÞð12 Tax rateÞ
Invested capital
Six business practices and 13 factors representing different business domains, i.e. a
total of 19 independent variables, were tested against EVAE and ROIC in the
multiple regression analyses. All regression equations were carried out with
standardized coefficients. We used the ADJSQR option in SAS software with PROC
REG to identify the model that best explains our performance indicators (i.e. the
model with the highest explained variance).
Table V presents the regression results for the two dependent variables (EVAE and
ROIC). The results for the two variables differed in terms of both the explained
variances (R 2) and the level of significance of the independent variables. The adjusted
R 2 was higher with EVAE than with ROIC, for both years. In addition, some practices
were significant for EVAE but not for ROIC such as training for production personnel
(P1) and HRM practices for representatives (S1). These differences are probably due to
the methods used to calculate EVAE and ROIC. EVAE was calculated as the EVA per
employee, and therefore included both the cost of capital and the number of employees,
neither of which was used to calculate ROIC. ROIC is a relative measure and did not
need to be standardized.
The adjusted R 2s were lower for year 1 than for year 0 for both EVAE and ROIC,
and relatively more so where the dependent variable was EVAE. This suggests that
some business practices generate results fairly quickly in SMEs. However, this
conclusion cannot be generalized to all business practices, nor can the impacts of time
be ignored. Indeed, our results showed that some practices began to produce their
anticipated effects, or produced more significant effects, in year 1. For example, “Use of
a computer-based production scheduling” (PLA) positively influenced EVAE, but its
impact was significant only in year 1.
We also found a positive and significant relationship between EVAE (and ROIC)
and “Monitoring of product/service improvements” (S4) in terms of management of
delivery times, of quality, of new product development times and product
standardization. This finding confirms our expectations, since the monitoring of
improvements is part of the information collection and analysis activity, which should
help improve sales management and reduce non-quality costs, and in turn increase
EVAE.
Level of proficiency in flexible manufacturing systems or cells (CFM) was also
positively and significantly related to EVAE and ROIC (except for period 1 ROIC),
illustrating its importance for manufacturing firms. The literature suggests that the
use of flexible manufacturing systems (FMS) increases the firm’s market share by
improving product quality (Chan and Jiang, 2001) and ability to meet customers’ needs
(Swink et al., 2005). In addition, the reduction in labour costs obtained as a result of
FMS knowledge may also improve productivity, by cutting down on the number of
employees (Chan and Jiang, 2001).
Our results also showed a positive and significant association between EVAE (and
ROIC) and the use of EDI with customers or suppliers. This positive result is consistent
with network and transaction cost theories, which propose that EDI use reduces the
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cost of transactions between the firm and its customers or suppliers. It is also
consistent with the information systems literature which suggests that EDI use
improves accuracy and limits data input errors (Murphy and Daley, 1999), enhances
customer service by reducing the order processing cycle (Angeles et al., 1998), reduces
transaction costs and administrative expenses, and improves the firm’s competitive
edge ( Jun and Cai, 2003). However, EDI use only appears to generate results after a
certain time, because our findings showed that its impact was significant only in year
1. Similarly, the “Use of accounts receivable management tools” (W4) and the “Use of
inventory management tools” (W3) only affected period 1 ROIC. There is therefore a
time effect that may be explained by the need to develop knowledge in order to use
these tools properly.
With regard to human resources management, we found that practices aimed at
production personnel (P2) were positively associated with EVAE (and ROIC), and had
a more pronounced effect in year 1. These practices include the presence of a
recruitment policy, and performance evaluations and job descriptions for production
personnel. This finding is consistent with the literature, which showed that recruitment
and selection practices positively and significantly affect the firm’s financial
performance (Liouville and Bayad, 1995; Delaney and Huselid, 1996).
Consistent with Bartel (1994) and D’Arcimoles (1997), who found that training leads
to lower product reject rates, substantially higher productivity and better financial
performance, our results show that production personnel training (P1) is positively and
significantly linked to EVAE in year 0 only. This suggests that training of production
employees generates results in the short term. We also found that the use of supplier
discounts (UTE) was significantly and positively related to EVAE and ROIC, with a
more pronounced effect in year 0. This result was expected, since discounts provide
short-term savings for the firm.
Finally, and contrary to expectations, Table V shows that four business practices
and domains negatively affected EVAE and/or ROIC. They are:
(1) production of market surveys (S2);
(2) HRM practices for sales personnel (S1);
(3) product improvement (AMP); and
(4) level of proficiency and suitability of production management systems (P3).
The negative relationships found may be due to the fact that the costs generated by
these practices exceed their short-term benefits. These practices may also reduce the
unethical behavior of some employees, which may, in turn, decrease EVA. Indeed,
behaving ethically can be sometimes costly to the firm and does not necessarily pay off
(Graafland, 2002, p. 297). Moreover, as pointed out by Raymond (2005), the simple fact
of adopting certain practices does not necessarily guarantee a positive outcome,
because the firm must have enough time to assimilate them properly in order to reap
the benefits. The time factor may therefore be another explanation; more time would
probably have been needed for the practices to generate positive effects. On the other
hand, it may well be that they would only be beneficial if examined in combination
with other practices (Cagliano et al., 2001). Last, the negative results may be explained
by the contextual unsuitability of these practices in the firms they were implemented
(Dow et al., 1999). Thus, despite the fact that these business practices have a negative
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statistical effect on EVA, managers should not systematically ignore them, but should
consider whether or not they are relevant to the firm before changing or withdrawing
them. The positive relationship between some practices and EVA provides a statistical
indication of their relevance in creating value for manufacturing firms. As we have
already suggested, a business practice, regardless of its statistical impact on EVA,
should only be adopted after management has discussed its relevance to the firm.
Consensus on the adoption of a business practice is desirable, since it sends a strong
signal to the organization on management’s commitment to the process.
6. Conclusions
SMEs owners and managers are increasingly concerned by performance management,
due to growing competition, the need to reduce reaction times, and the risks associated
with a less loyal customer base. However, to be effective, the firm needs to use simple
and holistic tools that can signal problems quickly and enable managers to identify
sources of improvement. EVA, if taken alone, does not meet these requirements.
However, when applied in conjunction with a set of business practices, it can become
extremely useful to SMEs, since it involves simple language that managers can
understand and is based on information that is easily available. Our goal was not to
present EVA as the best measure of performance; regardless of its benefits, it will
always be a historical tool whose pertinence is depleted by the limits of financial data.
However, due to its global nature and the fact that it can easily be broken down, it can
be used for monitoring and guidance purposes, provided its calculations are updated
regularly. These benefits provide a response to certain criticisms made in the
professional literature, namely that performance management systems are often
difficult to implement (Tangen, 2004). Thus, the EVA system is not a panacea but it is
an approach that helps managers detect problems and identify sources of
improvement.
Our findings suggest that improvements designed to upgrade existing business
practices or to introduce new ones should not necessarily be terminated if their impact
on performance indicators are not immediately obvious. In our sample, many of the
business practices associated with EVA only became effective in the second period,
probably because it takes time for the firm’s employees to assimilate them. Our results
also show that the impact of individual practices may sometimes be less pronounced,
or impossible to demonstrate, on global performance. Given this, performance may be
dependent on the simultaneous presence of several business practices, the combination
of which produces benefits for the firm. This seems to be the case for the presence of an
inventory management policy composed of a set of inventory management practices,
hence the importance of taking the holistic approach to the study of business practices
proposed by Davies and Kochhar (2002).
As with most exploratory studies, this research has a number of limitations, the
main one being its external validity. The sample is non-probabilistic and is therefore
not representative of all manufacturing firms. However, as shown in Table I, the SMEs
in our sample have a range of characteristics that may mitigate the negative impacts of
a non-probabilistic sample. Another limitation is that we set the cost of capital at 20
percent for all firms, due to the difficulty of estimating its true value in non-public
companies. However, fixing the costs of capital has very little impact on this study’s
main objective which consisted in testing the links between business practices and
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EVA components in order to manage SMEs performance. Indeed, the cost of capital is
related to the firm’s risk more than to its performance. Last, the information available
from the secondary database did not include the date on which the various business
practices were implemented. As a result, some of the practices studied had probably
been in use for several years and had therefore already produced their effects. The time
effect was therefore only partially considered in the study. Future empirical research
may continue this line of investigation by using different samples to examine the
impact of various business practices on EVA components.
Notes
1. For a discussion on the assessment of PMMS in SMEs, see Cocca and Alberti (2010).
2. Due to space constraints, we will be looking only at management and manufacturing
practices, leaving aside the financial management practices that influence the cost of capital.
This latter topic requires a separate study because of the difficulty of estimating some
financial figures in non-public companies (Pratt, 2001)
3. The PDGw database, created by a university research centre, contains information on 315
manufacturing SMEs located in the province of Quebec, Canada.
4. In Canada, manufacturing SME refer to businesses with fewer than 500 employees (Industry
Canada, 2005).
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