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PROVING EXISTENCE RESULTS IN MARTINGALE THEORY
USING A SUBSEQUENCE PRINCIPLE
ALEXANDER SOKOL
Abstract. New proofs are given of the existence of the compensator (or
dual predictable projection) of a locally integrable ca`dla`g adapted process of
finite variation and of the existence of the quadratic variation process for a
ca`dla`g local martingale. Both proofs apply a functional analytic subsequence
principle. After presenting the proofs, we discuss their application in giving
a simplified account of the construction of the stochastic integral of a locally
bounded predictable process with respect to a semimartingale.
1. Introduction
Assume given a filtered probability space (Ω,F , (Ft), P ) satisfying the usual condi-
tions, see [8], Section I.1, for the definition of this and other standard probabilistic
concepts. For a locally integrable ca`dla`g adapted process A with initial value zero
and finite variation, the compensator, also known as the dual predictable projec-
tion, is the unique locally integrable ca`dlag predictable process Π∗pA with initial
value zero and finite variation such that A − Π∗pA is a local martingale. For a
ca`dla`g local martingale M with initial value zero, the quadratic variation process
is the unique increasing ca`dla`g adapted process [M ] with initial value zero such
thatM2−[M ] is a local martingale and ∆[M ] = (∆M)2. In both cases, uniqueness
is up to indistinguishability.
For both the dual predictable projection and the quadratic variation, the proofs of
the existence of these processes are among the most difficult in classical martingale
theory, see for example [11], [4] or [8] for proofs. In this article, we give new proofs
of the existence of these processes. The proofs are facilitated by the following
lemma, first applied in this form to probability theory in [2]. We also give a short
proof of the lemma.
Lemma 1.1. Let (Xn) be sequence of variables bounded in L2. There exists a
sequence (Yn) such that each Yn is a convex combination of a finite set of elements
in {Xn, Xn+1, . . .} and (Yn) is convergent in L2.
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Proof. Let αn be the infimum of EZ
2, where Z ranges through all convex combina-
tions of elements in {Xn, Xn+1, . . .}, and define α = supn αn. If Z =
∑Kn
k=n λkXk
for some convex weights λn, . . . , λKn , we obtain
√
EZ2 ≤ supn
√
EX2n, in partic-
ular we have αn ≤ supnEX2n and so α ≤ supnEX2n as well, proving that α is
finite. For each n, there is a variable Yn which is a finite convex combination of
elements in {Xn, Xn+1, . . .} such that E(Yn)2 ≤ αn + 1n . Let n be so large that
αn ≥ α− 1n , and let m ≥ n, we then obtain
E(Yn − Ym)2 = 2EY 2n + 2EY 2m − E(Yn + Ym)2
= 2EY 2n + 2EY
2
m − 4E(12 (Yn + Ym))2
≤ 2(αn + 1n ) + 2(αm + 1m )− 4αn
= 2( 1
n
+ 1
m
) + 2(αm − αn).(1.1)
As (αn) is convergent, it is Cauchy. Therefore, the above shows that (Yn) is
Cauchy in L2, therefore convergent, proving the lemma. 
Lemma 1.1 may be seen as a combination of variants of the following two classical
results: Every bounded sequence in a reflexive Banach space contains a weakly
convergent subsequence (see Theorem 4.41-B of [13]), and every weakly convergent
sequence in a reflexive Banach space has a sequence of convex combinations of its
elements converging strongly to the weak limit (see Theorem 3.13 of [12]). In [2],
an L1 version of Lemma 1.1 is used to give a simple proof of the Doob-Meyer
theorem, building on the ideas of [6] and [9].
The remainder of the article is organized as follows. In Section 2, we give our
proof of the existence of the compensator, and in Section 3, we give our proof of
the existence of the quadratic variation. In Section 4, we discuss how these results
may be used to give a simplified account of the theory of stochastic integration
with respect to semimartingales. In particular, the account proposed excludes the
use of: the de´but theorem, the section theorems and the Doob-Meyer theorem.
Appendix A contains auxiliary results which are needed in the main proofs.
2. The existence of the compensator
In this section, we will show that for any ca`dla`g adapted process A with initial
value zero and paths of finite variation, locally integrable, there exists a ca`dla`g
predictable process Π∗pA with initial value zero and paths of finite variation, lo-
cally integrable, unique up to indistinguishability, such that A − Π∗pA is a local
martingale. We refer to Π∗pA as the compensator of A. The proofs will use some
basic facts from the general theory of processes, some properties of monotone con-
vergence for ca`dla`g increasing mappings, and Lemma 1.1. Essential for the results
are the results on the limes superior of discrete approximations to the compen-
sator, the proof of this is based on the technique developed in [6] and also applied
EXISTENCE RESULTS IN MARTINGALE THEORY 3
in [2]. Note that as the existence of the compensator follows directly from the
Doob-Meyer theorem, see for example Section I.3b of [5], the interest of the proofs
given in this section is that if we restrict our attention to the compensator of a
finite variation process instead of a submartingale, the complicated uniform inte-
grability arguments applied in [9] may be done away with, and furthermore we
need only an L2 subsequence principle and not an L1 subsequence principle as in
[2]. We begin by recalling some standard nomenclature and fixing our notation.
By A, we denote the set of processes which are ca`dla`g adapted and increasing with
initial value zero. For A ∈ A, the limit A∞ of At for t tending to infinity always
exists in [0,∞]. We say that A is integrable if A∞ is integrable. The subset of
integrable processes in A is denoted by Ai. For A ∈ A, we say that A is locally
integrable if there exists a localising sequence (Tn) such that A
Tn ∈ Ai. The set of
such processes is denoted by Aiℓ. By V , we denote the set of processes which are
ca`dla`g adapted with initial value zero and has paths of finite variation. For A ∈ V ,
VA denotes the process such that (VA)t is the variation of A over [0, t]. VA is then
an element of A. For A ∈ V , we say that A is integrable if VA is integrable, and
we say that A is locally integrable if VA is locally integrable. The corresponding
spaces of stochastic processes are denoted by V i and V iℓ, respectively. By D+, we
denote the set of nonnegative dyadic rationals, D+ = {k2−n|k ≥ 0, n ≥ 0}. The
space of square-integrable martingales with initial value zero is denoted by M2.
Also, we say that two processes X and Y are indistinguishable if their sample
paths are almost surely equal, and in this case, we say that X is a modification of
Y and vice versa. We say that a process X is ca`dla`g if it is right-continuous with
left limits, and we say that a process X is ca`gla`d if it is left-continuous with right
limits.
Our main goal in this section is to show that for any A ∈ V iℓ, there is a predictable
element Π∗pA of V iℓ , unique up to indistinguishability, such that A−Π∗pA is a local
martingale. To prove the result, we first establish the existence of the compensator
for some simple elements of V iℓ, namely processes of the type ξ1[[T,∞[[, where T is
a stopping time with T > 0, ξ is bounded, nonnegative and FT measurable and
[[T,∞[[= {(t, ω) ∈ R+×Ω | T (ω) ≤ t}. After this, we apply monotone convergence
arguments and localisation arguments to obtain the general existence result.
Lemma 2.1. Let T be a stopping time with T > 0 and let ξ be nonnegative,
bounded and FT measurable. Define A = ξ1[[T,∞[[. A is then an element of Ai,
and there exists a predictable process Π∗pA in Ai such that A−Π∗pA is a uniformly
integrable martingale.
Proof. Let tnk = k2
−n for k, n ≥ 0. We define
Ant = Atnk for t
n
k ≤ t < tnk+1(2.1)
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and
Bnt =
k+1∑
i=1
E(Atn
i
−Atn
i−1
|Ftn
i−1
) for tnk < t ≤ tnk+1,(2.2)
and Bn0 = 0. Note that both A
n and Bn have initial value zero, since T > 0. Also
note that An is ca`dla`g adapted and Bn is ca`gla`d adapted. Put Mn = An − Bn.
Note that Mn is adapted, but not necessarily ca`dla`g or ca`gla`d. Also note that,
with the convention that a sum over an empty index set is zero, it holds that
Antn
k
= Atn
k
and Bntn
k
=
k∑
i=1
E(Atn
i
−Atn
i−1
|Ftn
i−1
)(2.3)
for k ≥ 0. Therefore, (Btn
k
)k≥0 is the compensator of the discrete-time increasing
process (Atn
k
)k≥0, see Theorem II.54 of [10], so (M
n
tn
k
)k≥0 is a discrete-time mar-
tingale with initial value zero. We next show that each element in this sequence
of discrete-time martingales is bounded in L2, and the limit variables constitute
a sequence bounded in L2 as well, this will allow us to apply Lemma 1.1. To this
end, note that since Bn has initial value zero,
(Bntn
k
)2 = 2(Bntn
k
)2 −
k−1∑
i=0
(Bntn
i+1
)2 − (Bntn
i
)2
=
k−1∑
i=0
2Bntn
k
(Bntn
i+1
−Bntn
i
)− (Bntn
i+1
)2 + (Bntn
i
)2
=
k−1∑
i=0
2(Bntn
k
−Bntn
i
)(Bntn
i+1
−Bntn
i
)− (Bntn
i+1
−Bntn
i
)2
≤
k−1∑
i=0
2(Bntn
k
−Bntn
i
)(Bntn
i+1
−Bntn
i
).(2.4)
Now let c be a bound for ξ. Applying that Bntn
i+1
is Ftn
i
measurable, the martingale
property of (Mntn
k
)k≥0 and the fact that A and B are increasing and A is bounded
by c, we find
E(Bntn
k
−Bntn
i
)(Bntn
i+1
−Bntn
i
) = E(Bntn
i+1
−Bntn
i
)E(Bntn
k
−Bntn
i
|Ftn
i
)
= E(Bntn
i+1
−Bntn
i
)E(Antn
k
−Antn
i
|Ftn
i
)
≤ cE(Bntn
i+1
−Bntn
i
).(2.5)
All in all, we find E(Bntn
k
)2 ≤ 2c∑k−1i=0 E(Bntni+1 −Bntni ) = 2cEBntnk = 2cEAntnk ≤ 2c2.
Thus E(Mntn
k
)2 ≤ 4E(Antn
k
)2 + 4E(Bntn
k
)2 ≤ 12c2. We conclude that (Mntn
k
)k≥0 is
bounded in L2, and so convergent almost surely and in L2 to a limit Mn∞, and the
sequence (Mn∞)n≥0 is bounded in L2 as well.
By Lemma 1.1, there exists a sequence of naturals (Kn) with Kn ≥ n and for each
n a finite sequence of reals λnn, . . . , λ
n
Kn
in the unit interval summing to one, such
that
∑Kn
i=n λ
n
iM
i
∞ is convergent in L2 to some variable M∞. By Theorem II.70.2
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of [11], there is M ∈ M2 such that E supt≥0(Mt−
∑Kn
i=n λ
n
i M
i
t )
2 tends to zero, M
is a ca`dla`g version of the process t 7→ E(M∞|Ft). By picking a subsequence and
relabeling, we may further assume that supt≥0(Mt−
∑Kn
i=n λ
n
i M
i
t )
2 also converges
almost surely to zero. Define B = A − M , we wish to argue that there is a
modification of B satisfying the requirements of the lemma.
First put Cn =
∑Kn
i=n λ
n
i B
i. Note that Cn is ca`dla`g, adapted and increasing, and
lim
t→∞
Cnt = lim
m→∞
Cnm = lim
m→∞
Kn∑
i=n
λni B
i
m
= lim
m→∞
Am −
Kn∑
i=n
λni M
i
m = A∞ −
Kn∑
i=n
λni M
i
∞,(2.6)
showing that Cn ∈ Ai and that (Cn∞)n≥0 is bounded in L2. Also note that for
each q ∈ D+, it holds that Aq = limn→∞Anq almost surely. Therefore,
Bq = Aq −Mq = lim
n→∞
Anq −
Kn∑
i=n
λni M
i
q = lim
n→∞
Kn∑
i=n
λni B
i
q = lim
n→∞
Cnq ,(2.7)
almost surely. From this, we obtain that B is almost surely increasing on D+. As
B is ca`dla`g, this shows that B is almost surely increasing on all of R+. Next, we
show that Bt = lim supn→∞ C
n
t almost surely, simultaneuously for all t ≥ 0, this
will allow us to show that B has a predictable modification. To this end, note that
for t ≥ 0 and q ∈ D+ with q ≥ t, lim supn→∞ Cnt ≤ lim supn→∞ Cnq = Bq. As B is
ca`dla`g, this yields lim supn→∞ C
n
t ≤ Bt. This holds almost surely for all t ∈ R+
simultaneously. Similarly, lim infn→∞ C
n
t ≥ Bt− almost surely, simultaneously for
all t ≥ 0. All in all, we conclude that almost surely, Bt = lim supn→∞ Cnt for
all continuity points t of B, simultaneously for all t ≥ 0. As the jumps of B can
be exhausted by a countable sequence of stopping times, we find that in order to
show the desired result on the limes superior, it suffices to show for any stopping
time S that BS = lim supn→∞ C
n
S .
Fixing a stopping time S, we first note that as 0 ≤ CnS ≤ Cn∞, the sequence of
variables (CnS )n≥0 is bounded in L2 and thus in particular uniformly integrable.
Therefore, by Lemma A.1, lim supn→∞EC
n
S ≤ E lim supn→∞ CnS ≤ EBt. As
lim supn→∞ C
n
S ≤ Bt almost surely, we find that to show lim supn→∞ CnS = BS
almost surely, it suffices to show that ECnS converges to EBS , and to this end, it
suffices to show that EBnS converges to EBS . Now define Sn by putting Sn =∞
whenever S = ∞ and Sn = tnk whenever tnk−1 < S ≤ tnk . (Sn) is then a sequence
of stopping times taking values in D+ and infinity and converging downwards to
S, and
BnS =
∞∑
k=0
Bntn
k+1
1(tn
k
<S≤tn
k+1
) =
∞∑
k=0
Bntn
k+1
1(Sn=tnk+1) = B
n
Sn
.(2.8)
6 ALEXANDER SOKOL
As A is ca`dla`g and bounded and AnSn = ASn , the dominated convergence theorem
allows us to obtain
lim
n→∞
EBnS = lim
n→∞
EBnSn = limn→∞
EASn − EMnSn = limn→∞EAS − EMS = EBS .
(2.9)
Recalling our earlier observations, we may now conclude that lim supn→∞ C
n
t = Bt
almost surely for all points of discontinuity of B, and so all in all, the result holds
almost surely for all t ∈ R+ simultaneously.
We now apply this to show that B has a predictable modification. Let F be the
almost sure set where B = lim supn→∞ C
n. Theorem 3.33 of [4] then shows that
1FC
n is a predictable ca`dla`g process, and B1F = lim supn→∞ C
n. Therefore, B1F
is a predictable ca`dla`g process, and B is almost surely increasing as well. Now let
Π∗pA be a modification of B such that Π
∗
pA is in Ai. Again using Theorem 3.33 of
[4], Π∗pA is predictable since B is predictable, and as A−Π∗pA is a modification of
the uniformly integrable martingale A−B, we conclude that Π∗pA satisfies all the
requirements to be the compensator of A. 
With Lemma 2.1 in hand, the remainder of the proof for the existence of the
compensator merely consists of monotone convergence arguments.
Lemma 2.2. Let An be a sequence of processes in Ai such that∑∞n=1An converges
pointwise to a process A. Assume for each n ≥ 1 that Bn is a predictable element
of Ai such that An − Bn is a uniformly integrable martingale. A is then in Ai,
and
∑∞
n=1B
n almost surely converges pointwise to a predictable process Π∗pA in
Ai such that A−Π∗pA is a uniformly integrable martingale.
Proof. Clearly, A is in Ai. With B =∑∞n=0Bn, B is a well-defined process with
values in [0,∞], since each Bn is nonnegative. We wish to argue that there is a
modification of B which is the compensator of A. First note that as each Bn is
increasing and nonnegative, so is B. Also, as An − Bn is a uniformly integrable
martingale, the optional sampling theorem and two applications of the monotone
convergence theorem yields for any bounded stopping time T that
EBT = lim
n→∞
n∑
k=1
EBkT = lim
n→∞
n∑
k=1
EAkT = EAT ,(2.10)
which in particular shows that B almost surely takes finite values. Therefore, by
Lemma A.2, we obtain that B is almost surely nonnegative, ca`dla`g and increasing.
Also, by another two applications of the monotone convergence theorem, we obtain
for any stopping time T that EBT = limt→∞ EBT∧t = limt→∞ EAT∧t = EAT .
This holds in particular with T = ∞, and therefore, the limit of Bt as t tends to
infinity is almost surely finite and is furthermore integrable. Lemma A.2 then also
shows that
∑n
k=1B
k converges almost surely uniformly to B on R+.
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We now let Π∗pA be a nonnegative ca`dla`g increasing adapted modification of
B. Then Π∗pA is in Ai, and E(Π∗pA)T = EAT for all stopping times T , so
by Theorem 77.6 of [11], A − Π∗pA is a uniformly integrable martingale. Also,∑n
k=1 B
k almost surely converges uniformly to Π∗pA on R+. In order to com-
plete the proof, it remains to show that Π∗pA is predictable. To this end, note
that by uniform convergence, Lemma A.3 shows that for any stopping time T ,
∆(Π∗pA)T = limn
∑n
k=1∆B
k
T . As B
k is predictable, we find by Theorem 3.33 of
[4] that if T is totally inacessible, ∆(Π∗pA)T is zero almost surely, and if T is pre-
dictable, ∆(Π∗pA)T is FT− measurable. Therefore, Theorem 3.33 of [4] shows that
Π∗pA is predictable. 
Theorem 2.3. Let A ∈ V iℓ. There exists a predictable process Π∗pA in V iℓ, unique
up to indistinguishability, such that A−Π∗pA is a local martingale.
Proof. We first consider uniqueness. If A ∈ V iℓ and B and C are two predictable
processes in V iℓ such that A−B and A−C both are local martingales, we find that
B−C is a predictable local martingale with paths of finite variation. By Theorem
6.3 of [4], uniqueness follows.
As for existence, Lemma 2.1 establishes existence for the case where A = ξ1[[T,∞[[
where ξ is nonnegative, bounded and FT measurable. Using Lemma 2.2, this
extends to the case where ξ ∈ L1(FT ). For general A ∈ Ai, there exists by
Theorem 3.32 of [4] a sequence of stopping times (Tn) covering the jumps of A.
Put Ad =
∑∞
n=1∆ATn1[[Tn,∞[[. As A ∈ Ai, Ad is a well-defined element of Ai, and
A−Ad is a continuous element of Ai. As we have existence for each ∆ATn1[[Tn,∞[[,
Lemma 2.2 allows us to obtain existence for A. Existence for A ∈ V i is then
obtained by decomposing A = A+ − A−, where A+, A− ∈ Ai, and extends to
A ∈ V iℓ by a localisation argument. 
From the characterisation in Theorem 2.3, the usual properties of the compensator
such as linearity, positivity, idempotency and commutation with stopping, can then
be shown.
3. The existence of the quadratic variation
In this section, we will prove the existence of the quadratic variation process for a
local martingale by a reduction to the cases of bounded martingales and martin-
gales of integrable variation, applying Lemma 1.1 to obtain existence for bounded
martingales. Apart from Lemma 1.1, the proofs will also use the fundamental
theorem of local martingales as well as some properties of martingales with finite
variation. Our method of proof is direct and is simpler than the methods employed
in for example [7] or [5], where the quadratic covariation is defined through the
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integration-by-parts formula and requires the construction and properties of the
stochastic integral.
Lemma 3.1. Let M be a bounded martingale with initial value zero. There exists
a process [M ] in Ai, unique up to indistinguishability, such that M2 − [M ] ∈M2
and ∆[M ] = (∆M)2. We call [M ] the quadratic variation process of M .
Proof. We first consider uniqueness. Assume that A and B are two processes in
Ai such that M2 − A and M2 − B are in M2 and ∆A = ∆B = (∆M)2. In
particular, A−B is a continuous element ofM2 and has paths of finite variation,
so Theorem 6.3 of [4] shows that A−B is almost surely zero, such that A and B
are indistinguishable. This proves uniqueness. Next, we consider the existence of
the process. Let tnk = k2
−n for n, k ≥ 0, we then find
M2t =
∞∑
k=1
M2t∧tn
k
−M2t∧tn
k−1
= 2
∞∑
k=1
Mt∧tn
k−1
(Mt∧tn
k
−Mt∧tn
k−1
) +
∞∑
k=1
(Mt∧tn
k
−Mt∧tn
k−1
)2,(3.1)
where the terms in the sum are zero from a point onwards, namely for such k that
tnk−1 ≥ t. Define Nnt = 2
∑∞
k=1Mt∧tnk−1(Mt∧tnk −Mt∧tnk−1). Our plan for the proof
is to show that (Nn) is a bounded sequence in M2. This will allow us to apply
Lemma 1.1 in order to obtain some N ∈ M2 which is the limit of appropriate
convex combinations of the (Nn). We then show that by putting [M ] equal to a
modification of M2 −N , we obtain a process with the desired qualities.
We first show that Nn is a martingale by applying Theorem 77.6 of [11]. Clearly,
Nn is ca`dla`g and adapted with initial value zero, and so it suffices to prove that
NnT is integrable and that EN
n
T = 0 for all bounded stopping times T . To this end,
note that as M is bounded, there is c > 0 such that |Mt| ≤ c for all t ≥ 0. Then
NnT is clearly integrable, as it is the sum of finitely many terms each bounded by
4c2, and we have
ENnT = E
∞∑
k=1
MT∧tn
k−1
(MT∧tn
k
−MT∧tn
k−1
)(3.2)
=
∞∑
k=1
EMTtn
k−1
(MTtn
k
−MTtn
k−1
) =
∞∑
k=1
EMTtn
k−1
E(MTtn
k
−MTtn
k−1
|Ftn
k−1
),
where the interchange of summation and expectation is allowed, as the only
nonzero terms in the sum are for those k such that tnk−1 ≤ t, and there are only
finitely many such terms. As MT is a martingale, E(MTtn
k
−MTtn
k−1
|Ftn
k−1
) = 0 by
optional sampling, so the above is zero and Nn is a martingale by Theorem 77.6
of [11]. Next, we show that Nn is bounded in L2. Fix k ≥ 1, we first consider a
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bound for the second moment of Nntn
k
. To obtain this, note that for i < j,
E(Mtn
i−1
(Mtn
i
−Mtn
i−1
))(Mtn
j−1
(Mtn
j
−Mtn
j−1
))
= E(Mtn
i−1
(Mtn
i
−Mtn
i−1
)E(Mtn
j−1
(Mtn
j
−Mtn
j−1
)|Ftn
i
)
= E(Mtn
i−1
(Mtn
i
−Mtn
i−1
)Mtn
j−1
E(Mtn
j
−Mtn
j−1
|Ftn
i
),(3.3)
which is zero, as E(Mtn
j
−Mtn
j−1
|Ftn
i
) = 0, and by the same type of argument,
we obtain E(Mtn
i
−Mtn
i−1
)(Mtn
j
−Mtn
j−1
) = 0. In other words, the variables are
pairwisely orthogonal, and so
E(Nntn
k
)2 = E
(
k∑
i=1
Mtn
i−1
(Mtn
i
−Mtn
i−1
)
)2
=
k∑
i=1
E
(
Mtn
i−1
(Mtn
i
−Mtn
i−1
)
)2
≤ c2
k∑
i=1
E(Mtn
i
−Mtn
i−1
)2 = c2E
(
k∑
i=1
Mtn
i
−Mtn
i−1
)2
= c2EM2tn
k
,(3.4)
which yields supt≥0E(N
n
t )
2 = supk≥1E(N
n
tn
k
)2 ≤ supk≥1 c2EM2tn
k
≤ 4c2EM2∞,
and this is finite. Thus, Nn ∈ M2, and E(Nn∞)2 = limt E(Nnt )2 ≤ 4c2EM2∞, so
(Nn∞)n≥1 is bounded in L2.
Now, by Lemma 1.1, there exists a sequence of naturals (Kn) with Kn ≥ n and for
each n a finite sequence of reals λnn, . . . , λ
n
Kn
in the unit interval summing to one,
such that
∑Kn
i=n λ
n
i N
i
∞ is convergent in L2 to some variable N∞. It then holds
that there is N ∈ M2 such that E supt≥0(Nt −
∑Kn
i=n λ
n
i N
i
t )
2 tends to zero. By
picking a subsequence and relabeling, we may assume without loss of generality
that we also have almost sure convergence. Define A = M2 − N , we claim that
there is a modification of A satisfying the criteria of the theorem.
To prove this, first note that as M2 and N are ca`dla`g and adapted, so is A. We
want to show that A is almost surely increasing and that ∆A = (∆M)2 almost
surely. We first consider the jumps of A. To prove that ∆A = (∆M)2 almost
surely, it suffices to show that ∆A = (∆MT )
2 almost surely for any bounded stop-
ping time T . Let T be any bounded stopping time. Since supt≥0(Nt−
∑Kn
i=n λ
n
i N
i
t )
2
converges to zero almost surely, we find
AT =M
2
T −NT = lim
n→∞
Kn∑
i=n
λni (M
2
T −N iT )
= lim
n→∞
Kn∑
i=n
λni
∞∑
k=1
(MT∧ti
k
−MT∧ti
k−1
)2,(3.5)
almost surely. Similarly,
∆AT = lim
n→∞
Kn∑
i=n
λni
∞∑
k=1
(Mt∧ti
k
−Mt∧ti
k−1
)2 − (M(t∧ti
k
)− −M(t∧ti
k−1
)−)
2,(3.6)
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understanding thatM(t∧ti
k
)− is the limit ofMs∧ti
k
with s tending to t strictly from
below, and similarly for M(t∧ti
k−1
)−. Fix i, k ≥ 0. By inspection, if t ≤ tik−1 or
t > tik, it holds that (Mt∧tik −Mt∧tik−1)2− (M(t∧tik)−−M(t∧tik−1)−)2 is zero. In the
case where t is such that tik−1 < t ≤ tik, we instead obtain
(Mt∧ti
k
−Mt∧ti
k−1
)2 = (Mt −Mti
k−1
)2(3.7)
(M(t∧ti
k
)− −M(t∧ti
k−1
)−)
2 = (Mt− −Mti
k−1
)2,(3.8)
so that with s(t, i) denoting the unique tik−1 such that t
i
k−1 < t ≤ tik, we have
∆AT = lim
n→∞
Kn∑
i=n
λni (MT −Ms(T,i))2 − (MT− −Ms(T,i))2
= lim
n→∞
Kn∑
i=n
λni (M
2
T − 2MTMs(T,i) −M2T− + 2MT−Ms(T,i))
= (∆MT )
2 + 2 lim
n→∞
Kn∑
i=n
λni (MT− −Ms(T,i)).(3.9)
Now, we always have |s(T, i)− T | ≤ 2−i and s(T, i) < T . Therefore, given ε > 0,
there is n ≥ 1 such that for all i ≥ n, |MT−−Ms(T,i)| ≤ ε. As the (λni )n≤i≤Kn are
convex weights, we obtain for n this large that |∑Kni=n λni (MT− −Ms(T,i))| ≤ ε.
This allows us to conclude that
∑Kn
i=n λ
n
i (MT− −Ms(T,i)) converges pointwise to
zero, and so ∆AT = (∆MT )
2 almost surely. Since this holds for any arbitrary
stopping time, we now obtain ∆A = (∆M)2 up to indistinguishability.
Next, we show that A is almost surely increasing. Let D+ = {k2−n|k ≥ 0, n ≥ 1},
then D+ is dense in R+. Let p, q ∈ D+ with p ≤ q, we will show that Ap ≤ Aq
almost surely. There exists j ≥ 1 and naturals np ≤ nq such that p = np2−j and
q = nq2
−j. We know that Ap = limn→∞
∑Kn
i=n λ
n
i
∑∞
k=1(Mp∧tik −Mp∧tik−1)2, and
analogously for Aq. For i ≥ j, p ∧ tik = np2−j ∧ k2−i = (np2i−j ∧ k)2−i, and
analogously for q ∧ tik. Therefore, we obtain that almost surely,
lim
n→∞
Kn∑
i=n
λni
∞∑
k=1
(Mp∧ti
k
−Mp∧ti
k−1
)2 = lim
n→∞
Kn∑
i=n
λni
np2
i−j∑
k=1
(Mti
k
−Mti
k−1
)2
≤ lim
n→∞
Kn∑
i=n
λni
nq2
i−j∑
k=1
(Mti
k
−Mti
k−1
)2
= lim
n→∞
Kn∑
i=n
λmi
∞∑
k=1
(Mq∧ti
k
−Mq∧ti
k−1
)2,(3.10)
allowing us to make the same calculations in reverse and conclude Ap ≤ Aq almost
surely. As D+ is countable, we conclude that A is inceasing on D+ almost surely,
and as A is ca`dla`g, we conclude that A is increasing almost surely. Furthermore, as
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we have that A∞ =M
2
∞−N∞ and both M2∞ and N∞ are integrable, we conclude
that A∞ is integrable.
Finally, let F be the null set where A is not increasing. Put [M ] = A1F c . As we
all null sets are in Ft for t ≥ 0, [M ] is adapted as A is adapted. Furthermore, [M ]
is ca`dla`g, increasing and [M ]∞ exists and is integrable. As M
2− [M ] = N +A1F ,
where A1F is almost surely zero and therefore in M2, we now have constructed a
process [M ] which is in Ai such that M2 − [M ] is in M2 and ∆[M ] = (∆M)2 up
to indistinguishability. This concludes the proof. 
Theorem 3.2. Let M be a local martingale with initial value zero. There exists
[M ] ∈ A such that M2 − [M ] is a local martingale with initial value zero and
∆[M ] = (∆M)2.
Proof. We first consider the case whereM =M b+M i, whereM b andM i both are
local martingales with initial value zero, M b is bounded and M i is of integrable
variation. In this case,
∑
0<s≤t(∆M
i
t )
2 is absolutely convergent for any t ≥ 0,
and we may therefore define a process Ai in A by putting Ait =
∑
0<s≤t(∆M
i
t )
2.
As M b is bounded,
∑
0<s≤t∆M
b
t∆M
i
t is almost surely absolutely convergent as
well, and so we may define a process Ax in V by putting Axt =
∑
0<s≤t∆M
b
t∆M
i
t .
Finally, by Theorem 3.1, there exists a process [M b] in Ai such that (M b)2− [M b]
is in M2 and ∆[M b] = (∆M b)2. We put At = [M b]t + 2Ax + Ai and claim that
there is a modification of A satisfying the criteria in the theorem.
To this end, first note that A clearly is ca`dla`g adapted of finite variation, and for
0 ≤ s ≤ t, we have [M b]t ≥ [M b]s +
∑
s<u≤t(∆M
b
u)
2 almost surely, so that we
obtain At−As ≥
∑
s<u≤t(∆M
b
u+∆M
i
u)
2 almost surely, showing that A is almost
surely increasing. To show that M2 −A is a local martingale, note that
M2 −A = (M b)2 − [M b] + 2(M bM i −Ax) + (M i)2 −Ai.(3.11)
Here, (M b)2 − [M b] is in M2 by Theorem 3.1, in particular a local martingale.
By the integration-by-parts formula, we have (M i)2t −Ait = 2
∫ t
0
M is− dM
i
s, where
the integral is well-defined asMs− is bounded on compacts. Using Theorem 6.5 of
[4], the integral process
∫ t
0 M
i
s− dM
i
s is a local martingale, and so (M
i)2 −Ai is a
local martingale. Therefore, in order to obtain that M2 −A is a local martingale,
it suffices to show that M bM i−Ax is a local martingale. By Theorem 5.32 of [4],
M btM
i
t−
∫ t
0 M
b
s dM
i
s is a local martingale, so it suffices to show that
∫ t
0 M
b
s dM
i
s−Axt
is a local martingale. As ∆M b is bounded, it is integrable, and so we have∫ t
0
M bs dM
i
s =
∫ t
0
∆M bs dM
i
s +
∫ t
0
M bs− dM
i
s = A
x
t +
∫ t
0
M bs− dM
i
s.(3.12)
As
∫ t
0
M bs− dM
i
s is a local martingale, again by Theorem 6.5 of [4], we finally
conclude thatM bM i−Ax is a local martingale. Thus,M2−A is a local martingale.
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This proves existence in the case where M =M b+M i, where M b is bounded and
M i has integrable variation.
Finally, we consider the case of a general local martingale M with initial value
zero. By Theorem III.29 of [8], M =M b +M i, where M b is locally bounded and
M i has paths of finite variation. With (Tn) a localising sequence for both M
b and
M i, our previous results then show the existence of a process An ∈ A such that
(MTn)2 − [M ] is a local martingale and ∆An = (∆MTn)2. By uniqueness, we
may define [M ] by putting [M ]t = A
n
t for t ≤ Tn. We then obtain that [M ] ∈ A,
M2−[M ] is a local martingale and ∆[M ] = (∆M)2, and the proof is complete. 
4. Discussion
The results given in Sections 2 and 3 yield comparatively simple proofs of existence
of the compensator and the quadratic variation, two technical concepts essential
to martingale theory in general and stochastic calculus in particular. We will
now discuss how these proofs may be used to give a simplified account of the
development of the basic results of stochastic integration theory. Specifically, the
question we ask is the following: How can one, starting from basic continuous-
time martingale theory, construct the stochastic integral of a locally bounded
predictable process with respect to a semimartingale, as simply as possible?
Since the publication of one of the first complete accounts of the general theory
of stochastic integration in [3], several others have followed, notably [4], [11], [7],
[5] and [8], each contributing with simplified and improved proofs. The accounts
in [4] and [11] make use of the predictable projection to prove the Doob-Meyer
theorem, and to obtain the uniqueness of this projection, they apply the difficult
section theorems. In [7] and [8], this dependence is removed, using the methods
of, among others, [9] and [1], respectively. In general, however, the methods
in [7] and [8] are not entirely comparable, as [7] follows the traditional path of
starting with continuous-time martingale theory, developing some general theory
of processes, and finally constructing the stochastic integral for semimartingales,
while [8] begins by defining a semimartingale as a “good integrator” in a suitable
sense, and develops the theory from there, in the end proving through the Bichteler-
Dellacherie theorem that the two methods are equivalent. The developement of
the stochastic integral we will suggest below follows in the tradition also seen in
[7].
We suggest the following path to the construction of the stochastic integral:
(1) Development of the predictable σ-algebra and predictable stopping times,
in particular the equivalence between, in the notation of [11], being “pre-
visible” and being “announceable”.
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(2) Development of the main results on predictable processes, in particular
the characterization of predictable ca`dla`g processes as having jumps only
at predictable times, and having the jump at a predictable time T being
measurable with respect to the σ-algebra FT−.
(3) Proof of the existence of the compensator, leading to the fundamental
theorem of local martingales, meaning the decomposition of any local
martingale into a locally bounded and a locally integrable variation part.
Development of the quadratic variation process using these results.
(4) Construction of the stochastic integral using the fundamental theorem of
local martingales and the quadratic variation process.
The proofs given in Sections 2 and 3 help make this comparatively short path
possible. We now comment on each of the points above, and afterwards compare
the path outlined with other accounts of the theory.
As regards point 1, the equivalence between a stopping time being previsible (hav-
ing a predictable graph) and being announceable (having an announcing sequence)
is proved in [11] as part of the PFA theorem, which includes the introduction of
FT−. However, the equivalence between P (previsibility) and A (accessibility) may
be done without any reference to FT−, and this makes for a pleasant separation
of concerns.
The main result in point 2, the characterization of predictable ca`dla`g functions, can
be found for example as Theorem 3.33 of [4]. The proof, however, implicitly uses
the de´but theorem, which is almost as difficult to obtain as the section theorems.
However, the dependence may be removed if only one can prove, without use of
the de´but theorem, that the jumps of predictable ca`dla`g processes may be covered
by a sequence of predictable times, and this is in fact possible.
The existence of the compensator in point 3 may now be obtained as in Section 2,
and the fundamental theorem of local martingales may then be proven as in the
proof of Theorem III.29 of [8]. After this, the existence of the quadratic variation
may be obtained as in Section 3. Note that the traditional method for obtaining
the quadratic variation is either as the remainder term in the integration-by-parts
formula (as in [5]), or through a localisation to M2, applying the Doob-Meyer
theorem. Our method removes the need for the application of the Doob-Meyer
theorem.
Finally, in point 4, these results may be combined to obtain the existence of the
stochastic integral of a locally bounded predictable process with respect to a semi-
martingale using the fundamental theorem of local martingales and a modification
of the methods given in Chapter IX of [4].
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As for comparisons of the approach outlined above with other approaches, for
example [7], the main benefit of the above approach would be that the develop-
ment of the compensator is obtained in a very simple manner, in particular not
necessitating a decomposition into predictable and totally inaccessible parts, and
without any reference to “naturality”. Note, however, that the expulsion of “nat-
urality” from the proof of the Doob-Meyer theorem in [9] already was obtained in
[6] and [2]. In any case, focusing attention on the compensator instead of a gen-
eral supermartingale decomposition simplifies matters considerably. Furthermore,
developing the quadratic variation directly using the fundamental theorem of local
martingales allows for a very direct construction of the stochastic integral, while
the method given in [7] first develops a preliminary integral for local martingales
which are locally in M2.
Appendix A. Auxiliary results
Lemma A.1. Let (Xn) be a sequence of uniformly integrable variables. It then
holds that
lim sup
n→∞
EXn ≤ E lim sup
n→∞
Xn.(A.1)
Proof. Since (Xn) is uniformly integrable, it holds that limλ→∞ supnEXn1(Xn>λ)
is zero. Let ε > 0 be given, we may then pick λ so large that EXn1(Xn>λ) ≤ ε for
all n. Now, the sequence (λ−Xn1(Xn≤λ))n≥1 is nonnegative, and Fatou’s lemma
therefore yields
λ− E lim sup
n→∞
Xn1(Xn≤λ) = E lim inf
n→∞
(λ−Xn1(Xn≤λ))
≤ lim inf
n→∞
E(λ−Xn1(Xn≤λ))
= λ− lim sup
n→∞
EXn1(Xn≤λ).(A.2)
The terms involving the limes superior may be infinite and are therefore a priori
not amenable to arbitrary arithmetic manipulation. However, by subtracting λ
and multiplying by minus one, we yet find
lim sup
n→∞
EXn1(Xn≤λ) ≤ E lim sup
n→∞
Xn1(Xn≤λ).(A.3)
As we have ensured that EXn1(Xn>λ) ≤ ε for all n, this yields
lim sup
n→∞
EXn ≤ ε+ E lim sup
n→∞
Xn1(Xn≤λ) ≤ ε+ E lim sup
n→∞
Xn,(A.4)
and as ε > 0 was arbitrary, the result follows. 
Lemma A.2. Let (fn) be a sequence of nonnegative increasing ca`dla`g mappings
from R+ to R. Assume that
∑∞
n=1 fn converges pointwise to some mapping f from
R+ → R. Then, the convergence is uniform on compacts, and f is a nonnegative
increasing ca`dla`g mapping. If f(t) has a limit as t tends to infinity, the convergence
is uniform on R+.
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Proof. Fix t ≥ 0. For m ≥ n, we have
sup
0≤s≤t
∣∣∣∣∣
m∑
k=1
fk(s)−
n∑
k=1
fk(s)
∣∣∣∣∣ = sup0≤s≤t
m∑
k=n+1
fk(s) =
m∑
k=n+1
fk(t),(A.5)
which tends to zero as m and n tend to infinity. Therefore, (
∑n
k=1 fk) is uniformly
Cauchy on [0, t], and so has a ca`dla`g limit on [0, t]. As this limit must agree with
the pointwise limit, we conclude that
∑n
k=1 fk converges uniformly on compacts
to f , and therefore f is nonnegative, increasing and ca`dla`g.
It remains to consider the case where f(t) has a limit f(∞) as t tends to infinity.
In this case, we find that limt fn(t) ≤ limt f(t) = f(∞), so fn(t) has a limit fn(∞)
as t tends to infinity as well. Fixing n ≥ 1, we have
n∑
k=1
fk(∞) =
n∑
k=1
lim
t→∞
fk(t) = lim
t→∞
n∑
k=1
fk(t) ≤ lim
t→∞
f(t) = f(∞).(A.6)
Therefore, (fk(∞)) is absolutely summable. As we have
sup
t≥0
∣∣∣∣∣
m∑
k=1
fk(t)−
n∑
k=1
fk(t)
∣∣∣∣∣ = supt≥0
m∑
k=n+1
fk(t) =
m∑
k=n+1
fk(∞),(A.7)
we find that (
∑n
k=1 fk) is uniformly Cauchy on R+, and therefore uniformly con-
vergent. As the limit must agree with the pointwise limit, we conclude that fn
converges uniformly to f on R+. This concludes the proof. 
Lemma A.3. Let (fn) be a sequence of bounded ca`dla`g mappings from R+ to R.
If (fn) is Cauchy in the uniform norm, there is a bounded ca`dla`g mapping f from
R+ to R such that supt≥0 |fn(t) − f(t)| tends to zero. In this case, it holds that
supt≥0 |fn(t−)− f(t−)| and supt≥0 |∆fn(t)−∆f(t)| tends to zero as well.
Proof. Assume that (fn) is Cauchy in the uniform norm. This implies that
(fn(t))n≥1 is Cauchy for any t ≥ 0, therefore convergent. Let f(t) be the limit.
Now note that as (fn) is Cauchy in the uniform norm, (fn) is bounded in the uni-
form norm, and therefore supt≥0 |f(t)| ≤ supn≥1 supt≥0 |fn(t)|, so f is bounded as
well. In order to obtain uniform convergence, let ε > 0. Let k be such that for
m,n ≥ k, supt≥0 |fn(t)− fm(t)| ≤ ε. Fix t ≥ 0, we then obtain for n ≥ k that
|f(t)− fn(t)| = lim
m
|fm(t)− fn(t)| ≤ ε.(A.8)
Therefore, supt≥0 |f(t)− fn(t)| ≤ ε, and so fn converges uniformly to f .
We now show that f is ca`dla`g. Let t ≥ 0, we will show that f is right-continuous
at t. Take ε > 0 and take n so that supt≥0 |f(t) − fn(t)| ≤ ε. Let δ > 0 be such
that |fn(t)− fn(s)| ≤ ε for s ∈ [t, t+ δ], then
|f(t)− f(s)| ≤ |f(t)− fn(t)|+ |fn(t)− fn(s)|+ |fn(s)− fn(t)| ≤ 3ε(A.9)
for such s. Therefore, f is right-continuous at t. Now let t > 0, we claim that f
has a left limit at t. First note that for n and m large enough, it holds for any
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t > 0 that |fn(t−) − fm(t−)| ≤ supt≥0 |fn(t) − fm(t)|. Therefore, the sequence
(fn(t−))n≥1 is Cauchy, and so convergent to some limit ξ(t). Now let ε > 0 and
take n so that supt≥0 |f(t)− fn(t)| ≤ ε and |fn(t−)− ξ(t)| ≤ ε. Let δ > 0 be such
that t− δ ≥ 0 and such that whenever s ∈ [t− δ, t), |fn(s)− fn(t−)| ≤ ε. Then
|f(s)− ξ(t)| ≤ |f(s)− fn(s)|+ |fn(s)− fn(t−)|+ |fn(t−)− ξ(t)| ≤ 3ε(A.10)
for any such s. Therefore, f has a left limit at t. This shows that f is ca`dla`g.
Finally, we have for any t > 0 and any sequence (sn) converging strictly upwards
to t that |f(t−)− fn(t−)| = limm |f(sm)− fn(sm)| ≤ supt≥0 |f(t)− fn(t)|, so we
conclude that supt≥0 |f(t−)−fn(t−)| converges to zero as well. As a consequence,
we also obtain that supt≥0 |∆f(t)−∆fn(t)| converges to zero. 
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