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1. INJ~~DUC~~N 
Recently, Greenberg and Li have shown the existence of the temporally 
global solution of the initial-boundary value problem with boundary dam- 
ping for the quasi-linear wave equation in Cl]. Stimulated by their work, 
the author attempts to discuss some types of the initial-boundary value 
problems, including boundary damping, for the equations describing the 
one-dimensional motion of the polytropic ideal gas. It is described by the 
following three equations in the Lagrangian coordinate corresponding to 
the conservation law of mass, momentum, and energy: 
u, = v,, (1.1.1) 
0, = 0x3 (1.1.2) 
CO 
8, 
t=uu,+K - 0 lJ X’ (1.1.3) 
where u is the specific volume, u is the velocity, 8 is the absolute tem- 
perature, e is the stress which is the function of u, 8, and u, as follows, 
R is the gas constant, p is the coefficient of viscosity, c is the heat capacity 
at constant volume, and K is the coefficient of heat conduction. The suffix 
denotes the partial differentiation with respect o the variable t or x. In the 
present paper, it is assumed that R, p, c, and IC are positive constants. 
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We shall consider the system (1.1) in the region {(x, t) E [O, 11 x 
[0, + co)) under the initial conditions 
4% 0) = &3(x), 4x7 0) = hdx), w, 0) = W), (1.3) 
and some types of boundary conditions. In [S, 71, Kazhikhov and 
Shelukhin succeeded in solving the system (l.l)-(1.2) globally in time 
under the boundary conditions 
f3,(0, I) = e,( 1, t) = 0, (1.4) 
u(0, 2) = u( 1, t) = 0, (1.50) 
or (1.4) and 
a(0, t) = a( 1, t) = 0. (1.51) 
The condition (1.4) implies that the gas has the adiabatic ends. Equation 
(1.50) implies that the ends are fixed, while (1.5.1) implies that the gas is 
put in a vacuum. In this paper, we shall discuss the system (1.1~(1.3) 
under the boundary conditions (1.4) and (1.5.1) or 
or 
40, 2) = do, q, u(1, t)= -a(& t), (1.5.2) 
4 1) = 40, f), u(1, t)=O, (1.5.3) 
or 
or 
w-4 f) = 40, q, o(1, t)=O, (1.5.4) 
a(0, t) = 0, u(1, t)=O. (1.55) 
The condition (1.5.2), boundary damping, implies that the ends are connec- 
ted to some sort of dash pot, and (1.5.i) (i= 3,4, 5) is the combination of 
the conditions (1.5.j) (j = 0, 1,2). From now on, the abbreviation “the 
problem (i)” stands for “the initial-boundary value problem for (1.1 )-( 1.4) 
and (1.5.i)” (i=O, l,..., 5). 
First, we prove the temporally global existence of a solution for the 
problems (2)-(5) (Theorem 1) under suitable assumptions by the improved 
argument of [7] established by Kazhikhov and Shelukhin. 
Kazhikhov also showed the uniform boundedness and the stability of a 
solution for the problem (0), i.e., any non-stationary solution converges to 
the stationary solution in some Sobolev norm as t increases with exponen- 
tial rate (see [6]). For the problems (l)--(5), however, this result does not 
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hold. We can easily construct the examples of the solution that are not 
uniformly bounded with respect to t. For instance, 
u(x,t)=l+%, u(x, t)=Rx, 
P 
qx, t) = 1, 
P 
(l-6) 
is the solution for the problem (1) with the initial data 
uo(x) = 1, z+)(x) =; x, e,(x) = 1, (l-7) 
and the specific volume u grows to infinity as t increases. 
From a physical point of view, it is possible that the gas is raritied under 
the conditions (1.54 (i= 1, 2 ,..., 5), so 24 or SA 24(x, t) dx may grow to 
infinity (the amount sh U(X, t) dx means the volume of the region occupied 
by the gas). We will find this conjecture valid for any solution of the 
problems (1 b(5) under some assumptions (Theorem 2). 
2. NOTATION AND RESULTS 
We assume that all functions considered in this paper should be defined 
in [0, 1 ] or [0, 1 ] x [0, T] (0 < T < + co) and be continuously differen- 
tiable as much as necessary. For non-negative integers I and s, we define 
D;D;= ar +yaf axs, 
I 
Q = (0, l), a = [O, 11, 
QT=Qx(Q 0, eT=8x[0, T]. 
For a non-negative integer n and a E (0, 1 ), 
lul(O)= sup lU(X)l, 
XEf2 
IuI (a) = sup 
lax) - W)l 
X, X’EO, XfX IX-XXIII1 ’ 
i 
Ilull( f [D;u((~', 
i=O 
Ilull (n+a)= Ilull( ID’$#“), 
(2.1) 
(2.2) 
(2.3) 
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lul’ro’= sup lU(X, t)l, 
(A 1) E QT !3 - IUIc)T= sup lu(x, t) - 4x’, t)l (x. 11, (x’. I) E G;. .x # x’ Ix-x’l” ’ 
l#“/T2’= sup 
Iu(x, f) - 4x, t’)l 
(x. I), (x. 1’) E QT. t + I’ It- t’l@ ’ 
lul$-@= lz&+ lulpl,2’, 
llull(T”+a)= Ilull’,“‘+ 1 lP:wlyT+ i p;D;ul pp, 
*r+s=n 2r + s = max(n - 1.0) 
lllUlllp+a)= i (D;D:ul(,o)+ 1 lQ&4pY (2.5) 
r+s=O r+s=n 
I 
H n+x= (u(x)1 IIuII(“+“k +co}, 
H!++a= {u(x, t)) ll~ll(r”+~‘< +a), (2.6) 
B”T+a= {u(x, t)IIIuIIl(Tn+a)< +a)}. 
Other notations, not described above, will be explained where they appear. 
From now on, we always assume that for some a E (0, 1) the initial data 
satisfy 
USE H1+a, VIE H2+a, Oo~ H2+a, (2.7) 
(2.8) 
and that the compatibility conditions hold for (1.3 k( 1.5). We can establish 
the following theorem: 
THEOREM 1. Zf the initial-boundary conditions satisfy the assumptions 
mentioned above, then there exists a temporally global unique solution 
(u, v, 0) for each problem (2~(5), which belongs to Bk+ a x H$+ O1 x W=+ u for 
any TE(O, +co). 
The same results for the problems (0) and (1) were established in [S, 73. 
Here we introduce the useful abbreviations 
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Our result concerning the growth of u or JA U(X, t) dx is: 
THEOREM 2. Under the same assumptions as in Theorem 1, there exists a 
positive constant K ( > 1) depending on R, p, c, K, and initial data, such that u 
or j: u(x, t) dx of the solutions for the problems (l)-(5) grows to infinity as t 
increases with the following rate: 
(i) The problems (2) and (3). 
K-lt(“/4)(2--kd 
I 
I 
1 
K-‘(log( 1 + t))“2 < u(x, t) dx < K( 1 + t1’2) 
K-l 
0 
(2.10) 
s 
1 
lim trS u(x, t)dx= +co 
1 
for se-. 
k,+2 
(2.11) 
I--r +a2 0 
(ii) The problem (4). 
K-ltl-k, 
K-‘(log( 1 + t))max(l, k2) for 
7 lim t-S ’ 
I u(x, t) dx = + co 
1 
for s<- I- +a0 0 k,+l’ 
K- ‘(log( 1 + t))max(l* k2) < m,(t) < K( 1 + t). 
(2.13) 
(2.14) 
(iii) The problems (1) and (5). 
K-‘t< ‘u(x, t)dxdK(l+t), s 0 
(2.15) 
Here 
K-‘(log( 1 + t))max(1vk2) <m,(t) < K( 1 + t). (2.16) 
k, =R>O, 
C 
(2.17) 
(2.18) 
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See also Remark at the end of Section 4. 
In the following sections, Ci, Ci(t), and Ci(sj, t) denote positive con- 
stants depending on their arguments and possibly R, /A, c, K, and initial 
data, and monotonically increasing with respect to t. For convenience we 
sometimes denote different constant by the same symbol C instead of Ci. 
3. THE PROOF OF THEOREM 1 
The proof of Theorem 1 is based on the local (in time) and unique 
existence theorem and on the a priori estimates. The local and unique 
existence theorem has been established by Nash [8], Itaya [2,3], and 
Tani [9]. So it is enough to establish the a priori estimates in order to 
complete the proof of Theorem 1. 
PROPOSITION 3.1. The following estimates on (u, v, 8) for the problems 
(2)-(5) hold: 
min{m,(t), q(t)} >, C-‘(t), (3.1) 
Illulll’T’+“‘+ I/v(((T~+~)+ ll6ll’T’+*‘<C(T). (3.2) 
We will proceed with the argument under the assumption u >O. It 
follows 8 > 0 from (1.1.3) by use of the maximum principle. 
Before proceeding to the proof of Proposition 3.1, we study several 
properties of (u, v, 0) for the problems (l)-(5). They are also useful for the 
proof of Theorem 2. The proof of them is essentially the same as the case of 
the problem (0) established in [7], so we omit. 
LEMMA 3.1. (i) We have the energy identities 
’ ~~(~v2+cB)dx+Igr(U2(0,r)+v2(l,r))d~ 
for the problem (2), 
= 
j;(;v2+cB)dx+j-;v’(O,r)d, 
for the problems (3) and (4), 
j’(fo’+ctI)dx 
for the problems (1) and (5). (3.3) 
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(ii) We have the following estimates 
U(t) + j; V(T) dz < C(t), 
Me(t) G C(l + M,(t) Ut)), 
(3.4) 
(3.5) 
(3.6) 
where 
v’+R(u-logu-l)+c(&log6-1) 
(3.8) 
(3.9) 
(iii) We have the useful expressions of u 
u(x, t) = 
1 
B(x, t) Y(t) 
for the problems (2) and (3), (3.10) 
1 
u(x, t) =- 
Dk t) 
for the problem (4), (3.11) 
1 
u(x, t) =- 
B(x, t) 
- fl(x, T) B(x, z) dr 
for the problems (1) and (5), (3.12) 
Bht)=exp i :(v,(c)-v(Z,t))&}, r, (3.13) 
D(x, t) = exp i 1: (v(L t) - vo(t)) & (3.14) 
Y(t)=exp{ -iib’,(O,,)dr). (3.15) 
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Now we proceed to the proof of (3.1). 
Proof of (3.1). The properties mentioned above yield 
c-l 9 B(x, t), D(x, t) d c, (3.16) 
c-l < Y(t) < C(t), (3.17) 
and therefore we have (3.1) by use of expressions of u and (3.6). 
Moreover, Lemma 3.1, (3.16), and (3.17) yield 
Q.E.D. 
M,(t) < C(t) ( 1 + j; M,(z) V(z) m). (3.18) 
Applying Gronwall’s inequality, by use of (3.4) we get the following 
estimate. 
LEMMA 3.2. We have 
M”(f) G C(t). (3.19) 
Next we show (3.2) only for the problem (2). For the problems (3~(5), 
we can lead it in a quite similar way. In proving it we need several emmas 
concerning the estimates of derivatives of the solution. 
LEMMA 3.3. We have 
I1 (v” + 8’ + u;) dx + 1; j’ (Of + 0;) dx dz + Jb; (M,(z) + M;(T) 
0 
+ ~~(0, z) + u”( 1, r) + u*(O, r) 0(0, r) + u*( 1, r) 0(1, r)) dz < C(r). (3.20) 
Proof: We can obtain the lemma in the same manner as [7]. Q.E.D. 
LEMMA 3.4. We have 
GC(~)[~+{jdu:(0,~)drj1’2+{jv~(~,~)d~~1’2], (3.21) 
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Proof: We mutliply (1.1.2) by u, and integrate in x over fi, then using 
Schwarz’ inequality with appropriate weights, we have 
<C(t) J~e:dx+(m:(f)+~~~u:(x,r))J~u:dx} i 
Integrating both sides over [O, t] and using (3.1), (3.20), and Schwarz’ 
inequality, we get 
+ j; ~30,~) d7.J; u:(o, T) drjll*+ {r’u:(l, z) drj-ru;(l, r)dT}“*]. 
0 0 
(3.22) 
Let us evaluate the right-hand side. First, for any E > 0, we can obtain the 
following estimate by Schwarz’ inequality with E and (3.20): 
J 
I f 1 
max r&c, r) dz < 
0 xeI-2 J iJ u; dx+ 1 21uXu,,I dx dz 0 0 J 0 1 t 1 GE JJ uzx dx dz + C(E, t). 0 0 (3.23) 
Second, we evaluate the integration of the boundary value. From (1.2), we 
can rewrite the former relation of (1.5.2) as 
u(0, t)= -R$+$+p~. 
3 9 
Therefore (3.3), (3.19), and (3.20) yield 
J 
I 
u;(O,z)d~<C 
0 { 
sup M;(T) J~u*(o,~)d,+J~~:(~)drj$c(t). 
04lCI 
In the same manner we get 
J ’ u;( 1, r) dz < C(t). 0 
(3.24) 
(3.25) 
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Substituting (3.23) with E= C;‘(t), (3.24) and (3.25) into (3.22), we obtain 
the assertion. Q.E.D. 
LEMMA 3.5. For any E > 0, we have 
(v:(O, z) + v:( 1, z)) dz + C(E, t). (3.26) 
ProoJ Multiplying (1.1.3) by 8,, in a similar manner to the previous 
lemma we have 
and then by (3.19) and (3.20), 
I,’ 0; dx + 2 j; I,’ 13;~ dx dz 
yy; v2(x, T)( ;u:dx)+y:;B;(x,r)}dr]. 1+ 1 
(3.27) 
Recalling (3.21) and (3.23), by Schwarz’ inequality with an appropriate 
weight we have, for any E, > 0, 
and for any ~~ > 0, 
t < 5 
I 
max vz(x, z) dz . max 
0 xon 5 OCZ<f 0 v;(x, z) dx 
I& dx dz + C(E~, t) 
~~u~(0,i)m~1’2+{~‘v:(l,~)d~ 1’2 
0 II 
<Ed ; (vf(O, .t.) + uf(1, z)) dz + C(+, t), I (3.29) 
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where 
c3 = s2 C:(t) + any positive number. 
Moreover for any cq > 0 by (1.4), (3.20), we get in a similar way to the one 
deriving (3.23) 
’ <Ed ff 1 0:X dx dz + C(.Q, t). (3.30) 0 0 
We set &is such that 
& = (El + +I C,(t), Eq = C;l(t), 
then we obtain (3.26) by substituting (3.28), (3.29), and (3.30) into (3.27). 
Q.E.D. 
LEMMA 3.6. For any E > 0, we have 
I 1 
II 
0; dx dz < E 
I ’ (v:(O, z) + v:(l, 7)) dT + C(E, t). 0 0 0 
Proof: From (1.1.3) (1.2), and (3.19), we get 
(3.31) 
It yields the assertion by use of (3.20), (3.26), (3.29), and (3.30). Q.E.D. 
LEMMA 3.7. The function v(x, t) possesses a generalized derivative 
vXt E L’(Q,) for any t E [0, + co), and we have 
j; v:dx+jdJ; v:,dxdT+j-; (v:(O, z) + v;( 1, r)) dz < C(t). (3.32) 
Proof: For a positive number At and a function f (x, t), we denote a 
symbol Af by 
AfEf(X, t+dt)-f(x, t). 
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After employing differences of (1.1.2) with respect to t, we multiply both 
sides by Au/At. Integrating them over z, we get by the integration by 
parts with the boundary condition (1.52): 
u(x,z+At) At At 
Letting At go to zero, we recognize that the generalized erivative vXI exists 
in L2(Q,), and by (l.l.l), (3.1), and Schwarz’ inequality with appropriate 
weights 
We interpret the first term of the right-hand side as 
j;u:dxit_,=]; { -R(:)‘+f$}‘dx. 
With the help of (3.19), (3.20), (3.28), (3.29), and (3.31), for any E > 0, we 
have 
GE *(u:(O,r)+u:(l,z))ds+C(c,t). I 0 
We complete the proof by setting E = 1. Q.E.D. 
LEMMA 3.8. We have 
j; (v:+e:)dx+j;j; ( vii + e;, + 0:) dx dT < C(t). (3.33) 
Proof: It is easily derived from Lemmas 3.4-3.7. Q.E.D. 
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Proof of (3.2). Lemmas 3.3 and 3.8 yield (3.2) by the standard 
argument (see [4]). Q.E.D. 
The proof of Proposition 3.1 is now completed. 
4. THE PROOFOFTHEOREM 2 
First, we show the following estimates which play an important role in 
the proof of Theorem 2. 
LEMMA 4.1. We haoe 
(4.1) 
where 
2 
n= 
for the problems (2) and (3), 
1 for the problems (l), (4), and (5). 
Proof First, we establish the assertion for the problem (2). Integrating 
(1.1.2) over [0,x] (O,<x< 1) with the help of (l.l.l), (1.2), and (1.5.2), we 
have 
Multiplying both sides by U(X, t), and integrating over z, we get 
(4.2) 
Integrating (1.1.1) and (1.1.2) over a, we obtain from (1.5.2) 
= u( 1, t) - u(0, t), 
f 
(4.3) 
= dl, t) - a(0, t) = -u( 1, t) - u(0, t). 
f 
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Therefore we can turn the second term of the right-hand side of (4.2) as 
-- ;jo’(u(l,z)-“(0,~)) j;udxdr. (4.4) 
Here we use (1.1.1). In the same way, the third term becomes 
+j~u(1,7)~~udxd7-~~j~u2dxd7. (4.5) 
It follows from (4.2), (4.4), and (4.5) that 
(4.6) 
After some calculation by use of (4.3.2), we get 
;j;(u(l,7)+u(O,7))j;udxdr= -;[(j-;udx)2];==1. (4.7) 
We substitute (4.7) into (4.6), and if we note that u>O, we obtain the 
assertion from (4.6) by Schwarz’ inequality and (3.3.1). 
For the problem (3), the proof is derived quite similarly. 
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Next we address the problem (1). We have by integration (1.1.2) over z 
with (1.51) 
Therefore (if necessary we take i7~ v - jt v,, dx as an unknown function 
instead of v), we may assume 
Hence in the same way as the problem (2), we can derive 
which yields the assertion. 
For the problem (4), by means of the same procedure, 
SI ’ ’ (v2+R8)dxdT 0 0 
= ,a 1; (u - uo) dx + [ 1,1 u 1’ u d5 dx]‘=’ + ib’ ~(0, T) 1; u dx h. (4.8) 
x 7=0 
The last term is evaluated by Schwarz’ inequality and (3.3.2) as 
(4.9) 
Substituting (4.9) into (4.8), we establish the assertion by Schwarz’ 
inequality and (3.3.2). 
In the same way as the problem (l), we find the assertion is also valid for 
the problem (5). Q.E.D. 
LEMMA 4.2. We have 
(4.10) 
Proof After dividing both sides of ( 1.1.3) by 0 and integrating them by 
parts over d by use of (1.2) and (1.4), we get 
ir i (clog8+Rlogu)dx = V(t)aO. 0 f 
505/65/l-5 
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Integrating them over [0, t] and applying Jensen’s inequality, we have 
I ’ (c log &, + R log u,,) dx < s1 (c log 8 + R log U) dx 0 0 
Gclog{[;Odx}+Rlog{j;udx). 
We can derive (4.10) from the above estimate. 
Now we proceed to prove Theorem 2. 
Q.E.D. 
(i) The problems (2) and (3). 
Here we prove (2.10) and (2.11) for the problem (2) only; the proof for 
the problem (3) is quite similar. 
Integrating (1.1.1) over a and applying Schwarz’ inequality and (3.3.1), 
we have 
I 
1 
udx<C(l+t”‘). (4.11) 
0 
The above estimate and the estimate derived from (4.1) and (4.10) yield 
ct’ -h/2 for k,-c2, 
>C ;(l+rl”)-*‘dr> f Clog(l+t) for k,=2, 
C if t>l for k,>2. 
(4.12) 
Equation (2.10) is obtained from (3.1), (4.11), and (4.12). 
We prove (2.11) in the following way. If we assume that for some s > 0, 
there exists C(s) E [0, + co) such that 
7 
s 
1 
hm tP u dx = C(s), 
1-+ +aJ 0 
then we can establish in the same manner as the one mentioned above that 
c-‘(log(1 + t))‘12 i 
s<k,‘, 
< s 1 udx<C(l+t”) for s= k;‘, (4.13) 0 
C-l I s>k,‘. 
But this cannot be true when s < l/(k, + 2). Q.E.D. 
MOTION OF POLYTROPIC IDEAL GAS 65 
(ii) The problem (4). 
Integration (3.11) over a, we have by the virtue of (3.3.2) and (3.16) 
I 
1 
udx<C(l+t), (4.14) 
0 
and then we can obtain in a similar way to (i) 
< ‘udx<C(l+t) I 0 
and (2.13). 
From (3.6), (3.11), and (3.16), we get 
Using this estimate, (3.11) and (3.16) again, we obtain 
(4.16) 
On the other hand, (3.6), (3.11), (3.16), and the estimate 
give us 
m.(l)>C+$n,(r)dr 
1 0 
Applying Gronwall’s inequality, and using (4.14) for the estimate of m,(z), 
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We correct (4.15) for k, > 1 by (4.16) and (4.17) as 
C-‘(log(l+t))““““,k*‘~ rudx<C(l+t) f for k,2 1. (4.18) 0 
The assertions (2.12~(2.14) are derived from (4.14)-(4.18). 
(iii) The problems (1) and (5). 
Q.E.D. 
In the same manner as (ii), we have from (3.3.3), (3.12), and (3.16) that 
I 
1 
udx<C(l+t). 
0 
And we can establish the following estimate from (3.3.3) and (4.1), 
I 
1 
udx2C 
ff 
’ 1(~2+e)dxdr-1=Ct-1. 
0 0 0 
These estimates and (3.1) yield (2.15). Equation (2.16) is obtained in a 
similar way to (ii). Q.E.D. 
Now we complete the proof of Theorem 2. 
Remark. In cases (ii) and (iii), we can show slightly sharper (but more 
intricate) estimates than (2.14) and (2.16). Namely, these estimates and 
(3.6) yield 
dz -I 
(log( 1 + r))maX(‘,k*) . 
Substituting into (3.11) or (3.12), we get desired estimates about m,(t). Yet 
the order function cannot be described by an elementary function. Iterating 
the same procedure, we can also get sharper (but more intricate) estimates. 
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