Abstract-This paper examines the shared relay architecture for the wireless cellular network, where instead of deploying multiple separate relays within each cell sector, a single relay with multiple antennas is placed at the cell edge and is shared by multiple sectors. The advantage of shared relaying is that the joint processing of signals at the relay enables the mitigation of intercell interference. To maximize the benefit of shared relaying, the resource allocation and the scheduling of users among adjacent cell sectors need to be optimized jointly. Based on this motivation, this paper formulates a network utility maximization problem for the shared relay system that considers the practical wireless backhaul constraint of matching the relay-to-user rate demand with the base-station-to-relay rate supply using a set of pricing variables. In addition, zero-forcing beamforming is used at the shared relay to separate users spatially; multiple users are scheduled in the frequency domain to maximize frequency reuse. A heuristic but efficient scheduling and resource allocation algorithm is proposed accordingly. System-level simulations quantify the effectiveness of the proposed approach, and show that the incorporation of the shared relay can improve the overall network performance and in particular significantly increase the throughput of cell edge users as compared to separate relaying.
I. INTRODUCTION

M
ODERN cellular networks need to provide ubiquitous coverage and high data rates with low infrastructure deployment cost [1] . The incorporation of two-hop fixed relays, which are connected to base-stations via wireless backhaul, provides a convenient solution toward such a goal. Although fixed relays can be deployed to enhance coverage at the cell edge, they are typically not designed with intercell interference in mind. In fact, cell-edge relays from different neighboring cell sectors are often close to each other in distance, and consequently can create more intercell interference than that in a conventional cellular network. One way to tackle this intercell interference problem is to introduce the concept of the coordinated shared relay. The basic idea, which was firstly proposed in [2] and [3] , is to place a multi-antenna relay at the intersection of adjacent sectors, which can be thought of as a coordinated version of multiple separate relays from different sectors. Fig . 1 illustrates a cellular relay network with hexagonal layout, where three downlink users are served in three adjacent cell sectors respectively. Fig. 1(a) shows a separate relay architecture. Fig. 1(b) shows a shared relay architecture, where a shared relay is deployed at the intersection of three sectors, providing coverage to three users simultaneously. The shared relay is capable of maintaining connections to multiple basestations by resolving control messages from them, and acquiring the channel knowledge of the base-station-to-relay and relay-to-user links. In the downlink, the shared relay receives signals from all of its donor base-stations in adjacent sectors, and spatially separate these signals via receive beamforming. After receiving the data packets for each user, the shared relay then retransmits the decoded signals to multiple users via spatial multiplexing using transmit beamforming techniques. As compared to separate relaying, although the shared relay is placed further away from the base-station, its interference mitigation capability can potentially compensate the increased base-station-to-relay distance, leading to an improved overall network performance.
Shared relaying has a clear advantage for cell edge users, which would otherwise suffer from severe intercell interference. To truly quantify the benefit of shared relaying for the entire network, it is also important to evaluate the network performance from a system-level perspective. Toward this end, this paper focuses on the scheduling and resource allocation aspects of shared relaying, while adopting the following assumptions and definitions:
• Downlink transmission with a half-duplex decode-andforward strategy [4] is assumed.
• The base-station-to-user and relay-to-user links can both be used to schedule users, and they are called the access links. The base-station-to-relay links, which are called the feeder links, provide the wireless backhaul connection.
• Users can choose either direct transmission from the base-station or indirectly via the relay. Depending on this routing choice, the users are classified as one-hop users or two-hop users, respectively.
• The half-duplex multi-channel frame structure in Fig. 2 is adopted. In the first phase, base-station transmits to the users and to the relay on orthogonal subchannels. In the second phase, the base-station and the relay simultaneously transmit to separate sets of users on all subchannels to maximize frequency reuse. The reuse of frequencies by all serving nodes in the second phase inevitably induces more interference, which heightens the importance of scheduling and resource allocation.
• Perfect channel estimation is assumed in every time slot for both phases across subchannels. The main contribution of this paper is as follows. We adopt a network utility maximization framework with a proportionally fair (PF) objective [5] , and design a heuristic but efficient resource allocation and scheduling algorithm to address questions such as how the frequencies should be allocated among the different links in an OFDM system, and how the frequencies should be reused within each sector. We characterize how much performance gain can be obtained from shared relaying as compared to separate relaying for the entire network from a system-level perspective.
A. Related Work
There have only been a limited number of works in the literature on the shared relay architecture after the initial qualitative description of the concept in IEEE 802.16m [2] , [3] . Most notably, [6] shows that shared relaying can approach the gains of local base-station coordination at reduced complexity. In [6] , multiple-input multiple-output (MIMO) multiple-access and broadcast techniques are used at the shared relay; the time durations of the two phases are optimally adjusted. The shared relay concept is further studied in [7] , where practical zeroforcing (ZF) methods are used in combination with partial or full base-station coordination for both one-way and twoway shared relaying. In [8] , a joint processing scheme that improves the shared relaying strategy of [6] is proposed by letting the base-station and the relay send the same message to the corresponding user in the second phase. However, none of these works consider the impact of scheduling: [6] and [7] assume arbitrary scheduling on a single subchannel, while round robin scheduling for cell-edge users is used in [8] . In [9] , a Hungarian-based scheduling scheme is proposed for shared relaying under static orthogonal subchannel segmentation among neighboring sectors. The present paper advances this line of work in addressing fairness and dynamic resource allocation issues of the shared relay architecture.
For the conventional separate relay system, resource allocation and scheduling have been studied extensively. In [10] , fair resource utilization of relay nodes is considered as an integer optimization problem. The work [11] uses a cross-layer optimization framework for centralized resource allocation of OFDM-based relay networks. However, both [10] and [11] assume that the source and the relay always transmit on the same subchannel, an assumption which is removed in this paper. In [12] , [13] the sum-rate maximization problem is formulated with the constraint that the receiving rate (rate supply) and transmitting rate (rate demand) of relays are approximately equal when resources are allocated optimally. Proportional fairness is considered in [14] in formulating the subchannel and rate allocation problem and the relay's rate demand and rate supply constraint is considered on a peruser basis. In [15] , [16] , a queue-aware resource management algorithm is proposed, and the Hungarian algorithm is used to solve the joint routing and scheduling problem. All of the above works assume that in the second phase the source and relays use orthogonal resource partition, which limits the performance gain. In this paper, a PF scheduling algorithm based on the relay frame structure in Fig. 2 is used for the shared relay system. Differing from [14] , our algorithm strikes a balance between the rate demand of the access link for all scheduled users in one sector and the rate supply from the feeder link. Frequency reuse is allowed between the relay and the base-station in the second phase, offering maximum flexibility in the overall design.
B. Organization
The rest of this paper is organized as follows. The optimization framework is presented in Section II. In Sections III and IV, the resource allocation and scheduling problems are formulated, and corresponding algorithms are described for shared relaying and separate relaying, respectively. Section V contains the simulation results that quantify the benefit of shared relaying using the proposed algorithms. Finally, conclusions are drawn in Section VI.
Notation: we use upper-case bold letters (e.g., I) for matrices, and lower-case bold letters (e.g., w) for column vectors. The conjugate transpose and Euclidean norm of vector w are denoted as w H and w , respectively. Calligraphy letters (e.g., K) are used to denote sets. The subscripts s and r refer to source (base-station) and relay respectively. In particular, s m and r m refer to the base-station and the separate relay in sector m, whereas r without the subscript refers to the shared relay.
II. GENERAL OPTIMIZATION FRAMEWORK
A. System Model
Consider a cellular network where each cell is divided into M = 3 sectors and users are uniformly distributed. The set of users in sector m is denoted as K (m) , which comprises of users that are associated with the source K 
. This paper aims to compare the performance of the separate relay system in Fig. 1(a) where one relay is deployed at the boresight of the cell edge in each sector, and that of the shared relay system in Fig. 1(b) where the relay is placed at the intersection of the M adjacent sectors. The base-stations and the mobile users are equipped with a single antenna each. For fair comparison, while the separated relays are assumed to have one antenna each, the shared relay is assumed to have M antennas, covering the cluster of M adjacent coordinated sectors. Only the downlink transmission in the central cluster (the central M adjacent sectors) in Fig. 1 are considered in the mathematical formulation. The out-of-cluster downlink interference is relatively weak as compared to the intra-cluster transmission, but is explicitly modeled in the simulation part.
B. Transmit and Receive Strategies
The multi-antenna shared relay can use MIMO techniques for both transmission and reception. This paper assumes linear MIMO strategies in a half-duplex decode-and-forward structure. In the first (i.e., multiple-access) phase, the shared relay uses the minimum-mean-squared-error (MMSE) receiver to spatially separate the signals from the M base-stations. In the second (i.e., broadcast) phase, zero-forcing (ZF) beamforming is used for transmission from the shared relay to the multiple selected users. Instead of using linear MIMO techniques, it is possible to further improve the link performance with nonlinear processing (e.g., with multiuser detection and dirty-paper coding). Alternative relaying strategies such as amplify-andforward or compress-and-forward can also be used. We justify our design choice by noting that linear MIMO processing already achieve the maximum degree of freedom; decode-andforward is sensible as the two-hop users typically have weak source-to-destination links.
In the frame structure shown in Fig. 2 , the mobile users may be served directly by the base-station in both phases, or by the relay. In the case where a user is served by the relay, we assume a simple multi-commodity-flow model in which the relay decodes and re-transmits the received bits in the second phase, and the user decodes its message solely based on the signal from the relay, i.e., the user does not combine the received signals in the two phases. This assumption can again be justified by the fact that the two-hop users typically have weak direct links from the base-station.
The signal-to-interference-plus-noise ratios (SINR) for various links in the overall scheme are described as follows.
1) Base-Station-to-Relay Feeder Link: The SINR of the wireless backhaul connecting the base-station m and the shared relay on subchannel n can be expressed as
where
sm is the transmit power of base-station m, h
sm,r ∈ M×1 is the channel vector from base-station m to the shared
1×M is the corresponding receive beamformer, and σ 2 r is the combined out-of-cluster interference and noise at the shared relay. The optimal MMSE receive beamformer at the relay is (2) which suppresses mutual interference among M base-stations and maximizes the receiver SINR.
2) Relay-to-Two-Hop-User Access Link: The shared relay schedules up to M two-hop users in the second phase across M sectors per subchannel. Note that the shared relay is not limited to choosing exactly one user per sector, i.e., the relay may schedule multiple users in one sector, and no user in another sector. Let S (n) r be the selected user set, so S (n) r ≤ M . To eliminate the mutual interference among users in S (n) r , ZF beamforming is used due to its simplicity. The SINR of the link between the shared relay and a scheduled two-hop user k on subchannel n is
r,k is the shared relay's power allocation for user
1×M is the channel vector from the shared relay to user k, w
are the ZF transmit beamformer and its normalized version, h
sj ,k is the channel response between base-station j and user k, and σ 2 k is the combined out-of-cluster interference and noise at user k. The second equality in (3) comes from that
Note that the intra-cluster interference for the two-hop users comes from the fact that the frequency is maximally reused by the base-station; the interference from the relay is eliminated by ZF beamforming.
3) Base-Station-to-One-Hop-User Access Link:
The onehop users can be scheduled by the base-stations in both phases. The SINR of the link between the base-station m and the onehop user k on subchannel n in the ith phase is
for the given beamforming vectorsŵ
r,j at the shared relay. Note that the inter-user interference term Δ (n,i) k only exists in the second phase when the relay is transmitting. This is due to the reuse of frequencies at the relay and at the neighboring base-stations.
For comparison purposes, we can also formulate the SINR expressions of the links for the separate relaying in a similar fashion. The SINR from base-station m to relay m is denoted as γ (5)). The SINRs of each link on each subchannel can be mapped to the corresponding transmission rate by
where Γ = − ln(5BER)/1.5 is the SNR gap corresponding to a target bit-error-rate (BER) [17] . Thus, the per-subchannel rate r
sm,k , and r (n,i) sm,k can be computed using (7) from their respective SINR formulae.
C. Utility Maximization Framework
The objective is to maximize the total network PF utility defined as [5] :
where R k (t) is the long-term average rate of user k up to time t, which is updated using exponential averaging [18] :
where T is the predefined averaging window size and r k (t) is user k's instantaneous transmission rate at time t, which is a function of the per-subchannel user rate r sm,k for separate relaying, defined in the previous section.
Proportional fairness maximization can be implemented in practice using a weighted rate sum maximization formulation (e.g. for the multi-channel system as in [19] ):
In this paper, the base-station has a fixed transmit power spectral density (PSD) constraint, and the shared relay has a fixed sum PSD constraint across all its antennas. With multiple users served by the shared relay, its transmit power P (n) r,k can be optimally allocated among all of its scheduled users k ∈ S (n) r on each subchannel. The optimization in this paper can thus be formulated as that of deciding: (a) for base-stations, which user should be scheduled in two phases, and which subchannels should be reserved for wireless backhaul in the first phase; (b) for the shared relay, which users should be scheduled with ZF beamforming, and what the appropriate power level is for each scheduled users.
III. RESOURCE ALLOCATION AND SCHEDULING FOR SHARED RELAYING
A. Problem Formulation
Users in each sector m are partitioned into the one-hop set which are associated with the source, K r . The onehop users can be served in any of the two phases, while two-hop users can only be served in the second phase. The user partitioning process is also known as routing. This paper adopts a simple intra-sector routing metric where users are partitioned based on their received signal strength from the base-stations and the relays.
With a fixed user partition, we can formulate a scheduling and resource allocation problem based on the utility maximization objective (10) r,k = 1 indicates that the shared relay schedules user k on subchannel n. The one-hop users are served by the base-station in either or both of the two phases, but only one user is scheduled in each subchannel in every sector in each phase, i.e.,
The two-hop users are served by the relay; a maximum of M users are served at the same time in each subchannel using spatial multiplexing, i.e.,
The user rate in (10) can now be expressed in terms of the indicator variables as
Note that the actual user rate is half of the above one due to the half-duplex loss; the 1/2 factor is not included here for simplicity since it would not change the optimization result. We assume that the data received by the relay in each time instance must be forwarded to the users at the next period, with no possibility of buffering at the relay. This assumption is valid for delay-sensitive services. At each time frame, we have the following wireless backhaul constraint: the total rate demand of the shared relay for all of its serving users in sector m in the access link, denoted as R (m) r,d , should be no larger than the total rate supply in the feeder link from the base-station m to this relay, denoted as R
s,r , ∀m. (14) Note that in the first phase, if a subchannel is used for the wireless backhaul transmission, then it is not used for the scheduling of one-hop users of the base-station, i.e., ρ (n,1) sm,k = 0, ∀k. The base-stations transmit PSD is assumed to be fixed. For the shared relay, the total allocated power for its scheduled users on any subchannel should be bounded by its PSD constraint:
We consider the adjacent M sectors, whose resource allocation is jointly coordinated by the shared relay. The resource allocation problem can now be reformulated from (10) as
subject to the constraints (11), (12) , (14) , and (15), where r k is defined in (13) and α k is the weight in (10). The maximization is over the variables of the scheduling indicators
, the relay's normalized
and its power alloca-
B. Resource Allocation and Scheduling
The first step for solving the problem is to write the Lagrangian of (16) with respect to the wireless backhaul constraints (14) for all M sectors:
where λ (m) is the dual variable representing the wireless backhaul price in sector m, which coordinates the rate demand R s,r of the shared relay as computed in (14) . Plugging (13) and (14) into (17), we have g(ρ, w, P, λ)
, and C (m,n) k are:
The Lagrangian function (18) can now be decoupled into persubchannel maximization subproblems where the scheduling indicators are set to be the users with the maximum positive value of A
). Consequently the user scheduling at the base-station in the second phase is straightforward, while the scheduling at the base-station in the first phase and that at the relay require iterative search of the backhaul price λ (m) . However, because of the frequency reuse between the base-station and the relay in the second phase, B Part (b) of Algorithm 1 involves selecting the users and finding the ZF beamformers and power allocations to maximize the weighted sum rate with weights α k − λ (m) . This is a conventional multiuser MIMO problem. Although the global optimum solution for such a problem is not easy to find, many practical but suboptimal solutions exist [20] , [21] . This paper adapts the heuristic approach of [21] ; the algorithmic details are presented below. LetK
be the candidate set of users for relay scheduling in sector m, as the selected users should have positive values for C (m,n) k . The shared relay's scheduled user in sector m on subchannel n is denoted as S
. The algorithm consists of three steps.
1) User Subset Selection:
The basic idea is to ensure semiorthogonality among the selected users [21] . The per-user weighted rate can be approximated, and users can be selected in each step in a greedy manner on each subchannel. The relay selects up to M users. Letk(l) be the selected user in the lth step. A sketch of the scheduling process in subchannel n is as follows: i) Start with l = 1. For each sector m, initializeK 
r,k to approximate the per-user rate. The suboptimal user selection is: k(l) = arg max 1≤m≤M max k∈K
∪ {k(l)}, update the candidate user set in sector m asK
, and l = l + 1.
v) The user selection ends when r,k = 0. Note that δ is a small positive constant which force semiorthogonality between the lth selected user and the previously selected users [21] . The complexity of the user selection is upper bounded by M mK (m) r times the sum complexity of one matrix multiplication, one 2-norm calculation, and one inner product calculation. The overall complexity is much lower than that required for an exhaustive search over all possible user sets [21] .
2) ZF Beamforming: With the user scheduling fixed, the ZF beamformer for the shared relay can be computed. For all scheduled users in the set S (n) r , stack their channel vectors h
The beamforming matrix that gives zero inter-user interference for the shared
Finally, the normalized transmit beamformer for the scheduled user k ∈ S
3) Power Allocation: Given the user scheduling and beamforming, and since r
r,k is given in (3), the optimal power allocation can be calculated by water-filling, but modified by the weights. For a user k ∈ S (m,n) r , the optimal transmit power P 
C. Update of the Lagrangian Dual Variables
Now we need to find the Lagrangian price λ = λ
for the dual function q(λ) = max ρ,w,P g(ρ, w, P, λ) (21) such that the wireless backhaul constraints (14) for all the sectors that share the relay are satisfied, and the dual objective (21) s,r according to (14) . iv) Update λ (m) using the subgradient projection method:
for all sector m, , b) , a) . Go back to step ii) until convergence.
The price search converges when the backhaul constraints (14) (21) is solved exactly. Although approximations are used in the evaluation of (21) in this paper, we observe that the subgradient update still works quite well.
The subgradient method, however, can be quite slow, especially since the step size s (m) needs to get progressively smaller with iteration, and each iteration step requires the evaluation of parts (a) and (b) of Algorithm 1. To accelerate the search, we propose a faster λ-search method as follows. In part (a) of Algorithm 1, whether a subchannel is used for the feeder link or the user scheduling in the first phase is determined by comparing αkr The discrete search can accelerate the update process in the first few iterations in a coarse manner. It can be followed by re-running step ii) to step iv) of the original Algorithm 2 using the subgradient projection method to refine the search result.
D. Complexity and Implementation Issues
The overall algorithm for shared relaying is depicted in Fig. 3 . The overall per-iteration complexity of the algorithm is linear in the total number of users in the M sectors. This can be seen as follows: Part (a) and Part (c) of Algorithm 1 require a linear search over all candidate users. In Part (b), the beamforming and water-filling steps have trivial complexities, and the user selection step has a complexity that is linear in the total number of users as mentioned earlier. Finally, as seen in the simulation part of the paper, the algorithm takes about 20 iterations to converge. Thus, the overall complexity of the algorithm is quite low.
Distributed implementation is desirable for scalability reason, which we now discuss briefly. First, given the backhaul price λ (m) and the rates r s,r can be computed independently at each basestation. Next, with intra-cluster interference from the basestations fixed, the combined interference and noise term for r,d between the shared relay and the basestations in each iteration. As these are scalar quantities, the overall amount of information exchange is manageable. Moreover, since the backhaul prices are correlated in time due to the temporal correlation of the wireless channel and the partial update of the user weights, the relays do not need to search the prices from scratch each time, i.e., the backhaul prices used in the previous transmission can be used as the starting point of the current iteration to accelerate the search. Note also that the estimation and feedback of channel state information (CSI) are needed for both one-hop and two-hop users. In particular, for the two-hop users the amount of CSI feedback required is equivalent to that of an M -antenna multiuser MIMO system.
IV. RESOURCE ALLOCATION AND SCHEDULING FOR SEPARATE RELAYING
For comparison purposes, this section briefly describes the algorithm for separate relaying in Fig. 1(a) , where each sector is deployed with a separate relay. The problem formulation for separate relaying is similar to that of shared relaying, except that we need to replace ρ
rm,k , and r (n,i) sm,k , respectively. The binary scheduling indicator constraints are modified as
such that each relay schedules one user in its sector. The advantage of share relaying over separate relaying can come from multiple sources, e.g., the shared relay's ability to mitigate interference via beamforming, or its flexibility in allocating power across the antennas. To determine the relative contributions of these two factors, we considered the following three types of separate relaying for comparison purposes: rm,k . For Type 1 separate relaying, the scheduling of individual relay in each sector is independent. For Type 2 separate relaying, the optimization of power spectrum across the relays can be iterated with the relay's user scheduling until convergence [23] . For Type 3 separate relaying, the relay estimates the user rate r (n) rm,k based on the norm of the channel vectors for scheduling (similar to the user subset selection process at the shared relay in Section III, but without the orthogonal projection and the semi-orthogonality check since each separate relay schedules independently), and forms a ZF beamformer to null its interference to the scheduled users in other sectors.
The update of the Lagrangian prices for separate relaying can be easily modified as follows. For Type 1 separate relaying with independent scheduling in each sector, the rate supply R as in the shared relaying scheme. For both Type 2 and Type 3 separate relaying, the resource allocation and scheduling of adjacent M sectors within the cluster are interdependent, and the subgradient method used in Algorithm 2 can be adopted to search for the backhaul prices.
V. PERFORMANCE EVALUATION
A. Simulation Parameters
We evaluate and compare the performances of the proposed scheduling and resource allocation schemes for the separate and the shared relay systems in a sectorized cellular networks with M = 3 coordinated sectors as shown in Fig. 1 . The cell radius is 1km, and total bandwidth of 10MHz is divided into 64 orthogonal subchannels. One tier of explicitly modeled out-of-cluster interference is included in the simulation. The separate relays are placed at a distance of 2/3 of the cell radius from the base-station [24] , and the shared relay is placed at the intersection of adjacent sectors. Users are placed uniformly but at fixed locations. The number of users per sector is denoted as K = K (m) . The base-station's total transmit power P s is set to be 46dBm over the 10MHz bandwidth, and the corresponding PSD is -24dBm/Hz. The separate relay's total power is denoted as P r , and the comparable shared relay's power is 3P r across all of its antennas (as a shared relay can be thought of as a combination of three separate relays). The path loss of the access link is L = 128.1+37.6 log 10 (d) dB (d is in km), with a 8-dB lognormal shadowing and Rayleigh fading. The path loss of the feeder link is L = 128.1 + 28.8 log 10 (d) dB, with a 4-dB lognormal shadowing and Rician fading with 10-dB Rician factor. The relay receives from its donor basestation with a directional antenna pattern in the feeder link (θ 3dB = 20 o [15] ), and transmits to users with an omnidirectional antenna. (Note that the use of directional receiving is crucial for separate relaying as the system performance with omni-directional receiving at the relay would be deficient due to the intercell interference in the feeder links.) The noise PSD is -174 dBm/Hz, and the target BER for the SNR gap is 10 −3 . For PF scheduling, the update window size is assumed to be T = 5. We simulate 100 snapshots for every scenario, each with independent channel realization and user distribution.
In addition to the proposed price-based algorithm, we also evaluate a backhaul-unaware scheme as a reference (ref) for both separate and shared relaying, in which the relay uses conventional PF metric to schedule two-hop users, without considering the resource allocation in the first phase. After the relay resource allocation step, the base-station simply assigns sufficient number of subchannels for the feeder link to meet the rate demand of the relays. The no-relay cellular system is also evaluated for comparison purpose. Table I lists the performances of both the separate and the shared relaying schemes under different scenarios. In addition to the comparison between single-antenna separate relaying and 3-antenna shared relaying, we also evaluate separate relaying with 3 antennas per relay and the comparable shared relaying scheme with 9 antennas for comparison purpose. To evaluate the effect of power optimization, single-antenna separate relaying is evaluated with or without power control; 3-antenna shared relaying is also evaluated with or without the water-filling step (20) . The performance metrics in the table include the sum rate, the 5% rate, which corresponds to the cell edge performance, and the utility as defined in equation (8) . Note that the utility is negative as we take logarithmic of user rates in Mbps, which are typically below 1. Table I clearly shows that the shared relaying schemes have much better performance than the separate relaying schemes with equivalent number of antennas. In addition, the proposed resource allocation and scheduling algorithms are effective in improving the system performance as compared to the backhaul-unaware ones (ref). Interestingly, separate relaying with 3 antennas each, which can cancel interference from/to the other 2 sectors, achieves about the same utility as that of shared relaying with 3 antennas (but has much smaller utility than the equivalent shared relaying scheme with 9 antennas). It is also observed that power optimization alone has only a positive but small improvement on the performance (except that power control on separate relaying slightly reduces sum rate when K = 40). This demonstrates that the advantage of shared relaying comes mostly from its interference cancelation ability rather than its ability to allocate power optimally across the antennas. Overall, shared relaying with 3 antennas achieves a 50∼80% increase in cell-edge rate over single-antenna separate relaying, and the improvement is about 30% when both separate and shared relays triple their antenna number. This shows that increasing the number of antennas in separate and shared relays diminishes the benefit for cell-edge rate. This is due to the enhanced ability of separate relays to cancel interference when more antennas are added. The throughput cumulative distribution functions (CDF) of shared relaying as compared to separate relaying are shown in Fig. 4 . The CDF plot illustrates the same trends. It is instructive to analyze the performance of shared relaying vs. separate relaying as functions of the relay power as in Fig. 5 . It is shown that for single-antenna separate relaying, utility first increases with relay power, then decreases significantly due to the increased intra-cluster interference. Power control at the separate relays can alleviate interference but cannot eliminate it. In contrast, the utilities of both shared relaying with 3 antennas and separate relaying with 3 antennas per relay encounter no such significant decrease at high relay power. Similar trends can be observed for the cell edge rate (although at very high relay power, shared relaying with 3 antennas and separate relaying with 3 antennas per relay also see a decreasing edge rate due to the rising interference from outof-cluster relays). Finally, the utility and 5% rate for shared relaying with 9 antennas are always increasing functions of the relay power due to its enhanced spatial diversity. It is again confirmed that power optimization for both separate and shared relaying brings marginal improvement in utility, while Ps, s = 10 −5 .
B. Simulation Results
separate relaying with 3 antennas per relay achieves nearly the same utility as that of shared relaying with 3 antennas in total.
With the proposed Algorithm 2, the relay rate supply and rate demand in each sector should match. This convergence behavior is confirmed in the experiment shown in Fig. 6 , where the step size is fixed at s = 10 −5 . The oscillation of the shared relay's rate supply is due to the fact that a small change of the λ (m) around the threshold λ (m,n) th can cause subchannel n in the first phase to switch between the feeder and access links, which leads to a fluctuation of the rate supply around the optimum. Although this means time sharing is needed to achieve the optimum, in practice one can simply proceed as long as the backhaul constraints (14) are satisfied. The simulation shows that the proposed discrete λ-search converges to the same values as the conventional subgradient update but with a much faster speed. The number of iterations is reduced from about 350 to 20 in the experiment, where each iteration involves the broadcast of prices from the base-station to the relay, and the feedback of the total access link rates from the relay to the base-station in each sector. As stated previously, the iterations number can be made een smaller in practice by exploiting the temporal correlation of the prices.
VI. CONCLUSION
This paper illustrates the benefit of shared relaying from a system-level perspective. To realize the full potential of shared relaying, practical scheduling and resource allocation algorithms under the network utility maximization framework are proposed. The proposed algorithm uses a set of backhaul prices to balance the rate supply and demand at the relay, and to coordinate the backhaul-aware user scheduling at the base-station and the joint scheduling, beamforming, and power allocation at the relay. This paper also proposes a fast method for the iterative update of the prices. System-level simulations illustrate that shared relaying is effective in mitigating intercell interference and in improving the overall system performance in terms of both utility and rates.
