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Resumen
La imagen portal se utiliza en radioterapia para la verificación del posicionamiento delpaciente. La característica distintiva de este tipo de imagen reside en su proceso de formación:el mismo haz que se utiliza para el tratamiento del paciente se utiliza para la formación dela imagen. Esta característica hace de la imagen portal una herramienta muy importante enla radioterapia actual y futura, especialmente en aplicaciones como el gating o el tracking,fundamentales en la monitorización en tiempo real de los tratamientos radioterápicos.
La alta energía de los fotones empleados en su formación limita la calidad de la imagenportal. Las probabilidades de interacción de un fotón mediante efecto Compton, proceso deinteracción radiación-materia predominante en las energías de radioterapia, con tejido blandoy con hueso no son tan diferentes como lo son para el efecto fotoeléctrico (predominante enradio-diagnóstico). Esto da lugar a un contraste muy bajo entre los tejidos biológicos enimagen portal. Además, la alta energía de los fotones limita la resolución de la imagen yla eficiencia de detección de los dispositivos de imagen. Esto último da lugar a una bajarelación señal-ruido.
La baja calidad de la imagen portal, inherente a su proceso de formación a partirde haces de fotones de alta energía, y su gran utilidad en los tratamientos radioterápicosjustifican los esfuerzos encaminados a su mejora. En esta Tesis se ha estudiado la mejora dela calidad de la imagen portal, siendo el objetivo principal la reducción de ruido.
El procesamiento de la imagen natural en el dominio wavelet ha cosechado grandesresultados. La compresión de la imagen, la reducción de ruido y el registro de imágenesson ejemplos de aplicaciones que han demostrado la gran utilidad de las wavelet en elprocesamiento de la imagen. Este gran rendimiento se explica a la vista de las característicasestadísticas de la imagen en el dominio wavelet, particularmente en la forma de las distribu-ciones de probabilidad marginales y en las dependencias estadísticas entre los coeficienteswavelet de las distintas bandas de la descomposición. En esta Tesis, la imagen portal seestudia en el dominio wavelet para comprobar en qué medida se asemejan sus propiedadesestadísticas a las encontradas en imagen natural. El mismo estudio llevado a cabo sobre laimagen portal se realiza sobre el ruido de los sistemas de imagen portal, y los resultados
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obtenidos se comparan con los correspondientes a un ruido blanco de distribución gausiana.Posteriormente se prueban diversos métodos de reducción de ruido sobre imágenes portales.Los resultados obtenidos con estos métodos se analizan sobre la base de las característicasestadísticas previamente estudiadas.
De entre los métodos de reducción de ruido, los que operan en el dominio wavelet sonla base del estudio presentado en esta Tesis. Además, dos métodos como el filtro de Wienery el filtro de medias no locales NLM, que operan en el dominio de la imagen, sirven comoreferencia con la que comparar a los filtros wavelet.
Otros temas que son objeto de estudio en la presente Tesis son la resolución espacial,el procesamiento wavelet y el procesamiento de la imagen en la dosimetría con películaen radioterapia. Así, se estudia la resolución espacial de los sistemas de imagen portal; sepresenta un nuevo método para la determinación de la resolución espacial de los equipos deimagen de radiología digital; se estudia el cálculo del espectro de potencia en el dominio wa-velet; se investiga la reducción de la incertidumbre en la dosimetría con película radiocrómica;se presenta un método para la dosimetría de los campos pequeños con película radiocrómica;se determina la resolución de señal óptima, en función del nivel de ruido, en el proceso dedigitalización de películas y se establece el rango de densidades ópticas útil en función dela incertidumbre en un sistema densitométrico basado en un escáner de sobremesa.
El estudio de la distribución estadística de la imagen portal, y del ruido de lossistemas de imagen portal se realiza sobre conjuntos de imágenes obtenidas con dos sistemasbasados en tecnologías diferentes. Las imágenes portales anatómicas empleadas son imágenesutilizadas para el tratamiento de los pacientes, mientras que las imágenes de ruido se obtienena partir de imágenes de un maniquí de espesor uniforme de metracrilato. Los sistemas deimagen utilizados son el aS500 (Varian Medical Systems) y el iView (Elekta), integrados enlos aceleradores lineales Clinac 2100 DHX (Varian) y Precise (Elekta) respectivamente.
De la estadística de imagen y ruido se estudian los espectros de potencias, la depen-dencia entre imagen y ruido, y las distribuciones marginales, conjuntas y condicionadas entrecoeficientes wavelet.
Los métodos para analizar la estadística de los conjuntos de imagen, los métodos dereducción de ruido y los utilizados para la evaluación de los resultados se implementaron enMATLAB (Mathworks Inc.). También se utilizó MATLAB para la generación de las imágenessintéticas usadas en el estudio de la resolución espacial, para la implementación de losalgoritmos para el cálculo de la función de transferencia de modulación, para el estudio delespectro en el dominio wavelet y para la lectura y procesamiento de la película radiocrómica.
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Para la dosimetría de los campos de radiación se utilizaron cámaras de ionización tipoPinPoint y Semiflex (PTW Freiburg) y película radiocrómica EBT2 (International SpecialtyProducts). Las medidas se llevaron a cabo en maniquíes de metacrilato, y las películas sedigitalizaron en un escáner de sobremesa ScanMaker 9800XL (Microtek). Para la verificaciónde la medida de los perfiles de dosis de los campos pequeños se realizó una simulación MonteCarlo. El código utilizado fue PENELOPE (Penetration and ENErgy LOss of Positrons andElectrons).
Se encuentra que el ruido de los sistemas de imagen portal tiene una distribuciónestadística de tipo gausiano, y que su espectro es aproximadamente plano en el caso de unode los detectores estudiado. Además, el valor medio del ruido no depende del valor de la señal,mientras que la varianza del ruido es aproximadamente proporcional al valor de la misma.La distribución estadística del ruido en el dominio wavelet es gausiana y no se observanlas dependencias estadísticas entre los coeficientes wavelet observadas en las imágenesdel entorno humano. En este sentido, las funciones densidad de probabilidad conjuntas ycondicionadas intra-banda e inter-banda son similares a las obtenidas para el ruido blanco ygausiano.
De los dos sistemas de imagen analizados, el más avanzado tecnológicamente (detectorde silicio amorfo) obtiene una relación señal-ruido mayor que el detector CCD, para todaslas frecuencias del espectro donde es posible la comparación.
El espectro promedio de un conjunto de imágenes portales tiene una dependencia conla frecuencia espacial f según f−α , con α ' 3,7. Este comportamiento dista del encontradopara las imágenes del entorno humano, en el que la dependencia era del tipo f−2. Estosupone que, para las imágenes portales, la distribución equitativa de la potencia entre lasdécadas del espectro no se cumple. Por tanto, la pérdida de contraste en las estructuras aldisminuir su tamaño es muy importante. Las funciones densidad de probabilidad marginales,para los coeficientes wavelet de las imágenes portales, se asemejan a las obtenidas paralas imágenes del entorno humano. Además, las relaciones estadísticas entre los coeficienteswavelet, en una misma banda o en diferentes bandas, también son similares a las encontradasen las imágenes del entorno humano.
En cuanto a la reducción de ruido, todos los métodos wavelet analizados obtienenresultados sensiblemente mejores que el filtro de Wiener adaptativo. El filtro de medias nolocales NLM, que opera en el dominio de la imagen, obtiene resultados de reducción deruido comparables a los mejores resultados obtenidos con los filtros que operan en el dominiowavelet.
De entre los filtros que operan en el dominio wavelet, el método bayesiano BLS-GSM
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obtiene los mejores valores de PSNR en la mayoría de los casos estudiados. Muy cerca deél se sitúan los filtros de umbralización no diezmada y el filtro SURE, de minimización delestimador insesgado de riesgo de Stein. Los tiempos de cálculo, fundamentales en radioterapia,varían considerablemente entre los algoritmos estudiados. En el caso del algoritmo NLM, lostiempos superan el minuto en la mayoría de las ocasiones. Para el BLS-GSM los tiempososcilan entre los 10s y los 20s. Para el resto de algoritmos wavelet el tiempo de cálculoestá condicionado por el tipo de transformación que utilizan, diezmada o no diezmada. Así, elalgoritmo de umbralización diezmada emplea unas pocas décimas de segundo, mientras queel algoritmo de umbralización no diezmada emplea unos tiempos aproximadamente 10 vecesmayores. Por último, el algoritmo de minimización del SURE, que emplea transformacionesdiezmadas, realiza los cálculos en menos de 1s.
En resumen, se demuestra la eficiencia del procesamiento wavelet en la mejora dela calidad de la imagen portal, en un aspecto particular como es la reducción de ruido.Atendiendo a la calidad de la imagen restaurada y a los tiempos empleados por los algoritmos,los métodos que operan en el dominio wavelet mejoran los resultados de los métodos queoperan en el dominio de la imagen.
Otros temas tratados en esta Tesis, estrechamente relacionados con el objetivo principalde la misma, son:
Un método para la determinación de la función de transferencia de modulación enequipos de radiodiagnóstico. A partir de las imágenes de un patrón de barras en estrella,se desarrolla un algoritmo de agrupación, promediado y sobremuestreo angular-radial.El resultado del algoritmo es un conjunto de funciones de barrido circular, a partirde las cuáles es posible determinar la MTF del sistema de imagen. Los resultadosobtenidos se comparan con los del método de referencia, recomendado por la CEI, y secomprueba su mayor inmunidad al ruido.
Un estudio sobre la determinación del espectro de una imagen en el dominio wavelet,relacionando los errores en el espectro calculado con el soporte de las wavelet utilizadas,la simetría de las mismas, y los métodos de extensión de las bandas de la imagen. Lasdistorsiones son mínimas cuando se utilizan wavelets muy simétricas, de pequeño soportey elevado número de momentos nulos (tipo sym8 o sym16) y se realizan extensionessimétricas. También los espectros se calculan con mayor exactitud cuando se excluye delcálculo del espectro la parte extendida de cada banda de la descomposición wavelet.
Un método para realizar dosimetría con película radiocrómica y digitalizador. El métodoconsigue reducir sensiblemente uno de los problemas más importantes en este tipo dedosimetría: la inhomogeneidad espacial de la respuesta de película y digitalizador. La
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desviación estándar de la medida se reduce de un 4,4 % a un 0,7 %. El método dosimétricoanterior se adapta para poderse emplear en la dosimetría de campos pequeños. Deesta manera se determina la dosis en el eje central, los perfiles transversales de dosisy las distribuciones 2D para campos de hasta 0,5× 0,5cm2 de tamaño. Los resultadosdel método se validan con medidas realizadas con cámara de ionización en campos detamaño mayor. Para validar la medida de los perfiles transversales de dosis se realizansimulaciones por el método de Monte Carlo.
Una investigación sobre la precisión de la dosimetría con película y digitalizador,utilizada en el estudio de la resolución de los sistemas de imagen portal. Dos sonlos resultados que se encuentran. En primer lugar, la determinación de la resoluciónde señal óptima del digitalizador en función del ruido analógico. Se encuentra que,cualquier resolución para la que el cociente σan/∆, siendo ∆ el intervalo de cuantizacióny σan la desviación estándar del ruido analógico, sea menor que 0,6 hace que el ruidode cuantización sea el factor dominante en el ruido del sistema. Por otro lado, aumentardicho cociente por encima de 0,6 supone incrementar el esfuerzo de codificación,sin mejorar sensiblemente el ruido total. En segundo lugar se obtiene el rango dedensidades ópticas de un sistema digitalizador-película en el que se puede trabajarcon una incertidumbre relativa conocida. Se establece la relación matemática entre loslímites de ese rango y la cota para la incertidumbre requerida.
La eficiencia del procesamiento wavelet en la reducción de ruido en imagen portalsugiere investigar otras mejoras de la calidad de la imagen derivadas del procesamientowavelet. Restauración de la imagen portal para mejorar la percepción de los detalles, mejoradel contraste, registro con imágenes de referencia (imágenes de simulación) y reducción deruido en vídeo con imagen portal son posibles líneas de futuras investigaciones. Otras posibleslíneas futuras de investigación incluyen profundizar en el estudio del ruido, de la resoluciónespacial de los sistemas de imagen médica y de la dosimetría de los campos pequeños deradiación.
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Summary
Portal images are used in radiotherapy for the verification of patient positioning. Thedistinguishing feature of this image type lies in its formation process: the same beam used forpatient treatment is used for image formation. This feature makes the portal image a veryimportant tool in the current and future radiation therapy, especially in applications such asgating or tracking, key in the real time monitoring of radiotherapy treatments.
The high energy of the photons used in radiotherapy strongly limits the quality of portalimages. The interaction probabilities of a photon by means of Compton process, radiation-matter interaction prevalent in radiotherapy, with soft tissue and bone are not as differentas they are for the photoelectric effect (predominant in radio-diagnostic). This results in avery low contrast between biological tissues. In addition, high energy photons limit the imageresolution and detection efficiency of imaging devices. This last effect gives rise to a lowsignal to noise ratio.
The low quality of portal images, due to the use of high-energy photon beams, andtheir usefulness in radiotherapy treatments, justify the efforts aimed to improve it. This Thesisstudies the enhancement of these images, in particular denoising of portal images.
Processing natural images in the wavelet domain has achieved great results. Imagecompression, noise reduction and image registration are examples of applications that havedemonstrated the usefulness of wavelets in image processing. This great performance isexplained taking into account the statistical characteristics of the image in the waveletdomain, particularly the shape of marginal probability distributions, and the statisticaldependencies between the wavelet coefficients. In this Thesis portal images are studied in thewavelet domain to check to what extent their statistical properties resemble those found innatural images. The same study conducted on portal images is performed on the noise of portalimaging systems, and the results are compared with those of a white gaussian noise. Later,various denoising methods are applied to noisy portal images. Then, the results obtained withthese methods are analyzed on the basis of the statistical characteristics previously studied.
Among the denoising methods studied, those operating in the wavelet domain are the
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basis of the study presented in this Thesis. In addition, two methods such as the Wiener filterand the non local means filter NLM, operating in the image domain, are used as a referenceto compare the wavelet filters.
Other topics studied in this Thesis are spatial resolution, wavelet processing and imageprocessing in film dosimetry in radiotherapy. In this regard, the spatial resolution of portalimaging systems is studied; a new method for determining the spatial resolution of the imagingequipments in digital radiology is presented; the calculation of the power spectrum in thewavelet domain is studied; reducing uncertainty in film dosimetry is investigated; a methodfor the dosimetry of small radiation fields with radiochromic film is presented; the optimalsignal resolution is determined, as a function of the noise level and the quantization step, inthe digitization process of films and the useful optical density range is set, as a function ofthe required uncertainty level, for a densitometric system.
The study of the statistical distribution of portal images, and noise from portal imagingsystems is performed on sets of images obtained with two systems based on different techno-logies. The anatomical portal images were images obtained during the treatment of patients,while noise images were obtained from images of a uniform methacrylate phantom. Theimaging systems used were aS500 (Varian Medical Systems) and iView (Elekta), integratedin a linear accelerator 2100 Clinac DHX (Varian) and in a Precise linear accelerator (Elekta)respectively.
Power spectra for portal images and noise, statistical dependencies between image andnoise as well as marginal, joint and conditional statistical distributions in the wavelet domainare the statistical characteristics studied for images and noise.
MATLAB (Mathworks Inc.) was used for analyzing the statistics of the image ensembles.It was also used for implementing the denoising methods and for the assessment of thedenoising results. MATLAB was also used for generating synthetic images used in the studyof the spatial resolution of imaging systems, for the implementation of the algorithms forcalculating the modulation transfer function, for studying the spectrum in the wavelet domainand for reading and processing the radiochromic films.
PinPoint and Semiflex (PTW Freiburg) ionization chambers and Radiochromic filmEBT2 (International Specialty Products) were used for the dosimetry of the radiation fields.The measurements were carried out on methacrylate phantoms, and the films were digitizedin a ScanMaker 9800XL (Microtek) flatbed scanner. The transversal profiles of small fieldsmeasured with radiochromic films were verified with a Monte Carlo simulation. The MonteCarlo code used was PENELOPE (Penetration and Energy Loss of Electrons and positrons).
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It is found that noise in portal imaging systems has a statistical distribution of Gaussiantype, and its spectrum is approximately flat in the case of one of the detectors studied.Furthermore, the average noise value does not depend on the value of the signal. However, thenoise variance is roughly proportional to the value of the signal. The statistical distributionof the noise is also Gaussian in the wavelet domain and the statistical dependencies betweenwavelet coefficients observed in natural images are not observed for noise. In this regard, thejoint and conditional probability density functions, intra-band and inter-band, are similar tothose obtained for white Gaussian noise.
When comparing the two imaging systems analyzed, the most advanced technologically(aS500 with an amorphous silicon detector) obtains a signal-to-noise ratio greater than theCCD detector for all spectrum frequencies where comparison is possible.
The averaged spectrum for the ensemble of portal images has a dependence on thespatial frequency f as f−α , with α ' 3,7. This behavior is far from that found for naturalimages, in which the spectrum has a dependence as f−2. This means that, for portal images,the energy is not equally distributed between the decades of the spectrum. Therefore, the lossof contrast in the structures as their size reduces is very important. On the other hand, themarginal probability density functions, for wavelet coefficients of portal images, resemble thoseobtained for natural images. In addition, the statistical relationships between the waveletcoefficients are also similar to those found in natural images.
Regarding noise reduction, all the analyzed wavelet methods obtain significantly betterresults than the adaptive Wiener filter. The non local mean filter NLM, which operates in thedomain of the image, obtained denoising results comparable to the best results obtained withfilters that operate in the wavelet domain.
Among the filters that operate in the wavelet domain, the Bayesian method BLS-GSMobtains the best PSNR values in most of the cases studied. Very close to it we found filtersas the undecimated thresholding and the SURE filter. Calculation time, fundamental inradiotherapy, vary considerably between the algorithms studied. For the NLM algorithm thecalculation time exceeds 1 min in most cases. Calculation time for BLS-GSM ranges from10s to 20s. For the rest of the wavelet algorithms the calculation time is determined by thetype of transformation used, decimated or undecimated. Thus, the decimated thresholdingalgorithm employs a few tenths of a second, while the undecimated thresholding algorithmemploys a few seconds. Finally, the SURE minimization algorithm, which uses decimatedtransformations, performs computations in less than 1s.
In summary, wavelet processing demonstrates to be efficient in improving the qualityof portal images by means of denoising. Considering the quality of the restored image and
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the calculation time, methods operating in the wavelet domain outperform the results of themethods that operate in the image domain.
Other topics covered in this Thesis, closely related to the main purpose of it, are:
A method for determining the modulation transfer function in diagnostic imaging equip-ment. From the image of a star bar pattern an oversampling, bining and averagingalgorithm is developed. The outcome of the algorithm is a set of circular scanningfunctions, from which it is possible to determine the MTF of the imaging system. Theresults obtained following the presented method are compared with the reference method,recommended by the IEC, and show a better immunity against noise.
A study on the determination of the spectrum of an image in the wavelet domain. Thestudy links the errors in the calculated spectrum with the support of the waveletsused, their symmetry, and the methods followed for the extension of the image bands.The distortions are minimal for very symmetrical wavelets of small support and highnumber of vanishing moments (as sym8 or sym16). Also, the spectra are more accuratelycalculated when symmetrical band extensions are carried out, and the extended partsof the image bands are excluded from the calculations.
A method for radiochromic film dosimetry. The method significantly reduces one of themost important problems in this dosimetry: the spatial inhomogeneity of the film anddigitizer response. The standard deviation of the measurements is reduced from 4,4 %to 0,7 %. This dosimetric method is then adapted to be used in the dosimetry of smallradiation fields. The dose is determined in the central axis, along the transversal profilesand in 2D dose distributions for field sizes down to 0,5 × 0,5cm2. The central axismeasurements were validated with central axis measurements using ionization chambersin larger fields. The dose measurements along the transverse profiles were validatedwith Monte Carlo simulations.
An investigation on the accuracy of film dosimetry using a digitizer, later used in thestudy of the resolution of portal imaging systems. Two main results are found. First, theoptimal signal resolution of the digitizer for a given analog noise: It is found that, if thequotient σan/∆, where ∆ is the quantization step and σan is the standard deviation ofnoise, is less than 0,6 then the quantization noise dominantes the system noise. On theother hand, if this ratio increases above 0,6 no sensitive improvement of the total noiseis achieved. Second, the optical density range of a film-digitizer system, for a givenuncertainty, is mathematically expressed as a funcion of the uncertainty.
The efficiency of wavelet processing in portal imaging denoising suggests to investigate other
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improvements in image quality, derived from processing the image in the wavelet domain.Portal imaging restoration, aimed to improve the perception of the image detail, portal imagingregistration with reference images (simulation images) and denoising in video with portalimaging are possible lines of future research. Further studying noise, spatial resolutionof medical imaging systems and dosimetry of small radiation fields are other open issuessuggesting future lines of research.
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1 Introducción
El principal objeto de investigación de esta Tesis es la imagen portal, una modalidadde imagen muy empleada en radioterapia. La imagen portal se obtiene al captar en undetector la radiación que ha atravesado al paciente, y que ha sido atenuada por las diferentesestructuras anatómicas que ha encontrado a su paso. En esta introducción se presenta estetipo de imagen y el entorno en el que se utiliza. Así, se describe someramente la modalidadterapéutica en la que se emplea: la radioterapia. Además se muestran algunas característicasde la imagen portal que se derivan de su proceso de formación y de las tecnologías empleadasen su adquisición. El objetivo de esta Tesis es doble, por un lado se trata de describirlas características estadísticas de la imagen portal y por otro evaluar diversos métodos dereducción de ruido cuando se aplican a este tipo de imagen. El esfuerzo se justifica en labúsqueda de métodos que permitan reducir la dosis de radiación empleada en su producción,mejorar la relación calidad de imagen frente a dosis de radiación y en aumentar la relaciónseñal-ruido en video con imagen portal.
1.1. La radioterapia.
La radioterapia es la utilización de radiaciones ionizantes con una finalidad terapéutica.Se emplea fundamentalmente en tratamientos oncológicos, en los que se aplica aproximada-mente a un 60 % de estos pacientes. En los tratamientos oncológicos la radioterapia se sueleutilizar en combinación con otras modalidades de tratamiento como la cirugía o la quimiotera-pia. La radioterapia tiene también varias aplicaciones no oncológicas como, por ejemplo, lostratamientos de neuralgia del trigémino, oftalmopatía de Graves-Basedow, malformacionesarterio-venosas (MAV) y queloides.
Para administrar la radioterapia se utilizan principalmente haces de fotones de altaenergía, como rayos X o rayos gamma, y haces de electrones. También se emplean protones,neutrones y núcleos ligeros, pero su utilización está menos extendida en la actualidad.
La radioterapia debe ser una terapia local y regional (se debe administrar al menor
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volumen de tratamiento posible). La radiación ionizante daña el ADN de las células. Eldaño puede producirse directamente por la interacción de la radiación con la molécula oindirectamente (la forma más común) como consecuencia de la formación de radicales librestras la ionización de la molécula de agua. El resultado es la pérdida de la capacidad quetienen las células para crecer y multiplicarse. La efectividad de la radioterapia se debe a quelas células cancerígenas son más sensibles a las radiaciones ionizantes que las células sanas,que se multiplican más lentamente. Las células sanas, dentro del volumen de tratamiento,también se dañan, pero su poder de recuperación es mayor que el de las células enfermas.
La eficacia de la radioterapia se consigue administrando la dosis adecuada a lascélulas enfermas, y produciendo el mínimo daño posible a las células sanas; es lo que sedenomina “índice terapéutico”. El tratamiento oncológico con radioterapia pretende el controltumoral mediante la destrucción de suficiente número de células tumorales para detener suproliferación. El control tumoral debe hacerse salvaguardando los tejidos y órganos sanos.Para ello es necesario utilizar estrategias que concentren la dosis de radiación en el volumenblanco (objetivo del tratamiento) y preserven los órganos de riesgo de forma que la dosis enellos quede por debajo de las dosis de tolerancia.
En función de algunas características de la enfermedad, como el tipo de células(histología), los tejidos a los que afecta, el tamaño del volumen tumoral macroscópico ysu extensión a otros tejidos u órganos, se elige la técnica radioterápica adecuada para eltratamiento. Estas técnicas de tratamiento han evolucionado, y continúan haciéndolo, graciasal desarrollo tecnológico que proporciona equipos de terapia más versátiles, sistemas decálculo de dosis más potentes, mejores sistemas de imagen y herramientas de verificación delos tratamientos más exactas.
En España, se estima que los tratamientos de cáncer de colon y recto, pulmón, mama,vejiga y próstata representan el 54.4 % de la incidencia anual de cáncer (dato extraído de Lasituación del cáncer en España. Centro Nacional de Epidemiología del Instituto de SaludCarlos III. Ministerio de Sanidad y Consumo). La gran mayoría de estos casos se tratanen aceleradores lineales con haces extensos de más de 16 cm2 y menos de 1600 cm2 desección transversal (medidas de sección transversal a 1 m de la fuente radiactiva). La técnicaparticular seguida varía según las posibilidades técnicas del centro, siendo la más habitualla radioterapia Conformada con colimadores multiláminas.
En los últimos años se está asistiendo a la implantación de los tratamientos con hacesde intensidad modulada, que suponen un paso adelante en cuanto a la capacidad de escaladode dosis, pero a su vez requieren un esfuerzo extra en la planificación y verificación de lostratamientos. Los avances tecnológicos en el campo de la radioterapia están haciendo posibles
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técnicas que permiten aumentar la dosis de radiación en los tejidos blanco y mantener ladosis dentro de la tolerancia en los órganos de riesgo.
Cada vez son más los equipos dedicados y los aceleradores lineales instalados capacesde suministrar tratamientos con modulación de intensidad. Junto a la mejora y evolución de losequipos de terapia, las modalidades de imagen han experimentado un extraordinario desarrollo.Su avance está permitiendo incorporar nuevas estrategias de verificación y adaptación de lostratamientos radioterápicos, como es el caso de la radioterapia guiada por imagen. Tambiénasistimos a la evolución de los sistemas de cálculo de dosis capaces de determinar de unmodo más fiable las dosis suministradas por estos tratamientos complejos.
1.1.1. Aceleradores de electrones.
Los equipos más extendidos para la administración de la radioterapia externa sonlos aceleradores de electrones. En ellos, los haces de fotones de alta energía se producencomo radiación de frenado al impactar un haz de electrones en un blanco de tungsteno. Loscomponentes principales implicados en este proceso se presentan en la figura 1.1.
Figura 1.1: Principales elementos involucrados en el proceso de producción de un haz defotones de alta energía en un acelerador lineal de electrones de uso clínico.
Los electrones se producen en un filamento denominado cañon de electrones y seaceleran en una cavidad aceleradora. La energía se transfiere a los electrones medianteradiofrecuencia que se produce en un generador de radiofrecuencia que, dependiendo dela tecnología empleada puede ser un magnetrón o un klystron y se transporta a la cavidadaceleradora mediante una guía de ondas. Los electrones acelerados colisionan con un blancode alta densidad y liberan la energía en forma de radiación electromagnética creando unhaz de fotones con simetría radial pero muy inhomogéneo. Para mejorar su homogeneidad se
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interpone al haz un filtro de aluminio cónico cuyo eje se alinea con el eje central del haz(filtro aplanador).
Una vez aplanado el haz de fotones producido se colima de manera que su perfiltransversal adquiera una forma adecuada para el tratamiento. El sistema de colimación (figura1.2) está diseñado de manera que se puede configurar para que la sección transversal delhaz adquiera la forma deseada y se adapte a la proyección del volumen a irradiar (figura1.3). Los colimadores utilizados son de alta densidad másica (tungsteno y plomo), y tienen ungran espesor (en torno a los 10 cm). Esto es así para asegurar la atenuación de la radiaciónaltamente penetrante a valores en torno a un 1 % fuera del campo de tratamiento.
Figura 1.2: Colimador multi-láminas.
Para producir haces con distintas direcciones de incidencia, la estructura se montasobre un brazo giratorio. Para aumentar los grados de libertad, la mesa sobre la que seposiciona al paciente permite movimientos en tres direcciones espaciales y giro en torno auno o varios ejes.
1.1.2. Dos fases de la radioterapia: simulación y planificación.
El proceso del tratamiento radioterápico es complejo e involucra a varios profesionalesde distintas especialidades. De las varias etapas a realizar antes de proceder al tratamientode un paciente es necesario mencionar dos por haber experimentado un desarrollo notableen los últimos tiempos de la mano de la tecnología: la simulación y la planificación. Para lasimulación es habitual emplear un estudio de tomografía de rayos X o estudio CT que consisteen una serie de imágenes transversales de la anatomía (figura 1.4). A partir de estas imágenes
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Figura 1.3: Proceso de conformación del haz de radiación mediante el colimador multiláminas.
transversales se construye un modelo 3D del paciente (figura 1.5a). El modelo consiste enuna matriz en la que cada elemento contiene información sobre la densidad electrónica delvolumen del paciente y los dispositivos accesorios empleados en su inmovilización.
Sobre el modelo 3D el médico delinea los órganos de interés, tanto el volumen que seráblanco del tratamiento como los órganos de riesgo (figura 1.5b). Para facilitar la delimitaciónde estructuras y hacerla más precisa, en ocasiones se usan otras modalidades de imagen quecomplementan a las imágenes de CT. Importantes ejemplos son las imágenes de resonanciamagnética (MRI), imágenes de tomografía por emisión de positrones (PET) o imágenes deultrasonidos (US). La utilización de estos estudio de imagen permite combinar la exactitudgeométrica de la imagen CT con información molecular o funcional que hace posible localizaren la anatomía los procesos metabólicos. El registro 1 de los distintos estudios se realiza enlínea (utilizando equipos que integran varias modalidades de imagen en una sola máquinacomo el PET-CT) o fuera de línea (mediante algoritmos de registro que operan sobre estudiosrealizados en distintas máquinas).
1 El registro de la imagen es el proceso de transformación de diferentes conjuntos de datos a un mismo sistemade coordenadas
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Figura 1.4: Estudio CT.
Por otro lado, cada vez son más frecuentes los estudios dinámicos que, mediante laadquisición simultánea de una señal biológica permiten identificar las imágenes adquiridascon el estado de un ciclo biológico como el cardíaco o el respiratorio. En una fase posteriorpuede reproducirse una secuencia temporal de las imágenes. Este tipo de estudios permiteconocer el movimiento de los órganos, y su importancia en radioterapia radica en que permiteestablecer el tamaño de los campos de radiación para incluir el volumen de tratamiento encualquiera de las fases del ciclo. Además, estos estudios facilitan la sincronización, duranteel tratamiento, de la activación del haz con la posición espacial del blanco (es la técnicaconocida como gating).
En la planificación se establece la estrategia para el tratamiento, los haces a usary su configuración (dimensiones, dirección de incidencia, energía, colimación, elementosmodificadores, etc.) (figura 1.6a). A continuación se lleva a cabo el cálculo de la dosis de
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(a) Modelo 3D (b) Dibujo de estructuras
Figura 1.5: Proceso de simulación basada en CT en radioterapia.
radiación (figura 1.6b). De la distribución espacial de la dosis en los distintos órganos sedecide si el tratamiento planificado es viable.
(a) Planificación (b) Cálculo de dosis
Figura 1.6: Proceso de planificación 3D en radioterapia.
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1.1.3. Verificación del tratamiento radioterápico. Papel de la imagen portal.
Una de las verificaciones a realizar antes de comenzar el tratamiento consiste enasegurar que la posición del paciente coincide con la posición que tenía durante la simulación.El sistema proporciona una imagen de la sección transversal del haz tras atravesar al paciente(similar a una radiografía) conocida como imagen portal [Ant02] [Her01], y la verificaciónconsiste en la comparación de esta imagen con la que corresponde a ese haz en la etapa desimulación, conocida como radiografía digital reconstruída o RDR (figura 1.7).
Figura 1.7: Verificación del posicionamiento del paciente durante la puesta en tratamiento. Ala izquierda imagen portal obtenida en condiciones de tratamiento. A la derecha imagen desimulación o RDR.
A la vista de ambas imágenes, se comprueba que la posición relativa del campo detratamiento respecto a las estructuras anatómicas es la misma en el tratamiento que en lasimulación. La verificación suele hacerse visualmente o mediante registro automático de lasimágenes. La tendencia de la radioterapia ha sido incorporar mejoras tecnológicas a lostratamientos, en particular avances en técnicas de imagen para una mejor determinación deestructuras anatómicas y una mayor precisión en la administración de la dosis de radiación.Para garantizar la precisión en la administración de la dosis la imagen portal juega unpapel fundamental. Modificando la colocación del paciente hasta hacer coincidir las imágenesobtenidas en tratamiento con las de simulación se puede garantizar que el tratamiento obtendrálos resultados deseados, en términos de distribución espacial de la dosis de radiación.
Las tecnologías relacionadas con la imagen portal han experimentado un gran desarrollo.Nuevos sensores permiten obtener imagen con una dosis menor de radiación, aumentando elcontraste y la resolución espacial. Al mismo tiempo se han desarrollado brazos robotizadospara soporte de los sensores que permiten obtener imágenes en menos tiempo y con una
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mejor localización espacial. Por último, mejoras en el software permiten el análisis automáticode las imágenes obtenidas, su registro con las imágenes de simulación y un almacenamientoy gestión más eficiente.
La radioterapia ha evolucionado hacia lo que hoy se llama radioterapia guiada por laimagen. En el proceso, la frecuencia de uso de las imágenes portales se ha incrementadonotablemente. Originalmente la imagen portal se realizaba con películas radiográficas y eracomún la realización de una o dos imágenes para todo un tratamiento, que se llevaba acaboa lo largo de varias semanas. Más adelante, la aparición de los sistemas de imagen portalelectrónicos integrados en la unidad de tratamiento permitió una forma de trabajo más rápida,que permitía un aumento del número de comprobaciones con imagen portal, y por tanto unaumento de la frecuencia de su uso. En este entorno, eran comunes las verificaciones con unafrecuencia semanal o quincenal. Posteriormente, con la mejora de la calidad de la imagen porel uso de nuevos detectores y la incorporación de sistemas informáticos de almacenamiento ygestión de la información en radioterapia la frecuencia del uso de las imágenes portales haseguido aumentando.
Paralelamente a la imagen portal, en los últimos años se han desarrollado variossistemas de posicionamiento basados en tecnologías de imagen diferentes de la portal yque emplean, por ejemplo, ultrasonidos o radiofrecuencia. Cabe destacar el creciente usode sistemas similares a los empleados en radio-diagnóstico. En estos equipos la fuente deradiación está en un tubo de rayos X, y el detector es un panel plano de silicio amorfo. Estetipo de sistemas mejora notablemente la calidad de imagen respecto a la imagen portal, ycuentan con la ventaja de ser sistemas on-board, que pueden utilizarse en cualquier momentodel tratamiento.
La ventaja de la imagen portal sobre cualquier otro sistema de los empleados en elposicionamiento inicial y su monitorización durante el tratamiento es que el mismo haz con elque se trata al paciente se utiliza para la formación de la imagen. De esta manera podemosvisualizar la anatomía irradiada directamente, y esta cualidad es particularmente interesantecuando se trata de vídeo con imagen portal [Bry14]. Las aplicaciones del vídeo con imagenportal van desde el gating o sincronización del disparo del acelerador con el ciclo respiratorioal tracking o seguimiento del blanco con aceleradores montados sobre brazos robóticos. Enel caso de vídeo con imagen portal, el procesamiento para la reducción de ruido tiene uninterés especial, dado la reducción del número de partículas de radiación empleadas parala producción de la imagen y el consecuente empeoramiento de la relación señal-ruido dela misma. El número de imágenes por segundo, junto a las limitaciones de la tasa de dosisque las unidades pueden producir, representan la principal fuente en la reducción de dichaseñal-ruido en el vídeo con imagen portal.
9
1 Introducción
Hay un gran número de trabajos que tratan sobre la imagen protal. Boyer [Boy92]proporciona una revisión general de la física de la imagen de megavoltaje, junto a unadescripción detallada de los principios operacionales de la mayoría de los dispositivos deimagen portal desarrollados hasta la fecha de su publicación (1992). Roehrig and Cheng[Roe93] describen aspectos de interés en imagen portal, tales como la detección de los rayosX, el contraste, la relación señal-ruido, la eficiencia cuántica de detección y la resoluciónespacial, antes de proporcionar una descripción breve de las distintas aproximaciones a laimagen portal. Webb [Web93] proporciona una descripción detallada y un análisis de una granvariedad de las tecnologías electrónicas y no electrónicas empleadas en imagen portal. Shalev[Sha95] compara algunas de estas tecnologías, y Munro [Mun95] revisa la historia de laimagen portal, antes de concentrarse en las dos tecnologías disponibles en los sistemas EPIDcomerciales en el momento de la publicación de su trabajo. También Munro [Mun99] presentauna revisión muy detallada de varias técnicas de registro de imagen para identificar erroresgeométricos en el posicionamiento de los pacientes. Herman [Her01] presenta un estudio muycompleto con información sobre la física, y las características de las dos tecnologías másutilizadas en imagen portal. Además, proporciona información sobre los procedimientos, lasherramientas de software, los protocolos clínicos y los programas de garantía de calidad. Porúltimo, el trabajo de Antonuk [Ant02] puede considerarse como la recopilación más completarealizada sobre la imagen portal.
1.2. Características de la imagen portal.
1.2.1. Formación de la imagen portal.
La obtención de una imagen de calidad suficiente en radioterapia usando el propiohaz de radiación ha supuesto siempre un importante reto tecnológico. La radiación empleadaen radioterapia (fotones de alta energía con energías en el rango de los MeV) tiene unagran capacidad de penetración en la materia, lo que dificulta la interacción en el detector,necesaria para la formación de imagen. Esto produce que los detectores empleados tenganuna pobre eficiencia de detección. Por otro lado, las partículas secundarias creadas en eldetector tras la interacción de un fotón poseen una gran energía lo, que les dota de un ciertorango de movimiento dentro del propio detector, dando lugar a un empobrecimiento de laresolución espacial.
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1.2.2. Tecnologías empleadas en imagen portal.
En los comienzos de la radioterapia, y durante un largo periodo, la imagen portal hausado como soporte la película radiográfica. La posibilidad de tomar una imagen, usando elhaz de tratamiento de la misma forma que se usa el haz diagnóstico, de modo que se obtengauna imagen de cada “puerto” o configuración del haz, ha contribuido decisivamente al avancede la radioterapia. El uso de la película radiográfica como soporte de la imagen portal implicael procesamiento habitual para este tipo de películas: exposición a la radiación y revelado dela película. La necesidad de revelado supone un tiempo de espera desde que se irradia lapelícula hasta que se puede utilizar la imagen para evaluar el posicionamiento del paciente.
La llegada de los sistemas electrónicos de imagen portal (EPID), integrados en elsistema informático de la unidad de tratamiento, ha permitido realizar la verificación basadaen la imagen de una manera más eficiente. La imagen adquirida es accesible inmediatamente,y la comparación con la imagen de referencia puede hacerse en la misma estación de trabajo.Además, las imágenes pueden almacenarse en la base de datos de pacientes y consultarse fuerade línea, aumentando la potencia del sistema de registro y verificación de los tratamientos.
Los sistemas EPID constan de un detector de imagen integrado en la unidad (medianteun brazo que se acopla manual o automáticamente al acelerador), electrónica de acondi-cionamiento y consola de visualización. De estos elementos, el sistema detector es el quecondiciona en mayor medida la calidad de la imagen, aunque el conjunto de aplicaciones desoftware para el procesado de la imagen tiene una incidencia importante en dicha calidad.
De entre los sistema de imagen desarrollados para su uso en radioterapia destacandos por su gran implantación y por haber dominado el mercado en distintas etapas de laradioterapia: los sistemas CCD y los de silicio amorfo.
Durante los primeros años de la implantación de los sistemas EPID los detectoresde imagen más utilizados estaban basados en un detector CCD montado en una cámara detelevisión y que captaba la imagen de una pantalla de fósforo expuesta al haz de radiaciónque atravesaba al paciente. El sistema óptico de un detector de este tipo está formado porla pantalla de fósforo, un espejo y la cámara de televisión. Esta tecnología ha dominado elmercado hasta la última década, en la que está siendo reemplazada por los detectores depanel plano de silicio amorfo.
La tecnología de silicio amorfo se ha desarrollado principalmente en el campo de laradiología diagnóstica, donde ha jugado un papel fundamental en la digitalización de losServicios Médicos de Radiodiagnóstico. La calidad de imagen que se obtiene con detectores
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planos de silicio amorfo es superior a la que se obtiene con los detectores basados en CCD.La eficiencia de detección es mayor, y la relación señal-ruido también es mejor. En la figura1.8 se muestran ejemplos de imágenes portales obtenidas con ambos sistemas.
(a) Silicio amorfo (b) CCD
(c) Silicio amorfo (d) CCD
Figura 1.8: Imágenes portales correspondientes a la zona pélvica obtenidas con las dos tec-nologías analizadas en esta Tesis. Las imágenes de la izquierda han sido adquiridas con unsistema de silicio amorfo, y las de la derecha con un sistema CCD.
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1.2.3. Limitaciones de la imagen portal.
La calidad de la imagen portal está limitada por el bajo contraste y la baja resoluciónespacial que se derivan del uso de fuentes de radiación de alta energía. El factor que limitael contraste en imagen portal es el tipo de interacciones radiación-materia dominante alas energías empleadas en radioterapia. A dichas energías la atenuación de rayos X estándominada por el efecto Compton, y la probabilidad de interacciones Compton es altamentedependiente de la densidad electrónica del material (a diferencia del efecto fotoeléctrico, quemuestra una fuerte dependencia con el número atómico). Dado que las estructuras anatómicasen general proporcionan pequeñas variaciones en la densidad electrónica, el contraste a lasenergías de terapia es mucho menor que a las energías de diagnóstico [Her01]. En diagnósticose alcanzan importantes contrastes entre tejido blando y hueso por la presencia de Calcio(número atómico Z=20) en estos últimos.
En la figura 1.9 se muestra un experimento llevado a cabo por Antonuk [Ant02], en elque sobre un medio homogéneo de agua se insertan dos volúmenes de densidad hueso y aire,y se obtiene el contraste para ambos materiales en función de la energía de la radiación.
Figura 1.9: Experimento que ilustra la caída de contraste medio-agua a las energías propiasde la radioterapia. En la curva de la izquierda se muestran los resultados para cubos de 1cm de lado (hueso) y 5 cm de lado (aire), ambos inmersos en un maniquí de 20 cm de agua.Tomado de Antonuk [Ant02]
La curva de la figura muestra los cálculos de atenuación en las dos situaciones mostradasen el esquema de su derecha: un trozo de hueso de 1 cm de espesor y una cavidad de airede 5 cm de espesor, ambos inmersos en un tanque de agua de 20 cm de profundidad. Elalto contraste mostrado a energías en el rango diagnóstico (20-150 kV) destaca sobre elalcanzado en las energías de terapia (1-50 MV). Por esta razón, los sistemas de imagenportal deben diseñarse para aprovechar de la mejor manera posible el bajo contraste que
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proporciona el tipo de radiación empleada.
Por otro lado, la resolución espacial queda limitada por el gran tamaño de la fuente deradiación en las máquinas de terapia, de uno a varios milímetros [Mun88] (aproximadamenteun orden de magnitud mayor que en el caso de las fuentes de radiodiagnóstico) y el granalcance de las partículas generadas dentro del detector. Por esta razón, en la mayoría de lossistemas de imagen portal el pixel tiene un tamaño que oscila entre 0.3-2 mm (unas cuatroveces mayor que en el caso de diagnóstico). En la figura 1.10 se muestra un esquema de lainteracción de los fotones del haz y la generación de portadores de carga en el detector.
Figura 1.10: Esquema de la interacción del haz de radiación en el detector. Tomado de [Ant02]
El tercer factor limitante de la calidad de la imagen portal es la baja eficienciade detección. Los fotones que componen el haz de radiación en radioterapia tienen unaprobabilidad de interacción con la materia significativamente inferior a los fotones de menorenergía empleados en rayos X. Como consecuencia, la fracción del haz que genera una señaldetectable en el conversor es baja, del orden de un 2 a 4 %. Estos valores imponen una cotasuperior a la eficiencia cuántica de detección (DQE) alcanzable por los detectores empleadosen imagen portal. Por comparación, los valores máximos de DQE que se alcanzan en sistemasde imagen de diagnóstico con rayos X se mueven en el rango del 20 al 80 %.
Algunos intentos de mejorar la DQE han utilizado detectores más espesos [Wan09], ytambién se ha utilizado la amplificación de la señal a nivel de píxel para aumentar la relaciónseñal ruido [EM09].
1.2.4. Compromiso entre la calidad de la imagen y la dosis de radiación.
La calidad de la imagen está reñida con la cantidad de radiación empleada para suobtención. La formación de una imagen de transmisión del tipo de una radiografía o unaimagen portal es un proceso estadístico, de manera que si reducimos el número de fotonesutilizados para la formación de la imagen reducimos la relación señal-ruido en la misma. Para
14
1.3 Motivación, enfoque de la investigación y objetivos.
un mismo espectro energético, el número de fotones utilizado en la formación de la imagen yla dosis de radiación empleada son directamente proporcionales.
Reducir la dosis por imagen supone, en consecuencia, aumentar el ruido en la imagen.El ruido empeora la percepción de los detalles de la imagen, reduciendo su utilidad parala comparación con la imagen de simulación. La reducción de la dosis sin la merma de lacalidad de la imagen se presenta como un objetivo en la actualidad, y debe pasar por laincorporación de nuevas tecnologías en los detectores de radiación que aumenten la eficienciade detección o bien por la utilización de técnicas eficaces para la reducción de ruido en laimagen una vez obtenida.
1.3. Motivación, enfoque de la investigación y objetivos.
La motivación principal para esta Tesis reside en la importancia de la imagen portalen los tratamientos radioterápicos y la frecuencia de su uso. Ambos hechos justifican losesfuerzos encaminados a mejorar la baja calidad que caracteriza a este tipo de imagen, yque es consecuencia de su proceso de formación. Por otro lado, el incremento del uso delas imágenes portales da lugar a un aumento en la dosis de radiación debida a la imagen.La obtención de imágenes requiere la irradiación de volúmenes anatómicos mayores que losvolúmenes objeto del tratamiento. Esto es así porque es necesaria la irradiación del entornopara conseguir imágenes que contengan referencias anatómicas para realizar la comparacióncon las imágenes de simulación.
La irradiación de los tejidos sanos es perjudicial, pues puede dar lugar a la apariciónde complicaciones derivadas del tratamiento. Uno de los objetivos de la radioterapia es laminimización de la irradiación de esos tejidos sanos, pues de esta manera se minimiza laaparición de efectos nocivos como complicaciones agudas que aparecen durante el tratamientoo poco tiempo después de acabar éste, o complicaciones más diferidas en el tiempo como sonlos efectos estocásticos que pueden manifestarse con la aparición de tumores radioinducidos.Por todo lo anterior, la reducción de la dosis de radiación empleada para producir cadaimagen portal sin pérdida significativa de calidad supondrá una mejora en los tratamientosradioterápicos.
Por otro lado, la monitorización del tratamiento en tiempo real a través de la imagenportal ofrece la posibilidad de conocer en cada instante la zona irradiada, y poder evaluarla dosis real recibida por el blanco y los órganos de riesgo. Dado que cada marco de laimagen de vídeo obtenido con imagen portal utiliza muy poca dosis, el ruido es muy alto.Desarrollar métodos de reducción de ruido lo suficientemente rápidos como para emplearlos
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en aplicaciones de vídeo de imagen portal podría suponer un importante avance en estatécnica de monitorización.
El enfoque tomado en esta Tesis es la caracterización de la imagen portal y del ruido delos sistemas de imagen portal, de una forma similar a la llevada a cabo en otras modalidadesde imagen y comparar los resultados obtenidos. De esta forma, será posible aprovecharlos algoritmos desarrollados para esas modalidades de imagen, y que han mostrado unagran eficiencia en la mejora de la calidad. En este sentido, el estudio de las característicasestadísticas de la imagen natural ha dado lugar a hallazgos fundamentales, que ha permitidolos avances tecnológicos en áreas tan diversas como vídeo, compresión de la imagen y reducciónde ruido. En particular, la determinación de diferencias con respecto a las características delruido ha ayudado al desarrollo de métodos muy eficientes de reducción de ruido. En estetrabajo se marca como objetivo comprobar si son ciertos para imagen portal algunos hechosrelevantes de la imagen natural. Entre estos hechos cabe destacar la invarianza a la escalaque se expresa mediante la dependencia cuadrática inversa de la frecuencia en las curvas delespectro de potencia de la imagen, la elevada curtosis de los histogramas de coeficienteswavelet, y las dependencias estadísticas que se encuentran entre escalas y orientaciones delas componentes en la descomposición wavelet de la imagen.
La invarianza a la escala permite diseñar algoritmos que operan sobre la descomposiciónwavelet sin necesidad de adaptarse a cada nivel escalar de la descomposición. La elevadacurtosis de la distribución marginal de coeficientes facilitó el desarrollo de eficientes métodosde compresión de la imagen y de reducción de ruido mediante procedimientos de umbralización,además de la utilización de distribuciones a priori en métodos Bayesianos, como la Laplacianageneralizada [Mal98, Sim96].
Por otro lado, las dependencias mostradas entre los coeficientes wavelet de las imágeneshan demostrado que, aunque no existe correlación entre los coeficientes wavelet, sí hayuna dependencia entre parámetros estadísticos tales como la varianza condicionada de ladistribución condicional. Estas características de los coeficientes han conducido a la elecciónde distribuciones a priori como la mezcla de Gausianas escaladas [Por03], muy eficientes porel hecho de reproducirlas.
Por todo lo anterior, la presente Tesis Doctoral se estructura en dos fases.
En una primera fase se investigan las características estadísticas de la imagen portal.Este estudio comprende la determinación de características propias de los sistemas de imageny de la propia imagen portal en sí. De los sistemas de imagen empleados, se estudian lascaracterísticas estadísticas del ruido espacial y temporal a partir de un conjunto de imágenesuniformes. También se estudia la respuesta espacial de estos sistemas de imagen, en concreto
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la forma en que el haz de radiación limita la resolución espacial. Para el estudio de laestadística de la imagen portal se recopila un conjunto representativo de imágenes portales dediferentes localizaciones anatómicas y obtenidas con diferentes tipos de detectores, y a partirde ellas se determinan los espectros de potencia y las funciones densidad de probabilidadmarginales, conjuntas y condicionadas de las distribuciones de coeficientes wavelet.
En la segunda fase de esta Tesis se aplican diversos métodos de reducción de ruidoa imágenes portales que han sido contaminadas con ruido aditivo gausiano y blanco oAWGN. Los resultados obtenidos se discuten con referencia a las características estadísticasdeterminadas para imagen portal y ruido, teniendo en cuenta el fundamento teórico delos algoritmos. En esta fase se determinará qué métodos de reducción de ruido son losmás apropiados para las aplicaciones en imagen portal. La información recopilada sobre laestadística de la imagen portal deberá permitir mejorar los métodos desarrollados en su díasobre la imagen natural, cuando sean aplicados a la imagen portal. Esta información tambiéndeberá ser útil a la hora de explicar de una manera más justificada la eficiencia de estosmétodos al aplicarlos a un tipo de imagen distinto al tipo de imagen para el que han sidodiseñados.
Los métodos empleados para la reducción de ruido abarcan desde filtros lineales comoel filtro de Wiener, filtros que operan en el dominio espacial como el filtro NLM o de mediasno locales [Bua05], filtros de umbralización en el dominio wavelet [Don94], filtros de selecciónde coeficientes por correlación inter-escalas de la descomposición en wavelet de la imagen[Xu94], filtros basados en la minimización del estimador insesgado del riego de Stein (SURE ySURE-LET) [Blu07, Lui07] y filtros bayesianos de mínimos cuadrados que utilizan una mezclade gausianas escaladas como distribución de probabilidad a priori (BLS-GSM) [Por03].
Es importante señalar que, a diferencia de las imágenes naturales, para las imágenesportales no se dispone de patrones sin ruido, dado que todas la imágenes disponibles tienenun nivel de ruido no despreciable. Esto es consecuencia del uso clínico de las imágenesutilizadas en esta Tesis y el que la calidad de la imagen está reñida con la dosis de radiaciónempleada. Normalmente la dosis de radiación empleada en la adquisición de las imágenesportales se establece para conseguir una calidad de imagen suficiente. Por tanto, todos losparámetros estadísticos relativos a la imagen portal deberán inferirse teniendo en cuenta lapresencia de este ruido. Por esta razón, es necesario estudiar las características del ruido delos sistemas de imagen portal como paso previo al estudio de las características de la imagen.
Objetivos El objetivo fundamental de esta Tesis es investigar qué métodos de reducción deruido son más eficaces para la imagen portal. Posibles aplicaciones de este trabajo serían
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1. Aumentar la calidad de la imagen portal y del video con imagen portal.
2. Reducir la dosis de radiación debida a la adquisición de imágenes portales.
3. Mejorar las aplicaciones de monitorización del tratamiento en tiempo real, como elgating o el tracking que se basan en la imagen de video con imagen portal.
Otros objetivos de esta Tesis son
Describir las características estadísticas de la imagen portal y del ruido de los sistemasde imagen utilizados.
Determinar la limitación a la resolución espacial que supone emplear un haz de altaenergía en la formación de la imagen.
Describir métodos para la caracterización de la resolución espacial de un sistema deimagen, y presentar un método nuevo basado en el análisis de la imagen de maniquíudel tipo patrón de barras en estrella
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En este capítulo se presentan las bases sobre las que se asienta esta Tesis. Paraalcanzar el objetivo de mejorar la calidad de la imagen portal en presencia de ruido, en primerlugar se examinan los métodos desarrollados con ese mismo objetivo en otras modalidades deimagen.
Los métodos que operan sobre los coeficientes wavelet de las imágenes naturales son lareferencia principal para el desarrollo de esta Tesis. Para utilizar esos métodos en la imagenportal se sigue un camino similar al que ha conducido a su desarrollo en imagen natural. Así,se comienza con el estudio de la estadística de la imagen portal y del ruido de los sistemasde imagen portal. Este estudio se lleva a cabo en el dominio de la imagen, el dominio de lafrecuencia y el dominio wavelet. Su objetivo es doble: determinar diferencias entre imagen yruido y encontrar características estadísticas distintivas de la imagen que ayuden a encontrardistribuciones de probabilidad a priori que la describan de la forma más exacta posible.
En este capítulo se examina ese camino en el caso de la imagen natural, para mostrarlos resultados encontrados en este tipo de imágenes y establecer una referencia. Tambiénen este capítulo se presentan las características estadísticas del ruido blanco Gausiano. Elruido blanco Gausiano es el tipo de ruido más estudiado en imagen, dado que es el que seencuentra con una mayor frecuencia. Las características de este ruido teórico descritas eneste capítulo servirán como referencia para contrastarlas con las del ruido de los sistemas deimagen que se investigan más adelante.
Otro antecedente de gran importancia para esta Tesis son los métodos de reducción deruido desarrollados en imagen natural, y que serán la base de los métodos implementados enesta Tesis para su aplicación a la imagen portal. En este capítulo se describen someramentealgunos de los métodos que se adaptarán y se probarán en imagen portal.
Los métodos que operan en el dominio wavelet han experimentado un extraordinariodesarrollo e implantación durante los últimos años. Los resultados obtenidos desde losprimeros algoritmos de umbralización han sido superiores en muchos casos a los conseguidoscon los algoritmos tradicionales. Desde esos primeros algoritmos de umbralización, los métodos
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que utilizan wavelets han evolucionado hacia métodos bayesianos, que incorporan informaciónsobre las características estadísticas de la imagen estudiada, mejorando considerablementesu rendimiento.
Dada la importancia del dominio wavelet en los métodos de reducción de ruido, eneste capítulo se hace un breve recorrido por la teoría de la transformada wavelet y suimplementación mediante bancos de filtros. La aproximación a la transformación waveletdiscreta se hace mediante la teoría de la multirresolución, que permite representar unaimagen muestreada en un conjunto de imágenes de diferentes resoluciones definidas por unaorientación y una escala.
En el marco de la aproximación multirresolución se definen transformadas diezmadasy no-diezmadas. Ambas transformaciones son importantes en el desarrollo de métodos dereducción de ruido, y han dado origen a métodos que explotan las características particularesde cada una: la velocidad de la transformada diezmada en un caso y la redundancia de lainformación que presenta la transformada no diezmada en el otro caso.
Tras la presentación de las bases de la teoría de la descomposición wavelet de unaseñal, se describe el método de la transformación de una imagen mediante una transformaciónbidimensional separable.
Para acabar con la presentación de las wavelet, se muestran dos transformacioneswavelet particulares y ampliamente utilizadas en esta Tesis: La transformación Haar y uncaso particular de la familia de las symlet, la sym8.
Por último, en este capítulo de antecedentes se presentan brevemente dos trabajosprevios que tienen repercusión en una de las líneas de trabajo de esta Tesis, en lo querespecta al estudio de la respuesta espacial de los sistemas de imagen.
La aproximación seguida para el estudio de la respuesta espacial de los sistemas deimagen portal pasa por determinar el núcleo de deposición de energía del haz de radiación.Las partículas que componen el haz de radiación poseen una alta energía, lo que da lugar auna importante limitación en la resolución espacial que estos sistemas pueden alcanzar. Laspartículas secundarias liberadas en la interacción pueden alcanzar elementos del detectordistintos del elemento en el que se produce la interacción, produciendo señal de distintaamplitud en varios elementos de detección. Además, la fuente de radiación no es puntual,sino que es extensa y con una distribución de fluencia compleja.
Para determinar la forma en la que se distribuye la energía tras la interacción seutilizan medidas de deposición de dosis en campos con una pequeña apertura cuadrada, y
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posteriormente se deconvoluciona la dosis medida con la función de apertura. La medida dedosis en campos pequeños no es trivial, debido a dos requerimientos importantes para losdetectores de dosis de la radiación producida por haces de alta energía:
Una resolución suficientemente alta.
Una baja dependencia con el espectro de energía de la radiación y con la tasa de dosis.
En esta Tesis se desarrolla un método para realizar medidas de alta resolución espacialde los campos de radiación utilizando película radiocrómica y digitalizador de película. Elmétodo utiliza resultados de estudios realizados en una etapa anterior a esta Tesis, y que seincluyen en este capítulo como antecedentes.
El último antecedente que se presenta es un método para determinar la funciónde transferencia de modulación (MTF por sus siglas en inglés), ampliamente utilizado enradiología digital, por ser el recomendado por la CEI en su norma CEI 62220-1. Este métodose utiliza en un capítulo posterior como referencia con la que comparar un nuevo método decálculo basado en el análisis de un patrón de barras en estrella.
2.1. Reducción de ruido en imagen.
La reducción de ruido es un tema importante en el procesamiento de imagen, queha impulsado el desarrollo de numerosos métodos de restauración1. Los métodos abarcandesde filtros lineales como el filtro de Wiener, a métodos como los estadísticos ordenados(p.e. el filtro de mediana), los filtros de medias no locales [Bua05] o los filtros basados en lamorfología matemática. También se han empleado métodos Bayesianos y métodos de MonteCarlo [Gem84] para la reducción de ruido y la restauración de la imagen.
En imagen médica hay varios casos en los que los métodos de reducción de ruido sacanpartido del conocimiento de las características estadísticas de las imágenes. En el caso deimágenes radiográficas se emplean métodos basados en árboles de Markov sobre variablesocultas [Fer05], que explotan las propiedades estadísticas de dichas imágenes. Otros métodosse han ensayado sobre la imagen portal [GL09a] demostrando su eficiencia, y la importanciadel uso de información de naturaleza estadística.
Uno de los modelos de ruido más sencillos, el más estudiado, y el que mejor representa
1 La restauración de imagen es un proceso que nos permite recuperar una parte deteriorada de la imagen o quetiene algún objeto que la oculta, con el objetivo de mejorar su calidad.
21
2 Antecedentes y estado del arte
el mayor número de casos prácticos, es el de ruido aditivo Gausiano y blanco. En este modelola observación y de una imagen x se relaciona con la imagen mediante la expresión,
y = x + n (2.1)
donde n es el ruido.
El carácter Gausiano del ruido está garantizado en aquéllas aplicaciones en las queel ruido resulta de la suma de múltiples fuentes de amplitud similar y estadísticamenteindependientes. También la planitud del espectro es una aproximación plausible en numerosasaplicaciones, pues las señales de interés suelen tener una banda de frecuencia bastante máslimitadas que el ruido.
Este modelo para el ruido permite desarrollar un método sencillo para comprobar elrendimiento de un determinado método de reducción de ruido. Para ello, sobre una imagenlimpia de ruido se añade ruido blanco Gausiano, y tras aplicar ese método la imagen resultantese compara con la imagen original.
En esta Tesis se estudia la distribución estadística del ruido, su espectro y su depen-dencia estadística con la imagen, en el caso de la imagen portal. La semejanza del ruido enlos sistemas de imagen portal con el ruido aditivo blanco y Gausiano permite valorar hastaqué punto el procedimiento anterior para la evaluación de los algoritmos de reducción deruido es apropiado. La cantidad del ruido añadido se expresa en decibelios (dB) por la razónpico de señal a ruido o PSNR,
PSNR (dB) = 20 log10(Rangoσ
) , (2.2)
donde σ representa la desviación estándar del ruido, y Rango es el margen dinámico de laimagen (la diferencia entre los valores de píxel máximo y mínimo).
La eficiencia de cada algoritmo se puede evaluar mediante el aumento del PSNR porla reducción de la varianza del ruido residual, o mediante la mejora de la relación señal-ruido(ISNR) que se obtiene con cada uno de ellos,
ISNR (dB) = 20 log10( ||x − y||||x − xˆ||
) , (2.3)
donde el operador ||.|| representa la norma vectorial, x es la imagen original (antes de laadición del ruido), y es la imagen con ruido añadido y xˆ es la imagen restaurada (estimaciónde la imagen original).
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Otra forma de evaluar la eficiencia de un método de reducción de ruido es la cuantifi-cación de las diferencias entre la estimación xˆ y el valor que se pretende estimar x . El errorcuadrático medio MSE se calcula como
MSE = 1N ||x − xˆ||2 (2.4)donde N es el número de píxeles de la imagen.
La relación señal-ruido (SNR) en la imagen restaurada puede expresarse en términosdel error cuadrático medio mediante
SNR (dB) = 10log10 ||x||2||x − xˆ||2 = 10log10 ||x||2/NMSE (2.5)
Mediante el MSE también puede calcularse la nueva relación pico de señal a ruido queaparece tras aplicar un determinado método de reducción de ruido
PSNR (dB) = 10 log10 Rango2MSE (2.6)
Las medidas de rendimiento anteriores tratan a la imagen como una simple matriz denúmeros, y no reflejan exactamente la percepción humana de las imágenes, su calidad visual.
Otra medida que puede utilizarse para evaluar el rendimiento de un determinado métodode reconstrucción de la imagen es el índice de similitud estructural (SSIM por su acrónimoen inglés) definido como [Wan04]
SSIM(x,xˆ) = (2µxµxˆ + C1)(2σxxˆ + C2)(µ2x + µ2ˆx + C1)(σ2x + σ 2ˆx + C2) (2.7)donde µx es el valor medio de los píxeles en la imagen x y representa su luminanza, σx esla desviación estándar de x y representa su contraste, y σxxˆ es el coeficiente de correlaciónentre las imágenes x y xˆ y mide la similitud estructural entre ambas imágenes. Las constantesC1 y C2 son valores positivos pequeños que proporcionan estabilidad al índice y evitansingularidades en el denominador.
Por último, además de los índices PSNR y SSIM, se calculan los coeficientes decorrelación de Pearson y ρ de Spearman entre xˆ and x .
Nuestro sistema visual es más tolerante a cierta cantidad de ruido que a un contrastebajo. Además, la calidad visual es un concepto altamente subjetivo [Bar99], y es difícil deexpresar cuantitativamente. Por este motivo la evaluación de las técnicas de procesamiento
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de imagen empleadas en esta Tesis incluye la inspección visual de los resultados.
2.1.1. Métodos de reducción de ruido que no usan wavelets.
El primer método de reducción de ruido que se ensaya es un filtro de Wiener adaptativo.Este es un filtro bidimensional basado en la estimación de la desviación estándar del ruidoen el entorno de cada píxel.Para cada píxel de la imagen se calcula la media local µ y la desviación estándar en unentorno de tamaño l × l. A partir de estos valores y de una estimación de la desviaciónestándar del ruido ν, calculada como la media de las estimaciones de σ , se calcula un nuevovalor de píxel como
xˆ(i,j) = µ + σ2 − ν2σ2 (x(i,j)− µ) . (2.8)Los filtros de Wiener son óptimos para el caso en que la señal y ruido son vectores aleatoriosindependientes y Gausianos. Estas condiciones son muy diferentes de las que se dan enimagen, para las que las limitaciones de este tipo de estimadores lineales queda de manifiestoal aplicarse a funciones constantes definidas a trozos [Mal98]. Estas funciones simulan laszonas de intensidad uniforme separadas por bordes bien definidos, que caracterizan a lasimágenes portales. A pesar de esto, el filtro de Wiener ha sido usado con frecuencia comoreferencia frente a la que comparar nuevos algoritmos.Un algoritmo aplicado con excelentes resultados a la reducción de ruido en imagen naturalha sido el de medias no locales o NLM [Bua05], y se caracteriza por trabajar directamente enel dominio espacial. En este algoritmo cada pixel de la versión final de la imagen procesadase obtiene como una media de los valores de todos los píxeles cuyo entorno se asemeja a supropio entorno. El método se puede expresar mediante una fórmula cerrada [Bua05],
xˆ(i,j) = NL(y(i,j)) = 1C (i,j)
∫ e− (Ga∗|y((i,j)+(.,.))−y((k,l)+(.,.))|2)(0,0)h2 y(k,l)dk dl, (2.9)
donde (i,j) es un vector con las coordenadas espaciales de la imagen, Ga es un núcleoGausiano de desviación estándar a, h es un parámetro de filtrado, y C (i,j) es un factor denormalización.NL(y(i,j)), el valor procesado de la imagen en (i,j), es una media de los valores de todos lospíxeles cuyo entorno Gausiano es parecido al de (i,j).
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En la implementación discreta la estimación de x puede obtenerse como
xˆ(i,j) = NL(y(i,j)) =∑w(i,j,k,l)y(k,l) (2.10)
donde los pesos dependen de la similitud entre los píxeles de coordenadas (i,j) y (k,l). Paralos cálculos Buades et al [Bua05] usaron como valor del parámetro de filtrado h = 2σ , siendoσ la desviación estándar del ruido.
2.1.2. Reducción de ruido en el dominio wavelet.
Durante los últimos años los métodos de reducción de ruido que actúan en el dominiowavelet han sido objeto de numerosos estudios [Mal98, Don94, Blu07, Lui07, Sim96, Por03].Generalmente el funcionamiento de estos métodos consta de tres etapas:
1. Realizar la transformación wavelet de la imagen. En esta etapa es importante el tipoparticular de wavelet, el método de extensión seleccionado para la convolución de laimagen con los filtros de descomposición y el tipo de transformación (diezmada o nodiezmada)1.
2. Procesamiento de los coeficientes wavelet resultantes de la transformación. Durante esteprocesamiento se modifica el valor de los coeficientes intentando reducir la presenciadel ruido en el dominio transformado.
3. Transformación inversa. Durante la última etapa se aplica la transformación waveletinversa a los coeficientes procesados.
Pueden enumerarse varias razones por las que los métodos de procesamiento de la imagenen el dominio wavelet han llamado la atención de numerosos grupos de investigación y hanexperimentado su gran desarrollo en los últimos años.
La transformada wavelet tiene la propiedad de eliminar correlaciones entre los datos.Una descomposición wavelet produce una representación en la que pocos coeficientesde gran amplitud condensan la práctica totalidad de la energía de la imagen.
La teoría wavelet incorpora la multirresolución, que se adapta particularmente biena las imágenes, que contienen información de objetos a diferentes escalas. Las bases
1 Una tranformada wavelet discreta aplica una serie de filtros en cascada a una señal. En el caso de latransformada diezmada, se aplica una etapa de compresión al conjunto de coeficientes obtenidos tras cadaetapa de filtrado. Si la trasformada es no decimada, las etapas de compresión se eliminan.
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wavelet son funciones locales en espacio y escala, por lo que los coeficientes de unaimagen contienen información local, y su manipulación permite el control del efectosobre una determinada área. La localización del área viene determinada por la posición,y su extensión por la escala.
La ortogonalidad o bi-ortogonalidad de la descomposición garantiza problemas numéri-cos bien condicionados, y la variedad de filtros permite la selección de una base idealpara el problema planteado.
La descomposición wavelet es lineal y su complejidad es lineal, lo que permite suimplementación con algoritmos rápidos.
En los problemas de reducción de ruido siempre hay un compromiso entre la eliminacióndel ruido y la conservación de las detalles de la imagen. Para eliminar ruido sin suavizaren exceso los detalles importantes se requiere de un algoritmo adaptativo espacialmente.Características de la representación wavelet como la concentración de la energía en pocoscoeficientes, detección de bordes y multirresolución facilitan de un modo natural el filtradode ruido espacialmente adaptativo.
Además, mientras una imagen posee un alto grado de correlación espacial su transforma-da wavelet está altamente decorrelacionada. La propiedad de decorrelacionar los datos ayudaal diseño de distribuciones de probabilidad que reproduzcan las propiedades estadísticas delos coeficientes de la forma más exacta posible. La decorrelación es fundamental a la hora debuscar una distribución estadística a priori que represente con la mayor aproximación a ladistribución a posteriori. Al no ser necesario reproducir propiedades estadísticas complejasde la distribución, es más fácil conseguir distribuciones teóricas a priori más próximas a lasreales, lo que es fundamental para la eficacia de los métodos bayesianos de reconstrucciónde la imagen.
El estudio de la distribución estadística de los coeficientes wavelet de las imágenesnaturales y su utilización ha sido fundamental en la obtención de grandes resultados entérminos de restauración.
Las características más notables de la distribución de esos coeficientes son una curtosisbastante mayor que la esperada para una Gausiana [Sim96] (la distribución se aproxima auna Laplaciana o a una Laplaciana generalizada), la falta de correlación entre los coeficienteswavelet y la existencia de dependencias estadísticas de orden superior entre estos coeficientes[Sim05].
Al ser la transformación wavelet lineal, el modelo aditivo permanece aditivo en el
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dominio transformado:
wy = wx + wn (2.11)
donde wi representa la transformación wavelet de la señal i.
En el caso de la transformación wavelet ortonormal diezmada, el ruido blanco setransforma en ruido blanco y la varianza del ruido permanece inalterada. Sin embargo en latransformación no diezmada la varianza del ruido se modifica, y la varianza resultante puedecalcularse a partir de la varianza del ruido en el dominio espacial y de los coeficientes delos filtros empleados en la transformación.
Como ya se ha comentado, en el dominio wavelet la información importante de la imagenreside en unos pocos coeficientes de gran amplitud [Mal98]. Estos coeficientes se localizan enáreas de irregularidades espaciales como bordes, esquinas y picos. Esta importante propiedades la base del éxito de las wavelets en algunas aplicaciones de procesamiento de imágenes,como la reducción de ruido. Dado que el ruido se distribuye muy uniformemente entre todoslos coeficientes, su amplitud es relativamente pequeña en el dominio transformado, y paravalores típicos de ruido los coeficientes importantes de la imagen son fácilmente reconocibles.
Para ilustrar este hecho, en la figura 2.1 se presenta la primera escala de la orientacióndiagonal de una transformación wavelet para un corte de TAC antes y después de añadirleruido blanco Gausiano. Bajo cada imagen de coeficientes se muestra su histograma.
La representación de los histogramas con el eje de abscisas en escala logarítmicapermite apreciar una notable característica que diferencia a imagen y ruido en el dominiowavelet: la gran amplitud de las colas de la distribución de coeficientes. Así, en el histogramacorrespondiente a la imagen sin ruido la curva presenta un decaimiento aproximadamentelineal cuando nos centramos en coeficientes de gran amplitud. En el caso de ruido gausianoel histograma en esta representación tiene una aspecto parabólico, y el decaimiento espolinómico de segundo grado. En la imagen con ruido puede apreciarse que la distribuciónde los coeficientes de amplitud pequeña está dominada por la distribución del ruido. Paracoeficientes de gran amplitud, sin embargo, la distribución está dominada por los coeficientesde la imagen (se pierde el aspecto de parábola invertida del histograma característico de lasdistribuciones Gausianas).
A diferencia de lo que ocurre en el dominio espacial, donde el efecto del ruido estadís-ticamente independiente sobre el histograma de la imagen es su suavizado, en el dominiowavelet los histogramas de la imagen con ruido y de la imagen sin ruido son esencialmentediferentes, y las distribuciones estadísticas a las que se ajustan son muy distintas.
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Figura 2.1: Coeficientes wavelet e histogramas de la primera escala de la orientación diagonalde un corte de TAC sin ruido (izquierda) y el mismo corte de TAC con ruido añadido (derecha).En los histogramas superiores el eje de ordenadas es lineal y en los inferiores es logarítmico.
Por otro lado, los histogramas de imágenes diferentes pueden tener formas muy distintasen el dominio espacial, mientras que en el dominio wavelet sus formas son similares. La formadel histograma en el dominio wavelet parece ser una característica de las imágenes a lascuáles nuestro sistema visual está adaptado.
La capacidad de comprimir la información importante de la imagen en un número pequeñode coeficientes wavelet es una forma de optimizar los recursos para el almacenamiento de lainformación visual, y lo que es más importante, para su procesamiento. Esta forma de codificarla información visual propia de las wavelets se ha hallado también en el sistema visual delos mamíferos, y sugiere la importancia del procesamiento en ese dominio, dada su similitudcon el sistema biológico.
Las propiedades estadísticas de los coeficientes wavelet de las imágenes portales, y
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las dependencias estadísticas entre dichos coeficientes serán estudiadas en esta Tesis juntocon las dependencias estadísticas entre imagen y ruido.
Primeros métodos. Umbralización.
La diferencia de amplitud entre los coeficientes wavelet de la imagen y los del ruidosugiere un método sencillo para la eliminación de ruido. Al reducir la amplitud de todosaquellos coeficientes que no superen un cierto valor (umbral) se eliminarán componentes deruido sin afectar a las componentes importantes de la imagen.
Por ejemplo, en aquellas posiciones de la imagen en las que aparezcan los bordes delos objetos representados los coeficiente wavelet no se alterarán, la umbralización los dejarásin cambios. Esto es debido a que las rápidas variaciones del valor de píxel en las zonasde la imagen en las que aparecen esos bordes dan lugar a coeficientes de detalle de granamplitud.
La umbralización de coeficientes wavelet es una aproximación muy utilizada en reducciónde ruido. En su versión más sencilla, la técnica opera en el dominio wavelet y compara laamplitud de cada coeficiente con un determinado umbral, y en caso de ser inferior anulael coeficiente. En el caso de que el coeficiente supere el umbral el procesamiento lo dejainalterado o lo reduce una pequeña cantidad.
La teoría de la umbralización de coeficientes, desarrollada por Donoho y Johnstone[Don94, Don95], muestra que el método de umbralización alcanza resultados óptimos en elsentido minimax, y consigue rendimientos muy buenos en estimación de curvas unidimensio-nales.
Existen dos métodos de umbralización: La umbralización dura y la umbralización blanda.En ambos casos se anulan los coeficientes que quedan por debajo del umbral. En umbralizacióndura el resto de coeficientes quedan inalterados. La función de umbralización se expresa como
θdura(w) =
0 si |w| < T ,w si |w| ≥ T (2.12)
En umbralización blanda la magnitud de los coeficientes que superan el umbral se
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reduce en una cantidad igual al valor del umbral
θblanda(w) =
0 si |w| < T ,signo(w) (|w| − T ) si |w| ≥ T (2.13)
Cuando se aplica umbralización dura se produce una discontinuidad que aumenta lavarianza de los coeficientes estimados. Cuando el nivel de ruido es alto, la umbralizacióndura produce importantes artefactos1 en la imagen reconstruida, que afectan a la calidadvisual de la misma. Por esta razón la umbralización blanda es la elección más general en lasaplicaciones en imagen.
Sin embargo, hay que notar que al aplicar umbralización blanda las estimacionesquedan sesgadas. El reducir la magnitud de todos los coeficientes hace que la esperanzamatemática de la estimación difiera de la correspondiente a los valores observados. La imagenreconstruida queda sobre-suavizada.
La selección del umbral es fundamental, y ha sido objeto de numerosos estudios. En elcaso de ruido blanco aditivo y Gausiano y transformaciones ortonormales, Donoho y Johnstone[Don94] presentan el umbral universal
Tuniv = σ̂n√2log(N) (2.14)
donde σ̂n es una estimación de la desviación estándar del rudio y N es el número total decoeficientes en una imagen de detalle dada.
La idea tras este umbral es eliminar todos los coeficientes que son menores que el máximoesperado para muestras de ruido Gausiano independientes e idénticamente distribuídas: si{ui} es una sucesión de N variables aleatorias independientes e idénticamente distribuídassegún una normal N(0,1), entonces el máximo maxi |ui| es menor que √2log(N) con unaprobabilidad que tiende a uno cuando N tiende a infinito.
Otros autores han propuesto métodos adaptativos para la estimación del umbral[Don95, Hil97, Jan97, Nas94, Wey98, Dau04, Von08, Bay10]. Entre estos métodos destacael umbral SURE , obtenido a través del estimador insesgado de Stein del riesgo o errorcuadrático medio.
Es notable la diferencia que existe entre el método de umbralización (no lineal) y
1 Los artefactos producidos por la umbralización dura se presentan como distorsiones locales en la imagen, queproducen una reducción en la calidad de la misma.
30
2.1 Reducción de ruido en imagen.
los filtros lineales paso baja. En este último tipo de filtros, la eliminación del ruido dealta frecuencia conlleva inevitablemente la pérdida de nitidez de los bordes de la imagen.En el método de umbralización, por el contrario, el efecto sobre los coeficientes de detallecorrespondientes a los bordes de la imagen (portadores de la información de alta frecuencia)es mínimo.
Métodos basados en la correlación entre escalas.
Otro tipo de filtros no lineales basados en los coeficientes wavelet explotan la correlaciónde los coeficiente de la señal entre las diferentes escalas. Como puede verse en la figura 2.2las amplitudes de los coeficientes de detalle de la descomposición wavelet presentan unafuerte correlación espacial entre las diferentes escalas. También existe esa correlación entrelas distintas orientaciones de una misma escala.
Imagen de TAC Escala 1 horizontal
Escala 2 horizontal Escala 3 horizontal
Figura 2.2: Imagen de TAC y amplitudes de los coeficientes de detalle horizontal de las tresprimeras escalas para una transformación Haar no diezmada.
Los detalles de la imagen aparecen en todas la escalas de la descomposicion wavelet
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y con el mismo signo, a diferencia de las componentes del ruido blanco que no guardancorrelación entre escalas ni orientaciones. Una sencilla multiplicación de los coeficientes enbandas adyacentes de la descomposición wavelet da lugar a un método eficiente de detecciónde bordes [Ros70]. Xu et al. [Xu94] desarrollaron una técnica de reducción de ruido usandotransformaciones wavelet no diezmadas y buscando correlación entre coeficientes en escalasadyacentes.
Los coeficientes que demostraban correlación con los correspondientes a otras escalasse mantenían inalterados, mientras que los demás coeficientes se hacían cero. La señalreconstruída se obtenía mediante la transformación wavelet inversa. Para calcular la correlaciónse utiliza
cLk (i,j) = L−1∏r=0ωk−r(i,j) (2.15)
donde (i,j) representa las coordenadas del coeficiente sobre el que se trabaja y ωk (i,j) es elcoeficiente de detalle en la escala 2k . En el producto se incluye la escala actual y las L-1escalas superiores.
Como los coeficientes wavelet correspondientes a bordes en la imagen tienen unagran amplitud y un mismo signo a través de las diferentes escalas la correlación entre elloses elevada. Por otro lado, los coeficienes correspondientes al ruido no guardan correlaciónentre escalas. El procedimiento, en lugar de seleccionar un umbral, extrae iterativamentecoeficientes de bordes, y lo hace hasta que en la imagen transformada solo queda ruido. Elprocedimiento implementado sigue los pasos:
1. Escalar la energía del conjunto de valores cLk (i,j)1≤i≤n,1≤j≤m a la de los coeficientesωk (i,j)1≤i≤n,1≤j≤m
2. Identificar un borde en la posición (i,j) si ∣∣cLk (i,j)∣∣ > |ωk (i,j)|
3. En la posición del borde detectado hacer cero cLk (i,j) y ωk (i,j), y almacenar la posicióndel borde detectado y el valor de ωk (i,j).
4. Repetir el procedimiento hasta que la energía de los datos no extraídos sea la mismaque la del ruido.
32
2.1 Reducción de ruido en imagen.
Métodos basados en la minimización del estimador del riesgo SURE.
El conocimiento de las distribuciones estadísticas de la señal y del ruido permitediseñar métodos eficaces de reducción de ruido. Para ruido aditivo Gausiano, Donoho [Don94],Luisier et al. [Lui07] y Blu y Luisier [Blu07] desarrollaron métodos basados en la minimizacióndel estimador del riesgo SURE. Estos métodos implementan técnicas de minimización delSURE sobre un conjunto paramétrico de funciones de contracción de coeficientes.
El SURE es un estimador robusto del error cuadrático medio (MSE) entre la imagen sinruido y la imagen resultado del procesamiento de reducción de ruido. Siguiendo su fundamentoteórico [Ste81], si x es un vector N-dimensional e y una muestra aleatoria simple de unanormal multidimensional con media x (cada componente del vector y, yi, sigue una distribuciónnormal N(xi,σ )). Para un estimador x̂ = g(y) de x, (g es una función derivable) Stein [Ste81]introdujo un método para la estimación insesgada del riesgo (o MSE) 1N ∥∥x̂− x∥∥2
SURE = 1N ∥∥g(y)− y∥∥2 + 2σ2N ∇g(y)− σ2 (2.16)
La importancia de este estimador reside en que la estimación del MSE no necesita delconocimiento de x. Por lo general, la gran cantidad de muestras disponibles en una imagen(tantas como el número de píxeles) hacen del SURE un estimador robusto en este tipo deaplicaciones.
Donoho usa funciones de umbralización en el dominio wavelet para transformacionesdiezmadas y no diezmadas y determina el valor del umbral óptimo según el criterio SURE.
Blu y Luisier [Blu07, Lui07] usan combinaciones lineales de funciones de contracciónde coeficientes wavelet tipo derivadas de Gausianas, y realizan una minimización del SUREen el dominio wavelet o en el dominio de la imagen. Para ello utilizan tanto transformacionesdiezmadas como no diezmadas. En su algoritmo, Blu y Luisier aprovechan la definición comocombinación lineal de la función de estimación y la naturaleza cuadrática del SURE paraconvertir el problema de optimización en la resolución de un sistema lineal de ecuaciones.Para poderlo hacer así, la optimización se realiza sobre los pesos de una combinación linealde funciones de contracción, que constituyen la función de estimación.
Hay que notar que la mayoría de los métodos de minimización del SURE realizanla optimización en el dominio wavelet. Blu y Luisier en su implementación del algoritmoSURE-LET realizan [Lui07] una modificación del método para llevar a cabo la optimizaciónen el dominio de la imagen, mejorando los resultados obtenidos con la optimización en el
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dominio wavelet.
En esta Tesis se implementa una modificación del método SURE-LET que garantizaque asintóticamente el comportamiento de la función de contracción sea igual al de la funciónidentidad. De esta forma los coeficientes de mayor amplitud permanecerán inalterados tras laaplicación del método.
Estimación Bayesiana en el dominio wavelet. Método BLS-GSM.
El método BLS-GSM se basa en la estimación de los coeficientes wavelet de unaimagen por un procedimiento de mínimos cuadrados Bayesianos, usando como distribucion apriori una mezcla de Gausianas escaladas. El método utiliza modelos estadísticos para loscoeficientes wavelet de una transformación no diezmada. La distribución de los coeficientesen posiciones adyacentes (y escalas adyacentes) se modelan como el producto de un vectorde Gausianas y un multiplicador escalar independiente.
En la estimación por el método de mínimos cuadrados Bayesianos (BLS) cada coeficientewavelet se calcula como una media ponderada de la estimación Wiener sobre los posiblesvalores del multiplicador. Este método está considerado el estado del arte en reducción deruido en imagen natural.
2.2. Caraterísticas estadísticas de las imágenes del entorno humano.
El conjunto de todas las imágenes posibles es infinito, pero no todas ellas son igualmenteprobables de encontrarse en el entorno humano. Las características de esta distribución deprobabilidad no uniforme en el espacio de las imágenes ha condicionado la evolución de lossistemas visuales biológicos, y su conocimiento puede ser aprovechado por las aplicacionesde procesamiento de imagen. En el caso particular de procesar imágenes corrompidas porruido, el proceso de estimar la imagen original puede verse como la búsqueda, dentro delconjunto de imágenes con unas características estadísticas dadas, de aquella imagen máspróxima a la imagen ruidosa.
Por estos motivos, el estudio de la estadística de las imágenes naturales ha sido claveen el desarrollo de los métodos de reducción de ruido, y ha llevado a poner de manifiestoimportantes regularidades o características comunes al conjunto de las imágenes naturales.
En esta sección se muestra un estudio sobre la distribucción estadística de una serie de
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imágenes fotográficas (representativas de escenas naturales y entornos hechos por el hombre),y en el apartado 2.3 se presentan algunas propiedades estadísticas del ruido blanco.
En el caso de las imágenes fotográficas se obtiene el espectro promedio del conjunto delas imágenes, y se estudia la distribución estadística de sus coeficientes wavelet mediante ladeterminación experimental de las funciones densidad de probabilidad para esos coeficientes.En el caso del ruido blanco se estudia la distribución estadística de los coeficientes en eldominio wavelet, al carecer de interés la descripción de su espectro.
Estudios sobre imágenes similares al que se presenta en este capítulo están extensa-mente descritos en la literatura [Fie87, Bur87, Rud94a, Rud94b, Sim96, Rud97, Ols97, Sim01,Bal03, Tor03, Lin07], y han sido utilizados como base para el desarrollo de algoritmos deprocesamiento de la imagen. En esta Tesis se reproducen algunos de estos estudios con losobjetivos de:
1. Conocer las características de la imagen y del ruido y sus diferencias, para poderinterpretar el funcionamiento de los algoritmos de reducción de ruido, y su rendimientosobre las imágenes para las que han sido desarrollados.
2. Mostrar las características fundamentales de la imagen fotográfica y establecerlascomo referencia para comparar las imágenes portales estudiadas en esta Tesis. Lasdiferencias y similitudes que se encuentren ayudarán a entender mejor el rendimientode los algoritmos de reducción de ruido desarrollados para imágenes naturales alaplicarse a las imágenes portales.
Algunos hechos demostrados, como la invarianza a la escala de las imágenes naturales,permiten trasladar un método de reducción de ruido que funcione eficientemente a una escaladeterminada de la descomposición wavelet al resto de escalas, y por tanto a la imagen en suconjunto.
Las imágenes utilizadas para presentar las características de las imágenes del entornohumano se muestran en la figura 2.3. Todas ellas son de tamaño 512x512 píxeles. El espectrode este conjunto de imágenes así como las características estadísticas de la distribución decoeficientes wavelet se usarán como referencia con la que comparar las imágenes portalesestudiadas.
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Figura 2.3: Imágenes representativas del entorno natural, que incluyen objetos realizados porel hombre.
2.2.1. Espectro de potencia de las imágenes naturales y del entorno humano.
Los métodos de reducción de ruido que se emplean en esta Tesis se han desarrolladosobre imágenes naturales y del entorno humano. Para entender mejor el funcionamiento deestos métodos se muestran en esta sección las características estadísticas de estas imágenes.La primera característica es el espectro de potencia promedio del conjunto de las imágenesmostradas en la figura 2.3.
Los estudios de Burton y Moorhead [Bur87], Field [Fie87, Fie94], Tolhurst et al. [Tol92],Ruderman [Rud94a], Ruderman et al. [Rud94b] mostraron que el espectro promedio de lasimágenes naturales seguía una ley 1/fα con α ≈ 2. Torralba et al. [Tor03] elaboran un modelomás preciso para describir el espectro, que incorpora el hecho de que, tanto en escenasnaturales como en entornos hechos por el hombre, las orientaciones horizontal y vertical sonmás frecuentes que las oblicuas. En el modelo, el exponente de la frecuencia es una funciónde la orientación θ en la escena, α = α(θ), y se elabora un conjunto de parámetros paradescribir las imágenes según su pertenencia a diferentes categorías.
La dependencia del espectro con el inverso del cuadrado de la frecuencia se traduce enuna importante propiedad de las imágenes naturales: la invarianza a la escala. Como señalaField [Fie87], una ley 1/fα con α = 2 es la que se esperaría si la energía de la imagen fueraindependiente de la escala (independiente de la distancia a la que se observa la escena). Porejemplo, si para una imagen con una energía E entre las frecuencias f y nf se incrementa ladistancia por un factor a, la energía se traslada al rango de frecuencias af y anf .
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Si la densidad de energía a una frecuencia dada es E(f ) = g(f )2pif , entonces paramantener la energía constante entre f y nf para todas las frecuencias (o lo que es lo mismo,que la energía entre octavas iguales sea la misma) debe cumplirse
nf0∫
f0
g(f )2pifdf = K, (2.17)
y de aquí se deduce que g(f ) = k/f2.
La forma más habitual de calcular el espectro de las imágenes naturales utiliza ellogaritmo del contraste de la imagen [Rud94a]. El logaritmo del contraste para una imagen Ise obtiene de
φ = log (I/I0) (2.18)
donde I0 se define para cada imagen de manera que la distribución de valores de φ tengamedia cero. La ventaja de trabajar con el logaritmo del contraste es la invarianza de φ antecambios en el brillo [Rud94b].
Para calcular el espectro promedio S del logaritmo del contraste φ de una imagen I ,Ruderman [Rud94a] utiliza la expresión
S(kr,s) = ( a2piM2)2
∥∥∥∥∥ M∑m=1
M∑
n=1Wm,nφm,ne−ikr,sxm,n
∥∥∥∥∥
2 (2.19)
donde la imagen discreta se obtiene de muestrear la imagen continua mediante φm,n =φ(ma,na), donde a es el tamaño del píxel medido en grados (su valor para una imagenfotográfica dada depende del ángulo subtendido por el píxel), m y n son los índices del píxely toman valores entre 1 y 512, xm,n es el vector con las coordenadas del pixel xm,n = (ma,na),kr,s es el vector (2pir/Ma,2pis/Ma), M = 512 es el tamaño lateral de la imagen en píxeles(en su caso las imágenes son cuadradas) y Wm,n es una función ventana tipo Hamming que,a pesar de modificar ligeramente el espectro, es beneficiosa pues reduce los efectos queresultan del truncado de la imagen.
Como cabía esperar, se observa en la figura 2.4 una dependencia del espectro con lafrecuencia del tipo fα , con α ≈ 2.
A pesar de constituir una muestra heterogénea, el conjunto de imágenes de la figura2.3 presenta un espectro similar al de las imágenes naturales.
37
2 Antecedentes y estado del arte
−0.5 0 0.5 1 1.5 2
−13
−12
−11
−10
−9
−8
−7
Log10[frecuencia espacial (ciclos/grado)]
lo
g 1
0[E
sp
ec
tro
 de
 po
ten
cia
 (c
on
str
as
te2
*
gr
ad
o2
)]
Figura 2.4: Promedio de los espectros de las imágenes de la figura 2.3 utilizando la expresión2.19. El espectro mostrado es el promedio radial del espectro bidimensional.
La forma de obtener el espectro según la expresión 2.19 es común en la bibliografía.En la presente Tesis, no obstante, se utiliza otra definición del espectro de energía, en la quedicho espectro se calcula sobre los valores de píxel (VP) o amplitud de la imagen (ecuación2.20), no sobre el logaritmo del contraste. La razón es comparar los espectros obtenidos enlas distintas modalidades de imagen con los espectros de ruido en los sistemas de imagenportal, para los que el espectro se calcula así [Dob06]
PS(r,s) = ( aM)2
∥∥∥∥∥ M∑m=1
M∑
n=1W (m,n)(I(m,n)− I)e−2pii(rm+sn)/M
∥∥∥∥∥
2 (2.20)
donde a es el espaciado del píxel, I(m,n) es el valor de píxel en la posición (ma,na) de laimagen, I es el valor medio de píxel, r/Ma y s/Ma son las frecuencias a las que se muestreael espectro, y M2 es el número total de píxeles.
La curva mostrada en la figura 2.5 muestra el promedio de los espectros de las imágenesde la figura 2.3.
En la figura 2.6 se muestra el espectro bidimensional promediado del conjunto de
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Figura 2.5: Promedio de los espectros de las imágenes de la figura 2.3 utilizando la expresión2.20. Para cada imagen, su espectro se obtiene promediando en las distintas orientaciones suespectro 2D.
imágenes. Puede apreciarse la importancia de las orientaciones horizontal y vertical, pues enellas la amplitud del espectro es mayor que en el resto de las orientaciones.
2.2.2. Distribución estadística de los coeficientes wavelet de imágenes del entorno
humano.
Una característica fundamental de las imágenes naturales es que son estadísticamenteredundantes. Kersten [Ker87], mediante un experimento en que se pedía a un grupo deobservadores reemplazar píxeles defectuosos en imágenes digitales, cuantificó esta redundanciaen un 46% para escenas de bosques y un 74% para imágenes de caras humanas.
Por otro lado, el excesivo número de neuronas que serían necesarias para permitirrepresentar cada patrón visual que pudiera encontrarse, llevó a pensar a Barlow [Bar61] queuna característica importante del sistema visual fuera de naturaleza informacional: un grupode neuronas debe codificar tanta información como sea posible para utilizar de la maneramás efectiva los recursos disponibles.
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Figura 2.6: Promedio de los espectros bidimensionales de las imágenes en la figura 2.3 utili-zando la expresión 2.20.
En su trabajo de 1961 Barlow [Bar61] propone la hipótesis de codificación eficiente comomodelo teórico de la codificación sensorial en el cerebro. Según esta hipótesis, las señaleseléctricas producidas en el sistema visual conforman un código neuronal para representar lainformación sensorial. La eficiencia hace referencia a la minimización del número de señaleseléctricas necesarias para transmitir una imagen. La hipótesis de Barlow se vio refrendadapor investigaciones [Ols97] que han mostrado cómo filtros optimizados para la codificación deimágenes naturales muestan semejanzas con los campos receptivos de células en el córtexvisual.
El trabajo de Olhausen y Field [Ols97] establece similitudes entre los campos receptivosde células simples en mamíferos con las funciones que forman bases de transformacioneswavelet. En concreto, para las imágenes naturales la codificación usada por los camposreceptivos y la transformación wavelet se caracterizan por producir un pequeño número deseñales y con una gran intensidad (lo que en codificación neuronal se conoce con el términoinglés “sparse coding”).
El resultado de estas investigaciones ofrece un punto de vista interesante en el empleode las wavelets para el procesamiento de la imagen. El estudio de la distribución estadísticade los coeficientes ha permitido encontrar regularidades importantes en dicha distribución,
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que no existían en la distribución espacial de las imágenes.
Por ejemplo, la forma de los histogramas de los coeficientes wavelet es similar entre lasdistintas imágenes naturales, y se presta a ser caracterizada por distribuciones estadísticascon una expresión analítica, algo impensable para los histogramas en el dominio de la imagen.Además, las regularidades no se dan solamente a nivel de las distribuciones marginales de loscoeficientes, sino que se ha encontrado dependencias estadísticas entre coeficientes waveletintra-escala, y dependencias entre escalas y entre orientaciones.
La figura 2.7 muestra la fotografía de un puente sobre un río en un entorno boscoso.Incluye, sobre un fondo natural, un objeto hecho por el hombre. El fondo está compuestopor troncos de árboles, hojas y agua en movimiento. Es una imagen representativa de losentornos visuales a los que se espera que se haya adaptado el sistema visual humano durantesu evolución.
Figura 2.7: Imagen elegida para presentar las características estadísticas de la distribución decoeficientes wavelet
En el gradiente de la imagen (figura 2.8) las direcciones vertical y horizontal sonlas predominantes. Este hecho, común [Tor03] en las estructuras que se desarrollan sobrela superficie terrestre, viene determinado por la gravedad, que permite dos posiciones deequilibrio: la horizontal y la vertical. Como consecuencia el espectro de potencia de lasimágenes no tiene simetría radial, sino que es mayor en los ejes horizontal y vertical, [Tor03]como se apreciaba en la figura 2.6.
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Figura 2.8: Umbralización del gradiente de la imagen de la figura 2.7. Destacan las líneasverticales y horizontales indicando unas direcciones preferentes para las transiciones rápidasen la imagen (bordes) que representan las fronteras de los objetos.
La figura 2.9 muestra las cuatro primeras componentes verticales de la descomposiciónwavelet Sym8 de la imagen en la figura 2.7, y en la figura 2.10 se presentan sus funcionesdensidad de probabilidad.
Se observa el comportamiento típico de este tipo de imágenes, y que apunta Simoncelli[Sim96]. La distribución marginal de coeficientes es marcadamente “no Gausiana” (en unadistribución gausiana el aspecto de la curva en la representación logarítmica sería el de unaparábola). En el caso de las imágenes naturales este comportamiento de los histogramas enel dominio wavelet es una constante, las colas no son Gausianas, sino que se aproximan adistribuciones del tipo de las Laplacianas generalizadas [Sim96].
En las gráficas de la figura 2.10 se aprecian dos aspectos fundamentales de la distri-bución, por un lado la presencia de un pico central de gran magnitud, por otro las colas dela distribución son prácticamente lineales en esta representación, lo que da cuenta de laimportancia de los coeficientes de gran amplitud.
Son precisamente los coeficientes de gran amplitud, que aparecen en los extremos dela distribución, los que contienen la mayor parte de la energía de la imagen, y son portadores
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de la información de sus irregularidades importantes (bordes, picos y esquinas).
Figura 2.9: Cuatro primeras escalas de la orientación vertical de la descomposición wavelet dela imagen en la figura 2.7
Una ojeada a una imagen natural muestra una fuerte correlación espacial de laintensidad. La imagen se divide en áreas uniformes o de textura uniforme. Sin embargo, lasimágenes en el dominio de la frecuencia no muestran esa correlación. Tampoco lo hacen en eldominio wavelet.
Por otro lado, tal y como demuestra Simoncelli [Sim01], los modelos para la distribuciónmarginal de coeficientes wavelet no captan por sí solos los atributos importantes de lasimágenes. La razón es que los coeficientes wavelet de una imagen no son independientes.
A pesar de que los coeficientes wavelet de imágenes naturales no muestran correlación,como muestran las funciones densidad de probabilidad (fdp’s) conjuntas de las figuras 2.11ay 2.11b, existe dependencia a nivel de momentos de orden superior. Las fdp’s condicionadasmuestran cómo los coeficientes de mayor amplitud tienden a ocupar posiciones cercanasdentro de cada subbanda y en subbandas adyacentes en escala y orientación.
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Figura 2.10: Funciones densidad de probabilidad de las cuatro primeras escalas de la orienta-ción vertical de la imagen en la figura 2.7.
Las funciones densidad de probabilidad conjuntas y condicionadas de las figuras 2.11ay 2.11b ilustran algunos aspectos importantes de la relación entre los coeficientes wavelet.
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(a) Desplazamiento diagonal de los coefi-cientes
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(b) Escalas y orientaciones
Figura 2.11: Fdp’s conjunta y condicionada para los coeficientes wavelet de la imagen en lafigura 2.7
En primer lugar, el valor esperado de la variable condicionada es aproximadamente
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cero para todos los valores de la variable condicionante (no muestra correlación). En segundolugar, la varianza de la variable condicionada depende claramente del valor de la variablecondicionante. Al aumentar el valor de la variable condicionante la varianza de la condicionadaaumenta. Así, aunque no exista correlación estadística entre coeficientes wavelet, éstos símuestran dependencia estadística.
En el caso particular de la dependencia estadística intra-banda, se observa la paulatinapérdida de la dependencia estadística descrita. Para desplazamientos diagonales de 5 píxelesen la dirección vertical y de 5 píxeles en la dirección horizontal, la dependencia de la varianzade la variable condicionada con respecto a la variable condicionante se hace visiblementemenor que para el caso de desplazamiento adyacente (1 píxel en cada dirección).
2.3. Características estadísticas del ruido blanco.
En esta sección se aplican los procesamientos de imagen desarrollados para el estudioestadístico de la imagen y del ruido de sistemas de imagen, a un ruido generado artificialmente,un ruido blanco y gausiano. El objetivo es doble, por un lado mostrar las diferencias con losresultados obtenidos sobre la imagen natural estudiada en la sección anterior, y por otrocomparar estos resultados con los que se obtendrán para el ruido de los sistemas de imagen.
El primer objetivo permitirá mostrar las características que son explotadas por losmétodos de reducción de ruido comentados en la sección 2.1, mientras que el segundo objetivopermitirá comprobar lo exacto de asumir que el ruido de los sistemas de imagen portal esblanco y gausiano.
Para que los métodos de reducción de ruido blanco tengan un buen rendimiento sobreotros tipos de ruido no será necesario que éstos deban cumplir estrictamente todas lascaracterísticas del ruido blanco. Será suficiente que reproduzcan las características del ruidoblanco que dichos métodos utilizan para su eliminación.
Una transformación ortonormal diezmada convierte el ruido blanco en el dominio dela imagen en ruido blanco en el dominio wavelet. Bajo tal transformación, una imagen enla que los píxeles pueden considerarse muestras de variables aleatorias independientes eidénticamente distribuidas (iid) con varianza σ2, se convierte en otra imagen en la que lasdistribuciones de los coeficientes son iid y con la misma varianza σ2.
En el caso de transformaciones no diezmadas la situación es más complicada. Si elruido es iid, entonces la varianza del ruido en el dominio wavelet depende solamente de la
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escala y de la orientación en la que se encuentra el coeficiente. En cada imagen de detallewdj el ruido tiene una varianza constante (σdj )2 dada por
(σdj )2 = Sdj σ2 (2.21)
donde σ2 es la varianza del ruido en el dominio espacial y Sdj es una función de los coeficientesde los filtros paso baja y paso alta usados en la descomposición wavelet.
Si los coeficientes de los filtros paso bajo y paso alto son hk y gk respectivamente, elvalor de Sdj se obtiene multiplicando el cuadrado de las normas de los vectores (hk ) y (gk )tantas veces como se aplican los filtros hasta obtener la subbanda en cuestión [Fou01].
Debido a esto, en el caso de que se usen filtros ortonormales en transformaciones nodiezmadas la varianza del ruido en el domino wavelet es igual a la varianza del ruido en eldominio espacial (Sdj = 1 en todas las imágenes de detalle wdj ). Sin embargo, el tener lamisma varianza no significa que el resto de las características estadísticas del ruido seaniguales antes y después de la transformación no diezmada.
En la figura 2.12 se muestran la escala 5 de las componentes diagonales de esteruido para una transformación Sym8 (que emplea filtros ortonormales) en su versión noestacionaria (2.12a) y estacionaria (2.12b). Se observa cómo la transformada estacionaria(no diezmada) introduce importantes correlaciones en la imagen que no aparecen en latransformada diezmada. Así, la independencia de los coeficientes de ruido que sí se cumpleen la transformación diezmada deja de cumplirse para la transformación no diezmada.
(a) Transformación diezmada (b) Transformación no diezmada
Figura 2.12: Componentes diagonales (escala 5) de la transformada wavelet Sym8 (no estacio-naria y estacionaria) de una imagen de ruido blanco Gausiano
En la figura 2.13a se muestran las funciones densidad de probabilidad conjunta y
46
2.3 Características estadísticas del ruido blanco.
condicionada de la distribución de coeficientes wavelet para el ruido blanco y Gausiano.La variable condicionante corresponde a los coeficientes wavelet de la segunda escalade la orientación diagonal, y la condicionada se obtiene de la anteriorpor desplazándoladiagonalmente 2×√2 y 5×√2 píxeles.
Por otro lado, la figura 2.13b muestra las funciones densidad de probabilidad conjunta ycondicionada entre escalas y orientaciones de los coeficientes. A la vista de ambas figuras nose aprecian las dependencias observadas en el caso de la imagen natural (ver sección 2.2.2),es decir, la dependencia de la varianza condicionada con el valor de la variable condicionante.
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(a) Ruido blanco Gausiano: Fdp’s conjun-ta y condicionada para distribuciones decoeficientes wavelet con el desplazamiento.
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(b) Ruido blanco Gausiano: Fdp’s conjuntay condicionada entre escalas y orientacio-nes para la descomposición wavelet de unaimagen de ruido.
Figura 2.13
2.3.1. Estimación de la varianza del ruido.
En algunas aplicaciones el valor de la varianza σ2 del ruido a la entrada es conocido,o puede ser medido por medios distintos a los datos contaminados de ruido. Si éste no esel caso es posible estimar el ruido a partir de los datos con ruido. Para ello es necesarioeliminar la influencia de la señal.
En los métodos basados en wavelet es frecuente usar la subbanda de mayor resoluciónde la descomposición para ese fin [Cha00, Coi95]. En la transformación wavelet de una imagenla subbanda HH1 contiene casi exclusivamente ruido. Por este motivo es fácil obtener un
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estimador robusto de la desviación estándar σˆ con una medida de la mediana, que es muypoco sensible a valores marginales de alta amplitud.
Donoho [Don94] propone como estimador de la desviación estándar del ruido
σˆ = Mediana(|wHH1 |)/0,6745. (2.22)
El fundamento está en que si {un} son N variables aleatorias Gausianas de media ceroy varianza σ2, entonces E (Mediana (|un|)0≤n≤N) = 0,6745σ . El estimador de la desviaciónestándar del ruido definido mediante la ecuación 2.22 ha demostrado ser un estimador robusto,especialmente en aplicaciones de imagen, donde el número de muestras (píxeles) es muygrande.
2.4. La transformada wavelet.
En esta sección se repasan algunos conceptos básicos sobre las wavelets que puedenencontrarse en numerosos libros y artículos científicos. Clásicos libros sobre el tema sonlos de Chui [Chu92], Daubechies [Dau92], Mallat [Mal98], Meyer [Mey93] y Vetterli [Vet95].Otros trabajos interesantes son, a nivel introductorio, los de Graps [Gra95], Strang y Vidakovic[Vid98], y otros más técnicos son los de Cohen [Coh96], Mallat [Mal] y Strang [Str94].
La idea central en torno al uso de las wavelets es el análisis de una señal atendiendoa dos características de su dominio de definición: la posición y la escala. La posición hacereferencia a fijar la atención en un entorno determinado de la señal, mientras que la escalasupone aumentar o reducir las dimensiones de ese entorno. El análisis es similar a observarla señal en diferentes posiciones y a diferentes distancias. Las correlaciones de la señalcon wavelets expandidas a grandes escalas muestran sus características de baja frecuencia,mientras que a pequeña escala se manifiestan las estructuras más pequeñas de la señal.Todo este análisis está contenido en la nueva función que resulta de la transformación dela señal original. La información contenida en esta señal transformada es equivalente a lacontenida en la señal original. Lo ventajoso de esta nueva representación reside en la formade representar la información.
Para realizar la transformación es necesario disponer de una función ψ(t), llamadawavelet, dotada de ciertas características [Mal98] para que el conjunto de funciones que seobtiene de ella a partir de traslaciones y contracciones {ψ ( t−us )}u,s∈R permita la represen-tación de cualquier otra función de interés. La expresión “función de interés” se traduce en el
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concepto matemático de espacio de funciones, y la “representación de una función f (t)” es elconjunto de valores obtenidos de los productos escalares{Wf (u,s) = 〈f , 1√sψ
( t − us
)〉}
u,s∈R (2.23)
En la nueva representación, f queda caracterizada unívocamente por ese conjunto devalores Wf . La unicidad de la representación queda garantizada por la existencia de unatransformación inversa.El proceso de transformación wavelet puede verse como el rastreo de la señal original medianteel resultado de su correlación con un conjunto de funciones resultantes del re-escalado deuna función wavelet. Tanto el rastreo como el re-escalado pueden hacerse de una maneracontinua o discreta, siendo esta última aproximación la que presenta un interés práctico en elprocesamiento digital de la imagen. La simplificación que supone la sustitución de los índicescontinuos u,s por otros índices discretos puede conseguirse, con la elección del tamaño demuestreo apropiado, mediante un proceso de muestreo de la wavelet ψ.
En la mayoría de las situaciones prácticas la señal de partida es digital, es decir, hasido producida por un sistema de adquisición, en general basado en un transductor y unconversor A/D. En estos casos, la teoría desarrollada para las wavelets permite aprovecharla conversión entre las representaciones a distintas escalas desarrollada en la teoría dela multirresolución. En una escala dada se dispone de una representación limitada de laseñal, llamada aproximación, y consistente en la proyección de la señal sobre un determinadosubespacio de funciones. En una escala superior (o de menor resolución) la información queaporta la aproximación es menor, y es necesario completarla con la denominada informaciónde detalle o proyección de la señal en el espacio complemento ortogonal al espacio de esaescala.
Desde un punto de vista computacional, el análisis wavelet de una señal discretase realiza mediante un banco de filtros digitales construido a partir de un filtro paso-bajoy un filtro paso-alto. La salida del filtro paso bajo vuelve a procesarse mediante los dosfiltros anteriores, y el proceso se realiza un número de veces, tantas como escalas se quieraanalizar. La sucesiva aplicación de ambos filtros sobre las distintas aproximaciones de laseñal conforman una estructura de análisis de tipo árbol.
La importancia de las wavelet en el procesamiento de señal está ligado al papelfundamental que juega la forma de representar la información contenida en una señal. Cadarepresentación hace explícita cierta información, a expensas de otra información que quedaoculta o menos aparente. Por ejemplo, la representación por medio de transformadas de
49
2 Antecedentes y estado del arte
Fourier que revela el contenido espectral de una señal temporal oculta el momento precisoen el que se produce un determinado evento. Esta carencia hace a este tipo de análisisinapropiado para el análisis de fenómenos transitorios, y da lugar al desarrollo de nuevosmétodos de análisis como las transformadas de Fourier de tiempo corto (o transformada deGabor) y el análisis multirresolución que emplea wavelets.
La transformada Gabor aplica una ventana móvil de ancho constante a la señal aanalizar antes de realizar la transformada de Fourier, de esta forma el análisis en frecuenciade la señal está localizado espacialmente mediante el centro de la ventana. El inconvenientees que el ancho fijo de la ventana predetermina una escala fija para el análisis.
La ventaja del análisis multirresolución sobre la transformada Gabor es precisamentela variabilidad del ancho de la ventana de análisis mediante la expanción o contracción de lafunción wavelet.
2.4.1. Señales, funciones y espacios de Hilbert.
A las señales producidas por los procesos físicos que percibimos se les asigna un modelomatemático sobre el que desarrollar las teorías que nos permitan interpretar mejor dichosprocesos. Las funciones reales o complejas, definidas en el espacio euclídeo Rn, son uno delos modelos matemáticos más utilizados para describir las señales producidas sobre dominioscontinuos en el tiempo o en el espacio. En el caso de dominios espaciales o temporalesdiscretos, el modelo matemático más común es el de las sucesiones de números reales ocomplejos.
Con las funciones o las sucesiones trabajamos a diferentes niveles de abstracción,definiendo sus características, explorando sus propiedades e intentando que describan losfenómenos que percibimos como continuidad, suavidad o energía. El concepto de energíaaparece asociado a la suma del cuadrado de la amplitud de la función en todo su dominio. Enel caso continuo, la energía de una señal representada por la función f se define mediante laintegral del cuadrado de su módulo∥∥f∥∥2 = ∫
Rn
|f |2 (2.24)
En el caso discreto, para una señal representada por la sucesión x = {xi}i∈Γ , donde Γ
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representa un conjunto numerable como por ejemplo N o Z, la energía se define como
∥x∥2 =∑i∈Γ |xi|2 (2.25)
El hecho de que sólo percibimos señales de energía finita limita el campo de estudiode las funciones que representan a las señales como aquéllas de “cuadrado sumable”.
Otras nociones básicas, como aditividad de señales o re-escalado de sus amplitudes,motivan las definiciones de suma de funciones y multiplicación por escalares, que dotan alconjunto de las funciones de interés de una estructura matemática de espacio vectorial. Lomismo ocurre con el conjunto de las sucesiones, con la suma de sucesiones y la multiplicaciónpor escalares.
Para seguir ampliando la aplicabilidad del modelo, se dota al espacio de funciones ode sucesiones de un producto escalar. Dadas dos funciones f y g, su producto escalar sedefine como
〈f ,g〉 = ∫
Rn
fg∗ (2.26)
Donde el asterisco ∗ es el operador complejo conjugado. En el caso de sucesiones, el productoescalar de x = {xn}n∈Γ e y = {yn}n∈Γ se define como
〈x,y〉 =∑i∈Γ xiy∗i (2.27)
Esta definición es que lleva asociada una norma∥∥f∥∥ =√〈f ,f〉 (2.28)
que está claramente relacionada con la energía. La energía de la señal se obtiene como lasuma del cuadrado de sus amplitudes, y la norma de una función es la raíz cuadrada de suenergía.
La importancia de la definición de la norma, desde el punto de vista matemático, es quepermite definir una distancia en el espacio de funciones o de sucesiones. Dados dos vectores(dos funciones o dos sucesiones) f y g, su distancia se define como la norma de la diferencia
d(f ,g) = ∥∥f − g∥∥ (2.29)
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Con esta definición de distancia el espacio métrico que así se crea es completo. Elrequisito de completitud significa que cualquier sucesión de Cauchy debe converger a unafunción del espacio. Este requisito se verifica para el espacio de las funciones de cuadradointegrable y para el espacio de sucesiones de cuadrado sumable.
Estas propiedades (espacio vectorial con producto escalar y completo respecto de lanorma derivada del producto escalar) son las que definen al espacio de Hilbert y pemitenaplicar toda la teoría desarrollada sobre él a nuestro conjunto de funciones o sucesiones.
Las imágenes pueden considerarse casos particulares de ambos espacios cuando n = 2.En unas ocasiones, para tratamiento analítico se considerarán funciones de variable continua.En otras se tratarán como funciones de variable discreta, dado que esta representación de laimagen es la más adecuada para su procesamiento digital.
En el campo de las señales es común la transformación de una en otra, con el objetivode simplificar su procesamiento. El objeto de este procesamiento puede ser el almacenamiento,la transmisión o la extracción de unas determinadas características de la señal. Cuando latrasformación de la función consiste en su descomposición como combinación lineal de unconjunto especial de funciones, se produce una nueva representación de la señal que vienedada por los coeficientes de esa combinación lineal.
Con funciones exponenciales complejas, o con funciones tipo seno y coseno, se des-compone una función en serie de Fourier y en transformada de Fourier. En este caso, ladescomposición da lugar al espectro de frecuencias de la señal, y la interpretación en términosde rapidez de variación es sumamente descriptiva y directa.
La teoría desarrollada con las wavelets extiende el procedimiento de descomposición aconjuntos de funciones muy generales y permite, mediante la selección de un conjunto defunciones con determinadas particularidades, la mejor apreciación de algunas característicasespecíficas de una señal.
Los espacios de funciones sobre los que se va a aplicar la teoría de wavelets en estaTesis son los espacios de Hilbert l2(Rn) de funciones complejas de cuadrado integrabledefinidas en el espacio euclídeo Rn y l2(Γ ) de sucesiones de números complejos de cuadradosumable.
Cada señal se representa por una función definida sobre un dominio continuo o unasucesión, de manera que en cualquiera de los dos casos la señal puede verse como un vectorde un espacio de Hilbert (l2(Rn) en el primer caso y l2(Γ ) en el segundo).
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2.4.2. Frames.
Un concepto fundamental en los espacios de vectores es el de base del espacio, conjuntode vectores que permiten describir cualquier otro vector mediante combinación lineal de losvectores de la base de una manera unívoca. Para el estudio de la representación waveletresulta más adecuado comenzar con un conjunto de vectores más elemental que el de una base.Este conjunto se denomina frame, y se define como una sucesión de vectores {φi}i∈Γ ⊂ Hdel espacio de Hilbert H que cumplen la siguiente propiedad: existen dos constantes A > 0y B > 0, tales que para cualquier vector f del espacio se tiene:
A ∥∥f∥∥2 ≤∑i∈Γ |〈f ,φi〉|2 ≤ B
∥∥f∥∥2 (2.30)
El concepto de frame es más general que el de una base. La condición 2.30 implicaque un frame es un sistema generador del espacio de Hilbert.A través de un frame se puede definir un operador lineal acotado U del espacio de funcionesH en el espacio de sucesiones complejas de cuadrado sumable l2(Γ ) que asocia a cada vectorf la sucesión {< f,φi >}i∈Γ . Dicho operador es invertible en el caso de que el frame sealinealmente independiente, y admite infinitas inversas en el caso de que el frame no lo sea.
El hecho de que el operador U sea invertible nos permite hablar de una representaciónde cualquier función de H como sucesión de números complejos en l2(Γ ). Cada elementode esta sucesión nos habla de cómo se concentra la energía de la función en el subespaciogenerado por un determinado vector del frame.
En el caso de un frame no linealmente independiente, de entre todos los posiblesoperadores inversos de U se define el operador pseudo-inverso U˜−1 como aquél que es nuloen el complemento ortogonal de la imagen del operador U .
∀x ∈ ImU⊥ , U˜−1x = 0 (2.31)
El operador pseudo-inverso puede obtenerse del operador adjunto U∗ de U mediante
U˜−1 = (U∗U)−1 U∗ (2.32)
El operador adjunto U∗ de U es un operador lineal acotado definido en l2(Γ ) y convalores en H que verifica la propiedad < Uf,x >=< f,U∗x > para cualesquiera f ∈ H y
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x ∈ l2(Γ ). La imagen de una sucesión x de l2(Γ ) mediante U∗ es
U∗x =∑i∈Γ x(i)φi. (2.33)
La existencia del operador adjunto está garantizada por el teorema de representaciónde Riesz.
Frame dual.
Para reconstruir un vector f de H a partir de su proyección en l2(Γ ) es necesario laconstrucción de otro frame relacionado con {φi}i∈Γ , su frame dual {φ˜i}i∈Γ . Los vectores queintegran este frame dual se obtienen a partir de los φi mediante
φ˜i = (U∗U)−1 φi (2.34)
Con la ayuda del frame dual es posible proceder a la reconstrucción de un vector f de Hmediante cualquiera de las combinaciones lineales:
f =∑i∈Γ 〈f ,φi〉 φ˜if =∑i∈Γ 〈f ,φ˜i〉φi (2.35)
En resumen, los frames son conjuntos de vectores sólo sujetos al requisito 2.30, quepermiten descomponer un vector en una serie de coeficientes y reconstruir el vector a partir deesos coeficientes con ayuda del frame dual. La utilidad del proceso radica en la elección delframe adecuado para el estudio de unas características particulares del vector. Los coeficientesdel vector en esta descomposición deben permitir un procesamiento más fácil, potente o rápidoen el dominio l2(Γ ) que el mismo procesamiento sobre el vector en su dominio original H .
Bases duales.
Un frame Riesz o base de Riesz es un frame de vectores linealmente independientes. Elframe dual de un frame Riesz es también linealmente independiente, y al conjunto de ambosframes se le llama base de Riesz dual. A partir de 2.35 haciendo f = φi,
φi =∑j∈Γ
〈φi,φ˜j〉φj (2.36)
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y la independencia lineal implica〈φi,φ˜j〉 = δ(i,j). (2.37)
La expresión anterior indica que las bases de Riesz duales son familias de vectores biortogo-nales.
2.4.3. Multirresolución y función de escalado.
La aproximación multiresolución es un marco teórico particularmente apropiado para ladescomposición en wavelets, pues proporciona un desarrollo teórico riguroso a la vez que unapresentación intuitiva y descriptiva. Una aproximación multirresolución es una sucesión desubespacios cerrados de l2(R), {Vj}j∈Z. Cada subespacio se asocia a una rejilla uniforme deintervalos de amplitud o escala 2j que caracteriza la aproximación de la señal a la resolución2−j . La aproximación de una función f de l2(Γ ) en el espacio de escala 2j es la proyecciónPVj f en dicho subespacio.
Para constituir una aproximación multirresolución el conjunto {Vj}j∈Z debe satisfacerlas siguientes propiedades para cualesquiera j, k ∈ Z:
1. Cada subespacio Vj es invariante ante cualquier traslación proporcional a la escala 2j .Esto es, si f (t) ∈ Vj entonces f (t − 2jk) ∈ Vj .
2. La sucesión de espacios es una sucesión de subespacios encajados Vj+1 < Vj (todaaproximación de una determinada escala está incluida en las de menor escala).
3. Las funciones de un espacio dilatadas por un factor 2 están incluidas en el espacio deescala inmediatamente superior: Si f (t) ∈ Vj entonces f (t/2) ∈ Vj+1.
4. La única función que pertenece a todas las resoluciones es la función nula, ∩+∞j=−∞Vj = 0
5. Al aumentar la resolución la aproximación de la función converge a la función, Limj→−∞Vj =l2(R)
6. Existe una función θ tal que {θ(t − n)}n∈Z es una base Riesz de V0. Esta función seconoce como celda de resolución unidad.
Teniendo en cuenta lo anterior se puede verificar que la familia {2−j/2θ(2−j t − n)}n∈Z esuna base Riesz de Vj , con las mismas cotas positivas de la definición de frame para todas lasescalas.
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La aproximación de una función f en la escala 2j se define como la proyección ortogonalde la función en el subespacio Vj . Para poder calcularla necesitamos una base ortonormalde Vj , que puede obtenerse a partir de la función de escalado φ(t), definida a partir de sutransformada de Fourier
φ̂(ω) = θ̂(ω)(∑∞k=−∞ ∣∣∣θ̂(ω + 2kpi)∣∣∣2)1/2 (2.38)
La familia de funciones {φj,n}n∈Z , con φj,n definida como
φj,n(t) = 1√2j φ
( t − 2jn2j
) , (2.39)
constituye una base ortonormal del espacio Vj . De esta manera la proyección de la función fen Vj puede expresarse como
PVj f = ∞∑k=−∞ 〈f ,φj,n〉φj,n (2.40)
Como PVj f es la aproximación a f dentro de Vj , los coeficientes aj [n] = 〈f ,φj,n〉 proporcionanuna representación discreta de la aproximación de la función a la escala 2j . En aplicacionesdigitales, donde se parte de una señal muestreada, se considera que la señal de partida esuna aproximación a una determinada escala.
Una aproximación multiresolución queda totalmente descrita por la función de escalado,y ésta queda a su vez descrita por la aproximación multiresolución. Son por tanto formasequivalentes de describir la descomposición del espacio l2.
2.4.4. La transformada wavelet y los bancos de filtros.
Filtros CMF.
En esta sección se describe el fundamento de la descomposición wavelet de una señalen las diferentes escalas. Para una escala 2j la proyección de la función en el espacio V j esuna aproximación de la función a esa escala. Es similar a lo que ocurre cuando disponemosde una versión muestreada de una señal continua en el tiempo o en el espacio.
Cada espacio Vj contiene un subespacio de escala inmediatamente superior Vj+1 ypuede descomponerse en Vj = Vj+1 ⊕Wj+1, siendo Wj+1 el complemento ortogonal de Vj+1
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en Vj . De este modo cada proyección de f en Vj se puede expresar de manera única comosuma de vectores de Vj+1 y Wj+1
PVj f = PVj+1f + PWj+1f (2.41)
Esta descomposición de la representación de f en Vj se llama descomposición aproximación-detalle. La proyección de f en la escala superior PVj+1f es la aproximación, mientras quePWj+1f es el detalle. En la expresión 2.41 se especifica cómo reconstruir una representación def en una escala dada a partir de una representación de la función en la escala inmediatamentesuperior (menor resolución) añadiendo los detalles que se pierden al aumentar la escala.
Como el conjunto de coeficientes {〈f ,φi〉}i∈Γ es una representación discreta de laproyección de la función f en Vj , la expresión 2.41 puede verse como una transformación deseñales discretas, y por tanto expresarse como un filtro digital.
Para calcular los coeficientes de ese filtro se parte de la función de escalado φ(t), quees un vector del espacio V0. Cómo 1/√2φ(t/2) pertenece a V1 ⊂ V0, podrá expresarse comocombinación lineal de los vectores de la base de V0
1√2φ( t2) =
n=−∞∑
+∞ h[n]φ(t − n) (2.42)con
h[n] = 〈 1√2φ( t2),φ(t − n)
〉 (2.43)
Los coeficients h[n] son los coeficientes de uno de los filtros discretos que nos permitiránla transformación entre proyecciones a diferentes escalas. El segundo filtro necesario es elllamado filtro espejo de h[n], y se obtiene como
g[n] = (−1)1−nh[1− n] (2.44)
Con la ayuda de la función de escalado φ y el filtro g[n] se puede construir una baseortonormal {ψj,n}n∈Z del espacio Wj
ψj,n(t) = 1√2j ψ
( t − 2jn2j
) (2.45)
donde ψ(t) queda especificada por su transformada de Fourier, obtenida a partir de las
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trasformadas de g y φ
ψ̂(ω) = 1√2 ĝ(ω2 ) φ̂ (ω2 ) (2.46)
siendo ĝ(ω) =∑n=−∞+∞ g[n]e−inω
Una vez que se han descrito las bases ortonormales de cada espacio Vj y Wj paracualquier valor entero j , y en virtud de la descomposición Vj = Vj+1⊕Wj+1 para cada funciónf de l2, tenemos dos formas de expresar su proyección en Vj
PVj f = ∞∑k=−∞ 〈f ,φj,n〉φj,n (2.47)
PVj f = ∞∑k=−∞ 〈f ,φj+1,n〉φj+1,n +
∞∑
k=−∞
〈f ,ψj+1,n〉ψj+1,n (2.48)
En la etapa de descomposición los coeficientes de aproximación y detalle de la escala2j+1 aj+1[n] = 〈f ,φj+1,n〉 dj+1[n] = 〈f ,ψj+1,n〉 se obtienen a partir de los coeficientes deaproximación de la escala 2j aj [n] = 〈f ,φj,n〉, mediante los filtros h[n] y g[n]
aj+1[p] = ∞∑n=−∞h[n− 2p]aj [n] (2.49)
dj+1[p] = ∞∑n=−∞g[n− 2p]aj [n] (2.50)
Los mismos filtros pueden emplearse para la reconstrucción
aj [p] = ∞∑n=−∞h[p− 2n]aj+1[n] +
∞∑
n=−∞g[p− 2n]dj+1[n] (2.51)
El filtro h[n] actúa como un filtro paso bajo, ya que al convolucionar h[n] con aj [n]obtenemos una aproximación de f , daj [n], de menor resolución. Por otro lado g[n] funcionacomo un filtro paso alto, pues al convolucionarlo con aj [n] nos da las componentes de detalle,complementarias a las de la aproximación de menor resolución.
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El filtro discreto h[n] verifica la siguiente propiedad
∀ω ∈ R, ∣∣∣ĥ(ω)∣∣∣2 + ∣∣∣ĥ(ω + pi)∣∣∣2 = 2 (2.52)
A los filtros que satisfacen esta propiedad se les llama filtros en espejo conjugados oCMF (acrónimo en inglés para estos filtros). Este tipo de filtros juega un papel fundamentalen el procesamiento de señal, ya que hacen posible descomponer señales discretas en bandasde frecuencia mediante bancos de filtros.
Una aproximación multirresolución queda unívocamente determinada por la función deescalado φ que genera cada subespacio Vj . Por otro lado, la función de escalado de unaaproximación multi-resolución define un filtro CMF mediante la expresión 2.43. Para recorrerel camino inverso y crear una aproximación multiresolución es suficiente disponer de un filtrodiscreto CMF. Bajo condiciones muy generales, un filtro CMF h[n] da lugar a una función deescalado φ definida por su transformada de Fourier
φ̂(ω) = +∞∏p=1 ĥ(2
−pω)√2 (2.53)
De esta manera, a partir de un filtro CMF es posible construir una base ortonormal dewavelets, lo que proporciona un procedimiento para diseñar y construir tales bases.
La relación de descomposición 2.49 puede escribirse como
aj+1[p] = aj ∗ h[2p] (2.54)
si se define x [n] = x [−n]. La nueva expresión representa una convolución seguida de unproceso de compresión con un factor 21. Análogamente la relación 2.50 quedaría
dj+1[p] = aj ∗ g[2p] (2.55)
De esta forma el proceso de descomposición de los coeficientes de la escala 2j ensucesivas escalas superiores puede hacerse siguiendo el esquema representado en la figura2.14.
1 En el proceso de compresión se extrae una muestra de cada dos, por ejemplo, las de índice impar
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aj g ↓ 2 dj+1
h ↓ 2 aj+1
- - -
--- g ↓ 2 dj+2
h ↓ 2 aj+2
- - -
--- ...-
Figura 2.14: Banco de filtros en árbol para la etapa de ánálisis de la señal. Obtención delos coeficientes de aproximación (aj+2) y detalle (dj+1, dj+2) correspondientes a dos escalassuperiores a la aproximación aj .
A su vez, en la etapa de reconstrucción, la ecuación 2.51 puede expresarse como
aj [p] = aˇj+1 ∗ h[p] + dˇj+1 ∗ g[p] (2.56)
donde
xˇ [p] =
x [p] si n = 2p,0 si n = 2p+ 1 (2.57)
Se observa que la reconstrucción de aj [p] se puede obtener convolucionando los filtros h y gcon señales obtenidas tras aplicar un expansor, insertando ceros entre muestras de aj+1 ydj+1 (figura 2.15).
ajdj+1
aj+1
...
-
6
-
-
6
-g↑ 2 --
h↑ 2 --dj+2
aj+2
g↑ 2 --
h↑ 2 ---
Figura 2.15: Estructura en árbol de un banco de filtros para reconstrucción de la señal.
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Bancos de filtros de reconstrucción perfecta y bases biortogonales de l2(Z).
La relación entre filtros CMF y bases ortonormales de wavelets puede extenderse a otrarelación que existe entre las bases biortogonales de wavelets y otro tipo de filtros llamadosfiltros de reconstrucción perfecta. En la figura 2.16 se muestra el esquema general de bancosde filtros de dos canales para el análisis (h y g) y la síntesis o reconstrucción (h˜ y g˜). Segúnel teorma de Veterli, el banco de filtros realiza una reconstrucción perfecta (a˜0[n] = a0[n])para cualquier señal de entrada a0[n] si y sólo si
ĥ∗(ω + pi)̂˜h(ω) + ĝ∗(ω + pi)̂˜g(ω) = 0 (2.58)
ĥ∗(ω)̂˜h(ω) + ĝ∗(ω)̂˜g(ω) = 2 (2.59)
De estas expresiones se deduce que para los bancos de filtros de reconstrucción perfectalos filtros de reconstrucción h˜ y g˜ quedan completamente especificados por los filtros dedescomposición h y g. Escritas en forma matricial las relaciones 2.58 y 2.59 quedan( ĥ(ω) ĝ(ω)ĥ(ω + pi) ĝ(ω + pi)
)×( ̂˜h∗(ω)̂˜g∗(ω)
) = ( 20
) (2.60)
La inversión de esta matriz 2× 2 produce( ̂˜h∗(ω)̂˜g∗(ω)
) = 2∆(ω)
( ĝ(ω + pi)−ĥ(ω + pi)
) (2.61)
donde ∆(ω) = ĥ(ω)ĝ(ω + pi)− ĥ(ω + pi)ĝ(ω).
Por otro lado, si h, g, h˜ y g˜ son filtros de reconstrucción perfecta con transformadade Fourier acotada, entonces {h˜[n− 2l],g˜[n− 2l]}l∈Z y {h[n− 2l],g[n− 2l]}l∈Z son basesRiesz biortogonales de l2(Z).
Por último, y para terminar de conectar la teoría de filtros con el análisis funcional, bajociertas condiciones para asegurar la regularidad de la funciones, dado un conjunto de filtrosde reconstrucción perfecta (h,g) y (h˜,g˜), las funciones φ y φ˜, definidas por sus transformadas
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de Fourier
φ̂(ω) = +∞∏p=1 ĥ(2
−pω)√2 , ̂˜φ(ω) =
+∞∏
p=1
̂˜h(2−pω)√2 , (2.62)
satisfacen las relaciones de biortogonalidad 〈φ(t),φ˜(t − n)〉 = δ [n]. Además, las familias dewavelets {ψj,n}(j,n)∈Z 2 y {ψ˜j,n}(j,n)∈Z 2 a las que dan lugar son bases Riesz biortogonales del2(R).
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g
?
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d1[n]
2
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h˜
g˜
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- -
---
-
a˜0[n]-+?
6
Figura 2.16: Banco de filtros de dos canales para el análisis (izquierda) y la reconstrucción(derecha)
Soporte de las wavelet construidas Si los filtros de reconstrucción perfecta h y h˜ tienenrespuesta al impulso finita, entoces las correspondientes funciones de escalado y wavelet tienensoporte compacto. De hecho, si h[n] y h˜[n] son no nulos respectivamente en N1 ≤ n ≤ N2 yN˜1 ≤ n ≤ N˜2, entonces φ y φ˜ tienen soporte [N1,N2] y [N˜1,N˜2]. Para este mismo caso lossoportes de ψ y ψ˜ son respectivamente[N1 − N˜2 + 12 ,N2 − N˜1 + 12
] y [N˜1 −N2 + 12 , N˜2 −N1 + 12
] (2.63)
Momentos Nulos de las wavelets constuidas El número de momentos nulos de ψ y ψ˜ dependedel número de ceros en ω = pi de las transformadas de Fourier de los filtros h y h˜, ĥ(ω) ŷ˜h(ω). En concreto, ψ tiene p˜ momentos nulos si ̂˜h(ω) tiene un cero de orden p˜ en ω = pi, yel número de momentos nulos de ψ˜ es igual al número de ceros de ĥ(ω) en ω = pi.
62
2.4 La transformada wavelet.
2.4.5. Transformada wavelet invariante en el espacio.
La aproximación multirresolución de la transformada wavelet discreta (TWD) presentaventajas como la invarianza a la escala, la concentración de la energía de la imagen en unospocos coeficientes de gran amplitud y la rapidez con la que puede realizarse. Por contra,el uso de compresión de los datos impide que sea invariante a traslaciones, lo que limitasu uso en determinadas aplicaciones en el procesamiento de imagen. No permite utilizarseen reconocimiento de patrones, y limita el rendimiento de algunos algoritmos de reducciónde ruido. El motivo de esta pérdida de rendimiento está en la falta de redundancia de larepresentación, y que estos algoritmos aprovechan dicha redundancia para la estimación dela señal a partir de su observación con ruido.
Para paliar este efecto, se utiliza una modificación en el algoritmo de cálculo presentado,que consiste en la supresión de la fase de compresión, y que da lugar a la TransformadaWavelet Estacionaria, también conocida como transformada wavelet invariante en el espacioo transformada wavelet no diezmada (TWND).
Otras aproximaciones intermedias incluyen sólo parcialmente la redundancia de larepresentación, como la transformada wavelet compleja [Kin99], que proporcionan invarianzaespacial con una modesta redundancia y un bajo coste computacional.
Cuando se usa la TWND, las pérdidas asociadas son evidentes en el tiempo de cálculoy en la utilización de memoria: En la TWND la señal transformada tiene el mismo número decoeficientes en cada escala que la original, y en cada etapa de la descomposición la señal departida a procesar tiene su mismo tamaño. La diferencia con la TWD es la ausencia de laetapa de compresión, que en la TWD sigue a la aplicación de los filtros FPB y FPA, y queen ese caso reducen logaritmicamente el tamaño de los datos.
En el caso de la TWND, si las funciones de escalado y las wavelets φ, ψ, φ˜ y ψ˜ secorresponden con los filtros h, g, h˜ y g˜ las componentes aj+1[n] = 〈f ,φj+1,n〉 y dj+1[n] =〈f ,ψj+1,n〉 para cualquier j ≥ 0 se obtienen a partir de los coeficientes aj [n] = 〈f ,φj,n〉mediante
aj+1[n] = aj ∗ hj [n] , dj+1[n] = aj ∗ gj [n] (2.64)
donde para cualquier filtro x [n], denotamos por xj [n] a la expansión de x [n] por un factor 2j−1(filtro obtenido al insertar 2j − 1 ceros entre muestras consecutivas de x [n]).
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Por otro lado, en la fase de reconstrucción se tendrá
aj [n] = 12 (aj+1 ∗ h˜j [n] + dj+1 ∗ g˜j [n]) (2.65)
2.4.6. Transformada wavelet de una imagen.
El análisis multirresolución presentado en las secciones anteriores puede generalizarsea espacios de varias dimensiones. Una forma de hacerlo es mediante el análisis separable,que aplica sucesivamente los filtros a cada una de las dimensiones del vector analizado. Enel caso de la imagen (análisis bidimensional separable), los detalles de la descomposiciónmultirresolución biortogonal se obtienen a partir de tres wavelets: ΨBA(x,y) = φ(x)ψ(y),ΨAB(x,y) = ψ(x)φ(y) y ΨAA(x,y) = ψ(x)ψ(y), y para la aproximación se usa la funciónφ(x)φ(y). En procesamiento digital el algoritmo consiste en aplicar sucesivamente los bancosde filtros a las filas y a las columnas de una imagen. En la figura 2.17 se muestra un esquemaque ilustra un paso del árbol de descomposición wavelet bidimensional. La figura 2.18 muestralas primeras escalas de la descomposición wavelet de una imagen.
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Figura 2.17: Banco de filtros para transformada bidimensional. Los filtros paso bajo y pasoalto se aplican sucesivamente a las filas y a las columnas de la imagen.
La transformada wavelet produce coeficientes con una muy baja correlación, pero noindependientes. Puede verse en la figura 2.18 como los coeficientes con mayor amplitud deuna banda están próximos. Además, entre bandas adyacentes en escala u orientación loscoeficientes importantes aparecen en posiciones cercanas. Por otro lado se aprecia la escasezde coeficientes con gran amplitud, o en otras palabras la economía de la representación y suconsecuente utilidad en codificación y compresión.
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(a) Imagen (b) Descomposición wavelet Sym8
Figura 2.18: Primeras escalas de la descomposición wavelet bidimensional separable de unaimagen.
2.4.7. Algunas wavelets de interés en la reducción de ruido.
El origen del análisis wavelet se remonta al trabajo de Haar [Haa10] en 1910 sobreconstrucción del espacio de funciones L2(R) a partir de traslaciones y contracciones de unafunción constante a tramos:
ψHaar(t) =

1 si 0 ≤ t < 1/2,−1 si 1/2 ≤ t < 1,0 en otro caso (2.66)
El conjunto de funciones que se obtiene a partir de la función ψHaar mediante traslaciones ycontracciones {ψHaar ( t−2jn2j )}j,n∈Z constituye una base ortonormal de L2(R).Sin embargo, hay que esperar hasta los trabajos en sismología de Morlet y Grosman de1984 [Gro84] para que aparezca el nombre wavelet asociado a esta forma de descomposiciónde funciones. Y aún hay que esperar más para que la teoría de la multirresolución permita eldesarrollo de un gran número de bases ortonormales.
Las características deseables para una base wavelet, desde el punto de vista de lareducción de ruido en imagen, son
Producir una representación económica, de modo que la energía quede concentrada
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en pocos coeficientes. Para conseguirlo lo apropiado es utilizar wavelets con el menorsoporte y el mayor número de momentos nulos.
Producir una imagen procesada con buena calidad visual. En este sentido es importantela regularidad y la simetría de la wavelet utilizada.
Para wavelets ortonormales el número de momentos nulos y el tamaño del soporte estáncomprometidos, de modo que fijado el número de momentos nulos el tamaño del soporteestá acotado inferiomente. La cota inferior la alcanzan las wavelet Daubechies, que sonóptimas según este criterio. Por otro lado, el requisito de simetría es consecuencia de lamayor tolerancia de nuesto sistema visual a los errores simétricos que a los asimétricos.
Las wavelet Daubechies no son suaves ni simétricas. Por este motivo se desarrollaronlas wavelet symlet, que tienen la propiedad de ser las wavelet de soporte compacto con menorasimetría. En esta Tesis la descomposición wavelet utilizada para los estudios de ruido eimagen emplea las symlet de ocho momentos nulos llamadas sym8. Las funciones de escaladoφ(t) y wavelet ψ(t) para la transformación sym8 se muestran en la figura 2.19. Las wavelet
Figura 2.19: Funciones de escalado φ(t) y wavelet ψ(t) para la transformación sym8.
symlet sym8 son wavelets ortonormales de soporte compacto con mínima asimetría y máximonúmero de momentos nulos para su soporte. Los filtros de escalado asociados son tienenuna fase casi lineal. El número de momentos nulos es 8 y su soporte es 15, y la longitud delos filtros digitales asociados es 16. En la figura 2.20 se representan los coeficientes de losfiltros de análisis y síntesis para la symlet sym8.
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Figura 2.20: Coeficientes de los filtros de análisis o descomposición y síntesis o reconstruc-ción para la wavelet sym8.
2.5. Dosimetría con película y digitalizador.
El estudio del sistema de imagen portal realizado en esta Tesis se centra en el análisisdel ruido del sistema, y sus características estadísticas. Pero, dada la importancia del sistema,también se investiga su respuesta espacial.
La imagen portal tiene las características de una imagen de transmisión. La adquisiciónde la imagen portal se lleva a cabo muestreando espacialmente un haz de radiación que hasido atenuado al atravesar al paciente. En este proceso de formación hay tres elementosfundamentales:
El objeto del que se hace la imagen, que en este caso es el volumen del paciente quese examina.
El haz de radiación utilizado, un haz de radiación de alta energía cuyo principal objetivoes el tratamiento del paciente. Sus características están optimizadas para el tratamiento,en detrimento de su capacidad para obtener imágenes de gran resolución o bajo ruido.
El sistema de imagen, un detector plano dividido en elementos de superficie de formacuadrada que convierten la fluencia de partículas en señal eléctrica.
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El estudio presentado en esta Tesis se dirige al haz de radiación. La resolución espacial estálimitada por el elemento más restrictivo de la cadena de imagen y, en el caso de la imagenportal, ese elemento es el haz de fotones utilizado. El haz de radiación limita fuertemente larespuesta espacial del sistema de imagen. La alta energía de las partículas que componenel haz provoca que la energía liberada en una interacción con un elemento de deteccióngenere otras partículas secundarias y algunas de ellas depositen su energía lejos del lugarde interacción, en otros elementos de detección.
Además, la fuente de radiación de un haz de alta energía producida en un aceleradorlineal de uso médico tiene una distribución espacial complicada. Está compuesta de unafuente de radiación primaria, de pequeño tamaño y gran fluencia, más una fuente de radiaciónsecundaria de tamaño sensiblemente mayor y fluencia unas diez veces menor.
Para el análisis de las características de dispersión del haz de radiación se utiliza undetector formado por una película radiocrómica y un escáner de sobremesa. El procedimientoque se emplea es la deconvolución de la dosis que deposita en la película un campo cuadradode reducidas dimensiones con un núcleo de deposición de energía.
El núcleo de deposición de energía describe como se distribuye espacialmente laenergía depositada por un haz pincel teórico de sección transversal infinitesimal. A través dela convolución de este núcleo con la función de apertura de un haz de radiación se puededeterminar la distribución espacial de la energía depositada por el campo de radiación enel medio material. El núcleo empleado se ha determinado a partir de las características depenetración del haz de radiación usado, y que se midieron como parte del comisionado ypuesta en marcha del acelerador.
Para la descripción analítica del núcleo se utiliza una parametrización de los núcleosexponenciales desarrollada teóricamente por Ahnesjo et al [Ahn87], e implementada porNyhlom et al [Nyh06] a partir de una base de datos de varios aceleradores. El procedimientode Nyhlom permite hallar los coeficientes de los núcleos de Ahnesjo a partir de los datos depenetración de un haz particular, y que se determinan durante las medidas iniciales de unacelerador lineal.
El conjunto película-escáner utilizado tiene una resolución espacial de 0.1 mm, lo quesupera ampliamente el tamaño óptimo de muestreo para el haz de radiación estudiado.
En esta sección se presenta la investigación llevada a cabo sobre la incertidumbre enla dosimetría con el dispositivo película-escáner.
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2.5.1. Determinación de la resolución de señal óptima.
En esta sección se estudia la resolución de señal necesaria para que el error decuantización no limite el rendimiento del escáner durante la lectura de la película. Losresultado del estudio se publicaron en [GL04b].
La resolución de señal para estos escáneres se mide por el número de bits con los quese codifica la señal digitalizada. A mayor resolución de señal menor ruido de cuantización. Elruido de cuantización es el introducido al convertir un valor analógico en un valor digital. Enla conversión analógica a digital se produce un redondeo de la señal leída, y la diferenciaentre el valor analógico anterior a la conversión y el valor digital posterior puede tratarsecomo un ruido introducido en la señal original. Este ruido, denominado ruido de cuantización,sigue una distribución estadística uniforme. No obstante, el ruido de cuantización no es elúnico presente en la señal digitalizada. El proceso de generación de ruido en la señal digitalse muestra en la figura 2.21.
Figura 2.21: Esquema para el modelado del ruido en la lectura del digitalizador. El ruido enla lectura resulta de la composición del ruido analógico previo a la digitalización de la señal ydel ruido de cuantización. Publicado en [GL04b].
El ruido en esta señal resulta de la composición del ruido analógico presente en laseñal antes de la conversión a digital y del ruido de cuantización introducido en esta etapa.El ruido analógico aparece durante
La irradiación de la película, pues la fluencia del haz es de naturaleza estadística.
La activación del material sensible de la película, pues la película tiene una naturalezagranular, y el tamaño y la distribución de esos granos obedece a una ley estadística.
La lectura de la película, debido a las fluctuaciones de la lámpara.
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La lectura de la película al convertir la luz en carga en los elementos CCD.
El acondicionamiento de la señal eléctrica.
Todos estos factores contribuyen al ruido analógico, y tal como se deriva del teoremacentral del límite, cuando una señal de ruido es producto de múltiples contribuciones desimilar importancia la distribución resultante se aproxima bien por una Gausiana. El primerpaso fue determinar la distribución estadística del ruido del digitalizador, que se comprobóGausiana como puede verse en la figura 2.22.
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Figura 2.22: Histogramas de los valores de ruido de un digitalizador de película. El trazocontinuo corresponde a una curva Gausiana que aproxima el histograma.
El objetivo es determinar la resolución de señal mínima para la que el ruido decuantización no empeore la lectura del sistema. Para ello se llevó a cabo una simulación[GL04b] en la que se estudiaba el ruido a la salida del cuantizador de la figura 2.21 enfunción del valor analógico de entrada t, del intervalo de cuantización ∆ y de la desviaciónestándar del ruido analógico σan. Para simplificar las expresiones, la unidad de transmisión ala entrada t se tomó igual al valor de ∆.
En la figura 2.23 se muestra el sesgo de la lectura expresado como la diferencia entreel valor esperado de la lectura µr y el valor real de señal t en función de la amplitud delruido y de t, mientra que en la figura 2.24 se muestra la potencia del ruido en la lecturadigitalizada en función del ruido analógico y del valor de la señal de entrada.
En ambas figuras se aprecia que tanto el sesgo en la lectura como el incremento de la
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Figura 2.23: Sesgo en la lectura del digitalizador en función de la potencia del ruido y delvalor real de la señal.
Figura 2.24: Potencia del ruido en la lectura en función del ruido analógico y el valor de laseñal de entrada.
incertidumbre en la misma aparecen para valores bajos del cociente σan/∆. Para determinarun valor de este cociente que sirva para marcar el límite entre un intervalo de cuantizaciónaceptable y otro no aceptable hay que examinar las figuras 2.25 y 2.26.
En la figura 2.25 se muestra el sesgo introducido en la lectura en función del ruidoanalógico para tres valores de transmisión. Puede apreciarse como la dependencia con la
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Figura 2.25: Sesgo en la lectura frente al valor de la señal de entrada para ruidos de diferen-te potencia.
Figura 2.26: Aumento de la potencia del ruido en la lectura con respecto al ruido analógico enfunción de la potencia del ruido analógico para dos valores extremos de la señal de entrada.
amplitud del ruido analógico desaparece para valores del cociente σan/∆ mayores a 0.6, y elsesgo puede considerarse nulo.
Por otro lado, la figura 2.26 muestra el incremento de la amplitud del ruido en lalectura en función del ruido analógico para dos valores extremos de transmisión. De nuevopuede apreciarse como la dependencia con la amplitud del ruido analógico desaparece para
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valores del cociente σan/∆ mayores a 0.6. Además, el incremento en la amplitud del ruidoqueda reducido a menos de un 5 % cuando σan/∆ es superior a 0.6.
En resumen, la resolución de salida óptima se obtiene para σan/∆ = 0,6. Cualquierresolución para la que el cociente entre la desviación estándar del ruido y el intervalo decuantización sea menor hace que el ruido de cuantización sea el factor dominante en el ruidodel sistema, introduzca sesgos importantes en la lectura del sistema e incremente la amplituddel ruido considerablemente. Además, aumentar el cociente σan/∆ muy por encima de 0.6supone incrementar innecesariamente el esfuerzo en la codificación de la salida del sistema,con el consiguiente coste en necesidades de almacenamiento y procesamiento de los datos.
2.5.2. Determinación del rango de densidades ópticas para una incertidumbre dada.
De un equipo de medida es necesario conocer la incertidumbre de las medidas queproporciona, y cómo dependen esas incertidumbres a lo largo de su rango dinámico.
En un sistema dosimétrico compuesto por película y digitalizador la transmisión de lapelícula en una determinada zona se transforma en la estimación de la dosis de radiación ala que esa zona de la película ha sido expuesta. Para que esta estimación de la dosis seaútil es necesario conocer la incertidumbre de esa determinación.
Dos factores limitan la exactitud y la reproducibilidad de un sistema dosimétricopelícula-escáner [GL07]. Por un lado el ruido del sistema introduce una incertidumbre encada lectura, y por otro la falta de linealidad de la lectura, especialmente su saturación aaltos valores de dosis.
Figura 2.27: Una de las imágenes de la tira sensitométrica usadas en la determinación delrango útil de densidades ópticas.
Para determinar la incertidumbre de la determinación de la dosis a partir de la medidade la densidad óptica se deteminaron las amplitudes del ruido en varios niveles de densidadóptica y la curva de calibración del densitómetro. Para ello se realizaron 30 lecturas de unatira sensitométrica de densidades ópticas conocidas (ver figura 2.27). El promedio de las 30lecturas se restó a cada una de las lecturas, para obtener 30 imágenes de ruido.
El valor medio de las lecturas de cada densidad óptica se utilizó para ajustar unacurva de calibración que convirtiera el logaritmo de la lectura del escáner en densidad óptica
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(figura 2.28).
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Figura 2.28: Curva de conversión del logaritmo de la lectura del escáner a la densidad ópticade la película.
Para la curva de ajuste (figura 2.28) se tomó una función racional, pues este tipo defunciones permiten reproducir el comportamiento asintótico derivado de la saturación a altosvalores de dosis. Para la curva inversa, la que representa el logaritmo de la lectura frente ala densidad óptica, se eligió un polinomio de quinto grado (figura 2.29). En ambos casos elajuste es muy bueno, y la relación entre densidad óptica y lectura queda establecida congran precisión, incluso en zonas de densidad óptica cercanas a la saturación.
En la figura 2.30 se muestra la amplitud del ruido, representada por su desviaciónestándar, en función de la densidad óptica. También se muestra una curva polinómica dequinto grado que ajusta los datos.
Con estos ajustes, que proporcionan funciones analíticas para la curva de calibración yla amplitud del ruido, se puede determinar el rango de densidades ópticas para el que laslecturas pueden realizarse con una incertidumbre acotada.
La entrada al digitalizador es la densidad óptica d de la película a leer. La salida r esel logaritmo de la lectura del digitalizador. Dado que el ruido es gausiano (ver figura 2.22),la lectura r seguirá una distribución gausiana con la misma varianza σ2 que el ruido y conuna media µ. Los dos parámetros que describen la distribución de la lectura dependen de ladensidad óptica d, σ = Σ (d) y µ = M(d).
Para un trozo de película de densidad óptica d la lectura r se puede representar por
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Figura 2.29: Curva de conversión de la densidad óptica de la película al logaritmo de la lectu-ra del escáner.
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Figura 2.30: desviación estándar de la lectura del digitalizador en función de la densidadóptica.
r = M(d) + ε, donde ε es una variable aleatoria que representa el ruido del digitalizador.
La dosis puede estimarse a partir de la lectura del digitalizador mediante la funcióninversa de M (que recibe el nombre de curva de calibración), dˆ = M−1(r). Como r sigue unadistribución normal N(µ,σ ) la probabilidad de que la lectura se encuentre en el intervalo
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[µ − λσ,µ + λσ ], para λ ≥ 0, es
p = erf (λ/√(2)) (2.67)
donde erf es la función de error definida como erf (x) = 2√(pi) ∫ x0 e−t2dt. Por tanto, con esaprobabilidad p, dˆ se encontrará en el intervalo [M−1(µ − λσ ),M−1(µ + λσ )]. Uniendo estasexpresiones, la amplitud w de este intervalo se expresa como función de d y p mediante
w = M−1(M(d)−√(2)erf−1(p)Σ (d))−M−1(M(d) +√(2)erf−1(p)Σ (d)) (2.68)
La amplitud w es la incertidumbre con la que se determina la densidad óptica con unnivel de confianza dado por p. En la figura 2.31 se representa la incertidumbre relativa parael digitalizador utilizado en función de la densidad óptica de la película para dos valores dep, p=0.68 y p=0.95.
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Figura 2.31: Incertidumbre relativa en la lectura del escáner en función de la densidad óptica.
La curva de la figura 2.31 permite conocer el intervalo de densidades ópticas en el quela incertidumbre está acotada por un determinado valor.
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2.6. Determinación de la función de transferencia de modulación a
partir de la imagen de un borde.
En radiología digital se ha estandarizado la caracterización de la respuesta espacial deun sistema de imagen a partir del análisis de la imagen de un borde radiopaco. Los trabajosde Samei [Sam98], Dobbins [Dob95], Neitzel [Nei04] y otros sentaron las bases de lo quemás tarde se recogió en la norma CEI 62220-1 [IEC03].
La norma CEI adopta el método del borde, especificando el uso de un objeto radiopacode tungsteno de 1 mm de espesor con un borde recto y dimensiones definidas. El método[GL05b] consiste en radiografiar el borde ligeramente angulado respecto a la matriz deldetector, primeramente en la dirección paralela a las columnas del detector y luego a lasfilas, para conseguir un perfil sobremuestreado que minimice los efectos de la digitalización.
Tras determinar el borde en la imagen y agrupar los píxeles por su distancia al mismo,se obtiene la función de dispersión de borde. Tras derivar ésta obtenemos la función dedispersión de linea y de su transformada de Fourier, la función de transferencia de modulacióno MTF.
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3 Métodos experimentales
En este capítulo se describen las metodologías seguidas para la obtención y el análisisde las imágenes estudiadas en este Tesis, imágenes anatómicas e imágenes de ruido, obtenidascon los sistemas CCD y de silicio amorfo (aSi).
Para la obtención de características como el espectro o las distribuciones marginalesde coeficientes wavelet, se utiliza un conjunto representativo de cada tipo de imágenes.En algunas ocasiones, sin embargo, para ilustrar una característica del conjunto, se utilizauna sola imagen. Esto se hace así, por ejemplo, para estudiar las funciones densidad deprobabilidad conjunta y condicionadas entre coeficientes wavelet, y para determinar lasdependencias estadísticas entre imagen y ruido.
Para estudiar la resolución espacial de los sistemas de imagen portal, se determinala distribución espacial de la energía depositada por la radiación en el medio material.La distribución se mide utilizando películas radiocrómicas EBT2 (International SpecialtyProducts, Wayne, USA), en un maniquí de metacrilato, y con haces de fotones de alta energíaproducidos en un acelerador Varian 2100-DHX linac (Varian Medical Systems).
Por último, se presenta el montaje experimental descrito en la norma CEI 62220-1[IEC03], y que se usa para el estudio de la respuesta espacial de los sistemas de imagen.La finalidad de estas medidas es presentar un nuevo método para la determinación de lafunción de transferencia de modulación (MTF), a partir de la imagen de un patrón de barrasen estrella.
El montaje experimental emplea haces de fotones con energías de kV (rango diagnóstico),y establece la calidad del haz, la dosis a la entrada del detector, y los parámetros geométricosde la adquisición. Los maniquíes utilizados son un maniquí de borde y un patrón de barrasen estrella. Dado que este último patrón no permite el cálculo de la respuesta a la frecuenciacero, en esta Tesis se utiliza un procedimiento para la obtención de imágenes artificiales deambos maniquíes. De esta forma sí es posible conocer la respuesta a la frecuencia cero, ypoder normalizar la MTF. Las imágenes artificiales se obtienen a través de un procedimientoque simula los procesos físicos de muestreo, dispersión y ruido, encontrados en las imágenes
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reales.
3.1. Ruido en los sistemas de imagen portal.
Para el tratamiento matemático de las imágenes en esta Tesis, se presupone uncomportamiento aditivo del ruido. Además, asumiendo un comportamiento estable y uniformedel sistema de imagen portal, la señal y el ruido pueden considerarse procesos aleatoriosestacionarios en sentido amplio, y los niveles de intensidad de los píxeles idénticamentedistribuidos en ambos casos.
Las imágenes utilizadas para el estudio del ruido se han obtenido a partir de imágenesuniformes de un maniquí de metacrilato, utilizando el mismo haz de radiación que se usa parala obtención de imágenes portales clínicas.
El estudio del ruido de los sistemas de imagen abarca tanto el ruido espacial como elruido temporal. El ruido espacial está producido por la diferente respuesta de los distintoselementos del detector, y se manifiesta como una imagen no uniforme cuando se irradia eldetector con un haz uniforme. La característica del ruido espacial es la presencia en la imagende una serie de patrones, que están presentes en todas las imágenes que se obtienen con eldetector. Por este motivo, al obtener dos imágenes distintas de un campo uniforme, en ambasimágenes son reconocibles patrones comunes, como franjas verticales o manchas.
El ruido temporal es debido a fluctuaciones estadísticas de los distintos elementosde la cadena de imagen: haz de radiación, respuesta de los detectores y electrónica deacondicionamiento. En los detectores utilizados, este tipo de ruido se caracteriza por subaja correlación espacial y temporal. Para analizar el ruido temporal, se procesa una seriede imágenes uniformes [GL13b], obtenidas en las mismas condiciones. En este proceso, lasimágenes de ruido se obtienen como diferencia entre cada una de las imágenes uniformes, yel promedio de todas ellas. De esta forma, se eliminan las diferencias de respuesta que puedehaber en los distintos elementos del detector, y que son características del ruido espacial.
Para la obtención de las imágenes de ruido, se realizaron un total de N imágenesportales de campos de radiación uniformes (N = 40, en el caso del sistema CCD y N = 16en el del aSi). Los tamaños de los campos fueron de 20cm x 20cm en el caso CCD y de 30cmx 40 cm en el caso del detector aSi. Los tamaños de píxel fueron de 0.37mm x 0.37mm (CCD)y de 0.784mm x 0.784mm (aSi)
Para simular una atenuación y una dispersión del haz de radiación similares a la
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provocada por un paciente, se colocó entre el sistema de imagen y el haz, un maniquí demetacrilato de 15 cm de espesor. El tamaño de cada una de las imágenes adquiridas fue de576x768 píxeles en el caso del detector CCD y de 384x512 píxeles en el de aSi. El tiempotranscurrido entre las adquisiciones de las imágenes se minimizó, para que las condicionesdel haz y del sistema de imagen fueran lo más parecidas posibles, durante toda las serie deimágenes.
En la figura 3.1a se representa una de las imágenes uniformes tomadas con el sistemaCCD, y en la figura 3.1b una de las obtenidas con silicio amorfo. Las intensidades estánescaladas a los valores extremos del rango de valores de cada imagen. Se observa comoel ruido espacial es especialmente visible en el sistema de imagen portal basado en silicioAmorfo, mientras que en el sistema CCD es prácticamente inapreciable.
(a) Sistema CCD (b) Sistema aSi
Figura 3.1: Imágenes uniformes obtenidas con los dos sistemas de imagen portal estudiados.Izquierda: imagen obtenida con el sistema de imagen portal basado en cámara CCD. Derecha:imagen obtenida con el panel plano de silicio amorfo.
Con el fin de seleccionar valores de píxel correspondientes a una zona uniformementeirradiada, es necesario alejarse de la zona de penumbra del haz, situada cerca de los límitesdel campo. Para ello, se recortó de cada imagen una región central de 471x481 píxeles, en elcaso CCD, y de 325x475 píxeles en el caso aSi.
Las imágenes recortadas están centradas en una zona de irradiación uniforme deldetector, excluyendo la penumbra. A partir de estas N imágenes, se calcula una imagenpromedio que se sustrae de cada una de las N imágenes recortadas. Las N imágenesresultantes son imágenes de ruido temporal, en las que cada píxel representa un valor delruido temporal del sistema. Dos imágenes de ruido temporal, una para cada uno de los dossistemas de imagen, se muestran en la figura 3.2.
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Por otro lado, la imagen obtenida del promedio de las imágenes uniformes constituyela imagen de ruido espacial.
(a) Sistema CCD (b) Sistema aSi
Figura 3.2: Imágenes de ruido temporal de los sistemas de imagen portal. Se obtienen me-diante la sustracción del promedio de una serie de imágenes uniformes a cada una de esasimágenes uniformes.
Como cabía esperar, se observa que se eliminan de la imagen de ruido temporal desilicio amorfo (figura 3.2b), las franjas verticales presentes en la imagen uniforme de esesistema (figura 3.1b). Estas franjas verticales están presentes en todas las imágenes, y portanto desaparecen al aplicar la sustracción, en el proceso de obtención de las imágenes deruido temporal. Posiblemente, su presencia se debe a un residuo del proceso de calibracióndel sistema de imagen.
3.2. Dependencia estadística entre ruido e imagen.
En esta sección se presenta el estudio de la dependencia estadística entre imagen yruido en el sistema de silicio amorfo. El procedimiento para obtener la imagen de ruido essimilar al expuesto en la sección anterior. La diferencia estriba en el uso de un maniquí decuña de aluminio, en lugar de un maniquí uniforme de metacrilato. La razón para utilizar unmaniquí de estas características es disponer de un rango dinámico representativo del de lasimágenes portales clínicas.
De una serie de imágenes del maniquí de cuña se obtiene la imagen promedio, querepresenta a la señal presente en la imagen. Para obtener la imagen de ruido, se sustraea una de las imágenes del maniquí esta imagen promedio. En la figura 3.3 se muestra unade las imágenes del maniquí de cuña, el promedio del conjunto de imágenes y una de las
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imágenes de ruido.
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Figura 3.3: Imágenes utilizadas para el estudio de la dependencia del ruido con el valor depíxel. Izquierda: imagen de un maniquí de cuña. Centro: promedio de una serie de imágenesdel maniquí. Derecha: Diferencia entre las dos imágenes.
A partir de las imágenes de ruido así obtenidas se estudian dos características de ladependencia ruido-imagen:
La dependencia del valor medio del ruido con el valor de píxel de la imagen.
La dependencia de la varianza del ruido con el valor de píxel de la imagen.
3.2.1. Justificación del método de promediado y sustracción.
El análisis de la dependencia estadística entre ruido y señal hace uso de dos imágenesrelacionadas mediante una expresión algebraica. El promedio de una serie de imágenesrepresenta a la señal y, al mismo tiempo, aparece en la diferencia calculada para estimarel ruido. Es necesario mostrar que la dependencia estadística, introducida por esta relaciónalgebraica entre las estimaciones de la señal y el ruido, es suficientemente pequeña como
83
3 Métodos experimentales
para no enmascarar la dependencia real entre señal y ruido.
A partir de la Ley de los grandes números, y asumiendo que las N imágenes uniformesconstituyen un conjunto de muestras independientes e idénticamente distribuidas de un vectoraleatorio, el promedio de esas imágenes converge al valor esperado del vector, cuando N tiendea infinito. Este valor esperado es la señal presente en la imagen, que es estadísticamenteindependiente del ruido. En el caso de un número finito de N muestras, a mayor valorde N menor dependencia estadística entre la media calculada y cada muestra particular.Aumentando suficientemente el número de muestras utilizadas para calcular la media, esadependencia se hace despreciable.
La varianza del ruido estimado nˆ se relaciona con la varianza del ruido real mediante
σ 2ˆn = N − 1N σ2n (3.1)
3.3. Imágenes portales clínicas.
Las imágenes portales utilizadas en esta sección se han adquirido unos minutos antesde comenzar la irradiación de los campos de tratamiento de los pacientes, durante la etapade verificación de su posicionamiento. La adquisición de las imágenes se ha llevado a cabosiguiendo los protocolos del Hospital, que establecen la energía del haz de radiación y ladosis por imagen. Con el fin de mejorar la eficiencia de detección, la energía del haz es lamás baja (6 MV). Además, se selecciona la dosis mínima que permite obtener una calidad deimagen (SNR) suficiente.
3.3.1. Localizaciones.
Las imágenes portales utilizadas corresponden a diferentes localizaciones anatómicas.Según este criterio se pueden agrupar en cabeza, cabeza y cuello, mama, tórax y pelvis. Laslocalizaciones anatómicas elegidas son representativas de la mayoría de los tratamientosradioterápicos que utilizan imagen portal, e incluyen las características más importantes deestas imágenes: contrastes hueso-tejido blando, pulmón-tejido blando y contrastes farmacoló-gicos para visualización de órganos. La figura 3.4 muestra algunos ejemplos de las imágenesportales utilizadas.
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Figura 3.4: Muestra de las imágenes portales estudiadas. a) Cráneo. b) Tórax. c) Pelvis (pro-yección antero-posterior). d) Pelvis (proyección lateral).
3.3.2. Preprocesamiento de las imágenes.
Dado que las imágenes portales utilizadas se han adquirido en condiciones de trata-miento, la presencia de ruido en ellas es notable. El compromiso entre ruido y dosis es elprincipal factor que condiciona la proporción de ruido temporal en las imágenes. Por un lado,interesa que la dosis de radiación, utilizada para la formación de la imagen, sea lo más bajaposible para proteger los órganos y tejidos que rodean al volumen de tratamiento. Pero esnecesario un mínimo de dosis, para mantener una relación señal-ruido alta, que produzca unacalidad de imagen suficiente.
Otro ruido importante que aparece en el sistema de imagen portal basado en silicioamorfo es el ruido espacial, consecuencia de la falta de homogeneidad en la lectura deldetector. En la figura 3.5 se muestran dos imágenes, una imagen portal de una pelvis y unaimagen de un maniquí uniforme de metacrilato. Se observa como ambas están afectadas deun patrón similar, en forma de franjas verticales.
Este artefacto debe eliminarse antes del análisis de los métodos de reducción de ruido.Si no fuera así, las imágenes resultantes de aplicar los algoritmos evaluados se tendrían
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que comparar con una imagen de referencia afectada de ruido espacial. Contrariamente a loque debería ser, la habilidad de estos algoritmos para eliminar el ruido espacial mermaría lamedida de su rendimiento. Por tanto, es necesario minimizar la presencia de ruido espacial,en las imágenes utilizadas como referencia.
Como paso previo a la evaluación de los algoritmos de reducción de ruido, y con elfin de minimizar el efecto del ruido espacial sobre las imágenes usadas como referencia,se lleva a cabo una corrección de dichas imágenes. Con este fin se utilizan las imágenesuniformes, empleadas en el cálculo del ruido del sistema de silicio amorfo, para crear unamatriz de corrección de la imagen. El promedio de las imágenes uniformes se usa como matrizde calibración del sistema de imagen. Cada imagen portal, utilizada como referencia para laevaluación de los métodos de reducción de ruido, se somete a un proceso de preprocesamientoen el que:
Se calcula la energía de la imagen.
Se divide cada valor de píxel de la imagen por el píxel correspondiente de la matriz decalibración. Esto no afecta al carácter aditivo supuesto para el ruido, pues simplementeecualiza la ganancia de los transistores del sistema.
Se re-escala la imagen para que su energía sea igual a la calculada en el primer paso.
En la figura 3.5 se ilustra el proceso mostrando una imagen portal antes y después de laeliminación del ruido espacial.
El pre-procesamiento presentado en esta sección consiste en la calibración fina dela respuesta de los detectores de imagen. En realidad es similar al que aplica el softwarecomercial propio del sistema de imagen, que usa imágenes uniformes para corregir las imágenesanatómicas. Durante el mantenimiento semestral del equipo, se realiza la calibración de losdetectores mediante la lectura de las corrientes oscuras (fuga) y la obtención de imágenesuniformes (irradiando el detector con un campo extenso de radiación y sin interponer ningúnmaniquí entre fuente y detector). La diferencia introducida en esta sección estriba en utilizarimágenes de maniquíes de espesores representativos de los irradiados en los pacientes, y enque las imágenes uniformes y las anatómicas se adquieren con unos pocos días de diferencia.
La reducción de ruido espacial es muy importante, tal y como se aprecia en la figura3.5c. A partir de aquí, para eliminar parte del ruido temporal se aplica un filtro de medianacon una ventana 3×3 a la imagen limpia de ruido espacial. La imagen resultante x representaa la imagen portal libre de ruido que se utilizará en la evaluación de los algoritmos. Paraello, tras crear una imagen ruidosa y = x +n añadiendo a x ruido n se aplica cada algoritmo
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(a) Imagen portal de pelvis
(b) Imagen uniforme (c) Imagen portal corregida
Figura 3.5: Imagen portal de pelvis (a), que muestra los mismos artefactos que la imagenuniforme (b). En la imagen corregida (c) se eliminan estos artefactos.
para obtener una estimación xˆ que se compara con x .
Hay que hacer constar que la reducción de ruido espacial, mediante el preprocesamientodescrito para el ruido temporal, cambia notablemente los resultados de los algoritmos dereducción de ruido. Sin embargo, la aplicación del filtro de mediana solo supone una levemodificación de esos resultados.
3.4. Sistemas de imagen.
En la figura 3.6 se presenta un esquema del sistema de imagen portal basado en undetector de silicio amorfo, en el que se muestran los distintos elementos que lo componen. El
87
3 Métodos experimentales
sistema contiene una lámina metálica y una pantalla de fósforo, para convertir los fotones derayos X en fotones del espectro visible. Un array de fototransistores convierte estos fotonesen señal eléctrica.
Figura 3.6: Esquema del sistema de imagen portal aSi. Tomado de [Ant02]
En la figura 3.7 se muestra un esquema de la adquisición de una imagen con el sistemaCCD. En el esquema se muestran todos los elementos de la cadena de imagen: haz de radiación,paciente, detector y electrónica. Un haz cónico de radiación, generado por una fuente casipuntual, atraviesa el paciente y es atenuado por las distintas estructuras anatómicas. Losfotones de rayos X de alta energía, que interaccionan con la pantalla fluorescente, producenluz visible que alcanza una cámara CCD, al reflejarse en un espejo. Al llegar al detector, laluz deposita una energía en cada elemento de detección (transistor CCD), que es funciónde la fracción del haz que no ha sido atenuada en el paciente. De esta manera se crea unaimagen de transmisión, similar a la de una radiografía.
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Figura 3.7: Esquema de la adquisición de una imagen con el sistema CCD. Tomado de [Ant02]
3.5. Estudio de las características estadísticas de las imágenes.
3.5.1. Espectro.
Para cada una de las modalidades de imagen, el espectro se obtiene promediandolos espectros de un conjunto de imágenes de esa modalidad. En el cálculo de los espectrosindividuales se aplican ventanas de Hamming, para minimizar la distorsión causada por laextensión finita de la imagen [Opp99]. Una vez obtenido el espectro bidimensional se calculatambién su promedio radial.
Las hipótesis necesarias, para poder calcular el espectro de las imágenes a partirdel cuadrado del módulo de la transformada de Fourier, son la ergodicidad y el carácterestacionario en sentido amplio de las imágenes de cada modalidad. La ergodicidad implicaque los valores esperados de promedios estadísticos coinciden con los valores esperados depromedios espaciales [Beu00]. Esto es, el valor esperado de un píxel de la imagen puedeestimarse, de una manera insesgada, a partir del promedio de los valores de píxel de la imagen.La estacionaridad en sentido amplio significa que los valores esperados, y la correlaciónespacial, son independientes de la posición del píxel [Beu00].
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Inhomogeneidades del haz.
Los haces de radiación producidos por aceleradores de electrones presentan unainhomogeneidad característica de componente radial. Esta inhomogenidad aparece durante laproducción del haz de radiación, concretamente en el proceso de aplanamiento del mismo. Eneste proceso se interpone en el haz de fotones un filtro de Alumnio cónico, cuyo eje se alineacon el eje central del haz.
Por otro lado, cuando la intensidad del haz de radiación es baja, como en el casode la producción de imágenes portales, aparece una inhomogeneidad sobre la dirección deactuación de las bobinas deflectoras del haz de electrones. Esta homogeneidad desaparececuando la intensidad del haz es suficiente como para que actúe el sistema de realimentación,que controla la generación del haz. Estas inhomogeneidades son propias del haz de radiación,no del sistema de imagen. Por otro lado son suaves y, por tanto, cabe esperar que solo afectena las bajas frecuencias del espectro de una imagen de campo uniforme.
Para minimizar el efecto de las inhomogeneidades de baja frecuencia en el espectro,antes del cálculo de la transformada de Fourier de las imágenes de ruido, se procedió ala corrección de estas inhomogeneidades, mediante la sustracción de tendencias linealesy cuadráticas en la imagen. Para ello cada imagen se ajustó a una función polinómica desegundo grado, y el resultado se sustrajo de la imagen original.
En la figura 3.8a se muestra una imagen de ruido temporal del detector CCD, y enla figura 3.8b, la imagen que resulta de ajustarle por mínimos cuadrados un polinomio desegundo grado. En la figura 3.8c se muestra la diferencia de ambas imágenes. En el caso deldetector de silicio amorfo, el resultado de la eliminación de las inhomogeneidades propiasdel haz, se muestra en la figura 3.9.
En ambos casos se observa que la corrección dominante es la lineal, y en el ejevertical de la imagen. Este eje es paralelo a la trayectoria que recorren los electrones enla cavidad aceleradora, y sobre la que actúan unas bobinas deflectoras para dirigir el hazde electrones, que genera la radiación. La rapidez con la que se puede alcanzar un haz deradiación homogéneo depende de la eficiencia del sistema de control (servo), que controla lascorrientes de las bobinas deflectoras.
Destaca el hecho de que la corrección necesaria para el detector CCD (que empleauna dosis 4 veces mayor para formar una imagen), es similar a la del detector aSi. Lainhomogeneidad depende más del acelerador que del sistema de imagen, y el acelerador queintegra al detector de silicio amorfo es de una generación tecnológica más avanzada, que el
90
3.5 Estudio de las características estadísticas de las imágenes.
(a) Original (b) Ajuste polinómico
(c) Diferencia
Figura 3.8: Eliminación de inhomogeneidades del haz en las imagen de ruido del detectorCCD. Izquierda: imagen de ruido original. Centro: ajuste de la imagen de ruido a un polinomiode segundo grado. Derecha: resultado de sustraer la imagen ajustada a la imagen original.
empleado con el sistema CCD.
Una vez reducidas las tendencias de baja frecuencia, se calcula el espectro de cadauna de las imágenes de ruido I aplicando la ecuación
NPS(r,s) = a2MN
∥∥∥∥∥ M∑m=1
N∑
n=1W (m,n)(I(m,n)− I)e(−2pii(rm/M+sn/N)
∥∥∥∥∥
2 , (3.2)
en esta ecuación r y s son las frecuencias espaciales, W (m,n) es una ventana de Hamming,I es el valor medio de píxel de la imagen, M y N representan respectivamente el tamañoen píxeles en las direcciones vertical y horizontal de la imagen y a es el tamaño lateral delpíxel. A continuación se calcula el promedio de los N espectros, que representa el espectrode potencia del ruido del sistema.
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(a) Original (b) Ajuste polinómico
(c) Diferencia
Figura 3.9: Eliminación de las inhomogeneidades del haz en la imagen de ruido temporal deldetector de silicio amorfo. Izquierda: imagen de ruido original. Centro: ajuste de la imagen deruido a un polinomio de segundo grado. Derecha: resultado de sustraer la imagen ajustada ala imagen original.
3.5.2. Estudio estadístico en el dominio de la imagen.
Para estudiar la distribución marginal del ruido de los sistemas de imagen, se obtiene elhistograma de los valores de píxel de una serie de imágenes de ruido. A partir del histogramase determina empíricamente la función densidad de probabilidad. El objetivo es comprobar siel ruido de los sistemas es Gausiano, o si puede aproximarse por esta distribución.
3.5.3. Estudio estadístico en el dominio wavelet.
El estudio de la distribución estadísticas de los coeficientes wavelet se centra en lasfunciones densidad de probabilidad (fdp’s) marginales, conjuntas y condicionadas de losmismos. Para una imagen dada {I(m,n)}m=1..M,n=1..N , una transformacion wavelet produce unconjunto de coeficientes {wos (js,ks)}s=1..S,o=h,v,d, donde s y o son la escala y la orientaciónde la descomposición respectivamente.
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De la función densidad de probabilidad conjunta de todos los coeficientes f (wh1 ,wv1 ,wd1 ,...,whS ,wvS ,wdS ),se estudia:
La distribución marginal de los coeficientes en una subbanda, definida por una escalas y una orientación o, f (wos ).
La correlación dentro de una subbanda, analizada mediante las fdp’s conjunta y con-dicionada de la imagen de los coeficientes y la imagen obtenida al desplazar dichoscoeficientes en la dirección diagonal.
La distribución conjunta de dos subbandas con la misma orientación o y escalasadyacentes s y s+ 1 f (wos ,wos+1).
La distribución condicionada de dos subbandas con la misma orientación o y escalasadyacentes s y s+ 1 f (wos |wos+1).
La distribución conjunta de dos subbandas con la misma escala s y distintas orientacioneso1 y o2 f (wo1s ,wo2s ).
La distribución condicionada de dos subbandas con la misma escala s y distintasorientaciones o1 y so2 f (wo1s |wo2s ).
Funciones densidad de probabilidad marginales.
Para cada uno de los tipos de imágenes consideradas se obtiene, empíricamente, lafunción densidad de probabilidad f (wos ) de los coeficientes wavelet en cada subbanda wos .
En cada modalidad de imagen se trabaja sobre un conjunto representativo de imágenes.El proceso comienza realizando la descomposición wavelet de cada una de las imágenes delconjunto, y agrupando todos los coeficientes de todas las imágenes, que pertenecen a unamisma subbanda. Seguidamente se normaliza el histograma de cada subbanda, dividiendo elnúmero de coeficientes en cada valor del histograma por el número total de coeficientes. Deesta manera, se obtiene empíricamente la función densidad de probabilidad de los coeficientesde esa subbanda.
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Funciones densidad de probabilidad conjuntas y condicionadas.
De cada una de las modalidades de imagen estudiadas, se utilizan unas pocas imágenespara llevar a cabo el estudio de la dependencia estadística entre coeficientes. El objetivo esmostrar características que son comunes al resto de las imágenes de la modalidad, y quedistinguen a las distintas modalidades.
Con el objeto de analizar la dependencia estadística entre los coeficientes wavelet, secalculan las funciones densidad de probabilidad conjuntas y condicionadas entre coeficientesde diferentes subbandas. Estas funciones se obtienen a partir de los histogramas conjuntosde los coeficientes en las subbandas. Los histogramas conjuntos de coeficientes se normalizanpara que representen funciones densidad de probabilidad. Los valores posibles de parejas decoeficientes se discretizan en intervalos 2D, y las parejas de coeficientes se agrupan segúnsus valores en esos intervalos. En el caso de histogramas conjuntos, para la normalización sedivide el número de coeficientes en cada intervalo por el número total de coeficientes. Enel caso de histogramas condicionados, cada valor del histograma conjunto se divide por elnúmero de coeficientes que comparten el mismo valor en la variable condicionante.
3.6. Estudio de la respuesta espacial en imagen portal.
El estudio de la respuesta espacial en los sistemas de imagen portal se centra enlas características del haz de radiación, que limitan la resolución espacial que se puedealcanzar. Las partículas que componen el haz de radiación tienen una energía muy alta. Esaalta energía hace que los electrones, que se producen al interaccionar el haz con el detector,tengan un rango práctico (recorrido dentro del detector) alto. Los electrones liberados dentrodel detector depositan su energía a lo largo de toda su trayectoria, y de esa manera puedengenerar señal en elementos de detección diferentes del lugar donde se produjo la interacción.
El alto rango práctico de los electrones producidos por el haz no es el único factor quelimita la resolución espacial. El tamaño de la fuente de radiación es el otro factor importante.Los fotones que componen el haz se producen como radiación de frenado de un haz deelectrones, casi monoenergético, que impacta en un blanco de alta densidad y alto númeroatómico, como el Tungsteno. Debido a la alta energía del haz, el tamaño focal no es tanpequeño como en la modalidades de diagnóstico.
Algunos estudios cuantifican la resolución que puede alcanzarse con un haz de radiote-rapia. Por ejemplo, el tamaño del intervalo de muestreo necesario para la reconstrucción de
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las distribuciones de dosis, provocadas en el medio biológico por los haces de fotones deradioterapia, puede calcularse [Bor00] dividiendo el valor de la penumbra P80−20 (distanciaentre las isodosis del 80 % y el 20 %) por 1.7. En el caso que nos ocupa, haces de 6 MV deenergía, esto se traduce en distancias de muestreo en torno a los 1.5 mm.
En general, los detectores empleados en imagen portal han sido desarrollados paraotras modalidades de imagen. En el caso del detector CCD su elemento fundamental, lacámara de televisión, se ha diseñado para captar imágenes de luz visible del entorno humano,y en el caso del detector de silicio amorfo, éste se ha desarrollado para radiología diagnostica.Es importante destacar que estas dos modalidades de imagen utilizan una radiación de muchamenor energía que la utilizada en radioterapia, y que las resoluciones espaciales que puedenalcanzarse con estas modalidades de imagen son mucho mayores.
Por todo lo anterior, el estudio de la resolución espacial en esta Tesis se centra enel haz de radiación. En concreto, se estudia la resolución espacial que se puede alcanzarutilizando un haz de radioterapia, en unas condiciones determinadas. Las condiciones vienendadas por el haz de radiación y el medio material con el que interacciona. El haz utilizado esel haz de menor energía (6 MV), que es el que se utiliza con mas frecuencia en imagen portal,y el medio elegido es el metacrilato. El metacrilato o PMMA se caracteriza por tener unaspropiedades radiológicas similares al agua (material predominante en el medio biológico), ytambién al silicio (componente de uno de los sistemas de imagen estudiados).
La determinación de la respuesta espacial se realiza estudiando el núcleo de dispersiónde energía del haz de radiación. Para ello se deconvoluciona la imagen de un pequeño campode radiación de sección cuadrada, con una función de apertura cuadrada. Para la obtenciónde la imagen se utiliza una película radiocrómica, caracterizada por tener una resoluciónespacial elevada, y una respuesta con una baja dependencia de la energía del haz y la tasade dosis.
La medida de la dosis, que produce el campo de radiación, se hace a una profundidadcercana a la profundidad a la que se encuentra el detector de imagen. El estudio se centraen el detector de imagen de silicio amorfo, en el que su profundidad efectiva (equivalente aagua) es 1.4 cm. Las películas radiocrómicas se colocan en el metacrilato a una profundidadde 1.5 cm y a una distancia de la fuente de 100 cm. Tras la irradiación, las películas se leenen un digitalizador de sobremesa con una resolución de 0.1 cm x 0.1 cm.
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3.7. Respuesta espacial de los sistemas de imagen.
En esta sección se muestra un montaje experimental para el cálculo de la MTF de unsistema de imagen. El método en novedoso, ya que emplea un patrón de barras en estrellacomo objeto de test. El interés del método reside fuera del campo de la radioterapia, pues eluso de maniquíes para la determinación de la respuesta espacial de los detectores se da,fundamentalmente, en los equipos de radiología diagnóstica.
Por este motivo, la aplicación práctica del método presentado puede encontrase enotras modalidades de imagen, como la citada imagen diagnóstica. Los resultados mostradosen esta Tesis se presentan como una investigación paralela al objetivo central de la misma:la imagen portal.
Para el cálculo de la función de transferencia de modulación de un sistema de imagen,se ha usado una gran variedad de maniquíes como objetos de tipo pin-hole, hilos [Cun92],patrones de barras lineales [Dro82], rendijas [Fuj92] y bordes [Sam05]. Por otro lado, otrotipo de maniquíes, los patrones de barras en estrella, se usan habitualmente para determinarel tamaño de foco de los tubos de rayos X [Him74].
En esta Tesis se explora la posibilidad de utilizar un maniquí de barras en estrellapara la determinación de la MTF de un sistema de imagen.
3.7.1. Determinación de la MTF a partir de la imagen de un borde.
La norma CEI 62220-1 [IEC03], Medical electrical equipment. Characteristics of digitalX-ray imaging devices. Part 1: Determination of the detective quantum efficiency, estableceun procedimiento para la determinación de la MTF de un equipo de rayos X de uso médico.El alcance de la norma excluye a los haces de alta energía utilizados en radioterapia, puesse restringe a los equipos de diagnóstico que operan en energías de kilovoltaje.
El tipo de maniquí (un borde radiopaco), la calidad del haz, la dosis a la entrada deldetector y los parámetros geométricos de la adquisición quedan establecidos en la norma.
3.7.2. Montaje experimental de la norma CEI 62220-1.
El maniquí de borde utilizado es un maniquí TX5 W Edge Device (Scanditronix-Wellhöffer, Schwarzenbruck, Germany), y el maniquí con el patrón de barras en estrella es el
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High-Precision Star X-Ray Test Pattern 07-510-2 (Nuclear Associates).
La calidad del haz seleccionada para las medidas es la referenciada en la norma comoRQA5. Para cumplir con esta calidad, la energía del haz se ajusta para obtener una capahemirreductora de 7.1 mm, para un haz con una filtración adicional de 21 mm de Aluminio.
La distancia fuente-detector de imagen se establece en 150 cm, y el tamaño del campoen el detector se fija en 16 cm x 16 cm. El maniquí se coloca sobre la superficie del detectory se irradia con una dosis de 4 mR.
3.7.3. Imágenes artificiales.
Dado que el maniquí de barras en estrella utilizado no permite el cálculo de la respuestaa la frecuencia cero, en esta Tesis se utiliza un procedimiento para la obtención de imágenesartificiales de los dos maniquíes empleados. De esta forma sí es posible conocer la respuestaa la frecuencia cero y poder normalizar la MTF.
Las imágenes artificiales se obtienen a través de un procedimiento, que simula losprocesos físicos de muestreo, dispersión y ruido encontrados en las imágenes reales. Paraello se siguieron los siguientes pasos:
En primer lugar se crea una imagen muestreada del maniquí a una resolución de10µm× 10µm. Los tamaños de los maniquíes creado en esta etapa son de 110 mm x110 mm para el maniquí de borde y de 45 mm x 45 mm para el maniquí de barras, loque da lugar a matrices de 11000x11000 y 4500x4500 elementos respectivamente. Lasimágenes creadas en este paso son binarias, con un valor bajo de cero y un valor altode uno.
Las imágenes se filtran a continuación, convolucionándolas con una función de dispersiónde punto (PSF) exponencial y rotacionalmente simétrica,
g(x,y) = K ∗ e(−r/σ ) (3.3)
donde r =√x2 + y2, σ = 90µm y K es una constante de normalización. Con este valorde σ la frecuencia de corte se establece en 1,36mm−1.
Tras la convolución, las imágenes se submuestrean a una resolución de 50µm× 50µm.Esta resolución es representativa de la encontrada en algunos detectores comerciales.
Finalmente se añade ruido blanco y gausiano, para obtener la imagen final de los
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maniquíes.
La figura 3.10 muestra los pasos seguidos para la producción de la imagen del maniquí debarras en estrellas (solo se muestra un detalle de la imagen completa). Las imágenes finalesobtenidas se muestran en la figura 3.11. El ruido añadido en ambas imágenes es de 25 db dePSNR.
(a) Muestreo a 10µm ×10µm (b) Convolución con PSFexponencial
(c) Submuestreo a 50µm×50µm (d) Suma de ruido (25.2dB de PSNR)
Figura 3.10: Pasos para la obtención de una imagen artificial de un maniquí de barras enestrella (detalle).
La MTF de una PSF con simetría rotacional también tiene simetría rotacional. Para laPSF g en 3.3, la MTF se puede calcular integrando numéricamente
MTF (k) = 1σ2
∞∫
0
re−r/σ J0(2pikr) (3.4)
donde k es la frecuencia radial y J0 el la función de Bessel de primera clase y orden 0. Lafigura 3.12 muestra la MTF teórica. Para investigar la MTF en sistemas no isotrópicos se
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(a) Maniquí de borde (b) Maniquí de barras en estrella
Figura 3.11: Imágenes artificiales, creadas para simular las imágenes obtenidas en un equipode radiología digital. La cantidad de ruido añadido es de 25.2 dB of PSNR.
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Figura 3.12: Función de Transferencia de modulación para la PSF en 3.3
utilizó otra PSF, en la que el término exponencial en 3.3 se remplazó por e−√(x/σx )2+(y/σy)2),con σx = 80µm y σy = 100µm.
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4 Estadística del ruido en imagen portal
En este capítulo se presentan los resultados obtenidos en el estudio del ruido en lossistemas de imagen portal. Parte de los resultados obtenidos en este capítulo se publicaronen la referencia [GL13b].
Las muestras de ruido utilizadas para el estudio se obtienen siguiendo la metodologíaexpuesta en el capítulo 3. Además de la distribución del ruido en el dominio de la imagen, eneste capítulo se presentan el espectro de potencia del ruido, la distribución de coeficienteswavelet para transformaciones wavelet diezmadas y no diezmadas, y el estudio sobre ladependencia estadística entre ruido e imagen.
4.1. Distribución del ruido en el dominio de la imagen.
En la figura 4.1 se muestran las fdp’s del ruido temporal para los sistemas de imagenestudiados. Además, en trazo discontinuo, se presentan los ajustes a una gausiana.
En el caso del sistema CCD, la distribución marginal para valores de ruido es gausianaen la zona central, donde se concentra la gran mayoría de dichos valores. Pero al alejarnos deesa zona, aparecen unas colas marcadamente no gausianas. Estas colas pueden deberse a laexistencia de elementos del detector dañados por la radiación. Estos elementos no producenapenas señal, o producen una señal de intensidad alta, dando lugar a valores de píxel degran amplitud. El sistema de imagen no contiene ninguna utilidad para detectar y corregir lalectura de estos elementos dañados, y que son comunes en sistemas CCD que trabajan enentornos de radiación de alta energía. Además, el paso del tiempo aumenta el número deelementos dañados hasta hacer necesaria la sustitución de la cámara de televisión.
Para el detector de silicio amorfo (aSi), el carácter gausiano de la distribución del ruidose muestra en todo el rango de valores. En este caso, las desviaciones con respecto a unadistribución gausiana son mínimas, y ocurren en valores extremadamente marginales, dondeel número de muestras es muy pequeño. Hay que hacer constar que este sistema de imagen
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es capaz de detectar los transistores que proporcionan lecturas erróneas y corregir dichaslecturas. La detección de estos elementos se hace mediante la lectura de las corrientes oscuras(en ausencia de radiación) y las lecturas para un campo de radiación uniforme. En amboscasos se detectan aquellos transistores que proporcionan lecturas desproporcionadamentealtas o bajas, y se sustituyen por un promedio de la lectura de los transistores de su entorno.
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Figura 4.1: Funciones densidad de probabilidad empíricas (trazos continuo) y ajustes gausia-nos (trazos discontinuos), para el ruido temporal de los sistemas de imagen estudiados.
4.2. Espectro del ruido.
El espectro de potencia de cada una de las imágenes de ruido I se obtiene aplicandola ecuación 3.2.
El espectro final se obtiene promediando los espectros de todas las imágenes de ruido.El número total de imágenes de ruido temporal es de 40 para el detector CCD y de 16para el detector de silicio amorfo. Para el ruido espacial se dispone de una imagen para eldetector aSi, obtenida como promedio de una serie de imágenes uniformes (ver sección 3.1).Además del espectro bidimensional, se calcula un espectro radial, promediando el espectrobidimensional en todas las direcciones.
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4.2.1. Sistema basado en CCD.
En la figura 4.2 se presenta el espectro radial, obtenido promediando en todas lasdirecciones el espectro 2D para el ruido temporal del detector CCD. En esta figura sesuperponen los espectros obtenidos antes y después de la eliminación de tendencias cuadrá-ticas introducidas por el haz de radiación (ver sección 3.5.1). El espectro calculado para lasimágenes de ruido sin corrección se etiqueta como original. Se observa (figura 4.2) que elespectro de ruido para el sistema CCD es muy distinto del correspondiente a un ruido blanco,ya que la magnitud del ruido es dieciséis veces mayor a la frecuencia de 0.2 mm−1 que a lade 1.2 mm−1.
Por otro lado, como cabía esperar, el efecto de la reducción de las inhomogeneidadesdel haz, mediante la sustracción del ajuste cuadrático, solamente es apreciable a muy bajasfrecuencias. Conviene hacer constar que el uso de ventanas de Hamming en el cálculo delespectro reduce la importancia de las homogeneidades de baja frecuencia. Sin embargo, seha optado por el uso de tales ventanas, para poder comparar los espectros resultantes conlos obtenidos en las imágenes portales.
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Figura 4.2: Espectro de potencia del ruido temporal para el sistema de imagen portal CCD.En azul: curva que se obtiene tras eliminar la tendencias de baja frecuencia. En rojo: curvacorrespondiente a las imágenes sin sustracción del ajuste polinómico.
En la figura 4.3 se muestra el espectro bidimensional del rudio para el sistema CCD.
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Figura 4.3: Espectro de potencia 2D del ruido temporal del sistema CCD.
4.2.2. Sistema basado en silicio amorfo.
En la figura 4.4 se muestra el espectro del ruido temporal para el detector de silicioamorfo.Como en el caso del ruido para el detector CCD, se aprecia el efecto de la eliminación de lastendencias de baja frecuencia, a pesar del uso de una ventana de Hamming durante el cálculodel espectro. La tendencia predominante en la imagen de ruido es la lineal en la direcciónvertical (ver figura 3.9a), por lo que las mayores diferencias aparecen entre los valores depíxel situados en el extremo superior y los del extremo inferior, y la ventana de Hammingtiende a igualar esos valores.
Si se compara con el espectro obtenido para el ruido del detector CCD, el ruido deldetector plano de silicio amorfo es mucho más parecido al ruido blanco. Sin embargo, seobserva una suave tendencia lineal que hace que a valores de frecuencia de 0.1 mm−1 elruido tenga una amplitud aproximadamente tres veces mayor que a frecuencias de 0.6 mm−1.
En la figura 4.5 se muestra el espectro de potencia bidimensional del ruido temporal.Al compararse con el del detector CCD (figura 4.3) se observa que la forma del espectro nomuestra una dependencia tan acusada con la dirección, y que ahora la aproximación de ruidoblanco es mejor.
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Figura 4.4: Espectro de potencia del ruido temporal para el sistema aSi. En azul: curva quese obtiene tras eliminar la tendencias de baja frecuencia. En rojo: curva correspondiente a lasimágenes sin sustracción del ajuste polinómico.
Figura 4.5: Espectro de potencia del ruido temporal para el sistema aSi.
Ruido espacial en el detector de silicio amorfo.
La imagen uniforme mostrada en la figura 3.1b presenta unos artefactos en formade líneas y franjas verticales, además de una mancha redondeada en la zona central. Esa
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imagen sugiere la importancia del ruido espacial en el caso del detector de silicio amorfo.Estos patrones desaparecen del ruido temporal cuando se sustrae la imagen promedio de lasimágenes uniformes, durante el cálculo de las imágenes de ruido temporal.
El espectro de potencias del ruido espacial, para el detector de silicio amorfo, semuestra el la figura 4.6. El patrón observado en las imágenes portales, compuesto por franjasverticales, da lugar a la mayor amplitud del espectro sobre el eje horizontal.
Figura 4.6: Espectro de potencia del ruido espacial del sistema aSi. El ruido es más intensosobre el eje horizontal de la imagen, (direción transversal a las franjas visibles en las imáge-nes uniformes).
Es importante destacar la magnitud del ruido espacial, en comparación con la del ruidotemporal. En términos de potencia espectral, el ruido espacial es superior en las frecuenciasbajas del espectro, y cabe plantearse si esa gran potencia espectral supondrá una modificacióndel espectro de las imágenes portales.
Para valorar el efecto del ruido espacial en el espectro de la imagen portal se calculanlos espectros de una imagen portal, antes y después de eliminar el ruido espacial, medianteel procedimiento expuesto en la sección 3.3.2. La figura 4.7 muestra una imagen portal depulmón y una imagen uniforme. En la misma figura se muestra la imagen del pulmón, corregidapara eliminar los artefactos visibles en la imagen portal original. La corrección se lleva acabo aprovechando que esos artefactos están también presentes en la imagen uniforme.
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4.2 Espectro del ruido.
La imagen sin corrección se obtiene al utilizar la imagen uniforme como mapa decalibración del sistema de imagen, re-escalando el valor de cada píxel en la imagen portal,según el valor del correspondiente píxel en la imagen uniforme.
En la figura 4.8 se muestran los espectros de la imagen corregida y sin corregir depulmón. Se aprecia que el efecto de los artefactos en el espectro es pequeño. Tanto en elcaso mostrado de la imagen portal de pulmón, como en el resto de casos analizados en elcurso de esta Tesis, la influencia del ruido espacial sobre el espectro de la imagen se limita aañadir unas leves oscilaciones, más importantes en la zona de altas frecuencias del espectro.
(a) Imagen portal de pulmón
(b) Imagen uniforme (c) Imagen portal corregida
Figura 4.7: Imagen portal de pulmón (izquierda) que muestra los mismos artefactos que laimagen uniforme (centro). A la derecha imagen corregida del pulmón, en la que los artefactoshan sido eliminados.
En los métodos de determinación de la calidad de la imagen, el espectro de potenciacalculado para el ruido incluye los dos tipos analizados aquí, el ruido temporal y el espacial.Esto es así en general en el campo de la física médica, particularmente en el de la radiología
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Figura 4.8: Espectros de potencia de la imagen de pulmón con y sin corrección.
digital. El espectro de potencia del ruido (NPS) se calcula a partir de imágenes uniformes[Dob06, Sam03] que incluyen ambos tipos de ruido. Además, el NPS así calculado, apareceen la expresión matemática de uno de los indicadores de rendimiento de un sistema de imagenmás utilizados: la eficiencia cuántica de detección o DQE.
La DQE se define como el cociente entre la SNR a la salida del sistema de imageny la SNR a la entrada del mismo. El cálculo de la DQE se realiza a partir de un cocienteentre la MTF del sistema de imagen y el espectro de potencia del ruido.
En el caso de los resultados obtenidos en imagen portal, en los que el ruido espacialafecta mínimamente al espectro de la imagen, existe la posibilidad de estimar directamente elcontenido de imagen sin ruido (ideal) en una imagen con ruido (real y obtenida en condicionesde tratamiento), mediante la diferencia de los espectros de esa imagen y del ruido del sistema.
Una forma alternativa a la DQE para estimar la calidad de imagen de un sistema,podría basarse en la determinación del espectro promedio real de una serie de imágenesportales, después de sustraer de sus espectros el del ruido.
Tales imágenes deberían contener las características de imagen que comúnmente seencuentran en una imagen portal, como por ejemplo, el contraste hueso-tejido blando. Además,las imágenes utilizadas deberían ser lo suficientemente uniformes como para que sus espectrosno tengan una gran variabilidad. En particular, esas imágenes uniformes no deben incluir los
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límites del campo de radiación, y tampoco deben presentar interfaces aire-tejido, pues ambassituaciones crean bordes que dominan el cálculo del espectro.
Un tipo de imágenes que cumple los criterios anteriores es el de las proyeccionesantero-posteriores de los campos de pelvis.
4.3. Dependencia estadística entre ruido e imagen.
En la sección 3.2 se expone un método para extraer el ruido de una serie de imágenesportales de un maniquí de aluminio en forma de cuña.
A partir de las imágenes de ruido así obtenidas, es posible estimar la dependenciade las características estadísticas del ruido con el valor de píxel o intensidad de la imagen.Para ello se estiman las funciones de densidad de probabilidad conjunta y condicionada, apartir de los histogramas conjuntos de ruido (figura 3.3c) y señal (figura 3.3b) [GL13b]. Losresultados se muestran en la figura 4.9. La única dependencia estadística que se aprecia esel incremento de la varianza del ruido al aumentar el valor de la señal.
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Figura 4.9: Funciones densidad de probabilidad conjunta y condicionada, para señal y ruido,en una imagen portal de un maniquí de cuña.
La relación entre el valor medio del ruido y el valor de píxel se muestra en la figura4.10a, y no se observa ninguna dependencia entre ellos. En la figura 4.10b se presenta larelación entre la varianza del ruido, normalizada al valor de píxel, y el valor de pixel. En estaúltima figura se observa la proporcionalidad entre varianza del ruido y valor de píxel. Puede
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deducirse que la relación señal-ruido es proporcional a la raíz cuadrada del valor de píxel,que constituye la señal en este caso.
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Figura 4.10: a) Dependencia del valor medio del ruido con el valor de la señal. b) Dependen-cia de la varianza del ruido, dividida por el valor de la señal, con la señal.
El valor medio del ruido no muestra dependencia con el valor de píxel de la señal,pero la varianza del ruido es proporcional al valor de la misma. Estas características son lasesperadas en procesos aleatorios que siguen una distribución de Poison, y hay que mencionarque tanto la producción de fotones en el blanco del acelerador, como la probabilidad deinteracción de un fotón con el detector, son procesos aleatorios que siguen una ley dePoison. Por otra parte, el gran número de fotones e interacciones producidos, y las bajasprobabilidades de que ambos ocurran, proporcionan las condiciones para poder aproximar ladistribución de Poison por una gausiana.
4.4. Estadística del ruido en el dominio wavelet.
La descomposición de una imagen en el dominio wavelet muestra característicasdiferentes a las que presenta en el dominio espacial. Algunas de estas características,distintivas de un tipo de imagen, son fácilmente identificables en el dominio wavelet. Estacapacidad de identificar un tipo particular de imagen, por sus características estadísticas,confiere al dominio wavelet una gran importancia en el procesamiento de imagen. En particular,diferenciar imagen de ruido hace que el dominio wavelet sea especialmente apropiado parala limpieza de imágenes contaminadas por ruido.
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En el caso de la imagen natural y el ruido blanco gausiano, las características dondelas diferencias son mayores se encuentran en las formas de las funciones de densidad deprobabilidad, marginales y conjuntas, de los coeficientes wavelet.
En esta sección se presentan las fdp’s para los coeficientes wavelet de un ruido real, elruido temporal de los sistemas de imagen portal. Una vez obtenidas, se comparan con las delruido blanco analizado en la sección 2.3. Además, los resultados presentados en esta secciónservirán para la comparación con las características de la imagen portal, analizadas en lasección 6.2.
4.4.1. Transformación wavelet del ruido de los sistemas de imagen portal.
En la figura 4.11 se muestran los resultados de aplicar a una imagen de ruido delsistema de imagen portal basado en CCD una transformación wavelet diezmada, mientrasque en la figura 4.12 se presentan esos mismos coeficientes para una imagen de ruido delsistema de silicio amorfo. La transformación wavelet es del tipo Sym8, y las componentes dela descomposición mostradas son la primera y la tercera escala de la orientación diagonal.
Una característica importante de la transformación wavelet ortonormal es su capacidadde reducir la correlación entre los datos. En general, dicha transformación elimina o reduce lacorrelación entre los datos originales, y en el caso particular del ruido, las bandas resultantesde la transformación son más parecidas al ruido blanco que el ruido en el dominio de laimagen.
(a) Escala 1 (b) Escala 3
Figura 4.11: Componentes diagonales (escalas primera y tercera) de la transformada waveletdiscreta sym8 de una imagen de ruido, para el sistema CCD.
En la figura 4.13 se muestran los resultados de aplicar una transformación wavelet no
111
4 Estadística del ruido en imagen portal
(a) Escala 1 (b) Escala 3
Figura 4.12: Componentes diagonales (escalas primera y tercera) de la transformada waveletdiscreta sym8 de una imagen de ruido, para el sistema aSi.
diezmada a una imagen de ruido del sistema CCD. En la figura 4.14 se muestran los mismosresultados, pero referidos a una imagen de ruido del sistema de silicio amorfo.
Al aumentar la escala se pone de manifiesto una característica de este tipo de transfor-madas, la introducción de correlaciones en los datos. Aunque se introducen dependenciasestadísticas en los coeficientes, la transformada wavelet no diezmada presenta una importanteventaja para la reducción del ruido presente en la imagen: la redundancia en la representación.
La redundancia en la representación se produce al eliminar el proceso de diezmadoque sigue al de filtrado en la implementación mediante bancos de filtros de la transformación.El efecto de la redundancia en la representación ha demostrado su eficiencia en la reducciónde ruido [Mal98].
(a) Escala 1 (b) Escala 3
Figura 4.13: Componentes diagonales (escalas primera y tercera) de la transformada waveletno diezmada sym8 de una imagen de ruido, para el sistema de imagen portal CCD.
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(a) Escala 1 (b) Escala 3
Figura 4.14: Componentes diagonales (escalas primera y tercera) de la transformada waveletno diezmada sym8 de una imagen de ruido, para el sistema de imagen portal aSi
En las figuras se aprecia que los resultados obtenidos son similares a los que setuvieron en la descomposición de un ruido teórico, de densidad espectral de potencia blancay función densidad de probabilidad gausiana (sección 2.3).
4.4.2. Distribución estadística de los coeficientes de ruido.
En la figura 4.15 se muestra la distribución de coeficientes wavelet en las cuatroprimeras escalas de la orientación vertical, para una trasformada wavelet diezmada de tipoHaar de las imágenes de ruido del sistema CCD. Más adelante, en la figura 4.16, se muestranlos resultados para el caso del detector de silicio amorfo y la orientación diagonal.
La escala logarítmica de las gráficas permite apreciar el carácter gausiano de ladistribución, a partir de la similitud de la curva con una parábola. Esto es particularmenteimportante para los valores con menos peso en el histograma, pues en ellos pequeñasdiscrepancias con la distribución teórica se hacen muy visibles. De la forma de la distribuciónse deduce el carácter gausiano de la distribución de coeficientes en las diferentes subbandasanalizadas, tanto en el caso del detector CCD como en el del detector aSi.
La mayor diferencia con el comportamiento gausiano se observa en los coeficientede la primera escala del ruido del detector CCD. Las colas del logaritmo de la fdp de ladistribución distan del aspecto parabólico que se espera en una distribución gausiana. Noestá claro el origen de este comportamiento de la escala más pequeña, pero podría debersea la importancia del ruido impulsivo de tipo "sal y pimienta", que es característico de lossistemas CCD expuestos a la radiación.
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Figura 4.15: Fdp’s de los coeficientes de las cuatro primeras escalas de la orientación vertical,para la descomposición wavelet de las imágenes de ruido del sistema CCD.
Todas las cámaras de televisión con detector CCD situadas dentro de la sala detratamiento, muestran un aumento del ruido de sal y pimienta con el aumento de la dosis ala que se exponen. La exposición a la radiación daña los transistores CCD y este deterioroes acumulativo. Con el paso del tiempo, la calidad de la imagen se degrada hasta el punto dehacer necesaria la sustitución de las cámaras.
El detector CCD de imagen portal no es una excepción. A pesar de estar blindadofrente a la radiación, su posición cercana al haz de tratamiento provoca que la radiación defuga y dispersa alcance al detector. Estos píxeles dañados son los responsables del ruidode sal y pimienta de la imagen portal. Como su amplitud es muy alta, se manifiestan en ladistribución de coeficientes wavelet, lejos del valor central de la fdp (en las colas). A medidaque aumentamos la escala de la descomposición wavelet, el filtrado paso bajo que se realizaen cada nivel resta importancia a estos coeficientes. Por esta razón, en las escalas superioresla distribución de coeficientes está dominada por los coeficientes que no se derivan del ruidosal y pimienta, y el resultado se asemeja más al de una distribución gausiana.
En el caso del detector de silicio amorfo, la presencia de elementos dañados no es tanproblemática, pues durante el mantenimiento preventivo periódico se localizan esos elementosy se crea un mapa de píxeles muertos. Durante la adquisición de la imagen, la lectura de
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Figura 4.16: Fdp’s de los coeficientes de las cuatro primeras escalas de la orientación diago-nal, para la descomposición wavelet de las imágenes de ruido del sistema de silicio amorfo
cada uno de estos píxeles se sustituye por el valor medio de los píxeles contiguos.
En la figura 4.17a se presentan las fdp’s, conjunta y condicionada, de parejas de escalas(primera y segunda), y parejas de orientaciones (horizontal y vertical) de la transformaciónwavelet no diezmada Sym8 para una imagen de ruido del sistema CCD. En la figura 4.17b semuestran los resultados correspondientes para una imagen de ruido del sistema aSi.
A la vista de estos resultados, no se aprecia ninguna dependencia estadística entreorientaciones ni escalas de las distintas componentes de la transformación wavelet.
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Figura 4.17: Fdp’s conjunta y condicionada entre escalas adyacentes y entre las orientacioneshorizontal y vertical, para la descomposición wavelet Sym8 no diezmada de una imagen deruido.
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4.5. Comparación con el ruido blanco. Incidencia en la reducción de
ruido.
Se ha comprobado que no existe dependencia del valor esperado del ruido con el valorde la señal en la imagen. Sin embargo, sí existe una dependencia de la varianza del ruidocon el valor de la señal. Las pruebas realizadas sobre imágenes de un maniquí de cuña,que produce imágenes con un amplio rango dinámico, muestran que la energía del ruido esproporcional al valor de la señal presente en la imagen. El comportamiento encontrado es elesperado, si el valor de píxel en una imagen uniforme siguiese una distribución de Poison.
Tras estudiar el ruido en ambos sistemas de imagen portal, se observa que en amboscasos, la distribución marginal en el dominio de la imagen es aproximadamente gausiana. Laaproximación es mejor en el caso del sistema de silicio amorfo, lo que se puede explicar enfunción de la importancia de ruido de sal y pimienta en el sistema CCD. Lo mismo puededecirse de los coeficientes wavelet, correspondientes a la primera escala de la descomposición:Al aumentar la escala, en ambos sistemas la distribución es gausiana. La desviación delcomportamiento gausiano debido al ruido sal y pimienta del sistema CCD pierde importanciatras aplicar los filtros pasa-bajo, previos al aumento de la escala.
A la vista de los espectros de energía del ruido, se aprecian diferencias en los dossistemas. Por un lado, el espectro es casi plano en el caso del detector de silicio amorfo,mientras que para el detector CCD la distribución no sigue una ley sencilla, pues las curvasen cada uno de los ejes no corresponden a una función polinómica de primer, segundo o tercergrado, ni a una función exponencial, potencial o logarítmica.
Con independencia de la complejidad del espectro en el caso del detector CCD, lascaracterísticas estadísticas de la descomposición wavelet del ruido en este sistema sonsimilares a las obtenidas en el caso del detector plano de silicio amorfo, y a las que secalcularon para el ruido blanco gausiano en la sección 2.3. Cabe destacar la ausencia dedependencias estadísticas entre los coeficientes de distintas subbandas de una descomposiciónwavelet no diezmada.
De estos hechos, puede concluirse que el ruido en los sistemas de imagen analizadoscomparte con el ruido aditivo, blanco y gausiano las características descritas en la sección2.3, para la distribución estadística de los coeficientes wavelet.
El que los coeficientes wavelet del ruido en ambos tipos de detectores no muestrendependencias entre escalas u orientaciones, y que su distribución sea aproximadamentegausiana, supone una diferencia fundamental con las imágenes naturales vistas en la sección
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2.2.2, y proporciona una información muy importante acerca de las características estadísticasde la distribución de ruido en estos sistemas.
El ruido de los sistemas de imagen portal comparte con el ruido blanco y gausianocaracterísticas en las que se basan varios métodos de procesamiento de imagen para laeliminación de ruido. Las características del ruido de los sistemas de imagen, que coinciden conlas del ruido blanco, son las que diferencian ruido e imagen en los métodos de umbralización[Don94], correlación entre escalas [Xu94] y BLS-GSM [Por03].
El método de umbralización se basa en la propiedad mostrada por el ruido blanco ygausiano de repartir la energía homogéneamente en toda la superficie de la imagen: el ruidono crea irregularidades de tipo borde o esquina que concentren en unos pocos coeficientesla energía de la imagen. Las figuras 4.15 y 4.16 muestran que los coeficientes wavelet parael ruido de los sistemas de imagen portal comparten esta propiedad con el ruido blanco ygausiano.
El método de correlación entre escalas explota el hecho de que el ruido blanco nomuestra correlación entre escalas, a diferencia de lo que ocurre con las imágenes. Las figuras4.17a y 4.17b muestran que para el ruido de los sistemas de imagen portal estudiados tampocoexiste esa correlación.
En el caso del algoritmo BLS-GSM se explotan las dos características enumeradaspara los dos algoritmos anteriores.
Por último, en el caso de algoritmos que minimizan el estimador insesgado de Stein(como los algoritmos de umbralización y los algoritmos SURE y SURE-LET), también sepuede asumir la condición exigida para el ruido: distribución gausiana en el dominio de laimagen y en el dominio wavelet.
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En este capítulo se estudia la resolución espacial que puede alcanzarse en imagenportal. Algunos resultados de este capítulo se publicaron en [GL15a, GL15b].
La imagen portal se forma cuando el haz de radiación deposita energía en el detector. Sise describe la función de dispersión de punto (PSF) de la dosis (energía por unidad de masa),se puede deducir el intervalo de muestreo necesario para reconstruir la distribución de dosissin pérdidas. Bortfeld [Bor00] apunta que el intervalo óptimo de muestreo, cuando el mediomaterial es agua, es igual a la penumbra P80−201 dividida por 1.7. Esto significa que parahaces de 6 MV el valor del intevalo se encuentra entre 1.5 mm y 2 mm. Para la determinacióndel intervalo de muestreo Bortfeld utiliza perfiles bi-dimensionales de dosis medidos para unhaz de 6 MV, y los deconvoluciona con una ventana rectangular para determinar un núcleode deposición de dosis que aproxima por una gausiana. El ancho de la gausiana se calculapara que la convolución con la ventana reproduzca las penumbras de los perfiles medidos. Apartir ese valor se puede estimar la frecuencia máxima de la distribución espacial de dosis.
La naturaleza de la radiación utilizada para la formación de la imagen limita la resoluciónespacial de las imágenes obtenidas. Esto es así porque las partículas que componen el hazde radiación tienen una energía muy alta y esa energía hace que los electrones, producidosdurante la interacción del haz con el detector, tengan un rango práctico (o recorrido dentrodel sistema) alto. Los electrones liberados dentro del detector depositan su energía a lo largode toda su trayectoria, y de esa manera llegan a generar señal en elementos de detecciónalejados del lugar donde se produjo la interacción.
El alto rango práctico de los electrones producidos por el haz no es el único factor quelimita la resolución espacial. El tamaño de la fuente de radiación es otro factor importante.Los fotones que componen el haz de radiación empleado en radioterapia se producen como
1 Distancia entre las isodosis del 80 % y el 20 % de un campo uniforme, cuando se toma como referencia la dosisen el centro del campo.
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radiación de frenado de un haz de electrones, muy colimado y casi monoenergético, queimpacta en un blanco de alta densidad y alto número atómico como el Tungsteno. Debido ala alta energía del haz original de electrones, el tamaño focal no es tan pequeño como en lamodalidad de diagnóstico.
Durante la adquisición de la imagen portal se muestrea la distribución de dosis deradiación en el detector. El objetivo en este capítulo es determinar la resolución necesaria deldetector para que no se pierda información durante ese proceso. Para ello se va a determinarla PSF de la dosis, midiendo la dosis producida por un pequeño haz de sección cuadrada ydeconvolucionando esa medida con la función de apertura del colimador. La aproximaciónseguida es similar a la de Bortfeld, pero la función elegida para la PSF incluirá un modelopara la fuente de radiación del acelerador lineal y un modelo para la deposición de dosis enel medio material. También se tendrá en cuenta la transmisión de los colimadores usadospara conformar el haz.
La determinación de la dosis se llevará a cabo para un campo cuadrado, a unaprofundidad tan similar como sea posible a la profundidad a la que se encuentra el detector deimagen. Se estudiará el caso del detector de imagen de Silicio amorfo (profundidad efectiva1.4 cm).
5.1. Medida de campos pequeños de radiación.
Determinar la función de dispersión puntual del haz de radiación mediante la decon-volución de la medida en un plano de dosis de un campo pequeño no es trivial [Saw07]. Lamedida de campos de radiación de pequeño tamaño1 es un tema clásico en Física Médica porlas dificultades que presenta, dada la alta energía de las partículas que componen el haz.
Las distribuciones de dosis producidas por campos pequeños no son lo suficientementehomogéneas como para cubrir los volúmenes de los detectores convencionales con un mismovalor de dosis. Esto hace que la dosis medida por el detector sea el promedio de la dosisen el volumen que ocupa, mientras que lo usual es asignar esa dosis a un punto, el puntoefectivo de medida que en muchos casos coincide con el centro del detector. Este efecto seconoce como el efecto de volumen en la medida de la dosis, y se ha identificado como lamayor causa de error a la hora de medir la dosis de los campos pequeños [Lau03].
1 En general, los campos con una dimensión transversal mínima de 2 cm o 3 cm se consideran pequeños, debidoa la dificultad de medir con exactitud la dosis en el centro del campo mediante cámaras de ionización.
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Por otro lado, el espectro del haz muestra una dependencia con el tamaño de campo[Wu93] y la tasa de dosis disminuye debido a la perdida de equilibrio electrónico lateral[Das08] (las partículas generadas por el haz de radiación, y que salen de la trayectoria delhaz, no se compensan por partículas generadas fuera de esa trayectoria y que depositan suenergía sobre la misma). Estos factores hacen necesario el uso de detectores de pequeñovolumen y con respuestas planas en energía y tasa de dosis [SD03, Wes00]. Pero es difícilencontrar dosímetros que cumplan con estos dos requisitos [Sau07].
El dosímetro de referencia en radioterapia es la cámara de ionización. Las cámarasde ionización tienen una dependencia pequeña con la energía de la radiación, en el rangode energías de la radioterapia. Sin embargo, para tener una buena relación señal-ruido suvolumen debe ser relativamente grande. De esta manera el efecto de volumen es importantepara los campos pequeños, y las medidas en las zonas de gradiente de dosis tienen unaexactitud limitada. Por esta razón, tanto la medida de la dosis en un punto como la medidade dosis de perfiles lineales y de distribuciones superficiales y volumétricas pierde exactitud.Un efecto importante de esta pérdida de exactitud es la sobre-estimación de las penumbrasde los perfiles de dosis, cuando se miden con cámara de ionización.
Otros dosímetros usados para la medida de campos pequeños son los diodos semicon-ductores, los detectores de diamante, los MOSFET, los detectores termoluminiscentes (TLD),las películas radiográficas y las películas radiocrómicas.
Los diodos semiconductores tienen un volumen sensible muy inferior al de las cámarasde ionización, pero muestran una dependencia importante con el espectro de la radiación[Sau07] y por tanto con el tamaño de campo.
Los detectores de diamante tienen un volumen sensible muy pequeño y se han mostradoeficientes en la medida de campos pequeños [Hey96, Bjo00]. No obstante, necesitan factoresde corrección individualizados para cada espécimen [Ang02] y muestran una dependencia conla tasa de dosis que debe ser tenida en cuenta [Lau99, Hob94].
Los detectores MOSFET se basan en el cambio de las características electrónicas deltransistor con la cantidad de radiación recibida. La impedancia se modifica con la dosis, y lalectura de la corriente para una tensión de polarización fija cambia. Necesitan de un registrohistórico de la dosis, o al menos de la lectura anterior a la actual.
Por último, las películas radiográficas se han utilizado extensamente en radioterapia,tanto en la determinación de la dosis absorbida [Pai07, TD05], como en los procedimientosde control de calidad [GL04a]. Durante muchos años, la película radiográfica se ha empleadocomo dosímetro de referencia en la medida de perfiles y planos de dosis en los campos
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pequeños, usados en radiocirugía o en modulación de intensidad. El problema de su fuertedependencia con el espectro cuando la energía de los fotones es baja, se minimiza cuandolos tamaños de los campos son pequeños y las profundidades bajas [RR00]. Sin embargo, suuso esta desapareciendo paralelamente a la implantación de sistemas de radiología digital,que no usan película radiográfica como soporte.
5.1.1. La película radiocrómica en la media de la dosis de radiación.
La película radiocrómica (RC) se ha usado en numerosas aplicaciones de la radiote-rapia, como la determinación de las distribuciones de dosis bi-dimensionales en campos demodulación de intensidad [Low98, Ric10]. También la película RC se usa en procedimientosdosimétricos y geométricos de control de calidad de aceleradores lineales y fuentes debraquiterapia [Man01, GL05a].
Dada la alta resolución espacial que la película radiocrómica puede alcanzar [Fus07,Mar08], el efecto de volumen no supone un problema para la medida de campos de radiaciónen radioterapia. Por otro lado, las dependencias de su respuesta con la tasa de dosis y conla energía del haz son bajas [Cha98, Arj10]. Estas propiedades hacen de la película RC undosímetro ideal para la medida de los campos pequeños encontrados en radiocirugía, loscampos dinámicos de la modulación de intensidad, o los campos amplios de los tratamiento adistancia extendida empleados en irradiación corporal total y en irradiación total de la pielcon electrones.
Sin embargo la película radiocrómica tiene una pobre homogeneidad espacial [Cha98,Har10], que quizás constituya la principal dificultad para su uso en las aplicaciones dosimé-tricas que requieran de una gran exactitud.
El material sensible de la película RC es un gel que se aplica sobre un sustrato plástico.Las diferencias en espesor del gel se traducen en diferencias en la sensibilidad de la películacomo detector. La inhomogeneidad de una sola hoja de película RC alcanza valores de hastaun 15%, en el caso de la MD-55-1 [Cha98]. Para la version mas moderna, y ampliamenteutilizada, EBT-2 se han reportado inhomogeneidades en dosis de un 7%. Estos valores deincertidumbre limitan de un modo importante la exactitud de la película, y su uso comodosímetro de precisión.
Por otro lado la digitalización de las películas irradiadas también introduce complejasinhomogeneidades. Lynch [Lyn06] muestra cómo las inhomogeneidades, introducidas en lalectura de las películas en un digitalizador, son importantes y muestran una dependencia de
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la densidad óptica.
Para hacer determinaciones de dosis con una incertidumbre baja es necesario desarrollarmétodos de reducción de la incertidumbre de la medida. Uno de estos métodos es el de ladoble exposición [Cha98], pero resulta laborioso y los resultados obtenidos no son tan buenoscomo los esperados. Otro procedimiento, como el análisis multicanal [May12], mejora losresultados de la doble exposición, pero no reduce las incertidumbres en la medida al nivel deotros detectores como la cámara de ionización.
En este trabajo se propone un método de reducción de la incertidumbre en la medidade dosis con película radiocrómica, y su posterior digitalización, que más tarde se aplica a lamedida de dosis de campos pequeños [GL15c].
La película RC utilizada es la EBT-2 de International Specialty Products, Wayne, USA.Las películas se irradian con haces de fotones de 6 MV y se digitalizan con un escáner desobremesa ScanMaker 9800XL (MicroTek, Hsinchu, Taiwan), con una resolución de señal de48 bits (16 por canal RGB). El valor del canal rojo se utiliza como lectura de la película, y laresolución espacial utilizada es de 10 píxeles por mm.
5.1.2. Reducción de la heterogeneidad de la respuesta de la película radiocrómica.
Para utilizar la película como dosímetro se suele dividir una película en trozos y dedicaralgunos de ellos a determinar una curva de calibración, que relaciona lectura con dosis.Los trozos restantes son los utilizados para la dosimetría propiamente dicha, esto es ladeterminación de la dosis desconocida.
En el proceso de calibración cada uno de los trozos de película utilizados se irradia auna dosis conocida. Tras la irradiación los trozos se leen y se ajusta una curva a los datos, demodo que se relaciona las lecturas con las dosis que las han provocado. Más tarde la curvase usa para calcular la dosis que ha recibido una película a partir de su lectura.
El problema de este proceso es la heterogeneidad espacial de la película, que haceque en diferentes zonas exista una diferente respuesta, y la sensibilidad del procedimientode ajuste de los datos. Pequeñas variaciones en los datos de ajuste pueden traducirse encurvas muy diferentes.
La metodología seguida, para reducir la heterogeneidad y mejorar la incertidumbre delmétodo de calibración y lectura, es utilizar más de un trozo de película por valor de dosis(tanto de calibración como de dosimetría). Además, para cada valor de dosis los trozos se
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toman de diferentes zonas de la película, de manera que la respuesta promedio del conjuntosea similar para todos los valores de dosis.
El experimento consiste en irradiar trozos de película a cuatro valores de dosis: 125,175, 200 y 225 cGy, y utilizar tres de ellos como dosis de calibración (125, 175 y 225 cGy).Tras la lectura se obtiene una curva y, utilizando esa curva, se estima la dosis para la lecturade los trozos irradiados a 200 cGy. Los valores de dosis que se obtienen se usan para estimarla exactitud y la precisión del método.
Se compara dos métodos:
Método A: Para cada valor de dosis se toma un solo trozo de película y se realiza elajuste de los datos.
Método B: Para cada valor de dosis se toman cuatro trozos de película y sus lecturasse promedian antes de realizar el ajuste de los datos.
Un recorte de tamaño 12cm × 12cm de una película RC EBT-2 se divide en una retículacuadrada de trozos de tamaño 3cm×3cm (figura 5.1a) conformando una matriz. Para cada valorde dosis se toman cuatro trozos, de manera que cualquier par de esos trozos no pertenezcanni a la misma fila de la matriz, ni a la misma columna (figura 5.1b). De esta forma, tras lalectura y el promediado de los cuatro trozos de un mismo valor de dosis, el efecto de lainhomogeneidad espacial se habrá minimizado.
La lectura de cada trozo de película se obtiene como la mediana de los valores de píxelen una región de 1cm× 1cm situada en el centro del trozo.
Se utilizan nueve casos como el representado en la figura 5.1a. Para cada uno de ellosel método A puede implementarse de 256 formas distintas siendo posibles 64 diferentes curvasde calibración. Las desviaciones típicas de todas las determinaciones de dosis siguiendoel método A (2304 determinaciones), y el método B (9 determinaciones), se utilizan paracomparar las incertidumbres de ambos métodos.
La figura 5.2 muestra las curvas de calibración a las que da lugar el método A, y lacurva que se obtiene siguiendo el método B. Cada una de las 64 curvas mostradas en trazocontinuo representa un polinomio de segundo grado, que ajusta los datos de dosis a laslecturas de los tres trozos de calibración (método A). Se aprecia la gran variabilidad de lascurvas obtenidas, y la importancia de la incertidumbre asociada a este método. Por otrolado, la curva obtenida a partir del promediado de los trozos de calibración (método B) serepresenta en trazo grueso discontinuo. Se aprecia que, además de estar centrada en la nube
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(a) Trozos irradiados de la película.
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125 cGy
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175 cGy
(b) Dosis de irradiación para cadatrozo de película según su posición enla misma.
Figura 5.1: Recortes de película RC usados en dosimetría. Cuatro dosis (125, 175, 200 y 225cGy) se usan para irradiar 16 trozos de película. Para cada dosis se usa un grupo de cuatrotrozos. La distribución de estos cuatro trozos es tal que ningún par de ellos pertenecen a lamisma fila o a la misma columna.
de curvas, presenta un mejor comportamiento en los extremos.
0.32 0.34 0.36 0.38 0.4 0.42 0.44
100
120
140
160
180
200
220
240
260
280
c
G
y
PV/max(PV)
Figura 5.2: Curvas de calibración obtenidas por el método A (en trazo continuo) y método B(trazo grueso discontinuo), para el caso mostrado en la figura 5.1a.
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Los resultados obtenidos arrojan una dosis media es 200.9 cGy, y una desviacióntípica de 8.8 cGy cuando se sigue el método A. Las dosis calculadas siguiendo el métodoB proporcionan una dosis media de 200.3 cGy y una desviación típica de 1.3 cGy. Laincertidumbre de las medidas se reduce por tanto del 4.4 % al 0.7 % al utilizar el métodopropuesto.
5.1.3. Procedimiento de medida de los campos pequeños.
El uso de los campos pequeños de radiación es cada vez más frecuente en radioterapia,debido al desarrollo de técnicas como la radioterapia con modulación de intensidad o laradioterapia estereotáxica. Por otro lado, nuevas unidades de tratamiento como la cyberknifeo la gammaknife se basan en el uso de estos campos de reducido tamaño. El hecho deque, mediante la superposición de un número elevado de campos pequeños se consiguendistribuciones de dosis complejas, imposibles de alcanzar con métodos convencionales, haimpulsado el desarrollo de estas técnicas.
En este apartado se muestra un método de medida de campos pequeños con películaradiocrómica. Para solventar el problema de falta de homogeneidad de la película se usaun procedimiento similar al descrito en la sección anterior. Los resultados presentados sepublicaron en [GL15c].
Las medidas realizadas incluyen medidas de punto, de perfiles longitudinales de dosisy de distribuciones bi-dimensionales. Las medidas de punto son los factores de campo (OF),que relacionan la dosis en un punto (situado en el eje central del haz) de un determinadocampo, con la dosis en ese punto que produce un campo de referencia (normalmente detamaño 10× 10cm2). Los resultados de las medidas de los OF se comparan con medidas dedosis llevadas a cabo con cámaras de ionización.
Las cámaras de ionización usadas en este trabajo son una cámara PinPoint (PP) 31006de 0.015 cm3 tipo dedal y una cámara Semiflex (SF) 31010 de 0.125 cm3, ambas de la marcaPTW (PTW, Freiburg, Germany).
Se realizaron medidas de haces de fotones de 6 MV y 15 MV, producidos en unacelerador Varian 2100-DHX linac (Varian Medical Systems). Películas y cámaras se colocaronen un maniquí de metacrilato de tamaño 30×30×20 cm3. Los tamaños de campo investigadosfueron 0,5×0,5 cm2, 0,7×0,7 cm2, 1×1 cm2, 2×2 cm2, 3×3 cm2, 6×6 cm2 y 10×10 cm2.
Los OF se midieron para campos de tamaño desde 0,5× 0,5 cm2 hasta 10× 10 cm2, ylos perfiles de radiación y las distribuciones bi-dimensionales se determinaron para tamaños
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de campo de 0,5× 0,5 cm2, 0,7× 0,7 cm2 y 1× 1 cm2. Los perfiles longitudinales medidosse compararon con los resultados de una simulación Monte Carlo.
Los cálculos Monte Carlo para el campo de tamaño 1× 1 cm2 se hicieron con el códigoPenelope [Sal01], y los datos del espectro para los haces de fotones de 6 MV and 15 MV setomaron de Daryoush and Rogers [SB02]. La simulación tenía como objetivo reproducir elefecto de las mordazas del colimador en la penumbra de los haces pequeños. La fuente deradiación se simuló como una fuente puntual con el espectro energético dado por Daryoushand Rogers, y las mordazas y el maniquí se simularon con los materiales y geometrías exactas.
Para delimitar los campos se utilizaron los colimadores secundarios de la unidad. Laprofundidad de medida fue la del máximo de dosis, que en el caso de los haces de energía 6MV se sitúa a 1.5 cm y en el caso de los de 15 MV a 2.5 cm. La distancia de la fuente a lasuperficie del maniquí fue de 100 cm.
Todas las medida se hicieron con el Brazo del acelerador a 0◦ y con una tasa de dosisde 300 UM min−1, lo que corresponde a 3 Gy min−1 para un campo 10× 10 cm2 en agua,a la profundidad del máximo de dosis y a una distancia fuente-superficie de 100 cm. Lascámaras de ionización se dispusieron con sus ejes perpendiculares al eje del haz.
Figura 5.3: Una de las películas usadas para la medida de los campos pequeños. Se usaron6 campos de calibración junto a 4 campos de dosimetría (tamaños 2 × 2 cm2, 1 × 1 cm2,0,7× 0,7 cm2 y 0,5× 0,5 cm2). Cada campo se usa para irradiar diez trozos de película, y laslecturas de los trozos se promedian para minimizar la inhomogeneidad de la película.
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Calibración de la película.
Una película EBT-2 de 20 × 20 cm2 se divide en 100 trozos de tamaño 2 × 2 cm2,conformando una matriz cuadrada (figura 5.3). Para cada una de las medidas a realizar seseleccionan 10 de esos trozos, de manera que ningún par de ellos estuvieran en la misma filao la misma columna. Así, tras realizar la medida y promediar los diez resultados obtenidos, elefecto de la inhomogeneidad de la película quedará minimizado.
Las dosis para calibrar la película son 50, 170, 250, 320, 400 y 520 cGy. Tras digitalizarlos trozos, las lecturas se usaron para encontrar una función potencial que ajustara las lecturasa las dosis de calibración. Para cada valor de dosis se usaron diez trozos de película, y laslecturas se promediaron antes del ajuste a la curva. La lectura de cada trozo, destinado a lacalibración, se obtiene como la mediana de los valores de píxel en una región de 1,5×1,5 cm2situada en el centro de la imagen.
La figura 5.4 muestra la curva de calibración que relaciona las lecturas de la películacon las dosis de radiación. La curva ajustada es una función potencial y = axb + c, en la quey representa la dosis y x el valor normalizado de píxel VP/max(VP). La normalización delvalor de píxel se realiza dividiendo éste por el máximo que puede alcanzar (216), y la dosisde radiación se expresa en cGy.
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Figura 5.4: Curva de calibración que relaciona la lectura de las películas con las dosis deradiación.
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La bondad del ajuste se aprecia en la figura (el valor R-cuadrado ajustado de la curvaes 0.9998).
Para cada campo pequeño (0,5 × 0,5 cm2, 0,7 × 0,7 cm2 y 1 × 1 cm2) las imágenesobtenidas tras la digitalización se registraron (ver figuras 5.5 and 5.6). Tras el registro, sepromediaron los valores de píxel de las 10 películas. El registro, entre una de las imágenestomada como referencia y el resto de las nueve imágenes, se realizó maximizando la correlaciónentre la imagen de referencia y una serie de versiones desplazadas y rotadas de la segundaimagen.
Figura 5.5: Diez trozos de película irradiados con el campo de tamaño 0,5× 0,5 cm2 y energía6 MV. Se aprecian diferencias en la posición del campo de radiación dentro de cada trozo depelícula.
Figura 5.6: Los mismos trozos de película mostrados en la figura 5.5 tras el registro. Ahora loscampos están alineados y centrados de forma que pueden promediarse.
Antes de la etapa de registro se aplica a cada imagen un filtro de mediana con unaventana 3 × 3. Este procesamiento previo tiene por objeto reducir el ruido sal y pimientacaracterístico de la película. El resultado se aprecia en las figuras 5.5 y 5.6. Tras el promediadoy el registro de las imágenes los valores de píxel se convierten a dosis mediante la curva decalibración. Después se calculan las distribuciones de dosis bidimensionales y los perfiles
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transversales.
Distribuciones bidimensionales. Isodosis.
La figura 5.7 muestra los valores de isodosis para los campos de tamaños 0,5×0,5 cm2,0,7 × 0,7 cm2 y 1 × 1 cm2 . Las isodosis representadas son las del 80 %, 50 % y 20% delmáximo de dosis para cada uno de los campos de energía 6 MV (figura 5.7a) y de energía 15MV (figura 5.7b).
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Figura 5.7: Isodosis para los campos pequeños. Las curvas de isodosis representan el 80 %,50 % y 10% de la dosis máxima en cada campo.
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Distribuciones unidimensionales. Perfiles de dosis.
Las figuras 5.8a and 5.8b muestran los perfiles transversales de dosis para los camposde tamaños 0,5× 0,5 cm2, 0,7× 0,7 cm2 and 1× 1 cm2 y las energías 6 MV y 15 MV. Lalíneas discontinuas corresponden a la dirección GT del haz (dirección paralela a la trayectoriade los electrones en la cavidad aceleradora), y las líneas en trazo continuo corresponden a ladirección AB (transversal a la GT).
La figura muestra las diferencias en la forma de los perfiles en ambas direcciones. Enel acelerador Clinac 2100 las mandíbulas que delimitan el campo en la dirección GT estánmas cerca de la fuente de radiación que las que limitan en la dirección AB. Por esta razón lapenumbra geométrica es mayor en la dirección GT.
Los tamaños de campo determinados experimentalmente y las penumbras P80−20, paralos campos de radiación de 6 MV y 15 MV, se muestran en las tablas 5.1 y 5.2 respectivamente.
En estas tablas se observa que las penumbras aumentan con la energía del haz y eltamaño de campo. El comportamiento con la energía se explica con el aumento del rango de loselectrones secundarios al aumentar la energía. Al aumentar la energía del haz de fotones loselectrones liberados por la radiación, responsables de depositar la dosis en el medio material,recorren una mayor distancia incrementando el efecto de pérdida de equilibrio electrónicolateral. Por otro lado, la dependencia con el tamaño de campo se debe al incremento delnúmero de partículas dispersas al incrementarse el mismo.
Tabla 5.1: Tamaños de campo y penumbras 80-20 en la dirección GT y en la dirección ABpara los campos en la figura 5.8a (campos de energía 6 MV).Tamaño de campo nominal 0,5× 0,5 cm2 0,7× 0,7 cm2 1× 1 cm2Tamaño de campo GT 4.5 mm 6.4 mm 9.4 mmTamaño de campo AB 4.7 mm 6.6 mm 9.8 mmPenumbra GT 2.0 mm 2.4 mm 2.6 mmPenumbra AB 1.6 mm 1.9 mm 2.0 mm
Tabla 5.2: Tamaños de campo y penumbras 80-20 en la dirección GT y en la dirección ABpara los campos en la figura 5.8b (campos de energía 15 MV).Tamaño de campo nominal 0,5× 0,5 cm2 0,7× 0,7 cm2 1× 1 cm2Tamaño de campo GT 5.0 mm 6.7 mm 9.5 mmTamaño de campo AB 4.8 mm 6.8 mm 9.9 mmPenumbra GT 2.5 mm 2.6 mm 3.0 mmPenumbra AB 2.1 mm 2.2 mm 2.5 mm
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Figura 5.8: Perfiles transversales para los campos de tamaño 0,5× 0,5 cm2, 0,7× 0,7 cm2 and1× 1 cm2. La líneas discontinuas corresponden a la dirección GT del haz, y las líneas en trazocontinuo corresponden a la dirección AB.
La comparación entre los perfiles transversales medidos con la película RC y loscalculados con Monte Carlo, para el campo de tamaño 1× 1 cm2 y las energías de 6 MVy 15 MV, se muestran en las figuras 5.9 y 5.10 respectivamente. Las líneas discontinuascorresponden a los cálculos Monte Carlo y las continuas corresponden a las medidas conpelícula. Se aprecia la gran similitud de los perfiles medidos y los calculados.
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Figura 5.9: Perfiles transversales para el campo de tamaño 1× 1 cm2 y energía 6MV. Medidascon película (líneas continuas) y cálculos Monte Carlo (líneas discontinuas).
Figura 5.10: Perfiles transversales para el campo de tamaño 1 × 1 cm2 y energía 15MV.Medidas con película (líneas continuas) y cálculos Monte Carlo (líneas discontinuas).
Medidas de punto. OF’s.
La figura 5.11 presenta los OF’s medidos. Las barras de error corresponden a unadesviación estándar. A la izquierda se muestran las medidas de los campos de energía 15MV, y a la derecha las medidas hechas de los campos de 6 MV. En ambos casos se apreciauna muy buena coincidencia entre ambos tipos de cámaras de ionización (SF and PP) yla película radiocrómica, cuando el tamaño de los campos es de 2 × 2 cm2 o superior. Alreducirse el tamaño de campo las diferencias aparecen drásticamente, diferencias entre las
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cámaras y entre cámaras y película.
Figura 5.11: OF’s para los campos de energías de 15 MV (izquierda) y 6 MV (derecha). Lostamaños de campo abarcan desde 0,5× 0,5 cm2 hasta 10× 10 cm2.
Para el campo de tamaño 1 × 1 cm2 y 6 MV de energía las medidas de OF son un10% y un 14% inferiores con las cámaras PP y SF que con la película radiocrómica. En elcaso de las medidas hechas para el haz de energía 15 MV las medidas son un 10% y un18% inferiores. Para los campos más pequeños las diferencias aumentan. Para el campo detamaño 0,7× 0,7 cm2 las diferencias con las medidas hechas con película son del 19 % y del35 % para los haces de 6 MV y del 17 % y del 33 % para los de 15 MV de energía. En el casodel campo de tamaño 0,5× 0,5 cm2 las diferencias con las medidas hechas con la películason del 38 % y del 52 % para los haces de 6 MV y del 32 % y del 50 % para los de 15 MV.
Para los campos de tamaño 1× 1 cm2, o menor, las medidas de los OF con las cámarasPP y SF se ven afectadas por el efecto de volumen. El volumen sensible tiene una longitudde 5mm para la cámara PP y de 6,5mm en el caso de la SF. Tal y como muestra la figura 5.8,estas longitudes son mayores que la región de dosis constante en los perfiles GT. Las medidasde las cámaras de ionización promedian la dosis en su volumen sensible y subestiman portanto la dosis en el eje central.
Es notable la reducción de la incertidumbre de la medida al aplicar el método propuesto,tal y como se desprende del tamaño de las barras de error.
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Por último, la coincidencia de las medidas de película radiocrómica con las de lascámaras de ionización, para campos de tamaño superior o igual a 2 × 2 cm2, junto con labondad del ajuste en todo el rango de dosis estudiado (ver figura 5.4), dan confianza en laexactitud del método implementado cuando se aplica a campos pequeños.
5.2. Determinación del núcleo de deposición de energía.
Las medidas de la distribución bidimensional de dosis hechas en la sección anteriorpermiten plantearse la determinación de los núcleos de deposición de energía, en lascondiciones en las que se han llevado a cabo esas medidas (distancia fuente-superficie,profundidad de medida y energía del haz).
Las propiedades de la película radiocrómica (alta resolución espacial, baja dependenciacon la energía del haz de radiación y con la tasa de dosis) son ideales para realizar medidasexactas de las penumbras de los haces. Y dichas penumbras son fundamentales a la hora decaracterizar los núcleos de deposición de energía, mediante la deconvolución de la dosis conla función de apertura definida por las mordazas del campo. La exactitud de las medidas delas penumbras se ve refrendada por la coincidencia con los cálculos de Monte Carlo (figuras5.9 y 5.10).
La energía del haz de radiación utilizado para tomar las imágenes portales es la de 6MV, y la profundidad efectiva en agua a la que se sitúa el detector de Silicio amorfo es de1.4 cm, cercana a los 1.5 cm de PMMA que se han usado para la determinación de las dosisde radiación de los campos a esa energía.
De esta manera estamos en unas condiciones apropiadas para caracterizar la función dedispersión puntual, que produciría un haz pincel al interaccionar con el detector de imagen. Elcontar con esta función de dispersión de punto nos permitirá conocer el intervalo de muestreonecesario para reconstruir la distribución de dosis en el detector, y por tanto la imagen portal,sin pérdidas.
5.2.1. Procedimiento de deconvolución de los perfiles.
Los tamaños de campo determinados experimentalmente para los campos de tamañonominal 5 × 5 mm2 son (ver tablas 5.1 y 5.2) 4,5 × 4,7 mm2 y 5,0 × 4,8 mm2 para lasenergías 6 MV y 15 MV respectivamente. Para determinar los núcleos de deposición de dosisse utilizará una apertura rectangular, de tamaño igual a esos valores experimentales. Esta
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función de apertura se convoluciona con un núcleo teórico que usa funciones exponenciales ygausianas. Las funciones exponenciales describen la distribución de la energía en el mediomaterial, mientras que las gausianas describen la distribución de la fluencia de energía en lafuente de radiación.
La deconvolución se realiza ajustando los parámetros del núcleo téorico, de modo que seminimice el error cuadrático medio entre la dosis obtenida experimentalmente y la convoluciónde la función de apertura con dicho núcleo.
La elección de la formulación analítica para el núcleo está basada en los resultados delas simulaciones de Monte Carlo llevadas a cabo por [Ahn89, Moh86, Mac85].
En concreto, Ahnesjo [Ahn89] propone una expresión analítica para aproximar el núcleode deposición de la dosis en función de la energía del haz en los medios materiales. Estenúcleo describe la distribución de energía correspondiente a una haz pincel de seccióninfinitesimal. La forma del núcleo que propone es
k(r,d) = (a1e−b1r + a2e−b2r) /r (5.1)
donde a1, b1, a2 y b2 son función de la profundidad d en el medio, y r es la distancia delpunto de cálculo al eje del haz.
Para el modelo de Ahnesjo, Nyholm [Nyh06] proporciona los valores de los parámetrosde los núcleos de deposición de energía en agua. Para un acelerador lineal particular estosvalores se pueden obtener a partir de un mínimo número de datos de los haces. El método seemplea para calcular la el transporte de la energía de un modo sencillo y poder implementarmétodos de cálculo de la dosis en radioterapia.
Nyholm, a partir de un indicador de la penetración del haz, el cociente TPR20,101 y laprofundidad en el medio a la que se realiza el cálculo proporciona los valores a1, b1, a2 y b2de la ecuación 5.1.
En el caso del haz de 6MV del acelerador Varian del Servicio de Radioterapia delHospital Virgen de la Arrixaca el valor es TPR20,10 = 0,6693, y la profundidad de nuestrasmedidas se aproxima por 1.5 cm. De esta forma, los parámetros proporcionados por el modelode Nyholm son a1 = 2,95 ∗ 10−2, b1 = 7,36cm−1, a2 = 2,70 ∗ 10−5 y b2 = 0,0750cm−1.
1 El TPR20,10 se usa como índice de calidad del haz para radiaciones de fotones de alta energía. Se definecomo la razón tejido-maniquí, en agua, entre las profundidades de 20 y 10 g/cm2, para un tamaño de campode 10 cm Œ 10 cm y una distancia fuente-cámara de 100 cm
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Tras describir el modelo empleado para la deposición de la energía en el medio material,hay que describir un segundo modelo para la fuente de radiación situada en la cabeza delacelerador lineal. Dicha fuente suele dividirse en dos: primaria y secundaria, siguiendo elmodelo más usado en radioterapia [Ahn94].
El haz de radiación se compone de los fotones que provienen del blanco directamente,más los fotones que han sufrido posteriores interacciones en la cabeza del acelerador. Lafuente primaria incluye los fotones que alcanzan el maniquí sin haber sufrido interacciones,tras ser producidos como radiación de frenado al impactar un haz de electrones fuertementecolimado en el blanco del acelerador. En general, esta fuente de radiación primaria seconsidera como fuente puntual en los algoritmos de cálculo, pero su consideración como fuenteextensa mejora los cálculos, cuando los campos son extremadamente pequeños.
La fuente de radiación secundaria consta de los fotones que, antes de alcanzar elmaniquí, han sufrido una interacción con algún elemento de la cabeza del acelerador, distintodel blanco. La necesidad de producir haces planos obliga a interponer al haz de fotonesun filtro aplanador, que se convierte en una fuente de fotones dispersados, de un tamañosensiblemente superior al de la mancha focal en el blanco. Otros elementos del sistemade colimación y monitorización del haz, como son los colimadores (primario, secundario ymulti-láminas) y las cámaras de ionización se convierten en fuentes de radiación dispersa.
Sin embargo, dado lo pequeño del campo de radiación empleado, la aportación de lafluencia dispersa a la fluencia total es mínima [Olo03]. Por este motivo la fluencia total eneste capítulo se modela como una sola fuente.
El núcleo de deposición de dosis del haz pincel k(r) se convoluciona con una gausiana,que representa la fuente de radiación primaria más secundaria. A este núcleo se le añade untérmino para tener en cuenta la radiación de fuga, o radiación que no queda retenida por elsistema de colimación.
K (r) = k(r) ∗ e−(r/p1).2 + p2 (5.2)
donde k(r) es el núcleo de deposición de dosis de un haz pincel (ecuación 5.1) a la profundidadde 1,5 cm. Los parámetros a ajustar son p1 y p2, la anchura de la fuente viene dada por elvalor del parámetro p1, y la importancia de la radiación de fuga por p2. Los dos parámetrosdeben ser positivos.
La deconvolución de la dosis medida con el núcleo K (r) se lleva a cabo mediante unprocedimiento iterativo en el que, en cada etapa, se realizan los siguientes pasos:
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Introducción de los coeficientes p1 y p2 en el algoritmo de optimización.
Cálculo del núcleo de deposición de dosis.
Convolución del núcleo con la función de apertura.
Cálculo de la distancia entre la dosis calculada en el paso anterior y la dosis medida.
La distancia d entre dosis calculada y dosis medida es la entrada al algoritmo de optimización,que genera los parámetros p1 y p2 en cada iteración. El algoritmo de optimización utilizado esun algoritmo de optimización restringida, y como función objetivo se usa la distancia euclídeaentre las matrices que las representan la dosis calculada I1 y dosis medida I2
d(I1,I2) =√(Σi,j=1..N (I1(i,j)− I2(i,j))2) (5.3)
donde i y j recorren todos los índices de las matrices.
Para evaluar la bondad del ajuste final, se compara la dosis calculada con el núcleoobtenido y la dosis medida. La comparación se realiza calculando el índice Gamma.
Medida de la similitud de las distribuciones de dosis mediante el índice Gamma.
Low et al [Low98] introducen un método para la comparación y evaluación de ladistribuciones de dosis calculadas y medidas en radioterapia: el método del índice Gamma.La necesidad de un parámetro que tenga en cuenta la repercusión de los errores de cálculoen las distribuciones de dosis de los tratamientos de los pacientes dio lugar a la apariciónde este nuevo método.
Con la incorporación de estudios de imagen y planificación 3D se hace posible visualizarla distribución de dosis en el volumen del paciente. De esta manera se puede comprobar elrecubrimiento de los órganos de tratamiento y la protección de los tejidos sanos. Disponer deestudios de imagen 3D, herramientas de contorneo de órganos, y métodos sencillos y potentesde visualización ha permitido la aparición de técnicas de tratamiento que cada vez confinancon más eficacia la dosis a los volúmenes blanco.
Las nuevas modalidades de tratamiento como la radioterapia conformada y, especial-mente, la modulación de intensidad y la radiocirugía, utilizan campos de radiación muydiferentes de los campos de referencia utilizados en la calibración [And00] de las unidades detratamiento. Tanto es así que inmediatamente surgió la necesidad de realizar verificaciones
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dosimétricas individualizadas, es decir comprobar mediante una medida de dosis los cálculosrealizados para cada paciente.
Por otro lado, para garantizar que dichos cálculos se ajustaban a la dosis, no solo enun punto sino en toda una superficie, se hizo necesario el análisis de distribuciones de dosis2D. La interpretación de los resultados obtenidos de estas medidas bidimensionales dio lugara la aparición de métodos de comparación, de entre los cuales el más utilizado ha sido elpropuesto por Low [Low98].
El índice Gamma tiene en cuenta la diferencia de dosis entre dos distribucionesespaciales como, por ejemplo, una calculada y otra medida. Pero la diferencia de dosis no eslo único que tiene en cuenta: en radioterapia es frecuente encontrar zonas de alto gradientede dosis (p. e. en los límites del campo de tratamiento), y en esas zonas la diferencia de dosisentre dos distribuciones no es esencial, sí lo es en cambio la distancia entre puntos con lamisma dosis.
El índice Gamma se define de una manera similar a como se define una distanciaeuclídea. En la definición toman parte las coordenadas espaciales de los puntos comparadosy la diferencia de dosis entre esos puntos. Si denotamos por (xc,yc) e (xm,ym) las coorde-nadas espaciales de puntos situados en las distribuciones de dosis calculadas y medidasrespectivamente, y llamamos Dc Dm a las matrices de dosis calculada y medida, el índiceGamma para el punto de coordenadas (xm,ym) se define como el mínimo sobre los puntos dela distribución calculada
γ(xm,ym) = minxc ,yc {Γ (xc,yc,Dc)} (5.4)
donde
Γ (xc,yc,Dc) =√ ∆r2∆2dmax + ∆D2∆2Dmax (5.5)
con ∆r = |rc − rm| y ∆D = Dc(rc) − Dm(rm). ∆dmax y ∆Dmax son parámetros ajustables.Mediante su manipulación podemos dar más importancia a la diferencia de dosis o a ladistancia entre puntos con la misma dosis.
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Núcleo experimental. Resultados del ajuste.
Antes de comparar las matrices de dosis, ambas se normalizan para que en el puntocentral de cada una el valor sea 100, y en el resto de puntos la dosis se exprese comoporcentaje de la dosis del punto central.
En la figura 5.12a se puede ver la distribución de dosis medida en la sección 5.1.3.Junto a ella, en la figura 5.12b, se muestra la dosis calculada mediante la convolución delnúcleo K (r) con una apertura rectangular, cuyo tamaño se calcula a partir del campo medido.La figura 5.13 muestra las isodosis del 20 %, 50 % y 80% de las distribuciones calculada y
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Figura 5.12: Dosis medida y calculada para un campo de tamaño nominal 0,5 × 0,5 cm2. Eltamaño de píxel de las imágenes es de 0,1× 0,1mm2.
medida.
Para cuantificar los resultados obtenidos, se muestran en la figura 5.14a los valoresdel índice gamma tomando ∆dmax = 1mm y ∆Dmax = 1 %. En la figura 5.14b se presenta elhistograma de esos valores gamma.
Función de transferencia de modulación.
Una vez que tenemos el núcleo K (r), conocemos la función de dispersión de punto de lainteracción entre la radiación y la materia, para la fuente de radiación extensa. K (r) incluyemodelos para la distribución espacial de la fluencia dentro de la cabeza del acelerador, la
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Figura 5.13: Isodosis de las distribuciones calculada y medida.
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(b) Histograma de valores Gamma.
Figura 5.14: Valores del indice Gamma e histograma de valores Gamma para las imágenes dela figura 5.12, tomando ∆dmax = 1mm y ∆Dmax = 1%.
transmisión de las mordazas del sistema de colimación y la deposición de la energía de laradiación en el medio material k(r).
Para comprobar la distancia óptima de muestreo de calcula la transformada de Fourierdel núcleo de deposición de dosis, y se determina la componente en frecuencia máxima delmismo. Según el teorema de Nyquist-Shannon la frecuencia óptima de muestreo será el doblede esa frecuencia máxima.
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En la figura 5.15 se muestra el promedio radial del módulo de la transformada deFourier del núcleo. Es la función de transferencia de modulación (MTF) de un sistema deimagen, que utilice el haz de radiación para la formación de la imagen, y un detector conresolución espacial infinita. Se aprecia que a una frecuencia de 0,36mm−1 la MTF cae al 1 %
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Figura 5.15: Promedio radial de la transformada de Fourier del núcleo experimental de deposi-ción de dosis.
de su valor a la frecuencia nula. Si se toma este valor del 1 % como valor de corte (siguiendoa Bortfeld [Bor00]), la frecuencia de muestreo deberá ser mayor o igual a 0,72mm−1, lo quesupone una distancia de muestreo de 1.39 mm.
La distancia de muestreo del detector es de 0.784 mm. Existe otra version comercialdel dispositivo de imagen portal de Silicio amorfo empleado en el que la separación entretransistores se reduce a la mitad (0.392 mm). En ambos el intervalo de muestreo es claramenteinferior al óptimo determinado experimentalmente.
Sin embargo el método seguido es aproximado. Por un lado, los parámetros del núcleode Nyholm k se obtuvieron en simulaciones Monte Carlo en las que el medio material eraagua, mientras que en las medidas realizadas con película el medio era metacrilato, parael que la densidad másica y la densidad electrónica son 1.19 y 1.15 veces la del aguarespectivamente.
Por otro lado, el sistema de imagen consta de una lámina de Cobre de 1 mm de espesor,que se coloca entre haz y matriz de detectores para aumentar la eficiencia de detección. Es
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de esperar un aumento de la resolución espacial, debido a que el Cobre tiene una densidadelectrónica 7.3 veces mayor que el agua, y por tanto reducirá el rango práctico de las partículasy el tamaño de los núcleos de deposición.
Los cálculos realizados en esta sección tomando el agua como medio dispersor no sepueden realizar sobre el Cobre, pues no existen datos sobre la parametrización de los núcleosen este material. Por otro lado, se ha preferido utilizar el metracrilato porque proporciona unmedio homogéneo, similar al medio homogéneo para el que la parametrización del núcleo dedeposición de dosis k(r) es válida, y porque sus densidades másica y electrónica son cercanasa las del agua.
En el caso del detector de imagen no se dan las condiciones de homogeneidad, puesinmediatamente detrás de la lámina de cobre hay una pantalla fluorescente, y tras ella lamatriz de detectores, y estos dos últimos elementos tienen una densidad electrónica cercanaal agua.
Además, hay que mencionar el efecto de la transmisión cerca de los límites delcampo definidos por los colimadores. Los colimadores de gran espesor (10 cm de tungsteno)incrementan la penumbra por interponer al camino de la radiación diferentes espesores,función de la dirección de incidencia de los fotones. Además, se produce un efecto de reflexiónen la cara interna de los colimadores. Sawant [Saw07] muestra la importancia de eliminarestos efectos si se quiere determinar con exactitud la MTF en la frecuencias altas. Su montajeexperimental [Saw07], de gran complejidad, minimiza el efecto de la transmisión y permitecalcular la MTF con gran exactitud en todo el rango de frecuencias.
En resumen, el elevado rango práctico de los electrones liberados por el haz en eldetector producen una deposición espacial de la dosis en puntos alejados del lugar dela interacción, de manera que la resolución de las distribuciones de dosis que se puedenconseguir está limitada.
Se ha estudiado cómo es esa deposición de dosis, y se puede concluir que la resoluciónde los dos sistemas de imagen portal estudiados no introduce pérdidas importantes de calidadde imagen, derivadas de su resolución espacial intrínseca. Por otro lado, en el estudio de ladeposición de dosis, los resultados obtenidos son comparables a los presentados por Bortfel[Bor00].
Además del estudio sobre resolución espacial, se han presentado dos métodos paradosimetría con película radiocrómica (RC). El primer método está destinado a la reducción dela inhomogeneidad espacial del sistema película-digitalizador para aumentar la precisión enlas medidas de dosis en un punto. El segundo método describe la reducción de la incertidumbre
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en la medida de campos pequeños con película RC.
5.3. Determinación de la MTF a partir de un maniquí de barras en
estrella.
En esta sección se presenta el cálculo de la MTF a partir de una imagen artificialde un maniquí usado en la determinación del tamaño de foco de los tubos de rayos X enradiodiagnóstico. El método presentado se compara con el recomendado por la norma CEI62220-1 [IEC03], que usa un maniquí de borde. Las imágenes utilizadas (figura 5.16) sonimágenes sintéticas, obtenidas siguiendo los procedimientos descritos en la sección 3.7.3. Elcontenido de esta sección se publicó en [GL15b].
(a) Maniquí de borde (b) Maniquí de barras en estrella
Figura 5.16: Imágenes artificiales, creadas para simular las imágenes obtenidas en un equipode radiología digital. La cantidad de ruido añadido es de 25.2 dB of PSNR.
Para obtener la MTF del maniquí de borde se sigue el procedimiento descrito en lanorma CEI 62220-1 [IEC03], mientras que en el caso del maniquí de barras en estrella elprocedimiento para calcular la MTF es nuevo, y se ha desarrollado en el curso de esta TesisDoctoral.
Las imágenes artificiales utilizadas se obtienen a través de un procedimiento que simulalos procesos de muestreo, suavizado y ruido presentes en la obtención de imágenes reales.El suavizado se obtiene convolucionando la imagen con una función de dispersión de puntoPSF exponencial (sección 3.7.3). De esta manera, la referencia con la que comparar las MTF
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calculadas por ambos métodos puede tomarse, de una manera fiable, como el módulo de latransformada de Fourier de la PSF (ecuación 3.4).
5.3.1. Relación del ruido añadido a las imágenes con la exposición de un detector ideal.
La cantidad de ruido añadido a las imágenes, creadas en la sección 3.7.3, se expresaen dB de relación pico de señal a ruido (PSNR) definida en la ecuación 2.2. En un detectorideal, el cuadrado de la relación señal ruido q (mm−2mR−1) se relaciona con la PSNR porPSNR (dB) = 10log10(qXa), donde X es la exposición en mR y a es el tamaño de píxel enmm2. Por ejemplo, si se usa la calidad del haz RQA5 definida en la IEC [IEC03], y para untamaño de píxel de 50µm× 50µm, la exposición de un detector ideal a 0,5mR produce unnivel de ruido de 25,2dB de PSNR. De un modo similar, una exposición de 50mR da lugar aun ruido de 45,2dB de PSNR.
5.3.2. Método de cálculo de la MTF.
El barrido de una imagen del patrón de barras a lo largo de una circunferencia centradaen él daría lugar a una curva periódica. La frecuencia espacial de esa curva sería inversamenteproporcional al radio de la circunferencia de barrido, y su amplitud estaría relacionada con elvalor de la MTF del sistema a esa frecuencia. Estas relaciones podrían usarse para determinarla función de transferencia de modulación. Sin embargo, debido al muestreo espacial y alruido, las curvas resultantes de esos barridos circulares no son periódicas (ver figura 5.17).
0 5 10 15 20
0
0.5
1
Pi
xe
l v
al
ue
0 5 10 15 20
0.45
0.5
0.55
angle (º)
Pi
xe
l v
al
ue
r=11 mm
r=3 mm
Figura 5.17: Curvas obtenidas al realizar barridos circulares sobre la imagen del patrón debarras en estrella, a dos distancias de su centro (r = 3mm and r = 11mm). Solamente semuestra una parte de las curvas.
Para mejorar el barrido de la imagen, se implementó un proceso de agrupación y
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promediado de los píxeles de la imagen. En lugar de agrupar los píxeles según sus coordenadascartesianas (x,y) los datos se agruparon en coordenadas polares (r,θ). La figura 5.18 muestraun esquema (no a escala) del proceso.
Figura 5.18: Esquema del proceso de agrupación de los píxeles. Los píxeles dispuestos en unarejilla rectangular se agrupan en contenedores radial-polares. El área sombreada representauno de esos contenedores.
El tamaño de los contenedores se fija en 1 mm en la dirección radial y 0,2◦ en la angular.Como se aprecia en la figura 5.18, aplicar un sistema de agrupación según coordenadaspolares sobre una rejilla rectangular puede producir contenedores vacíos (que no contenganun solo píxel). De hecho, el histograma del número de contenedores frente al número depíxeles por contenedor (figura 5.19a) muestra un gran número de contenedores vacíos (290).
Para aumentar el número de píxeles por contenedor se desarrolló un método de sobre-muestreo en la dirección angular. Todos los contenedores con la misma posición radial y lamisma posición angular relativa se agrupan en un solo contenedor. Esto se hace sustituyendola coordenada angular θ de cada píxel por θmod4◦, de manera que todos los píxeles seproyectan dentro de un solo ciclo (un par de líneas) del patrón de barras con un rango angularde 4◦. Después de la proyección, los valores de píxel se agrupan según sus coordenadaspolares r y θ y se promedian. La figura 5.19b muestra la distribución del número de valoresde píxel por contenedor tras el sobre-muestreo. Ahora, cada contenedor tiene más de 390valores de píxel.
Para cada radio r se construye una curva de intensidad I(θ)r, que relaciona el promediode los valores de píxel en el contenedor de coordenadas (r,θ) con la coordenada angular θ
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Figura 5.19: Histograma de valores de píxel por grupo.
del contenedor. El radio varía entre 3mm y 20mm en pasos de 1mm y el ángulo entre 0◦ y4◦ en pasos de 0,2◦. La figura 5.20 muestra las curvas Ir .
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Figura 5.20: Curvas de intensidad (valor de píxel promedio frente al ángulo) a lo largo dedistintas circunferencias de muestreo en la imagen del patrón de barras. Cada curva represen-tada corresponde a una circunferencia de muestreo. A medida que el radio de la circunferenciadecrece la frecuencia aumenta y la amplitud de la curva disminuye.
Cada una de las curvas Ir , representadas en la figura 5.20, puede considerarse como lasalida del sistema a una señal de entrada cuadrada de frecuencia espacial f , f relacionadacon el radio de la curva de barrido mediante f (r) = 90/2pir.
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Dado que el primer armónico de Ir tiene la mayor amplitud, la relación señal ruido queproporciona es la más elevada de entre los armónicos que componen la curva de intensidadIr . Este hecho puede aprovecharse para calcular con precisión la MTF del sistema a lafrecuencia f (r). Para ello basta calcular el valor absoluto del cociente entre las amplitudesde los primeros armónicos de Ir y la señal cuadrada de la entrada,
MTF (f ) = |ΣN−1k=0 Ir(k)e−i2pik/N ||ΣN−1k=0 S(k)e−i2pik/N | , (5.6)donde S es la señal de entrada y N = 20.
Aunque este procedimiento produciría una MTF promediada en aquéllos sistemas deimagen con una resolución no isotrópica, el procedimiento expuesto puede adaptarse parainvestigar la MTF en una dirección determinada. Basta restringir el área de la imagenanalizada a un sector angular, centrado alrededor de esa dirección. En esta Tesis la amplitudde ese sector angular se toma como 20◦, y la consecuente reducción del número de valoresde píxel por grupo alcanza un mínimo de 31.
5.3.3. Resultados.
La figura 5.21 muestra los cálculos de la MTF para dos cantidades de ruido, 45.2 dBde PSNR y 25.2 dB de PSNR. En esta ocasión la función de dispersión de punto utilizadafue una exponencial isotrópica. En el caso del valor más alto de PSNR los resultados parael método del borde y el método del patrón de barras son coincidentes, y ambos coincidenademás con la MTF analítica. Sin embargo, al aumentar el ruido y caer la PSNR a 25.2 dBlos cálculos del método del borde fallan en la zona de frecuencias altas. En el caso del métododel patrón de barras los cálculos se mantienen correctos en todo el rango de frecuencias quees capaz de analizar.
Los cálculos de la MTF en las direcciones principales de una imagen no isotrópica semuestran en la figura 5.22. Para analizar este caso, durante la generación de la imagen delpatrón de barras se utilizó una PSF exponencial no isotrópica (sección 3.7.3), y la cantidad deruido añadido fue de 25.2 dB de PSNR. En la figura se muestran también las MTF analíticas.Si se compara con los resultados presentados en la figura 5.21b se aprecia que se mantienela exactitud, a pesar de haber reducido el número de píxeles por contenedor usados para elcálculo de la MTF. Hay que observar que el número mínimo de píxeles por contenedor fuede 31. Por este motivo, aún después de reducir el análisis a un sector angular de 20◦, larelación señal ruido se mantuvo alta.
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Figura 5.21: Cálculos de la MTF, para la PSF isotrópica, siguiendo el método del borde(líneas discontinuas) y el método del patrón de barras (signos positivos). La MTF analítica semuestra en trazo continuo.
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Figura 5.22: Cálculos de la MTF en dos direcciones, X and Y. Las MTF analíticas también semuestran. La cantidad de ruido añadido a la imagen fue de 25.2 dB de PSNR
A la vista de los resultados obtenidos, se puede afirmar que una imagen de un patrónde barras proporciona información sobre resolución espacial en todas las direcciones. Dadala gran superficie de la imagen, que puede utilizarse para los cálculos de la MTF, la SNRpuede mantenerse alta incluso en situaciones de gran nivel de ruido.
La MTF se obtiene de curvas que resultan de barridos circulares de la imagen tras unproceso de agrupación y promediado. Para mantener una buena SNR a lo largo del proceso
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es importante establecer una cota inferior para el radio de las circunferencias de barrido.Hay que tener en cuenta que cuando el radio decrece el número de píxeles por contenedordecrece también y la SNR se hace más pequeña.
A partir de una sola imagen de patrón de barras se puede calcular la MTF en cualquierdirección. En esta Tesis esto se hace mediante la restricción del área de la imagen analizadaa un sector angular centrado en la dirección investigada. De nuevo hay que tener en cuentala SNR de los datos utilizados para el cálculo de la MTF. Cuando se reduce el rango angularanalizado a una fracción de los 360◦ se reduce en la misma fracción el número de píxelespor contenedor. El rango angular usado en este trabajo ha sido de 20◦. La razón para estaelección es el buen compromiso alcanzado entre resolución angular y SNR en los cálculosrealizados.
Otro parámetro a tener en cuenta es el número de muestras por ciclo. En este trabajose han tomado 20 muestras. Si el número de muestras por ciclo aumenta se reduce el aliasing,pero también se reduce el número de píxeles por contenedor y, consecuentemente, la relaciónseñal ruido. En el caso particular de 20 muestras por ciclo el primer armónico de la señal sesuperpone con el armónico número 19, que en el caso de una señal cuadrada supone limitar elerror por aliasing a menos de un 0.5 %: Para una señal cuadrada discreta {SN (n)}n=0,1,..N−1,con N muestra igualmente espaciadas y amplitud A = 1, se tiene limN→∞|SˆN (1)|/N = 1/pi,donde SˆN es la transformada de Fourier discreta de SN . La desviación del caso límite, cuandoN = 20, se debe al aliasing y es menor de 0,5 %.
Las diferencias mostradas en la figura 5.21 por los métodos estudiados, borde y estrella,cuando aumenta el ruido, se pueden explicar por el tamaño del área de la imagen que contienela información de altas frecuencias.
La figura 5.23 muestra la parte central de la función de dispersión de línea (LSF),calculada para la imagen del borde sin ruido y sobre-muestreada a 5µm. La anchura a mitadde pico de la LSF es de 0,21mm y, como las altas frecuencias se corresponden con loscambios rápidos en la intensidad de pixel sobre pequeñas distancias (unos pocos píxeles), elárea de la imagen que contiene la información de altas frecuencias está dentro de una franja,con una anchuras de unas pocas décimas de mm. Este hecho se corrobora en la misma figura,donde se muestran las primeras escalas de la descomposición wavelet de la LSF. Para lasresoluciones mayores, los coeficientes de gran amplitud (que encapsulan el contenido en altasfrecuencias de la señal) se localizan en una estrecha franja centrada en la posición del borde.Por otra parte, el área de la imagen del patrón de barras usado para el cálculo de la MTFa la frecuencia más alta puede calcularse como A = 2pir∆r, donde r = 3mm es el radio dela circunferencia de barrido más pequeña y ∆r = 1mm es la longitud radial del contenedor.
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Este área es A = 18,8mm2, y se dedica al cálculo de la MTF en un solo valor de frecuencia.
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Figura 5.23: Función de dispersión de línea, para una imagen de borde sin ruido, y bandas dedetalle de su descomposición wavelet.
En una medida sobre un maniquí real la amplitud de la señal de entrada deberíadeterminarse a partir de la imagen. De otro modo no sería posible calcular la MTF a lafrecuencia cero, necesaria para la normalización de la MTF. Para caracterizar la amplitud seríasuficiente disponer de dos áreas, suficientemente grandes y de atenuación uniforme. Estasáreas del maniquí deberían tener las mismas propiedades de atenuación que las encontradasen el patrón de estrella (por ejemplo, los mismos espesores de los materiales encontrados enel maniquí).
En resumen, es posible calcular con exactitud la MTF de un sistema de imagen a partirde la imagen de un patrón de barras en estrella. Comparado con el método del borde, definidoen la norma IEC 62220-1, el método presentado muestra una mayor inmunidad frente al ruido.Esto es particularmente importante en entornos ruidosos como los derivados de exposicionesbajas o bajas eficiencias cuánticas de detección. Por último, otra ventaja del método de laestrella es la posibilidad de obtener la MTF del sistema de imagen en cualquier direcciónespacial a partir de una sola imagen.
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En este capítulo se exponen las características estadísticas de las imágenes portales.Algunos resultados de este capítulo se publicaron en [GL13b].
El conocimiento de la estadística de la imagen es fundamental para el diseño de métodoseficientes de reducción de ruido. La información que se tenga, tanto de las distribuciones dela imagen como del ruido, puede aprovecharse para obtener una estimación de la imagen sinruido a partir de una imagen contaminada con él. La distribución estadística de la imagen conruido se forma a partir de las distribuciones de imagen y ruido por separado, y los métodosestadísticos de reconstrucción de la imagen aprovechan el conocimiento de las característicasde ambas distribuciones.
Un ejemplo de estos métodos son los métodos bayesianos, que transforman una imagencon ruido en otra imagen de tal manera que la distribución estadística, de la imagen resultante,se asemeje a una distribución determinada, característica del tipo de imagen estudiada. Paraello utilizan una distribución de probabilidad (distribución a priori) que caracteriza al conjuntoal que pertenece la imagen.
Otro ejemplo lo constituyen los métodos que minimizan el SURE (estimador insesgadodel riesgo de Stein), que estiman una imagen contaminada con ruido gausiano mediante laminimización de un estimador del error cuadrático medio. Estos métodos son muy eficientesen imagen cuando el ruido es gausiano, pues el alto número de muestras presentes en unaimagen hace del SURE un estimador muy exacto.
Las imágenes utilizadas para el presente estudio provienen del entorno clínico, y todasse han adquirido en tratamientos de pacientes. El inconveniente, derivado del uso de estetipo de imágenes como patrón, es que poseen un elevado nivel de ruido, pues al ser necesariomantener la dosis de radiación tan baja como sea posible su calidad queda limitada.
De no tenerse en cuenta esta particularidad acerca del origen de las imágenes, elestudio de su estadística no reflejaría con la fidelidad suficiente sus características reales.Por este motivo en el capítulo 4 se estudió el ruido de los sistemas de imagen. Los resultadosobtenidos allí se usan en el presente capítulo para interpretar los resultados obtenidos en
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imagen portal, y mejorar la estimación de sus características estadísticas.
Para el estudio de la estadística de la imagen portal se cuenta con un conjunto deimágenes de diferentes localizaciones anatómicas: pelvis, cabeza y cuello, cráneo, tórax ymama. Además, se usan dos dispositivos basados en tecnologías diferentes, representativasde las tecnologías más utilizadas. Un grupo de las imágenes se ha obtenido con un sistemade imagen basado en una pantalla fluoroscópica acoplada a una cámara CCD, y el resto delas imágenes se han obtenido usando un sistema detector de panel plano, que contiene unamatriz de detectores de silicio amorfo (aSi).
Las características estadísticas que se analizan son tres:
El espectro de potencia de la imagen portal.
La distribución marginal de los coeficientes wavelet.
La dependencia estadística entre los coeficientes wavelet.
Los espectros de potencia analizados en este capítulo se obtienen promediando los espectrosde conjuntos de imágenes que comparten una característica común: pueden pertenecer a unamisma localización anatómica, o haberse obtenido con un mismo detector. Para el estudio de ladistribución marginal de los coeficientes wavelet se calcula la función densidad de probabilidadde un conjunto de imágenes portales, mientras que para el estudio de la dependencia entrecoeficientes se presentan las funciones densidad de probabilidad, conjunta y condicionada,entre coeficientes de una misma banda o de coeficientes en bandas con distinta orientación odistinta escala.
6.1. Espectro.
El espectro de potencia de una imagen representa la distribución de su energía enel dominio de la frecuencia. De la forma del espectro de potencia se deducen algunascaracterísticas de una imagen y del sistema de imagen con la que se obtiene. Por ejemplo,se puede deducir la capacidad del sistema de imagen para representar objetos de pequeñotamaño (detalle) observando la amplitud del espectro en el tramo de las altas frecuencias.
El estudio del espectro de una colectividad de imágenes puede revelar característicascomunes y distintivas de esas imágenes. En el caso de las imágenes naturales, por ejemplo,el trabajo de Burton [Bur87] desvela la invarianza a la escala, al observar la forma rectilíneade la curva que representa el logaritmo de la potencia frente al logaritmo de la frecuencia. Si
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nos situamos en dos valores diferentes de frecuencia, la percepción de la pérdida de detalleen el entorno de cada frecuencia es la misma. Field [Fie87] relaciona la pendiente de la recta,que en el caso de las imágenes naturales es cercana a -2, con la equitativa distribuciónen octavas de la potencia, y con la naturaleza fractal de los perfiles de luminancia en lasimágenes (ver sección 2.2.1).
Para calcular el espectro de la imagen I , de M ×N píxeles y tamaño de píxel a× amm2 se utiliza la expresión
PS(r,s) = a2M ∗N
∥∥∥∥∥ M∑m=1
N∑
n=1W (m,n)(I(m,n)− I)e−2pii(rm/M+sn/N)
∥∥∥∥∥
2 (6.1)
donde I es el promedio espacial de la imagen I , m y n son las coordenadas espaciales de laimagen en píxeles (m = 1..M , n = 1..N) y W es una ventana de Hamming bidimensional. Eluso de la ventana de Hamming tiene como objetivo minimizar la distorsión que los bordes dela imagen introducen en el espectro.
6.1.1. Sistema de imagen portal basado en cámara CCD.
En la figura 6.1 se presenta una muestra de las 387 imágenes, obtenidas con el sistemade imagen portal CCD y utilizadas para el estudio del espectro.
Figura 6.1: Muestra de las 387 imágenes portales, obtenidas con el sistema CCD, usadas parael estudio del espectro de potencia.
En todas las imágenes se observan tres peculiaridades características que deben sertenidas en cuenta en el cálculo del espectro, pues están relacionadas con la manera deadquirir las imágenes, no con las características anatómicas visualizadas.
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Por un lado se aprecia la presencia de un área central más oscura, en forma de polígonocon bordes rectos o en diente de sierra. Esta zona más oscura corresponde al campo detratamiento, que se superpone con la imagen portal del entorno. Esta es la forma de procedercuando se obtiene una imagen portal con este tipo de sistema: por un lado, se irradia unazona amplia que contiene el entorno de la zona de tratamiento (denominada campo abierto), acontinuación se irradia el campo de tratamiento, y finalmente ambas imágenes se superponen.De esta manera el médico puede decidir si el campo de tratamiento está bien situado,utilizando como referencia las estructuras anatómicas presentes en el campo abierto. Para elestudio del espectro supone, sin embargo, un problema pues es predecible que los bordesdel campo (que no forman parte de la anatomía visualizada en la imagen portal) modifiquensustancialmente el espectro. Por otro lado, el sistema de imagen CCD no permite registraruna muestra de imágenes sin esta superposición de campos, pues la imagen que se almacenaes la compuesta por campo abierto y campo de tratamiento.
Una segunda característica que puede aparecer en algunas imágenes, y no es debida ala anatomía de los volúmenes irradiados, es la presencia de elementos accesorios como lamesa de tratamiento y otros elementos necesarios para la inmovilización y el tratamiento delos pacientes.
La tercera característica a tener en cuenta es la presencia de unas bandas blancasperiféricas, que contrastan con la zona irradiada. Estas bandas corresponden a las zonas deldetector que no han sido irradiadas durante la adquisición de la imagen.
Las dos primeras características no pueden eliminarse de las imágenes portales CCD.En el caso de la tercera, para que la transición entre imagen y bandas no modifique elespectro, se lleva a cabo un preprocesamiento que localiza las zonas no irradiadas y laselimina. Tras este procesamiento se aplica una ventana de Hamming para eliminar el efectode truncado de la imagen a una imagen finita. El proceso es el mismo que se aplica en elcaso de las imágenes de silicio amorfo, y se muestra más adelante en la figura 6.5.
La figura 6.2 muestra el espectro bidimensional, promedio del conjunto de imágenes CCD,y en la siguiente figura (figura 6.3) se presenta el promedio radial del espectro bidimensional.
En la representación logarítmica del espectro uni-dimensional se aprecia un comporta-miento muy cercano al lineal, en la mayor parte del espectro de frecuencias.
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Figura 6.2: Promedio de los espectros bidimensionales de las imágenes obtenidas con elsistema CCD.
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Figura 6.3: Promedio radial de los espectros 2D de las imágenes portales CCD.
6.1.2. Sistema de imagen portal basado en silicio amorfo.
La figura 6.4 presenta una muestra de las 64 imágenes portales producidas por elsistema de silicio amorfo, y utilizadas para la determinación del espectro. Estas imágenestambién presentan unas bandas de color blanco alrededor de la zona irradiada. Es este caso,y a diferencia de las imágenes CCD sí es posible obtener una imagen de simple exposición:
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una imagen en la que no aparecen superpuestas las imágenes producidas por el campo detratamiento y por el campo abierto.
Figura 6.4: Muestra de las 64 imágenes portales obtenidas con el sistema aSi, usadas para elestudio del espectro de potencia.
En la imagen de la figura 6.5a se aprecian claramente los límites laterales del campode radiación. Para evitar que esas bruscas transiciones aparezcan en el espectro, es necesarioprocesar la imagen para localizar y eliminar las bandas correspondientes a las zonas noirradiadas. En la figura 6.5b se muestra el resultado del preprocesamiento, que consiste en laextracción de la parte de la imagen que corresponde a la zona irradiada del detector, y sumultiplicación por una ventana de Hamming.
(a) Original (b) Preprocesada
Figura 6.5: Procesamiento de la imagen para evitar efectos producidos por los bordes delcampo radiactivo y el truncado de la imagen.
El espectro promedio para las imágenes portales obtenidas con el sistema de silicioamorfo se presenta en las figuras 6.6 y 6.7. En el detector de silicio amorfo no existe el
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Figura 6.6: Promedio de los espectros bidimensionales de las imágenes portales obtenidas conel sistema aSi.
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Figura 6.7: Promedio de los espectros de las imágenes portales obtenidas con el sistema aSi
problema de la superposición de campos que se daba en el sistema CCD. Sin embargo, seobserva en el espectro bidimensional un aumento en la densidad espectral a lo largo deleje horizontal, para valores de la frecuencia vertical cercanos a cero. Estos valores altos delespectro son producidos por unas franjas verticales en las imágenes, que pueden apreciarse asimple vista (figura 6.8). Este efecto también era visible en el espectro 2D del ruido espacial
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(ver figura 4.5), pues las franjas verticales aparecen en todas las imágenes del sistema. Por
Figura 6.8: Imagen portal del sistema aSi en la que se aprecian franjas verticales. Estas fran-jas provocan el aumento de las amplitudes del espectro sobre el eje horizontal del espectro2D.
otro lado, tal y como sucede en el caso del sistema CCD el espectro uni-dimensional seaproxima a una línea recta, en la representación logarítmica de la figura 6.7.
6.1.3. Comparación con los espectros de imágenes naturales.
En la figura 6.9 se muestran los ajustes lineales de los espectros en la década 10−2mm−1a 10−1mm−1. Se elige esta década, correspondiente a resoluciones espaciales entre 10 y100 mm, por ser representativa de las dimensiones de algunas estructuras de interés en estetipo de imágenes y por ser, en ese rango, lineales los espectros de ambos sistemas.
Las pendientes de los ajustes son −3,69±0,07 y −3,71±0,10 para las imágenes CCDy de silicio amorfo respectivamente. La amplitud de estos valores es sensiblemente mayor quela de los obtenidos para imágenes naturales. Esto significa que la distribución equitativa dela potencia entre las décadas del espectro no se cumple, en el caso de las imágenes portales.Y por tanto, la pérdida de contraste en las estructuras al disminuir su tamaño es importante.
Para el procesamiento con wavelets, la pérdida de la invarianza a la escala suponecontar con menos potencia de la imagen al aumentar la resolución.
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Figura 6.9: Ajustes lineales en la década 10−2mm−1 a 10−1mm−1 de los espectros de lasimágenes portales.
6.1.4. Comparación con los espectros del ruido.
En la figura 6.10 se muestran superpuestos los espectros de potencia para imagen yruido de cada modalidad de imagen portal. Se aprecia cómo cobra importancia el ruido amedida que aumenta la frecuencia. De hecho, a frecuencias altas el espectro las imágenes enambos sistemas es prácticamente igual al del ruido.
En una década representativa del tamaño de las estructuras buscadas, como es 10−2 −10−0,5mm−1, que corresponde aproximadamente a objetos de tamaño entre 3 y 100 mm, laseparación entre las curvas de potencia para imagen y ruido es mayor en el caso del silicioamorfo que en el del CCD. La relación señal ruido es por tanto superior en el detector depanel plano de silicio amorfo.
Por otro lado, la rapidez con la que cae la potencia, al aumentar la frecuencia, esmucho menor en el caso del ruido que en el caso de la imagen. Y esta diferencia es inclusomayor que en el caso de imagen natural y ruido blanco, lo que hace más difícil la detecciónde detalles en la imagen portal.
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Figura 6.10: Comparación de los espectros de imagen y ruido en cada modalidad de imagenportal.
6.1.5. Distribución de la potencia en el dominio wavelet.
La aproximación multi-resolución descompone una imagen en escalas, de manera quelos algoritmos de procesamiento pueden ajustarse en cada banda de frecuencia. Por tanto, elconocimiento de la distribución de potencia en estas bandas es importante para comprendermejor el rendimiento de estos algoritmos.
En el dominio de la frecuencia el espectro representa la potencia de una imagen medianteuna serie de coeficientes. La transformada de Fourier utiliza como funciones base las funcionestrigonométricas. Estas funciones proporcionan una descomposición intuitiva, relacionando lavelocidad de las variaciones espaciales con la variable independiente (frecuencia) en la curvadel espectro. Además, el espectro calculado tiene una gran resolución en frecuencias.
Sin embargo cabe plantearse si, una vez que trabajamos en el dominio wavelet, podemosaprovechar la descomposición de que se dispone para calcular el espectro sin necesitad dehacer los cálculos en el dominio de Fourier.
Una transformada wavelet es lineal y su complejidad de cálculo es lineal, por lo quepuede implementarse mediante algoritmos rápidos. Además, da lugar a un problema bien con-dicionado ya que la transformación es ortogonal. Por otro lado, si se utiliza una transformadaortonormal la potencia de la imagen se conserva en cada etapa de la descomposición.
Sin embargo, el cálculo de la distribución de potencia en el dominio wavelet dependede la wavelet particular seleccionada y de los métodos seguidos para extender la imagen
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antes de aplicar los filtros de descomposición.
Al tratar con imágenes reales, de tamaño finito, es necesario extender cada imagenpara poder realizar la convolución con los filtros de descomposición wavelet. Hay diferentesmétodos de extensión, como el rellenado con ceros, la extensión periódica y la extensiónsimétrica. Todos estos métodos deben aplicarse con cuidado, si se quieren minimizar losproblemas derivados de la creación de nuevas irregularidades en la imagen. Distorsionar losbordes de la imagen puede crear discontinuidades que añaden coeficientes de gran amplituden las bandas de mayor resolución. Si esto sucede, la potencia calculada de la imagen estaríacontaminada por estos coeficientes, ajenos a la imagen y creados artificialmente durante elprocedimiento de cálculo.
Por otro lado, las características de los filtros wavelet también modifican el espectrocalculado. En particular, el número de momentos nulos de la wavelet y la simetría de losfiltros de descomposición afectan al resultado final.
La aproximación de una función f , en la escala 2j , viene dada por un conjunto discretode muestras aj [n], que son promedios locales de f en entornos de tamaño proporcional a 2j .En una aproximación multi-resolución [Mal89] se calcula una transformada rápida wavelet,mediante una serie de filtros paso bajo h y paso alto g, dispuestos en cascada y seguidos deuna etapa de compresión (ver sección 2.4.3). Los coeficientes de aproximación y detalle en laescala 2j+1 se calculan mediante
aj+1[p] = ∞∑n=−∞h[n− 2p]aj [n] (6.2)
dj+1[p] = ∞∑n=−∞g[n− 2p]aj [n] (6.3)
donde h[n] = h[−n] y g[n] = g[−n].
La sucesión de descomposiciones en aproximación y detalle genera una representaciónde la imagen en una serie de bandas de frecuencia. En cada etapa de la descomposición,la aproximación de la etapa anterior se vuelve a descomponer aplicándole un filtro pasoalto y otro paso bajo. En la figura 6.11 se muestran los cuadrados de las amplitudes delos filtros de descomposición y reconstrucción de las wavelet Daubechies db1, db2, db4y db8, y symlet sym2, sym4, sym8 y sym16. La serie de Fourier de x [n] se calcula comox̂(ν) =∑∞n=−∞ x [n]exp(−2pijnν).
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(a) |ĥ(ν)|2
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
| A
m
p
l i t
u
d
e
|2
frequency (mm−1)
db1
db2/sym2
db4/sym4
db8/sym8
db16/sym16
(b) |ĝ(ν)|2
Figura 6.11: Cuadrado del módulo de las series de Fourier h[n] and g[n] para algunas waveletDaubechies y symlet.
El solapamiento de los filtros h[n] and g[n] significa que la división del espectro enbandas de frecuencia no es exacta, en el sentido de que componentes de alta frecuencia dela señal original aparecerán en la aproximación, y componentes de baja frecuencia de laseñal original aparecerán en el detalle. Se observa que al aumentar el numero de momentosnulos la división en bandas de frecuencia se aproxima a la división perfecta (se minimiza latransferencia de potencia entre bandas). Este es un factor a tener en cuenta a la hora decalcular el espectro de una señal a partir de sus componentes wavelet.
Por otro lado, la simetría de los filtros también juega un papel importante en el resultadodel espectro. En la figura 6.12 se muestra como la forma del filtro de descomposición paso-bajaafecta al cálculo de la aproximación de una señal en una etapa avanzada. Se puede apreciarla distorsión que provoca en la aproximación de la señal un filtro altamente asimétrico, como eldb8. Sin embargo los filtros muy simétricos, como el sym16, producen una distorsión muy bajaen la señal, incluso para un número elevado de momentos nulos (16 en la figura 6.12b). Enesta figura también se aprecia el aumento, en cada aproximación, del numero de coeficientesprovocado por la extension de la señal en las etapas anteriores.
Otro elemento importante, posiblemente el más influyente en el cálculo del espectro enel dominio wavelet, es el método de extensión de la imagen seguido. En la figura 6.13 semuestra la subbanda horizontal de la escala 23a de una imagen de radiografía digital (CR).Las subbandas mostradas corresponden a una transformación db8, en la que la extensión seha hecho rellenando con ceros (izquierda), mediante rellenado periódico (centro) y rellenadosimétrico (derecha).
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Figura 6.12: Señal de prueba, coeficientes de los filtros paso baja y coeficientes de la aproxi-mación (cuatro primeras escalas) para dos transformadas wavelet discretas (Daubechies db8 ysymlet sym16) usando extension simétrica.
Figura 6.13: Transfromada wavelet db8 de una imagen CR. Efectos del método de extensiónen el cálculo de la subbanda horizontal de la escala 23a. Izquierda: rellenado con ceros. Cen-tro: rellenado periódico. Derecha: rellenado simétrico.
En la fila inferior se muestra una representación 3D, que pone de manifiesto laimportancia de las discontinuidades creadas cuando se utiliza el método de rellenados conceros y el de extensión periódica. Estas discontinuidades, que no pertenecen a la señalestudiada, sino que han sido creadas en el proceso de cálculo, dominan la potencia en las
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subbandas de la descomposición. Sin embargo, en el caso de extensión mediante rellenadosimétrico el efecto es mucho menor, limitándose a aumentar el peso de los píxeles periféricosen el cómputo de la potencia.
Para estudiar el efecto, sobre el cálculo del espectro, de las distintas maneras derealizar la transformada wavelet, se compara el espectro en el dominio wavelet de un conjuntode 25 imágenes con el espectro de Fourier. El espectro wavelet se obtiene siguiendo losdiferentes métodos de extensión citados anteriormente, y utilizando wavelets db y sym dediferentes momentos nulos. En la figura 6.14 se presenta una muestra del conjunto de recortes512× 512 de imágenes de radiografía digital (CR) utilizado para el estudio.
Figura 6.14: Una muestra de 25 recortes de imágenes de radiología digital.
Para calcular el espectro de potencia en el dominio wavelet se utiliza la ecuación6.4. En esta ecuación dj es un coeficiente de detalle de la escala 2ja, N es el número deimágenes (N = 25), Nj y Mj son las dimensiones de la subbanda en la escala 2ja, y lasorientaciones O son horizontal, vertical y diagonal.
WPS( 12ja ) = 13NjMj 1N
N∑
n=1
Nj ,Mj∑
k,l=1
∑
O=H,V ,D dj (k,l,O,n)2, j = 1,2..,9 (6.4)
En esta sección el espectro de Fourier se estima usando la ecuación 6.1. Con objeto de poderlocomparar con los espectros wavelet, el espectro de Fourier representado en las figuras 6.15 y6.16 es el espectro promedio del conjunto de imágenes, promediado a su vez radialmente ydividido por a2 y anulando el efecto de la ventana en la ecuación 6.1 (W (k,l) = 1).
La figura 6.15 muestra el espectro promedio para el conjunto de imágenes de CR,calculado siguiendo los diferentes métodos de extensión. En la figura se representa ellogaritmo decimal de la potencia frente al logaritmo decimal de la frecuencia o resolución. La
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línea continua corresponde al espectro de Fourier dividido por a2 frente a la frecuencia, yel resto de curvas son los espectros wavelet frente a la resolución. Las wavelet usadas sondb8 y sym8. La figura. 6.15a muestra cómo la distorsión creada en los bordes de la imagen,cuando se utiliza la extensión mediante rellenado de ceros, produce una sobre-estimaciónde las componentes de alta frecuencia. Este efecto no se observa en el caso de extensionessimétricas.
La wavelet usada en el cálculo de los espectros de la figura 6.15a es una db8. Eneste caso todos los píxeles de cada subbanda se ha utilizado en el cálculo. Si la parte dela subbanda que resulta de las sucesivas extensiones en etapas anteriores se elimina antesdel cálculo de la potencia, entonces los espectros son menos dependientes del método deextension (ver figura 6.15b). En esta figura la wavelet utilizada es una sym8, pues para estetipo de wavelets la eliminación de la parte extendida de cada subbanda es mas sencilla (laseñal original permanece en la parte central de cada subbanda).
En el caso de rellenado simétrico el peso relativo de los píxeles situados en los bordesde la imagen se incrementa al aumentar la escala. Esto explicaría la caída del espectrowavelet, cuando se usa el rellenado simétrico, a las resoluciones mas bajas (figura 6.15a).
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Figura 6.15: Espectro de Fourier y espectros wavelet para el conjunto de imágenes CR usan-do diferentes métodos de extension: rellenado con ceros (zpd), rellenado periódico (ppd) yrellenado simétrico (sym).
Los espectros de potencia calculados para el conjunto de imágenes CR, usando elmétodo de extensión de rellenado simétrico, se muestran en las figuras 6.16a y 6.16b. Los
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resultado obtenidos usando wavelets Daubechies db1 (o wavelet Haar), db2, db4 y db8 sepresentan en la figura 6.16a, mientras que en la figura 6.16b se muestran los resultadosobtenidos con las wavelet symlets db2, sym4, sym8 y sym16.
Para calcular los espectros presentados en la figura 6.16, la parte resultante de laextensión de la bandas en escalas inferiores ha sido eliminada de cada subbanda antesde proceder al cálculo. En el recorte se elimina la parte de la subbanda generada porlas extensiones de las etapas anteriores, necesarias para la convolución con los filtros dedescomposición. En el caso de las wavelet Daubechies se eliminan dos bandas situadas en laparte superior y la parte lateral izquierda, mientras que en el caso de las symlets se conservapara el cálculo la parte central de cada subbanda.
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Figura 6.16: Espectro de Fourier y espectros wavelet, obtenidos con diferentes wavelet tipoDaubechies y symlets, del el conjunto de imágenes CR. Las transformadas wavelet se hancalculado usando como método de extension el rellenado simétrico. La parte resultante de laextensión de la bandas en escalas inferiores ha sido eliminada de cada subbanda antes delcálculo.
En las figuras 6.16a y 6.16b se puede ver la importancia de la simetría de los filtrosen el cálculo del espectro. Cuando los filtros son simétricos, como en los casos symlets, elespectro muestra una menor dependencia con el numero de momentos nulos, especialmentepara las resoluciones mas bajas y los mayores valores de momentos nulos Nv .
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6.1.6. Espectro según la localización anatómica.
Los espectros de potencia de la imagen portal analizados se han obtenido promediandolos espectros de conjuntos de imágenes procedentes de diferentes localizaciones anatómicas.Estos espectros son dependientes del conjunto de imágenes seleccionado, pues diferenteslocalizaciones presentas características diferenciadoras para el espectro. Por ejemplo, unaimagen del cráneo contiene una característica como es el borde exterior del cráneo, conun contraste de densidades muy alto (aire en el exterior y hueso en el interior). El bordeexistente en el caso del cráneo aumenta el espectro de la imagen en todas las frecuencias.Por otro lado, las imágenes que quedan confinadas en el interior de la anatomía, y muestransolo contraste tejido blando-hueso (como en en caso de imágenes de pelvis en proyecciónantero-posterior), tendrán un espectro con valores mas bajos. Un caso intermedio es el de lasimágenes que contienen interfaces aire-tejido blando o pulmón-tejido blando, como suele serel caso de las imágenes de tórax o las proyecciones laterales de la pelvis.
Para ver la dependencia del espectro wavelet de las imágenes portales con la localizaciónanatómica, se calculan los espectros para imágenes tomadas con el sistema de aSi de laslocalizaciones anatómicas: pelvis (proyección lateral), cabeza, tórax y pelvis (proyecciónantero-posterior). Una muestra de cada localización se presenta en la figura 6.17.
Figura 6.17: Muestra de las imágenes portales de cuatro localizaciones anatómicas.
En la figura 6.18 se presentan los espectros wavelet (WPS) para los cuatro conjuntosde imágenes portales. Para el cálculo del espectro wavelet se utilizan wavelet sym16, yextensión mediante rellenado simétrico. También se muestran los espectros de Fourier (PS)que, en esta ocasión, han sido calculados utilizando una ventana de Hamming. Antes delcálculo del espectro, las imágenes han sido transformadas mediante una curvas de calibraciónque relaciona el valor de píxel con la dosis de radiación. En esta figura el logaritmo decimalde la potencia (en cGy2mm2) se representa frente al logaritmo decimal de la resolución o lafrecuencia (en mm−1).
Se puede ver cómo la forma de las curvas de los espectros wavelet es similar a la delos espectros de Fourier, salvo un desplazamiento en la dirección vertical, debido al uso de laventana de Hamming en el cálculo de los espectros de Fourier.
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Figura 6.18: Espectros de potencia de Fourier y wavelet para la imágenes portales según sulocalización. En las curvas se representa el logaritmo decimal de la potencia frente al logarit-mo decimal de la resolución en mm−1.
6.2. Estadística de las Imágenes Portales en el dominio wavelet.
En las figuras 6.19a y 6.19b se muestra una imagen portal (proyección antero-posteriorde pelvis) obtenida con el sistema CCD, junto a una imagen lateral de pelvis tomada con elsistema de silicio amorfo. Es evidente la diferente calidad de ambas imágenes en términos decontraste. A pesar de esa apariencia, los espectros calculados en la sección 6.1 son similares.Esto sugiere que los espectros obtenidos reflejan la naturaleza de las imágenes portales,independientemente del sistema de imagen empleado. No hay que olvidar, sin embargo, quelas imágenes CCD muestran superpuesto el campo de tratamiento. Al superponer el campo detratamiento sobre imagen portal se introduce una característica en la imagen que no es propiade la anatomía, ni de la tecnología del sistema de imagen, sino de la forma de presentarla imagen. En este sentido, las imágenes del sistema aSi reflejan con mayor exactitud lascaracterísticas de la imagen portal.
En esta sección se presentan algunas características estadísticas de las imágenes delos dos sistemas de imagen portal, CCD y aSi, en el dominio wavelet. El estudio consiste enel análisis de sus funciones de densidad de probabilidad en ese dominio.
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(a) CCD (b) aSi
Figura 6.19: Imágenes portales.
Para los dos sistemas de imagen se obtienen las fdp’s marginales de cada escala yorientación. Las fdp’s se calculan a partir de la normalización de un histograma que englobalos coeficientes de un conjunto de imágenes portales (ver sección 3.5.3). Para determinar ladependencia estadística, en el dominio wavelet, se calculan las funciones de densidad deprobabilidad, conjuntas y condicionadas, entre coeficientes. Estas dependencias estadísticasse obtienen entre coeficientes de una misma subbanda (misma escala y orientación), y entrecoeficientes situados en distintas escalas o distintas orientaciones.
6.2.1. Distribuciones de probabilidad marginales.
En esta sección se presentan las distribuciones marginales de probabilidad de lasimágenes portales en el dominio wavelet.
Para cada uno de los sistemas de imagen portal, CCD y aSi, se selecciona un conjuntode imágenes portales y a cada una de ellas se le calcula una transformada wavelet diezmadacon una base Haar. Fijada una orientación y una escala, se obtiene el histograma de la uniónde los coeficientes de todas las imágenes en esa subbanda. Finalmente ese histograma senormaliza para obtener una estimación experimental de la función densidad de probabilidadde los coeficientes en la subbanda.
Además de mostrar las fdp’s obtenidas para las imágenes portales, también se muestranlas distribuciones marginales de una imagen natural. Sobre la imagen natural se realiza unexperimento, que consiste en ver cómo afecta el ruido a sus funciones densidad de probabilidad.
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Los efectos que se encuentran se relacionan con ciertos aspectos de la forma de las fdp’sobtenidas en imagen portal, dado que en estas imágenes la presencia de ruido es importante.
En la figura 6.20 se muestran las funciones densidad de probabilidad para las tresprimeras escalas de las orientaciones diagonal, vertical y horizontal de 467 imágenes portalestomadas con el sistema CCD. En la primera fila se muestran las fdp’s correspondientes a laorientación diagonal, en la segunda fila las fdp’s de la orientación vertical y la última filacorresponde a la horizontal. La representación en el eje vertical utiliza la escala logarítmica.
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Figura 6.20: Funciones densidad de probabilidad de la distribución marginal de coeficienteswavelet obtenidas de 467 imágenes portales, tomadas con el sistema CCD.
Los histogramas son claramente no gausianos y presentan unas colas de gran amplitud.En estas colas se encuentran los coeficientes correspondientes a características de la imagencomo los bordes, picos y esquinas.
En la figura 6.21 se muestran las fdp’s de las tres primeras escalas de la descompociciónwavelet de 181 imágenes portales, tomadas con el sistema aSi. El eje vertical de las gráficasvuelve a estar en escala logarítmica. Los histogramas presentan una forma redondeada entorno al máximo que contrasta con la forma angulada de los histogramas obtenidos parala imagen natural. Dado que las imágenes portales analizadas contienen un considerablenivel de ruido, la forma redondeada se explicaría por ser la fdp de la imagen con ruido laresultante de la convolución de la fdp de la imagen sin ruido, con la fdp del ruido (asumiendoque imagen y ruido son estadísticamente independientes). Cómo el ruido de los sistemas de
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imagen es gausiano (ver sección 2.3), es presumible que la forma redondeada del máximo enlas fdp’s sea consecuencia de la presencia de ruido en la imagen.
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Figura 6.21: Funciones densidad de probabilidad de la distribución marginal de coeficienteswavelet (tres primeras escalas), para 181 imágenes portales tomadas con el sistema aSi.
Se aprecia la similitud en la forma de los histogramas correspondientes a ambossistemas de imagen (CCD y aSi). Ciertas características son comunes a ambos sistemas como,por ejemplo la desviación del comportamiento gausiano que aparecía en el caso del ruido,y que en esta representación se manifiesta por unas curvas parabólicas. En el caso de laimagen portal las colas de las fdp’s se asemejan más a distribuciones de tipo laplaciano olaplaciano generalizado, pues presentan una curvatura positiva. Por otro lado, en ambos casosla distribución con menos varianza corresponde a los coeficientes en la orientación diagonal.Esto se debe a que las estructuras en las imágenes (huesos e interfaces aire-tejido) tienenuna orientación preferente en las direcciones horizontal y vertical.
Para poner de manifiesto la diferencia de los histogramas de la imagen anatómica conlos del ruido, en la figura 6.22 se muestran las funciones densidad de probabilidad, de lascuatro primeras escalas de la descomposición diagonal, de 163 imágenes portales de la zonapélvica y 16 imágenes de ruido. Las imágenes fueron tomadas con el sistema de silicio amorfo,tanto las anatómicas como las de ruido (sección 4.4).
Se observa cómo la importancia relativa del ruido es mayor en las primeras escalas dela descomposición wavelet y cómo, al aumentar la escala, la forma de la distribución para las
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Figura 6.22: Funciones densidad de probabilidad de 163 imágenes portales obtenidas con elsistema aSi (en color azul) y de 16 imágenes de ruido del mismo sistema (en color rojo).
imágenes parece más definida. La anchura de la distribución aumenta con la escala muchomás en el caso de la imagen que en el caso del ruido. Los coeficientes de detalle de cadaescala se obtienen de las aproximaciones de la escala inmediatamente anterior. En el casodel ruido, al tener un espectro plano, la subbanda de detalle que se obtiene en cada etapade la descomposición wavelet tiene una distribución de amplitudes similar. No es el caso dela imagen pues su espectro decrece rápidamente al aumentar la frecuencia, por lo que lassubbandas con menor resolución (mayor escala) tienen coeficientes con mayor amplitud.
Las figuras 6.23 y 6.24 ilustran el efecto del ruido en la distribución de coeficienteswavelet de una imagen. En la parte izquierda de la figura 6.23 se muestra una imagen naturaly a su derecha la misma imagen tras añadirle ruido blanco gausiano. En la figura 6.24 serepresentan las fdp’s de las subbandas diagonal, vertical y horizontal de las tres primerasescalas de ambas imágenes.
Se puede comprobar que la adición de ruido sobre la imagen provoca el suavizado delas fdp’s correspondientes a la imagen sin ruido. Esto era de esperar dado que la funcióndensidad de probabilidad de la suma de variables aleatorias independientes (como son eneste caso ruido e imagen) es igual a la convolución de las fdp’s de ambas variables, y loscoeficientes en cualquier subbanda de la transformación wavelet ortonormal de un ruidogausiano, también se distribuyen según una gausiana. Este efecto artificial provocado sobreuna imagen natural sin ruido explicaría la forma redondeada del pico de las fdp’s en el casode las imágenes portales estudiadas, en las que la presencia de ruido es importante.
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Figura 6.23: Efecto de la adición de ruido en el dominio de la imagen.
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Figura 6.24: Efecto de la adición de ruido en el dominio wavelet. Funciones densidad deprobabilidad de los coeficientes diagonales.
6.2.2. Funciones de densidad de probabilidad conjuntas y condicionados.
La descripción de las distribuciones de probabilidad marginales, llevada a cabo hastaahora, ha aportado una información importante sobre las diferencias entre imagen portal yruido de los sistemas de imagen. Los histogramas de ruido e imagen tienen una distribuciónmuy diferente. Las colas de los histogramas en el dominio wavelet tienen un comportamientogausiano en el caso del ruido, mientras que en en caso de la imagen el comportamiento esmás similar al de una distribución Laplaciana. Las fdp’s marginales para imagen portal y ruidotienen características similares a las de imagen natural y ruido gausiano respectivamente.Por tanto es de esperar que algoritmos de contracción de coeficientes de detalle, que se
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basan en esas diferencias entre imagen y ruido, sean tan eficaces en imagen portal como loson en imagen natural.
Un paso más, en el estudio de la distribución estadística de los coeficientes wavelet,es el análisis de la dependencia estadística entre los distintos coeficientes de detalle. Loscoeficientes de detalle se agrupan en subbandas, y cada subbanda queda caracterizada por suescala y orientación. La dependencia estadística puede analizarse entre coeficientes de unamisma subbanda (intra-banda), o entre coeficientes de diferentes subbandas (inter-banda).
En el caso intra-banda se estudia la dependencia entre coeficientes en función desu posición, analizándose dos casos: situación adyacente (desplazamientos de 1 píxel en ladirección horizontal y un píxel en la vertical) y desplazamiento cercano (5 píxeles en cadadirección).
En el caso inter-banda la dependencia estudiada afecta a coeficientes situados endistintas subbandas. Se estudian la dependencia entre coeficientes con la misma orientaciónpero distintas escalas adyacentes (dependencia padre-hijo) y la dependencia entre coeficientesde una misma escala pero con diferente orientación.
Para el análisis de la dependencia estadística entre coeficientes se obtienen estima-ciones de las funciones densidad de probabilidad conjuntas y condicionadas. Para ello sedeterminana los histogramas, conjuntos y condicionados, para los coeficiente de dos subbandasde una imagen y se normalizan para que representen funciones densidad de probabilidad.Los valores posibles de parejas de coeficientes se discretizan en intervalos 2D, y las parejasde coeficientes se agrupan según sus valores en esos intervalos. En el caso de histogramasconjuntos, para la normalización se divide el número de coeficientes en cada intervalo porel número total de coeficientes. En el caso de histogramas condicionados, cada valor delhistograma conjunto se divide por el número de coeficientes que comparten el mismo valor enla variable condicionante.
La transformación wavelet utilizada es una transformación no diezmada que usa unabase Haar. La elección de una transformación no diezmada simplifica el análisis de loshistogramas conjuntos y condicionados, pues en esta representación cada subbanda tiene lasmismas dimensiones. Por otro lado, gran parte de los algoritmos de reducción de ruido queoperan en el dominio wavelet utilizan este tipo de transformaciones para poder explotar laredundancia de la representación.
En una transformación diezmada el número de coeficientes calculados en cada escalase reduce a la mitad mediante un proceso de compresión, y sobre este número reducido decoeficientes se realiza el cálculo para obtener los coeficientes de la escala superior. Al final
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del proceso, el número de coeficientes total es del mismo orden que el número de píxeles dela imagen en el dominio espacial. En el caso de la transformación no diezmada el procesoes igual pero eliminando las etapas de compresión. El número de coeficientes resultanteses mucho mayor, como mayor es el tiempo de cálculo necesario para realizar este tipo detransformaciones y mayores son las necesidades de almacenamiento de información. La ventajade la representación no diezmada es disponer de un mayor número de coeficientes, y poderutilizar la redundancia para alcanzar mejores soluciones en algoritmos de optimización queoperan sobre los coeficientes transformados.
Las imágenes elegidas corresponden a imágenes portales de la cabeza, y se muestranen las figuras 6.25a y 6.25b.
Los resultados, en el caso de la imagen CCD se presentan en las figuras 6.26a y 6.26b.En la primera figura pueden verse las fdp’s conjunta y condicionada intra-banda, y en lasegunda figura las fdp’s conjunta y condicionada entre subbandas de diferentes escalas uorientaciones. Los resultados correspondientes al detector de silicio amorfo se muestran enlas figuras 6.27a y 6.27b.
(a) CCD (b) aSi
Figura 6.25: Imágenes portales.
Los resultados obtenidos son similares a los de una imagen natural (ver sección 2.2.2).Sin embargo es importante destacar que estos resultados no son los correspondientes a unaimagen portal limpia de ruido. En la imagen de la figura 6.19b la presencia de ruido esnotable, como ocurre en todas las imágenes portales clínicas que son las analizadas en estaTesis.
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(a) Fdp’s conjuntas y condicionadas entre lacomponente wavelet d1 de la imagen 6.25a, yversiones desplazadas de la misma.
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(b) Fdp’s conjunta y condicionada entre com-ponentes wavelet de la imagen 6.25a, co-rrespondientes a escalas consecutivas y adiferentes orientaciones.
Figura 6.26: Fdp’s conjuntas y condicionadas entre coeficientes wavelet para una imagenCCD.
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(a) Fdp’s, conjuntas y condicionadas, entre lacomponente wavelet d1 de la imagen 6.25b yversiones desplazadas de la misma.
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(b) Fdp’s, conjuntas y condicionadas, entrecomponentes wavelet de la imagen 6.25b,correspondientes a escalas consecutivas ydiferentes orientaciones.
Figura 6.27: Fdp’s conjuntas y condicionadas entre coeficientes wavelet para una imagen aSi.
El ruido se propaga a través de la descomposición wavelet a las diferentes escalas yorientaciones. Cada una de las imágenes portales adquiridas y, se compone de la imagen sin
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ruido x (señal) y una imagen de ruido n, de manera que y = x + n. Al estudiar el histogramaconjunto de las subbandas wavelet de y, y2 e y1, estamos estudiando la dependenciaestadística entre diferentes subbandas de señal más ruido.
Para comprender la relación entre la dependencia determinada experimentalmente(entre subbandas de imagen) y la dependecia buscada (entre subbandas de señal) hay queobservar la relación que expresa la función densidad de probabilidad condicionada entrecomponentes de la imagen
f(y2|y1)(y2|y1) = f(x2,x1) ∗ f(n2,n1)(y2,y1)fx1 ∗ fn1(y1) (6.5)donde ∗ es el operador convolución, y se asume independencia estadística entre señal y ruido.Si comparamos esta expresión con la correspondiente para componentes de la señal
f(x2|x1)(x2|x1) = f(x2,x1)(x2,x1)fx1(x1) (6.6)se observa que la adición de ruido se traduce en la convolución de las fdp’s originales con lafdp del ruido. Como muestran los histogramas para el ruido de ambas modalidades de imagenportal (sección 4.4), las distribuciones de ruido son de tipo gausiano y el efecto final es elsuavizado de las funciones que describen la estadística de la imagen.
Para comprobar este efecto, se muestra en la figura 6.23a la imagen utilizada parailustrar las funciones de densidad de probabilidad conjunta y condicionada de la imagennatural, estudiada en la sección 2.2.2. Junto a ella se presenta (figura 6.23b) la misma imagentras añadirle ruido blanco gausiano.
En las figuras 6.28a y 6.28b se presentan las funciones densidad de probabilidadconjunta y condicionada obtenidas para la imagen 6.23b, y en las figuras 6.29a y 6.29b lasmismas funciones, pero para la imagen sin ruido añadido de la figura 6.23a.
El resultado de la adición de ruido a la imagen portal transforma los histogramascondicionados. La característica distintiva de la imagen natural en estos histogramas, queexpresa cómo la varianza de la distribución condicionada aumenta al alejarnos del máximode la distribución conjunta, se difumina como resultado de la convolución de las funcionesdensidad de probabilidad de señal y ruido.
Tras la adición de ruido blanco gausiano a la imagen natural los histogramas condi-cionados se asemejan a los obtenidos para la imagen portal. En estos histogramas la zonacentral está dominada por el ruido, y la varianza de la variable condicionada no muestra unadependencia clara con el valor de la variable condicionante. Al alejarnos de la zona central
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(a) Fdp’s desplazamiento
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(b) Fdp’s escalas y orientación
Figura 6.28: Fdp’s conjuntas y condicionadas para la imagen en la figura 6.23a (imagen natu-ral con ruido añadido).
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(a) Fdp’s desplazamiento
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(b) Fdp’s escalas y orientación
Figura 6.29: Fdp’s conjuntas y condicionadas para la imagen en la figura 6.23b (imagen natu-ral sin ruido)
la varianza comienza a mostrar esa dependencia y se hace mayor.
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Posibles consecuencias sobre la reducción de ruido.
La distribución estadística de los coeficientes wavelet en la imagen portal muestrasimilitudes con la distribución que se obtiene de las imágenes naturales.
Aunque la posibilidad de comparación entre ambas está limitada, al no disponer deimágenes portales de tan bajo contenido en ruido como en el caso de las imágenes naturales,a lo largo de esta sección se ha podido justificar la similitud de ambas distribuciones.
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7 Métodos de reducción de ruido aplicados a la
imagen portal
En este capítulo se presentan los resultados de aplicar diversos métodos de reducciónde ruido a un conjunto de imágenes portales. El análisis se centra en aquéllos metodosque operan en el dominio wavelet, mientra que los que operan en el dominio de la imagense utilizan como referencia con los que comparar los primeros. Algunos de los resultadosobtenidos se publicaron en [GL15a, GL13a, GL09a, GL09b].
El análisis de las características estadísticas de imagen (capítulo 6), y el ruido en lossistemas de imagen portal (capítulo 4) ha establecido diferencias entre sus distribucionesestadísticas en los dominios espacial, frecuencial y wavelet. Las diferencias más importantes,desde el punto de vista de la eliminación de ruido, aparecen en el espectro de potencia y enla distribución estadística de los coeficientes wavelet.
Además, las similitudes encontradas entre imagen portal e imagen natural, junto con lasencontradas entre ruido en los sistemas de imagen portal y ruido blanco gausiano sugierenla utilización de métodos de reducción de ruido, desarrollados sobre la imagen natural, paramejorar la calidad de la imagen portal.
La investigación se centra en la eficiencia de la reducción de ruido de varios métodos,y la comparación entre los que operan en el dominio de la imagen y los que lo hacen en eldominio wavelet. Los métodos se aplican a imágenes de diferentes localizaciones anatómicasa las que previamente se ha añadido diferentes cantidades de ruido. Los métodos que operanen el dominio wavelet son los siguientes:
Contracción de coeficientes wavelet (en transformaciones diezmadas y no diezmadas).
Minimización del estimador SURE sobre una combinación lineal de funciones deumbralización.
Minimización cuadrática Bayesiana (BLS) para una mezcla de gausianas escaladas(GSM).
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Los métodos que operan en el dominio wavelet se comparan con otros métodos, que operanen el dominio frecuencia y de la imagen:
Filtro de Wiener ideal (Wiener1).
Filtro de Wiener adaptativo (Wiener2).
Filtro de medias no locales (NLM).
Para evaluar su rendimiento, las imágenes producidas por los distintos métodos se analizancon las siguientes métricas:
La relación pico de señal-ruido (PSNR).
El índice de similitud estructural (SSIM).
El coeficiente de correlación de Pearson.
El coeficiente de correlación ρ de Spearman.
El coste computacional (tiempo de ejecución).
También se presentan las imágenes producidas por los métodos de reducción de ruido.
A partir de una imagen portal x se obtiene una imagen ruidosa y, tras sumar a x ruidoblanco gausiano n. La imagen y se utiliza como entrada a los algoritmos de reducción deruido, y en la evaluación de los algoritmos se compara la imagen que producen (estimación xˆ)con x .
7.1. PSNR y SSIM.
El objetivo último de la reducción de ruido es producir una estimación xˆ de la señalpresente en la imagen x , de manera que la estimación se le aproxime lo máximo posible. Parapoder realizar esa optimización es necesario disponer de un criterio de comparación.
La cantidad del ruido n presente en la imagen se expresa por la razón pico de señal aruido PSNR, que se define a partir del rango de la imagen y la desviación estándar del ruido
PSNR = 20 log10(Rangoσ
) . (7.1)
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La medida de rendimiento anterior trata a la imagen como una simple matriz de números,y no refleja exactamente la percepción humana de las imágenes, su calidad visual. Una medida,que incorpora relaciones más complejas entre imagen original y estimación, es el índice desimilitud estructural SSIM definido como [Wan04]
SSIM(x,xˆ) = (2µxµxˆ + C1)(2σxxˆ + C2)(µ2x + µ2ˆx + C1)(σ2x + σ 2ˆx + C2) (7.2)donde µx es el valor medio de los píxeles en la imagen x y representa su luminanza, σx esla desviación estándar de x y representa su contraste, y σxxˆ es el coeficiente de correlaciónentre las imágenes x y xˆ y mide la similitud estructural entre ambas imágenes. Las constantesC1 y C2 son valores positivos pequeños, que proporcionan estabilidad al índice y evitansingularidades en el denominador.
Nuestro sistema visual es más tolerable a cierta cantidad de ruido que a un contrastebajo. Además, la calidad visual es un concepto altamente subjetivo [Bar99] difícil de expresarcuantitativamente. Por este motivo, la evaluación de las técnicas de procesamiento de imagenempleadas en esta Tesis incluye la inspección visual de los resultados.
7.2. Reducción de ruido con filtros de Wiener.
En esta sección se muestra la reducción de ruido en imagen portal de uno de los filtroslineales más utilizados para este fin, el filtro de Wiener. El filtro de Wiener es óptimo paraunas condiciones muy particulares, que no se cumplen en el caso de la imagen portal. Sinembargo, los filtros de Wiener suelen utilizar como referencia para evaluar otros filtros dereducción de ruido.
En esta sección se implementan dos filtros de Wiener. El primer filtro tiene una limitadaaplicación práctica, pues supone conocer la señal x que se pretende estimar. El hecho deutilizar esa información le permite obtener resultados de restauración muy buenos, pero pocorepresentativos de los que se pueden alcanzar cuando, como es habitual, no se conoce laseñal a estimar.
Este primer filtro de Wiener se implementa en el dominio de la frecuencia. La estimaciónxˆ de x se obtiene como la transformada de Fourier inversa de
Xˆ = |X |2|X |2 + nσ2Y (7.3)
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donde X e Y son las transformadas de Fourier de x e y respectivamente. En adelante, estefiltro se llamará Wiener1.
El segundo filtro de Wiener implementado Wiener2 no hace uso de la señal que quiereestimar, y realiza un filtrado de eliminación de ruido adaptativo mediante la estimación de laestadística de la imagen en un entorno de cada píxel.
El tamaño del entorno elegido en esta implementación es de 3 × 3 píxeles. En eseentorno se determinan la media µ y la varianza σ2 del valor de píxel. A partir de estos valoresy de una estimación de la varianza del ruido en la imagen ν2, obtenida como el promedio detodas las varianzas locales, se calcula una estimación del valor del píxel central como
xˆ(i,j) = µ + σ2 − ν2σ2 (x(i,j)− µ) . (7.4)
Los filtros de Wiener son óptimos cuando la señal y el ruido son vectores gausianos yestadísticamente independientes. Pero estas condiciones no se dan en la imágenes usadas enmedicina ni en las imágenes naturales, donde la distribución espacial está caracterizada poráreas uniformes o de textura uniforme separadas por rápidas transiciones o bordes.
El estudio de la estadística de la imagen portal, hecho en el capítulo 6, demostraba quela distribución de coeficientes wavelet de la imagen portal distaba mucho de ser gausiana, yse asemejaba a las distribuciones encontradas en las imágenes del entorno humano. Por otrolado, las áreas uniformes encontradas en ambos tipos de imágenes daban lugar a importantescorrelaciones espaciales. Estos hechos limitan el rendimiento del filtro de Wiener que, comose ha comentado, es óptimo en unas circunstancias muy distintas.
Las limitaciones de los estimadores lineales cuando se aplican a las imágenes se ilustransobre señales regulares a trozos [Mal98]. Este tipo de señales son una simplificación de lasimágenes a las que se ha adaptado el sistema visual humano, pero ilustran las importantesdiferencias existentes entre los vectores con distribución gausiana y pixels estadísticamenteindependientes, y la imágenes reales [Mal98].
En la figura 7.1 se muestran una imagen portal de pelvis y una versión de la mismaa la que se le ha añadido ruido. La cantidad de ruido añadido supone que la PSNR de laimagen ruidosa es de 27,9 dB. La imagen en la figura 7.1a muestra diferentes contrastes comoaire-tejido y tejido blando-hueso además de diferentes texturas, lo que la hace apropiadapara la valoración de los diferentes algoritmos de reducción de ruido.
Los resultados de aplicar los filtros de Wiener a la imagen con ruido añadido de la
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(a) Imagen portal (b) Imagen con ruido
Figura 7.1: (a) Imagen portal de pelvis. (b) Imagen con ruido añadido (PSNR=27.9dB).
figura 7.1b se muestran en la figura 7.2. A la izquierda se presenta el resultado de aplicar elfiltro Wiener1 y a la derecha el filtro Wiener2. Se aprecia el mejor resultado visual obtenidopor Wiener1. También la PSNR es mejor en el caso de Wiener1 (36,6 dB) que en el caso deWiener2 (33,9 dB).
(a) Wiener1. PSNR 36,6 dB (b) Wiener2. PSNR 33,9 dB
Figura 7.2: Reducción de ruido de la figura ref usando los filtros de Wiener implementados.
Cabe destacar cómo, en la imagen obtenida con el filtro Wiener2, se observan manchasde pequeño tamaño. Dentro de cada pequeña región el valor de píxel es uniforme pero, entreesas regiones de reducido tamaño, se aprecian diferencias que dan la apariencia de un ruido
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de una frecuencia menor. Por otro lado, el suavizado realizado sobre la imagen es mayor enel caso de Wiener1.
7.3. Filtros de medias no locales.
Uno de los filtros de reducción de ruido que mejores resultados consigue es el desarro-llado por Buades et al [Bua05], denominado filtro de medias no locales (NLM).
Este filtro utiliza toda la imagen para reducir el ruido en cada uno de los píxeles. Estehecho posibilita resultados muy buenos, pero a costa de un tiempo de cálculo elevado. Elalgoritmo NLM admite una expresión analítica cerrada [Bua05]
xˆ(i,j) = NL(y)(i,j) = 1C (i,j)
∫ e− (Ga∗|y((i,j)+(.,.))−y((k,l)+(.,.))|2)(0,0)h2 y(k,l)dk dl (7.5)
en la que (i,j) es un vector que contiene las coordenadas espaciales de la imagen, Ga es unnúcleo gausiano de desviación estándar a, h es un parámetro de filtrado y C (i,j) es un factorde normalización.
NL(y)(i,j), el valor de la imagen restaurada en (i,j), se obtiene como una media delos valores de todos los píxeles de la imagen cuyo entorno gausiano es parecido al entornodel píxel de coordenadas (i,j). En la aproximación discreta implementada por Buades et al[Bua05], y usada aquí, la estimación de x se calcula mediante
xˆ(i,j) = NL(y)(i,j) =∑k,l w(i,j,k,l)y(k,l) (7.6)
donde los pesos dependen de la similitud entre los pixels (i,j) y (k,l). En su implementacióndel algoritmo el parámetro h se ajusta a h = 1,5σ , donde σ es la desviación estándar delruido.
En la figura 7.3 se muestra el resultado de aplicar el algoritmo de reducción de ruidode medias no locales a la imagen de la figura 7.1b.
En la figura 7.3 se aprecia visualmente una reducción de ruido muy alta, mientrasque el PSNR de la imagen obtenida es de 36,7 dB. Hay que notar que la naturaleza delfiltro NLM se adapta perfectamente a sistemas estacionarios en sentido amplio, y esa es unahipótesis que resulta fácil de asumir en imagen portal.
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Figura 7.3: Reducción de ruido de la imagen en la figura 7.1b usando el método de medias nolocales. PSNR 36,7 dB
7.4. Reducción de ruido mediante umbralización de coeficientes
wavelet.
La umbralización de coeficientes wavelet es una técnica frecuentemente usada enreducción de ruido, debido a su sencillez y eficiencia. En su forma más básica, la técnica operaen el dominio wavelet de una imagen sometida a una transformación ortonormal diezmada.Los coeficientes wavelet se comparan con un valor de umbral y, si el coeficiente es menor queel umbral, el valor del coeficiente se remplaza por cero. En caso contrario el coeficiente sedeja sin modificar. Este esquema, conocido como umbralización dura, se representa por laecuación
θd(w) =
0 si |w| ≤ T ,w si |w| > T , (7.7)
donde w es el coeficiente analizado y T es el valor de umbral.
La función de umbralización θd es una función discontinua, y esta discontinuidad provocaun aumento de la varianza de los coeficientes estimados. Esto hace que, cuando el nivel deruido es alto, la umbralización dura produzca importantes artefactos en la imagen reconstruida.Por esta razón se recurre a otro esquema de umbralización que evita la discontinuidad. La
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umbralización blanda se define por
θb(w) =
0 si |w| ≤ T ,signo(w) (|w| − T ) si |w| > T (7.8)
La umbralización blanda es la elección más común en las aplicaciones en imagen. Sinembargo hay que notar que cuando se aplica umbralización blanda las estimaciones quedansesgadas. El reducir la magnitud de todos los coeficientes hace que la esperanza matemáticade la estimación difiera de la correspondiente a los valores observados. El valor de todos loscoeficientes de detalle se hace menor, y la imagen reconstruida queda sobre-suavizada.
Las funciones de umbralización blanda y dura se representan en la figura 7.4.
_T T
T
T
(a) Umbralización por umbral duro. −T T
−T
T
(b) Umbralización por umbral blando.
Figura 7.4: Funciones de umbralización.
La técnica de umbralización se utilizó por primera vez en 1991 por [Wea91], y evolucionórápidamente durante los años siguientes con el desarrollo sistemático de la teoría por partede Donoho y Johnstone [Don94, Don95]. Donoho y Johnstone mostraron que los esquemas deumbralización de coeficientes wavelet usados para la reducción de ruido se aproximan a lassoluciones óptimas en el sentido minimax.
Un elemento fundamental en el método de umbralización es el valor del umbral utilizado.La mayoría de los métodos para la estimación del umbral asumen que el ruido es aditivo,blanco y gausiano. Además, emplean una transformación ortonormal diezmada. Bajo estascondiciones, una de las estimaciones más usadas para el umbral es la propuesta por Donoho
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y Johnstone [Don94], el umbral universal
Tu = σˆn√2 log(N) (7.9)
donde σˆn es la estimación de la desviación estándar del ruido y N es el número total decoeficientes en una banda de detalle. La estimación de la desviación estándar del ruido sehace mediante el método descrito en la sección 2.3.1.
Con la elección de este umbral se pretende eliminar todos los coeficientes que sonmenores que el máximo esperado para ruido normal i.i.d. Si {un} es una sucesión de variablesaleatorias normales i.i.d. según una distribución normal N(0,1), entonces el máximo maxn {un}es menor que √2 log(N) con una probabilidad que tiende a uno cuando N tiende a infinito[Don94, Vid98].
De entre los métodos propuestos para la determinación del umbral [Don95, Hil97,Jan97, Nas94, Wey98], posiblemente el más utilizado es el de minimización del estimadorinsesgado del riesgo de Stein (SURE). El estimador SURE es un eficiente estimador delriesgo, o error cuadrático medio (MSE), entre la imagen sin ruido x y su estimación xˆ cuandola estimación se realiza sobre una muestra y = x + n, en la que el ruido n es aditivo ygausiano.
Dado es un vector N-dimensional x y una observación de una distribución normal ymultidimensional, con media x y desviación estándar σ , y dada una función derivable g, unaestimación del riesgo del estimador x̂ = g(y) de x puede calcularse por el método de Stein[Ste81]
SURE = ∥∥g(y)− y∥∥2 + 2σ2∇g(y)−Nσ2 (7.10)
El estimado del riesgo así definido es insesgado (su valor esperado coincide con elvalor esperado de la variable que estima). Dado que, en el caso de la imagen se cuenta conun gran número de muestras de la variable aleatoria (tantas como píxeles), la estimación delriesgo por este método es muy fiable.
Es importante notar que en el cálculo del estimador SURE, según la ecuación 7.10,no se utiliza x, ni ninguna información de naturaleza estadística sobre la señal. La únicaestimación que utiliza es la varianza del ruido.
La minimización del estimador SURE con cualquiera de las funciones de umbralización,dura o blanda, conduce a una expresión cerrada para la determinación del umbral. Así,mediante este método se puede calcular T a partir de los coeficientes de la imagen con ruido.
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Por ejemplo, en el caso del umbral blando cuya expresión matemática es signo(y) (|y| − T )+siendo (x)+ = max(x,0), el estimador de riesgo para T es
SURE(T ) = 〈(2σ2 + T 2 − y2)(|y| − T )0+〉 (7.11)
7.4.1. Umbralización en transformaciones diezmadas.
El método de reducción de ruido, mediante umbralización, opera sobre los coeficientes dela transformación wavelet de una imagen. Estos coeficientes se obtienen de la transformaciónwavelet de la imagen con ruido. La elección de los parámetros de la transformación juega unimportante papel en el rendimiento del algoritmo, en particular si ésta es diezmada o no.
Cuando se usan transformaciones diezmadas se consigue en la velocidad de procesa-miento alta y se utilizan pocos recursos de almacenamiento, dado que el resultado final de latransformación es otra imagen con un número de píxeles similar a la imagen inicial.
En el caso de utilizar una transformación no diezmada, el tiempo de cálculo es mayor ylas necesidades de almacenamiento y procesamiento también son mayores. Por cada escalaempleada la imagen transformada es tres veces mayor (una por orientación) que la imagenoriginal. Sin embargo, la redundancia de la representación no diezmada puede aprovecharseen los algoritmos de reducción de ruido para conseguir mejores resultados.
También es importante la selección de la base wavelet usada para la transformación,de manera que las características de las funciones de la base (suavidad, simetría, tamaño delsoporte y número de momentos nulos) sean las más adecuadas para una reducción de ruidoeficiente y una buena calidad visual.
La suavidad de las funciones de la base wavelet es importante para no introducir unefecto de pixelado en la imagen procesada (ver figura 7.5). La simetría de las funcionestambién ayuda a obtener una mejor calidad visual.
Por otro lado, disponer de una base wavelet en la que las funciones tengan un elevadonúmero de momentos nulos es importante para crear representaciones ‘concentradas’, en lasque un número pequeño de coeficientes de gran amplitud contenga la mayor parte de laenergía de la imagen. Además, si el tamaño del soporte es pequeño la localización de lasirregularidades de la imagen se puede hacer con mayor exactitud, a la vez que se puedeobtener una representación de la imagen más concentrada en el dominio wavelet.
La concentración de la energía, en un reducido número de coeficientes de gran amplitud,
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(a) Haar. PSNR 34,6 dB (b) Sym8. PSNR 36,0 dB
Figura 7.5: Reducción de ruido, de la imagen en la figura 7.1b, usando una base de funcionesHaar (izquierda) y sym8 (derecha). Se aprecia un pixelado no deseado en la imagen de laizquierda, que es consecuencia de la falta de suavidad de las funciones tipo Haar.
es un aspecto importante en la umbralización de los coeficientes. Si es posible concentrarla energía de la imagen en el menor número de coeficientes posible, la amplitud de estoscoeficientes será mayor y más fácil será diferenciarlos de aquéllos que se anulan durante elproceso de umbralización.
Las imágenes mostradas en la figura 7.5 son dos casos particulares de la reducciónde ruido utilizando cinco bases wavelet: haar, sym2, sym4, sym8 y sym16. Los resultadosde PSRN de las imágenes reconstruidas son 34,6 dB, 35,6 dB, 35,9 dB, 36,0 y 36,0 dBrespectivamente.
Los resultados anteriores ilustran un comportamiento bastante general: los filtros desoporte compacto más pequeño (Haar y sym2 en este caso) producen peores resultados quelos filtros con un soporte mayor, pero la calidad de la reconstrucción se estabiliza a partir detamaño del filtro. Esto es así porque los filtros con soporte más pequeño tienen un númeropequeño de momentos nulos y, por tanto, traspasan a los coeficientes de detalle una parteimportante de las componentes de baja frecuencia de la energía de la imagen. A su vez, partede la energía correspondiente a la alta frecuencia de la imagen se traspasa a los coeficientesde aproximación de la descomposición (ver figura 6.11). Al aumentar el número de momentosnulos (y por tanto la longitud o soporte de los filtros) ese intercambio de energía entrelas altas y las bajas frecuencias se reduce rápidamente, por lo que el rendimiento de losfiltros se aproxima rápidamente al ideal. Pero no solo la elección de la base de funcioneswavelet es importante para una reducción de ruido eficiente. Hasta los pequeños detalles
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de la implementación elegida juegan un papel destacado. Como ejemplo, se debe citar elmodo de extensión de la señal utilizado en la determinación de los coeficientes de la escalasuperior, durante el procesamiento de la imagen. En cada etapa de la descomposición waveletlos coeficientes de una escala superior se obtienen de la convolución de la escala anterior conlos filtros paso bajo y paso alto de la base wavelet seleccionada. Como la imagen es finitase produce un efecto borde que puede crear unos artefactos (coeficientes de gran amplitud)que no son propios de la imagen, sino del método de extensión seguido antes de realizar laconvolución.
Los métodos seguidos requieren extender los bordes de la imagen un número de filaso columnas, en cada borde, igual a la longitud del filtro utilizado menos uno. El rellenadode esas filas o columnas extra determina el método de extensión seguido, e influye de unamanera importante en la calidad del procesamiento.
Los tres métodos que se encuentran con más frecuencia son el rellenado con ceros, laextensión periódica y la extensión simétrica de los bordes de la imagen. Tanto el rellenadocon ceros como la extensión periódica pueden producir transiciones abruptas en los límites dela imagen. La extensión simétrica, sin embargo, no las produce. Esas transiciones abruptasse traducen en coeficientes de detalle de gran amplitud que, dependiendo de la longitudde los filtros, pueden propagarse más o menos hacia el interior de la imagen. El efecto esacumulativo, y más exagerado en las escalas mayores.
En la figura 6.13 se muestra el efecto sobre los bordes de una subbanda de ladescomposición wavelet, al emplear los tres métodos de extensión citados.
Por otro lado, el método seguido para la estimación del umbral es un factor muyimportante, como lo es el tipo de umbral (blando o duro) empleado. En la figura 7.6 se muestrala reducción de ruido de la imagen en la figura 7.1b que se consigue combinando umbralesblando y duro, con los umbrales universal y el obtenido de la minimización del estimador delriesgo SURE. En todos los casos se emplea una transformación sym8 diezmada con extensiónde bordes simétrica.
Los resultados de PSNR son de 34,5 dB, 32,8 dB, 33,0 dB y 36,0 dB para umbraluniversal duro, umbral universal blando, umbral SURE duro y umbral SURE blando respecti-vamente. La calidad visual de las imágenes concuerda bien con los resultados cuantitativosde PSNR. Además, las imágenes obtenidas ilustran los comentarios hechos al comienzo de lasección. La discontinuidad del umbral duro introduce unas irregularidades que aumentan lavarianza de los coeficientes, especialmente en el caso del umbral universal. Por otro lado,también en el caso de usar el umbral universal, la umbralización blanda sobre-suaviza elresultado final.
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(a) Umbral universal duro. PSNR 34,5 dB (b) Umbral universal blando. PSNR 32,8 dB
(c) Umbral SURE duro. PSNR 33,0 dB (d) Umbral SURE blando. PSNR 36,0 dB
Figura 7.6: Reducción de ruido de la imagen en la figura 7.1b usando umbrales duro y blando,para estimaciones de umbral universal y de minimización del SURE, en una transformaciónsym8 diezmada.
La principal consecuencia que se puede extraer de estos resultados es que el me-jor rendimiento obtenido, entre todas las pruebas hechas combinando diferentes métodosde umbralización en transformaciones diezmadas, se consigue con umbralización blanda yestimación del umbral por minimización del SURE.
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Invarianza a traslaciones con transformaciones diezmadas.
Una de las principales limitaciones de las transformadas wavelet diezmadas, en elprocesamiento de señal, es la falta de invarianza a traslaciones. Esta carencia las hacepoco aplicables a reconocimiento de patrones, y limita su rendimiento en reducción de ruido.Durante la etapa de compresión se eliminan coeficiente que, si bien no son necesarios parala reconstrucción de la señal, hacen que la trasformada resultante sea sensible a la posiciónde la rejilla de muestreo. Por otro lado, la limitación en la reducción de ruido tiene que vercon la falta de redundancia, pues la redundancia generalmente ayuda a mejorar la estimaciónde una señal a partir de una muestra ruidosa.
Para soslayar esta limitación Coifman [Coi95] propuso la técnica del cycle spinning,que consiste en promediar los resultados obtenidos de calcular la transformada diezmadaa varias versiones, cíclicamente desplazadas, de la imagen. En la figura 7.7 se muestra elresultado de usar la técnica del cycle spinning, con una transformación sym4, umbral universal,umbralización dura y extensión periódica de la imagen.
Figura 7.7: Reducción de ruido de la imagen en la figura 7.1b usando la técnica del cyclespinning. PSNR 34,9 dB
El PSNR de la imagen de la figura 7.7 es de 34,9 dB, y el tiempo de cálculo es de 65,0s. El elevado tiempo de cálculo tiene que ver con el aumento del número de transformadasque deben realizarse para implementar la técnica.
Otra manera de soslayar la falta de invarianza a traslaciones de la transformadawavelet diezmada es el uso de transformadas no diezmadas, en las que se suprime la fase decompresión en el cálculo de cada subbanda.
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7.4.2. Umbralización en transformadas no diezmadas.
El uso de transformaciones no diezmadas es frecuente en métodos de reducción deruido. La representación no diezmada se aproxima a la invarianza traslacional, y por estemotivo se conoce también como Transformada Wavelet Estacionaria.
En una transformación no diezmada, la señal se representa con el mismo número decoeficientes wavelet en cada escala. Estos coeficientes son muestras de la transformadawavelet continua, tomadas en los valores enteros de cada escala Wf (2−j ,k)(j,k)∈Z2 . Estarepresentación redundante se obtiene al descomponer la señal en una familia de wavelets2j/2ψ(2−j (x − k)), abreviadamente ψj,k (x).
Los coeficientes que resultan de los productos 〈f ,ψ˜j,k〉 constituyen una representacionde f sobre un sistema de vectores que no son linealmente independientes, de ahí se derivasu redundancia.
En la figura 7.8a se muestra el resultado de reducir ruido de la imagen de la figura7.1b, usando una transformación wavelet sym2, con umbralización dura y umbral universal(calculado con la expresión 7.9). A su derecha (figura 7.8b), se usa umbral blando y ladeterminación del umbral se realiza mediante la minimización del SURE.
(a) Umbral universal duro. PSNR 34,9 dB (b) Umbral SURE blando. PSNR 36,4 dB
Figura 7.8: Reducción de ruido de la imagen en la figura 7.1b usando una transformacion nodiezmada sym2.
El PSNR de la imagen de la figura 7.8a es de 34.9 dB, y el de la imagen en la figura7.8b es de 36,4 dB. Se observa un excesivo suavizado en la imagen de la izquierda, que
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produce una importante perdida de detalles. De nuevo el valor de PSNR coincide con lacalidad de la imagen restaurada.
Es importante destacar el tiempo de cálculo empleado por los métodos descritosanteriormente. Cuando se usan transformadas no diezmadas los tiempos de cálculo aumentanconsiderablemente. En el caso de la figura 7.8b, el tiempo de cálculo es de 5,0 s en un IntelCore Duo T6400 a 2 GHz. En el mismo ordenador, el tiempo empleado en el procesamientopara la obtención de la imagen de la figura 7.6d (transformación diezmada), es de 0,44 s.
7.5. Métodos basados en la correlación entre subbandas de coeficientes
wavelet.
Rosenfeld [Ros70] desarrolló una eficiente localización de los bordes de una imagenmediante la multiplicación de las subbandas de su descomposición wavelet.
Más de veinte años después, en 1994, Xu [Xu94] implementó una técnica de filtradode ruido usando transformadas wavelet no diezmadas, calculando la correlación entre loscoeficientes wavelet en escalas adyacentes para detectar coeficientes pertenecientes a bordesde la imagen. En su algoritmo los coeficientes de los bordes detectados se dejaban intactos yel resto se hacía cero. La imagen restaurada se obtenía aplicando la transformación inversa.
Dado que los coeficientes de los bordes de la imagen se propagan entre las escalasy los coeficientes del ruido blanco no guardan una relación entre ellas, la multiplicaciónde escalas adyacentes realza los bordes importantes de la imagen. En lugar de seleccionarun umbral, el método de Xu propone un proceso recurrente que, en cada paso, extrae loscoeficientes importantes tras comparar el producto de los coeficientes en dos escalas conlos coeficientes de una de esas escalas (ver sección 2.1.2). El proceso se detiene cuando laenergía que queda en la subbanda analizada se hace igual a la energía estimada del ruido.El método empleado usa transformaciones no diezmadas de tipo sym2, y la transformación esde tipo no diezmado. El uso de las transformaciones no diezmadas simplifica la multiplicaciónentre escalas adyacentes.
El valor de PSNR para la imagen de la figura 7.9 es de 32,7 dB, y el tiempo de cálculoes de 5,5 s. A pesar de utilizar transformadas no diezmadas, que implican un gran tiempo decálculo, los resultados no son tan buenos como los obtenidos con métodos de umbralización.
Las características de la imagen portal, de limitada resolución espacial y bajo contraste,pueden justificar los pobres resultados obtenidos con el método de la correlación entre las
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Figura 7.9: Reducción de ruido de la imagen en la figura 7.1b usando la correlación entreescalas de la descomposición wavelet. PSNR 32.7 dB
escalas. Los bordes de estas imágenes son poco nítidos, la energía de los bordes no selocaliza en un área espacial tan pequeña como en el caso de otro tipo de imágenes, conmayor contraste y mejor resolución espacial. De esta forma la multiplicación entre las escalasadyacentes no realza lo suficiente los coeficientes localizados en las irregularidades de laimagen.
7.6. Métodos Bayesianos en el dominio wavelet.
Mediante el criterio de minimización del error cuadrático medio (MSE), se ha desarro-llado una serie de filtros localmente adaptativos, que han conseguido grandes resultados enla reducción de ruido aditivo blanco y gausiano en imagen natural.
Uno de estos filtros usa una mezcla de gausianas escaladas (GSM) como distribuciónde probabilidad a priori, en estimaciones Bayesianas llevadas a cabo en el dominio wavelet.
La implementación del filtro se realiza mediante filtros de Wiener o, más eficientemente,mediante mínimos cuadrados Bayesianos [Por03] (BLS).
El método se basa en un modelo estadístico de los coeficientes wavelet en unarepresentación redundante. El entorno de los coeficientes, en posiciones y escalas adyacentes,se modela como el producto de un vector de gausianas y un multiplicador escalar independiente.Para realizar la estimación BLS, se calcula una media ponderada de la estimación Wienersobre los posibles valores del multiplicador.
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Este método está considerado como el estado del arte en reducción de ruido en imagennatural. En esta Tesis, la reducción de ruido mediante el método BLS-GSM, se realizamediante el procedimiento presentado por sus autores [Por03], y la implementación particularusa una transformada Haar y no considera correlaciones entre escalas distintas.
En la figura 7.10 se muestra el resultado de aplicar el algoritmo de reducción de ruidoBLS-GSM a la imagen de la figura 7.1b. El PSNR de la imagen de la figura 7.10 es de 36,9
Figura 7.10: Reducción de ruido de la imagen en la figura 7.1b usando el método BLS-GSM.PSNR 36,9 dB
dB, y el tiempo de cálculo es de 11,3 s.
7.7. Otros métodos basados en la minimización del SURE.
La manera más directa de extraer la señal en una imagen con ruido, en el dominiowavelet es umbralizar los coeficientes de detalle. Donoho y Johnstone [Don94] mostraron queel método de umbralización está cerca del óptimo para el criterio minimax, y porporcionaronun valor óptimo de umbral T (umbral universal) en función del número de muestras y laenergía del ruido.
Sin embargo minimax y error cuadrático medio (MSE) son criterios diferentes para lamedida del error, y los criterios que conducen al umbral universal como valor óptimo no sonaplicables cuando se considera el MSE como medida del error.
Donoho y Johnstone [Don95] sugirieron una estrategia de umbralización diferente paraelegir un valor de umbral óptimo de T en el sentido MSE. Para ello realizaron la minimización
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del estimador de riesgo insesgado de Stein (SURE) [Ste81]. En la sección 7.4.1 se mostró unejemplo en el que el umbral que minimiza el SURE ofrece mejores resultados que el umbraluniversal, en términos de PSNR. No hay que olvidar que el PSNR se relaciona con el MSEmediante la ecuación 2.6 y, por tanto, es una medida del error cuadrático medio.
Siguiendo el enfoque de utilizar funciones de punto para la transformación de loscoeficientes wavelet, Luisier, Blu y Unser propusieron la minimización del SURE sobre unconjunto parametrizado de funciones [Lui07]. La potencia y la sencillez de la aproximación seconsigue al usar una combinación lineal de funciones no lineales 7.12
θ(y) = K∑k=1 akφk (y). (7.12)
Si la función así definida se introduce en la expresión del SURE (ecuación 7.10), se derivasobre ak y se iguala a cero, se obtiene∑Kl=1 〈φk (y)φl(y)〉︸ ︷︷ ︸Mk,l al −
〈yφk (y)− σ2φ′k (y)〉︸ ︷︷ ︸ck = 0mMa = c
(7.13)
Dada la linealidad del método, el problema de optimización se reduce a la resolución deun sistema lineal de ecuaciones, cuyo tamaño es el del número de sumandos de la combinaciónlineal. Por otro lado, la potencia del método reside en la capacidad de las funciones utilizadaspara producir, mediante sus combinaciones lineales, un amplio conjunto de funciones decontracción que abarque un gran abanico de posibilidades.
Las funciones φk elegidas por Luisier y sus colaboradores debían cumplir unas deter-minadas propiedades: ser diferenciables, antisimétricas y lineales para coeficientes grandes(θ(y) debe tender a y asintóticamente para no modificar los coeficientes de mayor amplitud).La diferenciabilidad es necesaria para poder utilizar el estimador SURE, y la antisimetría seexige porque no se espera que los coeficientes wavelet muestren diferencias debidas a susigno.
La selección final adoptada es una combinación lineal de derivadas de gausianas, queal decaer rápidamente garantizan un comportamiento cercano a la identidad cuando se aplican
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a los coeficientes de mayor amplitud
θ(y) = K∑k=1 akye−(k−1)
y22T2 . (7.14)
El valor de K seleccionado es K = 2, y T se toma en función de la desviación estándardel ruido (T = √6σ ).
Por ultimo, para aprovechar la información en escalas adyacentes el método desarrolladopor Luisier amplía la combinación lineal de la función de contracción de coeficientes θ,añadiendo un término gemelo. Posteriormente se asigna un peso a cada uno de los términosmediante un predictor inter-escala f (yp) = e− y2p2T2 , donde yp es el coeficiente padre de y. Elestimador final es
θ(y,yp) = f (yp) K∑k=1 akφk (y) + (1− f (yp))
K∑
k=1 bkφk (y). (7.15)
En la figura 7.11 se muestra el resultado de aplicar el metodo de Luisier a la imagende la figura 7.1b empleando una transformación diezmada sym8
Figura 7.11: Reducción de ruido de la imagen en la figura 7.1b usando el método de mini-mización del estimador SURE sobre una combinación lineal de derivadas de gausianas conpredictor inter-escalas. PSNR 36,4 dB
El PSNR de la imagen de la figura 7.11 es de 36,4 dB, igual al obtenido con el métodode umbralización no diezmada. Sin embargo el tiempo de cálculo (0,6 s) es mucho menor queen aquel caso (5,0 s). Por otro lado la calidad de la imagen obtenida es similar en ambos
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casos.
Debe hacerse notar que la rapidez del método es debida al uso de transformacionesdiezmadas. Además, hay que destacar la alta calidad de la restauración de la imagen medianteun método que no explota la redundancia de la representación en la que trabaja.
Es importante observar que la minimización del riesgo se lleva a cabo en el dominiowavelet. Esto está justificado porque se usa una transformación lineal ortonormal, la sym8,que convierte el ruido gausiano de varianza σ2, presente en la imagen, en ruido gausiano devarianza σ2, en el dominio transformado de la imagen. De esta forma, al reducir el ruido enel dominio wavelet se reduce el ruido en el dominio de la imagen.
Los métodos de reducción de ruido, basados en la minimización del SURE, no necesitanhacer ninguna hipótesis sobre el modelo estadístico de la señal presente en la imagen.Siguiendo esta línea, Blu y Luisier [Blu07] desarrollaron una modificación del algoritmo que,aunque opera en el dominio wavelet, permite realizar la optimización del estimador SUREen el dominio de la imagen. Utilizando transformaciones ortonormales, en esta ocasión nodiezmadas, demostraron que los resultados obtenidos con el nuevo método eran mejores quelos obtenidos mediante la minimización en el dominio wavelet, cuando ambos métodos seaplican a imagen natural.
En esta nueva aproximación el proceso de reducción de ruido se expresa como unacombinación lineal de procesos elementales de reducción de ruido
F(y) = K∑k=1 akFk (y). (7.16)
Expresar la función de contracción mediante esta combinación lineal, denominada porsus autores combinación lineal de umbrales o LET, simplifica la implementación del método.La linealidad de la expresión 7.16, junto con el carácter cuadrático en F(y) del estimadorSURE, convierten el problema de optimización en la resolución de un sistema lineal deecuaciones, en el que las incógnitas son los coeficientes de la combinación lineal.
La función Fk tiene dominio y rango en el dominio de la imagen, pero opera en eldominio wavelet, para ello se define mediante composición de transformaciones wavelet dedescomposición y de reconstrución, y una función de contracción que opera en el dominiowavelet
Fk (y) = RΘk (Dy) (7.17)
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donde D y R son las transformaciones wavelet de descomposición y de reconstrución respec-tivamente, y Θk es una función de contracción de coeficientes
Θk (w) = (θi(ωi))i∈[1;L] . (7.18)
La función de contracción, que usa este algoritmo en el dominio wavelet, es una combinaciónlineal de la función identidad y de una aproximación regular a la función de umbralizacióndura
θi(ω) = ai,1ω + ai,2ω (1− e−( ω3σ )8) (7.19)
para cada subbanda i.La figura 7.12 muestra el resultado de aplicar el algoritmo SURE-LET a la imagen de la
Figura 7.12: Reducción de ruido de la imagen en la figura 7.1b, mediante el método SURE-LET.
figura 7.1b. El PSNR de la imagen de la figura 7.12 es de 34.5 dB. Este resultado ilustrael relativamente bajo rendimiento que el SURE-LET demuestra con las imágenes portales,sobre todo teniendo en cuenta que, en imagen natural, este algoritmo alcanza resultadoscomparables a los mejores resultados obtenidos con otros algoritmos.
7.8. Resultados sobre una muestra representativa de imágenes portales.
En esta sección se muestran los resultados de aplicar diversos métodos de reducciónde ruido, presentados en las secciones anteriores, a un conjunto de imágenes portales. Lasimágenes portales seleccionadas para este conjunto han sido obtenidas con los dos sistemas
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de imagen estudiados, CCD y aSi. Además, las imágenes abarcan un número de localizacionesanatómicas representativo de gran parte de los tratamientos radioterápicos. Por otro lado, losalgoritmos wavelet usados en la comparación son los que mejores resultados han mostradoen el estudio llevado a cabo en las secciones anteriores. Del análisis se excluye el filtroWiener1, por la imposibilidad de utilizarlo en situaciones donde no se conoce la imagen sinruido.
En la figura 7.13 se muestran las imágenes analizadas en esta sección. La imágenesetiquetadas como pelvis lateral, pelvis AP, cráneo y tórax han sido adquiridas con el sistema deimagen con detector plano de silicio amorfo (aSi). Las imágenes de mama y ORL se adquirieroncon el sistema CCD. Todas las imágenes tomadas con el sistema aSi se pre-procesaron paraeliminar el ruido espacial (ver sección 3.3.2).
El conjunto de imágenes seleccionado incluye las características más importantesencontradas en las imágenes portales: contrastes aire-tejido blando y tejido blando-hueso.Además, este conjunto de imágenes abarca un amplio rango de espesores de tejido (medianosen ORL y mama, grandes en pelvis) y muestran texturas diferentes a las de tejido blando,como son las de hueso y pulmón.
Para estudiar el comportamiento de los diferentes algoritmos, se añade a las imágenesde la figura 7.13 ruido blanco gausiano de 30 dB de PSRN. El resultado de añadir esteruido puede verse en la figura 7.14. Para ilustrar el efecto de la varianza del ruido, la figura7.15 muestra el resultado de añadir ruidos de PSNRs 35 dB, 30 dB y 25 dB a la imagen dela figura 7.13d.
En las tablas 7.1, 7.2 y 7.3 se muestran los valores de PSNR de las imágenes restauradas,obtenidas con el sistema aSi. Las distintas tablas recogen los datos correspondientes a ruidosde diferente PSNR (25 dB, 30 dB y 35 dB). Para cada imagen, el máximo valor de PSNR semuestra en negrita.
En la tabla 7.4 se muestran los valores de PSNR de las imágenes restauradas, obtenidascon el sistema CCD. El ruido añadido fue de 30 dB. Para cada imagen, el máximo valor dePSNR se muestra en negrita. Los resultados obtenidos para ruido de diferente varianza (25dB y 35 dB) establecen las mismas diferencias entre métodos, y no se presentan.
Los valores de SSIM obtenidos, aunque muy diferentes numéricamente de los PSNR(ver tabla 7.5), establecen diferencias similares entre los métodos estudiados. El hecho deque las imágenes restauradas y las originales tengan similares contrastes y luminancias setraduce en que PSNR y SSIM son muy similares, cuando evalúan los diferentes métodos. La
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equivalencia mostrada en la tabla 7.5 se mantiene en todo el rango de ruido estudiado. Poresta razón, los resultados SSIM para los casos de ruido de PSNR=25 dB y PSNR=30 dBno se muestran.
Tabla 7.1: PSNR (en dB) de las imágenes aSi, reconstruídas por distintos métodos descritosen este capítulo. El PSNR del ruido añadido a la imagen original es en todos los casos de 25dB.imagen Wiener2 NLM umb. diezm. umb. no diezm. SURE BLS-GSMpelvis a-p 32.4 37.9 38.0 38.5 38.0 38.5pelvis lat. 32.6 40.9 40.5 40.4 40.7 41.2cráneo 32.6 41.1 40.8 39.8 40.7 41.7tórax 32.4 39.0 38.9 39.8 38.9 39.3
Tabla 7.2: PSNR (en dB) de las imágenes aSi, reconstruídas por distintos métodos descritosen este capítulo. El PSNR del ruido añadido a la imagen original es en todos los casos de 30dB.imagen Wiener2 NLM umb. diezm. umb. no diezm. SURE BLS-GSMpelvis a-p 37.0 40.0 40.3 40.7 40.5 40.8pelvis lat. 37.3 43.0 42.7 42.8 43.1 43.3cráneo 37.3 44.0 43.8 43.4 43.7 44.6tórax 37.1 41.2 41.6 42.4 41.6 42.0
Tabla 7.3: PSNR (en dB) de las imágenes aSi, reconstruídas por distintos métodos descritosen este capítulo. El PSNR del ruido añadido a la imagen original es en todos los casos de 35dB.imagen Wiener2 NLM umb. diezm. umb. no diezm. SURE BLS-GSMpelvis a-p 40.9 41.6 42.3 42.8 42.5 42.7pelvis lat. 41.9 44.6 45.0 45.1 45.2 45.3cráneo 41.8 46.9 46.5 46.5 46.6 47.4tórax 41.4 43.7 44.1 44.6 44.2 44.4
Tabla 7.4: PSNR (en dB) de las imágenes CCD, reconstruídas por distintos métodos descritosen este capítulo. El PSNR del ruido añadido a la imagen original es en todos los casos de 30dB.imagen Wiener2 NLM umb. diezm. umb. no diezm. SURE BLS-GSMmama 37.5 44.0 43.8 43.8 43.8 44.3ORL 37.6 43.9 43.9 43.4 43.7 44.3
A continuación, se muestran las imágenes resultantes de aplicar los métodos derestauración Wiener2, NLM, umbralización diezmada, umbralización no diezmada, SURE yBLS-GSM a las imágenes de la figura 7.14.
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Tabla 7.5: Valores de SSIM para las imágenes restauradas tras añadir ruido de 30 dB dePSNR.imagen Wiener2 NLM umb. diezm. umb. no diezm. SURE BLS-GSMpelvis a-p 0.883 0.947 0.947 0.954 0.951 0.953pelvis lat. 0.881 0.972 0.961 0.971 0.973 0.974cráneo 0.888 0.985 0.984 0.985 0.986 0.987tórax 0.892 0.967 0.968 0.974 0.970 0.970
Para hacer más visible el efecto de los filtros de reducción de ruido, la figura 7.23muestra un checkerboard compuesto por imágenes limpias de ruido y las mismas imágenescon ruido de 25 dB de PSNR. Más abajo, la figura 7.22 muestra las mismas imágenes trasreemplazar los parches ruidosos por los restaurados por el método SURE.
Además de los resultados de la reducción de ruido mostrados en la tabla 7.2, en latabla 7.6 se presentan los tiempos de cálculo empleados en cada uno de los casos analizados.Los cálculos se han realizado en un ordenador con un procesador Intel Core 2 Duo TM6400a 2.0 GHz.
El tiempo de cálculo es esencial en función de la aplicación que quiera darse a laimagen portal. Para su uso en el posicionamiento inicial del paciente, el tiempo de cálculodebe permitir que la imagen procesada esté disponible unos pocos segundos después de laadquisición, pues la imagen se utiliza para validar o corregir la posición del paciente en línea.Dado que son necesarias varias de estas imágenes en un proceso de posicionamiento, esevidente la necesidad de algoritmos rápidos. Por otro lado, las aplicaciones que usen vídeo,para monitorizar el haz de radiación, precisan tiempos de cálculo aún más rápidos.
Los valores de los coeficiente de correlación de Pearson y Spearman, en el caso derudio 30 dBd de PSNR, se muestran en la figura 7.24.
Los valores mínimos de ambos coeficientes de correlación corresponden a la imagenlateral de pelvis. Desde el punto de vista de la correlación, esta imagen es la más afectada porel rudio (el valor del coeficiente de correlación de Pearson es 0,9685, y el ρ de Spearman’ses 0,9351).
Los coeficientes de correlación de la imagen de pelvis lateral restaurada son menoresque los del resto de imágenes. Este comportamiento difiere del observado en los casos dePSNR o SSIM: en ambos casos pelvis lateral alcanza valores cercanos al máximo. El PSNRse basa en la comparación de los niveles de las imágenes y no es sensible a la similitud deestructuras, como los bordes. Por contra, las medidas de correlación son transparentes a losvalores promedio de la imagen y buscan la correspondendia entre transiciones de tipo borde.
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Tabla 7.6: Tiempo de cálculo (en segundos) para las imágenes reconstruidas tras añadir ruidode 30 dB de PSNR. Los tiempos presentados se obtienen como media de 5 cálculos diferentes.imagen Wiener NLM umb. diez. umb. no diez. SURE BLS-GSMpelvis a-p 0.02 86.8 0.1 2.6 0.5 10.3pelvis lat. 0.02 87.8 0.1 2.5 0.5 12.8cráneo 0.03 120.9 0.2 2.5 0.7 16.8tórax 0.02 57.5 0.1 2.5 0.4 10.0mama 0.09 227.2 0.4 5.2 1.0 19.1ORL 0.07 141.2 0.3 4.0 0.7 12.3
El hecho de que la imagen de pelvis lateral tenga bordes menos definidos que el resto de lasimágenes la hace más sensible a la adición de ruido, lo que se traduce en valores menoresde correlación. Ese mismo hecho justifica que, para esta imagen, la aplicación de los métodosresulte en la mayor mejora de los coeficientes de correlación con respecto al que tenía laimagen con ruido.
Finalmente, como ocurría con los valores PSNR y SSIM, ambos coeficientes de correla-ción son similares para todos los métodos salvo para el filtro de Wiener. Este filtro presentalos valores más bajos de PSNR, SSIM, coeficiente de correlación de Pearson y coeficientede correlación de Spearman.
Los residuos x − xˆ de la imagen restaurada de tórax, con ruido añadido de PSNR=25dB, se muestran en la figura 7.25. Se observa el comportamiento no local de todos los métodosexcepto el del filtro de Wiener, que es mucho más homogéneo y menos adaptable. Este hechoexplicaría su peor rendimiento.
Las funciones densidad de probabilidad de los residuos, estimadas a partir de sushistogramas (figura 7.26), presentan la mayor amplitud en el caso del filtro de Wiener (varianzaσ2 = 321) y, como era de esperar, una amplitud similar para el resto de casos (varianzasentre σ2 = 57 para umbralización no diezmada y σ2 = 74 para umbralización diezmada). Lasdistribuciones son de tipo gausiano en todos los casos.
Entre los métodos que operan en el dominio de la imagen, considerados en esta Tesis(Wiener y NLM), NLM consigue resultados mucho mejores pero su tiempo de cálculo essensiblemente mayor.
Los algoritmos utilizados de reducción de ruido que operan en el dominio waveletmuestran un rendimiento mucho mayor que el filtro de Wiener, pero no mejoran al algoritmoNLM en términos de PSNR. La única excepción es el método BLS-GSM, que mejora losPSNR obtenidos por NLM (en torno a un 10% de su valor, o incluso superior en algunos
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casos). Así, BLS-GSM es el método que consigue los valores más altos de PSNR.
Por contra, la umbralización diezmada se queda con los valores más bajos de PSNR(en promedio 0,6 dB menor que BLS-GSM). Sin embargo, en cuanto a la velocidad de cálculola situación se invierte: la umbralización diezmada es el método más rápido de todos losmétodos wavelet, mientras que BLS-GSM es el más lento.
Cabe destacar que la umbralización no diezmada y el método SURE alcanzan valoressimilares de PSNR, pero los tiempos de cálculo son unas cuatro veces más bajos en elsegundo caso.
NLM y BLS-GSM son los métodos que suavizan más las imágenes, y lo hacen sin lapérdida de contraste entre hueso y tejido blando, manteniendo los contornos de las estructurasóseas. Estos contornos son muy importantes en radioterapia, pues ayudan a determinar lacorrecta posición de los campos de tratamiento: la posición relativa de campo de radiaciónfrente a los contornos óseos suele ser la referencia más importante en el posicionamiento delpaciente.
El gran rendimiento alcanzado por los métodos de umbralización wavelet se debe alas diferencias encontradas entre las funciones densidad de probabilidad marginales, delos coeficientes de imagen y ruido, en el dominio wavelet. La figura 6.22 muestra las fdpmarginales de los coeficientes de detalle, calculadas a partir de un conjunto de imágenesportales y de un conjunto de imágenes de ruido. Durante el proceso de umbralización seeliminan los coeficientes de pequeña amplitud, que se presentan en la zona central de ladistribución. De esta forma, la eliminación de ruido es selectiva: el efecto de eliminación esmucho mayor sobre el ruido que sobre la señal. Además, los coeficientes de detalle de mayoramplitud, en los que reside la información de irregularidades como los bordes de la imagen,se sitúan en las colas de la distribución y se ven mínimamente afectados.
Igualmente, el extraordinario rendimiento mostrado por el método SURE, se justifica enel comportamiento gausiano de la distribución de ruido en el dominio wavelet (ver sección4.4.2. A esto hay que añadir que las funciones de contracción usadas son más flexibles que lasfunciones de umbralización blanda y umbralización dura, lo que ayuda a encontrar mejoresestimaciones.
Por último, el algoritmo BLS-GSM usa una mezcla de gausianas escaladas paradescribir localmente la estadística de los coeficientes en el dominio wavelet. Esta descripciónincluye tanto su distribución marginal como las dependencias mostradas en las figuras 6.27ay 6.27b. Estas dependencias quedan descritas localmente mediante las matrices de covarianzade la función gausianas usada por el modelo BLS-GSM. La capacidad de describir estas
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características de la imagen portal posibilita el rendimiento del método, el mejor de todos losestudiados.
En cuanto a la velocidad de procesamiento, los tiempos de cálculo de los algoritmosque usan transformaciones diezmadas (umbralización diezmada y SURE) son inferiores a 1 s,pero superiores a los tiempos empleados por el filtro de Wiener que emplea una fracción desegundo en los cálculos. Por otro lado, la umbralización diezmada y BLS-GSM requierentiempos de cálculo mayores (sobre unos 3 s el primero y cerca de 12 s el segundo), perosiguen siendo tiempos mucho más bajos que los consumidos por NLM.
En los tratamientos radioterápicos se usan dos o más imágenes portales durante elposicionamiento del paciente, previo al tratamiento. Dado que el tiempo empleado en laobtención y evaluación de la imagen portal tiene un elevado coste económico, el tiempo deprocesamiento debe ser tenido en cuenta. Por otro lado, ese tiempo es crucial en aplicacionesque usen video a partir de adquisiciones de imagen portal, especialmente si se usan enaplicaciones que monitoricen el tratamiento como el gating o el tracking.
En resumen, en términos de compromiso entre tiempo de cálculo y rendimiento, sepuede establecer que los algoritmos que operan en el dominio wavelet alcanzan resultadossignificativamente superiores, que los que operan en el dominio de la imagen. Si el objetivofinal es minimizar el tiempo de cálculo, la mejor opción es una que utilice transformadasdiezmadas como la umbralización blanda o el algoritmo SURE. Si por el contrario, se persiguela mejor calidad, el algoritmo BLS-GSM consigue una gran calidad visual con los valoresmás altos de PSNR.
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7.8 Resultados sobre una muestra representativa de imágenes portales.
(a) Pelvis lateral (b) Pelvis AP
(c) Cráneo (d) Tórax
(e) Mama (f ) ORL
Figura 7.13: Imágenes portales de diferentes localizaciones anatómicas.
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(a) Pelvis lateral (b) Pelvis AP
(c) Cráneo (d) Tórax
(e) Mama (f ) ORL
Figura 7.14: Las mismas imágenes de la figura 7.13, tras añadirles ruido de 30 dB de PSNR.
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(a) 35 dB (b) 30 dB
(c) 25 dB
Figura 7.15: Resultado de añadir ruidos de distinto PSNR a la imagen de la figura 7.13d.
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(a) Wiener2 (b) Umbral D
(c) Umbral U (d) SURE
(e) BLS-GSM (f ) NLM
Figura 7.16: Reducción de ruido de la imagen en la figura 7.14a
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(a) Wiener2 (b) Umbral D
(c) Umbral U (d) SURE
(e) BLS-GSM (f ) NLM
Figura 7.17: Reducción de ruido de la imagen en la figura 7.14b
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(a) Wiener2 (b) Umbral D
(c) Umbral U (d) SURE
(e) BLS-GSM (f ) NLM
Figura 7.18: Reducción de ruido de la imagen en la figura 7.14c
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(a) Wiener2 (b) Umbral D
(c) Umbral U (d) SURE
(e) BLS-GSM (f ) NLM
Figura 7.19: Reducción de ruido de la imagen en la figura 7.14d
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(a) Wiener2 (b) Umbral D
(c) Umbral U (d) SURE
(e) BLS-GSM (f ) NLM
Figura 7.20: Reducción de ruido de la imagen en la figura 7.14e218
7.8 Resultados sobre una muestra representativa de imágenes portales.
(a) Wiener2 (b) Umbral D
(c) Umbral U (d) SURE
(e) BLS-GSM (f ) NLM
Figura 7.21: Reducción de ruido de la imagen en la figura 7.14f
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Figura 7.22: Checkerboards de tamaño 3×3, que intercalan trozos de imágenes en la figura7.13, antes y después de añadir ruido (PSNR=25 dB).
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Figura 7.23: Checkerboards de la figura 7.22, tras reemplazar los trozos ruidosos con trozosrestaurados mediante el método SURE.
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Figura 7.24: Coeficientes de correlación de las imágenes producidas por los distintos métodoscon las imágenes sin ruido. El ruido añadido era de 30 dB de PSNR.
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(a) Wiener (b) NLM
(c) Umbralización dec. (d) Umbralización undec.
(e) SURE (f ) BLS-GSM
Figura 7.25: Ruido residual para la restauración de la imagen de tórax con rudio añadido dePSNR=25 dB.
223
7 Métodos de reducción de ruido aplicados a la imagen portal
−50 0 50
0
0.02
0.04
0.06
Wiener, σ2=321
−50 0 50
0
0.02
0.04
0.06
NLM, σ2=73
−50 0 50
0
0.02
0.04
0.06
Dec. Thres., σ2=74
−50 0 50
0
0.02
0.04
0.06
Und. Thres., σ2=57
−50 0 50
0
0.02
0.04
0.06
SURE−LET, σ2=72
−50 0 50
0
0.02
0.04
0.06
BLS−GSM, σ2=64
Figura 7.26: Funciones densidad de probabilidad del ruido residual mostrado en la figura 7.25.Las variazas de cada distribución se presentan junto a cada título.
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En esta Tesis se ha estudiado la reducción de ruido en imagen portal. Durante sudesarrollo se han tratado temas como la estadística de la imagen portal y del ruido delos sistemas de imagen, la resolución espacial en imagen portal y en otras modalidadesde imagen médica, la determinación del espectro en el dominio wavelet, la dosimetría conpelícula radiocrómica y la dosimetria de los campos pequeños de radiación. Estos estudioshan dado lugar a una serie de resultados que se comentan a continuación.
En el capítulo 2 se presentaron las características estadísticas de las imágenes delentorno humano y del ruido blanco y de distribución gausiana. Para ello se utilizó, en el primercaso una colección de imágenes de dicho entorno. Para el estudio del ruido blanco y gausianose generaron matrices de números aleatorios, que cumplían con las propiedades de este tipode ruido. Como esa de esperar, en el caso de las imágenes del entorno humano se comprobó ladependencia del espectro con la frecuencia espacial f según f−2. Además, se observó que lasdistribuciones marginales de probabilidad de los coeficientes wavelet tienen una forma similara las distribuciones laplacianas. Por último, se obtuvieron las dependencias estadísticas entrelos coeficientes wavelet (intra-bandas e inter-bandas). Para el ruido blanco de distribucióngausiana se comprobó que el carácter gausiano se conserva en el dominio transformado,también se verificó la inexistencia de dependencias estadísticas entre coeficientes wavelet.
Una vez corroboradas las propiedades estadísticas de las imágenes del entorno humanoy del ruido blanco, se procedió a la determinación de esas mismas propiedades para la imagenportal y el ruido de los sistemas de imagen portal.
Se encuentra que el espectro promedio de un conjunto de imágenes portales tiene unadependencia con la frecuencia espacial f según f−α , con α ' 3,7, muy lejos del encontradopara las imágenes del entorno humano, en el que la dependencia era del tipo f−2. Estosupone que, para las imágenes portales, la distribución equitativa de la potencia entre lasdécadas del espectro no se cumple. Por tanto, la pérdida de contraste en las estructuras aldisminuir su tamaño es muy importante. Esta pérdida de detalle es debida en gran parte a lanaturaleza del haz de radiación empleado en radioterapia. La MTF obtenida para el sistemade imagen portal en la sección 5.2.1 revela una rápida pérdida de contraste al aumentar la
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frecuencia espacial. Además, los espectros de potencia para imágenes anatómicas, similares alas empleadas en el estudio de la imagen portal pero obtenidas con un equipo de radiologíadigital (sección 6.1.5), tienen una dependencia con la frecuencia del mismo tipo pero con unexponente α ' 2,8, sensiblemente inferior al encontrado en imágenes portales.
El cálculo del espectro de potencias realizado en el dominio de Fourier puede realizarsecon precisión en el dominio wavelet. Para que esto sea posible es necesario tener en cuentacómo influyen en el cálculo las condiciones en las que se realiza la transformación. Con el finde analizar estas influencias se presentó un estudio sobre la determinación del espectro dela imagen en el dominio wavelet, relacionando los errores en el espectro calculado con lascaracterísticas de las wavelet utilizadas y con los métodos de extensión de las subbandas dela descomposición wavelet de la imagen. El resultado principal del estudio es que la mayorexactitud se obtiene con wavelets muy simétricas, de pequeño soporte y elevado número demomentos nulos (como las sym8 o las sym16) y para extensiones simétricas de las subbandas.Además, los espectros se calculan con mayor exactitud si se excluye del cálculo del espectrola parte extendida de cada subbanda de la descomposición wavelet.
En cuanto a la estadística en el dominio wavelet de las imágenes portales, se mostraronlas semejanzas con las características de las imágenes del entorno humano. Las funcionesdensidad de probabilidad marginales se asemejan a las obtenidas para las imágenes delentorno humano obtenidas en la sección 2.2.2. Además, las relaciones estadísticas entre loscoeficientes wavelet, en una misma banda o en diferentes bandas, también son similares a lasencontradas en las imágenes del entorno humano. En el caso del ruido de los sistemas deimagen portal se comprobaron las mismas semejanzas, pero con la distribución estadística delruido blanco de distribución gausiana. Las semejanzas en las distribuciones de probabilidadmarginales justificarán los muy buenos resultados de los métodos de reducción de ruidobasados en la umbralización de los coeficientes wavelet. Por otro lado, las semejanzas en lasdistribuciones condicionadas justificarán el destacado rendimiento del método BLS-GSM,que explota las dependencias mostradas en las distribuciones condicionadas.
Para la comparación del rendimiento de los diferentes métodos de reducción de ruidoanalizados se utilizaron diferentes métricas. La evaluación según la relación pico de señal aruido PSNR dio los mismos resultados que la evaluación siguiendo el índice de similitudestructural SSIM. Lo mismo se puede decir de las evaluaciones según las correlaciones dePearson o de Spearman. Sin embargo, al comparar PSNR y SSIM con la correlación dePearson o la de Spearman aparece una diferencia importante. Aquellas imágenes en las queel contraste es particularmente bajo, como la imagen de pelvis lateral, presentan unos valoresde correlación peores que el resto de las imágenes, antes y después de aplicar los métodos dereducción de ruido. Estos resultados contrastan con los valores de PSNR o SSIM obtenidos
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pues, por ejemplo, para la imagen de pelvis lateral resultaban ser de los más altos de entretodas las imágenes estudiadas. La ausencia de elementos como bordes, que producen fuertescorrelaciones, es la responsable de esos bajos valores de los coeficientes de Pearson deSpearman.
En términos de rendimiento, en cuanto a reducción de ruido y a tiempo de cálculo,los métodos que operan en el dominio wavelet son más eficientes que los que operan enel dominio de la imagen. El filtro de Wiener es el más rápido, pero su rendimiento es muyinferior al de los demás métodos analizados. El segundo filtro que opera en el dominio de laimagen, el de medias no locales o NLM, obtiene resultados de reducción de ruido comparablesa los mejores resultados obtenidos con los filtros que operan en el dominio wavelet, sinembargo sus tiempos de cálculo superan el minuto en la mayoría de las ocasiones, muy porencima de cualquiera de los demás filtros estudiados. En cuanto a los filtros que operanen el dominio wavelet, de nuevo existe un compromiso entre eficiente reducción de ruido ytiempo de cálculo. El método BLS-GSM obtiene los mejores valores de PSNR en la mayoríade los casos estudiados, pero sus tiempos oscilan entre los 10s y los 20s siendo los másaltos de los métodos wavelet analizados. BLS-GSM puede ser la elección si el objetivo es lamejor calidad, mientras que otros filtros como el de reducción del estimador SURE usandofunciones de contracción parametrizable serían más adecuados, si se busca un compromisoentre tiempo de cálculo y calidad de la imagen restaurada. Por último, si el objetivo es unprocesamiento rápido, la umbralización diezmada sería la mejor elección.
Al margen de la imagen portal, y profundizando en el estudio de la resolución espacialde los sistemas de imagen, se presenta un método para la determinación de la función detransferencia de modulación en equipos de radiodiagnóstico. Las imágenes utilizadas segeneraron artificialmente, una imagen de un maniquí de borde y una de un maniquí debarras en estrella. La primera se utilizó para la determinación de la MTF siguiendo elprocedimiento recomendado por la CEI, mientras que la segunda se usó para probar el nuevométodo desarrollado. El nuevo algoritmo realiza un proceso de agrupación, promediado ysobremuestreo angular-radial para obtener unas curvas de barrido sobre la imagen con unagran relación señal-ruido. Posteriormente, las curvas se procesan para obtener la MTF. Elprocedimiento produce estimaciones de la MTF de gran exactitud, comparables a las obtenidascon el método de borde (recomendado por la CEI) a bajos niveles de ruido. Al aumentar elruido la exactitud del método de borde comienza a fallar, mientras que el método propuestomantiene su exactitud. Además de esta gran inmunidad frente al ruido, otra característicaimportante del método presentado es la posibilidad de calcular la MTF en cualquier direccióna partir de una sola imagen del patrón de barras. En el caso del método de borde, una solaimagen del borde permite el cálculo de la MTF en una sola dirección.
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El estudio de la resolución espacial en imagen portal se hace a partir de la medidade campos de radiación de pequeño tamaño. Para la medida de estos campos se utilizapelícula radiocrómica y un digitalizador de sobremesa. Dada la alta inhomogeneidad espacialde la respuesta del sistema digitalizador-película, se desarrolla un método para reducir laincertidumbre derivada de esa inhomogeneidad. La aplicación del método permite reducir ladesviación típica de la medida desde un 4,4 % a un 0,7 %. El método, adaptado a la medidade campos pequeños, permite la determinación precisa de las características dosimétricas dedichos campos. Medidas absolutas y relativas se llevan a cabo sobre campos de reducidotamaño, difíciles de medir por métodos convencionales. Los resultados del método se validan conmedidas realizadas con cámara de ionización en campos de tamaño mayor, y con simulacionespor el método de Monte Carlo. A partir de las distribuciones 2D de dosis, se realiza unaestimación de la función de transferencia de modulación del sistema de imagen portal,excluyendo al detector.
Por último, se recojen en esta Tesis los resultados de la investigación sobre la precisiónde la dosimetría con película y digitalizador, utilizada más tarde en el estudio de la resoluciónde los sistemas de imagen portal. Por un lado se determina la resolución de señal óptimadel digitalizador en función del ruido analógico, y por otro lado se obtiene el rango dedensidades ópticas, de un sistema digitalizador-película, en el que se puede trabajar con unaincertidumbre relativa requerida. Estos resultados ayudan de una manera fundamental a lahora de realizar una dosimetría con película y digitalizador con una incertidumbre conocida yacotada.
8.1. Líneas futuras.
Como líneas futuras de la investigación presentada se plantean otras mejoras en lacalidad de la imagen portal, que pueden derivarse del procesamiento en el dominio wavelet:la restauración de la imagen portal, el registro con las imágenes de referencia (imágenes desimulación) o la mejora de su contraste. Uno de los principales problemas de la imagen portales su bajo contraste. El hecho de que el contraste se manifieste localmente en el dominiowavelet por coeficientes de gran amplitud sugiere investigar métodos de manipulación dedichos coeficientes para la mejora del contraste.
Otra línea futura de investigación, la adaptación de los algoritmos empleados en estaTesis para mejorar el ruido en vídeo con imagen portal, podría suponer una importante mejoraen las aplicaciones de monitorización del tratamiento en tiempo real.
Además, otros temas que quedan abiertos, y que pueden dar lugar a futuras líneas de
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investigación serían:
Analizar las fuentes del ruido en los sistemas de imagen portal. Hay que tener encuenta que las diferentes contribuciones al ruido presente en la imagen portal, ruidocuántico de la producción de los fotones, rudio cuántico de la interacción de la radiacióncon el detector, ruido electrónico, y demás fuentes de ruido tienen una distribuciónestadística particular. El conocimiento de la magnitud de cada fuente del ruido, juntocon su distribución estadística, puede ayudar en un futuro a diseñar métodos máseficientes de eliminación de ruido.
Establecer la dependencia del ruido con los parámetros del haz de radiación, conla anatomía irradiada, y con los parámetros de adquisición, es decir, aumentar endefinitiva el conocimiento del ruido para cada imagen obtenida, fruto de las condicionesmencionadas.
Investigar la adaptación a la imagen portal de los métodos de reducción de ruidopresentados. Entre las ideas a considerar se encuentran buscar funciones de contracciónpara mejorar los resultados de la reducción de ruido mediante el procedimiento deminimización del SURE, o estudiar la adaptación de los parámetros de cada método acada escala de la descomposición wavelet. No hay que olvidar que, a diferencia de laimagen natural, en el caso de la imagen portal la potencia espectral no se distribuyepor igual en las diferentes décadas del espectro.
Diseñar maniquíes para la determinación de la función de transferencia de modulaciónsiguiendo el método del patrón de barras en estrella, presentado en esta Tesis, y aplicareste método a otras modalidades de imagen. La gran inmunidad frente al ruido delmétodo de cálculo de la MTF, a partir de la imagen de un patón de barras en estrella,lo hace especialmente interesante en determinaciones con una baja relación señal-ruido.Entornos ruidosos, como las imágenes obtenidas con muy bajos niveles de radiación ocon una pobre eficiencia de detección, pueden beneficiarse de este procedimiento parael cálculo de la MTF. En este sentido, cada aplicación puede requerir un maniquí conunas condiciones de fabricación particulares: espesores de los materiales atenuadoresen función de la energía de la radiación, rango de pares de líneas por milímetro enfunción de la respuesta espacial esperada en el sistema, etc.
Analizar la aplicación del método de reducción de la incertidumbre en la dosimetría conpelícula radiocrómica a otras técnicas como dosimetría en radiodiagnóstico, irradiacióncorporal total, irradiación corporal total con electrones, terapia superficial, etc. Engeneral, a todas aquellas aplicaciones que pueden beneficiarse de las propiedades
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dosimétricas de la película radiocrómica, y para las que las condiciones de medida distanmucho de las condiciones habituales de calibración de los equipos. En este sentido,la película radiocrómica tiene una baja dependencia con la energía, con el tipo deradiación y con la tasa de dosis. Estas características la hacen especialmente apropiadapara las medidas mencionadas. Y la importante reducción de la inhomogeneidad dela respuesta, conseguida con el método presentado en esta Tesis, la hace aún másinteresante.
Realizar medidas de campos pequeños en agua, a diferentes profundidades y paradiferentes unidades de tratamiento: aceleradores lineales, colimadores multiláminas,Gammaknife, Ciberknife, etc. De esta manera los resultados obtenidos tendrán unaaplicación en el comisionado de dichas unidades de tratamiento. No hay que olvidarlo complejo de la realización de la medida de este tipo de campos de radiación, y locostoso que puede llegar a ser el equipamiento necesario. Por contra, la dosimetríacon película radiocrómica y digitalizador es una de las más económicas si se tienencorrectamente implementados los procedimientos de irradiación y lectura.
Verificar la medida de los factores de campo mediante simulaciones de Monte Carlo.Llevar a cabo una simulación Monte Carlo, utilizando datos de espacios de fase delos aceleradores generadores de los haces, permitiría una verificación más fiable de laexactitud del método de medida de los campos pequeños. Esta simulación, más complejay potente que la llevada a cabo, podría utilizarse también para verificar con una granfiabilidad los perfiles transversales medidos y las distribuciones de dosis 2D medidas.
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8.2 Publicaciones.
8.2. Publicaciones.
Durante el desarrollo de esta Tesis se han publicado algunos de los resultados obtenidos,fruto de la investigación llevada a cabo. Otros trabajos se encuentran en estos momentos enproceso de revisión en revistas científicas, y otros resultados son susceptibles de publicarsemás adelante. A continuación se enumeran los trabajos mencionados.
Publicaciones en revistas científicas.
Portal imaging: Performance improvement in noise reduction by means of waveletprocessing. González-López A, Morales-Sánchez J, Larrey-Ruiz J, Bastida-Jumilla MC,Verdú-Monedero R. Physica Medica: European Journal of Medical Physics. Aceptadopara su publicación el día 28/9/15.
Technical Note: MTF determination from a star bar pattern image. González-LópezA, Ruiz-Morales C. Medical Physics 2015; Volume 42(9):5060-5065.
Small fields measurements with radiochromic films. González-López A, Vera-SánchezJA, Lago-Martín JD. Journal of Medical Physics 2015; Volume 40(2):61-7.
Statistical Characterization of Portal Images and Noise from Portal Imaging Systems.González-López A, Morales-Sánchez J, Verdú-Monedero R, Larrey-Ruiz J. Journal ofDigital Imaging 2012; Volume 26(3):457-465.
Useful optical density range in film dosimetry: limitations due to noise and saturation.González-López A. Physics in Medicine and Biology 2007; 52(15):N321-7.
Technical note: Signal resolution increase and noise reduction in a CCD digitizer.González-López A, Martínez JA, Tobarra B. Medical Physics 2004; 31(3):525-7.
A procedure to determine the radiation isocenter size in a linear accelerator. González-López A, Castro I, Martínez JA. Medical Physics 2004; 31(6):1489-93.
Caracterización del ruido de los digitalizadores de película y su influencia en ladosimetría con película. González-López A, Cámara Turbí A, Tabarra González A.Revista de Física Médica 2007; 3(8):341-348
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Publicaciones actualmente en revisión.
Los siguientes trabajos están en revisión, tras superar la etapa de consideración porparte del editor:
Some considerations in the calculation of the Power spectrum in the wavelet domainGonzález-López A, Morales-Sánchez J. International Journal of Wavelets, Multiresolutionand Information Processing
Contribuciones a congresos.
A procedure to measure output factors of small fields with radiochromic films. GonzálezLópez A, Vera-Sánchez JA. Libro de resúmenes del IV Congreso Conjunto SEFM SEPR2015; Volumen 1:64.
Using a star bar pattern image to investigate the MTF of an imaging system. GonzálezLópez A, Ruiz-Morales C. Libro de resúmenes del IV Congreso Conjunto SEFM SEPR2015; Volumen 1:69.
Statistical Characteristics of Portal Images and Their Influence in Noise Reduction.González-López A, Bastida-Jumilla MC, Larrey-Ruiz J, Morales-Sánchez J. LectureNotes in Computer Science 2013; Volume 7930:386-395.
Automatic Evaluation of Carotid Intima-Media Thickness in Ultrasounds using MachineLearning. Menchón-Lara RM, Bastida-Jumilla MC, González-López A, Sancho-GómezJL. Lecture Notes in Computer Science 2013; Volume 7931:241-249.
SURE-LET and BLS-GSM wavelet-based denoising algorithms versus linear LocalWiener Estimator in Radiotherapy portal image denoising González-López A, Morales-Sánchez J, Verdú-Monedero R, Larrey-Ruiz J, Sancho-Gómez JL, Tobarra B. IFMBEproceedings 2009; Volume 25(1):938-940.
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