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THE CENTER OF THE GENERIC G-CROSSED PRODUCT
OFIR DAVID
Abstract. Let G be a finite group and let F be a field of characteristic zero. In this paper we
construct a generic G-crossed product over F using generic graded matrices. The center of this
generic G-crossed product, denoted by F(G), is then the invariant field of a suitable G action on
a field of rational functions in several indeterminates. The main goal of this paper is to study the
extensions F(G)/F given that F contains enough roots of unity and determine how close they are to
being purely transcendental.
In particular we show that F(G)/F is a stably rational extension for G = C2 × C2n where n is
odd and for G =
〈
σ, τ | σn = τ2m = e, τστ−1 = σ−1
〉
where gcd(n, 2m) = 1. Furthermore, we
prove that if H,K are groups of coprime orders, then F(H×K) is the fraction field of F(H)×F(K).
1. Introduction
The Brauer groupBr(F) of a field F is considered as one of its most important arithmetic invariants.
It consists of all the finite dimensional division algebras central over F (or equivalently, central
simple algebras up to Morita equivalence). An important tool used in studying this group, and more
generally the groups Br(L) for field extensions L/F, is the generic division algebra Dn of degree n
over the field F. It has the remarkable property that any other central simple algebra of degree n of
a field extension of F is a specialization of Dn. The generic algebra’s usefulness comes mainly from
the fact that many nice properties satisfied by it are inherited by all of its specializations (see [32]
for details). For example, if Dn is a crossed product with a group G, then any division algebra of
degree n over a field extension of F is also a crossed product with the same group G. Amitsur used
this property to show that for suitable integers n the generic division algebra Dn is not a crossed
product. This was the first example found of a noncrossed product division algebra (see [4]).
Let us recall another such property. A central simple algebra is called cyclic if it is isomorphic to
a crossed product with a cyclic group. The Merkurjev-Suslin theorem [24] states that over a field F
containing enough roots of unity, every central simple algebra is equivalent to a tensor product of
cyclic algebras, or in other words Br(F) is generated by the equivalence classes of cyclic algebras.
While Merkurjev-Suslin’s proof uses K-cohomology, another approach to this problem, given prior to
their proof, uses generic algebras. It is not difficult to show that if Dn is equivalent to a product of
cyclic algebras, then so is every central simple algebra of degree n over a field extension of F. Consider
an algebraic field extension F of Q containing all roots of unity. Then it is known that Br(F) is
trivial, namely the only central simple algebras over it are matrix algebras, and in particular Br(F)
is generated by classes of cyclic algebras (in a trivial way). Furthermore, by a well known theorem
due to Bloch, the property of generation by classes of cyclic algebras extends to Br(F(x1, ..., xn))
whenever the xi are algebraically independent over F. Using these ideas, if one could show that the
center of Dn is a rational extension of F, then it will follow that any central simple algebra of degree
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n over a field extension of F is equivalent to a product of cyclic algebras, thus proving Merkurjev-
Suslin’s theorem for such fields (for more details and a proof of Bloch’s theorem using the Auslander
Brumer Faddeev theorem see [12], and for Bloch’s original proof see [9]).
The last argument demonstrates the significance of the center Zn := Z(Dn) of Dn in the study of
Brauer groups. In particular, we are interested in determining if the field extension Zn/F is rational
(i.e. purely transcendental), or has some weaker rationality property, namely it is stably rational,
retract rational or just unirational (the definitions for the different types of rationality extensions are
given in Section 3).
Over the rational field Q, the first result in this direction is attributed to Sylvester, who showed
in 1883 that Z2/Q is rational (see [36]). About 80 years later, using the algebra of generic matrices
to construct the generic algebra, Procesi was able to show that Zn is the invariant field of a suitable
Sn action on a rational extension of Q, hence in particular these field extensions are unirational (see
[27]). Applying Procesi’s method, Formanek proved the rationality for n = 3, 4 (see [14, 15] and
also [16]). Le Bruyn and Bessenrodt in [8] proved that for n = 5, 7 the field Zn is a stably rational
extension of Q and Beneish in [7] gave a more elementary proof for these primes. Schofield [33],
Katsylo [19] and Saltman [31] showed that Znm is stably rationally equivalent to the fraction field of
Zn ⊗ Zm whenever n,m are coprime, thus reducing the problem to the prime power case. Finally,
Saltman showed in [30] that Zp is retract rational over F for p prime, and this result can be extended
to product of distinct primes. For more information see Le Bruyn’s survey [21].
It is well known that any central simple algebra is Brauer equivalent to a G-crossed product for
some finite group G, hence it is only natural to consider generic G-crossed products. Indeed, several
equivalent constructions were given by Snider [34] and Rosset [28], who used relation modules, and
by Saltman [32, 30], who used generic 2-cocycles. As with the generic algebra case, many properties
of the generic crossed product are inherited to all the G-crossed products, and in particular the idea
mentioned above for proving the Merkurjev-Suslin theorem is still applicable here (see for example
[34]).
With this goal in mind, Snider proved that the center of the generic G-crossed product is a rational
extension over Q where G is the Klein four group and stably rational for Dihedral groups of order 2n
over Q (ζ2n) where ζ2n is a primitive 2n-root of unity. Another result due to Saltman shows that if
all the p-Sylow subgroups of G are cyclic then the center of the generic G-crossed product is retract
rational over a suitable extension of the base field. Recall that a group G such that all of its p-Sylow
subgroups are cyclic is a semidirect product of cyclic groups Cn ⋊Cm where gcd(n,m) = 1 (see [17],
section 9.4). This family contains the affine groups Fq ⋊F
×
q of finite fields which appear in Beneish’s
work, where she proves that the centers of the generic division algebras of rank 5 and 7 are stably
rational extensions over Q. On the other hand, Saltman proved that roughly speaking these are
almost all the groups for which the center may be close to being a rational extension. More precisely,
Saltman showed that the center can be retract rational only if each p-Sylow subgroup is either cyclic
or a product of two cyclic groups.
The goal of this paper is to further study the centers of the generic crossed products. For a group
G and a field F, denote by F(G) the center of the generic G-crossed product over the field F. In what
follows, we always assume that F contains a primitive root of unity of order |G|. The first result deals
with groups containing only cyclic p-Sylow subgroups.
Theorem 1.1. Let G = Cn ⋊ Cm, gcd(m,n) = 1, be a group with cyclic p-Sylow subgroup. Then:
(1) The extension F(G)/F is retract rational.
(2) If K = Z(G)∩Cm is the kernel of the action of Cm on Cn by conjugation, then the extension
F(G)/F is stably isomorphic to F(G/K)/F.
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Combining Snider’s result for Dihedral groups and part (2) of the theorem above we conclude the
following.
Corollary 1.2. Let. G =
〈
σ, τ | σn = τ2m = e, τστ−1 = σ−1
〉
where gcd(n, 2m) = 1. Then
F(G)/F is a stably rational extension.
Recall that for the standard generic division algebra, the question of rationality can be reduced
to the prime power case. The next result is its counterpart for generic crossed products.
Theorem 1.3. Let G ∼= H ×K where H,K are groups of coprime orders. Then F(G)/F is stably
rationally equivalent to the fraction field of F(H)⊗ F(K).
Using Snider’s result for the Klein four group we conclude the following.
Corollary 1.4. The extension F(C2 ×C2n)/F is stably rational whenever n is odd and F contains a
primitive n-th root of unity.
Interestingly, it is still unknown whether F(G)/F is stably rational for G = Cp × Cp with p ≥ 3
prime.
The paper is organized as follows.
We start with the construction of the generic crossed product in Section 2 using generic graded
matrices and give a description of its center using G-lattices. In Section 3 we recall the definitions
and main results needed from the theory of G-lattices and their field invariants.
In Section 4 we introduce the concept of flows in graphs and use them in order to construct the G-
lattices appearing both in study of center of the generic division algebra and generic crossed product.
The main results of this paper are proved in Section 5 where we restrict to the flows representing the
center of generic crossed products. Finally, in Section 6 we recall some results on the center of the
standard generic division algebra and interpret them using the language of flows in graphs.
2. Generic Crossed Products
Fix a field F of characteristic zero. All the rings in this section are algebras over F, and the
homomorphism are always F-homomorphisms.
The generic division algebra and its center have been extensively studied in the literature. A
detailed account can be found in [16] and in Le Bruyn’s survey [21] which details the motivation and
different approaches to study the center of these generic algebras. An analogous object can be defined
for the class of G-crossed products for a fixed finite group G. It has several equivalent constructions in
the literature using relation modules by Snider and Rosset [34, 28] and generic 2-cocycle by Saltman
[30, 32]. A more general approach using graded polynomial identities was studied by Aljadeff and
Karasik [1]. The polynomial identities construction was first used for the standard generic division
algebra, and can be further generalized to generic algebras for other classes of graded simple algebra
(which include crossed product) and even to generic Hopf algebras [3]. The approach utilized here
uses generic graded matrices which is very similar to the one with graded polynomial identities.
Usually, G-crossed products are defined over Galois extensions of fields. For the generic crossed
product definition we require the more generalized definition of Galois extensions of rings, which
we briefly describe. For a full treatment of Galois extension of commutative rings and the crossed
products defined over them, we refer the reader to [25] and [26].
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Definition 2.1 (Galois Extension). Let R ⊆ S be an extension of unital commutative rings, and let
G be a finite subgroup of Aut(S). We say that S is a G-Galois extension of R if
(1) S is a faithful R algebra.
(2) SG = R.
(3) There are x1, ..., xn, y1, ..., yn ∈ S for some n ∈ N such that
∑
i xig(yi) = δe,g where δe,g = 1
if g = e and zero otherwise.
Definition 2.2 (G-Crossed Product). Let S be a G-Galois extension of R and let c ∈ Z2(G,S×) be
a 2-cocycle, namely c is a function from G×G to S× that satisfies
for all g1, g2, g3 ∈ G c(g1, g2)c(g1g2, g3) = g1 (c(g2, g3)) c(g1, g2g3).
Consider the R-module
⊕
g∈G S · ǫg with a multiplication defined by
for all α, β ∈ S, g, h ∈ G αǫgβǫh = αg(β)ǫgǫh = αg(β)c(g, h)ǫgh.
This algebra is called a G-crossed product and is denoted by ∆(S/R,G, c).
Crossed products over Galois extensions of fields are essential in the study of central simple alge-
bras. Their generalized versions play a similar role in the study of Azumaya algebras and have many
similar properties. In particular, cohomologous 2-cocycles produce isomorphic crossed product, so
we can assume that the two cocycles are always normalized, namely ǫe is the unity of ∆(S/R,G, c),
and hence we identify S with S · ǫe and R with R · ǫe. Under this notation, the crossed product
∆(S/R,G, c) is an Azumaya algebra central over SG = R.
Recall that a G-grading of an S-algebra A, is a decomposition A =
⊕
g∈G
Ag as an S-module such
that AgAh ⊆ Agh. Clearly, setting ∆g = S · ǫg produces a G-grading of ∆ := ∆(S/R,G, c). It is well
known that any crossed product over a Galois extension of fields is central simple, and therefore after
suitable scalars extension it becomes a matrix algebra. The crossed product’s natural group grading
induces a grading on that matrix algebra which we now describe.
Definition 2.3 (Elementary Grading). Let R be an F-algebra, A = Mn(R) and g¯ = (g1, ..., gn) ∈
Gn be a tuple of length n. The elementary grading on A induced by g¯ is defined by Ah =
spanR
{
Ei,j | g
−1
i gj = h
}
, where Ei,j is the matrix with 1 in the (i, j) coordinate and zero else-
where. In case each element of G appears exactly once in g¯, the induced elementary grading is called
the crossed product grading.
Remark 2.4. Note that reordering the tuple g¯ produces graded isomorphic algebras.
Let Mn(R) have the crossed product grading with a tuple g¯ = (g1, ..., gn) ∈ Gn, where n = |G|.
Identifying G with {1, ..., n}, we write Egi,gj instead of Ei,j . Let S be the subalgebra of diagonal
matrices in Mn(R) and set Pg to be the permutation matrix Pg :=
∑
h∈G
Eh,hg. These permutation
matrices play the roles of ǫg in the definition of G-crossed products, and since PgPh = Pgh, the
corresponding two cocycle is trivial. Letting G act on S by g(s) = PgsP
−1
g for g ∈ G and s ∈ S we
get that SG ∼= R are the scalar matrices and S/SG is a G-Galois extension and therefore Mn(R) ∼=
∆(S/R,G, 1) with (Mn(R))g = S · Pg. Unless otherwise stated, we will always assume that the
grading on Mn(R) is the crossed product grading.
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Theorem 2.5. If ∆ = ∆(S/R,G, c) is a G-crossed product where R is an integral domain, then
there is some field R ⊆ L such that ∆ ⊗R L ∼= M|G|(L) as graded algebras where M|G|(L) has the
crossed product grading.
Proof. This result is well known, see for example Theorem 10 in [2]. For clarity we give here a sketch
of the proof.
First, by extending the scalars by the field of fractions of R, we may assume that R is a field. Since
S/R is Galois with R a field, we get that S ∼= Lk where L/R is a field extension and [L : R] · k = |G|.
Thus, extending the scalars by L, we get the Galois extension Ln/L where the group G acts on Ln
by permuting the idempotents via the regular representation of G.
Since L is a field and ∆L := ∆ ⊗R L is central simple, we have an isomorphism ∆L ∼= M|G|(L).
Secondly, since S ∼= Lk, we may assume (after another autmorphism) that S is the set of diagonal
matrices and R is the set of scalar matrices. Under this identification, the elements ǫgP
−1
g commute
with the diagonal matrices, and therefore must be diagonal, so that ǫg = tgPg for some tg invertible
and diagonal. It follows that ∆g = Sǫg = S · Pg is exactly the crossed product grading. 
With the crossed product grading in mind, we turn to construct the generic G-crossed product.
Define a g-generic matrix to be
Xg,i =


x
(i)
g1,g1g 0 · · · 0
0 x
(i)
g2,g2g
...
...
. . . 0
0 · · · 0 x
(i)
gn,gng

Pg,
which is homogeneous of degree g in M|G|(F(x
(i)
h,g)) with the crossed product grading, where the
x
(i)
h,g are algebraically independent over F. Let RG,k be the unital F-subalgebra of M|G|(F(x
(i)
h,g))
generated by {Xg,i | g ∈ G, 1 ≤ i ≤ k}. The generic crossed product DG,k is RG,k after inverting
all the nonzero central elements.
Next, we give a presentation of the e component of DG,k as a Galois field extension of the center
of DG,k.
Theorem 2.6. Let L ≤ F
(
x
(i)
g,h
)
be the field extension of F generated by elements of the form
x
(j1)
h,hg1
x
(j2)
hg1,hg1g2
x
(j3)
hg1g2,hg1g2g3
· · ·x
(jm)
h
∏m−1
1 gi,h
∏m
1 gi
,
where m, j1, ..., jm ∈ N, h, g1, ..., gm ∈ G and g1 · · · gm = e. Then (DG,k)e
∼= L and Z(DG,k) ∼= LG
where the G-action is defined by σ(x
(i)
h,g) = x
(i)
σh,σg.
Proof. In order to study the center Z(RG,k), note first that these elements are scalar matrices, and
in particular homogeneous of degree e (or equivalently diagonal). If A =
∏
Xgi,ji is a monomial with∏
gi = e, then
A(h,h) = x
(j1)
h,hg1
x
(j2)
hg1,hg1g2
x
(j3)
hg1g2,hg1g2g3
· · ·x
(jm)
h
∏m−1
1 gi,h
∏m
1 gi
= h
(
x(j1)e,g1x
(j2)
g1,g1g2x
(j3)
g1g2,g1g2g3 · · ·x
(jm)
∏m−1
1 gi,
∏m
1 gi
)
= h(A(e,e))
for any h ∈ H . Since (RG,k)e is spanned by such monomials, it follows that A(h,h) = h(A(e,e)) for
any A ∈ (RG,k)e. Consequently, if A ∈ (RG,k)e is nonzero, then all its entries on the diagonal are
nonzero, and in particular (RG,k)e and Z(RG,k) are integral domains.
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Define ϕ : (RG,k)e → F(x
(i)
h,g) by sending a diagonal matrix to its (e, e) entry. By the preceding ar-
gument this map is injective and contains all the elements of the form x
(j1)
e,g1x
(j2)
g1,g1g2x
(j3)
g1g2,g1g2g3 · · ·x
(jm)
∏m−1
1 gi,
∏m
1 gi
and note that L is exactly the fraction field of ϕ
(
(RG,k)e
)
. Additionally an element is central in
RG,k if and only if its image under ϕ is G-invariant.
Extend ϕ to (DG,k)e in the natural way. By definition ϕ ((RG,k)e) ⊆ ϕ ((DG,k)e) ⊆ L, hence the
theorem will be proven if we can show that (DG,k)e is a field. On the other hand, Z(DG,k) is a field,
so it is enough to show that (DG,k)e is finite dimensional over it (since it is an integral domain).
The same argument as in the beginning of the proof shows that all the nonzero homogeneous
elements in DG,k are invertible in M|G|(F(x
(i)
h,g)). Recall that a graded algebra B is called graded
prime if for any homogeneous elements b1, b2 ∈ B we have b1Bb2 = 0 if and only if b1 = 0 or b2 = 0.
In particular DG,k is graded prime and by a graded analog of Posner’s theorem given in [6], it is
graded simple over its center. In particular DG,k⊗Z(DG,k) F(x
(i)
h,g) is graded simple and therefore the
homomorphism DG,k ⊗Z(DG,k) F(x
(i)
h,g) → Mn(F(x
(i)
h,g)) is injective and can be easily seen to be an
isomorphism. It follows that dimZ(DG,k)((DG,k)e) = dimF(x(i)h,g)
(
(
Mn(F(x
(i)
h,g))
)
e
) = n is finite, hence
(DG,k)e is indeed a field, and therefore isomorphic to L. 
Note that the elements generating the field L in the last theorem correspond to “cycles” on a
Cayley graph for the group G. In Section 4 this notion will be formalized and generalized to other
graphs, but first we recall some definition and results required for this study.
3. G-lattices and field invariants
Fix a finite group G and a field F of characteristic zero with a G-action (possibly trivial). In this
section we recall the basic definitions and results regarding G-lattices and their corresponding field
invariants needed for this paper. Further details and proofs can be found in [23] and [20].
Definition 3.1. Let L/F be a finitely generated field extension. Then:
• L is called a rational extension of F if L = F (x1, ..., xn) for some algebraically independent
indeterminates {x1, ..., xn}.
• L is called a stably rational extension of F if L(y1, ..., ym) is rational over F for some
{y1, ..., ym} algebraically independent over L.
• L is called retract rational extension of F if L is the fraction field of some F-algebra A, and
there are homomorphisms ι : A → F [x1, ..., xn]
[
s−1
]
and π : F [x1, ..., xn]
[
s−1
]
→ A such
that π ◦ ι = idA.
• L is called a unirational extension of F if L can be embedded in a rational extension of F.
We always have
rational ⊆ stably rational ⊆ retract rational ⊆ unirational.
We remark here that the inclusions above are all proper, although the examples are not trivial.
Definition 3.2. Two finitely generated field extensions L1,L2/F are called stably isomorphic (over
F) if there are x1, ..., xm and y1, ..., yk algebraically independent over L1,L2 respectively such that
L1 (x1, ..., xm) ∼= L2(y1, ..., yk) as F-algebras. In this case we write L1 ≈F L2 or just L1 ≈ L2 if there
is no ambiguity.
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A G-lattice M is a G-module which is finitely generated as an abelian group, namely M ∼= Zn
for some n ∈ N. We denote by F [M ] the group algebra of M which is isomorphic to the algebra of
Laurent polynomials in rank(M) = n variables. The G-action on M and F induce a G-action on
F [M ] by g(αxm) = g(α)xg(m) for any g ∈ G, α ∈ F and m ∈ M . This action is extended naturally
to the field of fractions F (M) of F [M ]. The main question is to find out how close is the extension
F(M)G/FG to being rational.
A G-lattice M is called a permutation lattice if it has a G-stable Z basis X , in which case we write
M = ZX . Since each G-set X is a disjoint union of sets of the form G/H for some subgroup H ≤ G,
it follows that ZX ∼=
⊕t
1 Z
G/Hi. Notice that if X = {x1, ..., xn}, then F (ZX) = F (yx1 , ..., yxn) where
the yxi are algebraically independent over F and g(yx) = yg(x) for any x ∈ X .
The importance of permutation lattices is given in the next two results.
Proposition 3.3 (Masuda). Let F/FG be a G-Galois extension of fields and P a permutation lattice.
Then F(P )G is a rational extension of FG.
Theorem 3.4. Let 0 //M1 // M2 // P // 0 be an exact sequence of G-lattices where
P is a permutation lattice. Then F(M2)
G is rational over F(M1)
G if one of the following conditions
is satisfied:
(1) M1 is a faithful G-lattice and F has a trivial G-action.
(2) F/FG is a G-Galois extension of fields.
Remark 3.5. Noether’s Problem asks if given a field F with trivialG-action and a faithful permutation
lattice M , how close is F(M)G/F to be a rational extension. This problem was studied extensively
in the literature and was solved for many families of groups. I particular, a positive solution for this
problem implies a positive solution to the inverse Galois problem. For example, the rationality of
F (ZSn/Sn−1)
Sn /F follows from the fundamental theorem of symmetric polynomials and was used by
Hilbert to show that Sn is realizable as a Galois extension over Q. Noether’s problem was also solved
completely for abelian groups by Lenstra in [22] for any field F. For the case where F contains a
root of unity of the order of the exponent of G and G is abelian, Fischer showed that F(ZG)G/F
is always rational [13]. A generalization of this result where the action of G on F is not trivial is
given in Lemma 5.12. Many cases appearing in this paper are answered by a reduction to Noether’s
Problem.
AG-latticeM is called quasi-permutation if there is an exact sequence 0 // M // Q // P // 0
where P and Q are permutation lattices. In particular, under the conditions of the last theorem on
M and F, we get that F(M)G ≈ F(ZG)G.
One trivial way to find an exact sequence as in the theorem above is if M2 ∼= M1 ⊕ P . With this
in mind we say that two lattice M1,M2 are called permutation equivalent or just equivalent if there
are permutation lattices P1, P2 such that M1 ⊕ P1 ∼= M2 ⊕ P2. In this case we write M1 ∼ M2 and
denote the equivalence class by [M1]. It follows, for example, that if M1,M2 are faithful G-lattices,
F has a trivial G-action and M1 ∼M2, then F(M1)G ≈ F(M2)G.
The set of G-lattices modulo the relation ∼ has the structure of an abelian semi group with the
action [M1] + [M2] = [M1 ⊕M2]. A lattice M is called invertible or permutation projective if [M ] is
invertible in this semigroup, or equivalently M is a direct summand of a permutation lattice.
For a subgroup G˜ ≤ G, we denote by Hˆi(G˜,M) the i-th Tate cohomology group. Recall that any
short exact sequence 0→ A→ B → C → 0 defines a long exact series
· · · // Hˆ−1(G˜, C) // Hˆ0(G˜, A) // Hˆ0(G˜, B) // Hˆ0(G˜, C) // Hˆ1(G˜, A) // · · · .
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A lattice M is called flasque or Hˆ−1-trivial (resp. coflasque or Hˆ1-trivial ) if Hˆ−1(G˜,M) = 0 for
any subgroup G˜ ≤ G (resp. Hˆ1(G˜,M) = 0). Any permutation lattice, and therefore any invertible
lattice, is flasque and coflasque, though the converse is not necessarily true.
It is well known that any surjection M → P on a projective module P is split. The following is
the analog for invertible modules.
Lemma 3.6. Let
0 // C //M1 // I // 0
0 // I //M2 // F // 0
be exact sequences where I is invertible, C is coflasque and F is flasque. Then these sequences split.
A flasque resolution of M is a short exact sequence of the form
0 //M // P // F // 0
where P is a permutation lattice and F is flasque. Similarly a coflasque resolution of M is a short
exact sequence of the form
0 // C // P //M // 0
where P is a permutation lattice and C is coflasque. Note in particular that a flasque and coflasque
resolutions of an invertible lattice split.
Denote by M∗ the dual of M , namely M∗ = Hom(M,Z). It has a natural G-structure making it
into a G-lattice. It follows from the Tate duality that Hˆi(G˜,M) ∼= Hˆ−i(G˜,M∗) for any lattice M ,
subgroup G˜ ≤ G and an integer i ∈ Z, so in particular M is flasque if and only if M∗ is coflasque.
Since any permutation lattice is self dual, it follows that the dual of a flasque resolution of M is a
coflasque resolution of M∗ and vice versa.
It is well known that any lattice M admits a coflasque (and therefore a flasque) resolution. More-
over, the lattices F and C appearing in the sequences above are unique up to the relation ∼ (which
is the analog of Schanuel’s lemma).
Lemma 3.7. Let M1,M2 be lattices and let F1, F2 be flasque lattices appearing in flasque resolutions
of M1 and M2 respectively. If M1 ∼M2, then F1 ∼ F2.
Following this theorem, we write [M ]fl to be the equivalence class [F ] where F is a flasque lattice
appearing in a flasque resolution of M . Similarly we write [M ]
cofl
for coflasque resolutions.
The next result generalizes Theorem 3.4.
Theorem 3.8. Let M1,M2 be G-lattices such that [M1]
fl
= [M2]
fl
. Then F(M2)
G ≈ F(M2)G if one
of the following conditions is satisfied:
(1) M1 and M2 are faithful G-lattices and F has a trivial G-action.
(2) F/FG is a G-Galois extension of fields.
4. Flows in Graphs
For the rest of this paper, we fix a field F of characteristic zero with trivial G-action.
Let X = (V,E) be a (nonempty) finite graph (not necessarily simple). For a directed edge e ∈ E
we denote by eS , eT the source and target of the edge. A flow on X is a function f : E → Z such
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that ∑
e∈E
eS=v
f(e) =
∑
e∈E
eT=v
f(e) for all v ∈ V.
The set of all flows is denoted by Fl(X) or Fl(V,E), which is of course an abelian group under the
addition of functions. We will usually consider only connected graphs, where connected means that
the underlying undirected graph is connected.
Another well known way to define this group comes from the homology groups of X . Let ZE ,
ZV be the set of all integer valued functions on E, V respectively and consider the following exact
sequence
(4.1) ZE
∂E // ZV
εV // Z // 0
where
for all f ∈ ZE : ∂E(f)(v) =
∑
eT=v
f(e)−
∑
eS=v
f(e)
for all h ∈ ZV : εV (h) =
∑
v∈V
h(v).
Let IV = ker(εV ). It is easily seen that Im(∂E) ⊆ IV and the equality follows from connectedness
of the graph. Finally, the group Fl(X) is nothing more than ker(∂E). Since Fl(X) is a subgroup of
the f.g. free abelian group ZE , it is a f.g. free abelian group, and from the exact sequence above it
has rank |E| − |V |+ 1.
Next we consider group actions on graphs.
Definition 4.1. Let G be a finite group. We say that a G-action on V,E is a graph action if the
action on E and V is compatible, namely for every g ∈ G and e ∈ E we have that g(eS) = g(e)S and
g(eT ) = g(e)T .
The action of G on V,E induce a G-action on ZV ,ZE respectively. Letting Z have a trivial
G-action, we get that the sequence above is a sequence of G-modules. The induced action on
Fl(X) = ker(∂E) is the natural one, taking a flow f and acting on it by the automorphisms of
the graph. Finally, note that there is a natural isomorphism between ZV, ZE and their duals
ZV , ZE respectively. We shall use these two presentations interchangeably.
The aim of this paper is to study the fields F(Fl(X)⊕ZG)G and to determine how close they are
to being purely rational extensions of F. The addition of ZG to Fl(X) is intended to make the lattice
into a faithful G-lattice. If the action of G on the Fl(X) is already faithful, then F(Fl(X)⊕ZG)G is
rational over F(Fl(X))G by Theorem 3.4, thus in many cases this field is considered instead. In case
the G-action on Fl(X) has nonzero kernel K, it is interesting to ask whether there is a connection
between F(Fl(X)⊕ ZG)G and F(Fl(X))G/K (see for example Subsection 5.2).
We note that while the entire investigation can be made using only the G-lattice notation without
any reference to the flows in the graph, we have found that the use of flows have made some of the
proofs much more intuitive, and in particular it helps in the later parts when we look for certain nice
bases for the lattices Fl(X). The main idea is that if f ∈ Fl(V,E) is any flow such that f(e) = 1 for
some e ∈ E and g is any other flow, then g− g(e)f is again a flow which is supported on (V,E\ {e})
(we redirected the flow on e using f). Thus Fl(V,E) ∼= Zf ⊕ Fl(V,E\ {e}) as abelian group. The
next lemma generalizes this idea.
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Lemma 4.2. Let X = (V,E) be a connected graph, T = (V,E′) a subgraph such that its underlying
undirected graph is a tree, and write E\E′ = {e1, ..., er}. Let f1, ..., fr ∈ Fl(V,E) such that the
matrix (fi(ej)) is upper triangular with ±1 on the diagonal. Then {f1, ..., fr} is a basis for Fl(V,E).
Proof. The proof is left to the reader. 
Remark 4.3. Actually, the lemma above still holds whenever the matrix (fi(ej)) is invertible, but we
will only encounter triangular matrices in this paper.
The most natural choice of a set of edges is the complete directed graph. LetE− = {(u, v) | u, v ∈ V distinct}
and set E+ = E− ∪ {(v, v) | v ∈ V }. Clearly every flow in Fl(V,E+) can be decomposed as a flow
supported on E− and a flow supported on E+\E− (self loops), or in other words Fl(V,E+) ∼=
Fl(V,E+) ⊕ Fl(V,E+\E−). The set E+\E− is just the self loops and G acts on it as it acts on V ,
hence Fl(V,E+) ∼= Fl(V,E−) ⊕ ZV . Thus, it is sufficient to consider the flows on the full directed
graph without loops. The next lemma gives us a more general way to reduce the number of edges in
the graph.
Lemma 4.4. Let X = (V,E), X ′ = (V,E′) be two connected graphs with G-actions. Then F(Fl(X)⊕
ZG)G is stably isomorphic to F(Fl(X ′)⊕ ZG)G over F.
Proof. Consider the following exact diagram:
0

0

Fl(X ′)

= // Fl(X ′)

0 // Fl(X) //
=

ZE ×IV ZE
′

// ZE′
∂E′

// 0
0 // Fl(X) // ZE
∂E //

IV //

0
0 0
where ZE×IV ZE
′ is the standard pullback. Since ZE,ZE′ are permutation modules, it follows from
Theorem 3.4 that F(ZG⊕ Fl(X))G ≈F F(ZG⊕ Fl(X ′))G. 
The previous lemma shows that up to stable rationality, the field F(Fl(V,E) ⊕ ZG)G is only a
function of the set of vertices V with its G-action. This result can also be motivated from the nature
of flows on graphs. If (V,E) is any connected G-graph and (V,E′) is a connected G-subgraph, then
any flow going through an edge e ∈ E\E′, can be redirected to a flow in the graph (V,E′), since the
vertices in e are already connected in E′. We can thus allow ourselves to write Fl(V ) whenever the
exact structure of E is not important up to stable isomorphism of fields.
Next we reduce the number of vertices in V .
Lemma 4.5. Let V =
⊔
Vi be the decomposition to G-orbits. Suppose that for some i 6= j there is a
G-equivariant map ψ : Vi → Vj . Then F(Fl(V )⊕ ZG)G ≈ F(Fl(V ′)⊕ ZG)G where V ′ = V \Vi.
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Proof. Choose some u ∈ Vi and set v = ψ(u), then stabG(u) ⊆ stabG(v). Let T = {t1, ..., tk}
be a set of left coset representatives of stabG(u) in G. Let E
′ = {(w1, w2) | w1, w2 ∈ V ′} so that
X ′ = (V ′, E′) is the complete (directed) graph on V ′ and set
E = E′ ∪ {(tiu, tiv) | 1 ≤ i ≤ k} .
It is clear that E′ is G-stable, and the stability of E follows from the fact that stabG(u) ⊆ stabG(v).
The graph X = (V,E) is just the full connected graph on V ′ plus a single edge from each vertex in
Vi to some vertex in Vj ⊆ V \Vi. In particular, any flow in X must be supported on V \Vi, so that
Fl(X) = Fl(X ′) and the lemma follows. 
The last lemma shows that we need only to consider such decompositions V =
⊔
Vi where
Hom(Vi, Vj) = ∅ whenever i 6= j.
Note that if there is a map Vi → Vj , then |Vj | divides |Vi|. The opposite is also true if we have
that |Vj | = 1, and thus we have the following corollary.
Corollary 4.6. If X = (V,E) is a connected G-graph which contains a vertex v ∈ V with stabG(v) =
G, then F(Fl(X)⊕ ZG)G ≈ F(ZG)G.
The next generalization is when 1 is not one of the cardinalities of the Vi, but is their greatest
common divisor. Assuming that gcd (|V1| , ..., |Vm|) = 1, choose some ai ∈ Z such that
∑m
1 ai |Vi| = 1.
For each i choose some vi ∈ Vi and let Ni =
∑
v∈Vi
v ∈ ZV be the norm element in ZVi. As before, we
have the exact sequence
0 // IV //
⊕m
1 ZVi
εV // Z // 0 .
Define ϕ : Z →
⊕m
1 ZVi by ϕ(k) =
∑m
1 kaiNi. This map is G-equivariant since the Ni are G-
invariant, and since εV (ϕ(k)) = k
∑m
1 ai |Vi| = k, the sequence splits.
If E is any set of edges such that X = (V,E) is a connected G-graph, then we have the following
exact sequence
0 // Fl(X) // Z⊕ ZE
id⊕∂E // Z⊕ IV ∼= ZV // 0 .
It follows that Fl(X) is quasi permutation and therefore
F(Fl(X)⊕ ZG)G ≈ F(Z⊕ ZE ⊕ ZG)G ≈ F(ZG)G,
thus reducing the problem to Noether’s problem. As mentioned in Remark 3.5, the rationality of
F(ZG)G/F is known in many cases (for example if G = Sn, G abelian and F contains enough roots
of unity, etc).
5. The center of the generic G-crossed product
The second natural choice of graph is taking V = G, which as explained in the end of Section 2,
corresponds (up to a stable isomorphism) to the center of the generic G-crossed product.
Let E+ be the set of all edges in the full directed graph on V (including self loops). Fixing an
identification of V with G, define a degree function deg : E+ → G by deg (g, h) = g−1h. For S ⊆ G let
E+(S) = deg
−1(S) be all the edges of degree in S and write Cay(G,S) = (V,E+(S)) which is nothing
more than the directed Cayley graph of G corresponding to the set S. In particular Cay(G,S) is
connected if and only if S generates G. Excluding the self loops, let G− = (G\ {e}), and note that
Fl(G,G) ∼= Fl(G,G−)⊕ ZG.
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As in the general case, if (V,E), (V,E′) are connected, then F(Fl(V,E))G ∼ F(Fl(V,E′))G. In
this case, where G acts freely on V , a stronger result holds.
Lemma 5.1. Suppose that G acts freely on V (so that V is a disjoint union of copies of G). Let
E′ ⊆ E be two G-sets of edges on V such that (V,E′) is connected (and therefore also (V,E)). Then
Fl(V,E) ∼= Fl(V,E′)⊕ZGm where m =
|E|−|E′|
|G| , and the isomorphism restricted to Fl(V,E
′) is the
natural embedding.
Proof. Choose a set of orbit representatives (vi, wi) of E\E′. For each i, choose some flow in (V,E′)
from wi to vi (which exists since it is connected) and complete it with the edge (vi, wi) to a circular
flow Ci. By construction, each edge of E\E′ appears in exactly one of the flows
⋃
i {gCi | g ∈ G}.
These can be used to redirect flows from edges in E\E′ into E′, or more precisely Fl(V,E) =
Fl(V,E′)⊕ (
⊕
i Z {gCi | g ∈ G}) where for each i we have Z {gCi | g ∈ G}
∼= ZG. 
Corollary 5.2. Let G be cyclic with generator σ. Then for any S ⊆ G with σ ∈ S we have
Fl(G,S) ∼= Fl(G, {σ})⊕ZG|S|−1 and Fl(G, {σ}) ∼= Z with the trivial action. In particular, Fl(G,S)
is a permutation lattice.
Proof. The result follows since Cay(G, {σ}) is just a simple cycle and G acts trivially on Fl(G, {σ}) ∼=
Z. 
Remark 5.3. By Theorem 3.4, the field F(Z ⊕ (ZG)k)G, k ≥ 1 is rational over F(ZG)G. Fischer’s
theorem (see Remark 3.5) states that if G is abelian with exponentm and F contains a primitivem-th
root of unity, then F(ZG)G is rational over F. Thus, if F contains a primitive |G|-th root of unity for
G cyclic, then F(Fl(V,E)⊕ ZG)G is rational over F. For F = Q, even the extensions Q(ZCn)Cn/Q
are not always rational, with the first counter example given by Swan in [35] for n = 47 and the
smallest counter example is n = 8 [22].
As in many other cases, we will try to study the graphs Cay(G,S), where 〈S〉 = G, by restricting
the G-action to some subgroups. More generally, if M is a G lattice we denote by MH its restriction
to the H-action where H ≤ G. If H is any subgroup of G and S0 ⊆ S is a generating set for H , then
Cay(H,S0) has a natural embedding in Cay(G,S). Thus, turning to their respective flow lattices,
we see that Fl(H,S0) is an H-sublattice of Fl(G,S)H (the lattice with the H-action). The passage
to this subgraph is given in the following lemma.
Lemma 5.4. Let G be a group and H a subgroup. Let S be a generating set for G containing a
generating set S0 for H. Then Fl(G,S) ∼= Fl(H,S0)⊕ P as H lattices where P is a free H lattice,
and the restriction of the isomorphism to Fl(H,S0) is the natural embedding.
Proof. This is just a fine tuning of Lemma 4.5 together with the previous lemma and is left to the
reader. 
In case M1,M2 are any two G-modules, the tensor product M1⊗M2 is considered over Z with the
diagonal G-action, namely g(m1⊗m2) = gm1⊗ gm2 for any g ∈ G and mi ∈Mi, i = 1, 2. If M1 is a
ZG − ZH bimodule and M2 an H-module for some subgroup H ≤ G, then we write M1 ⊗H M2 for
the G-module M1 ⊗ZH M2 where G acts through M1. Under these notations we have the following.
Lemma 5.5. Let G be a group, H ≤ G a subgroup and M a G-lattice and set M1 = ZG/H ⊗M and
M2 = ZG⊗H MH . Then the map ϕ : M1 →M2 defined by ϕ(gH ⊗ a) = g⊗ g−1a is an isomorphism
of G-lattices.
Proof. The proof is straight forward and is left to the reader. 
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In the previous case we studied the action of G on V˜ =
⊔
Vi where gcd(|V1| , ..., |Vk|) = 1. Letting
Hi be the stabilizer of some vi ∈ Vi for each i, we see that gcd ([G : H1] , ..., [G : Hk]) = 1, since
Vi ∼= G/Hi as G-sets and hence ZVi ∼= ZG/Hi. Clearly, if M is any invertible G-lattice, namely a direct
summand of a permutation G-lattice, it is also invertible as an H lattice for any subgroup H ≤ G.
For the other direction, it is well known that if MHi is invertible over subgroups Hi ≤ G that satisfy
the condition above, then M is invertible as a G-lattice. Let us recall the proof.
Consider the split exact sequence
0 // IV˜
//⊕k
1 ZVi
εV˜ // Z // 0 .
Tensoring (over Z) this sequence with the lattice M we get a split exact sequence
0 // IV˜ ⊗M
//⊕k
1 (Z
G/Hi ⊗M)
εV˜ //M // 0 ,
so thatM is a direct summand of
⊕k
1 (Z
G/Hi ⊗Z M). By the previous lemma ZG/H⊗M ∼= ZG⊗HMH ,
so the middle term in the sequence above is just
⊕k
1 (ZG⊗Hi MHi). It is now clear that if MHi is a
direct summand of a permutation Hi-lattice, thenM is a direct summand of a permutation G-lattice.
By Lemma 5.1, the invertibility of Fl(G,S) doesn’t depend on the generating set S, hence we can
assume that we deal with Fl(G,G).
Corollary 5.6. Let G be a group and Hi ≤ G subgroups such that gcd ([G : H1] , ..., [G : Hk]) = 1.
The G-lattice Fl(G,G) is invertible if and only Fl(Hi, Hi) is invertible for each i.
A natural choice for Hi in the above corollary are Sylow subgroups of G, and a trivial reason for
Fl(Hi, Hi) to be invertible is if Hi is cyclic. We are thus led to investigate groups such that all of
their Sylow subgroups are cyclic, which are called Z-groups. These type of groups arise naturally in
the theory of lattice invariant as we shall now recall.
Let E be any set of edges on V = G such that X = (V,E) is connected. Recall that we have the
exact sequences
0 // IV // ZV
ǫ // Z // 0
0 // Fl(X) // ZE
∂ // IV // 0.
Since both ZV and ZE are free G modules, it follows that they are also free over any subgroup
G˜ ≤ G, and therefore Hˆi(G˜,ZV ) = Hˆi(G˜,ZE) = 0 for any i ∈ Z. Taking the long exact sequence of
the Tate cohomology we conclude that
Hˆ1(G˜, F l(X)) ∼= Hˆ0(G˜, IV ) ∼= Hˆ
−1(G˜,Z) = 0,
so that Fl(X) is coflasque. In particular, the second sequence above is a coflasque resolution of IV .
If X ′ = (V,E′) is any other connected graph, it follows that [Fl(X ′)] = [IV ]
cofl
= [Fl(X)], thus
there are permutation lattices P, P ′ such that Fl(X)⊕ P ∼= Fl(X ′)⊕ P ′.
Taking [IG]
cofl
= [IV ]
cofl
= [Fl(X)] and dualizing, we get that [I∗G]
fl
= [I∗V ]
fl
= [Fl(X)]. In
[11], Endo and Miyata proved that there is an equality of sets coflasque = flasque = invertible for
G-lattices if and only if [I∗G]
fl
is invertible, which is of course equivalent to Fl(X) being invertible.
Another equivalent condition given by Endo and Miyata is that G is a Z-group, namely that every
Sylow subgroup of G is cyclic.
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Groups with cyclic Sylow subgroup also appear in Saltman’s representing objects for crossed
products in [30]. More precisely, let L/LG be a G-Galois extension and consider Fl(G,G−). Saltman
used Brauer theory in order to prove that the field L(Fl(G,G−))
G (which is the center of Saltman’s
generic G-crossed product for the L/LG extension) is a retract rational extension of LG if and only
if G is a Z-group if and only if there is an exact sequence
0 // Fl(G,G−) // P // I // 0
where P is a permutation lattice and I is invertible. Since Fl(G,G−) is coflasque, this last condition
is also equivalent to Fl(G,G−) being invertible using Lemma 3.6.
On the other hand, suppose that G is “far” from being a Z-group in the sense that it has some
Sylow subgroup P which is not a rank 1 or 2 abelian group. S Then Saltman proved that F(Fl(X))G
is not retract rational over F and in particular it is not stably rational (Theorem 12.17 in [32]).
We note that here we consider the extension F(Fl(X))G/F where G acts on F trivially and not
L(Fl(X))G/LG where L/LG is a G-Galois extension, so we cannot use directly the invertibility of
Fl(X) in case G is a Z-group. Nevertheless, we begin by investigating Z-groups.
5.1. Groups with cyclic p-Sylow subgroups. It is well known that each Z-group G is isomorphic
to a semidirect product Cn ⋊ Cm where Cn = 〈σ〉 , Cm = 〈τ〉 are cyclic of coprime orders n and m
respectively (see [17], section 9.4). As already seen, if G is a Z-group, then Fl(G,E) is invertible. It
follows that if L/LG is G-Galois, then L (M)
G
/LG is a retract rational extension. A similar result
holds in our case.
Lemma 5.7. Let G be a Z-group. Let ζ be a primitive t-th root of unity, where t is the highest power
of 2 dividing |G|. If Gal(F(ζ)/F) is cyclic, then the field F(M)G is retract rational over F for any
invertible faithful G-lattice M .
Proof. Given any invertible latticeM and aG-Galois extension L/LG, Saltman showed that L(M)G/LG
is a retract rational extension ([30], Theorem 3.14). In addition, if Gal(F(ζ)/F) is cyclic and G is a
Z-group, he proved that for L = F(ZG) the extension LG/F is also retract rational (see [29] ,The-
orems 2.1, 3.5, 5.3 where he proves that for such groups there is a generic Galois extension and
has a lifting property, and in [30] Theorem 3.12 he proves that the lifting property implies retract
rationality). In particular we get that F ⊆ F(ZG)G ⊆ F(ZG ⊕M)G is a tower of retract rational
extensions, which by [18] means that F(ZG⊕M)G/F is also a retract rational extension. Since M is
faithful and ZG is permutation, Proposition 3.3 shows that F(ZG ⊕M)G/F(M)G is rational and it
follows that F(M)G/F is retract rational. 
In particular, since Fl(G,E) is invertible, we conclude thatF(Fl(G,E)⊕ZG)G/F is retract rational,
thus proving part (1) of Theorem 1.1.
Now that we know that F(Fl(G))G/F is a retract rational extension given that F contains enough
roots of unity, we turn to ask if it is a stably rational extension. One such result was given by Snider
in [34]. Snider proved that if G =
〈
σ, τ | σn = τ2 = e, τστ−1 = σ−1
〉
is a dihedral group with n
odd and F contains a primitive n-th root of unity, then F(Fl(G))G/F is stably rational.
As mentioned above, each Z-group G is isomorphic to a semidirect product of cyclic groups of
coprime orders Cn ⋊ Cm. Note that Cm acts on Cn by conjugation, and in the dihedral case the
action is faithful. In what follows, we shall prove that we can always reduce the question to faithful
actions.
Unless stated otherwise, for the rest of this section we fix the following notations.
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Let G =
〈
σ, τ | σn = τm = e, τ−1στ = σr
〉
where (n,m) = 1 and r ∈ Z satisfying rm ≡n 1. Let
〈τ〉 act on 〈σ〉 by conjugation and letK = Z(G)∩〈τ〉 be the kernel of this action. Note that ifm0 is the
order of r in Z/nZ, then K = 〈τm0〉. It follows that G˜ ∼= G/K =
〈
σ˜, τ˜ | σ˜n = τ˜m0 = e, τ˜ σ˜τ˜−1 = σ˜r
〉
and 〈τ˜ 〉 acts faithfully on 〈σ˜〉. We also assume that σr 6= σ, and in particular n > 2, since otherwise
G is cyclic. Finally, we let M = Fl(G, {σ, τ}). Our next goal is to show that we can move from G to
G˜ when computing the invariants.
As we have seen before, we have the split exact sequence
0 // I ⊗M // (ZG/〈σ〉⊗M)⊕ (ZG/〈τ〉⊗M)
ε // M // 0 .
Let us investigate the projection ε a little further.
From Lemma 5.4 and 5.5 we have the isomorphism
ZG/〈σ〉⊗M ∼= ZG⊗〈σ〉 M〈σ〉 ∼= ZG⊗〈σ〉 (P1 ⊕ Fl(〈σ〉 , 〈σ〉)) ∼= ZG⊗〈σ〉 (P1 ⊕ P2 ⊕ Z)
where P1, P2 are free 〈σ〉-lattices. Let Sˆ = e ⊗ 1 in the right most term where 1 ∈ Z. The first and
second isomorphisms from the right send it to e⊗ S where S is the flow on the cycle e→ σ → σ2 →
· · · → σn−1 → e which is sent by the last isomorphism to 〈σ〉 ⊗ S.
Since P1, P2 are free 〈σ〉-lattices, we get that ZG ⊗〈σ〉 (P1 ⊕ P2 ⊕ Z) ∼= Q ⊕ ZG/〈σ〉 and Sˆ from
above corresponds to e 〈σ〉 in ZG/〈σ〉. By the previous argument we have that ε(Sˆ) = S. A similar
argument is true for the subgroup 〈τ〉. Putting it all together we get the split exact sequence
0 // I ⊗M // P ⊕ ZG/〈σ〉⊕ ZG/〈τ〉
ε // M // 0
where P is a G-free lattice. Additionally, denoting by Sˆ, Tˆ the elements e 〈σ〉 , e 〈τ〉 in ZG/〈σ〉,ZG/〈τ〉
respectively and letting S, T be the flows e → σ → · · · → σn−1 → e and e → τ → · · · → τm−1 → e
respectively, we get that ε(Sˆ) = S and ε(Tˆ ) = T . Our next step is to find another such exact
sequence which is easier to work with.
Consider an exact sequence
0 // ker(π) // Q⊕ ZG/〈σ〉⊕ ZG/〈τ〉
π // M // 0
where the restriction of π to ZG/〈σ〉 ⊕ ZG/〈τ〉 coincides with ε, and Q is some free G-lattice. If P ′ is
any free G-lattice, H is any subgroup of G and i ∈ Z, then
Hˆi(P ′ ⊕ ZG/〈σ〉⊕ ZG/〈τ〉) ∼= Hˆi(ZG/〈σ〉⊕ ZG/〈τ〉),
and since π, ε coincide on ZG/〈σ〉⊕ZG/〈τ〉, it follows that their induced map on the Tate cohomology
groups also coincide. The homomorphism ε splits so its induced map in cohomology is always
surjective, and therefore also π’s induced maps. Finally, we have that
Hˆ0(H,P ′ ⊕ ZG/〈σ〉⊕ ZG/〈τ〉) // Hˆ0(H,M) // Hˆ1(H, ker(π)) // Hˆ1(P ′ ⊕ ZG/〈σ〉⊕ ZG/〈τ〉) = 0
so that Hˆ1(H, ker(π)) = 0 for all subgroupsH ≤ G, or equivalently it is a coflasque lattice. SinceM is
invertible and ker(π) coflasque, we conclude from Lemma 3.6 that ker(π)⊕M ∼= ZG⊕ZG/〈σ〉⊕ZG/〈τ〉
so that ker(π) is invertible and therefore [M ]
fl
= [M ]
cofl
= [ker(π)].
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Let us consider the map π defined as follows. Recall that 1 ≤ r ≤ n− 1 is the integer such that
στ = τσr . Define the flows S, T,A to be
S := e→ σ → · · · → σn−1 → e
T := e→ τ → · · · → τm−1 → e
A := (e→ σ → στ) − (e→ τ → τσ → · · · → τσr).
Clearly we have that σ(S) = S and τ(T ) = T . Let Sˆ = e 〈σ〉 , Tˆ = e 〈τ〉 and Aˆ = e be generators for
ZG/〈σ〉,ZG/〈t〉 and ZG respectively (as ZG-modules), and define π : ZG/〈σ〉 ⊕ ZG/〈τ〉⊕ ZG → M by
setting π(Sˆ) = S, π(Tˆ ) = T and π(Aˆ) = A. The maps π and ε coincide on ZG/〈σ〉⊕ZG/〈τ〉 so we are
left to show that π is surjective.
Denote by Nσ, Nτ the norm elements Nσ =
n−1∑
i=0
σi and Nτ =
m−1∑
j=0
τ j .
Lemma 5.8. The homomorphism π : ZG/〈σ〉⊕ZG/〈τ〉⊕ZG→M is surjective and ker(π) is spanned
by the elements
Vg = g

m−1∑
j=0
τ j
rj−1∑
i=0
σi(Aˆ) +
rm − 1
n
·
(
Sˆ
)
+ Tˆ − σ(Tˆ )


Uτ j = τ
j
(
Nσ(Aˆ)− Sˆ + rτ(Sˆ)
)
where g ∈ G and 0 ≤ j ≤ m− 1.
Proof. For convenience, we sketch the proof for S3 ∼= C3 ⋊ C2. The general proof is a similar and is
left to the reader.
The Cayley graph of S3 with respect to {σ, τ} is
e // σ // σ2 // e // σ // σ2 // e // σ // σ2 // e // σ // σ2 // e
τ
τ(A) //
OO
τσ
τσ(A) //
OO
τσ2
τσ
2(A) //
OO
τ
τ(A) //
OO
τσ
τσ(A) //
OO
τσ2
τσ
2(A) //
OO
τ
OO
e
A //
OO
σ
σ(A) //
OO
σ2
σ
2(A) //
OO
e
OO
Note that some of the vertices and edges appear more than one time to make the illustration clearer.
By definition, S, T and A are in Im(π) , so to show surjectivity it is enough to show that they
generate M .
Suppose that a ∈M is a flow which contains the edge σ2 → τσ with coefficient λ. We can remove
this edge by moving to a − λσ(A). Similarly we can remove the edge σ → τσ2 with the use of A,
and without adding back the edge σ2 → τσ. We can do the same trick in the top row and therefore
we are left only with the edges of the form σi → σi+1, τσi → τσi+1 and τ j → τ j+1. Clearly, this
flow is a linear combination of S, τ(S) (horizontal lines) and T (left vertical line), concluding that
a ∈ Im(π).
We now turn to study the kernel ker(π). Clearly the norms Nσ, Nτ satisfy Nσσ = σNσ = Nσ and
Nττ = τNτ = Nτ . Since 〈σ〉 is normal in G, the norm Nσ is central in ZG.
By definition, the flow A has +1 on the right and bottom edges and −1 on the left and top edges.
We thus see that A+ σ(A) + σ2(A) is zero on the edges of degree τ (which point up) and is making
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one cycle e→ σ → σ2 → e on the bottom lines and twice the cycle τ → τσ → τσ2 → τ in the middle
with a minus sign. In other words we have that A+σ(A)+σ2(A) = S− 2τ(S), so that Uτ0 ∈ ker(π).
Similarly, the sum A+ τ(A) + τσ(A) equals the square with the edges e→ σ, σ(T ) = σ → τσ2 → σ
with plus sign and the edges T = e → τ → e and e → σ → σ2 → e → σ with a minus sign. The
top and the bottom edges gives us one cycle e → σ → σ2 → e (where 1 = r
m−1
n for r = m = 2 and
n = 3). We conclude that A+ (τ(A) + τσ(A)) = σ(T )− T − S and therefore Ve ∈ ker(π).
Let N = span {Ug, Vτ j | g ∈ G, 0 ≤ j ≤ m− 1}. If a ∈ ker(π)/N, then using the element Uτ j and
Vg we can find a representative for it of the form
x =
m−1∑
j=0
(
n−1∑
i=0
αj,iτ
jσi(Aˆ)
)
+ β · Tˆ + γ · Sˆ
where αj , β, γ ∈ Z. For any 0 ≤ j ≤ m−1 and 1 ≤ i ≤ n−1, the only elements in
{
τ j1σi1A
}
∪{S, T }
that touch the edge (τ jσi, τ jσiτ) are τ jσi(A) (with a minus sign) and τ jσi−1A (with a plus sign).
We conclude that αj,i = αj,i−1, so setting αj = αj,0 we see that
x =
m−1∑
j=0
αjτ
jNσ(Aˆ) + β · Tˆ + γ · Sˆ.
Using the elements Uτ j we can find another representative of the form
x′ =
m−1∑
j=0
αjτ
j
(
Sˆ − rτSˆ
)
+ β · Tˆ + γ · Sˆ = βTˆ +
m−1∑
j=1
(αj − rαj−1) τ
j Sˆ + (α0 − rαm−1 + γ) Sˆ.
Since π(x′) = 0 and the elements T,
{
τ jS
}m
1
are linearly independent, x′ must be zero and therefore
ker(π) = N . 
We now turn to study the structure of ker(π). Recall that
Vg = g

m−1∑
j=0
τ j
rj−1∑
i=0
σi(Aˆ) +
rm − 1
n
·
(
Sˆ
)
+ Tˆ − σ(Tˆ )


Uτ j = τ
j
(
Nσ(Aˆ)− Sˆ + rτ(Sˆ)
)
.
The elements
{
τ jNσ(Aˆ)
}m−1
j=0
are Z linearly independent and Ue is σ invariant, henceM0 = spanZ {Uτ j}
is a submodule of ker(π) isomorphic to ZG/〈σ〉. Obviously M0 ⊆ ker(π) ∩
〈
Aˆ, Sˆ
〉
ZG
and we wish to
show that this is actually an equality.
Lemma 5.9. There is an equality M0 = ker(π) ∩
〈
Aˆ, Sˆ
〉
ZG
and ker(π)/M0 ∼= IG/〈τ〉.
Proof. Let x ∈ ker(π) ∩
〈
Aˆ, Sˆ
〉
ZG
. As in the previous lemma, the coefficients of τ jσi(A) for j fixed
are the same, so x has the form
m−1∑
0
αjτ
jNσAˆ+
m−1∑
j=0
βjτ
j Sˆ ≡M0
m−1∑
0
αjτ
j
(
Sˆ − rτ(Sˆ)
)
+
m−1∑
j=0
βjτ
jSˆ =
m−1∑
0
(αj − rαj−1 + βj) τ
jSˆ
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where the subtraction in the indices is modulo m. Since π(x) = 0 and
{
τ jS
}m
1
are linearly indepen-
dent, we get that x ≡M0 0, so M0 = ker(π) ∩
〈
Aˆ, Sˆ
〉
ZG
. Since
ker(π)/M0 ≤ ZG⊕ZG/〈σ〉⊕ZG/〈τ〉/〈Aˆ,Sˆ〉 ∼= ZG/〈τ〉
and ker(π)/M0 is generated by the images
{
g(Tˆ − σ
(
Tˆ
)
)
}
g∈G
of {Vg}g∈G, it follows that
ker(π)/M0 ∼=
IG/〈τ〉. 
Let P be any permutation G-lattice with a surjection ψ : P → IG/〈τ〉. We have the following exact
diagram
0

0

ker(ψ)

= // ker(ψ)

0 // ZG/〈σ〉
=

// Q //

P
ψ

// 0
0 // ZG/〈σ〉 // ker (π) //

IG/〈τ〉 //

0
0 0
where Q = ker(π) ×IG/〈τ〉 P . Since P and ZG/〈σ〉 are permutation lattices, the middle row splits
by Lemma 3.6 and hence Q is a permutation lattice as well. The lattice ker(π) is invertible so the
middle column is a flasque resolution, hence [M ]
fl
= [ker(π)] = [ker(ψ)]
fl
. On the other hand, the
exact sequence on the right column corresponds to flows on the graph with edges V = G/〈τ〉. Using
Theorem 3.8 we conclude the following.
Theorem 5.10. The field F(ZG⊕ Fl(G))G is stably isomorphic to F(ZG ⊕ Fl(G/〈τ〉))G over F.
While the action of G on Cay(G,G) is faithful, its action on a graph with vertices G/〈τ〉 has
kernel at least Z(G) ∩ 〈τ〉. As we shall see in the next section, this kernel can be mod out, namely
that F(ZG⊕ Fl(G/〈τ〉))G is stably isomorphic to F(ZG/〈τ〉⊕ Fl(G/〈τ〉))G/〈τ〉, thus proving part (2) of
Theorem 1.1.
Remark 5.11. Let G =
〈
σ, τ | σn = τ2m = e, τστ−1 = σ−1
〉
with (n, 2m) = 1 so that G/Z(G)∩〈τ〉 ∼=
D2n is a dihedral group where n is odd. Recall that Snider proved that if F contains a primitive
2n root of unity, then F(D2n)
D2n/F is stably rational, hence F(G)G/F is also stably rational. In
[11], Endo and Miyata also proved that for such groups the lattice I∗G is a quasi-permutation lattice,
which is equivalent to Fl(G,S) being stably permutation. In particular, this means that F(G)G =
F(Fl(G,S)⊕ZG)G is stably isomorphic to F(ZG)G, so that F(ZG)G/F is a stably rational extension.
5.2. Semidirect product of abelian groups. Let G = N ⋊H be a semidirect product of abelian
groups. In this case we consider the set of edges V = G/H, with some fixed choice of copy of H in G.
The G-action on V is not necessarily faithful. More precisely, if h ∈ G is in the kernel, then it must
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be in H , and for every g ∈ N we also have
gH = h (gH) = hgh−1H
where hgh−1 ∈ N , so that g = hgh−1. It follows that the kernel is exactly H0 := Z(G) ∩H . Setting
G˜ = G/H0, H˜ = H/H0, we see that the G-action on V factors through G˜, and as such the structure of
V is V˜ = G˜/H˜.
Let E− be the set of all directed edges on V ∼= V˜ which are not loops. The graphs X =
(G/H, E−(G)) and X˜ = (G˜/H˜, E−(G˜)) are isomorphic and the action of G on X ∼= X˜ is factored
through G˜, and it follows that F(Fl(X))G =
(
F(Fl(X))H0
)G˜
= F(Fl(X˜))G˜ under the identification
of X and X˜.
Recall that our usual setting is F(Fl(X)⊕ZG)G and we ask whether it is rational over F(Fl(X))G.
Writing K = F(Fl(X)), so that G act on K with kernel H0, the question is the rationality of
K(ZG)G/KG. Two standard reasons used to show the rationality of such extensions are Proposi-
tion 3.3, where we need G to act faithfully on K, and Fischer’s theorem where we need G to be
abelian of some exponent m, KG = K and that K contains a primitive root of unity of order m.
While both of these conditions aren’t true in this case, the next theorem shows how to combine
them.
Lemma 5.12. Let G = N ⋊H be a semidirect product with H abelian and set H0 = Z(G)∩H - the
kernel of the H-action on N . Let G act on a field K with kernel H0, and assume that K
G contains a
primitive root of unity of order |H |. Then K(ZG/N)G is rational over KG, and in particular K(ZG)G
is stably rational over KG.
Proof. Note first that G acts faithfully on K(ZG/N) so
K(ZG/N)G ≈ K(ZG/N ⊕ ZG)G ≈ K(ZG)G,
hence it is enough to prove the rationality of K(ZG/N)G/KG.
Since N acts trivially on ZG/N it follows that K(ZG/N)N = KN (ZG/N) as G/N ∼= H field. We are
thus reduced to the question of rationality of K(ZH)H over KH where the kernel of the H action on
K is exactly H0 and K
H contains an m = |H | primitive root of unity ζ.
Write K(ZH) = K(xh | h ∈ H). Since KH contains a root of unity of the order of the exponent of
H , we get that H∗ := Hom(H,K×) = Hom(H, (KH)×). For any ϕ ∈ H∗ define xϕ =
∑
h ϕ(h
−1)xh.
We have that K(xh | h ∈ H) = K(xϕ | ϕ ∈ H∗) and g(xϕ) = ϕ(g)xϕ. Let ψ :
∏
|H| Z → H
∗
0 be
defined by
ψ(k1, ..., km)(h) =
∏
ϕkii (h).
Note that sinceH is abelian andK contains a primitivem-th root of unity, the natural homomorphism
H∗ → H∗0 is surjective, and in particular ψ is surjective. The kernel of ψ is a subgroup of
∏
|H| Z of
finite index |H0|, so it is also free of rank m. If k¯ = (k1, ..., km) and x(k¯) =
∏
xkiϕi , then g(x
(k¯)) =
ψ(k¯)(g) · x(k¯).
Let k¯(j) = (k
(j)
1 , ..., k
(j)
m ); j = 1, ...,m be a basis for ker(ψ) and set x(j) :=
∏
x
k
(j)
i
ϕi for 1 ≤ j ≤ m.
By the previous argument we have that K(x(1), ..., x(m)) ⊆ K(xϕ1 , ..., xϕm)
H0 . If ϕi |K has order t in
K∗, then xtϕi is an invariant monomial, and therefore[
K(x(1), ..., x(m)) [xϕi ] : K(x
(1), ..., x(m))
]
≤ t.
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Using the decomposition of H∗0 into cyclic groups and adding each of their generators, we get that
|H0| =
[
K(xϕ1 , ..., xϕm) : K(xϕ1 , ..., xϕm)
K
]
≤
[
K(xϕ1 , ..., xϕm) : K(x
(1), ..., x(m))
]
≤ |H0| ,
and the equality K(xϕ1 , ..., xϕm)
H0 = K(x(1), ..., x(m)) follows (up to this point we followed Fischer’s
proof).
For each 1 ≤ j ≤ m and h ∈ H/H0 we have h(x(j)) = ζh,jx(j) for elements (roots of unity) ζh,j ∈ K.
For any fixed j, the map h 7→ ζh,j is a 1-cocycle in Z1 (H/H0,K×), which by Hilbert 90 has the form
ζh,j =
aj
h(aj)
for some aj ∈ K
×. It follows that y(j) = x(j)aj are H/H0 invariant and algebraically
independent. The proof is now finished by noting that
K(x(1), ..., x(m))(H/H0) = K(y(1), ..., y(m))(H/H0) = K(H/H0)(y(1), ..., y(m)) = KH(y(1), ..., y(m)).

Theorem 5.13. Let G = N ⋊H be a semidirect product of abelian groups and set G˜ = G/H∩Z(G).
Then setting X = (G/H, E−(G)) and X˜ = (G˜/H˜, E−(G˜)) we have F(Fl(X)⊕ZG)G ≈ F(Fl(X˜)⊕ZG˜)G˜.
Thus, by the theorem above we assume for the rest of this section that H acts on N faithfully.
In particular, if the new group G is dihedral D2n with n odd and F contains a primitive 2n root of
unity, then Theorem 5.10 together with Snider’s result shows that F(Fl(G/〈τ〉)⊕ZG)G/F is a stably
rational extension.
5.3. G = H ×K for groups H,K of coprime orders. The aim of this section is to show that the
field generated by F(Fl(H) ⊕ ZH)H ⊗ F(Fl(K) ⊕ ZK)K is stably isomorphic to F(Fl(G) ⊕ ZG)G
whenever G = H × K such that H and K have coprime orders. In particular this means that in
order to establish stable rationality for the group G, it is enough to prove it for H and K.
Let G be any finite group and consider its action on the graph Cay(G,G−) = (V,E) and its
corresponding lattices ZV,ZE and Fl(V,E). A natural Z-basis for Fl(V,E) is given by
d(g, h) = (e→ g → gh)− (e→ gh), g, h, gh ∈ G\ {e} ,
d(g, g−1) = (e→ g)− (g → e) , g ∈ G\ {e} .
In other words, we take the spanning tree consisting of all the edges e → g and for each edge not
appearing in this tree we create a simple flow by adding to the edge a simple path from the tree. It
is now easy to show that these flows satisfy the two cocycle condition, namely
d(g1, g2) + d(g1g2, g3) = d(g1, g2g3) + g1(d(g2, g3)),
where we write d(e, g) = d(g, e) = 1 for each g ∈ G. Furthermore, these relations generate all the
other relations on this basis. This is not surprising since this is just the next part of the bar resolution
of G which starts with
ZE
∂ // ZV
ε // Z // 0 .
Letting dg be the edge e→ g for g 6= e we get that flows d(g, h) together with the edges dg constitute
a basis for ZE, and additionally we have
d(h, g) = dh + h(dg)− dhg.
Note that applying ∂ on the equation above we get that h(d˜g) = d˜hg − d˜h which are the defining
relation for the lattice IG (where we identify d˜g with g− e). Keeping all of this in mind, we have the
following definitions (in multiplicative form).
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Let L/LG be a G-Galois extension of fields and α ∈ Z2(G,L×) a 2-cocycle. Define Lα(IG) to be
the field L (yg | e 6= g ∈ G) where the yg are algebraically independent with the G-Galois action
h(yg) =
yhg
yh
α(h, g),
where we denote ye = 1. Note that the G-action can be rewritten as
yhh(yg)
yhg
= α(h, g).
For fixed elements λg ∈ L×, e 6= g ∈ G, let zg = λgyg. Then clearly Lα(IG) = L(zg | e 6= g ∈ G)
with the G-action defined by
zhh(zg)
zhg
=
λhh(λg)
λhg
α(h, g), so in particular the field Lα(IG) is a function
of the cohomology class of α.
It can also be shown that Lα(IG) is a generic splitting field of ∆ = ∆(L/L
G, G, α) in the sense of
Amitsur [5]. We need only one property of such fields which we now prove.
Lemma 5.14. Let ∆ = ∆(L/LG, G, α) where ∆ is split. Then Lα(IG)
G is stably rational over LG.
Proof. Since ∆ splits, the cocycle α is cohomologous to 1. As mentioned above, we may assume
that the action is defined by h(yg) =
yhg
yh
, or in other words, Lα(IG) ∼= L1(IG) ∼= L(IG) where the
correspondence is g − e↔ yg. The module IG is part of the exact sequence
0 // IG // ZG
ε // Z // 0 ,
so by Theorem 3.4 we get that L(ZG)G is rational over L(IG)
G. On the other hand L(ZG)G is
rational over LG since ZG is a permutation lattice and L/LG is Galois, and the lemma follows. 
We now turn to prove that if F(Fl(H))H and F(Fl(K))K are stably rational over F and H,K are
of coprime orders, then so is F(Fl(G))G for G = H ×K.
This was proved in the nongraded case by Katsylo [19], Schofield [33] and Saltman [31]. We will
adapt Saltman’s proof for the graded case.
Let E be a field with a G-action and consider the field E (Fl(V,E)). Letting c(g, h) be the
variables in E(Fl(V,E)) corresponding d(g, h), it follows that {c(g, h) | e 6= g, h ∈ G} are alge-
braically independent over E and σ(c(g, h)) = c(σ,g)c(σg,h)c(σ,gh) for every σ, g, h ∈ G, where we denote
c(g, e) = c(e, g) = 1 for all g ∈ G. We call such a field a generic G 2-cocycle extension of E, and
denote it by E(c).
Lemma 5.15. Let L/LG be a G-Galois extension α ∈ Z2(G,L×) and let c be a generic G 2-cocycle.
Then we have the following:
(1) L(c)α·c(IG) ∼= L(c)c(IG).
(2) L(c)c(IG)
G is a rational extension of LG.
Proof. (1) The action on Lαc(IG) is defined by
yhh(yg)
yhg
= α(h, g)c(h, g).
Setting c′(h, g) = c(h, g)α(h, g), we clearly get that {c′(h, g) | e 6= h, g ∈ G} are algebraically
independent over L, so c′ is a generic G 2-cocycle and L(c)α·c(IG) ∼= L(c′)c′(IG).
(2) As mentioned in the beginning of this section, L(c)c(IG) is just a complex way of writing
L(ZE). Since L/LG is G-Galois and ZE is a permutation lattice, we get that L(c)c(IG)
G =
L(ZE)G is rational over LG.

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We now turn to decompose 2-cocycles on G into two 2-cocycles on H and K.
Let c be a generic G 2-cocycle and let α, β be inflations of generic H ∼= G/K and K ∼= G/H 2-
cocycles. More precisely, the elements {α(h1, h2) | e 6= h1, h2 ∈ H} are algebraically independent,
α(h1g1, h2g2) = α(h1, h2) for any h1, h2 ∈ H and g1, g2 ∈ K, and the G-action is defined by
g(α(h1, h2)) = α(h1, h2) for all g ∈ K, h1, h2 ∈ H
h1(α(h2, h3)) =
α(h1, h2)α(h1h2, h3)
α(h1, h2h3)
for all h1, h2, h3 ∈ H,
and similarly define β.
We will show that F(α, β, c)αβc(IG)
G is rational over F(c)G and over F(α, β)G. The last field is
the fraction field of F(α)H ⊗F F(β)
K , and this will finish the proof.
The second part follows from the previous two lemmas. More precisely we have F(α, β, c)αβc(IG)
G =
F(α, β)(c)αβc(IG)
G ∼= F(α, β)(c)c(IG)G which is rational over F(α, β)G.
Since α, β are two generic 2-cocycles for H,K respectively, we expect that α · β will have similar
properties as a generic G 2-cocycle. Indeed, the next lemma shows that the previous lemma still
holds in this case.
Lemma 5.16. Let L/LG be a G-Galois extension where G = H ×K with (|H | , |K|) = 1. Let α, β
be the inflations of the H and K generic 2-cocycles. Then the following holds:
(1) L(α, β)αβγ(IG) ∼= L(α, β)αβ(IG) for all γ ∈ Z2(G,L×).
(2) L(α, β)αβ(IG)
G is a stably rational extension of LG.
Proof. (1) Since H1(K,L×) = 0 by Hilbert 90, we have the inflation restriction exact sequence
0 // H2(G/K, (L×)
K
)
inf // H2(G,L×)
res // H2(K,L×)G/K .
Since |H | = |G/K| and |K| are coprime, we can find a, b ∈ Z such that a |G/K| + b |K| = 1.
If [γ] ∈ H2(G,L×) is any 2-cocycle, then we can write γ = γH · γK where γH = γb|K|
and γK = γ
a|H|. The group H2(K,L×) is |K|-torsion, so res(γH) = 0, and therefore γH ∈
inf(Z2(G/K, (L×)
K
). Switching the roles of H and K we get that γK ∈ inf(Z2(G/H, (L×)
H
).
Letting yg be the indeterminates corresponding to IG in L(α, β)αβγ(IG), we have the action
h1τ1(yh2τ2) =
yh1h2τ1τ2
yh1τ1
α(h1τ1, h2τ2)β(h1τ1, h2τ2)γ(h1τ1, h2τ2)
=
yh1h2τ1τ2
yh1τ1
α(h1, h2)β(τ1, τ2)γH(h1, h2)γK(τ1, τ2)
for all h1, h2 ∈ H and τ1, τ2 ∈ K. As in the previous lemma, defining α˜(g1, g2) = α(g1, g2)γH(g1, g2)
and β˜(g1, g2) = β(g1, g2)γK(g1, g2) for g1, g2 ∈ G, we get that α˜ and β˜ are inflation of generic
2-cocycles in H,K respectively, which show that L(α, β)αβγ(IG) ∼= L(α, β)αβ(IG).
(2) Consider the fieldK = L(α, β)α(IG/K)β(IG/H )αβ(IG), where the indeterminates of IG/K , IG/H
and IG are denoted by zh, wτ and yg respectively.
The 2-cocycle α · β splits in L(α, β)α(IG/K)β(IG/H ). Indeed, setting λhτ = zhwτ for h ∈ H
and τ ∈ K we get that αβ(g1, g2) =
λg1g1(λg2 )
λg1g2
, where we use the fact that the zh are K-
trivial and the wτ are H-trivial. We conclude that K ∼= L(α, β)α(IG/K)β(IG/H)1(IG), so
KG is rational over L(α, β)α(IG/K)β(IG/H)
G. Taking the invariants, first under K and then
under H , we see that the last field is rational over LG.
On the other hand, we have K = L(α, β)αβ(IG)β(IG/H )α(IG/K), and we wish to show that
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α splits in L(α, β)αβ(IG)
K so we can drop the last term IG/K . Let a, b ∈ Z such that
|H |a + |K| b = 1, and set z˜h = zh ·
(∏
τ∈K
τ(yh)
)−b
for each h ∈ H and note that z˜h is K
invariant. For h, h′ ∈ H we get that
h′ (z˜h) =
[
zh′h
zh′
α(h′, h)
]
/
[∏
τ
τ
(
yh′h
yh′
α(h′, h)β(h′, h)
)b]
=
[
zh′h
zh′
α(h′, h)
]
/
[∏
τ
τ
(
yh′h
yh′
)a
(α(h′, h))
b|K|
]
=
z˜h′h
z˜h′
α(h′, h)
α(h′, h)b|K|
=
z˜h′h
z˜h′
α(h′, h)a|H|.
Since α is an inflation of an H 2-cocycle, we get that αa|H| ∼ 1 where both cocycles are
in L(α, β)K . Thus, we can find λh ∈ L(α, β)K such that α(h1, h2) =
λh1h1(λh2 )
λh1h2
for all
h1, h2 ∈ H . Taking zˆh = z˜h · λh we get that (1) zˆh are K invariant and (2) H acts on them
by h′(zˆh) =
zˆh′h
zˆh′
, or in other words K ∼= L(α, β)αβ(IG)β(IG/H)1(IG/K). By Lemma 5.14,
we know that KH is stably isomorphic to K = L(α, β)αβ(IG)β(IG/H )
H , and actually it can
be shown that this stably isomorphism uses K invariant indeterminates, so we actually have
that KG is stably isomorphic to L(α, β)αβ(IG)β(IG/H )
G.
Repeating this process for K, we get that KG is stably isomorphic to L(α, β)αβ(IG)
G and we
are done.

We now have all the ingredients for the proof of Theorem 1.3.
Proof. (of Theorem 1.3) Let c be a generic G 2-cocycle where G = H ×K with (|H | , |K|) = 1. Let
α, β be the inflations of the H and K generic 2-cocycles. Consider the field K = F(α, β, c)αβc(IG)
G.
From part (1) in Lemma 5.15 we get that
F(α, β, c)αβc(IG) = (F(α, β)) (c)αβc(IG) ∼= (F(α, β)) (c)c(IG)
and from part (2) we get that (F(α, β)) (c)c(IG)
G is rational over F(α, β)G. Lemma 5.16 shows
similarly that F(α, β, c)αβc(IG)
G is stably isomorphic to F(c)G.
Finally, we have
|G| =
[
F(α, β) : F(α, β)G
]
≤
[
F(α, β) : F(α)HF(β)K
]
=
[
F(α, β) : F(α)F(β)K
] [
F(α)F(β)K : F(α)HF(β)K
]
≤
[
F(β) : F(β)K
] [
F(α) : F(α)H
]
= |K| |H | = |G| ,
so there are equalities everywhere. In particular F(α, β)G = F(α)H · F(β)K , which is isomorphic
to the fraction field of F(α)H ⊗F F(β)K (since F(α) ∩ F(β) = F). It follows that F(c)G is stably
isomorphic to the fraction field of F(α)H ⊗F F(β)K . 
6. The center of the generic division algebra
The center of the generic division algebra of degree n can also be represented using flows in graphs.
More precisely, let V be a set of vertices of cardinality n and let E− = {(v, u) | v, u ∈ V distinct}.
The graph X = (V,E−) has a natural Sn-action, and the center of the generic division algebra of
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degree n is F(Fl(X)⊕ ZSn/Sn−1)Sn (up to stable isomorphism). Actually the part ZSn/Sn−1 can be
thought of as adding the self loops to E−.
We finish this paper by recalling some of the results regarding the extension F(Fl(X)⊕ZSn/Sn−1)Sn/F
and reinterpret them using the language of flows.
For n = 2 the group Sn = C2 is just the cyclic group of order 2, so that Fl(X) ∼= Z because X is
just a cycle of order 2 (see also Corollary 5.2). The required field is thus F(Z⊕ZC2)C2 ∼= F(ZC2)C2(x)
which is rational over F since F(ZC2)
C2/F is rational.
For n = 3 the group S3 = D6 =
〈
σ, τ | σ3 = τ2 = 1, τστ−1 = σ−1
〉
and V = G/〈τ〉 as a G-set.
Since all the Sylow subgroups of S3 are cyclic, Theorem 1.1 and Corollary 1.2 show that F(X)
S3/F
is stably rational (though we assume that F contains a primitive root of unity of order 3).
In case n = p is prime, Saltman showed that the extension F(Fl(X))Sn/F is retract rational [30].
Later on it was proved that Fl(X) is actually invertible (see Theorem 9.12 in [10] and section 3.1
in [8]). The retract rationality now follows since F(Fl(X)⊕ ZSn/Sn−1)Sn/F(ZSn/Sn−1)Sn is a retract
rational extension ([30], Theorem 3.14) and F(ZSn/Sn−1)Sn/F is rational by the fundamental theorem
of symmetric polynomials.
To prove that Fl(X) is invertible, recall that a G-lattice M is invertible if and only if MHi , its re-
striction to theHi-action, is invertible as anHi-lattice for subgroupsHi where gcd ([G : H1] , ..., [G : Hk]) =
1 (see the argument leading to Corollary 5.6). For G = Sn choose H1 = 〈(1, 2, 3, ..., n)〉 ∼= Cn and
H2 = stabSn({n}) ∼= Sn−1, hence for n = p prime we get that [G : H1] = (p−1)! and [G : H2] = p are
coprime. The H1-lattice Fl(X)H1 is just Fl(Cn, Cn) which is a permutation lattice by Corollary 5.2,
since H1 is cyclic. On the other hand, the H2-lattice Fl(X)H2 is again a flow in graph where there
is a fixed vertex. We already showed in Corollary 4.6 that in such cases there is a reduction to
Noether’s problem F(ZSn)
Sn/F which is known to be stably rational . A further investigation shows
that Fl(X)H2 is already in itself a permutation lattice. Indeed, let T be the subtree of X consisting
of the edges {(i, n) | 1 ≤ i ≤ n− 1}. For each edge e not in T there is a unique way to complete
it to a simple flow in the graph using the edges of T , which we denote by Ce. It is easily seen that
{Ce | e /∈ T } is a basis for Fl(X) which is H2-stable, so that Fl(X) is an H2-permutation lattice.
Finally, in [7] Beneish proved the following. For p prime, let H ≤ Sp be the subgroup generated by
the cycle (1, 2, 3, ..., p) and let N be its normalizer. Then N contains a cyclic group C of order p− 1
such that N ∼= H ⋊ C is isomorphic to the affine group of the finite field with p elements. Beneish
showed that under these notations the fields C(Fl(X)) is stably isomorphic to C(ZSp ⊗N Fl(X)) as
Sn-fields (and therefore also as N -fields). Considering Fl(X) as a module over ZN , we get the set of
flows on the graph with vertices N/C, which is exactly the type of graphs appearing in Theorem 5.10
when we give a reduction for group with cyclic p-Sylow subgroups. Thus, a better understanding of
these lattices over the affine group might lead to new results on the center of the standard generic
division algebra.
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