Partially ordered sets have received much attention in recent years, not just due to their usefulness in combinatorics and abstract algebra, but also due to their practical applications in fields ranging from chemistry to macroeconomics. The garland or double fence GN is a partially ordered set with 2N elements which generalizes the well-known fence or zigzag poset. The main result of this paper is recurrence relations for enumerating the linear extensions of GN . These recurrences were then applied to prove divergence of the standard type GN -generating series. When coded in Python, it provides a fast method for computing e(Gn) for arbitrary n. The first 200 terms of this sequence are published online under OEIS A227656.
Introduction
An introduction to the garland poset G n can be found in Enumerative Combinatorics by R. Stanley [3] , exercise 3.68, p. 419. The garland poset G N of order 2N is the set {z 1 , z 2 , . . . , z 2N } with partial order ≺ such that z 2i−3 ≻ z 2i , z 2i−1 ≻ z 2i and z 2i+1 ≻ z 2i for all i ∈ 1, N . In this paper, we use distinct notations z 2i = x i and z 2i−1 = y i for even and odd indices which corresponds to the graph. This paper is essentially technical and independent on other resources. Nevertheless, attentive readers may find certain conceptual patterns to be well applied far beyond its scope. Having this in mind, we limit our references to other alternatives in [2] and [3] . 
Designations
The following notation will be used in this paper: 3 Recurrent Decomposition of L(G n )
Let P and P ′ be two finite posets with partial order ≺ such that P ⊆ P ′ , i.e inclusion P ′ in P is an order homomorphism. Let L(P ) and L(P ′ ) denote their respective linear extensions.
Definition 3.1. We call a map π : L(P ) → L(P ′ ) isoton or order preserving if
Given f ∈ L(P ), let's consider a function ω f defined on P ′ as
and a map π defined on L(P ) as
Proof. We have
Given N > 1, let's consider the series of garland posets
, and
Proof. According to the definition of L
As defined for N > 1, π * m,n is a monotonous bijection 1, 2N \{n, m} → 1, 2N − 2, thus the restriction of
Given N > 1, from the definition of the garland poset G N we have
This leads to 4 possible subsets in terms of values of the extension f at nodes x N , x N −1 , y N , y N −1 :
These subsets are mutualy disjoint and make a cover of L(G N ), thus they form a 4-partition
as its refinement can be written as a disjoint union
Using Lemma 3.3 we assert that the map π N :
Thus, the enumeration (2) yields
Lemma 3.4.
Proof. In this proof N ≥ 2, f ∈ L(G N ), and the values m = f (x N ) and n = f (y N ) are fixed. Also, we denote
Case 11
which shows that the range of values t = f N −1 (x N −1 ) is an interval n, m − 2, and the range of τ = π N (f )(y N −1 ) is an interval 1, n − 1. This case leads to the disjoint union
and since the restriction
m,n is a bijection, this yields enumeration
In this case 1 ≤ τ ′ < n and m < t ′ ≤ 2N , thus (2) yields
As we see, the range of values t = π *
m,n is a bijection, its range is a disjoint union
. In this case the disjoint union is equal to
and the corresponding enumeration
Corresponding ranges are t ∈ m − 1, 2N − 2 and τ ∈ n, m − 2. Thus, the disjoint union is
By summing of 4 cases above we obtain identity
Consecutive grouping (second and fourth terms) gives
and after re-grouping the term
m−1 τ we arrive at (5) where N ≥ 2, m ≥ 3, m > n.
Partial Generating Functions
This section appears entirely technical. Its primary goal is one-dimensional recurrence (7) that will be obtained in several steps from (6) by using standard Abel summation techniques. The relation (5) in Lemma 3.4 can be written using the notation
for N ≥ 2, 1 ≤ n < m ≤ 2N.
We note that in the last formula indices m and n are clearly separated. Thus given N ≥ 2, the generating polynomial for the sequence D
where
Below we also use the notation
Statement 4.1.
Using notation
As a consequence
Now the desired formula follows directly from Statement 4.1.
, and using designation (iv) above,
For the first term in (*), Abel summation gives
Therefore,
and since
The Abel summation for the second term in (*) can be obatined from its first term directly by mens of symmetry between ψ n and ψ m , i.e by switching D (N −1) (1, x) with D (N −1) (x, 1):
After substitution of both formulas, (*) arrives at
Proof. We have Proposition 4.5.
5 Generating Series
We do not assume convergence of power series
to designate term-wise equivalence of formal power series, i.e. their equivalence over x, y, z monomials. In the sequel all derivatives of the formal series are defined term-wise.
Proposition 5.1.
Proof. From (7) we obtain
(1) (y, 1) = y 2 , we arrive at (8).
Comment: The last term in (8) is equal to x 3 y(x + 1)(y + 1) = D (2) (x, y). Below we apply ordinary Taylor expansion to the formal series in (8). Since D (N ) (x, y) are polynomials, Taylor expansions can be applied to the formal series D(x, y, z) purely algebraically, without assumption of convergence. For the formal derivatives we use brief notations:
Proposition 5.2.
Proof. From (8) we have
Then, after obvious re-grouping
thus, for γ ≥ 2 it arrives at (9).
Garland Recurrences
The relation (9) is a source of all other recurrences in this section. For instance, α = β = 0, γ ≥ 2 and z = 0 gives
is the partial generating function-polynomial over x and y of degrees 2γ and 2γ − 2 respectively. Finally, we arrive at the following statement.
Proposition 6.1.
Using (10) we may compute consequently all partial generating functions
thus (10) implies a subordinate relation
Example 6.2. We use (11) to compute e (G 3 ). The partial generating function D z 2 (x, y, 0) is equal to
with each term corresponding to one of the four linear extensions below: 
Values e(G N ), N ≤ 6, can be found in [1] , p. 419, ex. 3.68(c). Optimized code based on relations (10) and (11), described in the section below, provides fast evaluation of e(G N ) for arbitrary N .
Divergence of Formal Series
In this section, we show that the formal series D(x, y, z) as defined in Section 6 diverges in any neighborhood of z =0 for x =y=1. We start with the formula for D z 1+γ (1, 1, z), γ ≥ 2, derived from (9) in the case α = β = 0 :
Let's assume for the sake of contradiction that the series D(1, 1, z) converges locally at some neighborhood of z = 0. Then the previous relation can be written via convergent power series
In particular, for γ ≥ 3 it implies
thus, by taking derivative in the last formula over z one can write
Substituting this in (12) followed by straightforward computations gives 4z = 4, which makes a contradiction with an assumption of local convergence of D(1, 1, z) at z = 0. Details we leave to the reader.
Optimized Enumeration Algorithm
We start with (10)
Asumming that k ≥ 3 using the derivatives of ϕ k (x, y)x 2 y, ρ
k (x, y) and φ k (x, y)x 2 y, we obtain the formula which also agrees with (13), so it is satisfied for all k ≥ 1. Similarly, from (10) for k > 1 we have
Computation of derivatives in the case k = 1 confirms (14) holds for all k ≥ 1. Dividing equations (13) Finally, we calculate s and t for arbitrarily large k and γ by applying the initial conditions from the example in Section 6: s(2, 1) = 14, s(2, 2) = 18, s(2, 3) = 10, s(2, 4) = 2, t(2, 1) = 6, t(2, 2) = 2 and then calculate e(G γ ) = D z 1+γ (1, 1, 0) using formula (12). Coded in Python, this process provides fast computation of the number of linear extensions for any arbitrary γ ≥ 2. Values of e(G γ ) for γ ≤ 200 are published online under OEIS A227656.
