Abstract -Currently, sleep disorders are considered as one of the major human life issues. There are several stable physiological stages that the human brain goes through during sleep. Nowadays, many biomedical signals such as EEG, ECG, EMG, and EOG offer useful details for clinical setups that are used in identifying sleep disorders. In this work, we propose an efficient technique that could be implemented in hardware to differentiate sleep stages which will assist physicians in the diagnosis and treatment of related sleep disorders. This study depends on different EEG datasets from PhysioNet using the Sleep-EDF [Expanded] Database that were acquired and described by scientists for the analysis and diagnosis of sleep stages. Generally, the EEG signal is decomposed into five bands: delta, theta, alpha, beta, and gamma to define the change in brain state. In this work, Butterworth band-pass filters are designed to filter and decompose EEG into the above frequency sub-bands. In addition, various discriminating features including energy, standard deviation and entropy are computed and extracted from each δ, , α, β and γ sub-band. Furthermore, the extracted features are then fed to a supervised learning classifier; support vector machine (SVM) to be able to recognize the sleep stages state and identify if the acquired signal is corresponding to wake or stage 1 of sleep, according to the purpose of this research. The key novelty of this work is to identify the sleep stages from a publicly available EEG signal dataset by using a feasible set of features, easily implementable filters in any microcontroller device, and an efficient classification method. Therefore, physicians can track these sleep stages to identify certain patterns such as detecting fatigue, drowsiness, and/or various sleep disorders such as sleep apnea. The experimental results on a variety of subjects verify 92.5% of classification accuracy of the proposed work.
I. INTRODUCTION

A. Background
There are several stable physiological stages that the human brain goes through during sleep. Human sleep is divided into two stages: Rapid Eye Movement (REM) sleep and Non-REM (NREM) sleep. NREM sleep is further separated into 4 stages in which the eyes are not only usually closed but also have several nervous centers being inactive; hence, rendering the person either partially or completely unconscious and making the brain a less complicated network [1] . Mora et al. [2] reported that an efficient differentiation of human sleep stages is very important for the treatment of sleep disorders such as apnea, insomnia and narcolepsy. According to Chih and Sheng [3] , 33% of the world's population suffers from insomnia symptoms. Another study of Estrada et al., demonstrates that the awake state is used objectively for knowing sleep scoring even though it is not one of the formal sleep states. It is related to the arousal state of brain activity whereas stage 1 is a midway state between waking and sleeping [4] . In general, the sleep theory is a physiological process of recovery from fatigue by restoring the energy level of the human body and reversing the exhausting effects of wakefulness [5] . Nowadays, many biomedical signals such as EEG, ECG, EMG, and EOG offer useful details for clinical setups that are used in identifying sleep disorders with the EEG signal serving as the most effective signal in sleep stage classification [6] .
Recently, many studies show that single channel of the Electroencephalogram (EEG) signals become widely used in sleep recording and sleep stage classification. It can be calculated by placing the electrodes either at C3-A2 or C4-A1 sites on the head of a subject and records the EEG signals from the brain. Whereas, classification of sleep stages of NREM and REM is mainly done by Rechtschaffen and Kales (R&K) rules to determine sleep characteristics [7] . This is while sleep scoring by a human requires a long time to categorize a whole night's recording. Therefore, the development of automated methods is beneficial in sleep stage analysis; and analyzing EEG is a typical pattern identification process [8] .
Several methods of sleep stages detection have been introduced in the recent years. According to [9] (Fp1 and Fp2) EEG signals, feature extraction method based on American Academy of Sleep Medicine (AASM) scoring manual, feature selection methods and SVM were used to develop an automatic sleep stage classification system. The result of this proposed work gave 77% accuracy. Another study by [10] introduced a method for symbolic representation of the EEG for sleep stage classification using SVM. The experimental results showed that the proposed algorithm could provide 70% success rate. Maximal Overlap Discrete Wavelet Transform and SVM classifier were used by [11] for sleep/wake detection and multiclass sleep stage classification. A set of significant features were selected from EEG and EOG signals. The system has reached an average accuracy of sleep/awake detection and multiclass sleep stage of 95.0% and 93.0% respectively.
B. Contribution and Paper Organization
This work focuses on an easy, fast and efficient technique that could be implemented in hardware to differentiate between awake and sleep stage 1, which will assist physicians in the diagnosis and treatment of related sleep disorders. It is based on a Support Vector Machine (SVM) classifier which differentiates human awake from sleep stage 1. This study depends on different EEG datasets from PhysioNet using the Sleep-EDF [Expanded] Database that were acquired and described by scientists for analysis and diagnosis of sleep stages. Generally, the EEG signal is decomposed into five bands: delta wave (0-4Hz), theta wave (4-8Hz), alpha wave (8-12Hz), beta wave (12-30Hz) and gamma wave (>30 Hz) to define the change in brain state. Butterworth band-pass filters are designed to filter and decompose EEG into the above frequency sub-bands. In addition, various discriminating features including energy, standard deviation and entropy are computed and extracted from each δ, , α, β and γ sub-band. Furthermore, the extracted features are then fed to a supervised learning classifier; support vector machine (SVM) to be able to recognize the sleep stages state and identify if the acquired signal is corresponding to wake or stage 1 of sleep, according to the objective of this research. This paper is organized as follows: In Section II the methodology of proposed method is described. Section III explains the various features extracted from the EEG signal suitable for this work. Section IV describes the SVM technique used in this work. Section V presents and discusses the results. Finally, concluding remarks of this paper are expressed in Section VI.
II. METHODOLOGY AND PROCEDURE
A. Proposed Method
The key innovation of this work is to propose an efficient technique that could easily be implemented in hardware to differentiate between wakefulness and stage 1 of sleep. This will enable physicians to identify certain patterns such as detecting fatigue, drowsiness, and/or various sleep disorders like sleep apnea. The flow chart of the methodology is shown in Figure 1 . First, the EEG signal input is acquired from PhysioNet Sleep-EDF [Expanded] dataset [12] . The EEG signal is then filtered and decomposed into δ, , α, β and γ sub-band frequency bands using Infinite impulse Response (IIR) Butterworth band-pass filters. In addition, various discriminating features including energy, standard deviation and entropy are computed and extracted from the above frequency sub-bands. Finally, the SVM technique is used to train and test these features to be able to recognize the awake and sleep stage 1.
B. EEG Dataset
The dataset used in this paper is publicly available online from PhysioNet using the Sleep-EDF [Expanded] Database [12] . The dataset records is a collection of 61 males and females for almost 24 hours, sampled at 100 Hz. According to Rechtschaffen and Kales, sleep recording contains Fpz-Cz/PzOz EEG signals instead of C4-A1/C3-A2 EEG signals. Its associated hypnogram files contain sleep patterns corresponding to each subject. This pattern consists of sleep stages W, 1, 2, 3, 4, R, M and not scored which are assigned binaries 0, 1, 2, 3, 4, 5, 6 and 9 respectively. The EEG Fpz-Cz channel of 13 subjects was used in this work. For the purpose of illustration, Figure 2 shows 60 second epoch samples of the EEG signal (for wake and stage 1) which are used as inputs to the designed filter. Each signal is processed in 60 second epochs. Table I shows the number of 60 second (one minute) epochs of wake and stage 1 for each subject annotated in the dataset throughout 24 hours.
C. Data Decomposition
The frequencies and amplitudes of δ, , α, β and γ subbands during normal condition is shown in Table II [13] . In this suggested technique, these sub-bands frequency ranges are decomposed from an obtained EEG signal using five efficient Infinite Impulse Response (IIR) Butterworth band-pass filters.
To provide a precise and significantly effective design, minimum order of the filter is applied. The magnitude response of Butterworth filters is characterized as maximally flat in the pass-band with no ripple overall [14] . The minimum order and cutoff frequencies are defined as: 
III. FEATURE EXTRACTION
Three different statistical parameters such as energy, entropy and standard deviation are considered as the discriminating features in this work, extracted from EEG signals at each five sub-bands frequency for the classification process.
A. Energy
The energy represents the capability of the signal by identifying the range under the curve of power at any period of time. The mathematical representation of energy is given by:
B. Entropy
The entropy measures an uncertain outcome by using a mathematical equation which is given by: EN log 1 n 6000, 1 i 5 4
C. Standard Deviation
Standard deviation is calculated as the square root of the variance that measures the distribution of a set of data with respect to its mean. The standard deviation of the signal is expressed as:
1 n 6000
IV. SUPPORT VECTOR MACHINE (SVM)
For the sleep stage classification, a Support Vector Machine (SVM) is used as the classification tool [7] . The SVM is used to classify data as one of the supervised learning models. It also defines a kernel function to map a set of annotated training data in relation to a high-dimensional feature space where a separating hyperplane can be located. By using a kernel function, the SVM can find the boundary by the use of a hyper-plane in nonlinear high-dimensional feature spaces. In addition, the SVM determines the maximum margin hyper-plane that can be represented as a linear boundary of training data [1] [15]. In this study, the SVM was implemented using MATLAB codes 'svmtrain' and 'svmclassify' respectively. In order to differentiate between the stage of wakefulness and sleep stage 1 in this study, 100 EEG signals for each category were used for evaluation; where 6000 samples were applied from each of the EEG signals that were sampled at 100 Hz frequency. By using IIR Butterworth pass band filters, δ, , α, β and γ sub-bands were decomposed from acquired EEG signals. Figure 3 and Figure 4 show the input of awake and stage 1 EEG signals respectively, with their corresponding sub-bands. This study was performed in MATLAB R2012a.
The statistical feature of energy is calculated using Equation 3. Table III In this present work, the features were extracted from the EEG Fpz-Cz channel for each sub-band. The kernel SVM was used to train 80% of datasets, while 20% were applied for testing. The performance of the kernel SVM classifier can be determined by the computation of accuracy ACC= (TP+TN)/ (TP+FP+TN+FN), sensitivity SEN=TP/ (TP+FN), and specificity SPE=TN/ (TN+FP), where TP is true positives, TN is true negatives, FP is false positives, and FN is false negatives [15] . The overall performance of our work is concluded in Table IV. VI . CONCLUSION In this work, a novel approach that could be easily implemented in hardware to differentiate wakefulness from stage 1 of sleep, was developed. The decomposition process of the EEG signal employs digital features which have an easy to use transfer function when used on digital signal processors or digital hardware engines, and/or embedded systems. The features that were chosen in this study: energy, entropy and standard deviation are part of the most effective and useful ways to analyze the EEG signal capability in diagnosis of brain activity states. A linear kernel function of SVM performed the training and testing of the extracted features. The experimental results indicate that the proposed methodology achieves the average classification accuracy of 92.5%. Therefore, our simpler, quicker and more feasible design makes our work attractive for easy implementation in any embedded microcontroller device for identifying certain patterns such as detecting fatigue, drowsiness, and/or various sleep disorders like sleep apnea.
