With the rapid development of recommender systems, accuracy is no longer the only golden criterion for evaluating whether the recommendation results are satisfying or not. In recent years, diversity has gained tremendous attention in recommender systems research, which has been recognized to be an important factor for improving user satisfaction. On the one hand, diversified recommendation helps increase the chance of answering ephemeral user needs. On the other hand, diversifying recommendation results can help the business improve product visibility and explore potential user interests. In this paper, we are going to review the recent advances in diversified recommendation. Specifically, we first review the various definitions of diversity and generate a taxonomy to shed light on how diversity have been modeled or measured in recommender systems. After that, we summarize the major optimization approaches to diversified recommendation from a taxonomic view. Last but not the least, we project into the future and point out trending research directions on this topic.
Introduction
The need for diversification manifests in various information retrieval tasks. This problem was first brought by search result diversification in the late 1990s, as queries submitted to search engines are often short and ambiguous [Carbonell and Goldstein, 1998 ]. For instance, the keyword 'java' may have different interpretations, e.g., programming language, coffee, and island. Diversifying the search results can largely improve the chance to hit the user's real intent. In the last decade, various approaches have been proposed to promote the diversity in search results [Drosou and Pitoura, 2010; Welch et al., 2011; Zhu et al., 2014; Liang et al., 2014; Santos et al., 2015; .
In early 2000s, diversity began to gain attentions from recommender system researchers, and it was recognized to be an important factor to improve user satisfaction for the recommendation results [Bradley and Smyth, 2001] . Differing from search engines, recommender systems do not have such privilege to peep into the user's current intent, since no keyword is provided. What recommender systems often utilize is the user's past interactions (e.g., views, clicks, and purchases) with items (e.g., books, movies, news, and products), from which to infer the user's general preferences and interests, and then select items that match most with (most relevant to) his/her preferences and interests. However, at the early stage, many of the diversification techniques in recommender systems were initially borrowed from search result diversification. Without loosing generality, in this paper, we root in recommender systems to review the recent development in diversification techniques.
Generally speaking, in recommender systems, there are two main lines of approaches, i.e, content-based approaches and collaborative filtering-based approaches. These approaches, in essence, are similarity-based, which may often yield sub-optimal results. For example, content-based approaches tend to produce items matching the user's interests but cover a very narrow scope of topics. Collaborative filtering based approaches often favor popular items, and some of the long-tail items never get the chance to be recommended [Ashkan et al., 2015] . Diversified recommendation is thus proposed to address the above mentioned problems. On the one hand, diversifying recommendation results may help to increase the chance of answering ephemeral user needs, particularly important for users with eclectic interests. On the other hand, diversified recommendations can help the business to improve product visibility by increasing the exposure rate of those long-tail items.
We are motivated by the above to review the recent advances in diversified recommendation. Particularly, we focus on providing meaningful taxonomies that could be useful for classifying, correlating, and clarifying existing approaches. Such taxonomies are still missing in all the recent surveys on similar topics [Chakraborty and Verma, 2016; Han and Yamana, 2017; Kunaver and Požrl, 2017] . Specifically, we first review various definitions of diversity and generate a taxonomy to give an overview of how diversity has been modeled or measured in recommender systems. Then, we summarize the popular optimization approaches in diversified recommendation from a taxonomic view. Last but not the least, based on the thorough review of existing methods, we project into the future and point out several trending research directions on this topic.
Definition of Diversity
Diversity in recommender systems can be viewed at either individual or aggregate level. Individual diversity refers to the diversity of recommendations for a given user, while aggregate diversity refers to the diversity of recommendations across all users. Although aggregate diversity is a combinatory view of individual diversity, a higher individual diversity does not necessarily imply a higher aggregate diversity [Adomavicius and Kwon, 2012] . For example, if the system recommends the same set of five distinct items to all users, the recommendation list for each user is very diverse (i.e., high individual diversity). However, the system can only recommend five items out of the entire item pool, thus, the aggregate diversity is low.
From another perspective, individual diversity focuses on the problem of how to maximize item novelty in face of already recommended ones when generating the recommendation list, while aggregate diversity can be viewed as a problem of how to improve the ability of a recommender system to recommend long-tail items. A few works have been proposed to improve the aggregate diversity of the recommendation results [Brynjolfsson et al., 2010; Adomavicius and Kwon, 2011; Adomavicius and Kwon, 2012; Oestreicher-Singer and Sundararajan, 2012] , countering the effect of item popularity.
Simultaneously, a much larger body of research has been conducted to improve individual diversity, maximizing the between-item novelty. Therefore, in this paper, we focus on individual diversity, which we will simply refer as diversity throughout the paper, unless explicitly specified otherwise. In the rest of this section, we will review various lines of definitions for diversity in recommender systems and propose a taxonomy, as shown in Figure 1 , which could encompass different views for diversity.
Explicit v.s. Implicit Features
The definition of diversity often involves a dissimilarity measure between items, and the first line of views split along whether explicit or implicit features are used for comparison. Specifically, Explicit features refer to the attributes (e.g., genre, brands, and prices) or semantic taxonomy (e.g., topic hierarchy) describing items [Ziegler et al., 2005] . Such information are often used by content-based filtering to perform similarity match between items. However, explicit features may not always be available, and in these cases, implicit features can be used to describe the properties of items. Implicit features can be again categorized into two types: observed and learned. Observed implicit features refer to some user generated data, for example, view, click, purchase records, etc. Such information have also been commonly used as the implicit feedback in recommender systems, as evidence for collaborative filtering [Rendle et al., 2009] . In addition, item features can also be learnt from the implicit or explicit feedbacks, where explicit feedbacks usually refer to the ratings in recommender systems, through latent factor models [Koren et al., 2009] . The latent factors comprise a computerized alternative to the aforementioned explicit features. The beauty of latent factors is that they can measure obvious dimensions as described by the explicit features, as well as less well-defined dimensions or completely uninterpretable dimensions that are not able to be captured by the explicit features [Koren et al., 2009] . These latent features are referred to as learnt latent features in this work.
Pairwise v.s. Set-level Measures
The second line of views split along whether diversity is defined based on a pairwise comparison between item features (no matter explicit or implicit), or based on a view of the entire set of recommended items as a whole.
Pairwise measures usually define a dissimilarity function between items and use the average dissimilarity to characterize the diversity of a recommendation list [Carbonell and Goldstein, 1998; Bradley and Smyth, 2001; Zhang and Hurley, 2008] . The dissimilarity metric can be defined based on explicit features [Ziegler et al., 2005; Chandar and Carterette, 2013; Wu et al., 2016b] , or implicit features [Qin and Zhu, 2013; .
Set-level measures define the utility of the entire set of recommended items as a whole. One of the widely used set-level diversity metrics is coverage. Coverage can be measured in proportionate to the number of distinct items [Wu et al., 2016a; Puthiya Parambath et al., 2016] or topics [Vargas et al., 2014; Ashkan et al., 2015] covered by the recommended items. Another set-level diversity measure gaining rapid popularity in recent years is a probabilistic model called Determinantal Point Process (DPP). DPP originated from quantum physics to give the distributions of fermion systems in thermal equilibrium. As DPP describes the repulsion of fermions precisely, it is natural for modeling diversity. DPP maintains a semi-definite kernel matrix L indexed by the entire candidate set of items, whose diagonal entries capture the quality of items while off-diagonal entries measure the similarity between items. Once L is determined, the probability of observing any subset of items S is proportionate to det(L S ). Due to the property of matrix determinant, more diverse items get higher probability to be sampled together. The DPP kernel matrix L can be viewed as a model of the entire feature space of all items, which can be learnt from data [Gillenwater et al., 2014; Mariet and Sra, 2015; Gartrell et al., 2016; Gartrell et al., 2017; Wilhelm et al., 2018] or carefully constructed from explicit or implicit item features .
Optimization of Diversity
Diversified recommendation is generally treated as a bicriterion optimization problem, in which one seeks to maximize the overall relevance of a recommendation list, while minimizing the redundancy between the recommended items [Gollapudi and Sharma, 2009] . Therefore, one commonly shared objective among most diversified recommendation methods is to maintain a proper trade-off between the relevance and the diversity of the recommendation results [Carbonell and Goldstein, 1998 ].
Various approaches have been proposed to realize the above mentioned objective in recommender systems. In general, we can categorize the major approaches into two broad classes, based on whether the optimization is done in an offline manner or an online manner. In the offline setting, recommender systems usually generate recommendations based on the historical interactions between users and items. With such data, there are three major approaches for trading-off between relevance and diversity, i.e., post-processing methods, learning-to-rank methods, and determinantal point process based methods. These offline methods, however, usually ignore the interactions between users and the recommender system, and thus cannot take the users' immediate and long-term feedback to improve the recommender system's performance. On the other hand, in the online setting, a recommender system explicitly models the interactions between users and the recommender system, which allows the recommender system to update its recommendation policy based on users' feedback in an interactive manner. Two popular approaches have been used to diversify recommendation results for online interactive recommendations, i.e., contextual bandit and deep reinforcement learning. We summarize this taxonomy in Figure 2. Next, we will discuss the major methods following this taxonomy.
Non-interactive Methods
Non-interactive methods usually train an offline model using historical user-item interaction data and then generate recommendations based on the trained model. In this section, we review three lines of non-interactive methods for diversified recommendation, i.e., post-processing methods, learning-torank, and determinantal point process.
Post-processing Methods
The earliest works on diversified recommendations usually take a heuristic post-processing approach to strive a balance between relevance and diversity in the top-N recommendation list [Qin and Zhu, 2013] . These approaches can be classified into two classes: 1) greedy heuristics, where the recommendation list is greedily constructed one-by-one by maximizing a marginal relevance; and 2) refinement heuristics, where items are first ranked based on a relevance metric and then refined by introducing a diversity metric.
The pioneering approach on greedy heuristics is Maximal Marginal Relevance (MMR) [Carbonell and Goldstein, 1998 ], which first represents relevance and diversity by independent metrics and then uses the notion of marginal rele- vance to combine the two metrics with a trade-off parameter. MMR creates a diversified ranking of items by choosing an item in each interaction such that it maximizes the marginal relevance. Other greedy heuristics methods vary in the definition of the marginal relevance, often in the form of a submodular objective function, which can be solved greedily with an approximation to the optimal solution. For example, in [Qin and Zhu, 2013] , an entropy regularizer is proposed to capture the notion of diversity which satisfies monotonicity and submodularity. It is then combined with the modular rating set function, which gives a submodular objective function. This submodular objective is maximized approximately by greedy algorithm. In [Ashkan et al., 2015] , another form of submodular objective function called diversity-weighted utility maximization was proposed, and it was then maximized by a greedy algorithm. In [Sha et al., 2016] , a submodular objective function was proposed to combine relevance, coverage of user's interests, and the diversity between items.
Refinement heuristics usually re-rank a pre-ranked item list through some post-processing actions. For example, [Ziegler et al., 2005 ] defines a similarity metric based on the taxonomy information to compute an intra-list similarity for determining the overall diversity of the recommendation list, and increases diversity by merging a dissimilarity rank with the original rank. [Zhang and Hurley, 2008] defines item similarity based on the feature space (explicit or implicit features) and optimizes diversity by relaxing the bi-criterion optimization problem to a trust-region problem. proposes the notion of explanation-based diversity and then develops two re-ranking strategies, i.e., swap and greedy, to promote diversity in top-N recommendations. [Boim et al., 2011] adopts item-based CF for recommendation and represents each item with a vector of ratings from users. Pearson's correlation coefficient is used to measure the similarity between items and the diversity of the recommendation list is improved through the construction of a priority cover-tree.
Learning-to-rank Post-processing methods mainly play some tricks at the ranking stage. However, such a strategy is suboptimal as cumulative loss on ranking performance may be generated due to error on each step, and extensive tuning of the trade-off parameter may be required [Li et al., 2017] . To mitigate these problems, another group of research proposes to directly learn an optimal ranking for each user, which is called LearningTo-Rank (LTR).
The LTR methods target at the right recommendation order to each user rather than precise score prediction on each candidate item. For diversified recommendation, the main problem of LTR becomes defining an ideal ranking that considers both relevance and diversity as the ground-truth for learning. Several recent works have been done in this direction, for example, treats each user as a training instance, which is labeled by a set of relevant and diverse items empirically determined. An automatic heuristic labeling method is proposed to trade-off between relevance and diversity. LTR is then becoming a supervised learning problem. [Li et al., 2017] defines an ideal recommendation list by proposing a score formulation to model contribution of a candidate item at a particular recommendation position, which unifies both relevance and diversity. LTR becomes a problem of optimizing the score model with a pairwise loss function.
Determinantal Point Process
Most of post-processing and LTR methods adopt pairwise measures of diversity, which is suboptimal as they ignore the correlations between items . Moreover, with the current techniques, similar items may have similar quality scores, which make it expensive to score every possible permutation of the ranked list to generate the ideal recommendation that balances relevance and diversity [Wilhelm et al., 2018] . Another line of research strives to address the above mentioned issues through a probability model of diversity, called Determinantal Point Process (DPP).
As introduced in the previous section 2.2, DPP maintains a kernel matrix L indexed by the entire candidate set of items, whose diagonal entries capture the quality of items while offdiagonal entries measure the similarity between items. The L kernel matrix models the entire feature space of items and captures the correlations between them, which elegantly solves the first problem. Once L is determined, various efficient sequential sampling techniques can be applied to generate a list of diverse and relevant items for recommendation Wilhelm et al., 2018] , which smartly solves the second problem.
There are two approaches for determining L, either learnt from data or constructed empirically. For example, [Wilhelm et al., 2018] proposes to learn L from observed sets of historically interacted items, and then uses an approximate inference algorithm for efficiently sampling from the learnt L. Several other works also adopt similar ideas [Gillenwater et al., 2014; Mariet and Sra, 2015; Gartrell et al., 2016; Gartrell et al., 2017] , but mainly use DPP for basket completion tasks rather than diversifying recommendation. proposes to construct L using quality scores and item features. A trade-off parameter is introduced to balance the consideration of relevance and diversity when constructing L. Moreover, a fast greedy Maximum A Posteriori (MAP) inference is developed in this work to efficiently sample from constructed L.
Interactive Methods
Interactive methods usually train an online recommendation model by repeating the following steps: push the recommendation result, collect feedback, and update model. In this section, we review two lines of interactive methods for diversified recommendation, i.e., contextual bandit and deep reinforcement learning.
Contextual Bandit
The non-interactive methods make use of historical interaction data between users and items to infer users' general preferences for generating relevant recommendations. However, in real world, new users and new items frequently join the system over time, and the profiles of users update dynamically [Wang et al., 2017] , which is called the cold-start problem in recommender systems. Such a problem can be naturally modeled as a Contextual Multi-Armed Bandit (CMAB) problem. Taking movie recommendation as an example, in CMAB setting, given a new user, the recommender system can repeatedly provide the user with a set of movies (called a super arm) and collect his/her feedback in multiple rounds. The CMAB algorithm helps to decide whether to try some new movies (i.e., exploration) or stick on the movies that the user prefers (i.e., exploitation) in the next round based on the user's feedback.
In CMAB setting, diversity is often promoted by designing a relevance-diversity bi-criterion reward function for the super arm. For example, in [Qin et al., 2014] , entropy regularizer is incorporated into the reward function (originally consisting of relevance alone) to promote diversity of the selected super arm. In [Wang et al., 2017] , three types of diversified reward function have been explored in a CMAB setting, including MMR [Carbonell and Goldstein, 1998 ], entropy regularizer [Qin et al., 2014] and temporal user-based switching [Lathia et al., 2010] .
Deep Reinforcement Learning
Contextual bandit methods generally assume that the state of the user is invariant. However, in real world, the user's preference is dynamically changing over time. This information can be captured naturally in a Reinforcement Learning (RL) framework. In RL setting, a recommender system can be viewed as an agent. It senses the state of the environment (i.e., the user's current preferences), and generate an action (i.e., recommend a set of items) accordingly. It then collects rewards based on the feedbacks provided by the user and updates its recommendation policy by optimizing the current rewards or/and the cumulative future rewards.
In RL setting, diversity has been promoted by employing efficient exploration-exploitation strategies. For example, in [Zheng et al., 2018] , a dueling bandit gradient descent algorithm is adopted to do exploration in a deep reinforcement learning framework, which chooses random item candidates in the neighborhood of the current recommender. This exploration strategy can promote diversity while avoiding recommending totally unrelated items and thus preserving recommendation accuracy.
Summary. In short summary, LTR and DPP are two recent trending approaches to solve the diversified recommendation problem in the offline setting. Overall speaking, approaches for diversifying recommendation in the online setting is less well studied than that in the offline setting. Deep RL is a trending framework to study diversified interactive recommendation in the online setting.
Future Directions
Although various approaches have been explored for diversified recommendation, there are still many open questions and challenges to be studied. In this section, we point out five important future research directions on this topic.
Personalized Diversity
Since diversified recommendation is often treated as a bicriterion optimization problem, the objective function (or the reward function in interactive recommendations) usually involves a trade-off parameter between diversity and accuracy. In majority of the diversified recommendation approaches, this parameter is global in nature, which means the same parameter is applied for all users to balance diversity and accuracy [Han and Yamana, 2017] . Defining such a tradeoff parameter in the objective function can be avoided in the learning-to-rank methods, as the optimal ranking is directly learnt from ground-truth sets. However, the same problem pop up when determining a proper ground-truth set that balancing diversity and accuracy.
It is natural that different users may have different preferences to diversity. Some of the users may have very focused interests while others may have a very broad scope of interests. Hence, treating the trade-off parameter in a global manner can be sub-optimal. For example, blindly pursing high diversity for focused users may definitely hurt the accuracy of recommendation results. However, it is still an open question on how to learn users' personal preferences for the diversity of recommendation results and to personalize the trade-off parameters for each individual user.
Temporal Diversity
Most of the current diversified recommendation methods focus on improving the diversity of recommendation results in one recommendation session, but ignoring the diversity of recommendation results across multiple recommendation sessions. The latter problem was first brought up in [Lathia et al., 2010] , and was defined as a problem of temporal diversity. Temporal diversity address the problem of the same item being recommended to the user over and over again, or whether the recommended items present a certain level of novelty [Chakraborty and Verma, 2016] .
The problem of temporal diversity is especially prominent in non-interactive recommender systems, as the same set of items will be repeatedly recommended to the user unless the recommendation model updates based on newly generated user-item interactions. In [Lathia et al., 2010] , various algorithm switching or re-ranking strategies have been explored to promote temporal diversity in a number of non-interactive recommendation models (e.g., CF, k-NN, SVD). However, temporal diversity can be more naturally modeled in the interactive recommendation models, as interactive recommendation models are usually built on a session basis. Moreover, in interactive recommendation models, temporal diversity can be transformed into an exploration-exploitation problem, as more exploration may induce a higher level of temporal diversity. Yet, few studies have been conducted in interactive recommendation models to promote temporal diversity.
Explainable Diversity
One of the common problem faced by traditional recommender systems is that they only provide a set of items for recommendation, but do not provide explanations to make the user or system designer aware of why such items are recommended. However, meaningful and fashionable explanations can help to improve the effectiveness, efficiency and persuasiveness of the recommendation results. In recent years, explainable recommendation is gaining rapid popularity to enhance the transparency of the logic behind sophisticated recommendation models .
Most of the current explainable recommendation approaches focus on finding associations between the recommendation results and relevant users or items, to generate various forms of explanations in textual or visual formats . However, it is still a void field to study how diversified recommendations can be properly explained. This may involve investigating new explanation strategies or rationales, as diversity not only highlights the relevance of individual items, but also the novelty of items in face of already recommended ones.
Visual Diversity
In many real world applications of recommender systems, e.g., e-commerce websites, the recommendation results are often shown as a page of item displays [Zhao et al., 2018] . The users can quickly scan a large number of potential purchases through visual browsing. Hence, a carefully designed item display strategy can potentially enhance users' online visual browsing experience and help them in item discovery [Teo et al., 2016] .
Towards this end, [Teo et al., 2016] has made the first attempt to diversify visual shopping experience which adopts a submodular diversification framework to re-rank the top scoring items based on category information. However, this approach is still item re-ranking by nature, which does not consider other important information that may influence users' visual experiences, such as the relative positions or graphics of displayed items. Hence, visual diversity remains another interesting domain to be investigated in future research.
Psychology-driven Diversity
If we look at the major body of research in recommender systems, they are data-driven in essence. However, data are produced by users, which only capture the decision of users but never the decision-making process of them. So the question is, can we make better predictive models by understanding the users better? This may need the synergy of theories from multiple disciplines, such as psychology, social science, neuroscience, and of course, data science.
Human beings naturally prefer novelty, as driven by their intrinsic curiosity [Wu and Miao, 2013] , which leads to a need for diverse stimuli. [Wu et al., 2016b] has made the first attempt to generate diversified recommendations by modeling users' social curiosity, borrowing ideas from human psychology on how our curiosity is stimulated through surprises. Social curiosity not only helps to generate more diversified recommendation lists, but also helps to reveal many long-tailed items that have been surprisingly rated high by friends. However, such ideas are still in its infancy in recommender systems research and open up new possible ways for improving the recommendation performance and user satisfaction.
Conclusion
Diversity plays an important role in making the recommendation results more interesting and meaningful for the benefit of both end users and business providers. It has been widely studied in the past two decades by recommender system researchers. Yet, there are still many open problems remaining to be addressed in this domain of research. In this paper, we have reviewed and analyzed the recent advances in diversified recommendation in a taxonomic way and shed light on new research perspectives. More specifically, we first reviewed the various lines of definitions for diversity in recommender systems and created a comprehensive taxonomy to give an overview on how diversity have been modeled or measured. We then summarized the major optimization approaches for diversified recommendation and created a taxonomy for classifying, correlating, and clarifying existing approaches. Based on the thorough review, we projected into the future and highlighted five important future research directions that remain open for discussion, in terms of personalization, temporal characteristics, explainability, visual experiences, and human psychology, respectively.
